Introduction
South Africa is currently facing a range of energy related problems that include energy reliability, environmental sustainability and tariff hikes (Sebitosi et al., 2008; Sebitosi & Pillay, 2008; Sebitosi & Pillay 2008) . The Department of Energy also identifies access for all to electricity as one of the primary goals of South Africa's energy policy. The need to integrate non-grid technologies into the Integrated National Energy Planning (INEP) as complementary supply-technologies to grid extension has been particularly highlighted (DME, 2003) . Solar energy is a most readily accessible resource in South Africa and potentially offers an ample opportunity for alternative power generation that is also clean. In addition, there is a growing photovoltaic (PV) manufacturing sector in the country with annual panel-assembly capacity totalling 5MW. Despite this great potential, solar PV installations are still very expensive for ordinary users, more especially those in rural South Africa. Thus, this cost is one of the major limiting factors to the full utilization of PV technologies.
Motivation
Designing an installation to yield maximum annual energy helps to minimise the necessary installed capacity and reduce the cost of equipment. To achieve this, a generic solar collector must be mounted at right angles to the sun's rays. Ideally this is achieved by mounting the collector on a two-axis tracker that continuously tracks the sun by the hour and through the seasons. In practice, however, the method is quite cumbersome and inconvenient. Thus, the majority of installations are with fixed mountings. Figure 1 illustrates the reduction in solar intensity at location B that receives the sun at a smaller angle than location A.
Traditionally it is assumed that a collector that is mounted at a tilt angle that is equal to the latitude of a location, combined with an azimuth angle that is parallel to the equator, should achieve maximum annual energy collection. In the case of photovoltaics, however, the situation is more complicated. A basic PV panel consists of several solar cells.
Each solar cell can be modelled as a basic p-n junction, and hence the classic diode equation can be used in modelling outputs for the solar panel.
The diode equation is given by equation 1.
(1)
Where T is the temperature of the solar cell. From this, various models for the electrical energy output of a PV panel have been derived. One such model is presented in (Medica et al., 1996) : From the above, it is evident that the output power of the PV panel is directly proportional to the sun's radiation, but also inversely proportional to the sun's heat. Solar radiation is comprised of about 9% ultra-violet, 41% of visible radiation (which increases the output current) and about 50% infrared, which constitutes the heat. Therefore, in order to maximize the electrical energy yield of a PV panel, one must minimize the effect of the heat component while maximizing the effect of the light component.
Currently there is no known technology that can filter the infrared before the solar radiation can strike the PV panel. However, the presence of other climatic factors at a location can impact on the temperature of the panel. These factors include wind speed, wind direction, humidity and due point. Consequently it may be necessary to rotate a panel slightly away from the position where it catches maximum radiation to one where catching a bit of a cool breeze (as well) results in more electrical energy yield.
The primary aim of this paper is to provide a comprehensive database of optimum tilt and azimuth angles to support PV installation engineers at any location in South Africa, regardless of how remote it may be.
Methodology
Initially an outline of a South African map was obtained and divided into grids. The intersection points of the grid lines were considered as the coordinate locations and used as locations for study. This is illustrated in Figure 2 . These coordinates were used to generate climate data for each point on the map using Meteonorm climate simulation software. The simulated data contained the following output parameters namely, month, day of the month, hour, global radiation on a horizontal plane, diffuse radiation on a horizontal plane, air temperature, wind direction and wind speed. These are important in that they influence the overall performance of the PV module and need to be specified accurately for correct system design. The climate data files were then inputted into PV Design Pro-S software and the annual energy yield for each intersection point was calculated. The design package allows the user to vary the azimuth and tilt angles of the panels used. For a particular intersection point (coordinate location) the azimuth and tilt angle combination resulting in the highest annual energy yield was recorded. The rest of the parameters were kept constant. These included, the load profile, which was kept at an average of 18 466 Wh per day for weekly load and 18 000 Wh per day for the weekend load. Thus, the only parameters varied throughout the investigation were the climate (determined by the location), the tilt and azimuth angles.
Simulation results

Azimuth angle and tilt
Initially the assumption made was that the tilt angle could be set at latitude as suggested by Bekker (2007) . Thus, to obtain the optimum azimuth angle, the tilt was kept constant at latitude and only the azimuth was varied until the maximum possible annual energy yield was obtained. This was repeated for all the points indicated in the map shown in Figure 2 .
Once the optimum azimuth angles were obtained, the process was repeated to find the optimum tilt angles. Using the optimum azimuth angles obtained earlier, tilt angles were varied to obtain new values that yielded the maximum annual energy. Tables 1 and 2 give the results of the optimum azimuth and tilt angles respectively, for all point locations investigated in this project. Table 1 shows a general trend of the azimuth angle increasing from west to east. This trend also holds in the case of the tilt angles as depicted in Table 2 .
A guide to using the optimum yield angle tables
In practice a given location is unlikely to be at the coordinates indicated in the tables but somewhere in between. To address that problem, a method to obtain the required azimuth and tilt angles for any location is illustrated in this section.
In South Africa the average distance between any given adjacent longitude, ranges between approximately 90 km and 111 km. The distance between latitude degrees remains constant at roughly 111km. In addition, the results obtained from both Meteonorm and PV Design Pro-S are valid for a distance of approximately 40 km from the location where the results are obtained.
To obtain the coordinates of any location it is recommended that a GPS (global positioning system) be employed.
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The first step is to interpolate the angles at two new points, r and s as illustrated in Figure 4 . Given the two known data points (a) and (b) in Figure 4 , the required angle at r can be found as follows. Note that the closer r is to b the closer the values of their angles will be.
Let the angle at a be m and at b be n. (Assume that m is bigger than n).
Linear interpolation assumes that the values of the points from a to b decrease linearly from m to n. Then the total decrease between a and b is (m-n) units. The decrease at r = [(m-n)ar/ ab] Where, ar is the distance between points a and r ab is the distance between points a and b
Therefore the value at r = m -[(m-n)ar / ab] Next (using the method above) one finds the value at s using the angles at c and d.
Finally, using the values obtained at r and s, one interpolates the value at x. Table 4 compares annual energy yield obtained from the interpolated yield angles with that of the simulated yield angles. Eight sample locations were considered. Also included, is the error between the two, calculated and simulated energy yield results.
Verification of the Interpolation Method
From Table 3 it is clear that the percentage error in annual energy yield between the results obtained from the interpolated yield angles and simulated yield angles is small, thus negligible. Hence the interpolation method is accurate.
Concluding remarks
The cost of PV technology remains high in South Africa and it is important to optimise system design and performance to minimise installation costs. Due to a number of climatic and location related parameters, traditional installations that are fixed at tilt angles dependent on latitude alone do not attain optimum annual energy yields.
In this paper the tables of optimum azimuth and tilt angles for locations in South Africa have been successfully produced. GPS tools are now readily available to consumers and can be used to determine the coordinates of any given location. In addition, the linear interpolation method for calculating the optimum yield angles at any location has been demonstrated and validated through simulation. The Network comprises the Chief Executive Officers of the electricity regulators in Ghana, Kenya, Namibia, Tanzania, Uganda and Zambia (the members) who assess regulatory performance in each others' countries. This is done through structured and comprehensive peer reviews that also provide opportunities for deep experiential learning by the network members. It is expected that the lessons learnt will enhance leadership and management capability amongst senior regulators in Africa, and lead to increased credibility, legitimacy, transparency and robustness in their decisions.
The first peer review was conducted in Windhoek, Namibia from 20 to 24 October 2008 and is the subject of this paper.
Approach
Over a one week period, five of the members of the Peer Learning Network evaluate, on site, the regulatory system in the country of the sixth member. Interviews are undertaken with all relevant stakeholders ranging from the responsible minister, regulatory commissioners (board members), utilities, investors, consumer groups, non-governmental organisations and journalists. During the interviews, the stakeholders are invited to give their views on their experience with and performance of the electricity regulator and the electricity sector as a whole. This is followed by in-depth interrogation of regulator staff on the processes and outcomes of regulatory decisions.
The method of evaluation is adapted from Brown, Stern, et al.(2006) where the regulatory system is defined as 'the combination of institutions, laws, and processes that give government control over the operating and investment decisions of enterprises that supply infrastructure services. ' Brown, Stern et al., (2006) observe that: 'any regulatory system has two important dimensions: regulatory governance and regulatory substance.' Regulatory governance, also referred to as the 'how' of regulation, is 'defined by the laws, processes, and procedures that determine the enterprises, actions, and parameters that are regulated, the government entities that make the regulatory decisions, and the resources and information that are available to them' (Stern, 2009 ).
Regulatory substance is the 'what', or content, of regulation referring to core regulatory actions and decisions in relation to licensing (i.e. market access), tariff setting and supply and service and standards. The desired outcome of the interaction between regulatory governance and regulatory substance, regulatory impact, can be distilled into four main themes: cost effective pricing; reliable and quality infrastructure (electricity) service; sector financial and economic viability; and the timely attraction of new investment. Based on the foregoing, the regulatory system can be depicted as shown in Figure 1. 
A framework for assessing regulatory performance
Regulatory impact
Effective regulatory systems create a more predictable and less risky environment for private investment and 'is a means to an end' (Stern & Holder 1999) . That end should be seen in the context of regulatory impact.
As shown in Figure 1 , regulatory impact is influenced by the regulatory governance arrangements and the content of regulation (regulatory substance). Consistent with the desired outcomes of regulation enumerated in Section 1.2 i.e. cost-effective pricing, reliable and quality infrastructure service, financially viable utilities and the attraction of new investment, Stern (2009) observes that the 'key objective of economic regulation of infrastructure industries is to ensure the continuous supply, over the long-term, of unspecified infrastructure services of defined quality at the minimum necessary cost (and prices) to the population and industry of the country.' It is within this context that regulatory performance should be evaluated.
Regulatory performance
The determination of regulatory performance is however not a simple undertaking. As Brown, Stern et al (2006) state, 'it is virtually impossible in a single-country case study to calculate the separate effect of a new regulatory system on overall sector performance.' This difficulty arises from the fact that regulatory reform tends to be part of a wider package of measures that may include restructuring, commercialisation, private sector participation etc. Faced with this limitation, our approach to understanding regulatory performance is two-fold; firstly, we gather data based on the desired sector outcomes and secondly, an interrogation of whether the specific elements of regulatory governance and regulatory substance in Namibia help or hinder sector performance is made.
Regulatory governance
Regulatory governance is 'the institutional and legal design of the regulatory system and is the framework in which decisions are made' (Brown, Stern et al,. 2006) . Newberry (1977) presents the regulatory problem as the need to 'agree a regulatory compact which assures investors that their sunk capital will be adequately rewarded, and they will be protected from populist pressure to reduce prices to avoidable cost.' Such a regulatory compact should create more certainty and in effect reduce the amount of decision-making discretion available to the regulator, i.e. it should reduce arbitrary decision-making. Levy and Spiller (1994) define regulatory governance as being 'the mechanisms that societies use to constrain regulatory discretion and to resolve conflicts that arise in relation to these constraints'. They further state that performance (in the sense of sustaining private sector investment) can be satisfactory, provided three complimentary mechanisms restraining arbitrary administrative action are in place, namely: '(a) substantive restraints on the discretion of the regulator, (b) formal or informal constraints on changing the regulatory system, and (c) institutions that enforce the above formal-substantive or procedural-constraints'. This might imply that full regulatory commitment is exhibited through regulators having no discretion. But as Stern and Cubbin (2005) observe: 'in practice, it is virtually impossible for regulatory agencies to avoid interpretation of their objectives and to avoid discretion. The issue is then how to establish governance procedures that allow for the inevitability and desirability of a non-trivial degree of bounded and accountable discretion.' To achieve this, Stern and Holder (1999) contend that governance arrangements should be such that they ensure transparency and predictability, two attributes that are anchored on accountability. They present accountability as comprising two aspects; formal and informal. Formal accountability refers to the formal legal basis in which the regulator operates, effectively in the tradition of the call for restraint presented by Levy and Spiller (1944) whereas informal accountability is the degree to which the regulatory process 'encourages debate and open discussion; involves all relevant parties; leads to justification by the regulator of decisions and methodologies; and generally leads to a clear understanding of the "rules of the game"' (Stern, 1977) .
From the foregoing regulatory governance can be depicted as shown in Figure 2 which provides the basis for the Peer Learning Network's evaluation of this dimension of the regulatory system. Brown, Stern et al. (2006) define regulatory substance as the content of regulation, the actual decisions, whether explicit or implicit, made by the regulatory entity. The network and natural monopoly characteristics of many infrastructure industries, such as electricity transmission and distribution, mean that economic rent may be extracted by operators at the expense of consumers, and that economic regulation is necessary. There is a large body of literature on economic regulation and tariff setting. It is not intended that a review of various pricing methodologies is made here, suffice to state that regulators have various well tested means at their disposal to determine tariff levels and tariff structures.
Regulatory substance
Regulatory substance is primarily about pricing decisions. It is also about determining market access, through licences. A further dimension is the development and enforcement of technical and commercial quality standards, and resolution of disputes between utility and consumer and amongst utilities. Other substantive issues that are of special importance in Africa are pro-poor measures that facilitate access to, and affordability of, electricity services. Figure 3 depicts regulatory substance.
The Namibian electricity industry
Policy and regulation
Policy direction for the Namibian electricity industry is provided by the Ministry of Mines and Energy. Following the enactment of the Electricity Act in 2000, an independent regulator for the industry, the Electricity Control Board (ECB), was established. In 2007 the Electricity Act was amended, making provision for private participation in the sector.
Industry structure
At the time of the peer review the structure of the Namibian electricity industry was in transition and is shown in Figure 4 . Matters that remain outstanding with respect to the structure include the location of the singlebuyer function, currently retained de facto by NamPower, and its roles, obligations and governance structure, particularly as they relate to the need to assure prospective Independent Power Producer (IPP) investors of a 'level playing field'. In addition, whether IPPs should exclusively trade with the single -buyer, or have bilateral access to local and international parties, has been a matter of debate.
In distribution, the formation of two REDs one covering the area served by the Windhoek Municipality, the other in the south of the country, remains outstanding. The proliferation of municipal authorities that are to be augmented in the formation of the two outstanding REDs coupled with the problematic local authority surcharge present sizeable challenges in reaching the expected end state structure of the industry.
Understanding regulatory performance in Namibia
Key regulatory issues
The Namibian ESI faces four main regulatory issues. Firstly, as is the case in the rest of subSaharan Africa (Eberhard, Foster et al., 2008) , enduse electricity tariffs do not reflect the full cost of generation, transmission, distribution and supply. Secondly, access to electricity is low. 2001 figures show that while for urban areas access was an enviable 67.6% 1 (less than a quarter of households in sub-Saharan Africa have access), rural access remained at a low 9.5% resulting in an overall country access rate of 32%. Thirdly, peak demand at 533 MW 2 (which had grown at an annual average rate of 5.3% over the period 1998 -2008, Figure 5 ); outstrips the country's installed capacity of 393 MW and is forecast to almost double over the next ten years (NamPower, 2009 ). This has led to Namibia being increasingly dependent on electricity imports from its neighbours in the Southern African region as shown in Figure 6 . However, the region as a whole is experiencing a generation deficit and the Southern African Power Pool (SAPP) forecasts that this shall be the case until 2013 at the earliest (Southern African Power Pool, 2009). As a result, the Government of Namibia (GoN) is keen that new indigenous generation capacity is built. While a pipeline of new generation projects has existed for some time, none have yet been realised. The earliest that any new generation is expected to come on stream is now 2012 when the fourth 92MW unit at Ruacana Power station enters commercial operation. The flagship Kudu gas-to-power project which is crucial for the country's goal of self sufficiency in generation has faced delay and due to conceptual design changes has now been resized from its initial 800 MW to 500 MW and might only be commissioned in 2014.
Figure 6: Indigenous generation vs imports
The fourth issue is the number of small and nonviable electricity distributors. For a country with a population of two million and with an access rate of 32%, it is somewhat surprising that there are 22 entities licensed to distribute electricity. This places an inordinate amount of required regulatory effort on the industry regulator, the Electricity Control Board (ECB). In addition, municipal-owned electricity distributors electricity are permitted to a discretionary tax known as the Local Authority Surcharge (LAS), which adds considerably to the cost of electricity.
Regulatory governance
While the mere establishment of an independent regulatory agency does to some extent signal regulatory commitment, the achievement of desired outcomes is dependent on the design of the regulatory system. A key finding for Namibia was that although the Electricity Act was unambiguous in its allocation of roles and responsibilities, quite a significant degree of final decision-making authority that would ordinarily reside with the regulator had been retained by the Minister. For example, the Minister, rather than the regulator, approves licences and regulations, thus compromising the independence of the regulator. ECB officials that were interviewed did however not find these clauses to be problematic but rather claimed that the arrangement gave rise to a degree of political legitimacy and had in fact worked well so far. The reason for this appeared to be more on account of personnel as opposed to the systems in place. For this reason it was questionable whether this good working relationship would be sustained over time.
Procedurally it was unclear how the Minister would make the relevant regulatory decisions and hence the required degree of bounded and accountable discretion, referred to in section 2.3, which is absent. In any case, given that the ECB has final decision making authority over what is ostensibly the most contentious of regulatory matters, tariffs, it was surprising that the remaining regulatory responsibilities had been left to Ministerial discretion.
Formal accountability requires that there is a mechanism through which regulatory decisions can be appealed. While parties to an ECB decision had the inalienable right to approach the courts of law for judicial review, it was found that there was no internal procedure that could be used to appeal to the ECB directly. The regulator had noted this anomaly and was in the process of developing a procedure.
Effective regulatory governance should 'encourage debate and open discussion' (Stern, 1997) as part of its informal accountability attributes. An avenue that regulators regularly use to achieve this is the holding of public hearings on key issues such as for tariff applications. This was however not the case in Namibia. Public hearings could lead to greater public awareness of the regulatory process and engender a better understanding of regulation including matters such as the methodologies employed for tariff setting. The absence of public hearings in Namibia could in part explain why there was no organised lobby that, in a sustained manner, made representations before the regulator on behalf of general electricity consuming public.
Regulatory substance 4.3.1 Cost-effective pricing
Namibia's Energy Policy (1998) sets out the following guiding principle for the setting of tariffs:
• Sound economic principles; • Cost reflectivity (as far as possible); • Should reflect long run marginal costs of supply; and • Grant existing and potential industry participants a level playing field. Even though NamPower is a vertically integrated utility, tariffs for generation, transmission and distribution in Namibia are determined separately. For generation, the ECB uses an inefficient import parity pricing (IPP) regime that prices local generation at the cost of imported electricity. The rationale for this is the country's high dependence on electricity imports especially from South Africa. However, the effect of this regime is to excessively reward the low cost to the Ruacana hydro plant. The regulator was of the view that these windfall gains can then be used to subsidise the higher cost coal-fired Van Eck power station and the Paratus diesel power plant. In recent years, primary energy costs have risen significantly (e.g. NamPower coal costs rose 378% between 2003 and 2008 - Figure 7 ) and the import parity derived average generation price has been insufficient to meet the cost of increased generation at Nampower's two thermal plants. As a result, the ECB has suspended the import parity regime and instead takes into account actual fuel costs. In future it is intended that the Revenue Requirement approach, which is already in use for transmission and distribution, shall be adopted for the generation sector. 
Cost reflectivity
Theoretically the Revenue Requirement calculation -based on rate of return on assets plus depreciation and operating and maintenance costs, allows for full cost recovery. However, this has yet to be achieved. The Namibian government has a stated objective of reaching cost reflectivity in bulk tariffs by 2010/11, but progress has been difficult, mainly because of the increase in fuel prices ( Figure 8 ). Although tariffs are yet to reach cost reflective levels, it is commendable that over the period 2002 to 2007, NamPower's average price had not been eroded by inflation and had in fact risen in real terms, as shown in Table 1 . The effect of this is that consumers will be shielded from excessive tariff increases as the government's policy of cost reflectivity is implemented.
Asset valuation
A progressive feature of the economic regulatory methodology employed in Namibia, is its use of current or replacement asset values when determining the rate of return in its revenue requirement calculation. Most countries in the region rely on historical, depreciated asset values. In conte xts of high inflation, with long intervals between investments, this can lead to average prices well below those required to support new investment. Namibia's use of replacement values, implies that prices will rise to close to long-term marginal costs and hence be at levels sufficient to attract new IPP investments.
Efficiency incentives
One of the disadvantages of rate-of-return, or cost-of-service regulation is that it provides few incentives for operators to reduce costs (see Averch and Johnson (1962) ). The ECB was aware of this deficiency and for the distribution sector has capped non-technical losses at a stringent 1.25% of total revenue, or at the level for the previous year whichever was lower. For technical losses these were capped in a range of 10 -15% depending on nature and location of the particular distributor. The ECB did however treat requested maintenance expenses favourably during tariff revisions.
It is also noteworthy that for a country with a population of just over 2 million, the ECB approves 32 distribution tariffs of varying structures. This places an inordinate amount of work on the regulator and also presents a challenge for performance monitoring and benchmarking. This challenge is not eased by the distortionary impact of the discretionary local authority surcharge, which varied from N¢9.19/kWh to N¢56.98/kWh in 2007/08 across the fourteen municipalities that apply it as shown in Figure 9 . 
Adequacy and security of supply and the attraction of new investment
Although the number of consumer groups met in Namibia was by no means representative, there was general contentment with the existing level of electricity quality and reliability. However, future reliability of electricity supplies was at risk since the biggest concern for Namibia remained the looming shortages of electricity supplies as a result of the reduced availability of electricity imports, the absence of IPP investments, increased economic activity and the forecast demand for electricity in the country. The peer review made five recommendations aimed at enhancing security and reliability of supply. Firstly, it was noteworthy that there was no electricity security supply standard for Namibia. Such a standard if based on an agreed Loss of Load Expectation (LOLE) could introduce more objectivity in the determination of the country's reserve margin, import requirements and the opportune time at which to increase generation and transmission capacities. Secondly, responsibility for monitoring and reporting on this security standard needed to be allocated to the regulator. Thirdly, there appeared to be uncertainty on where the responsibility for the National Integrated Resource Plan (NIRP) lay. During the peer review it was found that while NamPower was undertaking an NIRP, this process had not been recognised by the ECB who intended to undertake a separate planning process. Clearly such duplication was not the most optimum use of otherwise scarce resources. With the attendant need of attracting new generation into the sector, clarification of this responsibility would only aid the process. Lastly, it was noted that most expressions of interest in new build opportunities that were received were unsolicited.
The peer review recommended that international competitive bedding processes be initiated in time to meet the supply requirement indicated in the NIRP. Criteria and processes also needed to be developed for assessing unsolicited bids. 4.3.3 Financial viability of utilities NamPower, the state owned vertically integrated utility and dominant player in Namibia's electricity industry remains a financially viable entity and has been profitable over the last 10 years ( Figure 10 ). Consequently, on account of these and other factors such as Namibia's (the country) own sovereign rating, rating company Fitch in March 2009 reaffirmed NamPower's BBBinvestment-grade rating. Interestingly, in its assessment of NamPower's operating environment the rating agency makes the following comment: 'The regulator continues to make progress towards bringing regulation more into line with developed market standards' (Fitch, 2009 ).
In the distribution sector however, challenges remain. A 2006 benchmarking exercise revealed that all the REDs had failed to perform satisfactorily against set benchmarks, with the best performing having only been satisfactory in three of the specified nine specified performance measures shown in Table 2 . In interviews with the Chief Executive Officers of two of the REDs, it was revealed that at current tariff levels there was insufficient revenue being generated to earn an adequate rate of return or to fund the depreciation expense. While no evidence was presented to support this assertion, the ECB's own admission that tariffs were at below cost levels lent it credence. It would however, appear that there was also need for internal efficiency improvements within REDs to lower costs. Pro-poor initiatives A special challenge in a country such as Namibia is the need to widen access to electricity services. For a country with an overall access rate of 32% of which rural access was 9.5%, it was surprising that the regulator did not play an active role in this area. This could be through tariff structures that target the poor, incentivising the extension of the grid by utilities or encouraging the development of off-grid electricity supplies for rural communities. The peer review found that the only structured initiative for rural electrification was the annual grants disbursed to distributors from central government, which were in themselves insufficient to meet the electrification targets set out in the National Development Plan. Separately, NamPower also provided a subsidy for rural electrification. Interestingly, interviews with the ECB revealed that this subsidy was not recovered in the tariff and that instead 'NamPower absorbs any cost mismatches within itself.'
Conclusion
This paper reports on the successful application of the regulatory evaluation framework developed by Brown et al., (2006) . Peer reviews provide an effective means for undertaking such evaluations as well as affording unique experiential learning to the peer review participants as they compare and share knowledge and practices in the country being reviewed with their own country contexts.
Effective regulation should lead to cost-effective tariffs, reliable and quality infrastructure service, financial viability of utilities and the attraction of new investments. We find that in the case of Namibia, the regulatory system has encouraged cost effective pricing, although full cost reflectivity is yet to be reached. The pricing regime for generation could be made more efficient and distribution tariffs streamlined. The financial viability of the distribution sector and the attraction of new generation investment do however, present challenges for the long term sustainability and quality of electricity supplies. 
Notes
Introduction
The South African government (DME, 2007) ratified a biofuels industrial strategy in December 2007. The strategy aims to achieve a biofuels average market penetration of 2% of liquid road transport fuels, namely petrol and diesel, in the country by 2013. This biofuels target will contribute up to 50% to the 2013 national renewable energy target of 10 000 GWh (DME, 2003) . It is envisaged that the target is achievable without excessive economic support by utilising surplus agricultural capacity. The target is based on local production, both agricultural and manufacturing, to provide the benefits of employment, economic growth and Black Economic Empowerment (BEE) through the value chain (see Figure 1 ) (NBTT, 2006) . The South African biofuels industrial strategy is primarily based on a feasibility study of the National Biofuels Task Team (NBTT, 2006) , the viability of which has been critiqued (Brent et al., 2009) . The feasibility study briefly describes the perceived environmental impacts associated with the biofuels value chain, and mainly focuses on feedstock of sugar cane and maize, for bioethanol, and soybean and sunflower, for biodiesel.
Some key conclusions from the feasibility study are as follows (NBTT, 2006) : • Increased cultivation of energy crops could have additional impacts on South African soils; conservation agriculture (Derpsch, 2005) should be adopted by all farmers as it makes more economic sense, through fewer inputs, and improves soil fertility and thereby greater yields.
• Biodiversity can be threatened through the expansion of cultivation as mono-cropping (Scholes and Biggs, 2005), use of pesticides and fertilisers, and the release of genetically modified or alien crops into nature all impact negatively; an analysis of the potential impact on biodiversity of expansion of the cultivation areas in South Africa, beyond the targeted surplus agricultural capacity, should be undertaken.
• An extended energy crop industry could further increase pressure on South Africa's limited water resources (Berndes, 2002) , not only for irrigation production, but also with rain fed production of both annual and perennial crops; and biofuels processing needs to be carefully assessed for its impact on the water reserves in a given catchment.
• An introduced biofuels value chain could lead to increased pollution to natural resources; biofuels processing needs to be assessed against industrial pollution regulations to determine whether the processes are adequately covered, and health and safety regulations need to be assessed for their ability to adequately deal with the challenges of potential small-scale processing plants.
• The biofuels value chain is not carbon neutral;
and a life cycle approach should be used when considering support for programmes that are chosen based on their capacity to mitigate climate change.
Objectives of the paper
Life cycle assessment studies have been conducted on bioenergy production from biomass (Jungmeier et al., 2002; Pro et al., 2005) , and on bioethanol (Kim and Dale, 2006; von Blottnitz and Curran, 2007) and biodiesel (Spirinckx and Ceuterick, 1996; Kim and Dale, 2005) production in particular. However, these types of studies have not been conducted to increase the understanding of the environmental implications of the South African biofuels industrial strategy. This paper subsequently set out to develop South African life cycle inventories of biodiesel production as a first step towards comprehensive analyses of biofuel value chains. The paper focuses on commercial-scale seed extraction biodiesel production, although it is envisaged that the inventories will be developed further for small-scale and other distributed and co-production routes. The paper also considers the environmental impact profiles of such inventories for policy-making purposes.
Scope of the study
In the short-term, the feasibility study of the National Biofuels Task Team (NBTT, 2006) focuses on conventional food crops, namely first-generation biofuels production. Three crops were subsequently chosen as likely feedstock for a commercial biodiesel value chain in South Africa (Nolte, 2007) : soybean, sunflower, and canola. For these three crops, the total biodiesel value chain production costs are estimated to be below 1US$ per litre (Nolte, 2007) . The biofuels industrial strategy envisages that the crops will be produced in the Mpumalanga, KwaZulu-Natal, Eastern Cape and Western Cape Provinces (see Figure 2) .
Functional unit and reference flow
The choice of functional unit depends on the focus of life cycle assessment studies. If the intent is to examine the environmental performances of different cropping systems, then an area of land planted has been used as a functional unit (Kim and Dale, 2005) . When fuels are compared, then the functions of the fuel products are normally used; for example, the work delivered by a diesel engine or a certain mass transported over a distance (Sheehan et al., 1998) .
Since the aim of this paper is to establish environmental profiles of biodiesel products, a unit of product, over a one-year production period at a commercial-scale facility, was chosen as reference flow, namely 19 500 tonnes of 100% biodiesel (B100) produced per annum (19.5 kt/yr). This equates to a 2 500 kg/hr production facility, which is deemed an optimum biodiesel plant size for commercial purposes in the South African context (Nolte, 2007) .
Initial system boundaries and data quality
The unit processes that were included in the initial system boundaries and the main system flows are depicted in Figure 3 . A large-scale commercial biodiesel industry has yet to be realised in South Africa (Nolte, 2007) . Indeed, it is perceived that under the current dispensation, a large-scale biofuels industry is not sustainable unless the government provides more attractive incentives to encourage private sector investment (Tait, 2005) . The study therefore required the postulation of a hypothetical commercial biodiesel industry, based on the current South African soybean, sunflower and canola production and crushing industries and fuel transportation infrastructure, and (First World) methyl ester transesterification technology (Harding et al., 2008) . These life cycle phases of conventional seed extraction biodiesel production were considered only, namely the use phase was excluded. To this end, the environmental implications of using the blended biodiesel and conventional petroleum diesel, as per the national biofuels industrial strategy, have not, until now, been investigated in detail in the South African context, although the required blending ratio is deemed to play a minor role in changing the environmental impacts of the use phase.
Industry and national data was primarily used for the farming, oil pressing, and biodiesel production (Harding et al., 2008) unit processes, and a field trip was conducted to update some of the process parameters based on current practices and planned developments. The field trip included agricultural associations in South Africa, farmers, oil press operators, and future biofuels production developers.
The economic inputs to the three main unit processes were included in the system boundaries. However, since industry and national data availability was a constraint for these inputs, international databases and biodiesel studies (Sheehan et al., 1998) were used. The consequence is that certain economic inputs are reported directly as elementary flows, or environmental inputs; for example, crude oil and coal inputs due to diesel and gasoline usage in the farming equipment. The economic outputs, namely the meal/cake from the oil pressing unit process and the two by-products/waste streams from the biodiesel production unit process, were excluded from the system boundaries.
The exclusion of these outputs is important from an allocation perspective. A recent publication (Guinée and Heijungs, 2007) has shown that different allocation methods could (potentially) generate large differences in allocation factors and consequently also at the level of environmental impacts of fuel chains. Much of the literature discusses the choice of parameter to base allocation on; for example, mass, economic, or energy (calorific) value of the (by)-products.
For this life cycle inventory, allocation was not considered, namely all the economic and elementary environmental flows are allocated solely to the biodiesel product. Assumptions will subsequently * Glycerol, and also potentially methanol, can be recovered and sold; therefore, stream 2 may not constitute a waste, but a by-product Table 2) have to be made with future studies that utilise this inventory, especially since the meal/cake, at present, is the most important economic product from the feedstock production for some crops, particularly for soybean. Similar to previous biodiesel studies (Sheehan et al., 1998) , the environmental flows associated with producing capital equipment and facilities in the life cycle were not considered. For petroleum diesel life cycles, these flows have been shown to be negligible (Sheehan et al., 1998) . In the case of biodiesel, the biomass resources are less energy dense and concentrated and the energy embodied in the construction of the equipment and facilities in the life cycle may be more significant. However, to be consistent with other fuel chains, these life cycle flows were excluded from the inventory. Table 1 summarises the key parameters for the farming unit process. The yields of the soybean, sunflower, and canola feedstock crops were estimates for the 2005/6 growing season, which were obtained from Grain South Africa, a non-profit organisation, and from a study of the University of Pretoria. Fertilizer application for each crop was provided by the Fertilizer Society of South Africa, a non-profit company that represents the interests of the fertilizer and agricultural lime industries in South Africa. The different fatty acid methyl esters (FAME) densities were obtained from literature (Pischinger et al., 1982; Schwab et al., 1987) .
Description of unit processes' data
For uncertainty analyses, minimum and maximum percentages of oil and meal/cake in the seed were derived from international data (Sheehan et al., 1998) . The maximum amount of water needed, as extracted from a catchment area, was assumed to be the requirement of the crop for optimal growth. The minimum water needed was assumed to be the irrigation requirements only, as the rainfall of the regions, which was obtained from the South African Department of Environmental Affairs and Tourism, was subtracted from the requirement of the crop. Minimum and maximum calculations of all the other flows to and from the farming unit process were based on the differences in oil in the seed.
The transportation, from the farming unit process to the oil presses, was calculated by assuming that trucks greater than 32 tonnes would be utilised. According to the Road Transport Annex in the EMEP/CORINAIR Emission Inventory Guidebook (EEA, 2006), for a fully loaded articulated truck travelling between 40 and 60 km/h at 0% gradient and for European emission standards in the 1980s, approximately 0.55 litres of diesel would be needed per kilometre. For the same truck carrying no load, 0.3 litres/km would be needed. An average of 0.43 litres/km was assumed for this study. It was further assumed that oil presses would be located in the provinces, within 500 km of the farming activities, but at an average distance of 100 km; this is in line with findings elsewhere (Sheehan et al., 1998) . Similar distances and modes were assumed for the transportation from the oil presses to the production plant. The petroleum resource requirements are directly reported as elementary flows of crude oil and coal. The energy usages in the oil pressing and biodiesel production unit processes were mostly derived from international data (Sheehan et al., 1998) , but updated with site-specific and design information in the South African context. Specifically, electricity and steam usages reflect the situation in South Africa. Similarly, the other chemical material inputs in the biodiesel production unit process were obtained from detailed South African designs and models.
The emissions to air and water were primarily obtained from international databases (Sheehan et al., 1998) . (Sheehan et al., 1998) except for the land and water usage, which are South African specific. For the oil pressing and biodiesel unit processes, the economic flows reflect South African practices and design models, but the elementary flows were obtained from published data (Sheehan et al., 1998) .
Description of data categories
In terms of the elementary environmental flows, the chosen inputs and outputs were based on the availability of data, the quality of published background information, and the main environmental categories that have been considered by various life cycle assessment publications (Weiss et al., 2007) :
• Non-renewable resources usage, i.e. crude oil and coal, which are aggregate for the three main unit processes.
• Land usage, as existing agricultural land for the farming unit process.
• Water usage, of a quality deemed suitable for agricultural irrigation in terms of the South African water quality guidelines (DWAF, 1996).
• Global warming potential (GWP). • Acidification potential (AP). • Eutrophication potential (EP).
• Other damages to water resources.
Life cycle inventory analysis and discussion
The detailed inventory dataset is provided elsewhere (BIOISSAM, 2010: www.biossam.org/wpcontent/uploads/2010/08/Life-cycle-inventory-datafor-biodiesel-scenarios.pdf) and summarised in Table 2 . For the farming unit processes, data values are provided for the reference flow of the unit process, namely 1 tonne of produced oil seed, and for the functional unit of the complete life cycle, namely 19.5 kt/yr of biodiesel product. Per reference flow, the variations in the data reflect differences between the Provinces, except for canola where country average values were used. Per functional unit, the variations in the data reflect uncertainties throughout the life cycle.
For the oil pressing unit processes, which include the transportation from the respective farming unit processes, the data values are again provided for the reference flow of the unit process, namely 1 tonne of processed oil seed, and for the functional unit of the complete life cycle. Variations in the data per reference flow are due to the potential differences in the oil and meal/cake content of the oil seed. Per functional unit, the uncertainties across the value chain are reflected in the variations of the data.
Data values are provided for the biodiesel production unit process, which includes the transportation from the oil pressing unit processes, per a reference flow of 1 tonne of biodiesel produced, and per the functional unit of 19.5 kt/yr. Uncertainties are due to the location of the facilities, which has a minor influence, and the interactions between unit processes in the value chain.
Sensitivity and uncertainty analyses
The farming unit process showed significant sensitivity to the type of crop and region of production. For example, the inputs and outputs of sunflower, except for water usage, do not differ much between the Provinces, but due to yield differences in soybean production, the values may differ by a factor of two. Such variability has also been reported elsewhere (Landis et al., 2007) . The availability of data, and how it is reported, also plays a significant role. For example, energy usage on the farm is often reported per hectare and emissions, in international databases, per tonne produced. The consequence is that emissions may not seem sensitive to feedstock production yields, although, of course, they should. The water usage ranges by a factor of two for soybean and canola, and by a factor of nearly three for sunflower, which highlights the importance of rainfall in a region in terms of the requirement to extract water from a catchment.
The oil and meal/cake content of the seed produce influences the elementary flows associated with the transportation requirements to the oil pressing unit process, although the South African field trip data suggests that it is not a very important factor in terms of energy usage at the oil pressing facilities. However, the oil and meal/cake content proves to be the most important parameter that influences the unit processes in the initial life cycle phases. Almost all the inputs and outputs of the farming unit processes, for all the crops, range in the order of a factor of two due to variations in this parameter.
Section 3.2 indicates that, at present, the meal/cake co-product has an economic value, often more than the fuel product. However, should there not be an offset market, the production system would face a significant waste stream; between 27 and 120 kilo tonnes for 19.5 tonnes of biodiesel. This, together with the other waste streams, most notably KCl (around 200 tonnes) and glycerol (2 kilo tonnes), would necessitate a separate waste management systems in the economy (see Figure  3) . The uncertainties associated with the logistic system in the value chain have major implications. For example, should the distances from the farming activities to the oil pressing unit process, and to the biodiesel production unit process, increase by a factor of two, then the energy balance may be negative (with soybean as feedstock). Indications are that average distances should not exceed 300 km in the product value chain.
Very little uncertainties were detected in the biodiesel production unit process. However, the energy efficiency of the overall system needs due consideration. On average, the 19.5 kilo tonnes biodiesel product has an energy-content in the order of 800 TJ; the energy demand of the system is in the order of 400 to 1100 TJ. This means that the nearly half of all the production may be an energy sink, which is clearly unsustainable.
Interpretation and limitation of the inventory dataset
From the sensitivity and uncertainty analyses, it would seem that the most important system parameters that need attention in terms of accuracy to establish an environmental profile are: • The crop yields, and therefore land usage; • The water usage; • The oil and meal/cake content of the seed produce; and • The logistics system. There are, however, a number of limitations with the inventory. For example: • The geographical representation of available data remains a problem for most of the elementary flows and for the initial unit processes of value chains, especially in the South African context (Brent et al., 2002 ).
• Farming practices are not captured in the flows of such a simplified inventory. For example, crop rotation is vital to preserve soil quality in most regions of South Africa, and the chemicals used may differ significantly between regions (Brent et al., 2009 ).
• The inventory focuses on the scenarios of the biofuels industrial strategy of South Africa in that existing agricultural land, for cultivation, is occupied for the crop production (Brent et al., 2009) . The potential requirement to transform land is not captured, which, in turn, may have a significant influence on ecosystems' structure and functioning (Achten et al., 2007) .
• The temporal scale of the inventory dataset is problematic in that values for certain harvest years are utilised, but there are great variations in wet and dry periods in South Africa that would increase the uncertainty of the inventory (Brent et al., 2009) .
Implications for environmental impact profiles of South African biofuel value chains
The limitations of the inventory dataset (BIOSSAM, 2010) highlight the challenge with deriving comprehensive impact assessment profiles for biodiesel production. Much emphasis has been placed on energy balances and air emissions of such life cycle systems, but the following aspects are yet to be addressed:
• Although frameworks of land use are in development (i Canals et al., 2007) , the conventional definition of land usage flow, in life cycled assessment terms, is deemed inadequate to reflect changes in the quantity and quality of land resources in these studies. However, biodiversity indexes have been proposed to evaluate land usage changes (Scholes and Biggs, 2005) that could be used to define appropriate land usage flows.
• The definitions of the water usage and effluent flows in the inventory datasets are deemed inadequate to reflect changes in the quantity and quality of water resources (Brent, 2004) . Similar to the land resources, the diversity at microbial level has been proposed as an index that can be utilised to define water usage and release flows (Suridge and Brent, 2008 ).
• There is currently no approach to handle the solid waste streams of biofuel value chains.
With respect to the air emissions, the life cycle inventory compares reasonably to other studies (Rollefson et al., 2004; Beer et al., 2007) . For example, CO 2 emissions are in the same order of magnitude. However, the emissions of N 2 O are very high with a contribution to global warming potential (GWP) in the order of three-hundred times that of CO 2 ; the consequence is that the variability in overall GWP is between 4.5 and 14.5 tonnes of CO 2 equivalent per tonne of biodiesel produced (see Table 3 ). This highlights the necessity to also refine the accuracy of the conventional flows in the inventory dataset for the South African context.
Conclusions
The introduction of the new biofuels industrial strategy in South Africa has emphasised the need to understand the potential environmental implications of biofuel scenarios in the South African context. As yet there is no structured approach to establish environmental profiles of the envisaged value chains in the scenarios of the strategy. This paper consequently aims to provide a foundation for the further development of comprehensive life cycle inventories of biofuels production. The paper focuses on commercial-scale seed extraction biodiesel production, although it is envisaged that the inventory dataset will be developed further for small-scale and other distributed and co-production routes. Three crops are currently included in the strategy for biodiesel production, namely soybean, sunflower, and canola. Comparative LCI analyses were conducted for these crops for a 19.5 kt/yr production facility, which is considered to be an optimal capacity in the South African context. Table 3 lists the overall inventory per tonne of biodiesel produced.
Emphasis for policy-makers
The inventory analysis shows that the inputs and outputs of the farming unit process are sensitive to the type of crop and region of produce. Water usage is a highly variable parameter, which emphasises the importance of rainfall and irrigation to the overall burden of the biodiesel system on water resources. Crop yields may differ by a factor of two, which is a significant difference in terms of land and non-renewable energy resources requirements. The oil and meal/cake content of the seed proves to be the most important parameter that influences the initial unit processes of the value chains. Almost all the inputs and outputs of the farming unit processes, for the all the crops, range in the order of a factor of two due to this parameter. The uncertainties associated with the logistic system in the value chain also have major implications. If no market offset is available for the meal/cake co-products then due consideration is necessary of the necessary waste treatment uncertainties, which is also true for the other waste streams, most notably KCl and glycerol. Very little uncertainties were detected in the biodiesel production unit process, although the energy efficiency of the overall production system remains questionable.
A number of limitations are identified with the inventory dataset. For example, published emissions data are often reported per reference flow and do not reflect geographical differences. Certain elementary environmental flows are not captured such as the impacts on soil quality due to farming practices. Also, the elementary flow for land usage is regarded to be occupied agricultural land for cultivation as per the biofuels industrial strategy. Cognisance must be taken where a biofuel value chain requires the transformation of ecosystems. Finally, the temporal scale of the inventory dataset is problematic. The annual variations in agricultural production are large in South Africa, which, together with expected behavioural changes due to the introduction of the biofuels industrial strategy, makes comprehensive uncertainty analyses difficult at present. The paper also considers the implications to assess the environmental impact profiles for further decision-making purposes. To date, much emphasis has been placed on energy balances and air emissions of such bioenergy systems, but certain aspects are raised that must be addressed; specifically pertaining to land use, water use, and solid waste streams. The global warming potential category is also used to highlight the necessity to improve the accuracy of the conventional flows of the inventory dataset in the South African context. For the biodiesel value chain N 2 O emissions, especially, need to be refined to reduce the uncertainty. Although the global warming potential of agricultural activities are estimated on a global aggregate level (IPCC, 2007) , major uncertainties are still reported in the current national emissions inventory (Taviv et al., 2007 
Introduction
While there is widespread agreement that rural communities desperately need to improve their access to modern energy sources (World Bank, 2000) , it has been reported that about 550 million people (75% of the population in Sub-Saharan Africa) depend on traditional biomass (wood, charcoal, cow dung, etc.) due to lack of access to elec-tricity or any kind of modern energy service (Ejigu, 2008) . In other parts of the Southern Africa region, firewood use in households has been estimated at 5-7 tonnes of dry wood per household per year (Grundy et al., 1993; Coote et al., 1993) . Fuelwood use has an impact on the socio-economics of a rural community as it is the main energy source in rural settings; and all cooking and most food processing depends on fuelwood. Thus, fuelwood supply can influence the amount of food prepared or cooked. Cecelski (1984) reported that in Somalia, refugees fed their bean rations to their livestock or discarded them because they could not afford the fuelwood to cook them; illustrating the fact that despite having food, without adequate cooking energy, the food was not useable since whole grains and legumes are inedible without cooking .
A very large percentage of rural households in South Africa are still dependent on firewood and paraffin for food preparation (Shackleton et al., 2007) . For example, in the Limpopo and Eastern Cape Provinces, more than 50% of the households relied on firewood and paraffin for cooking (SSA, 2007) . A significant number of households are expected to use firewood to some extent for decades to come, especially those marginalized either geographically or financially (Shackleton et al., 2007) . Other energy sources for food preparation include paraffin, coal, liquid petroleum gas (LPG), cow dung and other biomass fuels such as crop residue. The use of more than one fuel and a range of cooking appliances is a common feature in many low income households (SPARKNET, 2004) . This pattern of energy use is also referred to as multiple fuel use, meaning that households use a range of appliances and fuels interchangeably.
The implementation of appropriate kitchen management and energy savings techniques has been identified as a major contributor to energy savings, especially where these techniques are introduced in conjunction with energy efficient devices (Inter Academy Council, 2007) . The objective of this study was to establish the extent to which cooks implement efficient kitchen management strategies in their daily cooking activities in rural households in two communities in the Eastern Cape Province. The Eastern Cape province of South Africa is one of the poorest provinces and more than 50% of households still rely on firewood for their energy needs (SSA, 2007) .
Materials and methods
Study area and sample communities
The study was conducted in the Eastern Cape Province of South Africa. The two villages selected for the survey (Cata and Tshoxa) are located in the Amahlathi Municipality (within the greater Amathole District Municipality) and are close to the town of Keiskammahoek. The Human Development Index (HDI) measured by life expectancy, literacy and income for Keiskammahoek was found to be 0.50, which is below the average for the Eastern Cape, estimated at 0.56. It is estimated that 69.6% of the people in the Keiskammahoek area are living in poverty. Average unemployment for 2000 was estimated at 68.5%, which is slightly below the estimated unemployment level of 76% for the Amahlathi Municipality in 2001. (Amahlathi IDP, 2007) . Table 1 also illustrates that the 96.7 % of the inhabitants of the Amahlathi Municipality earned less than R 1 600 per month in 2003.The population growth rate for Keiskammahoek is estimated at 1.4% and this is likely to be representative of the situation at Cata and Tshoxa.
The Cata community (32 o 36'2"S; 27 o 7'10"E) is situated on the southern slopes of the Amathole Mountains, 15 km from Keiskammahoek in the Eastern Cape and can be classified as a rural community. There are 450 households in this village. Cata has, however, one of the highest levels of electrification in the Amahlathi Municipality with 84% of households having access to electricity (average percentage in Amahlathi Municipality is 67%) (Amahlathi, IDP, 2007) . Cata has multiple forest resources including 800 ha of indigenous forest, approximately 300 ha of pine plantations and jungle wattle areas (Ham, 2003) . The Tshoxa community (32 o 41'25"S; 27 o 9"15"E) is located approximately 2 km from Keiskammahoek and can be classified as peri-urban. There are 600 households in this village. Unlike Cata, only 56% of households have access to electricity; and the Tshoxa village does not have any forestry activities. The area is dry and characterized by shrubs, Acacia Karoo thorn trees and some indigenous species such as sneezewood (Ptaeroxylon obliquum) and yellow wood (Podocarpus falcatus).
Methodology
A survey method involving interviews based on a structured questionnaire was considered the most appropriate data collection method for this project (Babbie, 2004) . The unit of analysis for the questionnaire surveys was individual households (Bless & Higson-Smith, 1995) and the target population was the 450 households at Cata and the 600 households at Tshoxa. A sample of 60 households per village was selected for the survey. The selection of an equal number of households per village makes comparisons between villages easier (Nel, 2008) . The samples represent 13% of the households at Cata and 10% of households at Tshoxa. Households were selected based on interval or systematic sampling whereby only a certain number of houses per street were randomly selected to ensure that the survey covered the entire village (Bless & Higson-Smith, 1995) .
Data analysis
The average number of people per household interviewed at both Cata and Tshoxa was four with a minimum of one at both villages and a maximum of 11 at Cata and 12 at Tshoxa. The 60 households at Cata represent 261 persons, while the 60 households at Tshoxa represent 251 persons. Results from the data analysis were presented as descriptive statistics based on the percentage of respondents (households) who replied to the individual questionnaire questions. At both villages, percentages were calculated based on a sampling population (n) of 60 households. Chi-square tests were used to compare responses of the households surveyed in the two communities using a 95% confidence interval.
Results
Source of energy for cooking, lighting and heating
The study showed that there was a significant difference (p< 0.001) in sources of energy for cooking with the majority of respondents at Cata relying on firewood (77%) as a primary energy source for cooking, while 42% of the respondents at Tshoxa use firewood. At Tshoxa, 38% of respondents use electricity for cooking, while 18% of respondents at Cata use electricity. At Tshoxa, 17% of respondents use paraffin, while only 5% at Cata rely on paraffin for cooking energy (Table 1 ). Respondents also indicated that they use these primary energy sources in combination with secondary energy sources. Both at Cata (48%) and Tshoxa (60%), respondents indicated that they would use paraffin as a first choice, secondary energy source (in combination with, for instance, firewood and electricity). Cow dung was also listed as a second choice alternative to primary energy sources by 30% of respondents from Cata and 43% of respondents from Tshoxa. There was no difference in the source of lighting for the two sites, with most of the respondents at both Cata and Tshoxa using electricity for lighting (93%) followed by paraffin (5%) and candles (2%), respectively. However, there was a significant difference (p<0.04) in source of energy for heating between the two areas. At Cata, 78% of respondents rely on firewood, 8% on electricity and 13% on paraffin while at Tshoxa 55% rely on firewood, 10% on electricity and 32% on paraffin. Three percent of respondents at Tshoxa indicated that they do not heat their homes.
Cooking equipment
There were significant differences (p < 0.001) in the cooking equipment at the two areas when preparing food. As many as 77% of respondents at Cata use an open unshielded wood fire compared to only 42% at Tshoxa. Fireplaces consist of a flat metal base (made from for example, the lid of an oil drum or zinc roofing material) that can be moved around to cook either outside or inside the house. At Tshoxa, 40% of respondents make use of an electric stove compared to only 18% at Cata (Table  2 ). There were no significant differences in the type of pots used at the two sites. All respondents who use firewood for cooking also use three-legged pots that are placed over the fires. Respondents who use gas, paraffin or electric stoves use flat bottomed aluminium pots for food preparation. Most respondents use at least two pots to prepare food. A larger pot (9 to13 litres) is normally used in combination with a smaller (3 to 6 litre) pot. 
3.3
Food preparation There were significant differences (p < 0.0002) between the sites in preparation before cooking commenced in that at Cata, 65% of respondents indicated that all the food and cooking utensils are assembled compared to only 32% at Tshoxa. All respondents indicated that they cover the pot with its lid during cooking. None of the respondents monitored the heat of the fire during cooking at both sites but indicated that they extinguish the fire after cooking. On average, fewer respondents (41%) indicated that they pre-soak hard grains (sorghum and maize) and beans prior to cooking. Most people (89%) at both sites did not pound hard grains before cooking; while nearly all indicated that they cut food into smaller pieces before cooking.
Although not significant, more people at Cata (40%) used fuelwood for warming compared to Tshoxa (20%). On average, however, 68% of the respondents tended to favour the convenience of electricity and paraffin over firewood for the reheating of food. Additionally, respondents were asked to indicate their preferred energy source for the preparation of samp (boiled whole kernel white maize), pap (grounded maize porridge), meat, bone meat, vegetables and bread (see summary in Table  3 ). There were significant differences (p < 0.01) between the sites in the energy preference during the cooking of samp, bread, bones and meat (Table  3) . More people used fuelwood (95%) at Cata during the preparation of samp compared to Tshoxa (60%), with some people in Tshoxa preferring to use electricity (17%) and paraffin (13%). A similar trend was observed in the preparation of bread, where more people at Cata (87%) used fuelwood compared to Tshoxa (57%); and some preferred the use of electricity (22%) and paraffin (13%).
For the cooking of bones, most people (90%) at Cata used fuelwood while those at Tshoxa used a mixture of fuelwood (60) and electricity (26%). Interestingly, during the preparation of meat, people at Tshoxa used electricity and fuelwood equally (40%), while there was still more use of fuelwood at Cata (68%). There were, however, no differences between the two areas in the preferred energy source for the preparation of pap and vegetables but the predominant energy sources were either fuelwood or electricity and paraffin to some extent (Table 3) .
Discussion
Sources of energy for cooking
Cata is representative of rural villages with readily accessible firewood resources in the form of plantations, woodlots and natural forests. Tshoxa represents more urbanised villages with limited access to firewood resources. This difference was highlighted in the survey where respondents from Cata clearly prefer to use firewood for cooking while respondents from Tshoxa use a variety of energy sources for cooking. The difference in energy preference between rural and peri-urban villages has also been documented by Ham and Theron (2001) ; who found that in urban villages in the Eastern Cape residents use a larger variety of energy sources than in rural villages where firewood is the dominant energy source.
Although more than 80% of households at Cata have access to electricity, they prefer to use firewood as it is considered a cheaper form of energy. This mirrors the general trend in most developing countries where the introduction of electricity has not necessarily resulted in a switch from the use of fuelwood (Shackleton et al., 2007) . Several studies in South Africa have shown that while South Africa consumes over 60% of the electricity on the African continent, 90% of South Africa's rural households use fuelwood energy (Shackleton et al., 2007; Davis 1998 , Shackleton et al., 2004 . Shackleton et al. (2007) further indicated that even with a subsidized national household electrification programme, most newly electrified households continue to use fuelwood because they cannot afford the appliances and/or the monthly costs of electricity.
While the energy policies in South Africa promote the use of renewable energy, energy strategies based on biomass energy will have to focus on a sustainable supply of biomass as well as the optimal use of biomass energy. It is estimated that between 9 and 11 million tons of wood are used for fuel per annum, of which about 6.6 million tons are estimated to be harvested from natural woodlands (RSA, 1996) . Firewood consumption per household in the Kentani area of the Eastern Cape, for instance, was estimated at 3 700 kg per annum (Ham, 2000) . The challenge for energy strategies would be to reduce the overall volume of firewood used per annum by promoting more efficient ways of using firewood and to promote the cultivation of woodlots.
Cooking equipment and food preparation
The general use of an open fireplace configuration is not very energy efficient and allows unrestricted airflow that can channel heat away from the pot. The inadequate availability of modern technologies for wood-based energy systems poses a major problem to the rural communities. The present inefficient use of fuelwood is not sustainable. Besides having low energy efficiency, open fire cooking places are a source of indoor air pollution . Considering these factors, the need to develop technological solutions that address the problems of open fires is critical. Energy efficient stoves could play a role in improving energy transfer. Since the mid-1970s, a number of models of improved wood-burning cook stoves (ICS) have been developed that address the two main draw backs of open fires, by including a combustion chamber and a tube to take the smoke outdoors (Troncoso et al., 2007) . Recent developments in stove design by Bosch, Siemens and Phillips indicate an interest in designing and producing a highly efficient stove that despite using biomass as a fuel source, can deliver clean, convenient and cheap energy for cooking in low-income households (Hegarty, 2006) .
An aspect highlighted in the survey is that households would use cheaper energy sources such as firewood to cook foods that require long preparation times, while using more expensive (but more convenient) energy sources to prepare foods that require short cooking times and for re-heating food. It would seem from this study, the other forms of energy sources were easier to access compared to other developing countries. Hence, there was a limited use of other energy saving practices such as soaking or pounding grains before cooking.
When energy efficient behaviour in the two villages is examined, Cata, where 77% of the respondents use firewood, more households were found practising some form of energy efficient measures (see Table 4 ) than in Tshoxa. A possible explanation could be related to fuelwood collection and its associated hardship (Chirwa et al., 2008) . Households, which rely on fuelwood, try to minimize usage to reduce the need for fuelwood collection. At Tshoxa, where electricity use is more prevalent, cost of electricity is the only incentive for energy saving practices. 
Conclusion and necommendations
The study found that although the rural and semiurban communities in South Africa are relatively well electrified, they still use fuelwood as the main form of energy for cooking and heating; and that there is limited use of energy saving techniques in their kitchen management. The study highlighted a number of factors that can be recommended for consideration in the reduction of biomass-derived energy consumption and expenditure in lowincome households including the use of multiple energy sources which is already prevalent; and the promotion of portable energy efficient firewood stoves that would make it possible to cook inside and outside the house. There is also a need to disseminate and/or promote information on further processing the fuelwood into forms that can easily be stored and used; (e.g. charcoal and/or briquettes) and various forms of pre-treatment of hard foods in order to improve energy efficiency in cooking procedures.
The global bioenergy industry is advancing rapidly. New technologies and potential feedstocks are being proposed that aim for bioenergy to contribute to a wider range of economic, social, and environmental objectives. However, these advancements all require tradeoffs between potential technical advantages, and socio-economic and environmental consequences. Despite technological advances, a number of project failures have been noted with the development, design and implementation of such renewable energy systems in Africa.
The problems that need to be addressed are: • How to screen bioenergy options based on technical feasibility, economic and financial viability, and social and environmental acceptance. This should be a first phase to prioritise and choose from the potential range of bioenergy options, in terms of their robustness and resilience; • How to best implement technically feasible solutions, in an integrated manner, within the country's prevailing political, socio-economic and social-ecological systems; and • How to monitor the implementation of bioenergy programmes to ensure the sustainable adoption and operation of the chosen options. The main problem is, therefore, how to ensure that policies and decision-making on bioenergy options result in localised social-ecological advantages that outweigh disadvantages. The complex behaviours that both socio-economic and ecological systems exhibit exacerbate this problem, primarily because of the fundamental uncertainty associated with them; these behaviours must be recognised and approaches are required to assess and manage behavioural uncertainties in a sustainable way. Therefore, both public and private sector policy-makers, decision-makers, and technology developers, operating from the regional and national levels to the local level, require robust methods to guide structured assessments and the subsequent management of proposed bioenergy systems; before they can make sound recommendations relating to bioenergy supply interventions.
In other words, developed methods must be practical for all levels of policy-and decision-makers, and technology developers, yet they must ensure that the sustainability of the integrated bioenergy supply systems are assessed comprehensively; appropriate information must be provided on technical, financial, socio-economic and environmental considerations so that the users can take informed decisions that lead to sustainable bioenergy interventions.
The BIOenergy Systems Sustainability Assessment and Management (BIOSSAM) portal, which is the outcome of a three-year parliamentary grant to the CSIR, aims to provide the comprehensive and holistic assessment, monitoring and management of bioenergy interventions in order to plan for sustainable development. BIOSSAM is a participatory and transparent process to decision-making that involves multi-stakeholder engagement coupled with expert and public opinion.
This helps to ensure stakeholder buy-in as well as general trust brokering that facilitates the process of technology transfer and increases the long-term success of bioenergy interventions. The BIOSSAM portal (www.biossam.org) is an information hub and an analytical framework with a toolbox of decision-support systems for the assessment, monitoring and management of bioenergy for sustainable development.
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