Generalized conjugate-gradient acceleration of nonsymmetrizable iterative methods  by Young, David M. & Jea, Kang C.
Generalized ConJugate-Gradient Acceleration 
of Nonsymmetrlzable lteratlve Methods* 
David M. Young and Kang C. Jea 
Center for Numerical Analysis 
University of Texas at Austin 
Austin, Texas 78712 
Submitted by Robert J. Plemmons 
ABSTRACT 
Conjugate-gradient acceleration provides a powerful tool for speeding up the 
convergence of a symmetrizable basic iterative method for solving a large system of 
linear algebraic equations with a sparse matrix. The object of this paper is to describe 
three generalizations of conjugate-gradient acceleration which are designed to speed 
up the convergence of basic iterative methods which are not necessarily symmetriz- 
able. The application of the procedures to some commonly used basic iterative 
methods is described. 
1. INTRODUCTION 
In this paper we are concerned with certain iterative methods for solving 
the linear system 
Au=b (1.1) 
where A is a real nonsingular N X N matrix and b is a given real N X 1 column 
matrix. We are primarily interested in cases where the matrix A is very large 
and very sparse. We consider the acceleration of “basic” iterative methods of 
the form 
&+‘)=Gu(“)+k, n=0,1,2 ,..., (1.2) 
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where U(O) is arbitrary and for some nonsingular “splitting” matrix Q we have 
G=Z-Q-lo, k=Q-‘b. (1.3) 
We say the iterative method is symmetrizable if for some matrix H, which is 
symmetric and positive definite (SPD), the matrix HQ -‘A is SPD. Other- 
wise, the method is said to be rwnsymmetrizuble. 
In the symmetrizable case, the eigenvalues of the iteration matrix G are 
real and less than unity. With Chebyshev acceleration (see, e.g., [IS]) the 
rate of convergence of the method (1.2) can be substantially increased. 
However, to apply Chebyshev acceleration it is necessary to either estimate 
upper and lower bounds on the eigenvalues of G or else determine them 
adaptively as done by Hageman and Young [ 191. As an alternative to 
Chebyshev acceleration, conjugate-gradient acceleration (CC acceleration) 
provides a powerful tool for the acceleration of (1.2) in the symmetrizable 
case; see, for instance, [20], [21], [9], [lo], [25], [26], [l], [2], and [8]. The 
amount of work required per iteration by CG acceleration is slightly greater 
than for Chebyshev acceleration. However, no information concerning the 
eigenvalues of G is required. Also, based on a certain norm of the error 
vector, the convergence of CG acceleration is at least as fast as that of 
Chebyshev acceleration. 
If the basic iterative method (1.2) is not symmetrizable, the eigenvalues 
of G may be complex. Even in this case, however, one can often accelerate 
the convergence using Chebyshev acceleration provided one has sufficient 
information on the location of the eigenvalues of G; see, e.g., Manteuffel 
[24]. Manteuffel also showed how regions containing the eigenvalues of G 
can often be determined adaptively. 
Based on the situation in the symmetrizable case, one might hope for the 
existence of a generalized CG acceleration procedure which could be 
applied to a nonsymmetrizable iterative method, would converge at least as 
fast as Chebyshev acceleration, and would not require any knowledge of the 
eigenvalues of G. The object of this paper is to contribute to the search for 
such a method. 
In Sec. 2 we introduce an acceleration procedure which we refer to as 
the “idealized generalized CG acceleration” procedure (IGCG procedure). 
The IGCG procedure is derived as a polynomial acceleration procedure 
where a Galerkin condition is assumed. In some cases, including the sym- 
metrizable case, this condition implies that the error vector is minimized 
with respect to a certain norm. In the symmetrizable case one obtains 
standard CG acceleration. Three equivalent forms of the IGCG method are 
considered in Sets. 3 through 5. We refer to these forms as ORTHODIR, 
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ORTHOMIN, and ORTHORES. In the symmetrizable case ORTHOMIN closely 
corresponds to the usual two-term form of CG acceleration (see [20]), while 
ORTHORES corresponds to the usual three-term form (see [13]). 
The three equivalent versions of the IGCG method are in most cases 
impractical for numerical computation, since to obtain u(“+i) one would 
have to have available in storage an unacceptably large number of previously 
determined vectors. (This is not true in the symmetrizable case, where ucn+‘) 
can be obtained in terms of a few previously computed vectors.) For each of 
the three forms of the IGCG method we consider “truncated” versions 
where only a few previously determined vectors are used. The idea of 
truncating seems to have been first used by Vinsome [28]; see also Axelsson 
[3-51. The truncated versions of the three procedures are not in general 
equivalent even though the idealized versions are equivalent. We consider 
some of the properties of the truncated schemes in Sec. 3 through 6. One 
cannot, of course, expect that the truncated procedures will have all of the 
properties enjoyed by the nontruncated, or “idealized,” processes. However, 
it is desired that, at least in nearly symmetrizable cases, the truncated 
procedures will in many cases behave much like the idealized procedures 
and, indeed, much like the CG method. 
Each of the procedures which we consider requires the choice of an 
auxiliary matrix 2 such that, at the least, ZQ-‘A is positive real, i.e., 
ZQ-‘A+(ZQ-‘A) * is SPD. In Sets. 7 and 8 we consider various choices of 
Z. In some cases our choice of Z is based on the desire for the behavior of 
the procedure involved to be as close as possible to that of CG acceleration 
in the “almost symmetrizable” case. The choice of Z in the application of the 
acceleration procedures to specific basic iteration methods is considered in 
Sec. 9. 
Numerical experiments based on some of the methods have been carried 
out by Eisenstat, Elman, Schultz, and Sherman [ll], with very promising 
results. We have also carried out some preliminary experiments which 
indicate that the methods are effective in a number of cases. These experi- 
ments are continuing and the results will be given in a later report [34]. A 
great deal of additional theoretical analysis and numerical experimentation is 
clearly needed. 
Further theoretical and numerical studies of methods for accelerating 
nonsymmetrizable iterative methods should include the Lanczos method; 
see, e.g., [22], [23], [15], [30], [32], and [34]. The Lanczos method has the 
advantage that at any stage only information concerning at most two 
previous iterations is required. The method converges in at most N iterations 
in the absence of rounding error provided that it does not break down. 
Unfortunately, there do not seem to be any general theorems concerning 
when such failures may and may not occur. 
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2. THE IDEALIZED GENERALIZED CONJUGATE GRADIENT 
ACCELERATION PROCEDURE 
We now derive an acceleration procedure based on the basic iterative 
method (1.2) which is a form of polynomial acceleration; see [6] and [16]. 
Using the notation of Young [31, Chapter 111, we can write the general 
polynomial acceleration procedure based on (1.2) in the form 
(2.1) 
where u(O) is arbitrary, +(‘“’ = u(O), and 
cpW=G&‘)+k, i=1,2,... . (2.2) 
For each n, the numbers (Y,,,~, a,,, I, . . . , a,, n may depend on 
U(O), &) ,...,u (“-l) and must satisfy the condition 
i an,i=l. 
i==O 
It can easily be shown that the error vector cc”) = u(“) - U, where U = A - lb is 
the true solution of (l.l), satisfies the condition 
dn)=Pn(G)do). (2.4 
Here P,,(G) is the polynomial 
P,,(G) = i a,,iGi. 
i=o 
P-5) 
Corresponding to the initial vector u(O), let the pseudoresidual vector 6(O) 
associated with the basic iterative method (1.2) be defined by 
$O)=&(Z-G)~(o). (2.6) 
We assume that S(O) #O; otherwise, u co)= U. Let t be the largest integer such 
that the vectors S(O), (I - G)6”, . . . , (I- G)%(‘) are linearly independent. 
Evidently, O<t<N--1. For n=1,2,...,t+l, we define the Kykx Space 
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K,(S(‘)) as the vector space spanned by 6(O), (I-G)S(‘),. . .,(I- G)“-‘6(‘). 
Thus we write 
We now 
acceleration. 
K,(6~“~)=Sp{6(0),(Z-G)6(o),...,(Z-G)”-16(0)}. (2.7) 
give a well-known alternative characterization of polynomial 
For details of the proof see, for instance, [33]. 
THEOREM 2.1. A procedure for generating vectors u(l), u@), . . . corre- 
Spending to a given u(O) such that 6(“~=k-(Z-G)u(o~Z0 is a polynomial 
acceleration procedure based on the basic iterative method (1.2) if and only if 
for n=l, 2,..., we have 
u(“)-u’“‘EK”(6(o)). (2.8) 
For the balance of this section and for several subsequent sections we 
will assume that the basic iterative method which we wish to accelerate is 
the RF method’ defined by 
For each n we define the 
u(“+‘)=(Z-_A)u(“)+b. 
residual vector r(“) by 
(2.9) 
(2.10) 
Evidently, in this case S co) = r(O). The Krylov spaces K,( r(O)), K,( r(O)), . . . , are 
defined by 
K,( r(O)) = Sp{ r(O), Arc’), . . . , A”-%(‘)}. (2.11) 
Moreover, by Theorem 2.1, for any polynomial acceleration procedure based 
on the RF method we have 
UC”) -u(O) EK,(r(O)). (2.12) 
‘In the terminology of Young [31], the RF method is a special case of the method of 
Richardson [27] where the iteration parameter, which for the genera method varies from 
iteration to iteration, is fixed. 
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We now consider an acceleration procedure which involves the use of an 
auxiliary matrix 2 such that ZA is positive real (PR). One choice of 2 
would be Z=AT. In that case ZA would be SPD. Another choice would be 
Z= ATY where Y is PR. In that case ZA would be PR. Other choices are 
discussed in Sec. 9. 
For the symmetrizable case where 2 and ZA are SPD, we could derive 
the standard CG acceleration procedure by requiring that u(“) -u(O) EK,( r(O)) 
and requiring that 
(2.13) 
for all 20 such that w-u(‘) ~K,(r(‘j). For details, see, e.g., [33]. We could 
also derive a generalized CG acceleration procedure using (2.13) if ZA is 
SPD. However, in order to treat the more general case where ZA may be 
PR, we replace (2.13) by the GaZerkin condition 
(ZA(U(“)-U),u)=(Zr(“),u)=O (2.14) 
for all u~K,(r(‘)). It is easy to show (see, e.g., [9], [5], or [33]) that if ZA is 
SPD, then (2.14) holds if and only if (2.13) holds. 
As shown in Sec. 3, the conditions (2.12) and (2.14) uniquely determine a 
set of vectors u(l), zL2), . . . , dt+ ‘) corresponding to a given initial vector u(O). 
Moreover, we have ‘finite termination” in the sense that 
Jt+ 1) =u* (2.15) 
We refer to the method thus defined as the idealized generalized coniugate- 
gradient acceleration procedure (IGCG procedure). One implementation of 
the IGCG procedure, called ORTHODIR, is given in Sec. 3. Other implementa- 
tions, which can be used if 2 as well as ZA is PR, are given in Sets. 4 and 5. 
Axelsson [5] derived several generalized CG acceleration procedures 
based on the use of (2.14). However, he assumed, in effect, that 2 is SPD as 
well as that ZA is PR. For the case where 2 is SPD and ZA is PR, his 
procedures are equivalent to the IGCG procedure. 
3. ORTHODIR 
We now describe a procedure for implementing the IGCG procedure 
described in Sec. 2. Given the auxiliary matrix 2 such that ZA is PR, we 
construct an ordered set of vectors q(O), q(l), . . ., qct) which are pairwise 
i=O,l,,.., n-l, 
are linearly independmt and satisfy 
(Hw('), w"')=(), 
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“semiorthogonal” with respect to ZA in the sense that 
(zAq”‘,g”‘)=o, i<i, &j-0,1,..., t. (3.1) 
Here, as before, t is the largest integer such that r(O), Arc’), . . . , A%(‘) are 
linearly independent. If ZA is SPD, then the vectors {q(‘)} are orthogonal 
with respect to ZA in the sense that 
(ZAq(i),q(i))=O, j#i, i, j=O,l,..., t. (3.2) 
The existence of the vectors {(r(j)} and a procedure for their construction 
is given by the following theorem, which we state without proof. Details are 
given in [34]. 
THEOREM 3.1. Let v be any nonzero vector in RN, and let A be any 
nonsingular matrix in RNsN. Let H be any PR matrix in RNSN, and let t be 
any nonnegative integer such that the vectors v, Av,.. ., A’v are linearly 
independent. Then the set of vectors w(O), w(l), . . . , WC” defined by 
w(“)=Aw(“-l)+& n_lw(n-l)+ . . . +&o~(o), n=1,2 ,..., t, (3.3) 
where 
i-l 
( HAw(“-‘), wci)) + 2 p,, j(H~ci), wci)) 
P”,i= - 
i-0 
n=1,2 ,..., t, (3.4) 
i<i, i,i=O,l t. ,***, (3.5) 
Moreover, for each n = 1,2, . . . , t there exists coefficients c”.~, c,,, 1,. . . , c,,, n _ 1 
such that 
,(n) = c,,,v+c,,,Av+ . . . +c,,,_,A”-‘v+A”v. (3.6) 
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Also, for n=O,l,..., t, there exists coefficients e,,,, e,,. 1,. . . , e,,, n_ 1 such that 
A% = e,, ow(“) +en lw(l) + . . . + e,, *_ l~(n- ‘) + w(“). (3.7) 
COROLLARY 3.2. Zf H is SPD, then Theorem 3.1 remains true if we 
replace (3.4) by 
pn,i__ (~~~_~~jl)), 
I 
i=O,1,2 ,..., n-l, n=1,2,...,t, (34 
and if we replace (3.5) by 
(Hw(‘), w(i)) ~0, j#i, i,j=O,l t. >.**, (3.9) 
If we apply Theorem 3.1 and Corollary 3.2 with q(“) = w(~), o = r(O), and 
H= ZA, we get the “direction vectors” q(O), q(l), . . . by 
4 
(O)=#), 
(3.10) 
q(n)=Aq(n-l)+P,,n_lq(n-l)+ . . . +&oq(o), n=1,2 ,..., t, 
where&o, P,,l,...,/$,,-~ aredetermined bY 
i-l 
(zA2q(“-‘), q’i’) + 2 &,(zAq”‘, q’i’) 
Pn,i= - 
j=o 
(mq(i),q(i)) ’ 
i=O,l ,..., n-l, n=1,2 ,..., t. (3.11) 
Evidently, the vectors q(O), q(l), . . . , qCt) are linearly independent and 
satisfy (3.1). Moreover, for each i we have 
q”‘=ci oT c”)+cj ,A&‘)+ . . . +c. ._,A’-‘r(“)+Air(o) I,, (3.12) 
for some coefficients c~,~, ci, l,. . . , ci i _ 1. Also for each i we have 
A’r(‘)=e,,,q(‘)+ . . . +ej,i_lq(i-‘)+q(i) (3.13) 
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for some coefficients e,,e, e,,i,. . . , e,, i_l. Thus for each i the set of vectors 
{9(O), 9(i) , . . ,) 9”)) spans Ki+i(rCo)). 
The procedure used to construct the direction vectors 9(O), 9(l), . . . is a 
slight generalization of that described by Faddeev and Faddeeva [14, pp. 
277-2791, and which is referred to as the “method of orthogonalized 
iterations.” 
We remark that another set of vectors could be constructed by using an 
extension of the Gram-Schmidt process, similar to that used in Theorem 3.1, 
for the vectors r(O), Arc’), . . . , A%(‘). The vectors thus obtained would be the 
same, except for length, as those given by (3.10) and (3.11). 
We now seek to find ~(~1, for each n, such that u(“)-u~~)EK,(T(~)) and 
such that the conditions 
(Zr(“), 9”)) =O, i=O,l ,...,n-1, (3.14) 
hold. Evidently, by (3.12) and (3.13), (3.14) is a necessary and sufficient 
condition for (2.14) to hold. Since u(“) -u(O) E K,( r(O)), we have, by (3.13), 
,(%@)+Xn o @)+h, l9(i)+ . . . +h” “_i9(“-i) ,9 I (3.15) 
for some Xn,O, h,,l,. . ., An,n_l, and since rCn) = b -Au(“), it follows that 
r(“)=r~0~-h,,oA9~o~-h,,,A9~‘~- . . . -A,,,_iAqCn-‘). (3.16) 
If rr= 1, we have 
and 
(Zr(‘), 9”)) = (Zr(O), 9”)) -Al,o(ZA9(o), 9(O)), 
so that 
(Zr(O), 9”)) 
&I= (ZAq’O’, 4’0’) . 
(3.17) 
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We seek to show by induction that 
,(n) ,,.(+l) _ji,_lA9’“-“, 
X” i=r;i’ i-o,1 )..., n-l, 
where we define ii by 
^ (zd’), q(Q) 
Aj= (zAq(i),q(“) , f=O,l,...? t. 
(3.18) 
(3.19) 
By (3.16) we have 
r(n+l)- -_,i”)-h,+l,oAq(o)-A,+1,1A9(1)- . . . -X,+,,,Ag’“‘. (3.20) 
Since (Zr(“+l), 9”)) -0 we get, by (3.1), 
h 
(Z?.(O), 9’0’) ,. 
n+m= (mq(o), 9’o’) =xo* (3.21) 
Thus ~~O~-~h,+~,o~q~o~=r~o~-~oAq~O~=r~l~ and 
,(n+1)=~(1)--Xn+I,IA9(1)- . . . -X,+1,,A9(“). 
Since (ZT(~+‘), 9(l)) =O, we get, by (3.1), 
(3.22) 
x (Zd’), p) =i n+1,1= (~pp) l’ (3.23) 
Continuing, we get 
,(n+l)=r’“‘-h,+,,,A9’“‘. 
Since (Zr (n+1),9(n))=0, we get 
(3.24) 
x 
(ZT(“), 9’“‘) - 
n+1,n= (zA9’“‘,9’“‘) =%I* (3.25) 
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Moreover, 
,(~+l’=r(~‘_);,Aq(“‘, (3.26) 
and (3.18) is proved. 
From the above discussion it follows that, for each n < t+ 1, uCn) is given 
bY 
,(~‘=U(“‘+~oq(o’+~lq(“+ . . . &&pl’, (3.27) 
where 
ii= (27 
(i), q(‘)) . 
(zAq(i),q(i)) > t=o,1,2 ,..., t. (3.28) 
We now show that the true solution U can be written in the form 
~=u(“‘+);oq(o’+~lq(“+ . . . r;*p. (3.29) 
To do this we state without proof the following lemma. Details of the proof 
are given in [34]. 
LEMMA 3.3. Let r(‘)#O, and let t be the largest integer such that 
,.(o), A,.(O) , . . . , A%(‘) are linearly independent. Then 
U-U(“‘EKt+l(r’o’). (3.30) 
Moreover, if ii - u (O) E K,( r(O)) for some integ erm, then m>t+l. 
From Lemma 3.3 and (3.13) it follows that ii can be written in the form 
~=u(O) +jq)q’O’ +fi;q”’ + . , . +&p’. 
It can then be shown (see [34] for details) that 
(3.31) 
ii;=&, i=O,l,..., t. (3.32) 
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Using (3.27), (3.10), (3.28), and (3.11), we now define the following proce- 
dure: 
p = ( T (0) *q;“-l)+Pn.nlq(n-l)+ . . . +pn,oq(o), n=O, n> 1, 
fi,= (Zr(“), 9’“‘) 
(ZAcp, 9’“‘) ’ 
(33 
i-l 
Pn,i= - 
(z&p-‘), q”‘) + i~o&‘(zAg”” 9”‘) 
(~q(i),q(i)) 
, 
i=0,1,2 ,..., n-l, n=1,2 ,,..., t 
We refer to this procedure as ORTHODIR. 
It is evident from (3.27) and (3.29) that in the absence of rounding errors 
ORTHODIR converges in t+ 1 steps, where t+ 1 < N. We now derive some 
additional properties of the direction vectors {9(“)} and the residual vectors 
{r(“)}. First by (3.14) we have 
( zr(i), 4i)) =o, i<i, i,i=O,l t. ,***, (334) 
Next we show that 
(zr(i), ,(i))=o, i<i, i,j=O,l t. ,+.., (3.35) 
Again we use induction. Clearly, (Zr(‘), r(O)) = (Zr(‘), 9”)) =O. If the result 
holds for j<i, i, i=O,l,..., n, where nd t- 1, then for j<n we have 
Continuing, we get 
(Zr (n+l),r(i))=(Zr(n+l), r(0)_fii_lA9(i-1)_fi_2~~9(i-2)- ... _fioAy’O’)_ 
(3.36) 
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But by (3.10) we have 
(3.37) 
Thus, since r(O) =q’O’, the result (3.35) follows from (3.34). 
It follows from (3.35) and (3.34) that 
= &.(“), r(n-‘)_); ( “_l{q(n)-Pn,n-lq(n-l)- . . . -Pn,oq’o’}) 
= -i”_l(Zr(“), 4’“‘). (3.38) 
We remark that it is easy to show (see, e.g., [34]) that if u(~)=Z for some 
n < t + 1, then r(O), Arc’), . . . , A”r(‘) are linearly dependent. This contradiction 
shows that if ucn)=C, then n > tf 1. 
We will sometimes refer to the method (3.33) as the “idealized” 
ORTHODIR method. We now consider a “truncated” version of ORTHODIR 
obtained from (3.33) as follows. We choose an integer s, and we set &,=O 
for i + s < n. We thus obtain the method defined by (3.33) and 
P,.i=O if i+s<n. (3.39) 
We refer to the above process as “ORTHODIR(S)." The idealized process is 
sometimes referred to as “ORTHODIR( CO)." 
The truncated version of ORTHODIR has many of the properties of the 
idealized version. Thus, for example, one can show that 
(ZAq(‘),q(~))=O, i=i-l,i-2 ,..., i-s, (3.40) 
and 
(zr(i),q Ci))=o, j=i-l,i-2,...,i-s-l (3.41) 
(see Young and Jea [34]). Also, as shown in Sec. 6, ORTHODIR(S) has an 
error-minimization property. On the other hand, it is not true in general that 
(Zr(‘), ,W) = 0, i=i--l,i-2 ,..., i-s. (3.42) 
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If Z and ZA are SPD, we have the symmetrizable case. It is easy to show 
that, for s > 2, ORTHODIR( S) is equivalent to ORTHODIR( 00). Details are given 
in [34]. In Sec. 4 we will show that in this case ORTHODIR(CQ) is equivalent to 
the CG method. 
The process ORTHODIR(S) can be formally carried out unless, for some n, 
q’“’ =0 but r(“) ~0. If q’“’ -0 and rcn) #O, we say that the process has 
“broken down.” For the idealized case we are assured that the process will 
not break down. However, we have no proof that the truncated procedure 
will not break down. On the contrary, Schultz and Ehnan (private communi- 
cation) have found cases where the process does indeed break down. 
We can, however, show that q (“)#O for n<t+l where t is defined 
above. Thus, it can be shown, using (3.33) and induction, that q(“) can be 
written in the form 
q(“)=A”d’)+c, ,_lAn-‘r(o)+ . . . +c,, or(o) (3.43) 
for some coefficients c,,, “_ i, c,, n_2, . . . , G”,~. Hence, if q(“) = 0, then 
,.(a) A,.(a) , . . . , A”r(‘) are linearly dependent. It thus follows that ORTHODIR(S) 
cannot break down for at least t iterations. 
For the idealized version of ORTHODIR we require only that ZA be PR. 
On the other hand, for the truncated version ORTHODIR(S) we do not have 
necessary or sufficient conditions to guarantee against a breakdown of the 
process. One might conjecture that the condition that Z is PR would be 
sufficient. However, to our knowledge this question remains open. These 
considerations make the idea of “restarting,” as considered by Eisenstat, 
Elman, Schultz, and Sherman [ll], seem very attractive. With restarting, one 
iterates for a fixed number, say k, of iterations using the idealized procedure, 
obtaining an approximate solution vector U. One then starts over with 
u(O) = ~(~1 and performs the same number of iterations. The process is 
repeated. It is by no means clear that the process will necessarily converge, 
but at least it will not break down. 
4. ORTHOMIN 
We now develop an alternative form of the IGCG method which, in the 
symmetrizable case, reduces to the standard two-term form of the CG 
method. We refer to this modified procedure as ORTHOMIN. In addition to 
the assumption which was made in Sets. 2 and 3, that ZA is PR, we now 
assume that Z is PR. 
CONJUGATE-GRADIENT ACCELERATION 173 
The ORTHOMIN procedure is based on the use of the modified direction 
vectors p(O), p(l), . . . , pet) defined by 
p = I’ 
q(o) 
-i;_lq’“‘, 
n=O, 
n=1,2 ,..., t. 
(4.1) 
Here the {q(“_)} are the direction vectors used for ORTHODIR and are given by 
(3.10). The {Xi} are given by (3.19). We note that since Z andZA are PR, 
then by (3.38), none of the Ai vanishes. Therefore, none of the p(*) vanishes 
for i = 0, 1, . . . , t. 
We now show that the {p”)} satisfy 
p’“‘= ’ 
i 
f. (0) n=O, 
r(“)+a”,“_lp(“-l)+ .. . fa”,op(o), n=1,2 ,..., t, (4.2) 
where 
i-l 
a 
(zAr("),p"')+ $_-&Ap(~),p(')) 
n,i 
=-- 
(y#*), #i)) ' 
i=0,1,2 ,..., n-l, n=1,2 )..., t. (4.3) 
We use induction. By (3.10) we have 
4 (l)=Aq(“)+&oq I 
(0) 
and by (3.18), 
Therefore, 
q(1)= -PC r(l) -r(O)) + pl,oq(o) 0 
(4.4 
(4.5) 
(4.6) 
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and 
p(l) = r(l) +( - l-~oPl,o)P(“) 
=T(l)+al,op(o), (4.7) 
where we let (Y~,~ = - 1-);,/3,,,. Since (ZAq(‘), q(O)) =O, it follows that 
(ZAp(‘), p(O)) = 0, and hence 
a1,0= - 
(ZAP, p(O)) 
( ZAp’O’, p(O)) * 
(4.8) 
Suppose now that (4.2) and (4.3) hold for k = 1,2,. . . , n. Then 
q (n+l)=Aq(“)+Pn+l,nq(n)+ . . . +&,+l,oq(o). 
By (3.18) we have 
(4.9) 
and 
(4.10) 
But 
p(n+l)= -A 
n 
q(n+l) 
=r(n+l)-r(n)-~nPn+l,“q(n)- . . . -&$,+l,09(? (4.11) 
,W+“L(y, ,_lp(n-l)- . . . -a,,,p@) (4.12) 
Thus, for some (Y,+~,~,oL,+~,~ ,..., an+l,n we have 
P Cn+l) =r(n+l) +an+l,“p(n) + . . . +an+l,op(o). (4.13) 
By requiring that (ZAP”‘+ ‘), p(‘)) = 0, i =O, 1,. . . , TZ, we get (4.2) and (4.3). 
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and 
From (3.33) and (4.1) we have 
ii,= -in_l 
(Zd”), p’“‘) 
(ZAp’“‘, p’“‘) ’ 
From this it follows that (3.33) can be written in the form 
p= ’ 
i 
f. (0) n=O 
r(“)+a,,,_,p(“-‘I+ .., +“n,op(o), n>l 
A,= ( 
Zr(“), p’“‘) 
(zAp’“‘,p’“‘) 
(4.14) 
(4.15) 
(4.16) 
i-l 
(ZAd”), p”‘) + x (Y n, j(qK p”‘) , 
‘P 
o 
a n.i =- (p+&i), #i)) ’ 
X i=O,l ,...,n-1, n=1,2 ,... . 
The method defined by (4.16) is essentially the method given by Vinsome 
[28] and which he called “ORTHOMIN." We will use the same terminology 
here. 
As we did for ORTHODIR, we now consider a “truncated” version of 
ORTHOMIN. We choose an integer s and let CY, i=O for i+s <n. We thus 
obtain the method defined by (4.16) and 
a .=o n,r if i+s<n. (4.17) 
We refer to the above process as “ORTHOMIN(S)." Sometimes we refer to the 
“idealized” procedure (4.16) as “ORTHOMIN( co)." 
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It can be shown that (3.40) and (3.41) hold for the {p(‘)}. It is also shown 
in Sec. 6 that ORTHOMIN(S) has a certain error-minimization property. 
Eisenstat, Elman, and Schultz [12] proved that the process cannot break 
down. It is sufficient to show that if r(O), r(l), . . . , d”) do not vanish, then 
p(O), p(l), . . ., p’“’ and A,, X r,. . . , A, do not vanish. This can be done by 
induction. If r(O) #O, then p (‘) ZO and A, = (Zr(‘), p(‘))/( ZA#‘), p(O)) #O, 
since ZA and Z are PR. Suppose that r(O), . . . , dn+‘) do not vanish and that 
$0) ,***,p cn) and h o,. . ., A, do not vanish. We seek to show that pen+‘) and 
A n+ r do not vanish. But 
P (n+l), p(n+l))=(Zr(“+‘), r(“+‘)+a,+,,,p(“)+ . .. +a,+l,n_s+lp(n-~+l)) 
=(zr(“+l),r(n+l)) (4.18) 
by (3.41). Hence (Zr(“+‘), p(“+‘))#O, and h,+r and p(“+‘) do not vanish by 
(4.16). 
We now show that 
A,= ‘“y1’; . 
(Up”,r”) 
(4.19) 
Thus, we have 
(ZAp(“),r(“))=(ZAp(“),p(“)-cr,,,_,p(”-’)- . . . -a,,,_,p(n-s)) 
= (Up’“‘, p’“‘) (4.20) 
by (3.40). Thus (4.19) holds by (4.16) and the fact, as shown above, that 
(Zr(“), p(“))= (Zd”), rcn)). 
Axelsson [3-S] p resented a number of generalized CC acceleration 
schemes. One of these schemes is similar to ORTHOMIN(S). It is conjectured 
that it is actually equivalent to ORTHOMIN(S). Numerical experiments were 
carried out using the method with very good results. 
In the symmetrizable case, where Z and ZA are SPD, ORTHOMIN(~) is 
equivalent to ORTHOMIN(W) and both procedures reduce to the standard 
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two-term form of the CC method; see, e.g., [34]. Thus we have 
+“‘= 
i 
r (0) n=O, 
r(“)+a, ,_$I(-, n> 1, 
A = (ZW p’“‘) 
n (p+p’, p’“‘) ’ 
(4.21) 
a n,n-1= - 
(p-&n), p’“-“) 
(up”, p’“-“) * 
It also follows from the discussion of the previous section that in the 
symmetrizable case ORTHODIR(~) is equivalent to (4.21). 
Let us illustrate a difference between the idealized versions of ORTHODIR 
and ORTHOMIN by considering the following example: 
where ET = (1 3) and 
z-0 1 ( ) 10’ 
(4.22) 
(4.29 
&9 = 1 ( 1 2 * (4.W 
While ZA is SPD, Z is not positive real. For ORTHOMIN we get A, = 0 and 
@) = #) = . . . . Thus the process breaks down. For ORTHODIR, on the other 
hand, we get 
io=o, q(l)= 0 ( 1 1 ’ 
and the process converges in two iterations. 
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5. ORTHORES 
Engeli, et al. [13] used a three-term form of the CG method (4.21) for the 
symmetrizable case. The scheme which they used can be written in the form 
u(n+i) =pn+i (UC”) +yn+lr(“))+(l-pn+l)u(n--l), 
Yn+l= 
(d”), Zr’“‘) 
(r(n), ZAr’“)) ’ 
(54 
P*+l’ (I 
1 n=O, 
l-y,+1 
(dn),zr(“)) 1 -1 
y, (,(n-i), zr(n-1) )Z i 
n> 1. 
We now seek to transform the IGCG method into a form which resembles 
(5.1). We continue to assume that 2 and ZA are PR. From (4.16) we can 
write 
u(“+C’)=U(n)+h”r(“)+h,cu” ,&J(“-l)+ * * ’ +x,a, op’“’ =u(“)+h,r(“) 
Lff”, n-1 
+ L-l 
(,(nLU(n-l)) + . . . + *(u0)_u@))+ (5.2) 
(We note that, as shown in Sec. 4, none of the Ai vanishes.) From this and 
from the fact that the residual vectors r(O), r(l), . . . , ret) are semiorthogonal 
with respect to 2 [see (3.35)], we can derive the following procedure: 
U(n+i)=Yn+lfn+i nr(“)+f,+, UC”)+. *. +fn+l ou(~ ,n I ’ 
1 
Yn+l’cJ. 
n+l,n 
n+l,II = l+Yn+l IZ un+l,i 9 ( 
n-1 
f 
i-0 1 
-1 
i-l 
(ZAr(“), di)) - 2 a,,,, i( B(i), d')) 
i-0 
U”,l,i = 
(Zr(i), ,(i) 
) ’ 
i=O,1,2 ,..., n, O,l,... 
fn+l,i=Yn+lfn+l.n”~+l,i~ i=O,l ,...,n-1. 
(5.3) 
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We refer to procedure thus defined as “ORTHORES.” 
While the idealized forms of ORTHODIR, ORTHOMIN, and ORTHORES are 
equivalent, nevertheless, the computational effort required may differ. Thus, 
for instance, if 2 is SPD while ZA is PR but not SPD, it would be preferable 
to use ORTHORES instead of ORTHODIR or ORTHOMIN, since for ORTHORES we 
would have full orthogonality of the residual vectors with respect to 2, while 
for ORTHODIR and ORTHOMIN the direction vectors would be semiorthogonal 
with respect to ZA. On the other hand, if Z is PR but not SPD and if ZA is 
SPD, then ORTHODIR and ORTHOMIN would be preferable, since for them the 
direction vectors would be fully orthogonal with respect to ZA, while for 
ORTHORES the residual vectors would be semiorthogonal with respect to Z. 
One might ask whether it is necessary to assume for ORTHORES that ZA is 
PR as well as that Z is PR. To show that the condition that Z is PR is not 
sufficient, we consider the example (4.22) given at the end of Sec. 4 where 
we let Z=Z. If we let u (‘) = (1 2)r and attempt to apply (5.3), we find that 
(r % (‘) ZAr(‘)) = 0. hence yi cannot be computed and the process breaks down. 
Analogous tb ORTHODIR(S) and ORTHOMIN(S), we define the truncated 
ORTHORES process, which we call “ORTHORES(S),” by (5.3) and 
u n+l.i =o, i+s<n. 
It can be shown that with ORTHORES(S) we have 
pw (i) ,r )=O, i=i-l,i-2 ,..., i-s. 
(5.4 
However, in general (3.40) and (3.41) d o not hold. Consequently, it is not 
true, in general, that o~r~onEs(s) is equivalent to ORTHODIR(S) or to 
ORTHOMIN(S) except in the idealized case. We also note that we have at this 
time no assurance that the truncated process will not break down. 
It is easy to show (see, e.g., [34]) that in the symmetrizable case 
ORTHORES(S) for s > 1 is equivalent to ORTHORES(CO) and hence to the CC 
method. In fact, one can derive (5.1) from (5.3) after some algebraic 
manipulation; see, e.g., [8]. 
6. ERROR MINIMIZATION 
Throughout this section we assume that ZA is SPD. We have already 
seen in Sec. 2 that if u(l), u@), . . . 
with u(O), then 
are generated by the IGCG method starting 
(I u(“)--ul( (ZA)'/* < 11 w- ull (ZA)'/" 
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for any w such that w-u (O) EK (r(O)). We now show that a similar error- 
minimization property holds for” the truncated versions of ORTHODIR and 
ORTHOMIN. 
Let us consider the truncated version, ORTHODIR(S), of ORTHODIR. We 
make the assumption that q(O), q(l), . . . ,9’“) do not vanish. We show that 
ORTHODIR(S) minimizes )I ucn+i) -Ull (zAjl,P where ucn+‘) has the form 
&) = u(O) +&CO) 
U(“+1)=U(“)+~*,Aq(n-1)+d,,,_19(n-1)+. . . +d,,,_,q’“-“‘, n> 1. 
(6.2) 
In other words, the minimization condition leads to the same values of iz 
and d n, n_ 1,, . . , d n, n_-s as are used for ORTHODIR( s). To do this, we consider 
the (in general) inconsistent system 
@X=@, (6.3) 
where 
@=(A9 
b-i), q(n-n ,a**, 4’“-“‘) , 
XT=o;*n,d,,,-l,...,d,,,-,), (6.4 
@_ -e(n)= +&“‘-~)* 
To minimize the (ZA)‘/2-norm of E(~+‘)=u(~+‘)-U=~(~)+~X, we con- 
sider the normal equation 
aTZA@X = BTZA@, (6.5) 
or 
(@(“-‘), &Q(“-‘1) . . . (Aq(“-‘),$(“-‘)) _,_____________-_-___- 
(q(“-l),mq(“-l)) 0 
1 (A+“-‘), &Q(“-a)) ; 0 
(Aq(“-‘), ZAd”)) (A9(“-I), Zd”)) 
(p-l), ~&d) (p-l), Zr(“)) 
= 
(9’“-“‘.mq(“-“)) 11 d,,,_, 1 
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We note that (q (‘), ZAq”))=O for i#j by (3.40) and that (Zr(n),q(i))=O for 
j=n-l,n-2 ,..., n-s by (3.41). 
The last s equations of (6.6) give 
d ,= _ +P-‘), mq”‘) A 
n-1 (q(i), mq(i)) “’ i=n_s ,...) n_l , 
(6.7) 
by (3.33). The first equation gives 
(Aq’“-“,Zr(“))=(Aq (n-l), ‘ZA(i*,Aq”d +d, ,_lq(n-l) 
+. . * +d,,,_,q’“-“‘)) 
=fi’,(Aq (n-l),ZA(Aq(n-l)+P,,n_lq(n-l’+ *** +&,-,q’“-“‘)) 
=ii*,(Aq (n-l), ~q’“‘). (6.8) 
Therefore, sinceAq(“-l) =q(“) -/3,,n_lq(n-1) - * * . -/3n,n_sq(n-s) and since 
(3.40) and (3.41) hold, it follows by (3.33) that 
Thus, by (6.7), (6.9), and (6.2) we get ORTHODIR(S). Hence ORTHODIR(S) has 
the desired minimization property. 
Let us consider ORTHOMIN(S). In addition to assuming that ZA is SPD we 
also assume, as in the case of ORTHOMIN (idealized), that 2 is PR. As shown in 
Sec. 4, this guarantees us that if r(O), r(l), . . . , dn) do not vanish, then 
#a), $1) ,..., p(“) and X0, h, ,..., h, do not vanish either. We show that 
ORTHOMIN(S) minimizes 1) u(“+i)-UjI (ZAj,,e, where u(“+‘) has the form 
uw =u(o) +h*p) 
0 ) 
U(“+l)=U(“)+h*,r(“)+c” “_lp(“-l)+ *. . +c n, n-s p’“-“’ n> 1. 
(6.10) 
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Thus we show that the minimization condition leads to the same values of h*, 
and c “,“- lr...,c,,,,_, as are used for ORTHOMIN( s). The proof is very similar 
to that for ORTHODIR. The normal equations lead to the condition 
cn,i =a x* n,i n (6.11) 
AZ = 
(r@), Zd”)) 
(d”), zip’“‘) * 
(6.12) 
But since r(“) =p(“) -cx,,,_ip(“-‘) - * . . -(~,,,_~p(“-~), it follows from 
(4.21) that 
A*= (P’“‘, Zr(“)) =x 
n (#“‘, ZAP’“‘) n* 
(6.13) 
Thus ORTHOMIN(S) has the desired property. 
It can be shown that ORTHORES(S) does not have a minimization property 
analogous to that enjoyed by ORTHODIR(S) and ORTHOMIN(S); see [34]. 
7. GENERALIZED CG ACCELERATION OF BASIC ITERATIVE 
METHODS 
We now consider the application of ORTHODIR, ORTHOMIN, and ORTHORES 
to accelerate the convergence of the basic iterative method (1.2). We are 
interested in the nonsymmetrizable case where no SPD matrix 2 is conveni- 
ently available so that ZQ - ‘A is SPD. 
By (2.9), (1.2), and (1.3) one can regard the basic iterative method (1.2) as 
equivalent to the RF method for solving the system 
Q-lAu=Q-‘b. (7.1) 
All of the discussion of Sets. 2 through 6 concerning the RF method applies 
to (7.1) if we replace A by Q - ‘A and if we replace the residual vectors r(n) 
by the pseudoresidual vectors a(“) = Q -‘r(“). 
For the RF method we can apply ORTHODIR provided that ZA is PR. 
Hence, for the method (1.2) we can apply ORTHODIR provided that ZQ- ‘A is 
PR. Similarly, for the RF method we can apply ORTHOMIN or ORTHORES if ZA 
and Z are PR. Hence for the method (1.2) we can apply ORTHOMIN and 
ORTHORES if ZQ- 'A and Z are PR. The word “apply” in reference to a given 
procedure means that the idealized version of the procedure will converge in 
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at most N iterations. In the case of ORTHOMIN the truncated version will not 
break down. However, as described in Sets. 3 and 5, we have no guarantee, 
except in certain cases, that tbe truncated versions of ORTHODIR and 
ORTHORES will not break down. 
Before proceeding further, we state the following result without proof. 
THEOREM 7.1. Zf E is a nonsingular matrix, tha ZE is SPD (or PR) if 
and only if 
Z= E=Y 
for scme matrix Y which is SPD (or PR). 
(7.2) 
From the above result it follows that to apply ORTHODIR we can let 
Z= (Q -lA)=Y for some PR matrix Y. We can apply ORTHOMIN or ORTHORES 
if YQ -‘A is PR for some PR matrix Y. For ORTHORMIN we choose Z= 
(Q - ‘A)=Y, and for ORTHORES we choose 2 = Y. If 2 is SPD and ZQ -‘A is 
PR but not SPD, then the formulas for ORTHORES are simpler than those for 
ORTHODIR or ORTHOMIN, since we have full ortbogonality for tbe {S’“)}, with 
respect to 2, but not full orthogonality for the (4’“‘) or the {p’“‘} with 
respect to ZQ -‘A. On the other hand, if ZQ - ‘A is SPD and Z is PR but not 
SPD, then the formulas for ORTHODIR and ORTHOMIN are simpler than those 
for ORTHORES, since we have full ortbogonality, with respect to ZQ -‘A for 
the {q(“)} and the {p’“)} but not full ortbogonality for the {6(“)} with 
respect to Z. 
From now on we will restrict ourselves to the case where ZQ-‘A is SPD 
when considering ORTHODIR and ORTHOMIN, and to tbe case where Z is SPD 
when considering ORTHORES. This means that the direction vectors {q(“)} 
and {p’“)} will be fully orthogonal with respect to ZQ-‘A for ORTHODIR and 
ORTHOMIN, respectively, and tbe pseudoresidual vectors {SC”)} will be fully 
orthogonal with respect to Z for ORTHORES. From the above discussion this 
means that Z = (Q- ‘A)=Y for some SPD matrix Y (for ORTHODIR), that 
Z=(Q-‘A)=Y f or some SPD matrix Y such that YQ- ‘A is PR (for ORTHO- 
MIN), and that Z= Y for some SPD matrix Y such that YQ-‘A is PR (for 
ORTHORES). Formulas for the three procedures are given in Table 1. 
8. CHOICE OF AUXILIARY MATRIX FOR THE ALMOST 
SYMMETRIZABLE CASE 
In this section we discuss the choice of tbe auxiliary matrix Z so that for 
tbe “almost symmetrizable case” the generalized CC acceleration proce- 
dures will, in some sense, behave much like standard CC acceleration for tbe 
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FOWULAS FOR ORTHODIR( S), ORTHOMIN( S), AND ORTHORES( S) 
Let 
~(“)=k_(Z_G)u(“)=Q-lr(“) (pseudoresidual), 
,(“) = b __A&). 
Y is an SPD matrix. 
(residual). 
For ORTHOMIN( s) and ORTHORES( s), the matrix YQ- ‘A should be PR. 
ORTHODIR( S): 
u(“+l), u(“)+Ji”q(“), 
/X,= 
(Y#“), Q-‘A9(“)) 
(YQ-‘Aq(“), Q-‘Aq(“)) ’ 
4(“)=Q-1A9(“-‘)+~n,“_Iq(n-1)+.~. +&“_s9(“-s), n> 1, 
P, =- 
(Y(Q-1A)29(“-1),Q-‘A9(i)) ” ( 
(YQ- ‘A9”’ Q- ‘Aq”‘) ’ 
i=n-s,...,n-I, n=l,Z,... . 
ORTHOMIN( S): 
u(“+ 1) =d”)+X,p(“), 
hn= (YS(“), Q-‘A#“‘) 
(yQ-l~p(*), Q-‘A#“)) ’ 
p) = 6 (0)) 
p(“Lg”)+a” “_lp(“-l)+. . . +a, “_,p’“-“‘, n> 1, 
a,,(= - 
(YQ-'AS("), Q-‘A#‘)) 
( YQ-~A$O, Q-l+(i)) ’ 
2=n-s,...,n-1, n=1,2,... . 
ORTHORBS( S): 
4+1.1= 
(yQ-‘A@“‘, w
(yg’), @‘)) ’ 
i=n_s ,..,, n, 
1 
Y”+l= 
O”,l,” 
n-l -1 
f n+l.n = l+Y”+l 2 ~“+l*, 
[ 1 ) i-n-s 
f n+1,i= ~“+l,iY”+l n+1,nr f i=n-s,...,n-1. 
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symmetrizable case. Let us assume that the matrix A belongs to a family %of 
matrices and that for each A E 9 there exists a unique nonsingular splitting 
matrix Q= Q(A) corresponding to the basic iterative method (1.2). We make 
the following additional assumption. 
ASSUMPTION I. There exists A E % such that Q(A) is continuous at A^ and 
such that HQ(A)-‘A is SPD for some SPD matrix H. 
EXAMPLE. Let us consider the usual five-point central-difference discre- 
tization of the convection-diffusion equation 
u,,+u,,+Pu,=O, (8.1) 
where p is a constant and where values of u are prescribed on the boundary 
ofthesquareO<x<l,O<y<l.Letthemeshsizehbesuchthath-‘isan 
integer. The difference equation obtained after multiplying by - h2 is 
-u(x,y+h)-u(x,y-h)=O. (8.2) 
The coefficient matrix A =A( /3) corresponding to the linear system associ- 
ated with (8.2) is a function of p, and A=A(O) is an SPD matrix. If the basic 
method is the RF method, then Q(A) f I, which is continuous everywhere. 
Assumption I is satisfied with H = 1. We remark that each A Otis PR, since 
the matrix ;(A +A’) corresponds to the differential equation u,, +u,,,, = 0. 
For convenience, let us define the following conditions. 
Condition (a). The-matrix-valued function K(A) satisfies Con$ion_ (a) $ 
K(A) is continuous at A, if K(A) is SPD for all AE%‘, and if K(A)Q(A)-‘A 
is SPD. 
Condition (b). The matrix-vlaued function K(A) satisfies Condition (b) 
if K(A) is SPD and K(A)Q(A)-‘A is PR for all A ~3. 
Because of Assumption I, the function Y(A)= H satisfies Condition (a). 
The same is true of the function Y(A)=i(A+Ar) if A is PR for all AE~. 
For any choice of Y(A) satisfying Condition (a) we can apply ORTHODIR with 
Z= [Q(A)-‘AITY(A). We can also apply ORTHOMIN with Z = 
[QW-14TY(A~ and ORTHORES with Z= Y(A) provided that A is suffi- 
ciently close to A. To see this we show that r(A) = Y(A)Q(A)-‘A is PR for 
all A sufficiently close to A. But since I(A) is SPD, it follows that I’( 2) + 
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I’(i)T is SPD. For A close enough to A^ it follows by the continuity of the 
eigenvalues of A( A) = r( A) + r( A)= as a function of its elements and from 
the symmetry of A(A) that the eigenvalues tf A(A) are real and positive. 
Hence r(A) is PR for A sufficiently close to /. 
If Y(A) satisfies Gondipon ($ and if +=A, then we have the symmetriz- 
able case, since Y( A)Q( A)-‘A and Y(A) are SPD. We refer to the case 
where A is close to A as the “almost symmetrizable case.” The above 
discussion shows that all three procedures can be applied in the almost 
symmetrizable case. For the case A =A each of the methods ORTHODI@), 
ORTHOMIN(~), and ORTHORRS(~) is equivalent to CG acceleration. For A close 
to A^ one might expect that each of these thlfee schemes would converge 
almost as rapidly as for the case where A =A. If not, one might consider 
trying such methods as ORTHODIR(Q), ORTHtMIN(z), and ORTHORES(2). 
Suppose now that A is not close to A. By Assumption I, the choice 
Y(A) E H satisfies Condition (a). We can therefore apply ORTHODIR. In order 
to apply ORTHOMIN and ORTHORES we need to find a function Y(A) satisfying 
Condition (b). This is not always possible. Ideally, we would like to find 
Y(A) satisfying both Conditions (a) and (b). 
Let us consider the following special cases. 
(1) A i.s PR and Q(A) is SPD for all A ES; A^ is SPD. If we choose 
Y(A)rQ(A), then Conditions (a) and(b) hold. 
(2) A is PR and Q( Al is SPD for all A E’%; HQ(A^)- ‘AI i.s SPD for 
som.&PD matrix H, but A is not SPD. If we choose Y(A) f Q( A), then 
Condition (b) holds but not Condition (a) in general. If we choose Y(A) = H, 
then Condition (a) holds but Condition (b) need* not hold. Howeuer, 
Y(A)Q(A)-‘A will be PR for A sufficiently close tp A. 
(3) A is SPD and Q(A) is PR for all A; Q(A) i.s SPD. Zf we choose 
Y(A)=A, tha C0ndition.s (a) and (b) hoti. 
(4) A is SPD and p(A) is PR for all A; HQ( L?) - ‘A i.s SPD for some 
SPD matrix H, but Q(A) is not SPD. If we choose Y(A)=A, then Condi- 
tion (b) holds. However, Condition (a) need not hold. If we choose Y(A)=H, 
then Condition (a) holds but Condition (b) need_ twt hold However, 
Y(A)Q(A)-‘A will be PR for A sufficiently close to A. 
9. APPLICATION OF GENERALIZED CG ACCELERATION TO 
SPECIFIC ITERATIVE METHODS 
In this section we discuss the application of the generalized CG accelera- 
tion procedures described above to specific basic iterative methods. We 
assume that A is nonsingular and, in nearly every case, we assume that 
Assumption I holds with H= 1. 
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For convenience we introduce the following notation. Given a matrix A, 
let D= D( A) be the diagonal matrix with the same diagonal elements as A, 
and let 
A=D-C,-Cc, (9.1) 
where C, = C,(A) and Cc= C,( A) are strictly lower triangular and strictly 
upper triangular matrices, respectively. 
In each case we seek to determine a matrix function Y(A) of A which is 
SPD for all A. We can then use ORTHODIR. However, in order that for A 
close to A^ the acceleration procedures will behave like standard CG acceler- 
ation, we desire that Y(A) satisfy Condition (a) and if possible Condition (b) 
as well. If Condition (a) holds, then we can use ORTHODIR or, if A is ,. 
sufficiently close to A, we can use ORTHOMIN or ORTHORES. For A close * 
enough to A we might try ORTHODIR(~), ORTHOMIN (l), or ORTHORES(~), since 
if A =d these procedures would reduce to standard CC acceleration. If 
Condition (b) holds, we can use any of the three methods; however, if 
Condition (a) does not hold, then the procedure *will not behave like CC 
acceleration in general, even if A is very close to A. 
The RF Method 
Let us assume that Assumption I holds but that A^ is not necessarily SPD. 
In the general case Condition (a) holds for Y(A)-H. If A is PR, we can 
satisfy Condition (b), but not Condition (a) in general, by letting Y(A) =Z. If 
A is PR for all A stand if A is SPD, then we can satisfy both Conditions (a) 
and (b) by choosing Y(A) = I. 
The Jacobi Method 
We assume that for d_ matrices A of the family Fall diagonal elements of 
A are positive and that A is SPD. This is true for the example (8.2). Hence 
the splitting matrix Q(A) = D(_A) for the Jacobi method iz SPD. Evidently, 
Condition (a) holds if Y(A)zA, Y(A)=D(A), Y(A)=D(A), or-given that 
AisPRforallAE‘%-ifY(A)=~(A+Ar).IfAisPRforallAE~,thenthe 
choice Y(A)= D( A) will satisfy both Conditions (a) and (b). 
The RF Method for the Reduced System 
Let us now consider the case where the matrix A can be written in the 
partitioned form 
A= DR H 
[ 1 K D,’ (9.2) 
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where DR and DB are diagonal matrices. Such a matrix is often referred to as 
a “redblack” matrix. The example given in Sec. 8 yields this form of A if we 
use the “redblack ordering”; see [31]. We also assume that the diagonal 
elements of A are positive for all A E Fand that A^ is SPD. If we partition the 
vectors u and b in accordance with the partitioning of A, then we have 
which is equivalent to 
where 
FR= -D,‘H, cR=DglbR, 
FB= - D,‘K, cB=D,-‘b,. 
Eliminating uR, we get the reduced system 
or 
L,=&, 
(9.3) 
(9.5) 
(9.6) 
VI 
where IB is an identity matrix and 
&= FBcR + cB . 
(94 
Evidently, the matrix A” ;i( A) belongs to a f$&y ‘% of matrices which 
contains the ma% $(A”) =L$ Moreover, A”(A)+A as A+& We let Y(A”) = 
D,(A). Since Y(A)A = D,(A)A is SPD, it follows that Y(A) satisfies Condi- 
tion (a). 
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The SSOR Method 
We again assume that for all matrices A in the family 9, all diagonal 
elements of A are positive and that A^ is SPD. 
The splitting matrix for the SSOR method is 
Q= &( +-CL)D-l( +cU), (9.9) 
(See, e.g., [31].) Here it is assumed that the relaxation factor w lies in the 
interval 0 < o < 2. One possible choice of Y(A) is 
Y(A)= &( +c”p( +q. (9.10) 
This has the property that Y( A ) is SpP for_allbEFand that Y(A^)=Q(i). 
Moreover, Q(A) is SPD. Thus Y(A)Q(A)-‘A is SPD. Therefore, Y(A) 
satisfies Condition (a). 
We remark that if A is PR, one might consider using the splitting matrix 
Q’=Q’(A)= &( $D-C,(b))D-‘( in-&(A,)), (9.11) 
where 
As =+(A+#). (9.12) 
Evidently, Q’ is SPD and we can apply generalized CG acceleration with 
Y(A) = Q’(A). Since Y( A)Q’( A)-‘A is PR for all A, it follows that Condi- 
tions (a) and (b) hold. Research and numerical experimentation are needed to 
determine how the convergence rate of the SSOR method would be affected 
by this modification. 
Incomplete Facotrimtion Methods 
Incomplete factorization methods involve the use of a splitting matrix 
Q-Q(A) of the form 
Q= Q(A) =L(A)U(A) (9.13) 
where L(A) is lower triangular and U(A) is upper triangular. The matrices 
L(A) and U(A) are chosen so that L(A)U(A) is approximately equal to A. 
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Let us assume that for all A in 5 no diagonal element of L(A) or U(A) 
vanishes and that A^ is SPD. We can thus write 
Q=J%+,(A)U,@), (9.14) 
where L,(A) is unit lower triangular, Di( A) is diagonal, and U,(A) is unit 
upper triangular. 
We assume that our procedure for choosing L(A) and U(A) is continuous 
at A^ and that L(d) = U(A)‘, so that Q= Q(A) is SPD. We can then apply 
generalized CG acceleration with Y(A) =A, with Y(A) = 0, or with 
Y(A) = UdA)T&(A)U,(A). (9.15) 
In each case Condition (a) holds but Condition (b) may not hold. 
As in the case of the SSOR method, if A is PR, one might consider using 
the splitting matrix 
Q’=Q’(A)=&%)U(A,), (9.16) 
where L(A,)= U(A,)r and where L( A s)U( A s) is an approximate factoriza- 
tion of the SPD matrix As = f (A + AT). We can apply generalized CG 
acceleration with Y(A) = Q’(A); Conditions (a) and (b) will hold. 
The GCW Method 
Here we assume that A is PR for all A ET and that A^ is SPD. Let the 
splitting matrix Q be given by 
Q=Q(A)=$(A+Ar). (9.17) 
Ftidenty, Q,C A ) is a continuous function of A, Q(A) is SPD for all A, and 
Q=Q(A)=A. Th is splitting was considered by Concus and Golub [7J and by 
Widlund [29]. 
We can apply generalized CG acceleration to the GCW method with 
Y(A)= Q(A). Evidently, Conditions (a) and (b) hold. 
Let us consider the application of the idealized version of ORTHOFCES to 
the GCW method. It is easy to show that for all n we have y,,+r = 1 and 
f “+i,,=O for i=n-2,n-3 ,..., 0. Hence, the idealized procedure is the 
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same as ORTHORES(~). Moreover, we can derive the following formulas: 
I17 n=O, (9.18) 
Pn+l 
= (S’“‘,QS(“)) 1 -' 
'- (,Sj(,d),Q@1)) p, ’ ,%“’ 
I 
(Here we let fn+l,n =P~+~, fn+l,n_l = l-p,,,.) Tbis method is thus equiva- 
lent to the procedure described by Concus and Golub [7] and by Widhmd 
PA. 
We remark that Widlund [29] derived the procedure by requiring the 
pseudoresiduals to be pairwise orthogonal with respect to the matrix Q. 
Hence, the above result is by no means unexpected. 
An alternative derivation of (9.18) which is given by Hageman, Luk, and 
Young [17, 181 is based on the “double” GCW method, which has G2 as its 
iteration matrix, where G = I- Q- ‘A, and which is symmetrizable. Conver- 
gence estimates can be made by considering Chebyshev acceleration of the 
double method. 
The Peaceman-Rachford Alternating-direction Zmplicit Method 
In the Peaceman-Rachford method we represent the matrix A in the 
form 
A=H+V, (9.19) 
where H and V are symmetric and positive semidefinite matrices. The 
Peaceman-Rachford method involves the choice of a positive parameter p 
and the use of the splitting matrix 
Q= +-(H+pZ)(V+pl). (9.20) 
If A is SPD and if HV= VH (the commutative case), then Q is SPD and the 
method is symmetrizable with Z =A or Z = Q. However, in general HVP VH 
even when A is SPD. 
We now consider the application of generalized CG acceleration to the 
Peaceman-Rachford method. We assume that we have a family 5 of SPD 
matrices A such that the SPD matrices H(A) and V(A) are defined for all 
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A E ‘3. We also assume that for somz A^ E 9, H( d)V( 2) = V( &H( A) and that 
H(A_) and V(A) are continuous at A. Evidently Q(A) is continuous at A^ and 
Q(A) is SPD. 
If Y(A)& Y(A)=Q(A) or if Y(A) =A, then Condition (a) holds but 
not, in general, Condition (b). 
As an example, consider the solution of the Dirichlet problem for the 
differential equation 
(9.21) 
in the square O<x<l, O<yfl. Here /3 is a real number. We use the 
customary five-point discretization based on the use of central differences 
with mesh size h where h- ’ is an integer. We let H = H( A) and V= V(A) be 
matrices corresponding to the discretizations of (1 +P2r2)u,, and u,,,,, 
respectively (after multiplying by - h2). Evidently, $(A) and V(A)_are :PD 
for $l p and vary continuously with j3. Moreover, A -A(O) and H( A)V( A) = 
V( A)H( A). 
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