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1. Introduction
Nowadays, polymers have become a very popular material in many industries. In particular, they
are used in conjunction with various liquid penetrants. For example, in pharmaceutical industry one
has to combine liquid medicines with polymeric carriers. In such situations, the diffusion behaviour
turns out to be anomalous and non-classical. There is a growing consensus that the viscoelastic na-
ture of polymers displays itself not only in their dynamical behaviour (see e.g. [11]), but also in the
processes in question [9].
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D.A. Vorotnikov / J. Differential Equations 246 (2009) 1038–1056 1039We recall that diffusion in continuum is described by the conservation law
∂u
∂t
= −div J , (1.1)
where u = u(t, x) is the concentration and J = J (t, x) is the concentration ﬂux vector. Both of them
depend on time t and the spatial point x.
The classical Fick’s law states that the ﬂux is proportional to the concentration gradient:
J = −D(u)∇u, (1.2)
where D(u) is the diffusion coeﬃcient (generally speaking, it is a positive-deﬁnite tensor). Formu-
las (1.1) and (1.2) yield the classical diffusion equation
∂u
∂t
= div(D(u)∇u). (1.3)
If D(u) ≡ DI (where I is the unit tensor and D is a positive number), then (1.3) becomes the heat
equation
∂u
∂t
= Du. (1.4)
The concentration behaviour in diffusion processes in polymers cannot always be described by (1.3)
or (1.4). Let us mention some examples of the phenomena running counter to (1.2). The ﬁrst one is
so-called case II diffusion [21,22], where concentration fronts can move with constant speed, whereas
the Fick’s law implies that a front should propagate with speed proportional to 1√
t
. The second one
is called sorption overshoot. It means that the mass of penetrant absorbed by the polymer increases
sharply till a certain point and then, little by little, decreases to a steady-state value [4]. Other effects
include literal skinning, trapping skinning [6,7] and desorption overshoot [8].
Thus, in order to explain the observed phenomena, Fick’s law (1.2) should be replaced by another
relation. One of such relations for the diffusion of a penetrant liquid in a polymer was proposed by
Cohen et al. [3,4,9]. It is based on the relaxation, i.e. viscoelastic, mechanism:
J = −D(u)∇u − E(u)∇
t∫
−∞
exp
( s∫
t
β
(
u(ξ, x)
)
dξ
)
f
(
u(s, x),
∂u(s, x)
∂s
)
ds. (1.5)
The difference between (1.2) and (1.5) is the additional integral term. This is the non-Fickian con-
stituent of the concentration ﬂux, which depends on the “prehistory” of the process. Let us describe
this term in detail.
Firstly, the scalar function β is the inverse of the relaxation time. A typical form of β is [4]
β(u) = 1
2
(βR + βG) + 1
2
(βR − βG) tanh
(
u − uRG
δ
)
, (1.6)
where βR , βG , δ,uRG are positive constants, βR > βG . Let us brieﬂy describe the meaning of this for-
mula. The polymer–penetrant systems modeled with the help of (1.6) can be in two phases: glassy
and rubbery. The glassy state corresponds to the areas of low concentration. Here the polymer net-
work is severely entangled, and the relaxation time is high, so its inverse is low. Moreover, it is close
to a certain value βG . In the high concentration areas the system is in the rubbery state: the network
disentangles, so the relaxation time is small, and its inverse is close to βR > βG . The glass–rubber
phase transition occurs near a certain concentration uRG , and the value of δ determines the length of
the transition segment.
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pending on concentration. They are called the diffusion and stress-diffusion coeﬃcients, respectively.
Let us discuss possible dependence of D and E on u. As the concentration increases, the polymer
network disentangles, so the diffusivity also increases. Thus, D should be an increasing function: in
particular, D can depend on u in a way similar to (1.6) [8]. For our purposes it is important that D
is bounded from below by the positive constant D(0). Numerical simulations [5] have shown that,
if E(0) = 0, then the concentration u may become negative, which is physically meaningless. Con-
versely, it can analytically be proved that, if E(0) = 0, then the concentration u remains non-negative
provided it is non-negative at the initial moment of time [2]. Therefore E cannot be a non-zero con-
stant (nevertheless, E is sometimes considered to be a constant, see [3] for some justiﬁcation). For
example, E can be in direct proportion to u [19]. More examples of β, D and E may be found in [3]
(see also [8]).
Thirdly, the function f represents the dependence of relaxation on the concentration ﬁeld and its
rate of change. An appropriate form for f is [3]
f (u,u′) = μ(u)u + ν(u)u′, (1.7)
where the functions μ and ν take values in some segment [0,a].
The constitutive law (1.5) may be rewritten as a system of two differential equations by using the
new variable σ(t, x) = ∫ t−∞ exp(∫ st β(u(ξ, x))dξ) f (u(s, x), ∂u(s,x)∂s )ds, which is called stress (however,
it has no exact connection to the classical stress tensor, see e.g. [19]):
J (t, x) = −D∇u − E∇σ , (1.8)
∂σ
∂t
+ βσ = f
(
u,
∂u
∂t
)
. (1.9)
In the presence of convection, an additional term appears [3] in (1.8):
J (t, x) = −D∇u − E∇σ + M(u, σ )u. (1.10)
Here M is the convection velocity vector. It depends on the concentration and stress.
Then (1.10) and (1.1) yield the diffusion equation:
∂u
∂t
= div(D∇u + E∇σ − Mu). (1.11)
More generally [2], the coeﬃcients M , β , D and E depend on t , x, u and σ (see also [7]).
In this paper, we construct (global in time) weak solutions to the Dirichlet initial–boundary value
problem for system (1.9), (1.11) on a bounded domain Ω ⊂ Rn . We shall give the exact deﬁnition of
a weak solution in Section 3. Let us illustrate this deﬁnition informally. Consider the heat equation
(1.4) on (0, T ) × Ω , T > 0. A weak solution of this equation is a function u ∈ L2(0, T ; H10(Ω)) ∩
H1(0, T ; H−1(Ω)) satisfying (1.4) in the space H−1(Ω) a.e. on (0, T ). A similar approach will be used
for a problem which is formally equivalent to (1.9), (1.11).
Initial–boundary value problems for system (1.9), (1.11) have been studied by several authors.
H. Amann [2] showed existence of maximal (not global in time) solutions. A result on global (in
time) solvability is presented in [1] for f = μu, M ≡ 0 and D = E being a constant scalar. It is formu-
lated for the one-dimensional case (0 < x < 1), but the technique used there seems to be applicable
for x ∈ Ω , where Ω ⊂ Rn is a bounded domain with a smooth boundary. Another global existence re-
sult is given in [12]. They assume the stress-diffusion coeﬃcient E to be non-constant, and E(0) = 0.
However, it is required that the initial and boundary data for the concentration are bounded from
below by a positive constant, so the solution is also bounded from below, and this approach does not
permit to consider dry regions in a polymer. Paper [12] is mainly concerned with the one-dimensional
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ation. Global existence of dissipative (ultra weak) solutions for constant scalar D and E and M ≡ 0
was shown in [23] for Ω = Rn (again, the ideas used there seem to be suitable for Ω ⊂ Rn). In [16],
a model slightly different from (1.9), (1.11) was studied.
In our work, we consider the multidimensional case without restrictions on the initial and bound-
ary data. The coeﬃcients may depend on t, x,u and σ , and the required regularity of the boundary is
minimal.
This paper is organized in the following way. In Section 2, we introduce the required notations. In
Section 3, we give a weak formulation of the initial–boundary value problem for system (1.9)–(1.11).
In Sections 4–5, we show existence of weak solutions to this problem (Theorem 3.1). The proof uses
ideas from [24,25].
2. Notations
We use the standard notations Lp(Ω), Wmp (Ω), H
m(Ω) = Wm2 (Ω) (m ∈ Z, 1 p ∞), Hm0 (Ω) =◦
Wm2 (Ω) (m ∈ N) for Lebesgue and Sobolev spaces of functions deﬁned on a bounded open set (do-
main) Ω ⊂ Rn , n ∈ N.
The scalar product and the Euclidean norm in L2(Ω)k = L2(Ω,Rk) are denoted by (u, v) and
‖u‖, respectively (k is equal to 1 or n). In H10(Ω), we use the following scalar product and norm:
(u, v)1 = (∇u,∇v), ‖u‖1 = ‖∇u‖. We recall Friedrichs’ inequality
‖u‖ KΩ‖u‖1. (2.1)
Similarly, in H20(Ω), we use the scalar product and norm: (u, v)2 = (u,v),‖u‖2 = ‖u‖.
As usual, we identify the space H−m(Ω), m = 1,2, with the space of linear continuous functionals
on Hm0 (Ω) (the dual space). The value of a functional from H
−m(Ω) on an element from Hm0 (Ω) is
denoted by 〈·,·〉 (the “bra-ket” notation). We recall that ‖ϕ‖−m = sup‖w‖m=1 |〈ϕ,w〉|.
Sometimes we shall write simply Lp , Hm for Lp(Ω)k, Hm(Ω)k , etc., k = 1,n.
The Laplace operator  : H10(Ω) → H−1(Ω) is an isomorphism. Therefore
−1 : H−1(Ω) → H10(Ω) (2.2)
is also an isomorphism. Set X = X(Ω) = −1(H10(Ω)). The scalar product and norm in X are
(u, v)X = (u,v)1, ‖u‖X = ‖u‖1. The duality between H−1(Ω) and X(Ω) is given by the formula
〈u, v〉1 = −〈u,v〉, u ∈ H−1, v ∈ X . (2.3)
Note that 〈u, v〉1 = (u, v)1 for u ∈ H10, v ∈ X .
The symbols C(J ; E), Cw(J ; E), L2(J ; E), etc. denote the spaces of continuous, weakly continu-
ous, quadratically integrable, etc. functions on an interval J ⊂ R with values in a Banach space E .
We recall that a function u : J → E is weakly continuous if for any linear continuous functional g on
E the function g(u(·)) :J → R is continuous.
If E is a function space (L2(Ω), Hm(Ω), etc.), then we identify the elements of C(J ; E), L2(J ; E),
etc. with scalar functions deﬁned on J × Ω according to the formula
u(t)(x) = u(t, x), t ∈J , x ∈ Ω.
We shall also use the function spaces (T is a positive number):
W = W (Ω, T ) = {τ ∈ L2(0, T ; H10(Ω)), τ ′ ∈ L2(0, T ; H−1(Ω))},
‖τ‖W = ‖τ‖L (0,T ;H1(Ω)) + ‖τ ′‖L (0,T ;H−1(Ω));2 0 2
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{
τ ∈ L2
(
0, T ; X(Ω)), τ ′ ∈ L2(0, T ; H−1(Ω))},
‖τ‖W1 = ‖τ‖L2(0,T ;X(Ω)) + ‖τ ′‖L2(0,T ;H−1(Ω));
W2 = W2(Ω, T ) =
{
τ ∈ L2
(
0, T ; H20(Ω)
)
, τ ′ ∈ L2
(
0, T ; H−2(Ω))},
‖τ‖W2 = ‖τ‖L2(0,T ;H20(Ω)) + ‖τ
′‖L2(0,T ;H−2(Ω)).
Lemma III.1.2 from [20] implies continuous embeddings W ,W2 ⊂ C([0, T ]; L2(Ω)), W1 ⊂ C([0, T ];
H10(Ω)) (see also [10]).
We use the notation | · | for the absolute value of a number, for the Euclidean norm in Rn , and in
the following case.
Denote by Rn×n the space of matrices of the order n × n with the norm
|A| = max
ξ∈Rn, |ξ |=1
|Aξ |.
Let Rn×n+ ⊂ Rn×n be the set of such matrices A that
(Aξ, ξ)Rn  d(A)(ξ, ξ)Rn
for some d(A) > 0 and all ξ ∈ Rn .
3. Weak formulation of the problem
We consider a polymer ﬁlling a bounded domain Ω ⊂ Rn , n ∈ N. The most important particular
cases are n = 2 (diffusion in polymer ﬁlms) and n = 3. We study the diffusion of a penetrant in this
polymer which is described by the following initial–boundary value problem:
∂u
∂t
= div[D0(t, x,u, σ )∇u + E0(t, x,u, σ )∇σ − M0(t, x,u, σ )u], (t, x) ∈ [0, T ] × Ω, (3.1)
∂σ
∂t
+ β0(t, x,u, σ )σ = μ0(u)u + ν0(u) ∂u
∂t
, (t, x) ∈ [0, T ] × Ω, (3.2)
u(t, x) = ϕ(t, x), (t, x) ∈ [0, T ] × ∂Ω, (3.3)
u(0, x) = u0(x), σ (0, x) = σ0(x), x ∈ Ω. (3.4)
Here u = u(t, x) : [0, T ] × Ω → R is the unknown concentration of the penetrant (at the spatial
point x at the moment of time t), σ = σ(t, x) : [0, T ] × Ω → R is the unknown stress, u0 = u0(x),
σ0 = σ0(x) : Ω → R are given initial data, ϕ : [0, T ] × ∂Ω → R is a given boundary condition, μ0, ν0 :
R → R, D0, E0 : Rn+3 = R×Rn ×R×R → Rn×n+ , β0 : Rn+3 → R, M0 : Rn+3 → Rn are given functions,
ν0(·) 0.
System (3.1), (3.2) is obtained from (1.9), (1.11) using representation (1.7). For technical purposes,
we assign subscript zero to the coeﬃcients.
In order to come to a deﬁnition of a weak solution to this problem, let us carry out some changes
of variables and other heuristic operations. For this purpose, assume for a while that all the functions
(given and unknown) involved in the equations and the domain Ω are suﬃciently regular. Suppose
also that
∣∣u(t, x)∣∣ 1 (3.5)
(remember that u is the concentration, so it cannot exceed 100%). W.l.o.g. below we assume that
the function ϕ is deﬁned on [0, T ] × Ω , satisﬁes the same estimate as (3.5) and ϕ|t=0 = u0 (cf. [14,
Theorem 1.1]).
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ς(t, x) = σ(t, x) −
u(t,x)∫
0
ν0(y)dy,
ς0(x) = σ0(x) −
u0(x)∫
0
ν0(y)dy,
D1(t, x,u, ς) = D0
(
t, x,u, ς +
u∫
0
ν0(y)dy
)
+ ν0(u)E0
(
t, x,u, ς +
u∫
0
ν0(y)dy
)
∈ Rn×n+ ,
E1(t, x,u, ς) = E0
(
t, x,u, ς +
u∫
0
ν0(y)dy
)
,
M1(t, x,u, ς) = −M0
(
t, x,u, ς +
u∫
0
ν0(y)dy
)
,
β1(t, x,u, ς) = −β0
(
t, x,u, ς +
u∫
0
ν0(y)dy
)
,
γ (t, x,u, ς) = μ0(u) − β0(t, x,u, ς +
∫ u
0 ν0(y)dy)
∫ u
0 ν0(y)dy
u
.
Note that, if u vanishes, then, by continuity, we consider the last term to become
−β0(t, x,0, ς)ν0(0).
Then we can rewrite (3.1), (3.2) and (3.4) in the following form:
∂u
∂t
= div[D1(t, x,u, ς)∇u + E1(t, x,u, ς)∇ς + M1(t, x,u, ς)u], (3.6)
∂ς
∂t
= β1(t, x,u, ς)ς + γ (t, x,u, ς)u, (3.7)
u|t=0 = u0, ς |t=0 = ς0. (3.8)
Eqs. (3.7) and (3.8) yield
ς(t, x) = ς0(x)exp
( t∫
0
β1
(
ξ, x,u(ξ, x),ς(ξ, x)
)
dξ
)
+
t∫
0
exp
( t∫
s
β1
(
ξ, x,u(ξ, x),ς(ξ, x)
)
dξ
)
γ
(
s, x,u(s, x),ς(s, x)
)
u(s, x)ds. (3.9)
Thus, if |ς0(x)| is uniformly bounded, ς is also uniformly bounded by a constant dependent on T :∣∣ς(t, x)∣∣ KT . (3.10)
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∂ψ
∂t
= β1(t, x,ϕ,ψ)ψ + γ (t, x,ϕ,ψ)ϕ, (3.11)
ψ |t=0 = ς0. (3.12)
The solution ψ(t, x) of this problem is a priori bounded by KT . Therefore it exists and is unique
on the whole segment [0, T ]. Observe that ς |∂Ω = ψ |∂Ω .
Apply the Laplace operator to both sides of (3.7):
ς ′ = div[∇(β1(t, x,u, ς)ς)+ ∇(γ (t, x,u, ς)u)]. (3.13)
Hence,
ς ′ = div
[
β1(t, x,u, ς)∇ς + ∂β1
∂x
(t, x,u, ς)ς + ∂β1
∂u
(t, x,u, ς)ς∇u + ∂β1
∂ς
(t, x,u, ς)ς∇ς
+ γ (t, x,u, ς)∇u + ∂γ
∂x
(t, x,u, ς)u + ∂γ
∂u
(t, x,u, ς)u∇u + ∂γ
∂ς
(t, x,u, ς)u∇ς
]
. (3.14)
Let χ : R → R be a bounded continuous function such that χ(s) = s for |s| < 1+ KT . Then
ς ′ = div
[
∂β1
∂u
(t, x,u, ς)χ(ς)∇u + γ (t, x,u, ς)∇u + ∂γ
∂u
(t, x,u, ς)χ(u)∇u
+ β1(t, x,u, ς)∇ς + ∂β1
∂ς
(t, x,u, ς)χ(ς)∇ς + ∂γ
∂ς
(t, x,u, ς)χ(u)∇ς
+ ∂β1
∂x
(t, x,u, ς)ς + ∂γ
∂x
(t, x,u, ς)u
]
. (3.15)
Set
v = u − ϕ, τ = ς − ψ,
β(t, x, v, τ ) = ∂β1
∂u
(t, x, v + ϕ,τ + ψ)χ(τ + ψ) + γ (t, x, v + ϕ,τ + ψ)
+ ∂γ
∂u
(t, x, v + ϕ,τ + ψ)χ(v + ϕ),
μ(t, x, v, τ ) = β1(t, x, v + ϕ,τ + ψ) + ∂β1
∂ς
(t, x, v + ϕ,τ + ψ)χ(τ + ψ)
+ ∂γ
∂ς
(t, x, v + ϕ,τ + ψ)χ(v + ϕ),
g(t, x, v, τ ) = −∇ψ ′ + ∂β1
∂u
(t, x, v + ϕ,τ + ψ)χ(τ + ψ)∇ϕ + γ (t, x, v + ϕ,τ + ψ)∇ϕ
+ ∂γ
∂u
(t, x, v + ϕ,τ + ψ)χ(v + ϕ)∇ϕ + β1(t, x, v + ϕ,τ + ψ)∇ψ
+ ∂β1
∂ς
(t, x, v + ϕ,τ + ψ)χ(τ + ψ)∇ψ + ∂γ
∂ς
(t, x, v + ϕ,τ + ψ)χ(v + ϕ)∇ψ
+ ∂β1 (t, x, v + ϕ,τ + ψ)(τ + ψ) + ∂γ (t, x, v + ϕ,τ + ψ)(v + ϕ).
∂x ∂x
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τ ′ = div[β(t, x, v, τ )∇v + μ(t, x, v, τ )∇τ + g(t, x, v, τ )]. (3.16)
Similarly, using the notations
D(t, x, v, τ ) = D1(t, x, v + ϕ,τ + ψ),
E(t, x, v, τ ) = E1(t, x, v + ϕ,τ + ψ),
f (t, x, v, τ ) = −∇−1ϕ′ + D1(t, x, v + ϕ,τ + ψ)∇ϕ + E1(t, x, v + ϕ,τ + ψ)∇ψ
+ (v + ϕ)M1(t, x, v + ϕ,τ + ψ),
we rewrite (3.6) as
v ′ = div[D(t, x, v, τ )∇v + E(t, x, v, τ )∇τ + f (t, x, v, τ )]. (3.17)
Observe that the initial and boundary conditions for v and τ are
v|t=0 = 0, τ |t=0 = 0, (3.18)
v|∂Ω = 0, τ |∂Ω = 0. (3.19)
Deﬁnition 3.1. A pair of functions (v, τ ) from the class
v ∈ W (Ω, T ), τ ∈ H1(0, T ; H10(Ω)) (3.20)
is a weak solution to problem (3.16)–(3.19) if it satisﬁes (3.18) and equalities (3.16), (3.17) hold in the
space H−1(Ω) a.e. on (0, T ).
Note that (3.18) makes sense due to the embeddings
W ⊂ C([0, T ]; L2(Ω)), H1(0, T ; H10(Ω))⊂ C([0, T ]; H10(Ω)).
Condition (3.19) is “hidden” in the space H10(Ω).
As we have seen, for any regular solution (u, σ ) of the problem (3.1)–(3.4) satisfying (3.5), the
corresponding pair (v, τ ) is a weak solution to problem (3.16)–(3.19). Conversely, let (v, τ ) be a weak
solution to problem (3.16)–(3.19). Assume that the functions v , τ , ψ , ϕ are suﬃciently regular, (3.11)
holds, and the corresponding pair (u = v + ϕ,ς = τ + ψ) satisﬁes (3.5) and (3.10). Then we have
(3.6) and (3.13), and the latter gives (3.7) due to (3.11). Moreover, we have (3.8) with u0 = ϕ|t=0,
ς0 = ψ |t=0. Thus, (u, σ = ς +
∫ u
0 ν0(y)dy) is a solution to (3.1)–(3.4).
Dealing with weak solutions, it is not necessary to assume that the functions in (3.16)–(3.19) and
Ω are so regular as above. Let us describe the conditions which we impose.
For the sake of generality we assume that the functions β and μ are matrix-valued and replace
(3.18) with the following (more general) initial condition:
v|t=0 = v0 ∈ L2, τ |t=0 = τ0 ∈ H10 (3.21)
(with the corresponding change in Deﬁnition 3.1).
Let Ω ⊂ Rn , n ∈ N, be any bounded open set such that
X(Ω) ⊂ W 1p0(Ω) (3.22)
for some p0 > 2.
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(i) D, E,μ,β :Rn+3 → Rn×n; f , g :Rn+3 → Rn .
(ii) Each of these six functions (e.g. D(t, x, v, τ )) is measurable in (t, x) for ﬁxed (v, τ ).
(iii) Each of these functions is continuous in (v, τ ) for ﬁxed (t, x).
(iv) These functions satisfy the estimates
∣∣D(t, x, v, τ )∣∣ KD , (3.23)∣∣E(t, x, v, τ )∣∣ KE , (3.24)∣∣β(t, x, v, τ )∣∣ Kβ, (3.25)∣∣μ(t, x, v, τ )∣∣ Kμ, (3.26)∣∣ f (t, x, v, τ )∣∣ K f (|v| + |τ |)+ f˜ (t, x), (3.27)∣∣g(t, x, v, τ )∣∣ Kg(|v| + |τ |)+ g˜(t, x) (3.28)
with some constants KD , . . . , Kg and functions f˜ , g˜ ∈ L2((0, T ) × Ω).
(v)
(
D(t, x, v, τ )ξ, ξ
)
Rn
 d(ξ, ξ)Rn , (3.29)
where d > 0 is independent of (t, x, v, τ ) ∈ Rn+3 and ξ ∈ Rn .
It is easy to see that (3.22) holds under minimal regularity assumptions for the boundary of the do-
main Ω . Condition (3.29) is the multidimensional expression of the one-dimensional assertion (which
was mentioned in Section 1) that the diffusion coeﬃcient is bounded from below by a positive con-
stant: more precisely, this means that D0 satisﬁes (3.29) (and, consequently, so do D1 and D).
Let us discuss the strength of assumptions (3.23)–(3.28). We recall the trick with the auxiliary
function χ which was implemented when we passed from (3.14) to (3.15). This was done to guarantee
(3.23)–(3.28) for a large class of original coeﬃcients and initial–boundary data, i.e. the functions with
subscript zero and ϕ: it is enough for them and their partial derivatives to be suﬃciently regular and
bounded. In particular, these conditions are fulﬁlled for the physically appropriate forms of coeﬃcients
which were mentioned in Section 1.
However, there is a slightly different approach, which does not require the use of χ , but allows
us to obtain the weak problem (3.16)–(3.19) from the strong problem (3.1)–(3.4). Instead of passing
to (3.15), let us rewrite (3.14) in form (3.16) using the same change of variables as above, but with
χ(s) ≡ s ∀s ∈ R. The advantage of this method is that any suﬃciently regular weak solution of (3.16)–
(3.19) generates a solution of (3.1)–(3.4) provided (3.11) holds, i.e. here it is not important whether
bounds (3.5) and (3.10) are valid or not. However, in this approach, the obtained coeﬃcients β , μ
and g should still satisfy (3.25), (3.26), (3.28) in order to deal with the problem (3.16)–(3.19). But
it is easy to see that, if χ(s) ≡ s and β0 is taken in the form (1.6), then (3.25) is violated. It turns
out that such deﬁciencies can be corrected without loss of generality of the model. Physically, u and
ς should satisfy estimates (3.5) and (3.10). Therefore the coeﬃcients of system (3.6)–(3.7) can be
experimentally determined only for bounded u and ς , whereas “at inﬁnity” we can choose them at
discretion. For instance, well-controlled decreasing behaviour of β1, γ and their partial derivatives at
inﬁnity can guarantee (3.25), (3.26) and (3.28), provided ϕ and ψ are suﬃciently regular.
Theorem 3.1. Under conditions (3.22)–(3.28), for every v0 ∈ L2(Ω) and τ0 ∈ H10(Ω), there exists a weak
solution to problem (3.16), (3.17), (3.19), (3.21) in class (3.20).
We prove it in Section 5.
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The proof of Theorem 3.1 is based on the study of the following auxiliary problem:
∂v
∂t
+ ε2v = λdiv[D(t, x, v, τ )∇v + E(t, x, v, τ )∇τ + f (t, x, v, τ )], (4.1)
∂τ
∂t
+ ε2τ = λ−1 div[β(t, x, v, τ )∇v + μ(t, x, v, τ )∇τ + g(t, x, v, τ )], (4.2)
v|t=0 = v0, (4.3)
τ |t=0 = τ0. (4.4)
Here ε > 0, λ ∈ [0,1] are parameters. We are going to derive some a priori estimates for the weak
solutions of this problem. Then we shall show its solvability via topological degree arguments (the
presence of the parameter λ is important at this stage). Finally, we shall put λ = 1 and pass to the
limit as ε → 0.
Deﬁnition 4.1. Given v0 ∈ L2(Ω), τ0 ∈ H10(Ω), a pair of functions (v, τ ) from the class
v ∈ W2(Ω, T ), τ ∈ W1(Ω, T ) (4.5)
is a weak solution of problem (4.1)–(4.4) if equality (4.1) holds in the space H−2(Ω) a.e. on (0, T ),
(4.2) holds in the space H−1(Ω) a.e. on (0, T ), (4.3) holds in L2(Ω), and (4.4) holds in H10(Ω).
The last two conditions make sense due to the embeddings
W1 ⊂ C
([0, T ]; H10(Ω)), W2 ⊂ C([0, T ]; L2(Ω)).
Lemma 4.1. Let (v, τ ) be a weak solution to problem (4.1)–(4.4). Then the following a priori estimate holds:
ε‖v‖2
L2(0,T ;H20(Ω))
+ ε‖τ‖2L2(0,T ;X) + ‖v‖2L∞(0,T ;L2(Ω)) + λ‖v‖2L2(0,T ;H10(Ω)) + ‖τ‖
2
L∞(0,T ;H10(Ω))
 C,
(4.6)
where C is independent of λ and ε.
Proof. Take the “bra-ket” of the terms of (4.2) (as elements of H−1(Ω)) and −τ(t) ∈ H10(Ω) at a.a.
t ∈ [0, T ]:
−〈τ ′,τ 〉 − 〈ε2τ ,τ 〉= −λ(−1 div[β(t, x, v, τ )∇v + μ(t, x, v, τ )∇τ + g(t, x, v, τ )],τ ).
(4.7)
Note that we can use parentheses instead of brackets in the right-hand side due to the well-known
equality
〈w1,w2〉 = (w1,w2), w1 ∈ L2, w2 ∈ H10.
But
−〈τ ′,τ 〉 = 〈τ ′, τ 〉1 = 1 d ‖τ‖21 (4.8)2 dt
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1
2
d
dt
‖τ‖21 + ε(∇τ,∇τ) = −λ
〈
div
[
β(t, x, v, τ )∇v + μ(t, x, v, τ )∇τ + g(t, x, v, τ )], τ 〉. (4.9)
Denote v¯(t) = e−kt v(t), τ¯ (t) = e−ktτ (t), where k > 0 will be deﬁned below. Then
1
2
d
dt
∥∥ekt τ¯∥∥21 + e2ktε(∇τ¯ ,∇τ¯) = λ(β(t, x, ekt v¯(t), ekt τ¯ (t))∇ v¯ekt + μ(t, x, ekt v¯(t), ekt τ¯ (t))∇τ¯ekt
+ g(t, x, ekt v¯(t), ekt τ¯ (t)),∇τ¯ (t)ekt). (4.10)
Denote now
βk
(
t, x, v¯(t), τ¯ (t)
)= β(t, x, ekt v¯(t), ekt τ¯ (t)),
μk
(
t, x, v¯(t), τ¯ (t)
)= μ(t, x, ekt v¯(t), ekt τ¯ (t)),
gk
(
t, x, v¯(t), τ¯ (t)
)= e−kt g(t, x, ekt v¯(t), ekt τ¯ (t)).
Note that these functions satisfy estimates (3.25), (3.26), (3.28) with the same constants.
Thus,
1
2
d
dt
‖τ¯‖21 + k‖τ¯‖21 + ε(τ¯ , τ¯ )X = λ
(
βk
(
t, x, v¯(t), τ¯ (t)
)∇ v¯ + μk(t, x, v¯(t), τ¯ (t))∇τ¯
+ gk
(
t, x, v¯(t), τ¯ (t)
)
,∇τ¯ (t)). (4.11)
Integration from 0 to t ∈ [0, T ] yields
1
2
∥∥τ¯ (t)∥∥21 + k
t∫
0
∥∥τ¯ (s)∥∥21 ds + ε
t∫
0
∥∥τ¯ (s)∥∥2X ds
= 1
2
‖τ0‖21 + λ
t∫
0
(
βk
(
s, x, v¯(s), τ¯ (s)
)∇ v¯(s) + μk(s, x, v¯(s), τ¯ (s))∇τ¯ (s)
+ gk
(
s, x, v¯(s), τ¯ (s)
)
,∇τ¯ (s))ds. (4.12)
Applying the Cauchy–Buniakowski inequality and Cauchy’s inequality ab ca2 + 14c b2, we obtain
1
2
∥∥τ¯ (t)∥∥21 + k
t∫
0
∥∥τ¯ (s)∥∥21 ds + ε
t∫
0
∥∥τ¯ (s)∥∥2X ds
 1
2
‖τ0‖21 +
λK 2β
4
t∫
0
∥∥v¯(s)∥∥21 ds + λ
t∫
0
∥∥τ¯ (s)∥∥21 ds + λKμ
t∫
0
∥∥τ¯ (s)∥∥21 ds
+ λ
4
t∫
0
∥∥gk(s, ·, v¯(s, ·), τ¯ (s, ·))∥∥2 ds + λ
t∫
0
∥∥τ¯ (s)∥∥21 ds. (4.13)
Note that
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∥∥gk(s, ·, v¯(s, ·), τ¯ (s, ·))∥∥2 ds
t∫
0
∥∥Kg[∣∣v¯(s, ·)∣∣+ ∣∣τ¯ (s, ·)∣∣]+ g˜(s, ·)∥∥2 ds
 3K 2g
t∫
0
∥∥v¯(s, ·)∥∥2 ds + 3K 2g
t∫
0
∥∥τ¯ (s, ·)∥∥2 ds + 3
t∫
0
∥∥g˜(s, ·)∥∥2 ds
 3K 2g K 2Ω
t∫
0
∥∥v¯(s)∥∥21 ds + 3K 2g K 2Ω
t∫
0
∥∥τ¯ (s)∥∥21 ds + 3‖g˜‖2L2((0,T )×Ω).
Hence,
1
2
∥∥τ¯ (t)∥∥21 +
(
k − 2− Kμ − 3
4
K 2g K
2
Ω
) t∫
0
∥∥τ¯ (s)∥∥21 ds + ε
t∫
0
∥∥τ¯ (s)∥∥2X ds
 1
2
‖τ0‖21 + λ
( K 2β
4
+ 3
4
K 2g K
2
Ω
) t∫
0
∥∥v¯(s)∥∥21 ds + 34‖g˜‖2L2((0,T )×Ω). (4.14)
Take k 4+ 2Kμ + 32 K 2g K 2Ω .
In particular, (4.14) implies
t∫
0
∥∥τ¯ (s)∥∥21 ds Ck
(
1+ λ
t∫
0
‖v¯(s)‖21 ds
)
. (4.15)
Now, take the “bra-ket” of (4.1) (as elements of H−2(Ω)) and v(t) ∈ H20(Ω) at a.a. t ∈ [0, T ]:
〈v ′, v〉 + 〈ε2v, v〉= λ〈div[D(t, x, v, τ )∇v + E(t, x, v, τ )∇τ + f (t, x, v, τ )], v〉. (4.16)
Again, by [20, Lemma III.1.2],
〈v ′, v〉 = 1
2
d
dt
‖v‖2. (4.17)
Thus,
1
2
d
dt
‖v‖2 + ε(v,v) = −λ(D(t, x, v, τ )∇v + E(t, x, v, τ )∇τ + f (t, x, v, τ ),∇v). (4.18)
Then
1
2
d
dt
∥∥ekt v¯∥∥2 + e2ktε(v¯,v¯) = −λ(D(t, x, ekt v¯(t), ekt τ¯ (t))∇ v¯ekt
+ E(t, x, ekt v¯(t), ekt τ¯ (t))∇τ¯ekt
+ f (t, x, ekt v¯(t), ekt τ¯ (t)),∇ v¯(t)ekt). (4.19)
Denote now
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(
t, x, v¯(t), τ¯ (t)
)= D(t, x, ekt v¯(t), ekt τ¯ (t)),
Ek
(
t, x, v¯(t), τ¯ (t)
)= E(t, x, ekt v¯(t), ekt τ¯ (t)),
fk
(
t, x, v¯(t), τ¯ (t)
)= e−kt f (t, x, ekt v¯(t), ekt τ¯ (t)).
These functions satisfy estimates (3.23), (3.24), (3.27), (3.29).
Thus,
1
2
d
dt
‖v¯‖2 + k‖v¯‖2 + ε(v¯,v¯) = −λ(Dk(t, x, v¯(t), τ¯ (t))∇ v¯ + Ek(t, x, v¯(t), τ¯ (t))∇τ¯
+ fk
(
t, x, v¯(t), τ¯ (t)
)
,∇ v¯(t)). (4.20)
Therefore
1
2
∥∥v¯(t)∥∥2 + k
t∫
0
∥∥v¯(s)∥∥2 ds + ε
t∫
0
∥∥v¯(s)∥∥22 ds
= 1
2
‖v0‖2 − λ
t∫
0
(
Dk
(
s, x, v¯(s), τ¯ (s)
)∇ v¯(s) + Ek(s, x, v¯(s), τ¯ (s))∇τ¯ (s)
+ fk
(
s, x, v¯(s), τ¯ (s)
)
,∇ v¯(s))ds. (4.21)
Using Cauchy’s inequality, (3.24) and (3.29), we get
1
2
∥∥v¯(t)∥∥2 + k
t∫
0
∥∥v¯(s)∥∥2 ds + ε
t∫
0
∥∥v¯(s)∥∥22 ds + λd
t∫
0
(∇ v¯(s),∇ v¯(s))ds
 1
2
‖v0‖2 + 3λK
2
E
4d
t∫
0
∥∥τ¯ (s)∥∥21 ds + λd3
t∫
0
∥∥v¯(s)∥∥21 ds
+ 3λ
4d
t∫
0
∥∥ fk(s, ·, v¯(s, ·), τ¯ (s, ·))∥∥2 ds + λd3
t∫
0
∥∥v¯(s)∥∥21 ds. (4.22)
As for gk above, we have
t∫
0
∥∥ fk(s, ·, v¯(s, ·), τ¯ (s, ·))∥∥2 ds 3K 2f
t∫
0
∥∥v¯(s)∥∥2 ds + 3K 2f K 2Ω
t∫
0
∥∥τ¯ (s)∥∥21 ds + 3‖ f˜ ‖2L2((0,T )×Ω).
Hence, from (4.22) and (4.15),
1
2
∥∥v¯(t)∥∥2 +(k − 9K 2f
4d
) t∫
0
∥∥v¯(s)∥∥2 ds + ε
t∫
0
∥∥v¯(s)∥∥22 ds + λd3
t∫
0
∥∥v¯(s)∥∥21 ds
 1
2
‖v0‖2 +
(
3K 2E
4d
+ 9
4d
K 2f K
2
Ω
) t∫ ∥∥τ¯ (s)∥∥21 ds + 94d ‖ f˜ ‖2L2((0,T )×Ω)
0
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k
(
1+ λ
t∫
0
∥∥v¯(s)∥∥21 ds
)
+ C . (4.23)
Take k 9K
2
f
4d + 6Cd . Then (4.23) yields
λd
6
t∫
0
∥∥v¯(s)∥∥21 ds C
(now C may depend on k). So the right-hand members of inequalities (4.14) and (4.23) are bounded,
and we arrive at
ε‖v¯‖2
L2(0,T ;H20(Ω))
+ ε‖τ¯‖2L2(0,T ;X) + ‖v¯‖2L∞(0,T ;L2(Ω)) + λ‖v¯‖2L2(0,T ;H10(Ω)) + ‖τ¯‖
2
L∞(0,T ;H10(Ω))
 C .
(4.24)
Since ekt  ekT for t ∈ [0, T ], this implies (4.6). 
Lemma 4.2. Let (v, τ ) be a weak solution to problem (4.1)–(4.4). Then there is the following bound of the time
derivatives:
‖v ′‖L2(0,T ;H−2(Ω)) + ‖τ ′‖L2(0,T ;H−1(Ω))  C(1+
√
ε) (4.25)
where C is independent of λ and ε.
Proof. Really, since H−1(Ω) ⊂ H−2(Ω) continuously, (4.1) and (4.6) imply
‖v ′‖L2(0,T ;H−2(Ω))
 ε
∥∥2v∥∥L2(0,T ;H−2(Ω)) + λC∥∥div[D(t, x, v, τ )∇v + E(t, x, v, τ )∇τ + f (t, x, v, τ )]∥∥L2(0,T ;H−1(Ω))

√
ε
√
ε‖v‖L2(0,T ;H20(Ω)) + λC
∥∥D(t, x, v, τ )∇v + E(t, x, v, τ )∇τ + f (t, x, v, τ )∥∥L2(0,T ;L2(Ω))
 C
√
ε + C[KDλ‖v‖L2(0,T ;H10(Ω)) + KE‖τ‖L2(0,T ;H10(Ω)) + ∥∥ f (t, x, v, τ )∥∥L2(0,T ;L2(Ω))]
 C
√
ε + C[KD√λ‖v‖L2(0,T ;H10(Ω)) + KE‖τ‖L2(0,T ;H10(Ω)) + K f ‖v‖L2(0,T ;L2(Ω))
+ K f ‖τ‖L2(0,T ;L2(Ω)) + ‖ f˜ ‖L2((0,T )×Ω)
]
 C
√
ε + C[√λ‖v‖L2(0,T ;H10(Ω)) + ‖τ‖L∞(0,T ;H10(Ω)) + ‖v‖L∞(0,T ;L2(Ω)) + ‖τ‖L∞(0,T ;H10(Ω)) + 1]
 C(1+ √ε).
Similarly, since H10(Ω) ⊂ H−1(Ω) continuously, (4.2) and (4.6) yield
‖τ ′‖L2(0,T ;H−1(Ω))
 ε
∥∥2τ∥∥L2(0,T ;H−1(Ω)) + λC∥∥−1 div[β(t, x, v, τ )∇v + μ(t, x, v, τ )∇τ + g(t, x, v, τ )]∥∥L2(0,T ;H10(Ω))

√
ε
√
ε‖τ‖L2(0,T ;X) + λC
∥∥β(t, x, v, τ )∇v + μ(t, x, v, τ )∇τ + g(t, x, v, τ )∥∥L2(0,T ;L2(Ω))
 C
√
ε + C[Kβλ‖v‖L (0,T ;H1(Ω)) + Kμ‖τ‖L (0,T ;H1(Ω)) + ∥∥g(t, x, v, τ )∥∥ ]2 0 2 0 L2(0,T ;L2(Ω))
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√
ε + C[Kβ√λ‖v‖L2(0,T ;H10(Ω)) + Kμ‖τ‖L2(0,T ;H10(Ω)) + Kg‖v‖L2(0,T ;L2(Ω))
+ Kg‖τ‖L2(0,T ;L2(Ω)) + ‖g˜‖L2((0,T )×Ω)
]
 C
√
ε + C[√λ‖v‖L2(0,T ;H10(Ω)) + ‖τ‖L∞(0,T ;H10(Ω)) + ‖v‖L∞(0,T ;L2(Ω)) + ‖τ‖L∞(0,T ;H10(Ω)) + 1]
 C(1+ √ε). 
Lemma 4.3. Given v0 ∈ L2(Ω), τ0 ∈ H10(Ω), there exists a weak solution to problem (4.1)–(4.4) in class (4.5).
Proof. Let us introduce auxiliary operators by the following formulas:
Q 1 : W2 × W1 → L2
(
0, T ; H−2(Ω)),
Q 1(v, τ ) = div
[
D(·, ·, v, τ )∇v],
Q 2 : W2 × W1 → L2
(
0, T ; H−2(Ω)),
Q 2(v, τ ) = div
[
E(·, ·, v, τ )∇τ ],
Q 3 : W2 × W1 → L2
(
0, T ; H−2(Ω)),
Q 3(v, τ ) = div
[
f (·, ·, v, τ )],
Q 4 : W2 × W1 → L2
(
0, T ; H−1(Ω)),
Q 4(v, τ ) = −1 div
[
β(·, ·, v, τ )∇v],
Q 5 : W2 × W1 → L2
(
0, T ; H−1(Ω)),
Q 5(v, τ ) = −1 div
[
μ(·, ·, v, τ )∇τ ],
Q 6 : W2 × W1 → L2
(
0, T ; H−1(Ω)),
Q 6(v, τ ) = −1 div
[
g(·, ·, v, τ )],
Q : W2 × W1 → L2
(
0, T ; H−2(Ω))× L2(0, T ; H−1(Ω))× L2(Ω) × H10(Ω),
Q (v, τ ) = (−Q 1(v, τ ) − Q 2(v, τ ) − Q 3(v, τ ),−Q 4(v, τ ) − Q 5(v, τ ) − Q 6(v, τ ),0,0),
A˜1 : W1 → L2
(
0, T ; H−1(Ω))× H10(Ω),
A˜1(u) =
(
u′ + ε2u,u|t=0
)
,
A˜2 : W2 → L2
(
0, T ; H−2(Ω))× L2(Ω),
A˜2(u) =
(
u′ + ε2u,u|t=0
)
,
A˜ : W2 × W1 → L2
(
0, T ; H−2(Ω))× L2(0, T ; H−1(Ω))× L2(Ω) × H10(Ω),
A˜(v, τ ) = (v ′ + ε2v, τ ′ + ε2τ , v|t=0, τ |t=0).
Then the weak statement of problem (4.1)–(4.4) is equivalent to the operator equation
A˜(v, τ ) + λQ (v, τ ) = (0,0, v0, τ0). (4.26)
Let us brieﬂy explain the idea of the proof. We are going to show that the operator A˜ is invertible.
This yields the solvability of Eq. (4.26) for λ = 0. On the other hand, Q turns out to be a compact
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theory, which will imply the existence of solutions for all λ ∈ [0,1].
We recall that a nonlinear operator K : X1 → X2 (X1 and X2 are Banach spaces) is called compact
if it is continuous and the image of any bounded set in X1 is relatively compact in X2. In particular,
if X1 is reﬂexive, and, for any sequence xm → x∗ which converges in X1 in the weak sense, one
has K (xm) → K (x∗) strongly in X2, then K is compact (since any bounded subset of X1 is relatively
compact in the weak topology).
For some q > 2, the embeddings W1 ⊂ Lq(0, T ;W 1q(Ω)), W2 ⊂ Lq(0, T ;W 1q(Ω)) are compact. Re-
ally, we have W1 ⊂ C([0, T ]; H10(Ω)), W2 ⊂ C([0, T ]; L2(Ω)) continuously. Note that (by the Rellich–
Kondrashov theorem) H20 ⊂ L2 compactly. Furthermore, H10 ⊂ H−1 compactly, so the adjoint embed-
ding X ⊂ H10 is also compact. Then, by [17, Corollary 6], W1 ⊂ Lp(0, T ; H10(Ω)), W2 ⊂ Lp(0, T ; L2(Ω))
compactly for every p < ∞. Let p1 > 2 be such that 2p1 = 12 + 1p0 with p0 from (3.22). Denote
X1 = W 1p1 ∩ H10. It is a closed subspace of W 1p1 . For u ∈ X , we have by Hölder’s inequality
‖u‖2X1 = ‖∇u‖2Lp1 =
∥∥|∇u|2∥∥Lp1/2  ‖∇u‖L2‖∇u‖Lp0  C‖u‖1‖u‖X .
If q1 > 2 is such that 2q1 = 12 + 1p with some p large enough, then, by [17, Lemma 11], W1 ⊂
Lq1 (0, T ; X1) compactly. Furthermore, by Sobolev theorem, H20 ⊂ W 1p2 with some p2 > 2. Let p3 > 2
be such that 2p3 = 12 + 1p2 . For u ∈ H20, we have
‖u‖4
W 1p3
= ‖∇u‖4Lp3 =
∥∥|∇u|2∥∥2Lp3/2  ‖∇u‖2L2‖∇u‖2Lp2
 C(∇u,∇u)‖u‖22 = −C(u,u)‖u‖22  C‖u‖‖u‖32.
If q2 > 2 is such that 4q2 = 32 + 1p with some p large enough, then, by [17, Lemma 11], W2 ⊂
Lq2 (0, T ;W 1p3 ) compactly.
Let us show that the operators Q 1, . . . , Q 6 are compact. Let vm → v∗ weakly in W2, τm → τ∗
weakly in W1. Then vm → v∗ , τm → τ∗ strongly in Lq(0, T ;W 1q (Ω)) and in Lq(0, T ; Lq(Ω)), and∇vm → ∇v∗ , ∇τm → ∇τ∗ strongly in Lq(0, T ; Lq(Ω)n).
By Krasnoselskii’s theorem [13,18] on continuity of Nemytskii operators we have
D(·, ·, vm, τm) → D(·, ·, v∗, τ∗),
E(·, ·, vm, τm) → E(·, ·, v∗, τ∗),
β(·, ·, vm, τm) → β(·, ·, v∗, τ∗),
μ(·, ·, vm, τm) → μ(·, ·, v∗, τ∗)
strongly in Lp((0, T ) × Ω)n×n for all p < ∞, and
f (·, ·, vm, τm) → f (·, ·, v∗, τ∗),
g(·, ·, vm, τm) → g(·, ·, v∗, τ∗)
strongly in L2((0, T ) × Ω)n .
Clearly, if a sequence of functions ym converges in Lq((0, T ) × Ω), and another sequence zm con-
verges in Lp((0, T )×Ω), 1p + 1q = 12 , then their pointwise products ymzm tend to the product of their
limits in L2((0, T ) × Ω).
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Q 1(vm, τm) → Q 1(v∗, τ∗)
in L2(0, T ; H−1(Ω)) (and all the more in L2(0, T ; H−2(Ω))). Similarly,
Q i(vm, τm) → Q i(v∗, τ∗), i = 2, . . . ,6,
in L2(0, T ; H−2(Ω)) (note that −1 : L2(0, T ; H−1(Ω)) → L2(0, T ; H10(Ω)) is continuous).
Hence, the operator Q is also compact.
Note that
〈
2u,u
〉= (u,u) = ‖u‖22
for u ∈ H20(Ω), and
〈
2u,u
〉
1 = −
〈
2u,u
〉= (∇u,∇u) = ‖u‖2X
for u ∈ X . Therefore the operators A˜1 and A˜2 are invertible (e.g. by Theorem 1.1 from [10, Chapter VI],
or Lemma 3.1.3 from [25]). Hence, A˜ is also (continuously) invertible.
Rewrite Eq. (4.26) as
(u, τ ) + λ A˜−1Q (u, τ ) = A˜−1(0,0, v0, τ0). (4.27)
A priori bounds from Lemmas 4.1 and 4.2 imply that Eq. (4.27) has no solutions on the bound-
ary of a suﬃciently large ball B in W2 × W1, independent of λ. Without loss of generality a0 =
A˜−1(0,0, v0, τ0) belongs to this ball. Then we can consider the Leray–Schauder degree (see e.g. [15])
of the map I + λ A˜−1Q (I is the identity map) on the ball B with respect to the point a0,
degLS
(
I + λ A˜−1Q , B,a0
)
.
By the homotopic invariance property of the degree we have
degLS
(
I + λ A˜−1Q , B,a0
)= degLS(I, B,a0) = 1 = 0.
Thus, Eq. (4.27) (and, therefore, problem (4.1)–(4.4)) has a solution in the ball B for every λ. 
5. Proof of the main result
Proof of Theorem 3.1. Take a decreasing sequence of positive numbers εm → 0. By Lemma 4.3, there
is a pair (vm, τm) which is a weak solution to problem (4.1)–(4.4) with λ = 1, ε = εm .
Note that (4.2) yields
τ ′m + εm3τm = div
[
β(t, x, vm, τm)∇vm + μ(t, x, vm, τm)∇τm + g(t, x, vm, τm)
]
(5.1)
in H−3(Ω) a.e. on (0, T ).
Due to a priori estimate (4.6), without loss of generality (passing to a subsequence if neces-
sary) one may assume that there exist limits v∗ = limm→∞ vm , which is ∗-weak in L∞(0, T ; L2(Ω))
and weak in L2(0, T ; H10(Ω)); τ∗ = limm→∞ τm , which is ∗-weak in L∞(0, T ; H10(Ω)) and weak in
L2(0, T ; H10(Ω)).
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in L2(0, T ; H−2), τ ′m → τ ′∗ weakly in L2(0, T ; H−1). Then, by [17, Corollary 4], vm → v∗, τm → τ∗
strongly in C([0, T ]; H−1). Therefore v∗ and τ∗ satisfy (3.21).
Furthermore, by [17, Corollary 4], vm → v∗ , τm → τ∗ strongly in L2(0, T ; L2).
By Krasnoselskii’s theorem [13,18] we have again
D(·, ·, vm, τm) → D(·, ·, v∗, τ∗),
E(·, ·, vm, τm) → E(·, ·, v∗, τ∗),
β(·, ·, vm, τm) → β(·, ·, v∗, τ∗),
μ(·, ·, vm, τm) → μ(·, ·, v∗, τ∗)
strongly in Lp((0, T ) × Ω)n×n for all p < ∞, and
f (·, ·, vm, τm) → f (·, ·, v∗, τ∗),
g(·, ·, vm, τm) → g(·, ·, v∗, τ∗)
strongly in L2((0, T ) × Ω)n .
Observe that if a sequence of functions ym converges weakly in L2((0, T ) × Ω), and another se-
quence zm converges strongly in Lp((0, T )×Ω), then their pointwise products ymzm converge weakly
to the product of their limits in Lq((0, T ) × Ω), 1p + 12 = 1q .
Therefore,
D(·, ·, vm, τm)∇vm → D(·, ·, v∗, τ∗)∇v∗,
E(·, ·, vm, τm)∇τm → E(·, ·, v∗, τ∗)∇τ∗,
β(·, ·, vm, τm)∇vm → β(·, ·, v∗, τ∗)∇v∗,
μ(·, ·, vm, τm)∇τm → μ(·, ·, v∗, τ∗)∇τ∗
weakly in Lq(0, T ; Lq(Ω)n) for 1 q < 2.
Passing to the limit as m → ∞ in (4.1) with λ = 1, ε = εm , v = vm , τ = τm and in (5.1) (e.g. in the
space of distributions on (0, T ) with values in W−6q ), we conclude that the pair (v∗, τ∗) is a solution
to (3.16), (3.17).
It remains to observe that the right-hand sides (and, hence, the left-hand sides) of (3.16), (3.17)
belong to L2(0, T ; H−1). Then v∗ ∈ W (Ω, T ). Since τ ′∗ ∈ H−1(0, T ; H10), τ ′∗ ∈ L2(0, T ; H−1), we have
τ ′∗ ∈ L2(0, T ; H10). 
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