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Summary. Bayesian methods for inference on ﬁnite population means and other parameters
by using sample survey data face hurdles in all three phases of the inferential procedure: the
formulation of a likelihood function, the choice of a prior distribution and the validity of posterior
inferences under the design-based frequentist framework. In the case of independent and
identically distributed observations, the proﬁle empirical likelihood function of the mean and
a non-informative prior on the mean can be used as the basis for inference on the mean and the
resulting Bayesian empirical likelihood intervals are also asymptotically valid under the frequen-
tist set-up. For complex survey data, we show that a pseudo-empirical-likelihood approach can
beusedtoconstructBayesianpseudo-empirical-likelihoodintervalsthatareasymptoticallyvalid
under the design-based set-up.The approach proposed compares favourably with a full Bayes-
ian analysis under simple random sampling without replacement. It is also valid under general
single-stage unequal probability sampling designs, unlike a full Bayesian analysis. Moreover,
the approach is very ﬂexible in using auxiliary population information and can accommodate
two scenarios which are practically important:incorporation of known auxiliary population infor-
mation for the construction of intervals by using the basic design weights;calculation of intervals
by using calibration weights based on known auxiliary population means or totals.
Keywords: Auxiliary information; Bayesian interval; Calibration weight; Design effect;
Non-informative prior; Pseudo-empirical-likelihood; Unequal probability sampling
1. Introduction
Thedesign-basedfrequentistapproachtoinferencefromsurveysamplesiswidelyusedinsurvey
practice because of its non-parametric nature and its ability to handle complex design features.
This approach uses estimators of ﬁnite population parameters, such as totals and means, that
are design consistent for large samples. To achieve increased efﬁciency, model-assisted design
consistent estimators, based on working models, are often used. Further, the estimators and
associated design consistent variance estimators are used to construct conﬁdence intervals on
the parameters, on the basis of the normal approximation. Such intervals are asymptotically
valid ‘whatever the unknown properties of the population’ (Neyman, 1934).
Attempts have also been made to integrate sample survey theory with mainstream statisti-
cal inference via the likelihood function. Godambe (1966a,b) obtained the likelihood function
for the full sample data {.i,yi/,i∈s} and showed that it provides no information on the non-
observed values and hence on the ﬁnite population parameters, where s denotes the sample
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and i denotes labels that are attached to the population units with associated values of interest
yi. This feature is due to the label property that treats the N population units as essentially N
different post strata. One way out of this difﬁculty is to take a Bayesian route by assuming an
informative (exchangeable) prior on the N-dimensional parameter vector .y1,...,yN/  and to
combine it with the Godambe likelihood (Ericson, 1969). The resulting posterior distribution is
informative,butinferencesdonotdependonhowthesamplewaschosen.Ericson(1969)focused
on the posterior mean and the posterior variance of the ﬁnite population mean ¯ Y. In stratiﬁed
sampling, exchangeability is assumed within strata. Meeden and Vardeman (1991) proposed a
non-informativeBayesianapproachtointervalestimation,assumingthat‘theunseenarelikethe
seen’ (which is equivalent to exchangeability). This approach leads to a Polya urn distribution
asapseudoposteriordistributionovertheunobservedpopulationvaluesyi.ThePolyaposterior
is based on a stepwise Bayesian argument and it is not a true Bayesian posterior based on
a single prior. Hence, it is called a pseudoposterior, but it can be used in the customarily
Bayesian manner for point and interval estimation. The Polya posterior is a ﬂexible tool with
reasonable design-based frequentist properties under simple random sampling, and it permits
Bayesian interval estimation through simulation of ﬁnite populations from the Polya posterior.
The Polya posterior is equivalent to the ﬁnite population Bayesian bootstrap of Lo (1988); see
also Rubin (1981). Meeden (1995) extended the Polya posterior approach to utilize auxiliary
population information .x1,...,xN/  by assuming exchangeability of the ratios ri=yi=xi. Lazar
et al. (2008) developed a constrained Polya posterior to generate simulated populations that are
consistentwiththeknownpopulationmeanofanauxiliaryvariable,usingMarkovchainMonte
Carlomethods.AlimitationofthePolyaposteriorapproachisthatitrequiresanexchangeability
assumption and it is not clear whether the approach can be extended to general single-stage
unequal probability sampling designs such that the resulting Bayesian intervals are also asymp-
totically valid under the design-based framework.
Hartley and Rao (1968) took an alternative design-based route that yields informative non-
parametric likelihood functions by ignoring certain aspects of the data depending on the
situation at hand. For example, under simple random sampling in the absence of information
relating the label i to yi, the sample labels are suppressed and the likelihood function based on
{yi,i∈s} is obtained by using a scale load approach that assumes a ﬁnite set of possible values
for the variable of interest y. This likelihood function is identical to the well-known empirical
likelihood (EL) of Owen (1988) when the sampling fraction is negligible. Hartley and Rao
(1968) also studied Bayesian inference using a non-informative compound multinomial prior
(Hoadley, 1969) under simple random sampling, leading to a posterior mean and posterior
variance similar to Ericson’s (1969). They also studied stratiﬁed random sampling by ignoring
labelswithinstratabutretainingstratalabelsbecauseofknownstratadifferences.Undersimple
random sampling and stratiﬁed simple random sampling, Aitkin (2008) applied the compound
multinomial prior to the Hartley–Rao likelihood, using the improper Dirichlet–Haldane prior
only on the components corresponding to observed non-zero sample scale loads. He showed
through simulation that the resulting Bayesian intervals have good frequentist properties. How-
ever, Aitkin’s full Bayesian analysis and some extensions are all restricted to scenarios where
the Hartley–Rao likelihood is available.
The Hartley–Rao likelihood approach runs into difﬁculties in the case of complex sampling
designsinvolvingdesignfeaturessuchasunequalprobabilitiesofselectionandclustering.Inthis
paper, we attempt to overcome those difﬁculties by using the pseudo-EL method for complex
designs (Chen and Sitter, 1999; Wu and Rao, 2006). We show that the proﬁle pseudo-EL on
the ﬁnite population mean can be used as the basis for Bayesian inference on the mean under
complex designs by combining it with a non-informative prior on the mean. In particular,Bayesian Pseudo-empirical-likelihood Intervals 535
we obtain Bayesian pseudo-EL intervals on the mean that are also asymptotically valid in
the design-based framework. Lazar (2003) ﬁrst proposed the Bayesian EL approach in the
case of independent and identically distributed observations. Informative priors on the mean,
constructed from prior information, could also be used to obtain more efﬁcient inferences. This
prior information is different from the population auxiliary information that can be used in
deriving the proﬁle pseudo-EL; see Section 3.1. As a result, the approach proposed can be
a useful tool for handling both the auxiliary information and the prior information. We also
developBayesianpseudo-ELintervalsbasedonthepseudo-ELitselfbyusinganon-informative
Dirichlet prior and we show that the intervals are asymptotically valid under the design set-up.
OurproposedapproachcomparesfavourablywithafullBayesiananalysisundersimplerandom
sampling without replacement. It is also valid under general single-stage unequal probability
sampling designs.
In Section 2, we brieﬂy discuss the Bayesian EL method for independent and identically dis-
tributedobservations.InSection3,wepresentBayesianpseudo-ELmethodsforcomplexsurvey
data and examine their asymptotic properties under the design-based framework. Some related
computational aspects are discussed in Section 4. Results of a simulation study are reported in
Section 5. We conclude with some remarks in Section 6. Proofs are given in Appendix A.
2. Bayesian empirical likelihood
Let y = .y1,...,yn/  be independent and identically distributed observations on a random
variable Y, and let θ =E.Y/ be the population mean. The proﬁle EL of θ is then obtained
by maximizing Σn
i=1log.pi/ subject to Σn
i=1pi=1 and Σn
i=1pi.yi−θ/=0. We use the method of
Lagrange multipliers by setting the partial derivative of
G=
n 
i=1
log.pi/−nλ
n 
i=1
pi.yi−θ/−γ

n 
i=1
pi−1

withrespecttopiequalto0,whichleadstotheproﬁle-ELfunctiongivenbyLEL.θ/=exp{lEL.θ/},
where
lEL.θ/=−nlog.n/−
n 
i=1
log{1+λ.θ/.yi−θ/} .1/
and λ=λ.θ/ solves
n 
i=1
.yi−θ/={1+λ.yi−θ/}=0:
We combine LEL.θ/ with a speciﬁed prior π.θ/ on θ via the Bayes theorem to obtain a pseudo-
posterior
π.θ|y/=c.y/exp

log{π.θ/}−
n 
i=1
log{1+λ.θ/.yi−θ/}

, .2/
where c.y/ is the normalizing constant such that

π.θ|y/dθ=1. The αth quantile tα of π.θ|y/
is determined by H.tα|y/=α where
H.t|y/=
 t
−∞
π.θ|y/dθ:. 3/
The Bayesian EL intervals based on equation (2) should be more robust than those based on
parametric approaches because EL is a non-parametric likelihood. The validity of posterior
inferences based on equation (2) can be assessed through coverage probabilities of intervals
.tα1,tα2/ on θ. This can be done through Monte Carlo simulations for selected values of α1 and536 J. N. K. Rao and C.Wu
α2. Monahan and Boos (1992) proposed that π.θ|y/ should be viewed as a valid posterior if
H =H.θ|y/ is uniformly distributed over (0,1). Lazar (2003) provided further discussion on the
validity of LEL.θ/ for posterior inferences and on the frequentist properties of the Bayesian EL
intervals. Fang and Mukerjee (2006) showed that the proﬁle EL does not admit a probability
matching prior π.θ/ that ensures frequentist validity of Bayesian EL intervals with margin of
error o.n−1/.
3. Bayesian pseudo-empirical-likelihood for complex surveys
SupposethattheﬁnitepopulationconsistsofN units.Associatedwiththeithunitisthevalueyi
of the study variable y and the value xi of the vector of auxiliary variables x. We assume that the
population mean vector ¯ X=N−1ΣN
i=1xi is known. Let ¯ Y =N−1ΣN
i=1yi be the unknown popu-
lation mean of interest. Under the Bayesian framework, we shall use θ to denote a generic ﬁnite
population parameter, with particular reference to ¯ Y. Let {.i,yi,xi/,i∈s} be a survey sample
from the ﬁnite population, where s is the set of n units included in the sample. Let πi=P.i∈s/,
i=1,...,N, be the ﬁrst-order inclusion probabilities.
3.1. Unequal probability sampling with basic design weights
We now consider a general unequal probability sampling design. Let di=1=πi, i∈s, be the basic
design weights and ˜ di.s/=di=Σi∈sdi be the normalized design weights for the given sample
s. We also assume that auxiliary population information on x is available and needs to be
incorporated in the inference. Without loss of generality, we assume that ¯ X=0 in the following
discussion. Otherwise we replace xi by xi − ¯ X. Let nÅ be the effective sample size deﬁned as
nÅ=n=deffGR, where n is the sample size and deffGR is the estimated design effect deff based on
thegeneralizedregression(GR)estimator.Thedesigneffectthatisassociatedwithanestimator
isdeﬁnedastheratioofthevariancesunderthegivendesignandundersimplerandomsampling
with replacement. Wu and Rao (2006) have given a formula for deffGR and its estimator. It may
be noted that the design effect is estimator speciﬁc, but under simple random sampling without
replacement it is equal to 1−n=N, regardless of the estimator.
A pseudo-EL method for complex survey data was ﬁrst proposed by Chen and Sitter (1999).
The proﬁle pseudo-empirical log-likelihood function for the population mean θ, which was
deﬁned by Wu and Rao (2006), is given by
lPEL.θ/=nÅ
i∈s
˜ di.s/log{ ˆ pi.θ/}, .4/
where the ˆ pi.θ/ maximize Σi∈s ˜ di.s/log.pi/ subject to pi>0, Σi∈spi=1 and

i∈s
piyi=θ, .5/

i∈s
pixi=0:. 6/
Note that ˆ pi.θ/ depends on θ through the use of constraint (5). Let ui =.yi −θ,x 
i/ . It can be
shown that ˆ pi.θ/= ˜ di.s/={1+λ .θ/ui}, where λ=λ.θ/ is the solution to
g.λ/=

i∈s
˜ di.s/ui=.1+λ ui/=0:
It may be noted that the sampling design features are taken into account by the proﬁle pseudo-
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the non-informative prior π.θ/∝1, the posterior density function of θ under the pseudo-EL is
given by
π.θ|y,x/=c.y,x/exp

−nÅ
i∈s
˜ di.s/log{1+λ .θ/ui}

, .7/
where c.y,x/ is the normalizing constant such that

π.θ|y,x/dθ =1. Assuming that 0 is an
inner point of the convex hull formed by {xi,i∈s}, the support for the pseudoposterior density
(7) is mini∈s.yi/<θ<maxi∈s.yi/.
For the special case of simple random sampling without replacement, π.θ/∝1 and no auxil-
iary information on x, equation (7) reduces to
π.θ|y/∝exp

−
	
1−
n
N

−1
i∈s
log{1+λ.θ/.yi−θ/}

, .8/
which is approximately equal to expression (2) when the sampling fraction n=N is small. A
limited simulation study on the design-based coverage probability of the 95% pseudoposterior
intervals based on expressions (2) and (8) with equal tail probabilities (2.5%) showed that the
interval based on equation (2) performs quite well when n=N =0:05, but it exhibits a clear trend
ofovercoverageasnincreases(foraﬁxedN).Incontrast,theintervalthatisbasedonexpression
(8) performs well in tracking the nominal coverage probability 0.95 for all sample sizes. The
average length of this interval over simulations is also shorter than the corresponding average
length of the interval that is based on equation (2). We have also compared the design-based
performance of the intervals based on expression (8) with the intervals that are based on a full
BayesiananalysisproposedbyAitkin(2008)usingtheDirichlet–Haldaneprior.Oursimulation
results indicated that the interval proposed compares favourably with Aitkin’s interval in terms
of coverage probabilities and average length.
Let ˜ pi be the maximizer of Σi∈s ˜ di.s/log.pi/ subject to pi>0, Σi∈spi=1 and the calibration
constraint (6). Then ˆ θPEL =Σi∈s ˜ piyi is the maximum pseudo-EL estimator of θ. Let σ2
PEL =
V.ˆ θPEL/ be the design-based variance of ˆ θPEL.
Theorem 1. Under suitable regularity conditions, the pseudoposterior distribution of θ under
the pseudo-EL and the non-informative prior π.θ/∝1 is asymptotically normal, with mean
ˆ θPEL and variance σ2
PEL.
An important consequence of theorem 1 is that the pseudoposterior intervals based on equa-
tion(7)willhaveasymptoticallycorrectcoverageprobabilityunderthedesign-basedframework.
The equal tail Bayesian pseudo-EL intervals and the highest pseudoposterior density intervals
are both asymptotically equivalent to the normal approximation interval that is based on ˆ θPEL
and σ2
PEL.
The choice (4) for the pseudo-EL is not necessarily unique or the best. For example, Kim
(2009) proposed an alternative pseudo-EL. It would be useful to compare the performance of
Bayesian pseudo-EL intervals that are obtained from different pseudo-EL functions.
3.2. Unequal probability sampling with calibration weights
It is a routine practice among statistical agencies to release public use survey data with cali-
bration weights wi. An estimator in the form of ˆ Yc =Σi∈swiyi would be equivalent to the GR
estimator of the population total, N ¯ Y, and it is calibrated in the sense of Σi∈swixi=X, where
X=N ¯ X is the known population total of the auxiliary variables x. The calibration estimator
ˆ Yc is typically more efﬁcient than the unbiased estimator ˆ Y =Σi∈sdiyi. The question of interest538 J. N. K. Rao and C.Wu
here is whether the calibration weights can be used to deﬁne a version of the pseudo-EL so that
Bayesian pseudo-EL intervals are still asymptotically valid under the sampling design.
Let ˜ wi.s/=wi=Σi∈swi be the normalized calibration weights and ˆ θc =Σi∈s ˜ wi.s/yi be the
calibration estimator of the population mean, ¯ Y. Consider the following pseudoempirical log-
likelihood function
lPEL.θ/=m

i∈s
˜ wi.s/log{pi.θ/}, .9/
wheremisascalefactortobedetermined,andpi.θ/maximizeΣi∈s ˜ wi.s/log.pi/subjecttopi>0,
Σi∈spi=1 and constraint (5). Note that the calibration equation (6) is no longer involved here
in deﬁning lPEL.θ/. Now, combining equation (9) with the non-informative prior π.θ/∝1, the
pseudoposterior density is given by
π.θ|y/∝exp

−m

i∈s
˜ wi.s/log{1+λ.θ/.yi−θ/}

, .10/
where λ=λ.θ/ is the solution to

i∈s
˜ wi.s/.yi−θ/={1+λ.yi−θ/}=0:
Using similar arguments to those in the proof of theorem 1, we can show that
−m

i∈s
˜ wi.s/log{1+λ.θ/.yi−θ/}=−
m
2

θ−

i∈s
˜ wi.s/yi
2 

i∈s
˜ wi.s/.yi−θ/2+op
	m
n


:
Note that ˆ θc =Σi∈s ˜ wi.s/yi= ˆ θPEL+op.1=
√
n/ and

i∈s
˜ wi.s/.yi−θ/2=S2
y +Op.1=
√
n/
for any θ such that θ = ¯ Y +O.1=
√
n/, where S2
y =.N −1/−1ΣN
i=1.yi − ¯ Y/2 is the ﬁnite popu-
lation variance for the y-variable. It is now clear that the pseudoposterior distribution of θ is
asymptotically normal with mean ˆ θc and variance S2
y=m. It is also clear that, to have Bayesian
intervals that are asymptotically valid under the design-based framework, we need to choose m
as a design consistent estimator of S2
y=V.ˆ θc/. This is different from the effective sample size nÅ
that was deﬁned in Section 3.1.
3.3. Bayesian pseudo-empirical-likelihood based on (p1;...;p n)
The methods that were presented in Sections 3.1 and 3.2 are based on the pseudoposterior
distribution of θ under a non-informative prior on θ. Unequal probability sampling designs are
handledthroughtheuseofdesignweightsdi orcalibrationweightswi aswellasthedesigneffect.
The starting point is the proﬁle pseudo-empirical log-likelihood function as deﬁned by equa-
tion (4). An alternative approach for Bayesian pseudo-EL inference is to treat .p1,...,pn/ as
unknownparametersandtodeﬁnethepseudo-ELfunctionasLPEL.p1,...,pn/=exp{lPEL.θ/}.
This leads to
LPEL.p1,...,pn/=

i∈s
p
γi
i , .11/
where γi=nÅ ˜ di.s/. This is not a genuine likelihood but can be used to derive a pseudoposterior
distribution on .p1,...,pn/. Consider the Dirichlet prior D.α1,...,αn/ on .p1,...,pn/:Bayesian Pseudo-empirical-likelihood Intervals 539
π.p1,...,pn/=c.α1,...,αn/

i∈s
p
αi−1
i ,
where c.α1,...,αn/=Γ.Σi∈sαi/=Πi∈sΓ.αi/, the posterior distribution of .p1,...,pn/ given the
sample s, is Dirichlet D.γ1+α1,...,γn+αn/ and is given by
π.p1,...,pn|s/=c.γ1+α1,...,γn+αn/

i∈s
p
γi+αi−1
i :. 12/
AparticularchoiceoftheDirichletprioristheimproperDirichlet–Haldanepriorcorresponding
to αi=0 for all i∈s; see Aitkin (2008). The posterior distribution of the population mean is the
distributionofθ=Σi∈spiyi with.p1,...,pn/followingtheDirichletdistributionthatisspeciﬁed
by equation (12). The Dirichlet distribution can be approximated by Monte Carlo simulation
methods and so are the pseudoposterior inferences that are based on equation (12). Auxiliary
information can also be incorporated, with the design weights di replaced by the calibration
weights wi. We spell out the details for two general cases.
(a) Unequalprobabilitysamplingwithoutauxiliaryinformation:inthiscaseγi=nÅ ˜ di.s/,nÅ=
n=deffH and the estimated design effect deffH is associated with the Hájek estimator
ˆ ¯ YH=Σi∈s ˜ di.s/yi of ¯ Y.
(b) Unequal probability sampling with auxiliary information: when auxiliary information is
available,thedesignweightsdi maybereplacedbythecalibrationweightswi underappro-
priate benchmark constraints. Following the results of Section 3.2, we let γi=m{ ˜ wi.s/}
where m is the estimated value of S2
y=V.ˆ θc/. The posterior distribution of .p1,...,pn/ is
again the Dirichlet distribution of equation (12) with the chosen γi.
Foreachofthesetwoscenarios,theposteriormeanandtheposteriorvarianceofθ=Σi∈spiyi
under the Dirichlet–Haldane prior match ˆ θPEL and the design variance of ˆ θPEL asymptotically.
Hence, the Bayesian pseudo-EL intervals based on equation (12) are valid under the design.
Theorem 2.Under the improper Dirichlet–Haldane prior, the posterior distribution of θ=
Σi∈spiyi based on equation (12) provides Bayesian intervals on the ﬁnite population mean
that are valid under the design-based framework.
The three different approaches that were presented in Sections 3.1–3.3 are further examined
in Section 5 through a simulation study.
4. Computational notes
Thecomputationalproceduresthatareinvolvedinmakingpseudoposteriorinferencesarequite
different for π.θ|y,x/ given by equation (7) and for π.p1,...,pn|s/ deﬁned by equation (12).
The ﬁrst requires ﬁnding the normalizing constant c.y,x/ and computing quantiles tα of the
posterior distribution for speciﬁed values of α. It also involves routine calculations for ﬁnding
λ.θ/ or λ.θ/ for a given set of data. The second requires approximations to the Dirichlet distri-
bution through Monte Carlo simulations.
We ﬁrst illustrate the computational procedures that are to be employed in Section 5 for the
pseudoposterior distribution of π.θ|y,x/ given by equation (7). This posterior density function
has a nice unimodal shape just like the normal density, which facilitates the search for the
boundary points of Bayesian pseudo-EL intervals.
Theorem 3. The pseudoposterior density function π.θ|y,x/ is a concave function of θ with
the maximum value attained at θ= ˆ θPEL.540 J. N. K. Rao and C.Wu
The concavity of the posterior density function also holds when the prior distribution of θ
is exponential. The maximum point of π.θ|y,x/ occurs at θ= ˆ θPEL, and π.θ|y,x/ diminishes
to 0 quickly when θ m o v e sa w a yf r o mˆ θPEL. The theoretical support of the pseudoposterior
density is .mini∈s.yi/, maxi∈s.yi//. Computation of the pseudoposterior density for θ near the
end points of the support can be problematic, owing to the non-existence of an empirical like-
lihood solution at the end points. However, a practical support .c1, c2/ can be used, with the
end points c1 and c2 satisfying mini∈s.yi/<c1< ˆ θPEL<c2<maxi∈s.yi/, h.c1/<"and h.c2/<"
for a prespeciﬁed tolerance ", where
h.θ/=exp

−nÅ
i∈s
˜ di.s/log{1+λ .θ/ui}

:
In the simulation studies that were reported in Section 5, we used "=0:00001. A grid method
canthenbeusedtoﬁndc.y,x/={
 c2
c1 h.θ/dθ}−1.Quantilesofthepseudoposteriordistribution
can similarly be found by grid approximations.
The pseudoposterior distribution of .p1,...,pn/ is a Dirichlet distribution, which can be
simulated through independent gamma random variables. Let Xi be a gamma random variable
with density function
fi.x/=Γ.ai/−1xai−1exp.−x/
for x>0,andX1,...,Xn areindependent.Letpi=Xi=Σn
i=1Xi,i=1,...,n.Then.p1,...,pn/∼
D.a1,...,an/. The distribution of θ=Σi∈spiyi can then be approximated by simulated values
θ[j]=Σi∈sp
[j]
i yi, j=1,...,M for a large M, where .p
[j]
1 ,...,p
[j]
n / is generated from the Dirichlet
distribution (Aitkin, 2008).
5. Simulation study
We consider unequal probability sampling designs with inclusion probabilities that are pro-
portional to a size measure and compare the design-based coverage of the proposed Bayes-
ian pseudo-EL intervals and the design-based pseudo-EL conﬁdence intervals based on a
χ2-approximation (Wu and Rao, 2006), which are denoted here as PEL. We report simula-
tion results under model I, yi =β0 +β1zi +σ"i, that was used in Wu and Rao (2006). We
refer the reader to Wu and Rao (2006) for details on the simulation models. Simulation results
under other models can be found in an unpublished technical report (Rao and Wu, 2009). The
design variable is z and the Rao–Sampford unequal probability sampling method (Rao, 1965;
Sampford, 1967) with πi∝zi is used. All the results that are reported here are based on B=1000
simulation runs. Our simulation was programmed in R and the code is available from
http://www.blackwellpublishing.com/rss
For the Bayesian pseudo-EL method, the interval by using the basic design weights di (Sec-
tion 3.1) is denoted by BELd, the interval by using the calibration weights wi (Section 3.2) is
denoted by BELw and the interval based on the posterior distribution of .p1,...,pn/ (Section
3.3) is denoted by BELh, where h indicates the Haldane prior on .p1,...,pn/. The conventional
design-based normal approximation conﬁdence intervals are not included here, since Wu and
Rao (2006) have shown that the PEL intervals perform better in terms of design-based coverage
properties.
Table 1 summarizes the results on design-based coverage probabilities, lower and upper
tail error rates and average length of 95% intervals for the population mean. The ﬁrst column
gives the correlation coefﬁcient ρ between y and z and the third column shows whether theBayesian Pseudo-empirical-likelihood Intervals 541
Table 1. 95% Bayesian pseudo-EL intervals for the population mean
ρ n Auxiliary Method Coverage Lower tail Upper tail Average
variable probability error rate error rate length
(%)
0.30 40 — PEL 92.7 2.3 5.0 1.97
BELd 93.2 3.8 3.0 2.00
BELh 92.8 1.9 5.3 1.86
z PEL 91.4 2.8 5.8 1.86
BELd 92.6 3.4 4.0 1.88
BELw 91.9 3.1 5.0 1.88
BELh 91.1 1.9 7.0 1.76
80 — PEL 93.4 2.5 4.1 1.38
BELd 94.8 2.8 2.4 1.42
BELh 93.5 2.9 3.6 1.33
z PEL 93.7 2.5 3.8 1.32
BELd 94.5 2.5 3.0 1.35
BELw 94.5 2.3 3.2 1.35
BELh 92.4 2.3 5.3 1.27
0.80 40 — PEL 94.7 2.3 3.0 0.75
BELd 93.3 3.1 3.6 0.75
BELh 93.5 2.4 4.1 0.72
z PEL 92.3 2.7 5.0 0.47
BELd 92.7 3.3 4.0 0.48
BELw 90.9 2.3 6.8 0.46
BELh 92.8 1.3 5.9 0.46
80 — PEL 94.6 1.8 3.6 0.51
BELd 95.4 2.7 1.9 0.52
BELh 92.6 3.0 4.4 0.50
z PEL 93.8 2.5 3.7 0.33
BELd 94.5 2.5 3.0 0.34
BELw 94.4 1.6 4.0 0.33
BELh 91.7 1.2 7.1 0.32
auxiliary variable z is also used as a calibration variable. Major observations from Table 1 are
as follows.
(a) The BELd method intervals perform better than those from method PEL, with coverage
probabilities closer to the nominal value and more balanced tail error rates.
(b) TheBELw methodintervalshaveperformancethatissimilartothatofmethodPELwhen
n=40 but are better when n=80.
(c) The three intervals PEL, BELd and BELw have comparable average length.
(d) The BELh method intervals seem to have an undercoverage problem for some cases,
perhaps because the average lengths are smaller for those cases. When we increased the
sample size to n=100 (for brevity, the results are not reported here), the performance of
BELh improved dramatically. The coverage probabilities become very close to the nom-
inal value and average lengths are smaller than the corresponding average lengths of
BELd and BELw:
6. Additional remarks
In this paper we have examined Bayesian pseudo-EL inferences for complex surveys under
the design-based framework. The Bayesian pseudo-EL approach proposed uses the ﬁrst-order542 J. N. K. Rao and C.Wu
inclusion probabilities either explicitly through the basic design weights or implicitly through
thecalibrationweightsandrequiresthesecond-orderinclusionprobabilitiesthroughthedesign
effect. When the sampling fractions are negligible, the design effect may be calculated by using
variance formulae under sampling with replacement and hence bypassing the need for second-
order inclusion probabilities.
The non-informative prior on the mean θ that was used here is attractive from a practical
pointofview.However,onecanalsouseinformativepriorsonθ ifdesired,andforlargesamples
the resulting Bayesian intervals remain asymptotically valid under the design set-up. It may be
noted that the speciﬁcation of an informative prior on θ may be easier than the speciﬁcation of
an informative Dirichlet prior based on the approach that is presented in Section 3.3, which can
be viewed as a generalized scale–load method. As noted by Lazar (2003), ‘putting a prior on θ
is the most sensible approach and could be done in the usual way’.
UnlikeotherBayesianmethodsthathavebeenproposedinthesurveyliterature,theBayesian
pseudo-EL approach can handle general unequal probability without replacement sampling
designs and is extremely ﬂexible in using known auxiliary population information. Moreover,
theapproachcanbeextendedtocoverotherparameterssuchastheﬁnitepopulationdistribution
functionandquantilesorevenparametersthataredeﬁnedthroughestimatingequationssuchas
regressioncoefﬁcients.Furtherdetailsoncalculatingtherelateddesigneffectandthevalidityof
the inference under the design-based frequentist framework are currently under investigation.
Extension of this work to multistage sampling designs will also be studied.
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Appendix A: Proofs
A.1. Proof of theorem 1
The pseudoposterior density has maximum value attained at θ= ˆ θPEL. Considering θ such that θ− ˆ θPEL=
Op.1=
√
n/andfollowingalongthelinesoftheproofoftheorem2inWuandRao(2006),wecanshowthat
−nÅ
i∈s
˜ di.s/log{1+λ
 .θ/ui}=−
1
2.θ− ˆ θPEL/
2=σ
2
PEL +op.1/:
The required regularity conditions are conditions C1–C5 as outlined in Wu and Rao (2006).
A.2. Proof of theorem 2
Suppose that .p1,...,pn/ follows a Dirichlet distribution D.α1,...,αn/. It follows that E.pi/=αi=k,
var.pi/=.αi=k2/{1−.αi+1/=.k+1/}andcov.pi,pj/=−αiαj=k2.k+1/fori =j,wherek=Σn
i=1αi.Under
the Dirichlet–Haldane prior, the pseudoposterior distribution .p1,...,pn/|s∼D.γ1,...,γn/, where γi =
nÅ ˜ di.s/ for case (a) and γi=m{ ˜ wi.s/} for case (b). Noting that k=Σi∈sγi=nÅ for case (a), it immediately
follows that E.θ|s/=Σi∈syiE.pi|s/=Σi∈s ˜ di.s/yi= ˆ ¯ YH, the Hájek estimator of the mean ¯ Y. In addition,
var.θ|s/=

i∈s
˜ di.s/{ ˜ di.s/+1}
nÅ+1
y
2
i −

i∈s

j =i
1
nÅ+1
˜ di.s/ ˜ dj.s/yiyj
=
1
nÅ+1


i∈s
˜ di.s/.yi− ˆ ¯ YH/
2+2

i∈s
˜ di.s/
2y
2
i

=
S2
y
nÅ +o

1
nÅ

=V. ˆ ¯ YH/+o

1
nÅ

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The last step follows from nÅ =S2
y=V. ˆ ¯ YH/, where S2
y is the ﬁnite population variance, and V. ˆ ¯ YH/ is the
design-based variance of ˆ ¯ YH. The second-last step is based on the assumption that ˜ di.s/=Op.n−1/ and
Σi∈s ˜ di.s/2y2
i =Op.n−1/. It is sufﬁcient that this last term is of order op.1/. For case (b), it can be shown
that E.θ|s/= ˆ θc and var.θ|s/=V.ˆ θc/+o.n−1/, where ˆ θc =Σi∈s ˜ wi.s/yi is the calibration estimator of ¯ Y,a s
deﬁned in Section 3.2.
A.3. Proof of theorem 3
Let
K.θ/=−

i∈s
˜ di.s/ log{1+λ
 .θ/ui}
for θ∈.mini∈s.yi/, maxi∈s.yi//. We need to show that d
2K.θ/=dθ2<0. Let λ1.θ/ be the ﬁrst component of
λ.θ/. Noting that g.λ/=0 and Σi∈s ˜ di.s/={1+λ
 .θ/ui}=1, we can show that dK.θ/=dθ=λ1.θ/. Further,
it can be shown that dg.λ/=dθ=0 reduces to

i∈s
˜ di.s/uiu 
i
{1+λ
 .θ/ui}2
dλ.θ/
dθ
=−e1,
wheree1=.1,0,...,0/ .Itfollowsthatdλ1.θ/=dθ=−h11<0,whereh11 isthe.1,1/element(upperleft-hand
corner) of H−1 and
H =

i∈s
˜ di.s/uiu 
i
{1+λ
 .θ/ui}2,
which is positive deﬁnite. This shows that d
2K.θ/=dθ2<0.
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