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Zusammenfassung
Anhand von Temperaturdaten des Standortes Berlin-Tegel wird der Tempe-
raturverlauf für einen Zeitraum von 15 Jahren modelliert. Es werden zwei ver-
schiedene Regressionsansätze gegenübergestellt. Zuerst werden die Daten anhand
einer Zeitreihenanalyse geschätzt. Dieses parametrische Verfahren wird mit der
nicht-parametrischen Methode des Shape Invariant Modeling verglichen. Beiden
Ansätzen liegt die Methode der Kleinsten Fehlerquadrate zugrunde. Die Zeitrei-
henanalyse als Spezialgebiet der Regressionsanalyse wird mit Hilfe einer Fourier-
reihe realisiert, um den periodischen Verlauf der Funktion abbilden zu können.
Beim Shape Invariant Model werden mithilfe einer Referenzkurve die individuel-
len Regressionsfunktionen ermittelt. Als Referenz dient ein Basistag. Die Para-
meterschätzer werden durch Achsentransformation ermittelt.
Inhaltsverzeichnis
Abbildungsverzeichnis iii
Tabellenverzeichnis iv
Abkürzungsverzeichnis v
Symbolverzeichnis vi
1 Einführung 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Zugrundeliegende Daten . . . . . . . . . . . . . . . . . . . . . . . 2
2 Modell 1: Zeitreihenanalyse 4
2.1 Theorie der Zeitreihenanalyse . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Vorgehensweise . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Visualisierung der Zeitreihe . . . . . . . . . . . . . . . . . 6
2.1.3 Formulierung eines Modells . . . . . . . . . . . . . . . . . 7
2.1.4 Schätzung des Modells . . . . . . . . . . . . . . . . . . . . 8
2.1.5 Ermitteln der Güte der Schätzung . . . . . . . . . . . . . . 10
2.1.6 Erstellen und Prüfen von Prognosen . . . . . . . . . . . . . 12
2.2 Umsetzung der Zeitreihenanalyse . . . . . . . . . . . . . . . . . . 12
2.2.1 Datenaufbereitung . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Modell 2: Shape Invariant Model 23
3.1 Theorie des Shape Invariant Modeling . . . . . . . . . . . . . . . 23
3.2 Umsetzung des Shape Invariant Modeling . . . . . . . . . . . . . . 26
4 Vergleich der Modelle 29
5 Zusammenfassung 35
Literaturverzeichnis I
i
Inhaltsverzeichnis
A Quelltext III
A.1 Datensatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . III
A.2 Zeitreihenanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . VI
A.3 Shape Invariant Modeling . . . . . . . . . . . . . . . . . . . . . . IX
A.4 Auswertung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XI
ii
Abbildungsverzeichnis
2.1 Streudiagramm der aufgezeichneten Messwerte am Standort Berlin-
Tegel im Untersuchungszeitsraum . . . . . . . . . . . . . . . . . . 7
2.2 Streudiagramm der aufgezeichneten Messwerte am Standort Berlin-
Tegel für das Jahr 2006 . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Streudiagramm der aufgezeichneten Messwerte am Standort Berlin-
Tegel für den Basistag am 01.01.1996 . . . . . . . . . . . . . . . . 16
2.4 Ergebnisse der „Step“-Funktion für das Modell (2.2.5) . . . . . . . 19
2.5 Resultate der „Step“-Funktion . . . . . . . . . . . . . . . . . . . . 21
3.1 Gegenüberstellung beider Kurven . . . . . . . . . . . . . . . . . . 25
3.2 Visualisierung des Originaldatensatzes mit den Regressionen für
Lineares Modell (LM) und Shape Invariant Modeling (SIM) . . . 28
4.1 Visualisierung der täglichen Mittelwerte über den Gesamtzeitraum
von 15 Jahren mit den Regressionen für LM und SIM . . . . . . 30
4.2 Visualisierung der monatlichen Mittelwerte über den Gesamtzeit-
raum von 15 Jahren mit den Regressionen für LM und SIM . . . . 31
4.3 Visualisierung des Originaldatensatzes für das Beispieljahr 2007
mit den Regressionen für LM und SIM . . . . . . . . . . . . . . . 32
4.4 Visualisierung des Originaldatensatzes für den Beispieltag 12.04.2006
mit den Regressionen für LM und SIM . . . . . . . . . . . . . . . 33
iii
Tabellenverzeichnis
2.1 Vergleich stetige und diskrete Variablen . . . . . . . . . . . . . . . 5
iv
Abkürzungsverzeichnis
SIM Shape Invariant Modeling
NCEI National Centers for Environmental Information
NCDC National Climatic Data Center
KQ-Methode Methode der kleinsten Fehlerquadrate
SEMOR Self-Modeling Regression
AIC Akaike Information Criterion
H0 Nullhypothese
FQS Fehlerquadratsumme
CET mitteleuropäische Zeit (Central European Time)
CEST mitteleuropäische Sommerzeit (Central European Sommer Time)
UTC koordinierte Weltzeit (Coordinated Universal Time)
LM Lineares Modell
v
Symbolverzeichnis
A ist die Trendkomponente
S ist die Saisonkomponente
K ist die Konjunkturkomponente
u ist die Restkomponente
Y ist die endogene (zu erklärende) Variable
R2 Bestimmtheitsmaß
Yt Abhängige Variable zum Zeitpunkt t
Xt unabhängige Variablen zum Zeitpunkt t
t Zeitindex 1..T
α Konstante
β Trendparameter
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1 Einführung
Im Rahmen dieser Bachelorarbeit sollen Temperaturdaten durch eine funktionale
Raum-Zeit-Datenanalyse beschrieben werden. Diese sind nicht-parametrisch im
Raum und parametrisch in der Zeit. Zuerst werden die Daten durch zwei verschie-
dene Methoden modelliert, um sie anschließend mit einer Zeitreihenanalyse zu
untersuchen, die bspw. als Grundlage für Prognosen genutzt werden können. Als
erstes findet die Regression mittels linearem Modell (LM) Anwendung, siehe Ka-
pitel 2. Als zweites wird die Methode des SIM verwendet. Beide Ansätze werden
zuerst vorgestellt und anschließend deren Ergebnisse dargestellt und diskutiert.
Im Abschnitt 4 werden beide Modelle ausgewertet und kritisch gegenübergestellt,
bevor Kapitel 5 eine Zusammenfassung der Erkenntnisse darlegt.
Die Untersuchungsgrundlage liefern Daten vom Servers des National Centers
for Environmental Information (NCEI). Dieser stellt Wetterdaten, unter anderem
auch die für die Untersuchung notwendigen Temperaturen, von über 10.000 Städ-
ten der Welt bereit. Zur Umsetzung der genannten Regressionsmethoden dient
die Skriptsprache R.
1.1 Motivation
Der Faktor des Wetters spielt zunehmend auch für Unternehmen eine enorm
wichtige Rolle. Ausgehend von der Bestellmengenkalkulation eines Eisverkäufers
bis hin zu den Wirtschaftlichkeitsberechnungen bei den Planungen für Großan-
lagen regenerativer Energiequellen, wie Windparks oder Solarkraftwerke, ist eine
möglichst realitätsnahe Vorhersage entscheidend für das Überleben einer Unter-
nehmung.
Nur anhand historischer Messwerte lassen sich Vorhersagen über das zukünftige
Verhalten von Temperatur, Niederschlagsmenge etc. mit einer Zeitreihenanalyse
erstellen. Je mehr Daten solch einer Untersuchung zugrunde liegen, desto genauer
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können Prognosen über das, zu erwartende Verhalten, mit saisonalen und mit-
telfristigen Schwankungen, sowie über langfristige Trends erstellt und potenzielle
Extremwerte abgeleitet werden.
Beispielsweise erscheint schon seit ein paar Jahren in Ostdeutschland das Früh-
jahr wärmer und extrem trocken. Steckt dahinter eine ausgeprägte Warmperiode
oder handelt es sich dabei um einen, dem oft zitierten globalen Klimawandel
geschuldetem, Trend? Zur Beantwortung dieser Frage und weiterer Zusammen-
hänge werden die Temperaturdaten der Wetterstation Berlin-Tegel des NCEI-
Netzwerkes im Folgenden analysiert und ausgewertet. Mit den Resultaten könnten
bspw. Agrarunternehmen aufgrund verlängerter Vegetationsperioden überlegen,
Anbauzeitpunkte anzupassen und die Bewirtschaftungsart zu verändern (Schön-
berger, 2008).
Neben den Trends sind auch die Ausprägungen der Schwankungen ein enorm
wichtiges Element der Risikoeinschätzung in Unternehmen. Für die Bahn bei-
spielsweise, führen Extremwerte in aller Regel zu hohen zusätzlichen Aufwen-
dungen. An heißen Tagen resultiert der Klimaanlagenbetrieb in Mehrkosten und
andererseits sorgen festgefrorene Weichen bei sehr geringen Temperaturen für
Betriebsstörungen und verursachen somit auch wieder Kosten.
1.2 Zugrundeliegende Daten
Die vorliegenden Daten stammen aus der Datenbank des heutigen NCEI (frü-
her das National Climatic Data Center (NCDC)). Für diese Bachelorarbeit wur-
de ein Datensatz für den Standort Berlin-Tegel mit der Kennzeichnung „03313“
ausgewählt. Die Temperaturdaten des Standortes liegen für den Zeitraum vom
22.12.1994 bis zum 01.01.2011 vor. Der Rohdatensatz beinhaltet neben den Tem-
peraturdaten auch weitere Wetterinformationen, wie zum Beispiel Niederschlags-
menge und Luftdruck. Die Rohdatenmatrix beinhaltet in der ersten Spalte eine
Zeichenfolge, in welcher Standort, Datum und Uhrzeit jeder Messung kodiert
sind. Die Aufzeichnungen erfolgen in zehn minütigen Abständen. Ein täglicher
Datensatz besteht wie in Gleichung (1.2.1) ersichtlich aus 144 Messungen:
24[h] · 60[min
h
]
10[min] = 144. (1.2.1)
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1.2 Zugrundeliegende Daten
Auf das Jahr betrachtet ergeben sich
144 · 365[d] = 52.560 (1.2.2)
Messungen. Beziehungsweise 52.704 Datenpunkte für die Schaltjahre 1996, 2000,
2004 und 2008 des Untersuchungszeitraums mit je 366 Tagen.
Die Betrachtung unterschiedlich langer Perioden ist in der Analyse von Zeitrei-
hen ein Problem, da die Grundgesamtheiten der einzelnen Perioden unterschied-
lich sind und ein Vergleich somit erschwert wird. Aus diesem Grund werden im
folgenden die Schaltjahre um einen Tag verkürzt betrachtet, sodass für diese vier
Jahre ebenfalls 52.560 Messungen pro Jahr enthalten. Aus Gründen der Ver-
gleichbarkeit bietet es sich an den 29. Februar der Schaltjahre aus den Daten zu
entfernen.
Zum anderen sollte die zugrunde liegende Matrix vollständig und ohne Fehler
sein, da Lücken oder falsche Werte die Ergebnisse der späteren Analyse verfäl-
schen können. Ein Problem vor Beginn der Analyse sind Lücken in den Messungen
und fehlerhafte Messwerte. Diese fehlenden Messwerte, auch „Missing Values“ ge-
nannt, wurden durch interpolierte Werte ersetzt. Die Aufbereitung der Daten wird
im folgenden Kapitel 2.2 genauer beschrieben.
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2 Modell 1: Zeitreihenanalyse
Die Datenanalyse unterscheidet die Analyse von Querschnittdaten und Längs-
schnittdaten. Erstere werden zu einem Zeitpunkt von unterschiedlichen Unter-
suchungsobjekten erfasst, wohingegen Längsschnittdaten, auch Zeitreihendaten
genannt, zu verschiedenen Zeitpunkten erhoben werden. (Backhaus et al., 2011)
Diese Arbeit befasst sich lediglich mit der Analyse von Längsschnittdaten. Die
gemessenen Temperaturwerte stellen das Untersuchungsobjekt dar, die Messzeit-
punkte dieser entsprechen den Zeitreihendaten. Im folgenden Kapitel wird der
theoretische Hintergrund der Zeitreihenanalyse beleuchtet und anschließend an
den vorliegenden Daten angewendet.
2.1 Theorie der Zeitreihenanalyse
Eine Zeitreihenanalyse ist ein Spezialfall der Regressionsanalyse. Ihr Ziel ist es
eine im Zeitverlauf gemessene Variable darzustellen, zu beschreiben und eine zu-
künftige Entwicklung (Prognose) zu schätzen (Backhaus et al., 2011, S. 120). Die
Regressionsanalyse ist ein statistisches Analyseverfahren, welches die Beziehun-
gen zwischen einer abhängigen Variablen Yt (Temperatur zum Zeitpunkt t) und
einer oder mehrerer unabhängigen Variablen X1, X2, . . . , Xj, . . . , XJ analysiert
(Backhaus et al., 2011, S. 56).
Eine Zeitreihe entsteht durch das Beobachten und Registrieren einer oder meh-
rerer Variablen im Zeitablauf (Rinne und Specht, 2002). Im Buch Backhaus et al.
(2011, S. 120) ist eine Zeitreihe als „eine Menge von Werten einer Variablen Y [...],
die im Zeitverlauf gemessen wurden und gemäß der Zeit geordnet sind“ definiert.
Ausgedrückt wird sie mit der Formel (Backhaus et al., 2011, S. 120):
{y1, y2, y3, . . . , yt, . . . , yT}. (2.1.1)
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stetig diskret
Intervall T = [0,∞) T = {1, 2, . . . }
bzw. bzw.
T = (−∞,∞) T = {. . . ,−2,−1, 0, 1, 2, . . . }
Raum R+ bzw. R N bzw. Z
Tabelle 2.1: Vergleich stetige und diskrete Variablen, siehe Rinne und Specht
(2002, S.44 f.) und Neusser (2009, S. 7)
Die Zeit wird durch den Index t abgebildet, welcher in äquidistanten Zeitpunk-
ten angegeben ist. Der Beobachtungszeitraum verläuft von (1 . . . T ). (Backhaus
et al., 2011, S. 120)
Zeitreihen lassen sich nach verschiedenen Kriterien kategorisieren. In der sach-
lichen Dimensionstiefe wird zwischen multivariaten und univariaten Zeitreihen
unterschieden. Erstere bildet Werte zweier oder mehrerer Variablen ab, wohinge-
gen die zweite lediglich Werte einer Variablen abbildet. (Rinne und Specht, 2002,
S.43 f.)
Weiter kann nach den Eigenschaften der erfassten Variblen Y, wie ihrem Wer-
tevorrat oder Messraum, unterschieden werden. So sind stetige Zeitreihen, mit
kontinuierlich messbaren Variablen und nicht zählbarem Wertevorrat reeller Zah-
len, von diskreten zu trennen. Deren Wertevorrat ist wiederum abzählbar und be-
findet sich meist jedoch im Bereich natürlicher oder ganzer Zahlen. Daraus ergibt
sich auch die Unterscheidung in Zeitpunkt-bezogenen sowie Zeitraum-bezogene
Variablen. Es wird dabei entweder ein Zustand („Wert am Stichdatum“) oder
Aggregationen („Wert im Zeitabschnitt“), wie z.B. Summen, Durchschnitte etc.,
beschrieben. (Rinne und Specht, 2002, S.43 f.)
Die mathematisch relevanten Unterschiede zeigt Tabelle 2.1 auf. Der Zeitindex
t durchläuft Zeitpunkte aus einer Menge T . Bei diskreten Zeitreihen ist die Varia-
ble im Abstand bestimmter Einheiten (z.B. Jahre, Monate, Tage oder Stunden)
erfasst.
Die Temperaturmessung der NCEI-Datenbank repräsentieren eine univariate
Zeitreihe, da die Temperatur die einzige Unbekannte darstellt. Die Temperatur-
daten wurden in äquidistanten Zeitpunkten von t = 10 Minuten aufgezeichnet
und gehen daher als diskrete Variablen in die Untersuchung ein.
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2.1.1 Vorgehensweise
In diesem Abschnitt wird die Vorgehensweise der Analyse einer Zeitreihe näher
beschrieben. Nach Backhaus et al., S.124 erfolgt die Zeitreihenanalyse in folgen-
den fünf Schritten:
1. Visualisierung der Zeitreihe,
2. Formulierung eines Modells,
3. Schätzung des Modells,
4. Ermitteln der Güte der Schätzung und
5. Erstellen und Prüfen von Prognosen.
Zuerst wird die Zeitreihe visualisiert, um einen Überblick vom Zeitverlauf der
Daten zu erhalten. Anhand dieses Bildes und theoretischer Überlegungen wird
im zweiten Schritt ein passendes Modell spezifiziert. Dieses sollte den Verlauf
der Zeitreihe so gut wie möglich beschreiben. Mit Hilfe der Regressionsanalyse
wird das Modell anschließend geschätzt und folgend dessen Güte überprüft. Ab-
schließend kann eine Prognose des zukünftigen Verlaufes erstellt werden, welche
zugleich im letzten Schritt mit der Realität verglichen wird, um die Qualität der
Prognose zu überprüfen. Dies war in der vorliegenden Bachelorarbeit nicht Teil
der Aufgabenstellung.
2.1.2 Visualisierung der Zeitreihe
Die Visualisierung der Zeitreihe kann mithilfe eines geeigneten Statistikprogram-
mes umgesetzt werden und bspw. in Form eines Streudiagrammes erfolgen. An-
hand dieser ersten Darstellung lässt sich der Verlauf der Zeitreihe erstmals ab-
schätzen.
Für die Analyse wurden die Daten mithilfe der Programmiersprache R in einem
Streudiagramm, siehe Abbildung 2.1, visualisiert. Es ist deutlich eine jahreszeit-
liche Entwicklung des Temperaturverlaufes erkennbar. Ebenso wird die tägliche
Schwankung ersichtlich, da für einen Tag stets eine vertikale Amplitude vorhan-
den ist. Auf den ersten Blick ist nicht zu erkennen, ob weitere Einflüsse, wie bei-
spielsweise ein mittlerer Temperaturanstieg im Laufe der Jahre (Trend) vorliegt.
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Abbildung 2.1: Streudiagramm der aufgezeichneten Messwerte am Standort
Berlin-Tegel im Untersuchungszeitsraum
Für die konkrete Auswertung wird im Folgenden ein Modell zur Beschreibung des
Sachverhaltes hergeleitet.
2.1.3 Formulierung eines Modells
Nach der Visualisierung sollte ein geeigneter Modelltyp gesucht werden, welcher
die Reihe am besten beschreibt (Backhaus et al., 2011, S. 126). Grundlegend,
wird das Zeitreihenmodell in vier klassische Komponenten gegliedert (Schneider
und Mentemeier (2010) und Backhaus et al. (2011, S. 126)):
1. Der Trend A , beschreibt die langfristige systematische Entwicklung der
Zeitreihe. Er wird durch eine Gerade dargestellt, die den mittleren Verlauf
der Zeitreihe zeigt.
2. Die Konjunkturkomponente K charakterisiert eine zyklische Schwankung
über einen Zeitraum von mehreren Jahren hinweg, welche periodisch wie-
derkehrt.
3. Die Saisonkomponente S stellt ebenfalls eine periodisch wiederkehrende zy-
klische Schwankung dar, jedoch nur innerhalb eines Jahres.
7
2.1 Theorie der Zeitreihenanalyse
4. Die Restkomponente u (zufällige Komponente oder Störgröße), umfasst die
nicht zu erklärenden Einflüsse.
Bei der Zerlegung der Zeitreihe in die oben beschriebenen Komponenten wer-
den zwei verschiedene Ansätze unterschieden. Das additive Modell in Gleichung
(2.1.2)
Y = A+K + S + u, (2.1.2)
beschreibt eine Zeitreihe, deren „Streuungsbreite um einen augenscheinlichen
Trend zeitlich konstant“ ist (Schneider und Mentemeier, 2010).
Im Falle, dass die „Streuungsbreite mit wachsenden Werten der Zeitreihe“
(Schneider und Mentemeier, 2010) ebenfalls wächst, sollte ein multiplikatives Mo-
dell, wie in Gleichung (2.1.3), angewendet werden (Schneider und Mentemeier,
2010):
Y = A ·K · S · u. (2.1.3)
Das Zusammenfassen von Trend- und Konjunkturkomponente zu einer glatten
Komponente ist ebenso wie die Verknüpfung von Konjunktur- und Saisonkompo-
nente zu einer zyklischen Komponente üblich (Schneider und Mentemeier, 2010).
Da die Abgrenzung der Konjunktur- zur Trendkomponente nur in wirtschaftli-
chen Betrachtungen von Belang ist, hier jedoch Temperaturschwankungen unter-
sucht werden, wird die Analyse ohne extra ausgewiesene Konjunkturkomponente
durchgeführt.
2.1.4 Schätzung des Modells
Die Theorie der Modellschätzung soll an einem einfachen linearen Trendmodell
der Form
Y = α + β · t+ u (2.1.4)
veranschaulicht werden. Die unbekannten Parameter α und β sind anhand der
vorhandenen Daten zu schätzen. Der Anstieg von Y pro Periode wird durch den
Trendparameter β bezeichnet. Dieser ist im linearen Modell als konstant anzuneh-
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men. Als nächstes wird die Schätzung der unbekannten Parameter anhand einer
Regressionsanalyse durchgeführt. Dabei verläuft der Zeitindex t von t = 1, 2, 3,
usw. und ist als die unabhängige Variable definiert. Anhand dieser Voraussetzun-
gen erfolgt die Durchführung der Regressionsanalyse. Sie liefert die Schätzfunk-
tion Ŷ (2.1.5) mit den Schätzwerten α̂ und β̂ für die unbekannten Parameter α
und β (Backhaus et al., 2011, S. 126 f.)
Ŷ = α̂ + β̂ · t. (2.1.5)
Als Methode zur Schätzung der Parameter α̂ und β̂ wurde die Methode der
kleinsten Fehlerquadrate (KQ-Methode) gewählt. Die vertikalen Abweichungen
der beobachteten Werte von der geschätzten Regressionsfunktion werden Resi-
duen û genannt. Gemäß von Auer verlangt die KQ-Methode, „dass α̂ und β̂ so
gewählt werden, dass die Summe der quadrierten Residuen ∑Tt=1 û2t minimiert
wird“. Um eine Minimierung der Schätzer α̂ und β̂ durchführen zu können, muss
das Modell angepasst werden. Aus der linearen Schätzfunktion (2.1.6) für einzelne
Beobachtungspunkte
ŷt = α̂ + β̂ · xt + ût, (2.1.6)
sowie der Funktion (2.1.7) der Residualgröße
ût = yt − ŷt, (2.1.7)
ergibt sich die Formel (2.1.8) für die Minimierung der Fehlerquadratsumme:
FQS =
T∑
t=1
û2t =
T∑
t=1
[yt − (α̂ + β̂xt)]2 −→ min! (2.1.8)
Gleichung (2.1.9) vereinfacht diesen Zusammenhang wie folgt:
FQS =
T∑
t=1
(yt − ŷt)2 −→ min! (2.1.9)
Vorteil dieses Schätzverfahrens ist, dass durch die quadrierten Abweichungen
der beobachteten von den geschätzten Werten eine stärkere Gewichtung von grö-
ßeren Abweichungen erfolgt. Ebenso wird durch das Quadrieren ein Ausgleichen
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von positiven und negativen Abweichungen verhindert. (Backhaus et al. (2011, S.
66 f.) und von Auer (2013, S. 55 ff.))
2.1.5 Ermitteln der Güte der Schätzung
Nachdem die Regression erfolgt ist und eine Schätzfunktion ermittelt wurde, wird
die Güte der Schätzung ermittelt. Die Güte ist ein Maß dafür, wie gut die Schät-
zung die Realität erklärt. Zum einen wird die Güte der Regressionsfunktion ge-
prüft, die auch als globale Prüfung bezeichnet wird. Dabei wird ermittelt, „wie gut
die endogene Variable Y durch das Regressionsmodell erklärt wird“ (Backhaus
et al., 2011, S. 72). Zum zweiten werden die einzelnen Regressionskoeffizienten
dahingehend geprüft, „wie gut[...] sie zur Erklärung der abhängigen Variablen Ŷ
beitragen“ (Backhaus et al., 2011, S. 72).
Zur Ermittlung der Güte werden in dieser Arbeit folgende Gütemaße ermittelt
und geprüft:
• Bestimmtheitsmaß (R2)
• Fehlerquadratsumme (FQS)
• Standardfehler (s)
• F-Statistik
• t-Statistik
Das Bestimmtheitsmaß
Das Bestimmtheitsmaß R2 sagt aus, wie gut sich die Regressionsfunktion an die
realen Daten anpasst („goodness of fit“). Der Berechnung des Bestimmtheits-
maßes liegen die Residuen zu Grunde. Aus dem Quotienten von erklärter und
gesamter Streuung ermittelt Gleichung (2.1.10) das Bestimmtheitsmaß (von Au-
er (2013, S.65) und Backhaus et al. (2011, S.74)):
R2 = erklärte Variationgesamte Variation =
T∑
t=1
(ŷt − ȳ)2
T∑
t=1
(yt − ȳ)2
(2.1.10)
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Die Gesamtstreuung wiederum ist die Summe der quadrierten Gesamtabwei-
chungen aller beobachtetenWerte. Die Zusammensetzung wird in Gleichung (2.1.11)
aufgezeigt (Backhaus et al., 2011, S.74):
Gesamtabweichung = erklärte Streuung + nicht erklärte Streuung
T∑
t=1
(yt − ȳ)2 =
T∑
t=1
(ŷt − ȳ)2 +
T∑
t=1
(yt − ŷt)2 (2.1.11)
Die Eigenschaften vonR2 verhalten sich wie folgt. Das Bestimmheitsmaß nimmt
Werte zwischen 0 und 1 an. Umso höher der Betrag, desto höher ist der Wert der
erklärten Variation. Die erklärte Variation wiederum kann keine kleineren Werte
als 0 annehmen, da sie nicht größer als die Gesamtstreuung der zu erklärenden
Variable. Ist R2 = 1, bedeutet dies, dass alle Beobachtungspunkte exakt auf der
Regressionsgeraden liegen. Die Regressionsgerade erklärt die Streuung demzufol-
ge zu 100 Prozent. Ist das Bestimmtheitsmaß hingegen R2 = 0, so deutet dies
darauf hin, dass kein Beobachtungspunkt auf der Schätzfunktion liegt. (von Auer,
2013, S. 65)
Die Fehlerquadratsumme
Um die beiden geschätzten Modelle vergleichen zu können wird als weiteres Gü-
temaß die in Abschnitt 2.1.4 beschriebene Fehlerquadratsumme über alle Werte
gebildet. Dies ist erforderlich, da das Bestimmtheitsmaß des nichtparametrischen
Modells, im Vergleich zur Fehlerquadratsumme, keine ausreichend gute Aussage-
kraft über die Güte der Schätzung liefert.
Der Standardfehler
Mit Hilfe des Standardfehlers kann der mittlere Fehler ermittelt werden, welcher
bei der Schätzung von Y mithilfe der Regressionsfunktion gemacht wurde. Er
wird anhand der Formel (2.1.12) errechnet. T repräsentiert hier die Anzahl der
Beobachtungen und J die Menge der Regressoren. Daraus wiederum lässt sich
durch die Summe T − J − 1, die Zahl der Freiheitsgrade ermitteln.
s =
√√√√√ ∑t u2t
T − J − 1 (2.1.12)
11
2.2 Umsetzung der Zeitreihenanalyse
F-Test
Der F-Test ermittelt anhand der Nullhypothese Nullhypothese (H0), ob das glo-
bale Bestimmtheitsmaß des Regressionsmodells R2 = 0 ist. Kann H0 verworfen
werden, d.h. mindestens einer der Koeffizienten ist verschieden von Null, so ist
zu vermuten, dass zwischen der endogenen Variablen Y und den Regressionspa-
rametern ein signifikanter Zusammenhang besteht. (Backhaus et al. (2011, S. 76
ff.), Fahrmeier et al. (2007, S. 113 ff.))
t-Test
Wurde die Nullhypothese H0 beim F-Test abgelehnt, so kann mit Hilfe des t-
Testes der Einfluss von einzelnen Koeffizienten auf das Regressionsmodell be-
stimmt werden. Möglicherweise kann das Ergebnis des t-Testes ein anderes Er-
gebnis liefern, als der F-Test. Die Eintrittswahrscheinlichkeit dieses Falles steigt
mit der Zahl der Freiheitgrade. (Backhaus et al. (2011, S. 81 ff.)
2.1.6 Erstellen und Prüfen von Prognosen
Im letzten Schritt der Vorgehensweise können Prognosen über die zukünftige
Entwicklung der Zeitreihe erstellt werden. Diese Prognosen beziehen sich auf die
zukünftige Periode T + k. Es lassen sich Punktprognosen und Intervallprognosen
unterscheiden. Da eine Prognose nicht der Aufgabenstellung entspringt sei an die-
ser Stelle nur darauf verwiesen, dass mit Hilfe der Regressionsanalyse Prognosen
erstellt werden können, welche anhand verschiedener Gütemaße geprüft werden
können. Darüber gibt Backhaus et al., S. 128 ff. ausreichend Aufschluss.
2.2 Umsetzung der Zeitreihenanalyse
Bevor die Analyse der Temperaturdaten, nach oben erklärter Reihenfolge, erfol-
gen kann, ist es notwendig den vorliegenden Datensatz entsprechend aufzube-
reiten. Dabei sollen Fehlerquellen, welche die Untersuchung der Zeitreihendaten
beeinflussen und zu fehlerhaften Werten führen würden, entfernt werden.
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2.2.1 Datenaufbereitung
Die von der NCEI zur Verfügung gestellten Daten für den Standort Berlin-Tegel
sind keineswegs vollständig und unterliegen teilweise fehlerhaften Aufzeichnun-
gen. Für beide Fälle mussten die Daten neu aufbereitet werden, um eine aussage-
kräftige Analyse durchführen zu können. Außerdem erfolgt in diesem Abschnitt
eine kurze Diskussion über die Wahl des Untersuchungszeitraums.
Missing Values und fehlerhafte Einträge
Zwei wesentliche Problemstellungen sind zu Beginn bei der Betrachtung der Da-
tenmatrix ersichtlich geworden:
1. Es fehlen komplette Messzeitpunkte, sogenannte Missing Values und
2. fehlerhafte Werte sind enthalten, deren Temperaturen mit −99, 9◦C ange-
geben wurden.
Für die Behebung dieser Probleme wurde ein Algorithmus in R verfasst, welcher
eine neue Matrix nach folgendem Muster erstellt. Dieser Algorithmus findet sich
in Anhang A.1. Die neue Matrix besitzt zwei Spalten. Eine, welche die Datums-
information (Messzeitpunkt) enthält und eine zweite, die die Temperatureinträge
in Grad Celsius beinhaltet. Zuerst werden der ersten Spalte alle möglichen Mess-
zeitpunkte des Untersuchungszeitraumes zugewiesen. Alle Zeilen in der zweiten
Spalte werden nun mit dem Wert „-99,9“ gefüllt, da dieser Wert auch bei den
Originaldaten für einen fehlerhaften Messwert Verwendung findet. Im nächsten
Schritt werden die Matrix mit den Originaldaten und die neu erstellte Matrix
aneinander gereiht. Somit sind jetzt alle Messzeitpunkte der Originaldaten dop-
pelt und die der Missing Values einfach in der Matrix vorhanden. Anschließend
lässt sich die gesamte Matrix auf Duplikate in der ersten Spalte, demnach den
Zeiten der Messungen, prüfen. Eine Besonderheit der Skriptsprache R ist es, dass
nur das zweite Auftreten eines Wertes als Duplikat identifiziert wird. Diese lassen
sich nun wieder aus der Matrix entfernen, so dass alle möglichen Messzeiten des
Untersuchungszeitraums nur noch einmal in der Matrix vorhanden sind. Somit
wurden die Missing Values der Messreihe ergänzt und mit Fehlmessungen gefüllt.
Nachdem die Missing Values gefunden und ergänzt wurden, werden die feh-
lerhaften Messwerte mittels Interpolation durch einen Algorithmus ergänzt. Der
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entsprechende Algorithmus ist in vollständiger Form im Anhang A.1 ausgewiesen.
Kurz beschrieben, wird zuerst geprüft, ob der Ausfall für höchstens sechs Stun-
den in Folge vorlag. Wenn dies der Fall ist, werden die fehlenden Werte durch
lineare Interpolation mit den Stützstellen der am Rand der Lücke befindlichen
bekannten Werte, rekonstruiert. Sollte allerdings die Zeitspanne der fehlerhaften
Einträge größer sein als sechs Stunden, dann würde der zu erwartende Fehler
durch lineare Interpolation zu groß werden. Daher wird in diesen Fällen nicht nur
anhand der zwei Randpunkte interpoliert, sondern der gesamte Tagesverlauf der
entsprechenden Stunden reproduziert, indem die Temperaturkurven der Rand-
tage als Mittel für die Ausfallstunden nachgebildet werden. Somit bleiben die
normalen Tagesschwankungen der Temperatur erhalten. Dennoch kann ein kurz-
fristiger Trend (steigende oder fallende Temperaturen) für aufeinander folgende
Tage eingebunden werden.
Untersuchungszeitraum
Um die Temperaturentwicklungen der Jahre analysieren zu können ist es wich-
tig sowohl einen geeigneten Start- als auch Endzeitpunkt zu wählen. Der erste
erfasste Wert für die Klimadaten war am 22.12.1994 um 11.00 Uhr. Die Erfas-
sung endete am 01.01.2011 um 00.00 Uhr. Bei der Deklaration eines geeigneten
Zeitpunktes für Beginn und Ende der Zeitreihe war es naheliegend den ersten
Tag eines Kalenderjahres anzusetzen, da die Vergleichbarkeit mit anderen Jahren
erleichtert wird. Für die weitere Analyse wurde als Startzeitpunkt der 01.01.1996
um 00.00 Uhr festgelegt. Dieser Startzeitpunkt wurde gewählt, da das vorher-
gehenden Jahr 1995 erheblich viele Missing Values enthielt. Eine Interpolation
der entsprechend großen Lücke erschien nicht sinnvoll. Diese hätte die Ergebnis-
se zu sehr verzerrt. Als letzter Wert der Beobachtung wurde der 31.12.2010 um
23:50 Uhr festgelegt. Daraus ergibt sich ein zu analysierender Gesamtzeitraum
von exakt 15 Jahren mit je 365 Tagen bzw. 366 Tagen in den Schaltjahren. Da
die Datenmenge pro Jahr so einen großen Umfang hat fällt der Schalttag nicht
besonders stark ins Gewicht und kann ignoriert werden (siehe Kapitel 5).
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Abbildung 2.2: Streudiagramm der aufgezeichneten Messwerte am Standort
Berlin-Tegel für das Jahr 2006
2.2.2 Analyse
Nachdem die Daten entsprechend aufbereitet wurden, erfolgt eine Analyse dieser
anhand der im Kapitel 2.1.1 vorgestellten Reihenfolge.
Dazu wurden die Daten in einem ersten Schritt visualisiert. Die Abbildung
2.1 aus Abschnitt 2.1.2 zeigt den Verlauf der Temperaturkurve für den gesamten
Untersuchungszeitraum. Die Abbildungen 2.2 und 2.3 zeigen hingegen den Verlauf
für das gesamte Jahr 2006 respektive für den einzelnen Tag des 01.01.1996.
Dieser sinusförmige Verlauf der Daten über ein Jahr ist bedingt durch die Jah-
reszeiten. Im Winter, wenn die Sonne sehr tief steht, sind die Temperaturen sehr
niedrig. Die Temperaturwerte erreichen meist im Februar ihr Minimum. Danach
steigen sie bis in den Sommer kontinuierlich an, bis sie im Juli ihr Maximum
erreichen und über den Herbst, bis zum Winter von neuem fallen.
Der Temperaturverlauf eines Tages ist dem eines Jahres ähnlich, da durch die
Erdrotation Tages- und Nachtzeiten entstehen. Ist die Sonne dem Ort, an dem
die Temperaturmessung erfolgt, abgewandt, sinkt die Temperatur. Sie beginnt zu
steigen, kurz nachdem die Sonne am Messort aufgegangen ist. Die Tagestempe-
ratur ist daher am Mittag maximal und in den frühen Morgenstunden minimal.
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Abbildung 2.3: Streudiagramm der aufgezeichneten Messwerte am Standort
Berlin-Tegel für den Basistag am 01.01.1996
Betrachtet man nun den Verlauf über mehrere Tage, so lässt sich ebenfalls ein
sinusförmiger Verlauf beobachten. Dieser ist jedoch über ein Jahr gesehen nicht
linear, da die Temperaturen sich dem Jahresverlauf anpassen. Es lässt sich fest-
stellen, dass die Tagesverläufe die Saisonkomponente definieren und die Jahresver-
läufe den Trend. Gleichwohl zeigt auch der Verlauf über mehrere Jahre ebenfalls
einen Trend.
Anhand dieser Visualisierung wurde nach einem geeigneten Modell gesucht,
welches die Daten am besten beschreiben kann. Da ein sinusförmiger Verlauf vor-
liegt, kann ein einfaches lineares Modell lediglich einen Trend über alle Jahre
darstellen, jedoch würde dieses Modell die beobachteten Werte nicht entspre-
chend approximieren. Durch die Nichtlinearität der Zeitreihe, ist es naheliegend
im Bereich der nichtlinearen Regression nach einem geeigneten Modell zu suchen.
Jedoch konnte kein passendes gefunden werden. Aufgrund der Sinusförmigkeit
in der Zeitreihe wurde letztendlich eine Fourierreihe zugrunde gelegt. Diese ist
im Buch von Merziger et al., S. 76 wie folgt definiert: „Ist f integrierbar und
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periodisch f(x+ p) = f(x) mit der Periode p, so [heißt Gleichung (2.2.1)]
S(x) = a02 +
∞∑
k=1
(ak cos
2π
p
kx+ bk sin
2π
p
kx) (2.2.1)
Fourierreihe von f.“
Die Fourier Analyse ist im Allgemeinen ein Mittel um die Überlagerung von
Schwingungen darzustellen. Im mathematischen Sinne wird die Summe harmoni-
scher Schwingungen zu einer Funktion zusammengefasst. Die Schwingungsfunk-
tion hω(t) (2.2.2) lautet (Deichmann (2012) und Kaskosz, B. and Pakula, L.
(1999)):
hω(t) = Cω cos(ωt− φω) (2.2.2)
Cω charakterisiert die Amplitude, φω die Phase. Die Kreisfrequenz ω ist mit
ω = 2πf definiert. Nach Anwendung der Summationsformel des Kosinus und
Einsetzen von aω und bω die Schwingung der Kreisfrequenz ω ergibt sich eine
Linearkombination, siehe Gleichung (2.2.3) aus Kosinus und Sinusschwingungen
für die harmonische Schwingung (Deichmann, 2012):
hω(t) = aω cos(ωt) + bω sin(ωt). (2.2.3)
Eine Umformulierung auf eine endliche zeitdiskrete Funktion, stellt die Fou-
rierreihe folgendermaßen dar (Rinne und Specht, 2002, S. 196):
yt =
[T/2]G∑
i=0
(
ai cos
2πit
T
+ bi sin
2πit
T
)
, t = {1, 2, ..., T}. (2.2.4)
Dabei sind ai und bi die Fourierkoeffizienten, der T endlichen Folge yt (Rinne und
Specht, 2002, S. 196).
Für die Schätzung der Temperaturkurve über die Zeit wird das in Gleichung
(2.2.5) beschriebene Modell, verwendet. Es ist ein trigonometrisches Modell, wel-
ches sich von der oben dargelegten Fourierreihe ableitet. Es besitzt lineare Eigen-
schaften und kann daher mittels linearer Regression approximiert werden. Das
Modell wird mit Hilfe der Programmiersprache R geschätzt. In der Skriptsprache
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R wird für das Fitten die Funktion „lm - linear modeling“ verwendet.
ŷt =
4∑
i=1
(α̂i cos
2πt
i
+ β̂i sin
2πt
i
) + u (2.2.5)
Die Parameter α̂1, α̂2, α̂3, α̂4 und β̂1, β̂2, β̂3, β̂4 sind zu schätzen. Da die Menge
der Beobachtungen mit T = 788.976 sehr groß ist, wird hier nicht die Summe über
alle Beobachtungen gebildet. Durch die Überlagerung von Sinus- und Kosinus ist
es ausreichend einen Index von I = 4 zu wählen um die Frequenz der Funkti-
on anzunähern. Wie im verwendeten Modell zu erkennen, ist es erforderlich die
Zeitachse auf 2π zu skalieren. Dafür wird das Datumsformat der Messzeitpunkte
in ein Zahlenformat umgewandelt und an die Zeitachse von 2π angepasst.
Nachdem das Modell nun hergeleitet wurde, ist die Güte der Regression zu
überprüfen. Das Fitten der Modellfunktion in R (siehe Quelltext im Anhang
A.2) liefert die Schätzwerte für alle Koeffizienten α̂i und β̂i ∀i ∈ I. Die Ergebnis-
se können mit der Funktion „Step“ ausgelesen werden. Abbildung 2.4 zeigt die
Ausgabe in der Statistikumgebung von R.
Hauptsächlich wird mithilfe der „Step“-Funktion der Wert für das Akaike Infor-
mation Criterion (AIC) ermittelt. Dieses Informationskriterium ist ein Maß für die
Güte der Anpassung, siehe Gleichung (2.2.6). Es wägt hierfür das Verzerrungsrisi-
ko und die Schätzvarianz ab. Die Indikatoren dafür sind die Fehlerquadratsumme
(FQS) und die Anzahl K der exogenen Variablen. Weil das Modell umso besser
ist, je kleiner diese beiden Indikatorvariablen sind, ist das Modell mit dem ge-
ringsten AIC das beste. Formal ist er definiert als (von Auer, 2013, S.294):
AIC = ln
(
FQS
T
)
+ 2 (K + 1)
T
. (2.2.6)
Für das hier geschätzte Modell mit acht Koeffizienten ist das AIC8 = 2.457.376.
Um vergleichen zu können, ob Modelle mit weniger oder mehr Koeffizienten ei-
ne bessere oder schlechte Anpassungsgüte nach dem AIC aufweisen, wurden die
Werte auch für vier, sechs und zehn Schätzkoeffizienten errechnet:
• AIC4 = 2.464.335
• AIC6 = 2.459.498
• AIC8 = 2.457.376
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Start: AIC=2457376
all.years[, 3] ~ cos(all.years[, 1]) + cos(all.years[, 1]/2) +
cos(all.years[, 1]/3) + cos(all.years[, 1]/4) + sin(all.years[,
1]) + sin(all.years[, 1]/2) + sin(all.years[, 1]/3) + sin(all.years[,
1]/4)
Df Sum of Sq RSS AIC
<none> 17771525 2457376
- cos(all.years[, 1]/2) 1 1422 17772947 2457437
- sin(all.years[, 1]/2) 1 8919 17780444 2457770
- cos(all.years[, 1]/4) 1 11313 17782838 2457876
- sin(all.years[, 1]/4) 1 38227 17809752 2459069
- sin(all.years[, 1]/3) 1 46510 17818035 2459436
- cos(all.years[, 1]/3) 1 69571 17841096 2460457
- sin(all.years[, 1]) 1 3393113 21164638 2595235
- cos(all.years[, 1]) 1 34181049 51952574 3303735
Call:
lm(formula = all.years[, 3] ~ cos(all.years[, 1]) + cos(all.years[,
1]/2) + cos(all.years[, 1]/3) + cos(all.years[, 1]/4) + sin(all.years[,
1]) + sin(all.years[, 1]/2) + sin(all.years[, 1]/3) + sin(all.years[,
1]/4))
Coefficients:
(Intercept) cos(all.years[, 1]) cos(all.years[, 1]/2)
10.16183 -9.30955 -0.06043
cos(all.years[, 1]/3) cos(all.years[, 1]/4) sin(all.years[,1])
-0.42954 0.17298 -2.94022
sin(all.years[, 1]/2) sin(all.years[, 1]/3) sin(all.years[, 1]/4)
-0.15287 -0.35231 -0.31776
Abbildung 2.4: Ergebnisse der „Step“-Funktion für das Modell (2.2.5)
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• AIC10 = 2.456.450
Daraus ist abzuleiten, je mehr Koeffizienten in das Regressionsmodell aufgenom-
men werden, desto besser wird der Fit. Da es jedoch erheblichen Rechenaufwand
bedeuten würde, so viele Koeffizienten wie möglich aufzunehmen, bleibt es hier
bei der Wahl von acht Koeffizienten. Diese sind ausreichend um das Modell ent-
sprechend zu approximieren und die Verbesserung durch die Aufnahme neuer
Koeffizienten wird stets marginaler.
Die Signifikanz der geschätzten Koeffizienten kann Abbildung 2.5 entnommen
werden. Sie zeigt die Ausgabe der Funktion „Summary“ für das obige lineare Mo-
dell (2.2.5) in R. In der oberen Zeile der Abbildung wird die zu schätzende Funk-
tion noch einmal wiederholt. Darunter stehen Werte für bestimmte Lagemaße der
Residuen u, wie z.B. das Minimum, die Quantile (0,25-Quantil, 0,75-Quantil) und
der Median (0,5-Quantil). In der Tabelle darunter ist die Schätzung der Regres-
sionskoeffizienten aufgeführt. Sie ist in sechs Spalten unterteilt. Von links nach
rechts werden die Koeffizienten, die Schätzwerte (α̂i und β̂i ∀i ∈ I) für die Re-
gressionskoeffizienten, die geschätzten Standardfehler und die Teststatistik des
t-Tests der Nullhypothese (α̂, β̂i = 0 ∀i ∈ I), sowie der p-Wert abgebildet. Die
letzte Spalte enthält die Anzahl der Sterne (***) für das Signifikanzniveau. Drei
Sterne bedeuten einen hohen Erklärungsgehalt des jeweiligen Koeffizienten. Im
vorliegenden Fall sind alle Schätzer hoch signifikant.
Die t-Statistik ist ein Test der H0. Sie wird durch Division von Regressionsko-
effizienten (2. Spalte) und Standardfehler (3. Spalte) errechnet. Mit dem p-Wert
wird das kleinste Signifikanzniveau α angegeben, zu welchem die H0: βj = 0 ab-
gelehnt werden kann. Für den Koeffizienten cos(α̂1) kann hier beispielsweise die
H0 für jedes Signifikanzniveau α > 2e− 16 abgelehnt werden, was auf einen ho-
hen Erklärungsgehalt (Signifikanz) der einzelnen Koeffizienten hinweist. Wie im
theoretischen Teil von Kapitel 2.1.5 erklärt, steigt die Wahrscheinlichkeit für ein
gegensätzliches Ergebnis von t-Wert und F-Wert. Dies ist auch hier der Fall, da
eine extrem hohe Anzahl an Freiheitsgraden vorliegt. (Durner (1999), Backhaus
et al. (2011, S. 81))
Unterhalb der Auswertung der einzelnen Koeffizienten ist die Statistik für die
Güte der gesamten Regression abgebildet. Das Bestimmtheitsmaß R2 zeigt, wie
gut die Zeitvariable t die Streuung in den Temperaturwerten erklärt. Es beträgt
hier R2 = 0, 68. Demnach wird die Streuung zu 68% erklärt.
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Call:
lm(formula = all.years[, 3] ~ cos(all.years[, 1]) + cos(all.years[,
1]/2) + cos(all.years[, 1]/3) + cos(all.years[, 1]/4) + sin(all.years[,
1]) + sin(all.years[, 1]/2) + sin(all.years[, 1]/3) + sin(all.years[,
1]/4))
Residuals:
Min 1Q Median 3Q Max
-21.807 -3.202 -0.185 3.058 36.835
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 10.161831 0.005375 1890.431 < 2e-16 ***
cos(all.years[, 1]) -9.309547 0.007557 -1231.855 < 2e-16 ***
cos(all.years[, 1]/2) -0.060432 0.007607 -7.944 1.95e-15 ***
cos(all.years[, 1]/3) -0.429539 0.007729 -55.575 < 2e-16 ***
cos(all.years[, 1]/4) 0.172981 0.007719 22.410 < 2e-16 ***
sin(all.years[, 1]) -2.940216 0.007576 -388.120 < 2e-16 ***
sin(all.years[, 1]/2) -0.152866 0.007682 -19.899 < 2e-16 ***
sin(all.years[, 1]/3) -0.352313 0.007753 -45.440 < 2e-16 ***
sin(all.years[, 1]/4) -0.317762 0.007713 -41.196 < 2e-16 ***
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Residual standard error: 4.746 on 788967 degrees of freedom
Multiple R-squared: 0.68, Adjusted R-squared: 0.68
F-statistic: 2.095e+05 on 8 and 788967 DF, p-value: < 2.2e-16
Abbildung 2.5: Resultate der „Step“-Funktion
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Der Standardfehler (residual standard error) sagt aus, dass die durchschnitt-
liche Abweichung der geschätzten von den beobachteten Temperaturen 4, 746◦C
beträgt (Backhaus et al. (2011, S. 127) und Fahrmeier et al. (2007)).
Nachdem die Auswertung anhand der Statistiken aus R erfolgt ist, wird zuletzt
noch die Fehlerquadratsumme (FQS) für das lineare Regressionsmodell ermittelt.
Da dieser nicht mithilfe eines R-Befehls ausgegeben werden kann, werden die
geschätzten Residuen in die Datenmatrix aufgenommen und die Fehlerquadrat-
summe in mehreren Schritten ermittelt. Die quadrierten Abweichungen ergeben
sich aus der quadrierten Differenz von Beobachtungswert yt und Schätzwert ŷt.
Anschließend wird die Summe dieser Abweichungen gebildet. Damit ergibt sich
ein entsprechender Wert aus Gleichung (2.2.7). Die Fehlerquadratsumme wird
später für den Vergleich des linearen Regressionsmodells mit der Methode des
SIM in Kapitel 4 herangezogen.
FQSLM =
T =788.976∑
t=1
(yt − ŷt)2 = 17.771.525. (2.2.7)
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3 Modell 2: Shape Invariant Model
In diesem Kapitel soll ein zweites Modell zur Analyse von Zeitreihendaten vor-
gestellt werden. Es beruht im Gegensatz zu vorherigem Modell auf nichtlinea-
rer Regression unter Forminvarianz. Als Grundlage dient der selbe Datensatz,
mit Temperaturdaten vom Standort Berlin-Tegel, wie für den im vorhergehenden
Kapitel 2 beschriebenen linearen Ansatz.
3.1 Theorie des Shape Invariant Modeling
Das Shape Invariant Modeling (SIM) stellt eine Alternative zur parametrischen
Regression dar. Es ist eine Methode der Self-Modeling Regression (SEMOR). Da-
bei wird ein nichtlineares parametrisches Regressionsmodell mit einer unbekann-
ten Modellfunktion geschätzt. Der von Kneip und Engel vorgestellte Algorithmus
dient für die folgende Analyse als Grundlage. Dieser beruht auf der Methode der
kleinsten Fehlerquadrate (KQ-Methode) (siehe Kapitel 2.1.4) für die Schätzung
der Parameter, sowie auf Kerndichteschätzung (engl. ‘Kernel density estimation’).
(Kneip und Engel (1995), Grith et al. (2013))
Die Vorgehnsweise bei der Methode des SIM sieht folgendermaßen aus:
1. Aufstellen der Modellfunktion
2. Schätzung der Basisfunktion φ
3. Schätzung der Modellparameter θi1, ..., θi4
4. Transformation der Vergleichskurven
Die SEMOR-Methode ermöglicht neben der Schätzung der Modellparameter
eine gleichzeitige Schätzung der Modellfunktion. Dadurch entsteht ein Vorteil,
da die Wahl der „richtigen“ Modellfunktion der wichtigste, demgegenüber auch
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schwierigste Teil einer Regression ist. Mit Hilfe der SEMOR wird die Funkti-
on an die Daten angepasst. Dadurch wird die Wahl eines Modells, welches die
Beobachtungen nur sehr ungenau beschreibt, ausgeschlossen. (Kneip und Engel,
1995)
Zu Beginn der Modellierung wird das Modell 3.1.1 als Ausgangspunkt festge-
legt.
Yij = f(tij, θi) + εij, j = {1, ..., ni}, i = {1, ..., N} (3.1.1)
Es beschreibt verschiedene Funktionen Yij mit dem Stichprobenumfang j =
1, ..., ni und i = 1, ..., N individuellen Erhebungen, über einen Beobachtungszeit-
raum von tij. fi definiert die unbekannten Regressionsfunktionen, εij dagegen sind
die Residuen mit einem Mittelwert von 0 und einer Varianz von σ2 Um die Mo-
dellparameter θi und die Modellfunktion f zur gleichen Zeit schätzen zu können,
werden verschiedene Annahmen getroffen. Die SEMOR-Methode verlangt danach
einige Funktionsklassen zu spezifizieren, welche das richtige Modell enthalten. Das
SIM ist eine dieser Klassen. Es lautet wie folgt:
f(tij, θi) = fi(t) = θi1φ
(
t− θi3
θi2
)
+ θi4 (3.1.2)
Das SIM enthält eine Basisfunktion φ, mit deren Hilfe die individuellen Regressi-
onsfunktionen für die einzelnen Beobachtungszeiträume ermittelt werden. Diese
Herleitung erfolgt durch eine Parametertransformation, die nun genauer erklärt
wird.(Kneip und Engel, 1995)
Beim Vergleich der Referenzkurve (Basisfunktion) φ mit denen der individuel-
len Funktionen fi ist eine Abweichung von Minima und Maxim der beiden Kurven
abzulesen. Diese wird unter Einsatz von nachfolgender Parametertransformation
errechnet. Abbildung 3.1 zeigt die genutzte Methode grafisch.
Die Abstände der Minima xbmin , ximin und Maxima xbmin , ximin werden durch
die Differenzen aus Minimum (bzw. Maximum) der Basisfunktion zum Minimum
(bzw. Maximum) der individuellen Funktion ermittelt. Analog wird dies für die
y-Werte durchgeführt. Die folgende Funktion ergibt sich für die Parametertrans-
formation:
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Abbildung 3.1: Gegenüberstellung beider Kurven
fi(t) =
[
f
(
(t− xbmin) ·
ximax − ximin
xbmax − xbmin
+ ximin
)
− ybmin
]
· yimax − yimin
ybmax − ybmin
(3.1.3)
+ yimin + εi
Eine Umformung bewirkt:
fi(t) =
yimax − yimin
ybmax − ybmin
· f
(
t− [xbmin(ximax − ximin)− ximin(xbmax − xbmin)]
xbmax − xbmin
)
(3.1.4)
− ybmin ·
yimax − yimin
ybmax − ybmin
+ yimin + εi
Aus dem Vergleich von Gleichung 3.1.4 mit der Formel für das SIM 3.1.2 kann
die Berechnung von θ1, θ2, θ3 und θ4 wie folgt abgelesen werden.
θi1 =
yimax − yimin
ybmax − ybmin
(3.1.5)
θi2 = xbmax − xbmin (3.1.6)
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θi3 = [xbmin(ximax − ximin)− ximin(xbmax − xbmin)] (3.1.7)
θi4 = −ybmin ·
yimax − yimin
ybmax − ybmin
+ yimin (3.1.8)
Die Parameter θ1, ..., θ4 berechnen sich demzufolge aus der Näherung der Refe-
renzkurve φ zur Schätzfunktion fi. Um diese Funktionen anhand ihrer Extrema
vergleichen zu können werden diese Punkte fixiert. Theoretisch wäre auch ein
Vergleich anderer fixierter Stellen, wie z.B. der Wendepunkte, möglich. Es ist
lediglich von Belang, für alle Funktionen die gleichen Stützpunkte festzulegen.
Nach der Parameterschätzung werden die individuellen Regressionsfunktionen
fi, i = 1, .., N in die festgelegte Referenzkurve transformiert und somit geschätzt
(Kneip und Engel, 1995). Im nächsten Abschnitt wird die Umsetzung dieses Mo-
dells beschrieben.
3.2 Umsetzung des Shape Invariant Modeling
Die Umsetzung des Shape Invariant Modeling (SIM) erfolgt analog dem Linearen
Modell in der Statistikumgebung R. Der Ablauf der Schätzung beginnt mit dem
Ermitteln der Regressionsfunktion mit Hilfe der Kerndichteschätzung (Kernel
density estimation). Der nichtparametrische Kerndichteschätzer f̂i(t) wird von
Kneip und Engel folgendermaßen beschrieben:
f̂i(t) =
ni∑
j=1
1
b
si(j−1)∫
sij
W
(
t− v
b
)
dvYij (3.2.1)
mit sij = (tij + ti(j+1))/2, W ist eine zuvor festgelegte Kernschätzfunktion und b
ist die Bandbreite. Letztere ist ein wichtiges Maß für die Qualität der Regression
und mit b > 0 definiert. Bei der Durchführung der Approximation in R konnte die
optimale Bandbreite mit der Funktion bw.nrd0() ermittelt werden. Sie hat einen
Wert von b = 0, 3035. Diese Bandbreite wurde für die Schätzung der Funktion
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des Basistages fi=1 eingesetzt. Für die Schätzung der Referenzfunktion wurden
die Temperaturwerte des ersten Tages der Zeitreihe genutzt. Der Basistag ist
demnach der 01.01.1996.
Im zweiten Schritt wurden anhand dieses zugrunde gelegten Tages die Indivi-
dualfunktionen fi errechnet. Für alle Werte wurden anschließend die Residuen
berechnet.
Um später die Ergebnisse der SIM-Methode mit den Ergebnissen der Lineren
Modellierung vergleichen zu können mussten die Fehlerquadrate ermittelt werden.
Die Berechnung des Bestimmtheitsmaßes für die nichtparametrische Regression
hat keine gute Aussagekraft über die Qualität der Approximation, daher wird
die Summe der Fehlerquadrate (KQ-Methode) zu Rate gezogen. Sie errechnet
sich aus der Summe der quadrierten Differenz der gemessenen Werte yt und den
geschätzten Werten ŷt (siehe Kapitel 2.1.4).
FQS =
T∑
t=1
(yt − ŷt)2 (3.2.2)
Das Ergebnis der Berechnungen mit T = 788.976 Messzeitpunkten lautet:
FQSSIM =
T =788.976∑
t=1
(yt − ŷt)2 = 2.503.201 (3.2.3)
In Abbildung 3.2 ist die Abweichung der mit Hilfe von SIM geschätzten Kurve
(grün) von den Originalwerten (blau) über den gesamten Untersuchungszeitraum
visualisiert. Außerdem lässt sich das Ergebnis der linearen Regression (rote Linie)
erkennen.
Damit ist die Analyse anhand des SIM-Modelles beendet. Der Vergleich mit
dem Linearen Modell erfolgt in Kapitel 4. Ein Resümee zu aufgetretenen Schwie-
rigkeiten und Fehlerquellen erfolgt im letzten Kapitel 5.
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Abbildung 3.2: Visualisierung des Originaldatensatzes mit den Regressionen für
LM und SIM
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4 Vergleich der Modelle
In diesem Kapitel werden die beiden untersuchten Modelle kritisch gegenüberge-
stellt, ihre Vor- und Nachteile analysiert und schlussendlich die Ergebnisse ver-
anschaulicht.
Im Rahmen dieser Bachelorarbeit wurde einerseits ein parametrisches lineares
Modell und andererseits ein nicht-parametrisches Regressionsmodell zur Schät-
zung von Temperaturkurven verwendet. Beide Modelle wurden zur Beschreibung
ein und desselben Datensatzes genutzt. Die Unterschiede in der Vorgehensweise
können aus den Kapiteln 2 sowie 3 entnommen werden. An dieser Stelle wird nun
auf die Ergebnisse der Modellierungen eingegangen. Zur Veranschaulichung der
gewonnenen Resultate sollen die folgenden Grafiken dienen (Abb. 4.1, 4.2, 4.3
und 4.4).
Wie in Abbildung 4.1 gut zu erkennen ist schmiegt sich die grüne Kurve des
SIM besser an die beobachteten Werte an, als die rote Kurve des linearen Modells.
Ursächlich dafür ist das Zugrundelegen einer Basisfunktion im Shape Invariant
Model. Diese wird aus einem Referenzabschnitt der Beobachtungen ermittelt und
spiegelt den Verlauf der Observationen sehr genau wider. Das Hauptproblem der
nicht-parametrischen Regression ist die Verzerrung der Funktion. Es kommt da-
durch zu einer Dämpfung in Form einer Abflachung der Funktionsspitzen. Die
Verzerrung ist als unerheblich zu betrachten für den Fall, dass das Extremum
symmetrisch verläuft. Die Funktion fällt an dieser Stelle folglich mit der gleichen
Rate wie sie ansteigt. Tendiert der Extremwert jedoch zu einer bestimmten Seite,
muss beachtet werden, dass sich die Verzerrung in die entgegengesetzte Richtung
neigt. Sie richtet sich demzufolge in die weniger steil anwachsende Richtung des
Extremwertes. (Gasser et al., 1984)
Die beiden Abbildungen 4.1 und 4.2 stellen den Verlauf der Beobachtungen
mit den beiden Schätzungen mittels LM und SIM dar. In der ersten Abbildung
(4.1) sind die Temperaturwerte über die Tage gemittelt und in Abbildung 4.2 sind
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Abbildung 4.1: Visualisierung der täglichen Mittelwerte über den Gesamtzeit-
raum von 15 Jahren mit den Regressionen für LM und SIM
die mittleren Monatstemperaturen visualisiert. Beide Modelle verdeutlichen den
periodischen Verlauf der Temperaturwerte über die Zeit. In der zweiten Grafik
ist besonders gut zu erkennen, dass das SIM die Extrempunkte besser annähert
als das LM.
Im Gegensatz zur nicht-parametrischen wird bei der parametrischen Regres-
sion vor der Schätzung ein geeignetes Modell definiert. Unter der Prämisse ein
„geeignetes“ Modell zu wählen, soll dasjenige ausgesucht werden, welches die zu-
grundeliegenden Daten am besten approximiert. Dabei treten meist die ersten
Schwierigkeiten auf, denn es ist nur möglich dieses nach einer Visualisierung ab-
zuschätzen. Dadurch werden unter Umständen charakteristische Strukturen des
realen Verlaufes nicht berücksichtigt, qualitative Verzerrung genannt. Falls das
Modell dennoch alle wichtigen Eigenschaften charakterisiert, kann es zu Diskre-
panzen zwischen realer und geschätzter Funktion kommen. Diese wird als quanti-
tative Verzerrung bezeichnet. (Gasser et al. (1984) und Kneip und Engel (1995))
Abbildung 4.3 zeigt die gefitteten Temperaturverläufe über den Zeitraum von
einem Jahr. Hier zeigt sich der sinusförmige Jahrestrend anhand der roten LM-
Funktion. Diese erreicht Anfang Februar ihr Minimum und zwischen Juli und Au-
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Abbildung 4.2: Visualisierung der monatlichen Mittelwerte über den Gesamtzeit-
raum von 15 Jahren mit den Regressionen für LM und SIM
gust ihr Maximum. Diese globalen Extrempunkte sind anhand der SIM-Funktion
nicht so präzise abzulesen.
Der Verlauf der grünen Kurve ist dem der blauen am ähnlichsten. Sie visuali-
siert die Beobachtungen fast komplett. Sie nähert sowohl die Saisonkomponente
als auch den Trend sehr genau an. Diese Aussage lässt sich unter Prüfung der
Fehlerquadratsumme (FQS) für beide Modelle bestätigen. Da die Methode der
kleinsten Fehlerquadrate (KQ-Methode) eine Minimierung der Fehlerquadrate
verlangt ist das Modell mit der kleineren FQS dasjenige mit dem besseren Fit.
FQSLM =
T =788.976∑
t=1
(yt − ŷt)2 = 17.771.525 (4.0.1)
FQSSIM =
T =788.976∑
t=1
(yt − ŷt)2 = 2.503.201 (4.0.2)
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Abbildung 4.3: Visualisierung des Originaldatensatzes für das Beispieljahr 2007
mit den Regressionen für LM und SIM
FQSLM > FQSSIM (4.0.3)
Die Werte der Formeln 4.0.1 und 4.0.2 bedingen den in 4.0.3 dargestellten Ver-
gleich.
Aus mathematischer Sicht ist die Prognose mittels SIM im Vergleich zur Zeitrei-
henanalyse daher die bessere. Denn ein geringerer Wert der Abweichungen der
geschätzten von den tatsächlichen Beobachtungen entspricht einer genaueren Ap-
proximation. Dennoch kann es auch von Vorteil sein, bei der Analyse einer Zeitrei-
he ein einfaches parametrisches Modell zu nutzen. Denn je nach dem, welche
Ausgangsdaten vorliegen und was für eine Aussage abgeleitet werden soll, muss
zwischen Genauigkeit und Einfachheit abgewogen werden. So würde es nur wenig
Sinn machen, für die Prognose eines globalen Trends das Shape Invariant Mode-
ling (SIM) zu wählen. In Fällen, in welchen sich auf Anhieb eine geeignete Form
erkennen lässt würde das nicht-parametrische Modell unnötig verkomplizieren.
Neben der Zielstellung ist auch der Umfang und die Komplexität der vorliegen-
den Daten zu berücksichtigen.
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Abbildung 4.4: Visualisierung des Originaldatensatzes für den Beispieltag
12.04.2006 mit den Regressionen für LM und SIM
Bei der Entscheidung für ein geeignetes Modellierungsverfahren für die gegebe-
nen Temperaturdaten, in Hinblick auf eine Prognose des zukünftigen Verlaufes,
wird anhand des nicht-parametrischen Modells eine weitaus genauere Vorhersage
abzuleiten sein. Abbildung 4.4 verdeutlicht, wie nahe die approximierten Werte
der SIM-Methode den realen kommen.
Ein weiterer positiver Aspekt der Modellierung unter Forminvarianz SIM ist,
dass eine zukünftige Erweiterung des Datensatzes mit neuen Messwerten sowie
die anschließende Modellschätzung ohne Weiteres möglich ist. Die Matrix wird
um die entsprechenden Werte erweitert und diese werden anhand der bereits
bestimmten Basis approximiert. Für eine Zeitreihenanalyse müsste hingegen ein
neuer Datensatz angelegt werden und die Modellschätzung von Grund auf wie-
derholt werden. Aus Sicht eines Unternehmens, welches kontinuierliche Prognosen
benötigt, wie bspw. ein Flughafenbetreiber, ist mit der Methode des SIM besser
aufgestellt.
Bei dem Rechenaufwand ist jedoch ein erheblicher Laufzeitunterschied der bei-
den Regressionsmethoden zu erkennen. Die Regression mit dem beschriebenen
linearen Modell dauerte ca. 3.5s, die nicht-parametrische Regression hingegen
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35, 8s, das entspricht der zehnfachen Zeitdauer. Dabei wird noch nicht berück-
sichtigt, dass es durch den Algorithmus bedingt notwendig ist, den Datensatz
permanent in kleine Teildatensätze zu zerlegen. Wird auch dieser Teil der Simu-
lation mit berücksichtigt, ergibt sich eine Laufzeit von 1, 2Min, dies entspricht
der 20 fachen Laufzeit. Die Wert wurden auf einem normalen Desktop-PC (Intel
Core i3, 8GB Ram) ermittelt. Trotz des vermeintlich großen Zeitunterschiedes
der Laufzeiten der beiden Verfahren, muss festgehalten werden, dass beide Be-
rechnungsdauern für den enorm großen Datensatz relativ kurz erscheinen und in
der Praxis nicht von Belang sind.
Ist eine Visualisierung des nahezu exakten Verlaufes einer Zeitreihe erwünscht,
so sollte eine nichtparametrische Regression anhand des Shape Invariant Modeling
(SIM) genutzt werden. Soll jedoch lediglich der globale Trend ermittelt werden
ist eine triviale Zeitreihenanalyse ausreichend.
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5 Zusammenfassung
Im ersten Teil der Zusammenfassung werden die Erkenntnisse kurz resümiert. Es
erfolgt eine Fehleranalyse mit anschließendem Ausblick.
Wie der Vergleich der Modellierungsmethoden gezeigt hat, haben beide Model-
le gewisse Vor- und Nachteile. Die Abbildungen und Ergebnisse aus den vorher-
gehenden Kapiteln verdeutlichen dies. Das parametrische Regressionsmodell, in
Form einer Zeitreihenanalyse, ist eine grundlegende Analysemethode von Beob-
achtungsverläufen über die Zeit. Es weist eine schlechtere Regressionsgüte auf als
das nicht-parametrische Shape Invariant Model. Für komplexere Analysen mit
hohen Anforderungen an die Genauigkeit der Ergebnisse sollte daher das SIM
verwendet werden.
Die parallele Betrachtung beider Modelle zeigt, dass sie sich in gewissen Punk-
ten ergänzen. So stellt das lineare Modell den ungefähren Trend dar, wohingegen
das nicht-parametrische Verfahren dem Temperaturverlauf nahezu vollständig zu
folgen scheint. Vor Beginn einer Zeitreihenschätzung sollte demnach das Ziel klar
definiert werden, indem eine Gewichtung von Genauigkeit und Simplizität vorge-
nommen wird.
Während der Bearbeitung der bereitgestellten Daten, wurden einige Problem-
stellungen identifiziert. Aus diesem Grund wurde ein wichtiger Fehler erst beim
Implementieren des zweiten Modells in R deutlich. Aufgrund der in Deutschland
in mitteleuropäische Zeit (Central European Time) (CET) angegeben Uhrzeit
kommt es an zwei Tagen im Jahr zu einer Zeitumstellung. Diese erfolgt einmal
im März, wenn auf mitteleuropäische Sommerzeit (Central European Sommer Ti-
me) (CEST) umgestellt wird und zum zweiten Mal im Oktober, wenn die Zeitum-
stellung zurück in CET erfolgt. Das bedeutet, dass an Tagen der Zeitumstellung
im Frühjahr eine Stunde von 02.00 Uhr bis 03.00 Uhr fehlt und im Herbst eine h
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doppelt vorkommt. Da es sich allerdings nur um eine formale Umstellung handelt,
bleibt die Anzahl der Messungen pro Jahr unverändert. Beim ersten Durchlau-
fen des SIM-Algorithmus führte dies zum Abbruch, da sich an den genannten
Tagen die Menge der Messwerte von der des Basistages unterscheidet. Mit der
Umformung des gesamten Zeitvektors in die koordinierte Weltzeit (Coordinated
Universal Time) (UTC) konnte das Problem gelöst werden.
Ebenfalls sollten Zeitreihen in möglichst äquidistanten Zeitabschnitten analy-
siert werden um eine Verschiebung der Reihe zu vermeiden. Da alle vier Jahre
ein Schaltjahr mit einem zusätzlichen Tag vorkommt, ist eine Anpassung die-
ser an die Normaljahre von Vorteil. Da diese dennoch verhältnismäßig gering ins
Gewicht fallen und in diesem Fall nur ein kurzer Zeitraum betrachtet wird ist ei-
ne Verschiebung der Zeitreihe marginal. Sollte eine Analyse für einen bedeutend
größeren Zeitraum durchgeführt werden, sollte diese Anpassung erfolgen. Bspw.
könnte der 29.02. fortlaufend aus dem zugrunde liegenden Datensatz entfernt
werden.
Zuletzt lässt auch das Zusammenfassen der Trend- und Konjunkturkomponente
zu einer glatten Komponente (siehe Kapitel 2.1.3) einen wichtigen Fakt offen:
Aktuellen Berichten zufolge läuft das gesamte Wetter, so auch die in vorliegender
Arbeit untersuchte Temperaturentwicklung, in mehr oder weniger ausgeprägten
Perioden ab (Zorn, 2015). So wechseln sich regelmäßig Warm- und Kaltphasen
ab. Die zeitliche Dimension dieser Phasen ist nicht konstant und ein Andauern
von mehreren Monaten bis hin zu einigen Jahren ist möglich. Außerdem ist die
Schwankung unabhängig von der normalen Saisonkomponente (Jahreszeit) zu
interpretieren. Daher ist eine ermittelte Trendkomponente kritisch zu bewerten,
da womöglich Kalt- und Warmperioden eine leichte Verschiebung des Trends
hervorrufen, je nachdem welche Perioden im Untersuchungszeitraum überwogen
haben.
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II
A Quelltext
A.1 Datensatz
#### workdirve setzen und daten in v’data’ oeffnen ####
setwd("/home/stine/BachelorArbeit/R/")
data <- read.table(file = "dat",sep = ".",stringsAsFactors = F)
# datum extrahieren und in v’date’ speichern
date <- sapply(data,substr,start = 6,stop = 17)
# UTC, um Probleme bei der Umstellung von CET auf CEST zu vermeiden
date <- strptime(date,format = "%Y%m%d%H%M", tz = "UTC")
# temperatur extrahieren und in v’temp’ speichern
temp <- sapply(data,substr,start = 19,stop = 22)
temp <- strtoi(temp,base = 10) #Umwandlung von String zu Integer
temp <- temp / 10
mat <- data.frame(date,temp)
colnames(mat) <- c("Datum", "Temperatur")
#### Versuch alle Termine mittels Schleife zu fuellen -> zu rechenintensiv ####
#i<-1
#newmat <- mat[1,]
#for( i in 1:(nrow(mat)-1) ){
# while( abs( as.numeric( difftime( mat[i+1,]$Datum , newmat[nrow(newmat),]$Datum,
# units = c("mins")) )) > 10){
#
# newrow <- data.frame(newmat[nrow(newmat),]$Datum + 600, -99.9)
# colnames(newrow) <- c("Datum", "Temperatur")
# rownames(newrow)<-i
# newmat<-rbind(newmat,newrow)
#
# }
# newmat<-rbind(newmat,mat[i+1,])
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#}
#### Luecken in Zeitreiehe fuellen #####
start <- mat[1,1] # Starttag
ende <- mat[nrow(mat),1] # Endtag
v1 <- seq(start, ende, by = 600) # Alle Termine generieren
newmat <- data.frame(v1,-99.9)
colnames(newmat) <- c("Datum", "Temperatur")
#### vollstaendige Termine an gegebenen Datensatz reihen ####
newmat <- rbind(mat,newmat)
d = which(duplicated(newmat$Datum)) #Duplikate suchen
newmat <- newmat[-d,] #Duplikate entfernen
newmat <- newmat[order(newmat$Datum),] #nach Messzeiten sortieren
#### Ausgabe der Zeitreihe ohne Luecken ####
write.table(
newmat, file = "1_dat_terminekomplett",sep = " ", quote = FALSE, row.names =
FALSE, col.names = FALSE
)
#### workdirve setzen ####
setwd("/home/stine/BachelorArbeit/R/")
#### daten aus ’dat_terminekomplett’ einlesen und in matrix ’datensatz’ ablegen ####
data <-
read.table(file = "1_dat_terminekomplett",stringsAsFactors = F)
zeit <- paste(sep = " ", data$V1, data$V2)
# UTC, um Probleme bei der Umstellung von CET auf CEST zu vermeiden
zeit <- strptime(zeit,format = "%Y-%m-%d %H:%M", tz = "UTC")
datensatz <- data.frame(zeit,data$V3)
colnames(datensatz) <- c("Datum", "Temperatur")
#### Interpolation der Luecken ####
#Datensatz auf die Jahre 1996 bis 2010 beschraenken
datensatz = datensatz[which(format(datensatz[,1], "%Y") > 1995),]
datensatz = datensatz[which(format(datensatz[,1], "%Y") < 2011),]
#### Fehlmessungen und Luecken suchen und interpolieren ####
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a1 <-
which(datensatz[,2] == -99.9) #indizes, der zeilen, die ’-99.9’ enthalten
a2 = a1[which(diff(a1) > 1) + 1] # beginn der luecken
a2 = c(which(datensatz[,2] == -99.9)[1],a2)
a3 = a1[which(diff(a1) > 1)] # ende der luecken
a3 = c(a3, a1[length(a1)])
for (i in 1:length(a2))
{
if (a3[i] - a2[i] <= 6 * 6)
{
for (j in a2[i]:a3[i])
{
datensatz[j,2] = datensatz[a2[i] - 1,2] + (datensatz[a3[i] + 1,2] - datensatz[a2[i] -
1,2]) / (a3[i] - a2[i] + 1) * (j - a2[i] + 1)
}
}
else
{
for (j in a2[i]:a3[i])
{
datensatz[j,2] = (datensatz[j - 144,2] + datensatz[(as.integer((a3[i] - j) /
144) + 1) * 144 + 1,2]) / 2
}
}
}
#### Ausgabe der interpolierten Zeitreihe ####
write.table(
datensatz, file = "2_dat_interpoliert",sep = " ", quote = FALSE, row.names =
FALSE, col.names = FALSE
)
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#### workdirve setzen ####
setwd("/home/stine/BachelorArbeit/R/")
#### daten aus ’dat_terminekomplett’ einlesen und in matrix ’datensatz’ ablegen
data <- read.table(file = "2_dat_interpoliert",stringsAsFactors = F)
zeit <- paste(sep = " ", data$V1, data$V2)
# UTC, um Probleme bei der Umstellung von CET auf CEST zu vermeiden
zeit <- strptime(zeit,format = "%Y-%m-%d %H:%M", tz = "UTC")
datensatz <- data.frame(zeit,data$V3)
colnames(datensatz) <- c("Datum", "Temperatur")
#### lineare Regression ueber den kompletten Datensatz ####
all.years = cbind(as.numeric(rownames(datensatz)), datensatz)
colnames(all.years) <- c("Nummer","Datum", "Temperatur")
all.years[,1] = 2 * pi * (all.years[,1] - all.years[1,1]) / 144 / 365
# skalieren der Messzeiten
fit.lm = lm(
all.years[,3] ~ cos(all.years[,1]) + cos(all.years[,1] / 2) + cos(all.years[,1] /
3) + cos(all.years[,1] / 4) + sin(all.years[,1]) + sin(all.years[,1] /
2) + sin(all.years[,1] / 3) + sin(all.years[,1] / 4)
#Schaetzfunktion
)
step(fit.lm)
summary(fit.lm)
d <- fitted(fit.lm)
residuen <- fit.lm$residuals
all.years <- cbind(all.years, residuen, d)
colnames(all.years) <-
c("Nummer", "Datum", "Temperatur","Residuen","Temperatur_LM")
#### Ausgabe der Zeitreihe mit der linearen Regression ####
write.table(
all.years, file = "3_lineares_modell",sep = " ", quote = FALSE, row.names =
FALSE, col.names = FALSE
)
#### Pruefkriterien ####
confint(fit.lm)
acf(fit.lm$residuals)
AIC(fit.lm)
BIC(fit.lm)
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#### Kontrolle mit weniger Koeffizienten ####
fit.lm3 = lm(
all.years[,3] ~ cos(all.years[,1]) + cos(all.years[,1] / 2) + cos(all.years[,1] /
3) + sin(all.years[,1]) + sin(all.years[,1] /
2) + sin(all.years[,1] / 3)
#Schaetzfunktion
)
step(fit.lm3)
summary(fit.lm3)
fit.lm2 = lm(
all.years[,3] ~ cos(all.years[,1]) + cos(all.years[,1] / 2)
+ sin(all.years[,1]) + sin(all.years[,1] / 2)
#Schaetzfunktion
)
step(fit.lm2)
summary(fit.lm2)
fit.lm5 = lm(
all.years[,3] ~ cos(all.years[,1]) + cos(all.years[,1] / 2) + cos(all.years[,1]
/ 3) + cos(all.years[,1] / 4) + cos(all.years[,1] / 5)
+ sin(all.years[,1]) + sin(all.years[,1] / 2) +sin(all.years[,1] / 3)
+ sin(all.years[,1] / 4) + sin(all.years[,1] / 5)
#Schaetzfunktion
)
step(fit.lm5)
fit.lm6 = lm(
all.years[,3] ~ cos(all.years[,1]) + cos(all.years[,1] / 2) + cos(all.years[,1]
/ 3) + cos(all.years[,1] / 4) + cos(all.years[,1] / 5) + cos(all.years[,1] / 6)
+ sin(all.years[,1]) + sin(all.years[,1] / 2) + sin(all.years[,1] / 3)
+ sin(all.years[,1] / 4) + sin(all.years[,1] / 5) + sin(all.years[,1] / 6)
#Schaetzfunktion
)
step(fit.lm6)
fit.lm7 = lm(
all.years[,3] ~ cos(all.years[,1]) + cos(all.years[,1] / 2) + cos(all.years[,1]
/ 3) + cos(all.years[,1] / 4) + cos(all.years[,1] / 5) + cos(all.years[,1] / 6)
+ cos(all.years[,1] / 7)
+ sin(all.years[,1]) + sin(all.years[,1] / 2) + sin(all.years[,1] / 3)
+ sin(all.years[,1] / 4) + sin(all.years[,1] / 5) + sin(all.years[,1] / 6)
+ sin(all.years[,1] / 7)
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#Schaetzfunktion
)
AIC(fit.lm7)
fit.lm8 = lm(
all.years[,3] ~ cos(all.years[,1]) + cos(all.years[,1] / 2) + cos(all.years[,1]
/ 3) + cos(all.years[,1] / 4) + cos(all.years[,1] / 5) + cos(all.years[,1] / 6)
+ cos(all.years[,1] / 7) + cos(all.years[,1] / 8)
+ sin(all.years[,1]) + sin(all.years[,1] / 2) + sin(all.years[,1] / 3)
+ sin(all.years[,1] / 4) + sin(all.years[,1] / 5) + sin(all.years[,1] / 6)
+ sin(all.years[,1] / 7) + sin(all.years[,1] / 8)
#Schaetzfunktion
)
step(fit.lm8)
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#workdirve setzen und daten in v’data’ oeffnen
setwd("/home/stine/BachelorArbeit/R/")
library(np)
data <- read.table(file = "3_lineares_modell",stringsAsFactors = F)
data[,2] <- as.Date(data$V2)
zeit = paste(sep = " ", data$V2, data$V3)
zeit <- strptime(zeit,format = "%Y-%m-%d %H:%M", tz = "UTC")
# UTC, um Probleme bei der Umstellung von CET auf CEST zu vermeiden
datensatz2 <-
data.frame(data$V1, data$V2, zeit, data$V4, data$V5, data$V6)
colnames(datensatz2) <-
c("Nummer", "Datum", "Zeit", "Temperatur", "Residuen", "Temperatur_LM")
basis = datensatz2[which(format(datensatz2$Datum, "%Y%m%d") == 19960101),]
nrd0 <- bw.nrd0(basis$Temperatur) #Phi bestimmen
####basistag####
aaa = npreg(
bws = nrd0, txdat = basis$Temperatur, tydat = basis$Temperatur
)
ydach <- fitted(aaa)
####alle anderen Tage####
dates = levels(factor(format(datensatz2$Datum, "%Y%m%d")))
startzeit <- Sys.time()
#for (i in (2:length(dates)))
#{
# tag2 = datensatz2[which(format(datensatz2$Datum, "%Y%m%d") == dates[i]),]
# aaa = npreg(
# bws = nrd0, txdat = basis$Temperatur, tydat = tag2$Temperatur
# )
# ydach <- c(ydach, fitted(aaa))
#}
# neuere Version
daylength <- length(basis[,1])
for (i in (2:length(dates)))
{
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d <- seq((i-1)*daylength+1,i*daylength,by=1)
tag <- datensatz2[d,]
aaa = npreg(
bws = nrd0, txdat = basis$Temperatur, tydat = tag$Temperatur
)
ydach <- c(ydach, fitted(aaa))
}
endzeit <- Sys.time()
deltatime <- endzeit - startzeit
deltatime
####Datensatz mit Schaetzwerten speichern####
datensatz2 <-
data.frame(data$V1, zeit,data$V4 ,data$V5, data$V6, ydach)
colnames(datensatz2) <-
c("Nummer", "Datum","Temperatur", "Residuen", "Temperatur_LM",
"Temperatur_SIM")
#### Ausgabe der Zeitreihe mit SIM ####
write.table(
datensatz2, file = "4_dat_sim",sep = " ", quote = FALSE,
row.names = FALSE, col.names =
FALSE
)
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#### workdirve setzen ####
setwd("/home/stine/BachelorArbeit/R/")
data <- read.table(file = "4_dat_sim",stringsAsFactors = F)
data[,2] <- as.Date(data$V2)
zeit <- paste(sep = " ", data$V2, data$V3)
zeit <- strptime(zeit,format = "%Y-%m-%d %H:%M", tz = "UTC")
# UTC, um Probleme bei der Umstellung von CET auf CEST zu vermeiden
ergebnis <-
data.frame(data$V1, data$V2, zeit, data$V4, data$V5, data$V6, data$V7)
colnames(ergebnis) <-
c(
"Nummer", "Datum", "Zeit", "Temperatur", "Residuen", "Temperatur_LM",
"Temperatur_SIM"
)
####Plot aller Daten####
plot(
ergebnis$Temperatur ~ ergebnis$Zeit, ylab = "Temperatur", xlab = "Datum",
type = "l", lwd = 1, col = "blue"
)
lines(
ergebnis$Temperatur_SIM ~ ergebnis$Zeit,ylab = "Temperatur", xlab = "Datum",
type = "l",col = "lightgreen"
)
lines(
ergebnis$Temperatur_LM ~ ergebnis$Zeit,ylab = "Temperatur", xlab = "Datum",
type = "l",lwd = 2, col = "red"
)
####Ausgabe fuer die einzelnen Jahre####
years = levels(factor(format(ergebnis$Datum, "%Y")))
mittelwerte <- data.frame(0,0,0,0)
j <- 1
for (i in (as.numeric(years[1]):as.numeric(years[length(years)]))) {
this.year <-
cbind(which(format(ergebnis$Datum, "%Y") == i), ergebnis[which(format(
ergebnis$Datum, "%Y") == i),])
plot(
XI
A.4 Auswertung
this.year$Temperatur ~ this.year$Zeit, ylab = "Temperatur", xlab = i,
type = "l", lwd = 1, col = "blue"
)
lines(
this.year$Temperatur_SIM ~ this.year$Zeit,ylab = "Temperatur", xlab = i,
type = "l",col = "lightgreen"
)
lines(
this.year$Temperatur_LM ~ this.year$Zeit,ylab = "Temperatur", xlab = i,
type = "l",lwd = 2, col = "red"
)
mittelwerte[j,1] <- i
mittelwerte[j,2] <- mean(this.year$Temperatur)
mittelwerte[j,3] <- mean(this.year$Temperatur_LM)
mittelwerte[j,4] <- mean(this.year$Temperatur_SIM)
j <- j + 1
}
colnames(mittelwerte) <-
c("Jahr", "Temperatur", "Temperatur_LM", "Temperatur_SIM")
####kleinste Quadrate Methode####
#fÃf Â 14 r LM
d1 <- (ergebnis$Temperatur_LM - ergebnis$Temperatur) ^ 2
sum(d1)
r <- ergebnis$Residuen #mit Vorzeichen behaftet
r <- r ^ 2
sum(r)
r <- abs(ergebnis$Residuen) #ohne Vorzeichen
r <- r ^ 2
sum(r)
#r==d1
#fÃf Â 14 r SIM
d2 <- (ergebnis$Temperatur_SIM - ergebnis$Temperatur) ^ 2
sum(d2)
sum(d2) < sum(d1) #SIM liefer genauere Ergebnisse als LM
#Test fuer lsqm
max(abs(ergebnis$Temperatur_LM-ergebnis$Temperatur))
max(abs(ergebnis$Temperatur_SIM)-ergebnis$Temperatur)
#### Jahresmittelwerte ####
plot(
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mittelwerte$Temperatur ~ mittelwerte$Jahr, ylab = "Temperatur",
xlab = "Jahr", type = "l", lwd = 1, col = "blue"
)
lines(
mittelwerte$Temperatur_SIM ~ mittelwerte$Jahr,ylab = "Temperatur",
xlab = "Jahr", type = "l",col = "green"
)
lines(
mittelwerte$Temperatur_LM ~ mittelwerte$Jahr,ylab = "Temperatur",
xlab = "Jahr", type = "l", col = "red"
)
####fuer einen Tag ueber alle Jahre####
this.day = ergebnis[which(format(ergebnis$Zeit, "%Y%m%d") == 20050412),]
plot(
this.day$Temperatur ~ this.day$Zeit, ylab = "Temperatur", xlab =
"2005-04-12", type = "l", lwd = 1, col = "blue"
)
lines(
this.day$Temperatur_SIM ~ this.day$Zeit,ylab = "Temperatur", xlab =
"2005-04-12", type = "l",col = "green"
)
lines(
this.day$Temperatur_LM ~ this.day$Zeit,ylab = "Temperatur", xlab =
"2005-04-12", type = "l", col = "red"
)
for (i in (as.numeric(years[1]):as.numeric(years[length(years)]))) {
this.day = ergebnis[which(format(ergebnis$Zeit, "%Y%m%d") == paste(sep =
"", i,"0412")),]
plot(
this.day$Temperatur ~ this.day$Zeit, ylab = "Temperatur", xlab = paste(sep =
"", i,"-04-12"), type = "l", lwd = 1, col = "blue"
)
lines(
this.day$Temperatur_SIM ~ this.day$Zeit,ylab = "Temperatur", xlab = paste(sep =
"", i,"-04-12"), type = "l",col = "green"
)
lines(
this.day$Temperatur_LM ~ this.day$Zeit,ylab = "Temperatur", xlab = paste(sep =
"", i,"-04-12"), type = "l", col = "red"
)
}
XIII
A.4 Auswertung
####Punktwolke aller Daten####
plot(
ergebnis$Zeit, ergebnis$Temperatur, col = "blue", pch = "Â·", ylab =
"Temperatur", xlab = "gesamter Datensatz"
)
plot(
ergebnis$Zeit, ergebnis$Temperatur, col = "blue", ylab =
"Temperatur", xlab = "gesamter Datensatz"
)
####Punktwolke fuer das Jahr 2006####
this.year <-
ergebnis[which(format(ergebnis$Datum, "%Y") == "2006"),]
plot(
this.year$Zeit, this.year$Temperatur, col = "blue", pch = "Â·", ylab =
"Temperatur", xlab = "2006"
)
plot(
this.year$Zeit, this.year$Temperatur, col = "blue", ylab = "Temperatur", xlab =
"2006"
)
####Punktwolke fuer den Tag 1996-01-01####
this.day = ergebnis[which(format(ergebnis$Zeit, "%Y%m%d") == 19960101),]
plot(
this.day$Zeit, this.day$Temperatur, col = "blue", pch = "Â·", ylab =
"Temperatur", xlab = "1996-01-01"
)
plot(
this.day$Zeit, this.day$Temperatur, col = "blue", ylab = "Temperatur", xlab =
"1996-01-01"
)
####Mittelwerte der einzelnen Monate####
months = levels(factor(format(ergebnis$Datum, "%Y%m")))
mittelwertm <- data.frame(0,0,0,0,0)
j <- 1
#for(i in (1:length(months))){
for (i in months) {
this.month <- ergebnis[which(format(ergebnis$Zeit, "%Y%m") == i),]
mittelwertm[j,1] <- j
mittelwertm[j,2] <- format(this.month[1,2], "%Y-%m")
mittelwertm[j,3] <- mean(this.month$Temperatur)
mittelwertm[j,4] <- mean(this.month$Temperatur_LM)
mittelwertm[j,5] <- mean(this.month$Temperatur_SIM)
XIV
A.4 Auswertung
j <- j + 1
}
colnames(mittelwertm) <-
c("Nummer", "Jahr", "Temperatur", "Temperatur_LM", "Temperatur_SIM")
#plot(mittelwertm$Temperatur ~ mittelwertm$Nummer, ylab = "Temperatur",
#xlab = "Jahr",axes = F, type = "l", lwd = 1, col = "blue", frame = T)
plot(
mittelwertm$Nummer, mittelwertm$Temperatur, col = "blue", cex = 0.5, axes =
F, ylab = "Temperatur", xlab = "Jahr", frame = T
)
lines(
mittelwertm$Temperatur_SIM ~ mittelwertm$Nummer,ylab = "Temperatur",
xlab = "Jahr",type = "l",col = "green"
)
lines(
mittelwertm$Temperatur_LM ~ mittelwertm$Nummer,ylab = "Temperatur",
xlab = "Jahr", type = "l", col = "red"
)
axis(1,at = c(1, 60, 120, 180), c(mittelwertm[1,2], mittelwertm[60,2],
mittelwertm[120,2], mittelwertm[180,2]))
axis(2)
####Mittelwerte der einzelnen Tage####
days = levels(factor(format(ergebnis$Datum, "%Y%m%d")))
mittelwertd <- data.frame(0,0,0,0,0)
daylength <- length(which(format(ergebnis$Zeit, "%Y-%m-%d")==ergebnis[1,2]))
for (i in (1:length(days))) {
d <- seq((i-1)*daylength+1,i*daylength,by=1)
this.day <- ergebnis[d,]
mittelwertd[i,1] <- i
mittelwertd[i,2] <- format(this.day[(i-1)*daylength+1,2], "%Y-%m-%d")
mittelwertd[i,3] <- mean(this.day$Temperatur)
mittelwertd[i,4] <- mean(this.day$Temperatur_LM)
mittelwertd[i,5] <- mean(this.day$Temperatur_SIM)
}
colnames(mittelwertd) <-
c("Nummer", "Jahr", "Temperatur", "Temperatur_LM", "Temperatur_SIM")
#plot(mittelwertd$Temperatur ~ mittelwertd$Nummer, ylab = "Temperatur",
#xlab = "Jahr",axes = F, type = "l", lwd = 1, col = "blue", frame = T)
plot(
mittelwertd$Nummer, mittelwertd$Temperatur, col = "blue", cex = 0.5, axes =
F, ylab = "Temperatur", xlab = "Jahr", frame = T
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)
lines(
mittelwertd$Temperatur_SIM ~ mittelwertd$Nummer,ylab = "Temperatur", xlab =
"Jahr", type = "l",col = "green"
)
lines(
mittelwertd$Temperatur_LM ~ mittelwertd$Nummer,ylab = "Temperatur", xlab =
"Jahr", type = "l", col = "red"
)
axis(1,at = c(1, 1826, 3652, 5479), c(mittelwertd[1,2], mittelwertd[1826,2],
mittelwertd[3652,2], mittelwertd[5479,2]))
axis(2)
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