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This work addresses the challenges in the investigation of structural alloy 
microstructures and their mechanical properties at multiple length scales. The 
investigations are performed on small volume ferrite-pearlite steel samples that were 
excised from in-service gas turbine components after prolonged exposure (up to 99,000 
hours) to elevated temperatures, which promotes microstructural changes (spheroidization 
of pearlite and graphitization) as well as their yield strengths. Recent advances in spherical 
indentation protocols are combined for the first time to investigate the mechanical response 
of microscale ferrite-pearlite constituents and estimates of bulk properties on macroscale. 
It is shown that indentation yield strength captured with large indenter tips on an ensemble 
of ferrite-pearlite grains correlate strongly to the bulk yield strength evaluated with tensile 
measurements. Measurements on the individual ferrite and pearlite constituents follow a 
similar trend of decreasing yield strength as the bulk measurements.  
Second, to advance the reliability and accuracy of microstructure characterization, 
an image segmentation framework is developed that consists of five main steps designed 
to achieve systematic image segmentation on broad classes of microstructures utilizing 
widely available image processing tools. The flexibility and modularity of the framework 
was demonstrated on various types of microstructures images. The developed framework 
was used to segment the microstructures of ferrite-pearlite samples. The extracted 
microstructure statistics from the segmented images and multiresolution indentation yield 
strength measurements were used to evaluate established composite theory estimates and 




Many materials innovation efforts are focused on the study and development of high 
performance hierarchical materials that are needed in advanced technology applications  
[1-4]. Our understanding and ability to design high performance materials critically 
depends on experimental characterization of heterogeneous microstructures and their 
properties at multiple length scales. However, this task is not easy, and even for a single 
alloy requires high effort and considerable time to perform. New protocols are urgently 
needed that can reliably evaluate heterogeneous material microstructures and their 
mechanical properties at multiple resolutions in a high-throughput manner.  
Most structural alloys exhibit hierarchical microstructures that consist of multiple 
constituents (e.g., thermodynamic phases) at different material structure/length scales [5-
8]. The complex spatial arrangements of these constituents in the material’s representative 
volume control the effective mechanical properties used by designers of engineered 
components made from these alloys [9-11]. An example of hierarchical structure of ferrite-
pearlite steel is shown in Figure 1, where different chemical compositions form individual 
phases of α-ferrite and cementite (Fe3C), and the lamellar arrangement of α-ferrite and 
cementite form pearlite grains and α-ferrite grains, and finally, the spatial arrangement of 
ferrite and pearlite grains form a polycrystalline aggregate of the component material. 
Many steel alloy microstructures often consist of soft ferrite matrix and hard grain-scale 
constituents (e.g., pearlite, martensite), which influence strongly the steel’s overall 
mechanical properties such as strength and ductility [5, 12-15]. Consequently, many 
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materials innovation efforts have been focused on the design of material microstructures 
for improved effective mechanical properties needed in advanced technology applications.  
 
Figure 1 - Hierarchical structure of ferrite-pearlite steel. 
Even for a single alloy, the microstructure space can be vast, and the optimization of 
its mechanical properties is not practical without the theoretical guidance of physics-based 
models. Composite theories addressing heterogeneous materials have presented avenues to 
guide and accelerate the optimization of properties [16-23]. In particular, homogenization 
models relate the material’s overall mechanical response to the details of its microstructure, 
and have been successfully demonstrated on various material systems [2, 24-27]. In order 
to successfully guide the design of hierarchical materials through physics-based models, 
evaluation of microstructure and their properties at multiple length scales is essential. 
Specifically, this requires evaluation of (i) the individual properties of the microscale 
constituents, (ii) the macroscale effective properties, and (iii) relevant microstructure 
statistics.  
A significant hurdle in the advancement of composite theories necessary for 
hierarchical materials design has been the lack of a sufficiently large experimentally 
measured datasets of microstructures and their effective properties. The focus of this 
dissertation is to bridge this gap by developing and demonstrating protocols for reliable 
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and high-throughput experimental evaluation of microstructures and mechanical properties 
at multiple resolutions. This is achieved by developing a framework for design of 
workflows for micrograph image segmentation and by extending multiresolution spherical 
indentation stress-strain protocols recently developed by Kalidindi and Pathak [28]. The 
challenges in current experimental evaluation of mechanical properties and image 
segmentation are introduced next, followed by the scope of this dissertation. 
1.1 Challenges in mechanical property testing at multiple length scales 
One of the major challenges in multi-length scale testing comes from the need to 
measure the mechanical properties of individual microscale constituents at very small 
length scales that must be performed on very small material volumes, often on the order of 
microns [29-31]. Most of the current methods used at the different material structure/length 
scales are very different from each other, require substantial investment of time and effort, 
and produce very limited data (i.e., low throughput). As a result, it has not been easy to 
collect consistent and reliable multiresolution mechanical property information on 
heterogenous materials. Conventionally, evaluation of macroscale mechanical properties 
has been performed using uniaxial tension [32] and compression [33] tests to extract stress-
strain curves, which have been standardized and widely adopted. However, adaptation of 
uniaxial testing to microscale constituents using miniaturized versions of uniaxial tension 
[30, 31] or micropillar compression [29, 34] tests has proven to be challenging. Small scale 
uniaxial testing usually requires significant effort and highly specialized equipment for 
sample preparation, such as focused ion beam (FIB) milling for micropillar sample 
fabrication. 
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As a lower-cost and high-throughput alternative to uniaxial testing, indentation 
testing has been performed for many decades. Traditionally, indentation methods utilize 
sharp tip geometries [35] (e.g., Vickers, Berkovich) to probe the mechanical response of 
the material. However, the main limitation of these protocols is that they measure hardness 
values at a specified load/depth and lack the insight into the intrinsic mechanical properties 
captured by uniaxial tests. In fact, there have been many efforts to scale hardness 
measurements to uniaxial stress-strain properties such as the tensile yield strength and 
ultimate tensile strength for various alloys [36-40]. However, these studies generally report 
high variability in hardness measurements on the same material and across different length 
scales [39, 41-43], making it difficult to rely on these results for guiding the efforts aimed 
at the refinement of the multiscale composite theories mentioned earlier. 
1.2 Indentation stress-strain (ISS) protocols 
Recently Kalidindi and Pathak [28] have demonstrated rigorous protocols capable of 
extracting reliable and useful indentation stress-strain (ISS) curves using spherical 
indenters. The consistency and fidelity of these protocols have been demonstrated at 
multiple material length scales [44-55] using different indenter tip sizes. These 
demonstrations have included measurements within regions inside individual grains [44, 
45, 48, 49, 51, 52] as well as on an ensemble of grains [50, 55-59]. These protocols have 
been validated using a combination of measurements on samples where ground-truth data 
(from standard tension tests) was available [50, 55, 57, 59] as well as with numerical 
simulations of the indentation experiment [60, 61]. 
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1.3 Evaluation of microstructure statistics analysis through micrographs 
The second major challenge in the study of the heterogenous materials comes from 
the need to label the features of interest (i.e., segment) in the raw microstructure images 
(two or three-dimensional) obtained in microscopy protocols used for evaluation of 
microstructure statistics (e.g., thermodynamic phase volume fraction, n-point statistics [62, 
63]). Often, the raw microscopy images are produced in grayscale, where each pixel (or 
voxel) is assigned a grayscale value between 0 and 255, as shown in Figure 2. However, 
the number of distinct features of interest (e.g., thermodynamic phases) present in the 
sample is typically far smaller than the number of grayscales in the raw images (refer to 
middle image in Figure 2). Evaluation of microstructure statistics is commonly performed 
on segmented microstructure features represented in images collected using various 
microscopy techniques (refer to right image in Figure 2). Raw microscopy images typically 
contain noise that is often highly heterogeneous and requires segmentation procedures with 
multiple image processing functions to tackle various types of noise arising from a 
combination of equipment or sample conditions in the imaging protocols. Therefore, 
segmentation protocols need to be designed to produce the correct labelling of the 
microscale features of interest in the microstructure images. This task is generally achieved 
by assembling together a workflow using a variety of image processing functions and filters 
[64-68]. One of the major hurdles encountered in this process is that the successful 
construction and implementation of the workflow leading to accurate segmentation is 
highly dependent on the user’s expertise in the application of the image processing 
functions. Consequently, these efforts often lead to non-standard approaches that can 
strongly influence the accuracy of the microstructure analysis. To resolve the challenges 
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described above, new protocols are critically needed that reduces the dependence on user’s 
expertise in image processing to design workflows leading to consistent and reliable 
segmentation results. 
 
Figure 2  - Example of raw microscopy image of a microstructure with precipitates (darker 
object), its segmented version (precipitates labelled as white pixels), and quantification of the 
segmented precipitates using 2-point spatial correlations. 
 
1.4 Research objectives 
This dissertation focuses on developing and demonstrating protocols for reliable and 
systematic investigation of microstructures and mechanical response of heterogeneous 
materials across multiple length scales. The research objectives are described below, and 
are demonstrated in a case study on ferrite-pearlite steels: 
(i) Extension of spherical indentation stress-strain (ISS) protocols (by Kalidindi 
and Pathak [28]) to multiresolution testing of hierarchical material 
microstructures. 
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(ii) Development and demonstration of a framework for systematic design of 
segmentation workflows for image segmentation required for microstructure 
analysis. 
(iii) Apply the protocols developed in (i) and (ii), investigate microstructures and 
mechanical properties of thermally aged ferrite-pearlite steels. 
(iv) Apply the measurements collected in (iii) to evaluate simple composite 
theories. 
First, the ISS protocols by Kalidindi and Pathak [28] for multiresolution mechanical 
evaluation are covered in Chapter 2, and are extended to testing bulk properties of small 
scoops samples extracted from gas in-service turbine components. In Chapter 3, a novel 
framework for systematic design of workflows for micrograph image segmentation is 
developed and demonstrated.  
Using the developed protocols, Chapter 4 presents a case study investigating the 
microstructures and mechanical properties at multiple resolutions of thermally aged ferrite-
pearlite steels. The prolonged thermal aging exposures (up to 91,000 hours) in these steel 
samples contribute to significant changes in the microstructure and yield strength [69-73]. 
In this investigation, ISS protocols are applied on the individual microscale constituents 
(i.e., ferrite, pearlite, and graphite) as well as at the macroscale. The respective yield 
strengths of the microscale constituents and the bulk yield strength of the sample were 
estimated from these measurements. The microstructures of these samples were 
documented using optical microscopy (OM), where images were segmented and the 
relevant microstructure statistics were extracted. All of this information was used to 
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evaluate simple composite theory estimates. Finally, in Chapter 5, the main conclusions of 
this dissertation are presented and possible future work is discussed. 
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MECHANICAL CHARACTERIZATION OF HIERARCHICAL 
MATERIALS AT MULTIPLE LENGTH SCALES 
 As mentioned earlier, evaluation of mechanical properties at multiple length scales 
presents formidable challenges in study of hierarchical materials. One of the main 
challenges in testing mechanical properties across multiple length scales is that most of the 
current testing methods used at the different length scales are very different from each 
other, require substantial effort, and produce limited data (i.e., low throughput). The novel 
protocols recently developed by Kalidindi and Pathak have demonstrated the capability of 
extracting indentation stress-strain (ISS) curves in a high-throughput manner at multiple 
resolutions using different spherical indenter sizes [51, 53, 55, 58, 74-77].  
2.1 Kalidindi and Pathak spherical indentation (ISS) stress-strain protocols 
 The instrumented spherical indentation stress-strain protocols developed by 
Kalidindi and Pathak [36] have demonstrated a robust, high throughput ability to extract 
mechanical properties from small material volumes [28, 45, 46, 74, 78]. Most of the early 
effort of studies utilizing ISS was focused on very small length scales of the volumes 
probed in the indentation tests (controlled mainly by the indenter tip radii), which typically 
varied between ~50 nms to ~5 microns. This is because these prior studies were aimed at 
studying mechanical response of volumes within individual grains of a polycrystalline 
sample, referred to as nanoindentation protocols. Nanoindentation tests typically require 
low forces (<<10 N) and benefit from continuous stiffness measurement (CSM) [28, 45, 
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47, 48, 78] for reliably estimating the changes in the contact radius during the indentation 
tests.  
 Only recently [49, 50, 56], ISS protocols have been extended to studies where the 
sizes of the indentation zones are of the order of several hundreds of microns, referred to 
as microindentation protocols. The indentation stress-strain curves obtained using 
microindentation aim to capture the overall response of a polycrystalline aggregate with 
relatively large indenter tips (0.5-6.35 mm in radius). Previous microindentation 
measurements have been shown to be well-correlated to the stress-strain curves measured 
in conventional tension/compression tests [50, 61]. Typically, indentations with the larger 
tip radii require larger forces (>>10 N). Suitable instrumented testing machines allowing 
for these larger indents along with the CSM capability are not yet commercially available. 
In order to address this gap, suitable approaches have been developed [46, 49, 50, 56] that 
employ multiple load-unload cycles during the test. It is important to note that 
microindentation protocols produce a more discrete indentation stress-strain curve 
compared to the ones produced using nanoindenters with a built-in CSM capability. Both 
microindentation and nanoindentation protocols are largely based on Hertz’s contact theory 
and are described next. 
2.1.1 Microindentation stress-strain protocols 
The extraction of stress-strain response from microindentation tests follows the 
recently developed protocols [46, 50] to convert the measured load-displacement data to 
indentation stress-strain curves based on Hertz’s theory. As mentioned earlier, due to 
instrumentation limitation, microindentation tests are currently performed without the 
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CSM and therefore multiple load-unload cycles must be performed to produce the 
indentation stress-strain curve.  
Hertz theory [79] for frictionless, elastic contact between two isotropic, 
homogeneous bodies with quadratic surfaces can be expressed using the following 
relations: 







2⁄  (1) 





















where 𝑃 and ℎ𝑒 denote indentation load and elastic displacement, respectively, 𝑅 and 𝐸 
are the radius and Young’s modulus, and 𝑎 denotes the indentation contact radius. 
Subscripts 𝑠 and 𝑖 are associated with sample and indenter, respectively, while 𝑅𝑒𝑓𝑓 and 
𝐸𝑒𝑓𝑓 are the effective radius and elastic modulus of the indenter-sample system.  
The central strategy in the spherical indentation stress-strain protocols employed in 
this work is to utilize Hertz’s theory to estimate 𝐸𝑒𝑓𝑓 from the initial elastic loading 
segment (before the onset of any plastic deformation in the sample), and subsequently use 
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the same value of 𝐸𝑒𝑓𝑓 to estimate the evolving 𝑅𝑒𝑓𝑓 by analyzing the elastic unloading 
segments (again using Hertz’s theory). 
First, the analysis of the initial load cycle is utilized to achieve two goals: (i) estimate 
the initial contact between the indenter and the sample (i.e., zero-point correction) and (ii) 
estimate the elastic modulus of the indenter-sample system, 𝐸𝑒𝑓𝑓. Zero-point correction is 
critical to mitigate common issues related to the sample (e.g., surface roughness, surface 
oxide layer) and the indenter (e.g., shape imperfections) that can affect consistent analysis 
using Hertz’s theory [28]. The estimation of zero-point load and displacement correction 
(𝑃∗ and ℎ∗) for indentation without CSM signal has been outlined in prior work [46] and 
is performed on recast Eq. (1): 
(ℎ̃𝑒 − ℎ
∗) = 𝑘(?̃? − 𝑃∗) 
2









 , (5) 
?̃? and ℎ̃ are the raw load and displacement measurements, respectively. During the initial 
elastic loading on a flat sample surface, shown in Figure 3, the effective radius of the 
indenter-sample system is equal to the radius of the indenter, i.e., 𝑅𝑒𝑓𝑓 = 𝑅𝑖. The values 
of ℎ∗ and 𝐸𝑒𝑓𝑓 are estimated by performing regression on ℎ̃𝑒 and ?̃? in Eq. (5), whereas the 
value of 𝑃∗ is selected as one that minimizes the log of the average absolute error of the 
regression fit. In microindentation experiments, the sample surface and tip disparities are 
very small compared to the tip radii and in many cases, there is no need for load 
correction. 𝐸𝑠 is then obtained from Eq. (3) by using Poisson ratio (𝜈𝑠) for the sample and 
Poisson ratio (𝜈𝑖) and Young’s modulus  𝐸𝑖 for the indenter material. 
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Figure 3 – Schematic of spherical indentation at different stages of the indentation test. a) 
initial elastic contact between the indenter and the sample, b) load at which plastic 
deformation in sample occurs, c) complete unload after plastic deformation in the sample. 
 
After plastic deformation of the sample shown in Figure 3c, the total displacement, 
ℎ, consists of elastic displacement, ℎ𝑒, and residual displacement, ℎ𝑟, represented using the 
following relations: 
ℎ = 𝑘𝑃2/3 + ℎ𝑟 . (6) 
The coefficients 𝑘 and ℎ𝑟 are determined using regression techniques on the measured load 
and total displacement during the unload data (95-50% of peak force). Subsequently, 𝑅𝑒𝑓𝑓 
is extracted from Eq. (5), where 𝐸𝑒𝑓𝑓 is assumed to remain constant from the initially 
established value. This is a reasonable assumption because the average plastic 
deformations are very small in these indentations. The contact radius, 𝑎, is then determined 
using the following Hertz’s relation: 
𝑎 =  √𝑅𝑒𝑓𝑓(ℎ𝑠,𝑚𝑎𝑥 − ℎ𝑟) , (7) 
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where ℎ𝑠,𝑚𝑎𝑥 is the indentation displacement in the sample at the peak of each loading 




















where ℎ𝑠 denotes the sample displacement and ℎ𝑖 is the elastic deformation of the indenter. 
Eq. (10) estimates the indenter elastic displacement by assuming that it is subjected to the 
applied load against a flat rigid surface. The indentation strain defined in the above 
equations can be interpreted as compressing by distance ℎ𝑠 an idealized indentation zone 
of cylindrical region of radius 𝑎 and height 2.4𝑎. This definition of indentation strain can 
be visualized as change of length per unit length and is more physical than commonly used 
indentation strain definitions, and has been validated in several prior studies [28, 46, 50, 
60]. After several load-unload cycles, an ISS curve is constructed with the post-elastic 




, as shown in Figure 4. 
Using the ISS curve, the indentation yield strength is determined using a 0.2% indentation 
strain offset intersection with a linear fit of post-elastic data.   
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Figure 4 – An example of microindentation test data. (a) The measured load-displacement 
data in multiple load-unload cycles. Highlighted red data corresponds to the initial elastic 
portion used to determine 𝑬𝒊𝒏𝒅. (b) Indentation stress-strain (ISS) data extracted from the 
load-displacement data. Each post-elastic point on the ISS curve corresponds to an individual 
unload cycle in the load-displacement measurement. The yield point, 𝒀𝒊𝒏𝒅, is determined from 
the intersection of the linear fit of post-elastic data with the 0.2% indentation strain offset.  
 
2.1.2 Nanoindentation stress-strain protocols 
Nanoindentation stress-strain protocols are extensively used to evaluate microscale 
constituents (e.g., measurements within grains) and utilize much smaller indenters than 
microindentation. Thus, unlike microindentation, the accuracy of nanoindentation analysis 
tend to be sensitive to both load and displacement zero-point corrections. In addition, the 
zero-point correction methodology determined by the current nanoindentation protocols 
(Kalidindi and Pathak) can differ from the protocols that are often built-in into indentation 
machines with CSM capability. Values identified by machines (e.g., analysis software) 
may be susceptible to common sample or indenter tip issues mentioned earlier that can 
affect the accuracy of the test analysis [28]. The determination of zero-point load and 
displacement corrections (𝑃∗ and ℎ∗) with CSM-enabled nanoindentation protocols is 








 , (12) 
where 𝑆 is the elastic unloading stiffness measured with CSM. The 𝑃∗ and ℎ∗ zero-point 
correction values can be extracted by recasting Eq. (12) and performing linear regression 







ℎ∗𝑆 + 𝑃∗. (13) 
After the zero-point corrections have been applied, the effective elastic modulus, 𝐸𝑒𝑓𝑓, is 
extracted from the initial elastic loading segment and performing regression on 𝑃 and ℎ3/2 
in Eq. (1). This is possible because during the initial elastic loading the sample surface 
remains flat and without permanent deformation and 𝑅𝑒𝑓𝑓 = 𝑅𝑖. The 𝐸𝑒𝑓𝑓 value is assumed 
to remain constant throughout the test and is further used in estimation of the constantly 




 . (14) 
An example of an extracted nanoindentation stress-strain curve using the nanoindentation 
protocol is shown in Figure 5. 
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Figure 5 – Schematic of a nanoindentation stress-strain protocol analysis, (a) load 
displacement data, (b) extracted indentation stress-strain curve from the test data. 
 
2.1.3 Application of ISS protocols on small volume samples excised from high-
temperature exposed components 
In this case study, we explore for the first time, the feasibility of applying the novel 
microindentation stress-strain protocols described earlier on small scoop samples excised 
from in-service gas turbine components and correlating them to measurements from tensile 
tests. The material of interest for the present study is a 0.35 wt.% carbon steel, used 
extensively in turbine equipment. The study is based on a library of small scoop samples 
excised from similar locations in structural turbine components subjected to prolonged 
periods of service time at elevated temperatures. Prolonged exposure at elevated 
temperatures promotes microstructural changes (graphitization and spheroidization) [69-
71, 73, 80, 81] that is typically accompanied with a change in the mechanical properties, 
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as documented in prior work using tensile tests [71, 72, 80]. Accurate assessment of the 
change in mechanical properties, such as yield strength, with service exposure is critical 
for life cycle management of such components, which can exceed operational lifetime of 
100,000 hours [82]. However, nondestructive mechanical testing of the material in 
operating components is not possible using conventional uniaxial tests, which require a 
substantial volume of material to be extracted. As a consequence, a practical way forward 
has been to excise small shallow scoops from the in-service components at selected time 
intervals in their service lifetime, and to extract useful and reliable information from them 
regarding both the changes in the material microstructure as well as the degradation of the 
mechanical properties. 
One of the main challenges in assessing the mechanical properties of the small 
shallow scoops in this study is that the conventional mechanical tests (e.g., compression or 
tension tests) are not viable due to the small volumes of material and scoop shapes extracted 
from operating turbine components. Each scoop specimen is irregular-shaped and 
measures about 20x20x5 mm (these are the largest dimensions in each of the three 
orthogonal sample directions). A schematic for mounted scoop samples in epoxy and its 
relative size difference with standard tension sample is shown in Figure 6. The small size 
and irregular geometry of the scoop make it difficult to fabricate specimens for 
conventional tests (e.g., compression or tension tests). However, the small scoop samples 
provide enough material volume for multiple indentation measurements and microstructure 




Figure 6 – Schematic of mechanical test specimens extracted from turbine components and 
their relative sizes. Left side shows round tension test specimen. Right side shows epoxy-
mounted scoop specimen (after scoop trimming and polishing). 
Each specimen was subjected to service temperatures in the range of 25 - 600 °C 
and operating service times in the range of 22,000 - 99,000 hours, as summarized in Table 
1. In addition, a baseline material sample (no service exposure) is included in this study, 
totaling 8 samples with unique exposure conditions. The sample name indicates the service 
time in thousands of hours and the normalized service temperature code (note that baseline 
material in labelled as Unexposed). 
Table 1 – Specimens received for study with different exposure conditions. Superscript * 
indicates samples where tensile test specimen were made in addition to microstructure and 
indentation measurements. 











Before indentation test, each scoop specimen was ground on both sides to provide 
parallel surfaces. Furthermore, specimens were mounted in epoxy such that their top and 
bottom surfaces were both exposed (see Figure 6). This was done to provide maximum 
stability to the sample during the indentation test (i.e., prevent any unintended rotations of 
the sample). After mounting, the sample surfaces for indentation were ground and polished 
up to 0.02 µm colloidal alumina suspension and vibropolished as the final step.  
The two sample conditions, the Unexposed and the 91-0.85ST samples, evaluated 
using tensile tests revealed a significant decrease in yield strength (0.2% plastic strain 
offset), shown in Figure 7. The corresponding SEM-BSE micrographs show a considerable 
increase in graphite fraction in the 91-0.85ST microstructure compared to the Unexposed 
sample.  
 
Figure 7 – (a) Tensile stress-strain curves with 0.2% offset for the Unexposed and the 91-
0.85ST specimens. Considerable reduction in yield strength is observed between Unexposed 
(average yield strength = 311 MPa), and after 91,000 service hours at 0.85ST (average yield 
strength = 221 MPa). (b) An example SEM-BSE micrograph for the Unexposed sample. (c) 
An example SEM-BSE micrograph for the 91-0.85STsample (black particles are graphite). 
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2.1.3.1 Scaling ISS curves to uniaxial stress-strain curves 
Recent work [50, 61] has demonstrated correlations between indentation stress-
strain measurements and those obtained in conventional tests such as simple compression 
or tension. In these comparisons one usually identifies a scaling factor between the stresses 
and strains involved in these curves. For example, the ratio of the flow stress in indentation 
to that in uniaxial compression is often referred as the constraint factor in literature [36, 38, 
50, 60, 61, 83-85]. In recent numerical simulations using finite element (FE) models Patel 
and Kalidindi [50, 61] developed and demonstrated protocols for converting indentation 
stress and strain values to equivalent values in uniaxial compression stress states. This 
study extracted ISS curves consistent with the protocols used in this work and have 
suggested that the value of the constraint factor should be 2.2 for materials exhibiting 
isotropic plasticity based on J2 flow theory. This study also suggested specific scaling 
factors for elastic and plastic strains between the two test methods as 2.0 and 1.3, 
respectively [61]. It has been demonstrated that these scaling factors result in excellent 
agreement between the indentation and uniaxial compression stress-strain curves for a 
broad range of material hardening behaviors. Note that the uniaxial tests in the current 
study were performed in tension and we assume very little asymmetry between tensile and 
compressive behavior in the current steel samples. The use of FE models to systematically 
study such scaling relationships separates many of the difficulties and uncertainties that 
can arise in similar experimental investigations (e.g., non-ideal indenter or sample 
geometry, assumed elastic-plastic material behavior of sample and indenter, friction 
between the sample and indenter surfaces). In this study, we employ the proposed scaling 
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factors from the above FE study [61] to relate the current indentation stress-strain curves 
to the tensile stress-strain measurements.  
Indentation stress-strain (ISS) measurements on samples where tensile tests were 
also performed serve to calibrate the indentation protocols described earlier. The average 
and one standard deviation of extracted modulus and yield strength measurements from  
indentation  and tensile tests are shown in Table 2. Note that on average the sample elastic 
modulus, 𝑬𝒔, is slightly lower than the tensile modulus, 𝑬, for both samples, however, 
considering the spread in measurements (one standard deviation), there is overlap and 
reasonably good agreement between the two testing protocols. The yield strength ratio 
between the indentation and tensile tests (
𝒀𝒊𝒏𝒅
𝒀
) for both Unexposed and 91-0.85ST 
specimens was observed to be about 2. This value is in excellent agreement with 
corresponding values suggested by Patel and Kalidindi [61] and recent microindentation 
ISS measurements on Al-6061 [50].  
Table 2 – Measurements obtained from tensile and microindentation tests for Unexposed and 
























Unexposed 205 ±14.0 186 ±9.6 311 ±2.0 615 ±18.6 1.98 
91-0.85ST 206 ±37.5 187 ±11.6 221 ±1.0 436 ±32.2 1.97 
 
Using the three scaling factors suggested by Patel and Kalidindi [61], one can 
transform measurements on the indentation stress-strain curves to uniaxial stress-strain 
curves. Figure 8 shows the comparison between the scaled indentation measurements and 
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the tensile test measurements for the Unexposed samples, which display very good 
correlation between the two testing techniques.     
 
Figure 8 – Tensile stress-strain curve and scaled indentation stress-strain data for Unexposed 
specimen. 
All of the scoop samples were evaluated using the indentation stress-strain protocols 
outlined earlier, totaling 77 indentation tests on 8 samples with distinct in-service exposure 
conditions. At least seven indentation measurements were conducted on each scoop 
sample. Figure 9 summarizes the uniaxial yield strengths extracted from these indentation 
measurements using the yield strength scaling above (𝑌𝑖𝑛𝑑/2) along with the tensile test 
results for two of the sample conditions.  
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Figure 9 – Summary of the measured tensile and scaled indentation yield strengths with error 
bars representing one standard deviation. A trend of changing yield strength with increasing 
service time is clearly discernible. 
The indentation measurements shown in Figure 9 reveal a trend of decreasing yield 
strength with increasing service time. It is also seen that the ISS protocols presented here 
are able to provide reliable measurements on small volume samples extracted from in-
service gas turbine components. It is emphasized that there is no other practical alternative 
for extracting this critically needed information for the present study. It should be noted 
that the indentation results show a higher variability in yield strength measurements. Some 
of this variability reflects the inherent variation in the microstructure features (e.g., phase 
























MICROSTRUCTURE IMAGE SEGMENTATION FRAMEWORK 
A major challenge in the study and microstructure quantification of heterogenous 
materials comes from the need to label the features of interest (i.e., segment) in the raw 
microstructure images (two or three-dimensional) obtained in microscopy protocols used 
for evaluation of microstructure statistics. Often, the raw microscopy images are produced 
in grayscale, where each pixel (or voxel) is assigned a grayscale value between 0 and 255. 
However, the number of distinct features of interest (e.g., thermodynamic phases) present 
in the sample is typically far smaller than the number of grayscales in the raw images, as 
shown in Figure 10. This is because the pixel values of raw images reflect various types of 
noise arising from a combination of equipment or sample conditions in the imaging 
protocols. Therefore, segmentation protocols need to be designed to produce the correct 
labelling of the microscale features of interest in the microstructure images. This task is 
generally achieved by assembling together a workflow using a variety of image processing 
functions and filters [64-68]. One of the major hurdles encountered in this process is that 
the successful construction and implementation of the workflow leading to accurate 
segmentation is highly dependent on the user’s expertise in the application of the image 
processing functions. Consequently, these efforts often lead to non-standard approaches 
that can strongly influence the accuracy of the microstructure analysis.  
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Figure 10 – A schematic of an image segmentation example. Left side shows a raw microscopy 
image in grayscale with pixel values ranging between 0 and 255. Right side shows the 
segmented version of the raw with pixels values of only 0 or 1. 
In this dissertation, a framework is developed and demonstrated that reduces the 
dependence on user’s expertise in image processing to design workflows leading to 
consistent and reliable segmentation results. This approach for design of segmentation 
workflows consists of five sequential steps that systematically address common challenges 
encountered in segmentation of microstructure images. Each step provides users with 
guidance on selection and application of image processing functions best suited to resolve 
specific problems (e.g., pixel-level noise reduction, clean up incorrectly labelled features). 
This segmentation framework utilizes image processing functions that are widely available 
in popular software packages such as Python [86] and MATLAB [87], enabling potentially 
broad adoption by the material science community. This developed approach is described 
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next is demonstrated on a broad range of microstructures obtained from different 
microscopy techniques applied on different material systems. 
3.1 Introduction 
Experimental microstructure characterization has been instrumental to the 
advancing of our understanding of the physics controlling the material response. Materials 
characterization techniques employ various forms of microscopy (e.g., optical microscopy, 
electron microscopy), which typically produce images of the material microstructure [65, 
88-96]. Image segmentation is the process of labelling features of interest in microstructure 
images, and plays a key role in extracting reliable statistical information about the material 
microstructure [64, 66-68, 97-100]. However, raw microscopy images exhibit significant 
noise that can be attributed to multiple sample/equipment conditions. This noise usually 
hinders segmentation. The potential contributors to the image noise include improper 
sample preparation (e.g., surface roughness, surface residue), incorrect equipment use (e.g., 
focusing), and inadequate equipment capabilities (e.g., resolution limits) [64, 66, 68, 99, 
101-105]. De-noising before actual segmentation of the images is an essential step to 
extract reliable statistical information about the material microstructure from the 
microscopy images [64, 66, 68, 99, 101]. Incorrect segmentation can influence strongly the 
quantification of microstructures, and lead to inaccurate understanding of the materials 
physics and formulation of erroneous physics-based composite models, including process-
structure-property linkages (PSP) [56, 57, 106-109].  
More specifically, segmentation in the application to material microstructures can 
be defined as a process of labelling each pixel (2D) or voxel (3D) with the elements of a 
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microstructure feature class that are also referred as local state descriptors. The local 
material state (at the level of a pixel or a voxel) is usually defined through a combination 
of multiple material attributes needed to uniquely identify the local properties of the 
material at the selected length scale (e.g., thermodynamic phase, grain of a specific 
orientation, grain boundary). For the example Ni-based superalloy micrograph shown in 
Figure 11b, the 𝛾 and 𝛾′ phases would serve as the local state descriptors. The central task 
in segmentation is the correct labelling of microstructural local states in microscopy 
images. Segmentation can be addressed using a wide range of image processing tools 
available in popular software packages such as Python [86] and MATLAB [87]. However, 
selecting and applying the appropriate tools in sequences designed to optimize the 
segmentation results can be a challenging task because of the large number of options in 
the available tools, algorithms, and approaches. The segmentation strategy can vary 
significantly depending on the image content (for example, prior reports on Ni-based 
superalloys [64, 67] , steels [65, 66], and Ti alloys [68]). Typically, these strategies are 
tailored to produce best segmentation results for a specific material or for the specific 
imaging protocols employed in a study. Many of the main algorithms needed to design 
segmentation workflows are also accessible through materials-specific packages (e.g., Sosa 
et al. [110], EM/MPM [111], Campbell et al. [68]). However, the design of broadly 
applicable segmentation workflows following a systematic strategy continues to be an open 
challenge for many material science practitioners. 
Current approaches employed in material image segmentation largely depend on the 
user’s expertise and knowledge of available functions in the popular packages mentioned 
earlier. Since many factors can affect the segmentation process (e.g., image noise, features 
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of interest, available tools), the segmentation results are likely to vary significantly between 
different users. This dramatically impacts our ability to aggregate replicable and 
reproducible materials knowledge needed to objectively guide materials innovation efforts. 
Clearly, there is a critical need for a unified framework for addressing segmentation in a 
more consistent manner that could be broadly adopted by the materials researchers. In this 
work, one such framework is presented, and its flexibility and versatility in successfully 
segmenting a variety of microstructures obtained from very different material systems is 
demonstrated. The proposed framework comprises five sequential steps, with multiple 
options for each step. The first step addresses best practices in sample preparation, selection 
and set-up of the image acquisition equipment, and image collection protocols. The second 
step focuses on image preprocessing for the adjustment and enhancement of the acquired 
image in order to get it ready for segmentation. The third step then employs various 
algorithms for labelling each pixel in the image to an expected local state using 
segmentation algorithms. The fourth step is designed to post-process the segmented results 
to improve the segmentation results. The final step focuses on evaluation and validation of 
the segmented images. The five steps described above become the main components in the 
systematic design of the proposed microstructure segmentation workflow. The central 
considerations and the selection criterion for the available options for each of these 
components are discussed in each step of the framework. Case studies illustrating the 
application of various tools and whole workflows designed using the proposed framework 




3.2 Challenges in segmentation  
As already mentioned, the goal of segmentation is to label each pixel with the correct 
microstructure local state. The application of a single segmentation algorithm on an image 
of the material structure is, in most cases, unlikely to produce the desired final segmented 
images. This is largely because the image noise is often highly heterogeneous even in a 
single image and can be present as global or local noise. Global noise refers to noise at an 
image-level, for instance, an intensity gradient of the image producing a shadow effect. On 
the other hand, local noise is undesired variation in intensity at a pixel-level and is usually 
scattered randomly throughout the image. Examples of the challenges encountered in 
segmentation are illustrated in Figure 11 through selected micrographs, where the top row 
shows the micrographs and the bottom row shows their segmented versions obtained using 
thresholding-based tools employed broadly in current literature [112-114]. Figure 11a 
shows a SEM (scanning electron microscope) micrograph obtained from a Ni-based 
superalloy sample with 𝛾 and 𝛾′ local states. Clearly, the two local states are visually 
discernable, but the lack of contrast between them leads to poor segmentation results. More 
specifically, the lack of a smooth contrast often results in pixel-level noise in the segmented 
images. This is significantly amplified in the segmentation of the micrograph in Figure 
11b. In spite of the clear intensity difference between the two phases in this micrograph, 
the commonly used thresholding approach is unable to remove the pixel-level noise in the 
image. This is because the local pixel-level fluctuations in the image occur on both sides 
of the selected intensity threshold. Microscopy images may exhibit a global shadow with 
a gradient in its intensity over the image (e.g., caused by non-uniform illumination of the 
sample surface) as shown in Figure 11c, which can also cause a significant challenge in 
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segmentation. Removal of this type of global noise requires a completely different strategy 
compared to the removal of the pixel-level noise.  
Multiple algorithms and strategies have already been discussed in literature for addressing 
the challenges identified above. For example, Gaussian filtering [68, 101, 115] is often 
employed to remove the pixel-level noise in the microstructure images. However, there is 
often no guidance for optimal filtering that achieves noise removal while not losing the 
important details in the microstructure image. Similarly, various image enhancement 
techniques [116, 117] can be utilized to increase the contrast between features to improve 
segmentation. The selection of the best segmentation algorithm for a given micrograph 
depends on the specific microstructure features being labelled. Microstructure features 
encountered in materials studies can be broadly classified as either regions or interfaces. 
Regions refer to contiguous areas (volumes in 3-D) of selected microstructure local states 
usually represented as foreground objects in the image (e.g., precipitates, embedded 
thermodynamic phases). Interfaces refer to boundaries separating the microstructure local 
states, and can include a variety of grain/phase boundaries. The features represented as 
regions cover a vast space of multiphase microstructures, as shown in Figure 11a-d, and 
will be the main focus of the work and examples described here. 
It is likely that most segmentation algorithms will produce results that still contain some 
noise or inaccuracy. Some form of post-processing is generally required to clean up the 
incorrect results. Examples of these challenges, referred as undersegmentation and 
oversegmentation, are shown in  
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Figure 11a and Figure 11d, respectively. In other cases, post-processing using 
various morphological operations is desired for cleaning up incorrect results. The diverse 
challenges encountered in segmentation outlined above further reinforce the need for a 
systematic framework for the design of segmentation workflows.  
 
Figure 11 – Examples of challenges encountered in the segmentation of feature regions in 
micrographs: a) Ni-based superalloy microstructure image showing clear features but of low 
contrast resulting in poor segmentation (see regions near the arrows in the top and bottom 
images), b) segmentation of an image with pixel-level noise, c) segmentation of image with 
global shadow gradient in its intensity, d) image with oversegmentation that requires post-
processing (see regions near the arrows in the top and bottom images).  
 
3.3 Segmentation framework 
We develop a systematic and versatile segmentation framework consisting of five 
sequential steps that are designed to address the challenges identified in the previous 
section, while being broadly applicable to a variety of microscopy images. These five steps 
will be referred as acquisition, preprocessing, segmentation, post-processing, and 
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validation, and are summarized in Table 3. These steps are specifically designed to produce 
consistent, reproducible, and reliable quantification of microstructure images. We describe 
next each of these steps in detail, and identify the relevant functions in MATLAB [87] and 
Python [86] environments that could help address the tasks involved in each step. The 
hierarchy of actions in each step in the suggested framework is the following: step → task 
→ subtask → option. The task and subtasks identify the main objectives addressed in each 
step, and the options provide available methods to accomplish these objectives. 
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Table 3 – Summary of the five steps of the segmentation framework developed in this work. 
Within each step, tasks and subtasks are specified. Examples of available methods to be 
considered for addressing each subtask are also specified. 
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3.3.1 Image acquisition 
The first step in designing the segmentation framework should pay attention to the 
details of the image acquisition, and wherever possible adjust the image acquisition 
parameters. Although this might come across as a trivial step, it often has the largest impact 
on the accuracy and utility of the segmentation results. This task consists of two main 
subtasks that can usually be adjusted across different types of microscopy techniques: (i) 
selecting a feature spatial resolution (i.e., setting the pixel or voxel size in the acquired 
image), and (ii) selecting a representative microstructure view field size (i.e., the image 
size). Although there are a number of other image acquisition parameters that can influence 
the subsequent processing of acquired images for segmentation, the vast number of 
possible tuning parameters depends on the microscopy technique and user’s expertise. 
Selecting optimal acquisition parameters is also dependent on study-specific factors (e.g., 
sample preparation, equipment type, user’s expertise).  
Several microscopy techniques are commonly employed to capture the details of the 
material structure [65, 118-121], which spans a hierarchy of length scales ranging from   
10-3 to 10-10 m. The widely used microscopy techniques include optical microscopy, 
electron microscopy, scanning probe microscopy (e.g., atomic force microscope), x-ray 
(e.g., micro computed tomography), among others. The images obtained by these different 
techniques often reveal different types of information about the material internal structure 
as they are produced as a consequence of different types of interactions with the sample. 
Optical microscopes detect sample topology through reflected light from the sample 
surface. Commercial optical microscopes require simple operation but are often limited in 
spatial resolution to about 1 𝜇m. However, recent advances in super-resolution optical 
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microscopy have pushed the capabilities to sub-micron resolution [122]. Higher resolution 
can be obtained using the scanning electron microscope (SEM), which utilizes an electron 
beam to probe and image the sample. Most common image modes are secondary electron 
(SE) and back scatter electron (BSE). SE is typically employed for topographic survey, 
whereas BSE is employed for both compositional and topographic survey [102]. Scanning 
probe microscopy (SPM) is another popular technique for topological surveying with 
reported sub-nanometer resolution [123]. The SPM imaging is performed by scanning the 
sample surface with a physical probe to record the sample topology. SPM is capable of 
high-resolution imaging without requiring a vacuum environment, but is limited by the 
smaller scan size and a slower scan speed (compared to SEM) [124]. Other types of 
microscopy include x-ray methods such as micro computed tomography (micro-CT). The 
rendered pixel intensity in micro-CT images corresponds to the radiodensity (relative 
inability of electromagnetic radiation to pass through a material) in the sample. Micro-CT 
allows non-destructive 3-dimensional scanning of the material structure. On the other hand, 
micro-CT data are limited in spatial resolution compared to SEM and may exhibit low 
contrast between local material states of similar densities.  
Given the variety of available techniques, it is important to select the technique that 
provides the most contrast for the features of interest. As an example, Figure 12a shows 
two SEM images of the same sample location showing graphite particles (darker colored 
regions) in steel matrix (light background) using BSE and SE detectors. It is evident that 
SEM-BSE detector captured a foreign inclusion (shown with arrow) which appears dark 
and difficult to distinguish from graphite, whereas SE detector is able to clearly distinguish 
the inclusion based on topology difference with the ferrite matrix. Furthermore, it should 
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be noted that sample preparation steps (e.g., polishing, etching) can control the quality of 
the acquired images. As an example, Figure 12b demonstrates imaging results from the 
same Ni-based superalloy sample with different etching and SEM detectors. Notice that 
multiple precipitate edge segments of the SEM-SE image in Figure 12b exhibit low contrast 
due to shadowing effect (not directly in sight of SE detector), which will make 
segmentation more challenging. Previous studies improved areas of weak contrast due to 
shadowing by combining several images from orthogonal acquisition angles to expose 
edges previously in the shadow of SE detector [64]. In many cases, there may be a strong 
reciprocity between the experimental data acquisition approach and the subsequent effort 
in processing for segmentation. In general, users should attempt to collect microstructure 
data in a manner such that the required processing of the images for segmentation is 
minimized.  
 
Figure 12 – a) SEM images of the same location in steel microstructure using BSE detector 
(left) and SE detector (right). Foreign inclusion shows as a dark feature similar to graphite 
(darker colored regions) in SEM-BSE image, whereas it is clearly distinguishable in SEM-SE 
image on right. b) SEM images of the same Ni-based superalloy sample using BSE detector 
(left) and SE detector (right). The combination of etched 𝜸′ precipitates and SEM-BSE 
imaging (left) yields better contrast between 𝜸 and 𝜸′, compared to etched 𝜸 matrix and SEM-




3.3.1.1 Sample imaging parameter selection 
The first subtask of image acquisition is to select an adequate feature spatial 
resolution by adjusting the image pixel size. Pixel size is the physical length represented 
by a pixel in the image [103]. Here, we refer to feature spatial resolution as the number of 
pixels that represent the smallest feature of interest in the image. Higher resolution 
represents a feature with greater number of pixels compared to lower resolution. Users 
should select a spatial resolution such that the smallest microstructure features of interest 
are adequately detailed in the final segmented image. Since digital images represent 
pixelated versions of the actual features, the level of detail lost due to pixelization increases 
with decreasing resolution. We illustrate the effect of feature spatial resolutions using two 
micrographs of Ti-811 alloy from the same location in a sample, but one with a high 
resolution (Figure 13a), and the other with a low resolution (Figure 13b). It is clear that 
some of the smaller scale features are essentially lost in the low resolution image. Note that 
the ability to distinguish and accurately capture the feature shape is better in the higher 
resolution image, which will also result in a more accurate segmentation and quantification. 
The resolution is inherently limited by the equipment hardware, and will not likely provide 
a better detail if resolution is increased artificially (e.g., using interpolation to magnify 
features). The magnification and image acquisition controls may often be fixed or are only 
adjustable in large discrete steps, both of which limit our ability to get a high quality image 
from the equipment.  
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Figure 13 – Images of a 𝟓𝟎 𝛍𝐦 × 𝟓𝟎 𝛍𝐦 area taken with different spatial resolutions: a) 
higher spatial resolution image (0.05 𝝁m/px), and b) lower spatial resolution image (0.2 
𝝁m/px). Note the lower fidelity of the feature detail in (i) and nearly indistinguishable small 
feature in (ii) in the lower resolution image. 
 
The second subtask of imaging parameter selection is to set a view field that 
captures representative information about the microstructure features of interest. The view 
field is the area of the sample microstructure captured by an image. For example, the image 
in Figure 13a captures a 50 μm × 50 μm area. Ideally, one would determine the view field 
size using a formal framework for the statistical quantification of the microstructure 
features. As an example, one might  define a view field using the coherence length 
computed from 2-point spatial correlations [125]. Coherence length is defined as the length 
beyond which the 2-point statistics of microstructure features are mostly uncorrelated 
[126]. Since the coherence length can only be ascertained after getting reliable segmented 
images, this approach would likely require some iterations before finalizing the view field 
size. Another approach would be to increase the window size until one gets robust measures 
of the desired microstructure statistics. For example, if one wishes to capture the precipitate 
volume fractions, one would systematically increase the scan size until the estimated value 
of volume fraction demonstrates insensitivity to scan size (i.e., the extracted values of the 
microstructure statistics lie within acceptable tolerance limits). Finally, it is also important 
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to obtain images from multiple locations in the sample so that one can document location 
to location variance in the microstructure statistics within a given sample. Moreover, 
acquiring multiple representative images from random sample locations will most likely 
result in better statistical representation of the microstructure, compared to one large view 
field image in a single location [125, 126]. 
It is important to note that a tradeoff between optimal spatial resolution (to resolve 
small features) and optimal view field size (to capture statistically representative features) 
may be required. This is because increasing spatial resolution requires microscopes to scan 
a smaller area/volume, which in many cases reduces the speed of imaging the desired view 
field size. To achieve desired spatial resolution over a large view field, image montage is 
often utilized, where high spatial resolution images can be efficiently stitched together 
[127, 128]. 
3.3.2 Image preprocessing for segmentation 
Image preprocessing should be performed to prepare the acquired image for subsequent 
segmentation. The main goals of preprocessing are image noise reduction and feature 
contrast enhancement. The first task focuses on removing as much of the undesired 
intensity variation (i.e., noise) in the image as possible, and can be further divided into two 
subtasks: (i) reduction of global noise, and (ii) reduction of local noise. As mentioned 
earlier, global noise refers to the image noise at an image-level, for instance, an intensity 
gradient of the image producing a shadow effect (Figure 11c). On the other hand, local 
noise is on a pixel-level and is usually scattered randomly throughout the image (see the 
segmented example with local noise in Figure 11b). After noise reduction, the second 
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preprocessing task is to perform contrast enhancement of microstructure features to prepare 
the image for segmentation.  
3.3.2.1 Image noise reduction 
We first focus on reducing the global noise, which is usually an artifact of image 
acquisition equipment setup or protocols (e.g., shadow across image). Global noise that is 
smoothly varying over the image can be efficiently reduced by subtracting the 
approximated global noise from the noisy image. Here, we demonstrate a readily accessible 
approach for fitting a polynomial function to approximate the global noise from the image 
[129]. Let 𝐼(𝑖, 𝑗) with 𝑖 = 1, . . . , 𝑚 and 𝑗 = 1, . . . , 𝑛 denote the intensities in a 2D grayscale 
image. Further, 𝐼(𝑖, 𝑗) is only allowed to take integer values in the range [0,255]. The global 
noise is assumed to be adequately presented by a polynomial function 𝑓(𝑖, 𝑗; 𝑩), 
where 𝑩 = {𝑏0, . . . , 𝑏𝑘} denote the fitting parameters in the function. As an example, for a 
second-order polynomial, this implies 𝑓(𝑖, 𝑗; 𝑩)  =  𝑏0 + 𝑏1𝑖 + 𝑏2𝑗 + 𝑏3𝑖
2 + 𝑏4𝑗
2 + 𝑏5𝑖𝑗. 
Standard least-squares regression is utilized to find the fitting parameters 𝑩. If one has a 
large image, it might be computationally efficient to perform the regression on a uniformly 
selected subset of pixels in the image. The corrected image is obtained by simply 
subtracting the fitted noised function from the image as 𝐼𝑅  =  𝐼 –  𝑓. One consequence of 
this correction is that the intensity values of the corrected image are no longer in the original 
range [0,255] and need to be rescaled. Figure 14 demonstrates the application of the above 
algorithm on an example image using a second-order global noise function. Another 
popular method is based on optimizing the parameters in estimating the global noise that 
minimizes the entropy of the corrected image [130]. In instances where a montage of 
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images is constructed, the above noise-reduction methods may be applied to individual 
images or the image montage.   
The global noise reduction approach described above is limited to images with 
smooth global intensity variations over the image, which are frequently attributed to image 
acquisition conditions. These approaches may not be effective if multiple global noise 
sources are present, for example, noise due to sample topology, markings, defects, etc. 
Often, unwanted noise that exhibits a distinct spatial pattern can be reduced using Fast 
Fourier Transform (FFT) filtering techniques [110, 114]. Since FFT filtering operates in 
the frequency domain of the image, periodic noise can be reduced by suppressing 
frequencies that contain the noise patterns. This technique is frequently implemented in 
image processing, and can be adapted to reducing unwanted rings or other artifacts on the 
sample surface (e.g., induced in ion milling) [110]. 
 
Figure 14 – Example of intensity gradient noise reduction from an SEM image: a) input image 
𝑰 with intensity gradient, b) approximated intensity gradient 𝒇, and c) corrected image 𝑰𝑹. 
 
The second subtask in noise reduction is the mitigation of the local noise that is 
randomly scattered throughout the image. Reduction of this noise using filters is a topic of 
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high interest in image processing field with many proposed algorithms [131-134]. 
However, determining the optimal strength of these filters can be a significant challenge, 
since excessive filtering may remove valuable image detail while under-filtering may leave 
noise in the image. Our goal is therefore to eliminate the random noise while minimizing 
the loss of feature details. Let the input image be denoted by 𝐼, the filtered final image by 
𝐼𝐹, and the difference between the input and filtered images by 𝑅 = 𝐼 − 𝐼𝐹. In other words, 
𝑅 denotes the local noise removed. Analysis of 𝑅 can provide important guidance for the 
selection of the filters used in this subtask. In this work, we propose a novel approach for 
optimal selection of the strength of local noise reduction filter. 
Let us consider the use of a Gaussian filter kernel, 𝐺𝜎, which when applied to the 
noisy image, results in the filtered image 𝐼𝐹. Mathematically, this transformation can be 
expressed as  









where 𝜎 is the standard deviation (in pixels), and determines the strength of the Gaussian 
filtering applied to the image. Larger values of 𝜎 correspond to stronger filtering. One can 
then evaluate the similarity between the residual 𝑅 and the filtered image 𝐼𝐹 as  





where the dot in the numerator implies a full inner product. The value of 𝑝 obtained from 
Eq. (16)  should be expected to vary with the value of 𝜎. We propose that one should 
identify the value of 𝜎 corresponding to the lowest value of 𝑝 (i.e., lowest similarity 
between 𝑅 and 𝐼𝐹) and use it in the Gaussian filtering of the image for effective removal of 
the local noise in the image. The proposed approach is demonstrated in Figure 15 with an 
example image. In this figure, the images in columns (c) and (d) correspond to the lowest 
correlation of the residual 𝑅 (top row images) and the filtered image 𝐼𝐹 (middle row 
images). For convenience, the segmented images obtained by thresholding the filtered 
images are shown in the bottom row of Figure 15. Note the amount of image detail in the 
residual increases with increasing 𝜎. However, with the optimal level of noise reduction, 




Figure 15 – Random noise reduction using Gaussian filtering on input image in the middle 
row of a). Top row shows the removed noise, 𝑹,  corresponding to different filter strengths. 
The middle row shows the associated filtered images 𝑰𝑭, and the bottom row shows segmented 
versions of the filtered images obtained by using simple thresholding.  Higher values of 𝝈 
results in loss of image detail, while lower values leave some of the local noise in the image. 
Optimal filtering is close to image c), between 𝝈 = 𝟏 and 𝝈 = 𝟏. 𝟓. 
Other popular options for noise reduction methods include the bilateral filter [135] 
and median filter [136], listed in Table 4, along with other options in MATLAB [87] and 
Python [86]. Bilateral filter improves on the Gaussian filter described above by accounting 
for the sharp intensity transitions by incorporating a kernel that weighs effect of 
surrounding pixel intensities. In other words, bilateral filter tends to reduce the blurring of 
feature edges. The median filter computes the median intensity values in a small window 
(e.g., 5 × 5 kernel) in the image and assigns the median value to the center pixel of the 
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window. This method works well for adjusting pixels with unreasonably high levels of 
noise (e.g., salt-and-pepper noise) while also reducing the loss of feature edge details [114, 
137]. 
Approaches mentioned so far (Gaussian, bilateral, median filters) modify the pixels 
based on their immediate surrounding neighborhood information and are usually called 
pixel-based filtering. Another popular approach to noise reduction is patch-based filtering 
[138]. Patch-based filters modify pixels within a patch (neighborhood of pixels) based on 
information in other patches of the same size within the noisy image. A popular patch-
based method is non-local means (NLM) approach [139], listed in Table 4. Non-local 
means utilizes similarity (in intensity and distance) between a pixel’s reference patch to 
other non-local patches in the image to determine the amount of noise reduction in the 
reference patch. This enables pixels that are far apart but with similar patches to be 
averaged together for noise reduction. Patch-based filters preserve feature edges while 
smoothing homogeneous regions. Advances in image processing field offer various other 
approaches of noise reduction using patch-based filtering [140-143], including an 
extension of non-local means filtering which treats the patch similarity measures in a 





Table 4 – Functions available for image noise reduction in MATLAB [87] and Python scikit-
image [145]. 
Method MATLAB scikit-image 
Gaussian filter imgaussfilt filters.gaussian 
Bilateral filter imbilatfilt restoration.denoise_bilateral 
Median filter medfilt2 filters.median 
Non-local means filter imnlmfilt restoration.denoise_nl_means 
 
3.3.2.2 Contrast enhancement  
The second task in the preprocessing step is contrast enhancement of the 
microstructural features of interest, and is aimed at preparing the image for the subsequent 
segmentation. Unlike conventional image processing used to enhance the perceived visual 
quality of the image [146], the goal here is to increase the contrast of features of interest to 
improve the segmentation results in the next step. The options for contrast enhancement 
discussed here fall into two categories: global methods and local methods. Global methods 
modify the whole image at once and do not consider the spatial relationship of the pixels 
(i.e., adjacent pixels do not affect each other more than pixels separated by some distance). 
Global transformations can be conveniently performed by adjusting the image histogram 
to achieve contrast enhancement. On the other hand, local methods account for both 
intensity and spatial context in the image while trying to improve the contrast in the image.  
Popular global contrast enhancement methods are contrast stretching and histogram 
equalization [147]. Contrast stretching is performed in two steps: stretching the input image 
histogram range [𝑟𝑚𝑖𝑛, 𝑟𝑚𝑎𝑥] to a wider range [𝑟′𝑚𝑖𝑛, 𝑟′𝑚𝑎𝑥], and saturating (i.e., absorbing 
a range of intensities into a narrower range) a specified percentage of bottom and top 
intensities of the new histogram range. The wider histogram range achieves higher contrast 
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by increasing the intensity differences between pixels. As an example, Figure 16a shows a 
SEM micrograph from a steel sample with a fairly narrow range of intensities, [𝑟𝑚𝑖𝑛 =
14, 𝑟𝑚𝑎𝑥 = 94]. Figure 16b shows contrast stretching of the original image Figure 16a to 
the full range of the histogram [𝑟′𝑚𝑖𝑛 = 0, 𝑟′𝑚𝑎𝑥 = 255], and saturation of the top and 
bottom 1% intensities. In other words, the bottom 1% of original histogram intensities 
become 0 and the top 1% become 255. The amount of stretching controls the intensity 
range and amount of saturation adjusts the spread of intensities at the extremes of the new 
histogram range. Figure 16c shows less histogram stretching to [𝑟′𝑚𝑖𝑛 = 27, 𝑟′𝑚𝑎𝑥 =
129], and the top 15% of histogram intensities have been saturated to the maximum value 
𝑟′𝑚𝑎𝑥 = 129. Saturation of the top 15% intensity pixels artificially removes the higher 
intensity values, as shown in Figure 16c. The second contrast enhancement option is 
histogram equalization, which transforms the input image histogram to approximately 
match a target histogram (e.g., flat histogram). In the case of a flat target histogram, this 
method redistributes the input histogram peaks over a wider intensity range thus creating 
higher contrast, as shown in Figure 16d. Note that the global contrast enhancement does 
not account for differences in the image content in different areas of the image. For 
instance, it is evident that homogenous parts of the image in Figure 16b-d do not benefit 
from contrast enhancement due to visible amplification of noise. 
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Figure 16 – Examples of global and local contrast enhancement: a) input image with low 
contrast, b) contrast stretching with bottom and top 1% intensity saturation, c) bottom 0% 
and top 15% saturation, d) global histogram equalization, e) contrast-limited adaptive 
histogram equalization (CLAHE). 
To improve on the global histogram equalization, one can employ a local contrast 
enhancement approach such as the contrast-limited adaptive histogram equalization 
(CLAHE) [117]. CLAHE performs histogram equalization on subregions of the image, 
while limiting the amount of contrast enhancement in homogenous regions. As a result, 
one of the benefits of CLAHE is that undesired noise amplification of homogeneous areas 
of the image is reduced as compared to global methods, shown in Figure 16e. Another local 
contrast enhancement is the unsharp masking [147], which is an image filtering method. 
Image filtering, unlike histogram adjustments (modifying the whole image or a portion of 
the image at once), modifies one pixel at a time based on the neighborhood information 
and can be effectively used to enhance specific image features. For instance, contrast of 
weak edges may be improved with local contrast enhancement. Unsharp masking utilizes 
a sequence of filtering steps to increase the contrast of the input image. The unsharp 
algorithm is controlled by several filtering settings, such as the size of filter neighborhood, 
the threshold of filtering application, and the extent of image adjustment. Users should 
attempt to modify the input image to improve the segmentation results in the next step. As 
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an example, for the image in Figure 17a, the unsharp masking was utilized to produce 
increase in edge contrast, as shown in Figure 17b. Although the visual quality of the image 
may not improve, this subtask is only concerned with improving the contrast of the features 
of interest. Some of the popular contrast enhancement functions in MATLAB [87] and 
Python scikit-learn library [145] are listed in Table 5.  
 
Figure 17 – a) Input image and b) modified image using unsharp filtering. Note that the 
contrast is increased around feature edges, but the visual appearance is not necessarily 
enhanced. 
 
Table 5 – Functions available for image contrast enhancement in MATLAB [87] and Python 
scikit-image [145]. 
Method MATLAB scikit-image 
Contrast stretching imadjust exposure.rescale_intensity 
Histogram equalization histeq exposure.equalize_hist 
CLAHE adapthisteq exposure.equalize_adapthist 





3.3.3 Segmentation  
The main goal of the segmentation step is to label pixels based on the 
microstructure features that can be identified confidently in the given image. The tasks in 
segmentation are conveniently divided into two tasks focused on the segmentation of 
microstructure feature regions and interfaces, respectively. Although many different 
segmentation approaches are being explored in current literature [66, 97, 148-152], the 
focus in this work will be on methods that exhibit potential for broad application to a large 
variety of microstructure images. Several examples of the functions of interest to this step 
are listed in Table 6. It is important to note that multiple segmentation cycles may be 
required to achieve the desired results. For example, images where both local state regions 
and interfaces are present may require several methods be applied separately, and the 
results combined suitably.  
Table 6 – Functions available for image segmentation in MATLAB [87] and Python scikit-
image [145]. 
Method MATLAB scikit-image 
Global threshold imbinarize filters.threshold_otsu 
Local threshold imbinarize filters.threshold_local 
Edge detection edge 
filters.sobel* 
feature.canny* 
*these represent examples of edge-detection algorithms in scikit-image among many alternatives 
 
3.3.3.1 Segmentation of regions  
Regions are typically represented as spatial patterns of connected pixels with 
similar intensity values. The approaches for the segmentation of these regions mainly 
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utilize thresholding based on intensity values. This is illustrated in Figure 18a and Figure 
18c using an example dual-phase microstructure in a TiMn sample. More generally, global 
threshold algorithms segment the entire image at once by defining 𝑘 intensity thresholds, 
which classify the input image into 𝑘 + 1 classes. Thresholding algorithms commonly 
utilize various histogram properties to define the thresholds. Popular histogram 
thresholding algorithms currently used include the Otsu method [112], entropy 
thresholding [153], Gaussian mixture model [154], and k-means clustering  [155]. The 
attractive aspect of thresholding is that these methods are automated and generally require 
simple inputs (e.g., number of feature classes). Furthermore, local adaptive thresholding 
algorithms improve on global methods by thresholding based on the pixel’s neighborhood 
information (image details around each pixel) or thresholding smaller sub-images within 
the entire input image [113, 114]. Adaptive algorithms dynamically vary the threshold, and 
can perform better than global thresholding in cases where undesired local intensity 
variation (e.g., noise) is present in the image [114].  
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Figure 18 – Segmentation examples: a) TiMn alloy, where the dark regions are the 𝜶-Ti and 
light regions are 𝜷-Ti, and c) segmented result of a) using intensity thresholding. b) Ni-based 
superalloy microstructure with 𝜸′ precipitates and 𝜸 matrix, and d) segmented result of b) 
using edge detection. 
As an alternative, one can also use edge detection algorithms to identify the feature 
boundaries and fill in the features. Edge detection is based on labelling a pixel as an edge 
if the intensity difference between adjacent pixels is above a certain threshold [156] (see 
the example shown in Figure 18b and Figure 18d). Features that exhibit partially low 
contrast edges may not be identified easily using simple edge detection algorithms based 
on a single threshold. In such cases, more advanced algorithms such as the Canny method 
[157] may be required that can segment continuous edges with fluctuating contrast levels. 
Since edge detection only identifies boundaries of regions (see Figure 18d), a post-




Post-processing is often needed to improve the segmentation results, as the 
segmentation step might leave a number of undesired features in the image that need to be 
adjusted (e.g., remnants of noise). Post-processing can be performed in two subtasks: (i) 
morphological operations, and (ii) segmentation result cleanup. Several examples post-
processing functions to this step are listed in Table 7. The extent of post-processing may 
vary based on the quality of the results obtained in the segmentation step. For instance, 
some images may require few post-processing operations, while others may require 
extensive clean-up.  
Table 7 – Functions available for post-processing in MATLAB [87] and Python scikit-image 
[145]. 
Method MATLAB scikit-image 
Dilation imdilate morphology.binary_dilation 
Erosion imerode morphology.binary_erosion 
Fill image regions and holes imfill morphology.flood_fill 
Binary shape properties regionprops measure.regionprops 
 
The first subtask performs morphological operations in order to adjust the 
morphology of the features in the segmented image. Mainly the operations include dilation 
and erosion, which expand and contract the segmented object boundaries, respectively 
[158]. Dilation and erosion may be sequenced in different order to achieve desired feature 
modifications [115]. For example, image closing is a sequential process of erosion after 
dilation, and can be used to close small gaps between objects in the images (see Figure 
19a). On the other hand, image opening is accomplished through dilation after erosion, and 
 55 
can be used to disconnect objects connected with thin boundaries and remove unwanted 
small objects (see Figure 19b). The extent of dilation and erosion is controlled by a user-
defined kernel. The common choices for kernels are based on basic shapes (e.g., circle, 
rectangle). 
 
Figure 19 – Examples of post-processing on segmented images: a) image closing to connect 
objects that are close to each other, b) image opening to disconnect objects with thin bridges, 
c) removal of small objects, d) removal of objects cut by the image boundaries. 
The second subtask is aimed at cleaning up the segmentation results. This can be 
performed using binary shape analysis to exclude or retain objects from the segmented 
image based on their geometric features (e.g., object area, aspect ratio, geometric moment) 
or location. For instance, a user may want to remove segmented objects below a certain 
size (e.g., quantified as the number of connected pixels in each object), as shown in Figure 
19c, or retain objects meeting specific geometric attributes (e.g., aspect ratio of an ellipse 
fitted to the object). In some cases, objects may be removed from the boundaries of the 
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image to retain only whole objects, as shown in Figure 19d. This step is needed if one aims 
to extract statistics based on geometric analyses of each full object in the image.  
3.3.5 Segmentation validation 
Validation is needed to gain confidence in the segmentation results and provide 
guidance for further improvement of the segmented workflows. Validation can be a 
challenging process since we often lack the ground truth for most of the microstructures 
being studied. Segmentation validation can be approached in two ways: qualitative and 
quantitative segmentation validations. Qualitative validation is typically performed using 
inspection and/or expert opinion to visually assess the results. Visual inspection may be a 
practical first approach in segmentation validation because it may be easily used to detect 
segmentation errors. On the other hand, quantitative validation is performed using 
microstructure statistical information. This statistical information varies from basic 
statistical measures (e.g., volume fraction) to comprehensive microstructure statistics. 
Although quantitative validation is preferred, it is more challenging to implement in 
practice. 
3.3.5.1 Qualitative validation 
Qualitative validation is commonly performed using visual inspection to ensure 
accuracy of segmentation results. This task may often be performed by a domain expert, as 
is the case in many studies involving materials images [67, 97, 99]. Figure 20c-Figure 20e 
show common visualization methods, where the segmented result is shown with the 
original image using three different techniques: outline, overlay, and labelling [68, 159, 
160]. As mentioned earlier, visual inspection may be used to detect obvious errors in 
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segmentation. For instance, object labelling may be useful to visually identify separated 
contiguous features, as shown in Figure 20e. In some cases, visual inspection can serve as 
a main validation method due to ease of validation or unavailability of other means. 
However, in large datasets these methods may incur significant time and cost investment, 
and rely on subjective decision from the inspector. Ideally, visual inspection should be 
limited for purposes of detecting obvious segmentation errors.  
 
Figure 20 – Qualitative segmentation validation examples. a) original image, b) segmented 
image, c) outline of segmented features, d) overlay of segmented features, e) labelled 
contiguous features. 
 
3.3.5.2 Quantitative validation 
Quantitative validation of segmentation results may be accomplished using various 
microstructure statistics such as volume fractions, grain size distributions, and other higher-
order statistics. Volume fraction of local state of interest (e.g., phase precipitates) is a 
common validation statistic utilized in microstructure segmentation. Volume fraction 
measurements are generally reported through image analysis-based methods following 
ASTM E562 [161] or using non-image based characterization techniques such as XRD (x-
ray diffraction) [162, 163]. Alternatively, numerical simulations may also be utilized; for 
example, the equilibrium volume fraction of Ni-based superalloy 𝛾′ phase is computed 
using thermodynamic equilibrium calculation software [164]. In some cases, volume 
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fraction information may be obtained using analytical calculations, for instance, the 
expected range of fiber volume fraction in woven carbon fiber composite microstructures 
[165]. 
Another option is to validate segmentation using previously established standards 
in literature. For example, standard methods are widely adopted for reporting the average 
grain size in metals [166], and nodularity and nodule count in ductile iron [167]. However, 
it must be noted that standardized methods may be subjective in nature because they often 
rely on manual techniques (i.e., human evaluation). 
Higher-order microstructure statistics may also be utilized for validation. These 
methods may involve various measures of spatial statistics, such as 2-point spatial 
correlations [168-170], chord length distributions (CLD) [170-172], and pair correlation 
functions [173, 174]; these provide higher-order measures of microstructure morphology. 
However, validation through higher-order microstructure statistics relies on prior 
knowledge of these statistics for the microstructures being studied. 
3.4 Segmentation workflows  
A segmentation workflow is defined here as a selection of sequential tasks covering 
all steps of the segmentation framework described above. The selection of the suitable 
algorithms in building a robust segmentation workflow that can address a wide variety of 
microstructures can be quite challenging. In this work, we have focused on two broad 
classes of segmentation workflows. The first approach utilized all five steps of the 
segmentation framework to customize a workflow. In such workflows, users control all 
steps and may design the most favorable segmentation workflow for specific material 
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microstructures. The second approach is to utilize templated (pre-built) workflows that 
were designed to be broadly usable for selected classes of microstructure images. We 
demonstrate these two approaches with different case studies: (i) a custom-built workflow 
for Ni-based superalloy microstructures, and (ii) templated workflows for a large collection 
of previously acquired microstructure images from a variety of different material systems. 
3.4.1 Custom-built workflow for Ni-based superalloy microstructures 
As an example case study, we undertake the segmentation of 𝛾′ precipitates in Ni-
based superalloy microstructure images of the type shown in Figure 21a. The shape and 
size distributions of the 𝛾′ precipitates in the 𝛾 matrix are known to control the excellent 
mechanical properties exhibited by superalloys in high-temperature applications [175-
177]. The image segmentation workflow for the thermally aged Ni-based superalloy 
sample is shown in Table 8. Prior to the image acquisition step, the samples were polished 
and the 𝛾′ precipitate phase was chemically etched using Kalling’s reagent such that the 
precipitates are clearly visible using microscopy (see Figure 21a). Due to the size of 
precipitates (about 1-3 𝜇m in length), the samples were imaged using SEM, which provided 
sufficient feature spatial resolution and representative microstructure information using a 
22 𝜇m × 22 𝜇m view field. The SEM-BSE mode was chosen for imaging due to good 
contrast between the 𝛾 matrix and 𝛾′ precipitates (see Figure 21a). The acquired images 
exhibited pixel-level noise which was visible after threshold segmentation was applied 
without noise reduction. Figure 21b shows the image after the preprocessing step, where 
first, the intensity gradient (global) noise reduction was applied, and second, random (local) 
pixel-level noise reduction was performed using a Gaussian filter with 𝜎 = 2 (see Figure 
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15 for an illustration of how this value was determined). After noise reduction, histogram 
stretching was performed to increase feature contrast in the image. The image histogram 
reflected a bimodal distribution, and was then segmented into two local states based on 
intensity values using global thresholding, as shown in Figure 21c. The segmented images 
exhibited some residual noise. To finalize the segmentation, the image was post-processed 
to fill in small holes and remove the remaining small size noise artifacts (see Figure 21d). 
The segmentation results were validated using two methods: qualitative visual inspection 
of segmented 𝛾′ precipitates and quantitative validation of 𝛾′ precipitate volume fraction. 
The pronounced contrast of the 𝛾′ precipitates allowed a visual validation by overlaying 
the outline of the segmented 𝛾′ phase on the original microstructure (see Figure 21e). The 
average volume fraction of the 𝛾′ phase in the segmented images was found to be 0.47, 
which is within the values estimated using phase-equilibrium thermodynamic simulations. 
Note that the custom-built segmentation workflow utilized in this example used widely 
available functions/methods. An advantage to creating such customized workflows is that 
each step can be carefully tweaked for maximizing the performance of the overall 
workflow.  







Figure 21 – Ni-based microstructure images at each of the five steps (images a)-e)) of the 
custom-built segmentation workflow. 
 
3.4.2 Templated segmentation workflows 
As an alternative approach, one can consider building template segmentation 
workflows that can be broadly deployed on large collections of microstructure images, 
potentially acquired by different users and in different material systems. In designing such 
workflows, one needs to target robustness of the selected options for the different steps in 
the workflow. It is important to recognize that a single segmentation workflow is unlikely 
to provide good results for all microstructures. Therefore, one might consider building a 
limited number of templated (pre-built) workflows that address many of the commonly 
encountered challenges in segmentation, where each workflow addresses a class of 
microstructure images. In the present work, we have designed three such templated 
workflows. These are summarized in Table 9; note that the acquisition and validation steps 
have been omitted because these steps vary with each image. Workflow 1 was aimed at 
images that already exhibit a significant contrast in the intensity values for the features of 
interest. This workflow utilizes global histogram-based thresholding and may require 
histogram-based preprocessing adjustment to achieve good segmentation results. 
Workflow 2 was aimed at images exhibiting undesired intensity variations in the image, 
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which essentially require segmentation using a local threshold method. This workflow 
typically requires tuning of the segmentation function (e.g., neighborhood size for local 
thresholding) to achieve the best results. Workflow 3 was aimed at images that exhibit a 
strong edge contrast for the features of interest. Therefore, for this workflow, segmentation 
will be pursued by identifying the edges first and then filling the edges to identify the 
features of interest. In this workflow, contrast enhancement and adjustment of edge 
detection algorithm need to be tuned properly to achieve good segmentation results. In all 
workflows, the post-processing methods are chosen that are most likely to improve the 
final segmentation results. For instance, in Workflows 1 and 2, cleanup is performed based 
on object size or shape to remove remaining noise and unwanted incorrectly segmented 
regions. Alternatively, in Workflow 3, the feature outlines (edges) are filled in and image 
opening is performed to remove remaining noise or unwanted segmented edges.  
The images for this case study were selected from six different material systems to 
represent a variety of features; example micrographs from each material system are shown 
in the left column in Figure 22. The Ni-based superalloy microstructure in Figure 22a 
shows etched 𝛾′ precipitates. The acquired image exhibits significant overlap in the 
intensity values for the 𝛾 and 𝛾′ regions, and therefore poses challenges in segmentation. 
Images shown in Figure 22b and Figure 22c are acquired from additively manufactured 
samples from Ti-Ni and TiMn alloys, respectively. In these images large 𝛼-Ti needle 
features are clearly visible. Even though these features appear similarly in both images, the 
features in Figure 22c exhibit rougher edges, which adds challenges to segmentation. 
Figure 22d shows a Ti64 microstructure with sufficient contrast between the 𝛼-Ti and 𝛽-
Ti phases. However, the lamellar morphology in some of the grains adds challenges to the 
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segmentation. Figure 22e shows a steel microstructure with small embedded graphite 
particles (dark features) in the matrix. This image is mostly homogenous due to a low 
fraction of graphite and exhibits unwanted streak artifacts due to sample preparation that 
are frequently encountered in such images. Lastly, Figure 22f shows a polymer composite 
microstructure where there is adequate contrast between the features of interest. However, 
this image exhibits low feature spatial resolution and high pixel-level noise, adding 
challenges to the segmentation.  
The segmented versions of the input image obtained using each of the three 
template workflows (see Table 9) are shown in Figure 22. All of the segmentation results 
were evaluated using visual inspection since the features could be visually distinguished, 
and quantitative validation options were not readily available for these microstructure 
images. Workflow 1 is the simplest segmentation approach among the three workflows as 
it utilizes a global thresholding strategy. As such, one should expect this workflow to work 
well only on images with a significant contrast in the features of interest. In the present 
case study, it is seen that Workflow 1 performed well on Figure 22b and Figure 22f, where 
the features are indeed well-separated by intensity values. The images in Figure 22d and 
Figure 22e were also well segmented by Workflow 1, but only after tuning of the contrast 
enhancement steps described earlier in this work. Similarly, the image in Figure 22c also 
showed good segmentation results with Workflow 1 after the implementation of additional 
post-processing steps to isolate the needle shapes. Workflow 1 is therefore well suited for 
microstructures where the features throughout the whole image can be reliably segmented 
largely based on intensity values. For instance, the image in Figure 22a is not well 
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segmented by Workflow 1 because of the overlap in the intensity values in the matrix and 
precipitate features.  




Workflow 2 utilized a local thresholding as a segmentation step and performed well 
on most images with less tuning required in the preprocessing step compared to Workflow 
1. In addition, this workflow performed well for the image in Figure 22a in segmenting 
features exhibiting similar intensity values. However, Workflow 2 tended to oversegment 
the image in Figure 22d. Workflow 2 is well suited for applications with contiguous 
features (e.g., precipitates), and typically requires careful tuning of the segmentation 
function for best results. An important factor in achieving good segmentation of 
microstructure features is selection of optimal neighborhood size in the segmentation 
function (as described in the segmentation step). The neighborhood should be sized to 
contain different local states yet small enough to avoid large intensity overlap with 
unwanted objects. For instance, the neighborhood size was 21 pixels for the image (400 px 
× 400 px) in Figure 22a and 51 pixels for the image (1024 px × 1024 px) in Figure 22e, 
which allowed good segmentation with few errors due to intensity overlap between two 
different feature classes. 
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Workflow 3 is based on detecting feature outlines in images and performs well on 
images in Figure 22a and Figure 22e. However, this approach undersegments features on 
the image boundaries in Figure 22a. In particular, it appears to perform well when the 
features in the image are not cut off by the image border. This workflow performs poorly 
on the rest on the images due to the insufficient contrast that prevents reliable continuous 
edge detection. This approach, coupled with suitable preprocessing and post-processing 
operations, may perform well in cases where different classes of features are separated by 
feature outlines rather than intensity values.  
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Figure 22 – Previously acquired microstructure raw images (left column) and their 




This case study demonstrated that various types of microstructure images may be 
segmented sufficiently well using a limited number of templated workflows created using 
the segmentation framework presented in this work. It is hoped that the approach outlined 
here may open new avenues for automated or semi-automated segmentation of the very 
large number of microstructures images contained in legacy collections of micrographs in 
many research laboratories.  
3.5 Conclusions 
In this work, we develop a systematic framework designed to segment a wide variety of 
microstructure images. The framework consists of five important sequential steps that 
include image acquisition, preprocessing, segmentation, post-processing, and validation. 
Each step is further designed to include necessary tasks, subtasks, and options that must be 
taken to reliably segment images. Furthermore, the tools and algorithms in the framework 
employ functions that are widely available in popular software tools such as MATLAB and 
Python. The developed framework leads naturally to design and implementation of 
segmentation workflows. The application of the developed framework was illustrated 
through the design and implementation of two types of segmentation workflows. The first 
workflow produced was a custom-built workflow utilizing all five framework steps to 
segment Ni-based superalloy images. In the second case, templated workflows were 
constructed and applied to previously acquired images of six different material systems. 
Although the examples in this work illustrate segmentation of microstructure images into 
two local states (i.e., black and white), it is important to point out that the developed 
framework can be directly applied to segmentation of an arbitrary number of local states.  
This mostly entails considerations in the segmentation and post-processing steps. In the 
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segmentation step, the number of microstructure local states should be specified in suitable 
segmentation functions/algorithms. In post-processing, the different segmented local states 
can be processed individually (i.e., by specifying the local state on which to perform 
specific post-processing functions). 
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APPLICATION OF PROTOCOLS TO MULTIRESOLUTION 
STUDY OF THERMALLY AGED FERRITE-PEARLITE STEELS 
4.1 Introduction 
The protocols for multiresolution spherical indentation and image segmentation 
described in previous chapters have now set the stage for systematic investigations of the 
microstructure and mechanical responses of heterogeneous material systems and the 
critical evaluation of available composite theories. In this study, we conduct such an 
investigation into the mechanical response of thermally aged ferrite-pearlite steel samples. 
The prolonged thermal exposures (up to 500 °C and 91,000 hours) in these steel samples 
contribute to significant changes in the microstructures that typically translate to reduction 
in yield strength [69-73].  
In this study, the spherical ISS protocols were employed on the individual microscale 
constituents (i.e., ferrite, pearlite) using nanoindentation as well as at the macroscale using 
microindentation. The respective yield strengths of the microscale constituents and the bulk 
yield strength of the sample were estimated from these measurements. The microstructures 
of these samples were documented using optical microscopy (OM), where images were 
segmented and the relevant microstructure statistics were extracted. All of this information 
was used to evaluate the composite theory estimates based on simple composite theories 
for mechanical property homogenization. It is shown that the multiresolution spherical 
indentation and image segmentation protocols employed in this study produce results that 
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are highly consistent with the bounds estimated for these material systems from the 
simplest of the composite theories. This work validates the developed protocols, which can 
dramatically reduce the cost and effort needed for the multiresolution mechanical 
evaluation of heterogeneous material systems. 
4.2 Thermally aged ferrite-pearlite steels 
In this work, multiresolution mechanical evaluation is performed on 0.3% C steel 
samples with three different levels of thermal exposure histories, shown in Table 10. The 
samples in this study were selected from a library of samples from the study in Section 
2.1.3, which were excised from in-service gas turbine components. The sample names in 
Table 10 indicate the level of thermal exposure based on the service time and temperature 
(note that baseline material is labelled as Unexposed). The service temperature code in 
Table 10 represents a normalized value of temperatures recorded during service, where 
1.00ST corresponds to the maximum temperature between all samples. 
The ferrite-pearlite steels exhibit a hierarchical microstructure that initially consists 
(i.e., in Unexposed sample) of two main grain-scale constituents, ferrite and pearlite, as 
shown in Figure 23a. The ferrite constituent is made up of α-ferrite, and the pearlite 
constituent is comprised of lamellar arrangement of α-ferrite and cementite (Fe3C) phases. 
The α-ferrite phase consists mainly of iron with small amounts of interstitial carbon, and 
is the softer microscale constituent in the samples. On the other hand, the pearlite grains 
represent the harder microstructure constituent that exhibits a lamellar arrangement of soft 
ferrite and hard cementite phases in the baseline (no thermal exposure) material. Thermal 
exposure of these steels generally leads to significant changes in the microstructure and 
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substantial reduction of the effective mechanical properties, such as yield strength [12, 71, 
72, 80]. At moderate levels of thermal exposure, the lamellar pearlite structure undergoes 
spheroidization in the temperature ranges of 454-760 °C [70, 72, 178].  An example of this 
microstructural change can be seen in the optical micrograph in Figure 23b. At higher 
levels of exposure, one observes spheroidization and graphitization, as seen in the optical 
micrograph in Figure 23c. Graphitization results from the diffusion of carbon from α-ferrite 
and cementite phases to form secondary graphite particles  in temperature ranges of 427-
593 °C [69-73]. It should be noted that there is significant overlap in temperature for which 
the graphitization and spheroidization processes occur, therefore one can expect to observe 
both graphitization and spheroidization phenomena in the steel samples.  
 
Figure 23 – Example optical microscopy (OM) microstructure images at different 
magnifications for different levels of thermal exposure. a) unexposed sample with ferrite (𝒇) 
and lamellar pearlite (𝒑), b) moderate exposure sample with pearlite spheroidization (at 
higher magnification than a) and c)), c) high exposure sample with pearlite spheroidization 






4.3 Sample Preparation 
Samples studied in this work were mounted in standard epoxy resin such that the 
sample surface is exposed on both opposing sides. The samples were ground on both sides 
to ensure parallel surfaces needed for the indentation tests. For microindentation and 
microstructure image acquisition, the sample surfaces were polished up to 0.02 µm 
colloidal alumina suspension and vibropolished in a 4:1 ratio of water to colloidal silica 
mixture as the final step, which resulted in the slightly etched surfaces shown in Figure 23. 
The slight etching of the sample surface enabled clear identification of lamellar and 
spheroidized pearlite grains, as well as the graphite particles. For nanoindentation, the 
samples were further electropolished, in an electrolyte consisting of 6% perchloric acid 
(60%), 14% distilled water, and 80% ethanol [179], to minimize any remaining scratches 
from mechanical polishing and to ensure a flat surface within each grain. The 
electropolishing process tends to remove material at different rates based on the orientation 
of the grains which leaves an uneven surface between grains with different orientations and 
therefore may not be well suited for indentation tests multiple grains at once (e.g., 
microindentation). It is important to note that the electropolishing process clearly revealed 





Table 10 – Specimens received for study with different exposure conditions. Superscript * 
indicates samples where tensile test specimen were made in addition to microstructure and 
indentation measurements. 
Sample name Approximate service hours Service temperature code 
Unexposed* -- -- 
Moderate exposure 22,000 0.98 ST 
High exposure* 91,000 0.85 ST 
 
4.4 Image Segmentation 
As mentioned in Chapter 3, in the context of microstructure images, segmentation 
can be defined as the process of labelling each pixel (or voxel in 3D) with the correct local 
microstructural feature (e.g., thermodynamic phase, microconstituent structures, grain 
boundary). For the microstructure of the steels samples shown in Figure 23, the three local 
microstructural states of interest are ferrite, pearlite, and graphite. Segmentation of the 
microscopy images obtained in this work was conducted following the framework 
developed in Chapter 3 for designing segmentation workflows. The sequence of the five 
framework steps to accomplish segmentation for the microstructures in this study are 
described in detail next.  
Step 1 – Image acquisition 
In the present study, images were captured using a Zeiss Observer A1.m light 
optical microscope. To strike a balance between capturing sufficient details of pearlite 
spheroidization and a representative distribution of ferrite-pearlite grains in each image,  a 
magnification corresponding to a view field of 312 × 312 µm was chosen, which 
corresponds to a spatial resolution of 0.3 µm/pixel in 1040 × 1040 pixel images. A 
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magnified portion of a typical acquired image for high exposure sample is shown in Figure 
24a (magnified for improved feature visualization; non-magnified images are shown in 
Figure 25). Optimal microscope image acquisition parameters were adjusted to provide as 
much contrast as possible for spheroidized pearlite grains without affecting details of other 
features.  
Step 2 – Image preprocessing 
The next step in the segmentation workflow addressed image noise reduction and 
contrast enhancement of the features of interest. Image noise reduction was tackled both 
on the image-scale (e.g., reducing unwanted intensity gradient over the image) and pixel-
scale (i.e., reducing random variation of individual pixel intensities). A shadow gradient 
(i.e., intensity gradient) over the raw images was reduced by subtracting an approximated 
shadow profile from the noisy image . Random pixel-scale noise throughput the image was 
removed using Gaussian filtering [115]. It is important to note that optimal filtering of 
random noise requires a balance between noise reduction and retention of feature details 
(e.g., details of feature edges). In this study, an optimal Gaussian filtering strength was 
chosen based on the lowest similarity between the removed random noise and the filtered 
image using the methodology described in Section 3.3.2.1. Following noise reduction, 
contrast enhancement was performed on the whole image using contrast stretching [147], 
which increases the difference in intensity values throughout the image. The consequence 
of this step can  be seen by comparing the raw image in Figure 24a and the preprocessed 
image Figure 24b. 
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Step 3 – Segmentation  
Next, the segmentation step is performed to label each image pixel with a 
microstructure local state of interest. In this step, the goal is to label each pixel in the image 
as the ferrite or pearlite (lamellar or spheroidized) or graphite. An intensity thresholding 
approach was utilized, which separates the image intensities into 𝑘 + 1 classes using 𝑘 
thresholds based on grayscale intensities. In the present work, the pixels in each image are 
separated into three classes using the multi-Otsu threshold approach [112]. This 
thresholding segmentation resulted in labelling the image pixels into three classes 
corresponding to graphite, pearlite, and ferrite. An example outcome from this procedure 
is shown in Figure 24c, where the three different microstructural states are colored 
differently. Note that the segmented image in Figure 24c is for the High exposure sample 
with spheroidization and graphitization. In this image, the pearlite components appear as 
clusters. These clusters will be coalesced, and other clean-up tasks are performed in the 
post-processing step.  
Step 4 – Post-processing 
The main goal of the post-processing step is to reassign incorrectly labeled pixel 
values to their correct microstructural feature labels or filter out unwanted objects from 
further analysis. For current segmented images, image closing [115] was first performed 
to connect the clustered pearlite particles seen in Figure 24c. Image closing is a sequence 
of dilation (expansion of object boundaries) and erosion (shrinking of object boundaries). 
The resulting connected clusters represent the regions of the pearlite constituents (lamellar 
or spheroidized) in the micrographs. Next, several types of incorrectly labelled features 
were cleaned up in the ferrite matrix. First, small round features with lower intensities (i.e., 
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darker in grayscale) that were labelled as graphite were relabeled as part of ferrite matrix 
because they likely correspond to material inclusions and/or pitting during the polishing 
process. Then, pixels directly surrounding graphite particles were reassigned to ferrite if 
they were incorrectly labelled as pearlite. This incorrect labelling was observed in ferrite 
matrix that surrounded graphite particles, where the ferrite was noticeably darker (lower 
intensity) and therefore was incorrectly labelled as pearlite. Finally, pixel-scale particles 
that belonged to other microstructure states throughout the ferrite matrix were relabeled to 
ferrite. This likely resulted from the few highly noisy pixels that remained after the 
preprocessing step. As mentioned earlier, noise reduction requires a balance between 
elimination of noise and retention of detail, which typically leaves few noisy pixels that 
are then labelled incorrectly during the segmentation step. An example of the final post-
processed image for an exposed sample is shown in Figure 24d.  
Step 5 – Segmentation validation 
The final step of the segmentation workflow focuses on the validation of the post-
processed segmentation results to assess the confidence in the segmentation results. In 
practice, segmentation validation can be a challenging process because the ground truth for 
most studied microstructures is not available. As mentioned earlier, studies involving 
materials images often rely on qualitative visual inspection [67, 97, 99] due to ease of 
validation or unavailability of other means. In this work, the validation was performed 
visually by overlaying the outlines of segmented features over the grayscale images to 
check the accuracy with which the different constituent boundaries are captured. This is 
illustrated in Figure 24e. In this work, visual inspection provided reasonable validation 
since the constituents were clearly distinguished from each other. Furthermore, a relative 
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quantitative validation was performed by comparing the faction of pixels labelled as 
pearlite in each image. Although the expected pearlite fraction for these samples is not 
precisely known, the level of consistency of identified pearlite fraction between images can 




Figure 24 – Illustration of the individual steps in the segmentation workflow developed and 
implemented on the images studied in this work. Note that these images show a magnified 
region of the original image to display the microstructure details. a) Acquired raw image 
from optical microscopy, b) preprocessed image with removed noise and increased contrast, 
c) segmented image showing three microstructural states, d) post-processed image, and e) 
visualization of segmented pearlite (outlined in magenta) on the preprocessed image. 
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All of the images were segmented following the developed segmentation workflow. 
An example of a representative segmented image for each sample in shown in Figure 25. 
Each sample contained 10 images. The volume fraction of pearlite, 𝑣𝑝, was determined for 
each image as the fraction of the total pixels labelled as pearlite and is reported in Table 
11. Note that the ferrite volume fraction was calculated as 𝑣𝑓 = 1 − 𝑣𝑝. This means that 
the graphite particles were counted as part of the ferrite matrix. This is a reasonable 
assumption, as the graphite fraction tends to be low (less than 2% on average in most 
samples). Furthermore, the graphite particles are highly scattered throughout the samples 
(no graphite clusters were observed) and likely do not affect the bulk material yield strength 
significantly. 
 
Figure 25 - Example of visualization of segmented images for the thermally aged samples.,(a) 
Unexposed sample, (b) moderate exposure, (c) high exposure. 
 
4.5 Mechanical characterization results 
 The main objective in this section is to demonstrate multiresolution mechanical 
evaluation of the thermally aged steels using the ISS protocols developed in Chapter 2. 
This is achieved by using different radius indenter tips to probe different indentation zone 
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volumes within the sample material. The microindentation protocol with a large indenter 
tip (𝑅𝑖=6.35 mm) was utilized to probe an indentation zone with a sufficiently large number 
of all microscale constituents (i.e., ferrite and pearlite grains) for an estimation of the bulk 
material response. On the other hand, the ferrite and pearlite constituents were evaluated 
using nanoindentation protocols with a smaller indenter tip (𝑅𝑖=100 µm) to contain the 
indentation zone within each constituent.  
4.5.1 Evaluation of bulk properties with microindentation 
  Microindentation tests were performed using a 6.35 mm radius indenter tip to 
estimate the bulk mechanical response of the samples. Figure 26a shows an example of an 
estimated contact radius, 𝑎, at yield for the Unexposed sample, which corresponds to 
primary indentation zone of a cylinder of radius 𝑎 and height 2.4𝑎. In Figure 26a, it can be 
seen that for a contact radius of about 100 µm, a large number of grains are activated within 
the indentation zone and it is reasonable to assume that these tests estimate the bulk 
material response. Using this reasoning, each sample was evaluated in random locations 
throughout each sample with at least seven indentation tests. The microindentation tests 
for all three samples are summarized in Table 11, where a trend of decreasing yield strength 
with thermal aging is observed. 
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Figure 26 – a) Top view of residual indentation impression after a microindentation test, 
where the yellow outline corresponds to the contact area at indentation yield stress displayed 
on an etched sample, b) top view of residual indentation impression (arrow) after a 
nanoindentation test within a ferrite grain. 
 Tensile measurements were also performed on the Unexposed and High exposure 
samples (Section 2.1.3), which showed that 0.2% strain offset yield strength ratio between 
the microindentation and tension tests is about 2. This ratio is in close agreement with 
experimental studies [50, 58] and FE simulations [61] using the current ISS protocols, 
which provides confidence in estimation of bulk properties corresponding to uniaxial tests 
using current microindentation tests. Figure 27 summarizes the average microindentation 
yield strength and one standard deviation for all three samples. 
 




4.5.2 Evaluation of ferrite and pearlite constituents with nanoindentation 
The evaluation of ferrite and pearlite constituents was performed with 100 µm radius 
indenter tip, where each indentation was performed close to the center of a single 
constituent grain. An example of a post-indentation impression in a ferrite grain is shown 
in Figure 26b. The tip size was chosen to ensure that the indentation zone was contained 
well within a single constituent grain in each test. In addition, the 100 µm tip ensured a 
large enough contact radius and indentation zone to activate multiple cementite laths in 
lamellar pearlite and also multiple spheroidized cementite particles in thermally aged 
samples. Representative nanoindentation load-displacement curves and corresponding 
indentation stress-strain curves for ferrite and pearlite constituents for all three samples are 
shown in Figure 28a and Figure 28b, respectively. For each sample, at least eight 
measurements within each ferrite and pearlite constituents were made. The elastic modulus 
and the 0.2% plastic strain offset yield strength for ferrite and pearlite constituents in each 
sample are summarized in Table 11. Nanoindentation measurements of both ferrite and 
pearlite constituents reveal a trend the of decreasing yield strength with increasing thermal 
exposure. This trend is consistent with the bulk material yield strength measurements 




Figure 28 – Examples of nanoindentation load-displacement (left column) and corresponding 




Table 11 – Summary of microstructure statistics and indentation measurements on the 
thermally aged steels samples. 
 
 
4.6 Correlation of yield strength at multiple scales 
For many engineering applications, the effective mechanical properties controlling 
the performance characteristics can be modeled as a function of the material microstructure 
and the properties of the microscale constituents using established composite theories. 
Such theories are based on various approaches, including mean-field theories [180-183], 
statistical continuum theories  [18, 184-192], and computational homogenization [193-
200]. One of the main distinguishing factors between the different approaches lies in the 
level of the microstructure details taken into account in estimating the homogenized 
properties of interest. The simplest of these theories for estimating the effective yield 
strength of the composite material may be formulated as well-known “rules of mixtures” 
[201-203]. These estimates generally provide upper and lower bounds for the effective 
yield strength of the material based on the volume fractions of the microscale constituents 
and their respective yield strengths. Other approaches incorporate higher-order 
microstructure statistics (e.g., statistical continuum theories [185, 186]) and computational 
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strategies (e.g., finite element models [23, 193, 194, 196, 198]). Although the more 
sophisticated approaches can provide higher fidelity estimates, they often also require 
significantly higher computational effort. A significant hurdle in the advancement of 
composite theories has been the lack of a sufficiently large experimentally measured 
datasets of microstructures and their effective properties, which can be used to critically 
validate and/or refine the different composite theories. The protocols developed in this 
work aim to bridge this gap. To demonstrate this, the collected microstructure and 
multiresolution indentation measurements in previous sections were used to evaluate 
composite theory estimates based on the simple rules of mixtures and self-consistent 
models. 
4.6.1 Rule of mixtures 
 A frequently used rule of mixtures (ROM) model is based on Voigt model [204] for 
estimation of elastic properties of a multi-constituent composite based on the contribution 
of each constituent by volume fraction. This approach attractive for its simplicity and is 
broadly adapted as a linear ROM model to estimate yield strength in multiphase composites 
[202]. The following is an adaptation of the linear ROM for the current study: 
𝜎𝑦𝑐 = 𝑣𝑓𝜎𝑦𝑓 + 𝑣𝑝𝜎𝑦𝑝 (17) 
where 𝜎𝑦𝑐 is the yield stress of the composite material, 𝜎𝑦 is the yield stress, and 𝑣 is the 
volume fraction of a constituent. The subscripts 𝑓 and 𝑝 correspond to ferrite and pearlite 
constituents, respectively.  
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  The Voigt ROM corresponds to the case when an applied load on the composite 
causes equal strains in all constituents (isostrain). Therefore, the overall composite stress 
on the composite is the sum of stresses carried by each constituent, which is weighted by 
the volume fraction of each constituent. On the other hand, a ROM by Reuss [205] 
corresponds to the case when all constituents carry equal stress (isostress). Therefore, the 
corresponding strain of the composite is the sum of strains experienced by all constituents. 
The Voigt and Reuss mixture models correspond to the upper and lower bounds of effective 
properties, respectively. However, the composite behavior in most cases typically falls 
between the two bounds. Consequently, a modified rule of mixtures model has been 
proposed by Tamura et al. [206] for yield strength estimation of composites. which is based 
on modeling the harder phase as elastic and the softer matrix phase as elastic-plastic. This 
is a reasonable assumption for many multiphase metals as shown on a study on dual-phase 
steels [207]. In this study, the modified ROM is adapted to model the ferrite-pearlite 
composite yield strength, 𝜎𝑦𝑐, by treating the pearlite constituents as the hard phase: 













where 𝐸𝑓 and 𝐸𝑝 correspond to the Young’s modulus of ferrite and pearlite constituents, 
respectively. A dimensionless parameter, 𝑞, corresponds to the normalized ratio of the 
stress to strain transfer (0 ≤ 𝑞 ≤ ∞). In general, the value 𝑞 is an empirical parameter and 
depends on many factors such as composition, microstructural arrangement, flow stress 
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ratio, and strain hardening of constituent phases. However, the exact nature of this 
dependence is not yet well known. The choice of 𝑞 → 0 refers to Reuss model and 𝑞 → ∞ 
refers to Voigt model. In a study on dual-phase steels, the value of 𝑞 of about 4.5 has shown 
reasonable comparison to experimental results [207] and is used in this case. 
4.6.2 Self-consistent model 
Self-consistent models account for the deformation heterogeneity of different 
constituents without the assumption of either equal stress or equal strain throughout the 
composite material, and have been extensively used to model plasticity of two-phase metals 
[180, 208-210]. In this study, we use the self-consistent model developed by Stringfellow 
and Parks [209].  
In the current approach, the composite material is modeled by considering 𝑁 
distinct local phases of spherical incompressible inclusions embedded in a homogeneous 
equivalent medium. The behavior and the distribution of the inclusions is assumed to be 
isotropic, leading to an overall isotropic behavior of the composite material. These 
idealizations allow the model to be formulated in terms of equivalent shear strain rate, and 
equivalent shear stress. Given these assumptions, relations between the macroscopic and 
the local volume averaged strain and stress fields can be derived from Eshelby solutions 
[17] for isotropic incompressible spherical inclusions in an incompressible matrix [209, 
211]. The ratio of the average equivalent strain rate in each phase to the equivalent strain 






where 𝛾?̇? and 𝛾
∗ are the equivalent shear strain rate in the 𝑖-th phase and the composite, 
respectively. A requirement that macroscopic fields are equal to the volume averages of 




= 1, (21) 
where 𝑓𝑖 = 𝑉𝑖/𝑉 is the volume fraction of 𝑖-th phase. The viscoplastic constitutive 










 , (22) 
where 𝑠 and 𝑠∗ correspond to the reference shear strength of each phase and the composite.  
The expressions in Eq. (22) together with the self-consistency condition in Eq. (21) 
yield a closed system of equations that needs to be solved for the unknowns 𝜒𝑖and 𝑠
∗. In 
the current case, N=2, and the values for 𝑠𝑖 correspond to the indentation yield strength of 
ferrite and pearlite constituents, 𝜎𝑓 and 𝜎𝑝. A value of 0.01 was used for strain rate 
sensitivity, m. The values of 𝑓𝑝 and 𝑓𝑓 for Eq. (21) corresponded to values extracted in 
segmented images, 𝑣𝑝 and 𝑣𝑓. Using the above information, we are interested in the 
unknown value of 𝑠∗, which, following the established notation, corresponds to the 
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composite yield strength, 𝜎𝑦𝑐. This value was recovered for each sample by solving the 
system of equations using a custom code in MATLAB [87]. 
4.6.3 Results of composite model evaluation 
All of the models described above were used to estimate the composite indentation 
yield strength based on the indentation yield strengths and volume fractions of the ferrite 
and pearlite constituents (these values are summarized in Table 11). To estimate the 
uncertainty in the composite yield strength predictions, the inputs (e.g., ferrite yield 
strength) to each model were randomly sampled from an assumed normal distribution of 
the experimental measurements. The resulting distribution of composite model predictions 
from 10,000 random samples was obtained and also assumed to follow a normal 
distribution. The results of the average and one standard deviation of estimated composite 
yield strength along with the actual yield strength from microindentation for each sample 
are summarized in Table 12.  
Table 12 – Indentation yield strength of pearlite-ferrite steel samples from microindentation 
measurements and the predicted indentation from composite models (average and one 
standard deviation). An average MAPE (mean absolute percentage error) between the 





 𝜎𝑦𝑐 (MPa) 
Modified 
ROM 
 𝜎𝑦𝑐 (MPa) 
Stringfellow-Parks 
 𝜎𝑦𝑐 (MPa) 
Unexposed 614.5  ±18.6 673.3 ±45.5 536.6 ±30.9 640.4 ±36.7 
Moderate exposure 543.9  ±14.9 620.0 ±36.2 501.5 ±26.2 593.4 ±33.9 
High exposure 436.1  ±32.2 488.8 ±27.7 420.3 ±25.3 476.1 ±23.3 
Average MAPE for each model  11.9% 8.0% 7.5% 
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 The results of the composite models are evaluated against the experimentally 
measured microindentation yield strength. To evaluate the accuracy of the composite 
model, we define an error between average model estimates and the average experimental        
measurements, as  
𝐸(𝜎𝑦𝑐 , 𝜎𝑖𝑛𝑑) =
100%
𝜎𝑖𝑛𝑑
|𝜎𝑦𝑐 − 𝜎𝑖𝑛𝑑|, (23) 
where 𝐸(𝜎𝑦𝑐 , 𝜎𝑖𝑛𝑑) denotes the mean absolute percentage error (MAPE) between the 
average indentation yield strength estimated by composite models, 𝜎𝑦𝑐, and the average 
yield strength measure with microindentation, 𝜎𝑖𝑛𝑑. The goal is to compare the relative 
percentage difference between the microindentation measurements and the model 
predictions. 
 The linear ROM model shows consistent overestimation of the composite yield 
strength compared with microindentation measurements, with an average MAPE of 11.9% 
for all samples estimates. This overestimation is somewhat expected because the linear 
ROM model theoretically provides an upper bound of composite properties. On the other 
hand, the modified ROM consistently underestimates the microindentation yield strength, 
with an average MAPE of 8.0%. On the average, the modified ROM provide estimates 
closer to the microindentation measurements than the linear ROM model. Finally, the 
estimates based on Stringfellow-Parks self-consistent model consistently overestimate the 
indentation yield strength. However, the average MAPE of 7.5% for this approach is lower 
than both rule of mixtures models.  
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Figure 29 – Comparison of indentation yield strength from evaluated composite models to 
the microindentation measurements. 
 Overall, the estimates from the different approaches in this study envelop the actual 
composite yield strength measured with microindentation, as shown in a chart in Figure 
29. The linear ROM model represents the simplest of the approaches and experiences the 
highest deviation from the experimental measurements. As more considerations are taken 
into account, the modified ROM and self-consistent models reduce the average error to 
experimental measurements. It is important to reiterate that these approaches utilize only 
the constituent volume fractions as a microstructure statistics input, yet it is remarkable 
that these models produce yield strength estimates close to the experimental measurements. 
4.7 Conclusions 
 This case study demonstrates an application of the developed protocols to evaluate 
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pearlite steels. The indentation yield strength of the ferrite and pearlite constituents, as well 
as the bulk yield strength of the samples was evaluated using indentation stress-strain 
protocols. On the other hand, image segmentation protocols were used to segment the 
ferrite and pearlite constituents in the sample microstructures images. All of the collected 
information was used to critically evaluate rule of mixture and self-consistent composite 
models to estimate the bulk indentation yield strength. These estimates produced good 
estimates, provided only volume fraction of constituents was used as the microstructure 
information input. Furthermore, the good estimates from the composite models validated 
that the developed protocols in this work can potentially be applied to collect large 
experimental datasets of microstructures and their properties to critically validate and/or 
refine the different composite theories. Although this study utilized composite models 
based on simple microstructure measures, the developed experimental protocols can be 
readily expanded to more elaborate composite models with higher fidelity predictions. For 
instance, the segmented images (of 2D and 3D image data) can be quantified using higher-
order statistics (e.g., n-point statistics [187]) that are necessary in more detailed composite 





This dissertation develops and validates new protocols for systematic investigations 
of heterogeneous material microstructures and their mechanical responses at multiple 
resolutions. These protocols were demonstrated on a case study of ferrite-pearlite steels 
and have shown the potential to dramatically reduce the cost and effort needed for the 
multiresolution mechanical evaluation of heterogeneous material systems. The main 
conclusions of this work are summarized as follows: 
i. For the first time, microindentation was employed to mechanically evaluate scoop 
samples excised from operating industrial turbines components with various 
degrees of service exposure at elevated temperatures (up to 99,000 h of thermal 
aging). The indentations were performed on large number of grains to estimate the 
bulk material response. Indentation measurements revealed a trend of decreasing 
yield strength with increasing service time. It is also seen that the developed 
indentation protocols are able to provide reliable measurements in a high 
throughput manner. It is emphasized that there is no other practical alternative for 
extracting this critically needed information from scoop samples using 
conventional testing methods. 
ii. The elastic modulus and yield strength extracted using microindentation were in 
good agreement with available tensile tests on the same sample material. The yield 
strength ratio between the microindentation and tensile tests was observed to be 
about 2. This value is in excellent agreement with corresponding values reported in 
recent measurements on Al-6061 [50] as well as FE simulations [61]. 
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iii. Nanoindentation was used to locally evaluate yield strength within microscale 
ferrite and pearlite constituents in thermally aged ferrite-pearlite steels with 
significant amount of microstructural evolution (spheroidization and 
graphitization). These measurements revealed a trend of decreasing yield strength 
with increasing service time for both ferrite and pearlite, consistent to 
microindentation measurements on the same samples. 
iv. The developed segmentation framework addresses the challenges encountered in 
segmentation of raw microscopy images that are used for evaluation of 
microstructure statistics. In this work, a systematic framework was developed 
designed to segment a wide variety of microstructure images. The framework 
consists of five important sequential steps employing functions and tools that are 
widely available in popular software tools such as MATLAB and Python. The 
developed framework leads naturally to design and implementation of 
segmentation workflows (sequence of image processing functions/processes). 
v. The application of the developed framework was illustrated through the design and 
implementation of two types of segmentation workflows. The first workflow 
produced was a custom-built workflow utilizing all five framework steps to 
segment Ni-based superalloy images. In the second case, templated workflows 
were constructed and applied to previously acquired images of different material 
systems. Although the examples in this work illustrate segmentation of 
microstructure images with two local states (i.e., black and white), it is important 
to point out that the developed framework can be directly applied to segmentation 
of an arbitrary number of local states. 
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vi. Following the framework, segmentation workflows were designed for the case 
study of ferrite-pearlite steel samples. Microstructure images were acquired using 
optical microscopy (OM) and from which ferrite, pearlite, and graphite constituents 
were segmented.  
vii. The bulk yield strengths of the samples from (i), the yield strengths of the 
microscale constituents from (iii), and the microstructure statistics of segmented 
images from (vi) were used to evaluate the composite theory estimates based on the 
simple rules of mixtures. It was shown that the multiresolution spherical indentation 
and image segmentation protocols employed in this work produce results that are 
highly consistent with the bounds estimated from the simplest of the composite 
theories. 
 
5.1 Future Work 
The challenges in experimental multiresolution evaluation of microstructures and 
their properties present significant obstacles in the investigation of heterogeneous 
materials. This work provides a crucial step to overcome these challenges by developing 
protocols for evaluation of mechanical properties at multiple resolutions and a framework 
for microstructure image segmentation. One of the critical areas for future development is 
the automation of image segmentation. Modern characterization capabilities enable 
researchers to collect large amounts of raw microstructure images, which will demand 
segmentation automation. This can be approached by optimization of image processing 
functions and/or the set of functions within segmentation workflows. However, such 
optimization efforts remain a challenge due to the limited availability/access of calibration 
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data (e.g., segmentation ground truth, training data) in the materials science domain. 
Therefore, segmentation automation efforts largely rely on adoption/advancement of 
structured image segmentation frameworks, such as the one developed in this work, and 
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