We continue our study of constructive numerical-analytic schemes of investigation of boundary problems. We simplify and improve the recently suggested interval halving technique allowing one to essentially weaken the convergence conditions. MSC: Primary 34B15
Introduction
The present note is a continuation of [] and deals with a constructive approach to the investigation of two-point boundary value problems. The approach is numerical-analytic [, ] in the sense that, although part of the computation is carried out analytically, the final stage of the method involves a numerical analysis of certain equations usually referred to as determining, or bifurcation, equations. This scheme of Lyapunov-Schmidt type [, ] reminds one of the shooting method on first glance, but there are several essential differences [] .
We consider the periodic boundary value problem
where p ∈ (, ∞), f : [, p] × R n → R n satisfies the Carathéodory conditions, and a solution is an absolutely continuous vector function satisfying () almost everywhere on [, p] . Our main assumption till the end of the paper is that there exist a certain matrix K and a bounded closed set ⊂ R n such that f (t, ·) ∈ Lip K ( ) for a.e. t ∈ [, p]. Here and below, given a square matrix K with non-negative entries, Lip K ( ) stands for the set of functions g : → R n satisfying the componentwise Lipschitz condition
for all z  and z  from . In () and all similar relations that will appear below, the symbols ≤ and | · | are understood componentwise. http://www.boundaryvalueproblems.com/content/2014/1/164
In its original form (see, e.g., [, ] for references), the numerical-analytic approach that we are dealing with suggests one to look for a solution of (), () among the limit functions of certain n-parametric family of sequences possessing property () (see, e.g., [ 
with a certain ⊂ D, one finds out that the existence of a solution u(·) of the periodic problem (), () with the value at zero lying in is equivalent to the solvability of the equation
with respect to the unknown vector ξ . This leads to a Lyapunov-Schmidt type reduction of the periodic problem (see [, ] for more details), which is known to be applicable on the assumption that
with pK small enough and D satisfying the condition
where
for any non-negative vector , where
is the (componentwise) -neighbourhood of z. The main limitation of this approach is that, in order to guarantee the convergence, one has to assume a certain smallness of the eigenvalues of the matrix pK . It was shown, in particular, in [] that the method based upon sequence () is applicable provided that
Moreover, as is seen from condition (), the set D where () holds should be wide enough
, with the natural componentwise definition of a vector-valued diameter of a set).
As the recent paper [] shows, the limitation can be overcome by noticing that the quantity which is assumed be small enough is always proportional to the length of the interval. A natural interval halving technique then allows one to produce a version of the scheme where () is replaced by the condition
and, thus, weakened by half. A similar improvement is also achieved in relation to condition (), which is replaced by the assumption that
Clearly, the transition to () weakens () by half. Here, we modify the scheme of [] so that its substantiation is simplified and, in particular, replace () by an assumption which is more transparent and, generally speaking, less http://www.boundaryvalueproblems.com/content/2014/1/164 restrictive. Indeed, the idea to start from a set D where the nonlinearity is known to be Lipschitzian and look for its suitable subset D( ) that could potentially contain initial values of periodic solutions is somewhat unnatural because, in any case, it is the initial values that are of major interest, the regularity assumptions for the equation being only technical assumptions induced by the method. Instead of doing so, which used to be the case in [] and in all the previous works, it is, however, more logical to choose a closed bounded set ⊂ R n , where one expects to find initial values of the solution, and to assume that the nonlinearity is Lipschitzian on a suitable˜ ⊃ , with˜ only as large as the method requires. It is not difficult to see that the argument of [] then leads us to the choice˜ := , where is the -neighbourhood of in the sense that gradually increasing are represented, respectively, by the blue and red regions). In fact, the operations of taking -core and -neighbourhood do not commute: the equality in the inclusion
is, in general, not true, whereas one obviously has ( ) = () ,  ≤  , are plotted in red, blue and cyan, respectively. In that example, by choosing to be the red region, one should then widen it for the technical purposes related to the method up to the cyan one, and not the blue one. A comparison of () and () confirms the advantage of assuming conditions of type () on . Several examples of domains and the corresponding sets can be seen on Figure  . Using the ( , ) setting, we further reformulate the scheme of the method further by removing certain unnecessary technicalities so that both the setting and the overall analysis are simplified. The new formulation, in particular, makes it particularly easy to adopt http://www.boundaryvalueproblems.com/content/2014/1/164 the approach to problems with two-point boundary conditions different from the periodic ones, which technique is also outlined in what follows.
Construction of iterations and proof of convergence
Thus, let us fix a closed bounded set ⊂ R n , where the initial values of solutions of problem (), () will be looked for. Without loss of generality, we shall choose to be convex. Let ξ and η be arbitrary vectors from . Let us put
and define the recurrence sequences of functions
. . , according to the formulae
where m ≥ . One arrives at formulae (), () directly when choosing x  (·, ξ , η) and y  (·, ξ , η) as linear functions on the appropriate intervals satisfying the equalities
The 
and is the unique solution of the initial value problem
The proposition stated above, which is an easy consequence of the definitions of the functions
for all ξ and η from and look for solutions of problem (), () in the form u ∞ (·, ξ , η). Note that, as follows immediately from (), () and (),
The use of this function, however, requires the knowledge of the fact that x ∞ (·, ξ , η) and y ∞ (·, ξ , η) are well defined for (ξ , η) ∈  .
Introduce the functions
Theorem  If there exists a non-negative vector with the property
, and the following estimates hold:
In estimates () and (), the symbol  n stands for the unit matrix of dimension n. Recall also that γ  = /, as indicated above. Note that condition () can be slightly improved is not actually of primary importance since the very aim of the interval halving technique discussed here is to weaken assumption () by half and, in any case, the difference between the two conditions is quite insignificant because γ  -γ * ≈ ..
Remark  It follows from [, Lemma .] that estimates () and () can be shown to hold for all m ≥  if the definition of functionsᾱ  andᾱ  is changed slightly (namely, the multiplier / is added on the right-hand side of (), ()).
It should be mentioned that assumption (), which, by Theorem , ensures the applicability of the iteration scheme based on formulae (), (), is twice as weak as assumption () for the original sequence (). The same kind of improvement is achieved concerning the condition on the set D where f is Lipschitzian since, for the scheme without interval halving, one would require that
which is twice as strong as (). In contrast to the related assumptions from [] and earlier works, condition () is easier to verify because in order to do so one has only to find the value δ (f ), which is computed directly by estimating f . In addition, it is possible to estimate this value in certain cases where some further information on the behaviour of f is known. 
In (), (), the mappings P  and P  are defined by the equality
Lemma  Let be a vector satisfying relation (). Then, for arbitrary m ≥  and (ξ , η) ∈  , the inclusions
hold.
Proof Let ξ and η be arbitrary vectors from . It is natural to argue by induction. Since is assumed to be convex, it follows from () that x  (t, ξ , η) ∈ for any t ∈ [, p/] and y  (t, ξ , η) ∈ for any t ∈ [p/, p], i.e., () and () are true for m = . Let us assume that () and () hold for a certain m = m  .
Considering relations (), (), (), () and () and using Lemma , we obtain Recall that the functions :  → R n and H :  → R n are defined according to equalities () and (), and the latter equalities make sense in view of Theorem .
Theorem  Assume that f (t, ·) ∈ Lip K ( ) for a.e. t ∈ [, p], where is a vector with property () and K satisfies condition (). Then, for every solution u(·) of problem (), () with the property u(t)
| t ∈ [, p] ⊂ and u(), u p  ⊂ ,(  
Constructive solvability analysis
Theorem  provides one a formal reduction of the periodic problem (), () to the system of n numerical equations () in the sense that the initial data (u(), u(p/)) of any solution of (), () with properties () can be found from (). Thus, under the conditions assumed, the question on solutions of the periodic boundary value problem (), () can be replaced that of the system of numerical equations (). A combination of Proposition  and Theorems ,  then suggests one a scheme of investigation of the periodic boundary value problem (), (). The practical realisation of the scheme is based upon the so-called approximate determining functions
considered for a fixed value of m and, thus, computable explicitly. Then, as in [] , the function
can be used to obtain the mth approximation to a solution of problem (), () provided that we are able to find certain ξ and η satisfying the mth approximate determining equations
Furthermore, it turns out that, under natural conditions, the solvability of the periodic problem (), () can be derived from that of system (). More precisely, putting
and
for any (ξ , η) ∈  , we can state the following. http://www.boundaryvalueproblems.com/content/2014/1/164 It should be noted that the vector field m is finite-dimensional and, thus, the degree involved in () is the Brower degree.
Proof We can rely on the argument from the proof of [, Theorem .]. Indeed, a certain computation based on () shows that
for all (ξ , η) ∈  and, thus, () is necessary and sufficient for (ξ , η) to be a singular point 
Using this relation, one can formulate an efficient condition sufficient for the solvability of problem (), ().
, where satisfies inequality () and K has property (). Let, moreover,
for a certain fixed m ≥ , where
Then there exists a pair (ξ Proof It is sufficient to apply Theorem  with the linear homotopy
, and use estimate (.) from [] .
Recall that γ  in () is given by (). It is important to emphasise that conditions of Corollary  are assumed for a fixed m, and all the values depending on it are evaluated in finitely many steps.
The next assertion is interesting especially because it is, in fact, based upon properties of the starting approximation and, thus, shows how a useful information can be obtained when no iterations have been carried out at all. Note that the zeroth approximation is very rough indeed in any case: the periodic solution is approximated by a piecewise linear function (see Figure ) .
With the given function f involved in (), we associate the function
Discussion
Theorems of the kind specified above allow one to study the periodic problem (), () following the lines of [, ] . This analysis is constructive in the sense that the assumptions can be verified efficiently and the results of computation, regarded at first only as candidates for approximate solutions, simultaneously open a way to prove the solvability in a rigorous manner. As regards the computation of iterations themselves, it is helpful to apply suitable simplified versions of the algorithm, not discussed here, which are better adopted for use with computer algebra systems. The use of polynomial approximations under similar circumstances was considered, in particular, in [] .
It is interesting to note that f # involved in Corollary  can be considered as a 'halved'
analogue of the averaged map
for x ∈ , which arises similarly to f # in the situation where no interval halving is carried out. In the latter case, one has the following statement, which is a reformulation of [, Corollary .].
Corollary  Let there exist some with property ().
Let
then the p-periodic problem (), () has a solution u(·) with properties ().
Assumption () withf given by () arises frequently in topological continuation theorems where the homotopy to the averaged equation is considered (see, e.g., [, ] ).
It should also be noted that, as a natural extension of the above said, one can consider a scheme with multiple interval divisions. Although the addition of intermediate nodes increases the number of equations to be solved numerically (at k  interval halvings, one ultimately arrives a system of  k  determining equation with respect to  k  variables), the important gain is the ability to apply the method regardless of the value of the Lipschitz constant.
The construction of such a scheme is based on the appropriate modification of the initial approximation, which will then depend on more parameters. Consider, e.g., the transition from k  =  to k  = . Renaming the variables as ξ = (ξ - , ξ  ) in the former case for more convenience and denoting the initial approximation by u  (·, ξ ), we rewrite (), () in the form
Thus, the initial approximation u  (·, ξ ) in the corresponding iteration scheme with one division is the linear function joining the points (, ξ - ), ( p  , ξ  ) and (p, ξ - ). Extending this 
and is the unique solution of the initial value problem (), () with H given by ().
We see from Proposition  that properties of sequences x m (·, ξ , η), y m (·, ξ , η), m ≥ , constructed for problem (), () are rather similar to those for the periodic problem (), () (in particular, the definition of functions and H is the same as in Proposition ). In both cases, the iteration is carried out according to formulae (), (), the only difference being in equalities (), () for x  (·, ξ , η) and y  (·, ξ , η). As a result, the corresponding limit functions satisfy the boundary conditions (), ().
Based on Proposition , one can develop essentially the same techniques that have been indicated above for the periodic problem (), (). The main difference in the proofs is that, in addition to guaranteeing that the appropriate values ξ should belong to , we also have to ensure that Aξ + c ∈ as well. The convergence of iterations is then guaranteed for all η from the set and ξ belonging to its subset S A,c ( ) defined by the relation The same remark as has been made above concerning Theorem  applies to Theorem : its assertion remains true if () is replaced by the inequality r(K) <  γ * p with γ * given by (). Theorem  is easily obtained by analogy to Theorem  for the periodic problem. The verification of the conditions of Theorem  is also pretty much similar to the latter case. One has to keep in mind that the techniques for the two-point problem (), () are applicable for the values of parameters lying in S A,c ( ) × , and not in the entire  , which is the case in Theorem  (unless A is the unit matrix and c = ). This circumstance has a natural explanation due to () and (), whence one deduces that both ξ and Aξ + c will eventually belong to one and the same set, which fact is then used in Lemma . If, for example, c is equal to zero and 
