We give an alternative proof to the fact that if the square of the infinite radical of the module category of an Artin algebra is equal to zero then the algebra is of finite type by making use of the theory of postprojective and preinjective partitions. Further, we use this new approach in order to get a characterization of finite subcategories of ∆-good modules of a quasihereditary algebra in terms of depth of morphisms similar to a recently obtained characterization of Artin algebras of finite type.
Introduction
Let A be an Artin algebra. In [3] it is shown that if the square of the infinite radical of the category modA is equal to zero, (rad ∞ A ) 2 = 0, then A is of finite type. This result was used then in [2] to obtain a characterization of Artin algebras of finite type in terms of depths of morphisms which, in particular, improved the result proved in [3] .
On the other hand, it is shown in [1] that the category indA has postprojective and preinjective partitions (in [1] the postprojective partition was called then preprojective partition). Further, in [8] it is proved that being an algebra of infinite type there always exists an indecomposable module which is neither postprojective nor preinjective. In this article we use the theory of postprojective and preinjective partitions and the result proved in [8] to obtain an alternative proof to the fact that if (rad ∞ A ) 2 = 0 then A is of finite type (Corollary 3.4). In the study of a quasi-hereditary algebra A is of big importance to find conditions of finiteness for the category (∆) of ∆-good modules which consists of A-modules which have a filtration by standard modules. Recently, it has been given attention to which sufficient finiteness conditions for modA could also be proved true for (∆). For instance, in [4] it was proved for (∆) a similar finiteness condition to the one proved in [5] , that is, if (∆) does not have short cycles then (∆) is of finite type. In [9] , it is proved that a finite-dimensional quasi-hereditary algebra over an infinite perfect field satisfies Brauer-Thrall II and, as consequence, that if each module in (∆) is either postprojective or preinjective then (∆) is finite.
In this paper we intend to use the result proved in [9] mentioned above to find similar results to the ones obtained in [3] and [2] for (∆). More explicitly, if rad ∆ is the radical of the category (∆) we prove that if (rad
is finite (Theorem 4.4) and moreover we also prove a characterization of finiteness for (∆) similar to the one found in [2] (Theorem 4.5).
We finish the paper interested in finding a bound to the number of levels of the postprojective partition (similarly, the preinjective partition) whenever (∆) is finite (Propositions 4.6 and 4.7).
Preliminaries
Let A be an Artin algebra and let modA be the category of finitely generated right A-modules. By a subcategory C of modA we always mean a full subcategory of modA closed under direct summands. We denote the subcategory of modA of indecomposable A-modules by indA and the subcategory of indecomposable A-modules in C by indC. The category addC is the subcategory of modA consisting of all A-modules isomorphic to summands of finite sums of modules in C.
We say a subategory C of modA is covariantly finite in modA if given an Amodule D in modA there exists a morphism f : D → C with C ∈ addC such that for every X ∈ C we have that Hom(f , X ) : Hom(C , X ) → Hom(D, X ) is surjective. Dually, we have the concept of a contravariantly finite subcategory in modA. Finally, we say the subcategory C is functorially finite in modA whenever it is both covariantly finite and contravariantly finite in modA.
Let C be a subcategory of modA. Given two A-modules M and N in C, we define Hom C (M , N ) = Hom A (M , N ) and we consider rad C (M , N ) to be the set of morphisms f ∈ Hom C (M , N ) such that for any X ∈ addC indecomposable and for all morphisms g : X → M and h : N → X we have that h f g is not an isomorphism. Given m > 1, we define rad N ) as the subgroup consisting of all finite sums of morphisms of the form
Thus we get the chain: N ) . When C = modA, rad C is the usual radical of the category modA denoted by rad A . Definition 2.1. Let C be a subcategory of modA and f : X → Y a morphism in rad C (X , Y ). Let n be a positive integer. We say the depth of f relative to C is equal to n and we denote dp
If there is no such n we say the depth of f relative to C is infinite and we denote dp C (f ) = ∞.
If C = modA then we have the usual notion of depth of a morphism f introduced in [2] denoted there by dp(f ).
Suppose C is a subcategory of modA and a subcategory of C. We denote by C the subcategory of C consisting of the objects in C with no summands in . We say that a module N in C is a splitting projective in C if each epimorphism M → N with M ∈ addC splits. We denote by P 0 (C) the subcategory of indC consisting of the indecomposable splitting projectives in C. We define P 1 (C) = P 0 (C P 0 (C) ) and, by induction, P k (C) = P 0 (C P 0 (C)∪···∪P k−1 (C) ). Finally, we denote the subcategory i <∞ P i (C) of indC by P(C) and we set P ∞ (C) = ind(C P(C) ), the subcategory whose objects are the indecomposable modules in addC P(C) .
A cover for a subcategory C of indA is a subcategory D of C such that for each X in C there is a surjective morphism f : Y → X with Y in addD. It is called a minimal cover if no proper subcategory of D is a cover for C.
We say the collection {P i (C)} i =0,··· ,∞ as above is a postprojective partition of C if P i (C) is a finite cover for C P 0 (C)∪···∪P i−1 (C) for each i < ∞. If C has a postprojective partition we say that M ∈ C is a postprojective module (former preprojective module in [1] ) if every indecomposable summand of M is in P(C).
If an indecomposable X ∈ C is in P n (C), 0 ≤ n < ∞, then we say that X is postprojective of level n . Finallly, we denote by P m (C) the subcategory P 0 (C) ∪ · · · ∪ P m (C).
Dually, we have the concepts of splitting injectives, cocovers, preinjective partition and preinjective modules. For a more detailed account on the theory we refer the reader to [1] .
I turns out (see [1] ) that a covariantly finite subcategory in modA has always a uniquely determined postprojective partition and that a contravariantly finite subcategory in modA has always a uniquely determined preinjective partition.
We say that a subcategory of modA is resolving if it contains all the projective indecomposable A-modules and if it is closed under extensions and also under kernels of epimorphisms. Dually, we can define a coresolving subcategory of modA.
The following proposition shall be used very often in this paper.
Proposition 2.1. Let A be an Artin algebra and let C be a resolving subcategory covariantly finite in modA. Given
Proof. We first prove, by induction on i , that given 1 ≤ i < ∞ we have
Suppose we have the equality for i −1 and take f : M 0 → M i with M 0 ∈ P 0 (C) and M i ∈ P i (C). We know P i−1 (C) is a cover for C P i−2 (C) so we get an epimorphism
Since C is a resolving subcategory, P 0 (C) consists of all the indecomposable projective A-modules so we get the lifting:
, · · · , n } and we also know, by hypothesis, that g l ∈ rad
Again we get the lifting:
We know already that g l ∈ rad
Duallly, if we consider a coresolving contravariantly finite subcategory of modA and its preinjective partition I 0 (C),
Artin algebras of finite type
In this section, let A be an Artin algebra unless otherwise stated. As mentioned before, the goal of this section is to use the theory of postprojective and preinjective partitions to prove a known result obtained in [3] , namely if rad 2 A = 0 then A is of finite type. This new approach will also be shown to be useful to prove a similar result for subcategories (∆) of modA where A is quasihereditary.
We denote by P 0 , P 1 , · · · , P ∞ and I 0 , I 1 , · · · , I ∞ the postprojective and the preinjective partitions of indA, respectively.
We begin by recalling the next theorem which is key to our approach.
Theorem 3.1. [8] If P ∞ ∩ I ∞ = then A is of finite type.
Following [2] , given a simple A-module S we fix a projective cover π S : P S → S and an injective envelope ι S : S → I S . Moreover, we set θ S = ι S π S .
The result proved in [3] mentioned above was used in [2] to prove the equivalence between itens a) and d) below. Next we give another proof to the equivalence between itens a) and d) without using the result proved in [3] . In the next section we shall prove a similar result to Proposition 3.2 for subcategories of ∆-good modules. Proof. We observe first that modA is resolving and coresolving and that it is also functorially finite in itself. Clearly item a) implies item c). We also have that item c) implies item b) since θ S = 0 for every simple A-module S. So we need to prove that item b) implies item a).
Suppose by contradiction that A is of infinite type. Then we have P ∞ ∩I ∞ = , by Theorem 3.1. Take M ∈ P ∞ ∩ I ∞ and consider the inclusion g : S → M , where S is a simple A-module summand of the socle of M . Since M ∈ I ∞ we get S ∈ I ∞ (it could happen M = S). Observe the diagram:
where h is obtained from the fact that I S is injective. We have then
, by the dual of Proposition 2.1, and g π S ∈
Hom A (P S , M ) = rad A ∞ (P S , M ), by Proposition 2.1 itself. Observe that if P S = S then S = M , π S = 1 S , θ S = ι S and g ∈ rad A ∞ (S, M ) since S is projective and M ∈ P ∞ so once more we get θ S ∈ (rad A ∞ ) 2 .
Corollary 3.4. A is of finite type if and only if (rad
Proof. It follows as a consequence of the equivalence between itens c ) and a ) in Proposition 3.3.
Partitions of a category (∆) of ∆-good modules
From this point on, we assume that A is quasi-hereditary with a fixed ordering S(1),S(2), · · · ,S(n ) of the isomorphism classes of the simple A-modules. We also assume that ∆(1), · · · , ∆(n ) are the corresponding standard A-modules and T (1), T (2), · · · , T (n ) are the characteristic A-modules (see [6] ). Let (∆) be the subcategory of ∆-good modules of modA which, by definition, consists of Amodules having a ∆-good filtration, that is, a filtration by the standard A-modules. It is proved in [6] that (∆) is functorially finite in modA, closed under extensions and closed under direct summands. In particular, (∆) has relative almost split sequences and it admits both postprojective and preinjective partitions, denoted here by P 0 (∆), P 1 (∆), · · · , P ∞ (∆) and I 0 (∆), I 1 (∆), · · · , I ∞ (∆), respectively. Further, it was also proved in [6] that (∆) is a resolving subcategory of modA.
Moreover, in [9] it was proved the following: As mentioned before, we shall prove for (∆) a similar result to the one proved in [3] under the hypothesis that A is a finite dimensional quasi-hereditary algebra over an infinite perfect field since we shall need Theorem 4.1 in the proof.
The next proposition follows directly from the definitions and it appeared first in [9] .
Proposition 4.2. P 0 (∆) consists of all indecomposable projective modules and I 0 (∆) of all indecomposable Ext-injective modules, that is, the characteristic modules T (1), · · · , T (n ).
Denoting Hom ∆ (M , N ) = Hom (∆) (M , N ), for every 0 < i ≤ ∞, since (∆) is a resolving subcategory we have, by Proposition 2.1, Hom ∆ (M , N ) = rad i ∆ (M , N ) ∀M ∈ P 0 (∆), ∀N ∈ P i (∆). We do not get the dual version this time because T (1), · · · , T (n ) are not necessarily injective (they are Ext-injective modules in a subcategory that is not necessarily closed under cokernels), so we lose the lifting property. Now we shall prove one of the main results of the paper, namely if (rad Proof. For each m ∈ there exists a chain of monomorphisms Proof. Suppose (∆) is infinite. We know there exist a postprojective partition P 0 (∆) · · · P ∞ (∆) and a preinjective partition I 0 (∆) · · · I ∞ (∆) of (∆) such that P ∞ (∆) ∩ I ∞ (∆) = , by Theorem 4.1. Thus we can take M ∈ P ∞ (∆) ∩ I ∞ (∆). Since all the projectives A-modules are in (∆) we consider an epimorphism f : P → M where P is projective so we have f ∈ rad ∞ ∆ (P, M ), by Proposition 2.1. By Proposition 4.3, there exist a module T ∈ I 0 (∆) and a morphism g = 0 in rad 2 and g f = 0 since f is an epimorphism.
Below, the standard modules ∆(i ) shall play similar role to the simple modules in order to obtain a characterization equivalent to the one in Proposition 3.2, but this time for the subcategory (∆). The morphisms π(i ) : P(i ) → ∆(i ) for all i ∈ {1, · · · , n } given by the definition of (∆) shall play the role of the projective coverings of the simple modules and the morphisms β (i ) : ∆(i ) → T (i ) for every i ∈ {1, · · · , n } given by Proposition 2 in [6] shall play the role of the injective envelopes of the simple modules.
From this point on we fix morphisms β (i ) : ∆(i ) → T (i ) for every i ∈ {1, · · · , n } as given by Proposition 2 in [6] and we denote dp ∆ (f ) = dp (∆) (f ). b) The depth of π(i ) related to (∆) is finite for all i ∈ {1, · · · , n }.
c) The depth of β (i ) related to (∆) is finite for all i ∈ {1, · · · , n }.
If additionally, k is an infinite perfect field, then the itens above are equivalent to:
Proof. Since b)-d) trivially follow from a) it is enough to show the reverse implications.
Then there exists i ∈ {1, · · · , n } such that ∆(i ) ∈ P ∞ (∆): in fact, otherwise we could take m > 0 such that ∆(i ) ∈ P m (∆) for all i ∈ {1, · · · , n }. Thus taking arbitrarily M ∈ P m+1 (∆) we get a filtration 0
give us an epimorphism M → M s +1 /M s = ∆(j ) for some j ∈ {1, · · · , n }. This epimorphism splits since ∆(j ) ∈ P m (∆) and this is a contradiction because M is indecomposable.
Thus if we take i ∈ {1, · · · , n } with ∆(i ) ∈ P ∞ (∆) then by Proposition 2.1 the epimorphism π(i ) : P(i ) → ∆(i ) has infinite depth related to (∆) which is a contradiction.
c ) ⇒ a ) Again suppose, by contradiction, that (∆) is infinite. In a similar way we can show that there exists i ∈ {1, · · · , n } such that ∆(i ) ∈ I ∞ (∆). By Proposition 2 in → T (i ). Since (∆) is closed under extensions we get W ∈ (∆). Moreover, we see from the diagram that if g is a monomorphism then g ′ is also a monomorphism. Thus, we have that g ′ splits since T (i ) ∈ I 0 (∆) and W ∈ (∆). If we take h ′ : W → T (i ) such that h ′ g ′ = 1 T (i ) then β (i ) = h ′ h g which implies β (i ) ∈ rad 
