The unmanned surface vessel (USV) trajectory with spatial and temporal information plays an important role in its positioning and navigation. Unlike traditional trajectory reconstruction methods, this paper proposes a novel method based on the automatic identification system (AIS) for USV. Aside from the AIS data applied for restoring the USV's trajectory, the proposed method considers the constraints of the vessel's navigation state, maneuvering factors and time stamps. This method consists of three steps: AIS data restoration, Empirical Mode Decomposition (EMD) denoising and Fermat's spiral fitting. Firstly, AIS data restoration is applied to eliminate abnormal data. Next, the EMD noise reduction algorithm is used to reduce the jitters and interference of Speed over Ground (SOG) and Course over Ground (COG) components, and the denoised latitude and longitude positions are calculated using the kinematics model of the vessel. Finally, a curve fitting process based on Fermat's spiral is employed to reconstruct a smoother trajectory. Several experiments illustrate that the low-cost AIS equipment is compatible with the navigation system of the USV. The reference trajectory is determined by Global Position System (GPS) and Inertial Measurement Unit (IMU) modules in USV. Compared to conventional methods, the residual errors of the proposed method is smaller. The results show that the novel trajectory reconstruction method is effective and can be applied to USV's positioning and navigation.
I. INTRODUCTION
With the rapid development of artificial intelligence, advanced smart sensors, wireless networks and optimisation techniques, unmanned surface vessels (USVs) have been widely used in the aspect of military and commercial applications in recent years [1] . For the vessel behavior modeling, cooperation, positioning and navigation, the USV trajectory reconstruction problem should be studied sufficiently at first [2] , [3] . The traditional methods for ship trajectory collection are very limited, mainly relying on logbooks or electronic chart records. Their shortcomings are high The associate editor coordinating the review of this manuscript and approving it for publication was Haluk Eren . economic costs, small sample size and short duration, which result in difficulties to reconstruct the trajectories of multiple USVs for a long time.
Automatic identification system (AIS) is a widely used digital marine navigation equipment, which is composed of shore-based facilities and shipboard modules. The AIS equipment can provide various static and dynamic information containing the position, speed, draft depth, loading status and other information of the vessel. The above information is contributed to collision avoidance [4] , risk evaluation [5] , [6] , trajectory tracking [7] , [8] and maneuvering intention study between vessels [9] , [10] . The AIS equipment is not mandatory for the lightweight USV at present according to the International Convention for the Safety of Life at Sea (SOLAS) promulgated by the International Maritime Organization (IMO) [11] . However, the AIS system plays an increasingly important role in the field of ship collision avoidance, risk assessment, trajectory prediction, so it is wise to load the AIS equipment with a highly intelligent and autonomous USV. Moreover, in order to ensure the safety of the USV hull and its shipborne equipments, and monitor its mission execution, it is necessary to collect and store the navigation trajectory. Once USV is equipped with the AIS system, its own navigation status can be real-time broadcasted to the mission control center and other ships in the same operation area [12] , [13] . The AIS can overcome various shortcomings of the traditional methods, and help to ensure safety and the cooperation with multiple USVs.
However, the previous research found that the data provided by AIS are not reliable in many cases. For example, the location information is occasionally unreasonable; the course, speed and time stamp information are updated slowly; and the AIS message transmission period is much lower than the IMO standard [14] , [15] . The AIS data is often affected by environmental effects such as propagation distance, temperature, salinity, wind speed and wave height [16] , [17] . Studies have shown that about 30% of ships have experienced inaccurate AIS information display [18] . Due to the defects of noise and discontinuity in the AIS data, it is a difficult problem to completely reconstruct navigation trajectory for the USV based on AIS data.
For the issue of AIS error data rejection and repair, Qu et al. [19] proposed a data cleaning method based on the Newton's law of motion, which can effectively eliminate the obviously unqualified AIS data. Next, Liu and Chen [20] developed a more complex error data model with reference to position, speed, course and time stamp information. Nguyen et al. [21] presented a method for analyzing and correcting AIS data based on time series. Because the method combines the time series feature recognition and the interpolation repair method, it has a better adaptive repair ability for the straight-line navigation trajectory, but is less suitable for non-linear navigation trajectory. Sang et al. [22] applied the curve fitting method to the AIS data for the inland waterway vessels, by constructing AIS anomaly data identification rules and setting the abnormal data thresholds. Fu et al. [23] used the method of missing data prediction and compression to cope with the uncertainty and large volume of AIS data. Zhang et al. [24] considered constrained port water areas and distinguished the different navigational states such as hoteling, maneuvering and normal speed navigation, using the method of piecewise spline interpolation to fit discrete position information into a continuous curve, but its accuracy is highly dependent on the accuracy of the original data. Wang et al. [25] proposed an AIS data repair algorithm based on least squares support vector machine, but it requires a large number of similar trajectories as training samples. In summary, the current mainstream methods for processing the AIS data are still based on setting thresholds or rely on complete prior knowledge, and there is still no definite and effective solution for the USV trajectory reconstruction. From the previous literatures, the research findings of trajectory reconstruction using AIS data are mostly concentrated in the field of maritime transport ships and inland ships. In this paper, we intend to make use of AIS data to reconstruct the navigation trajectory for USV, and need a groundbreaking study to address the following problems. First, the feasibility of equipping a cheap Class-B AIS with the USV navigation system needs to be explored. Second, the analysis and restoration of AIS data must be considered with the trajectory characteristics of USV. Meanwhile, the effective restoration method of AIS data is a key basis for ensuring that the reconstructed trajectory can be used for positioning and navigation. Last, the USV prototype is required to be tested in several navigational status to verify the effectiveness of the proposed trajectory reconstruction method.
In summary, the main contributions of this paper include three aspects:
(1) An emerging trajectory reconstruction technique using AIS is applied in the field of USV navigation, which verifies the feasibility of applying AIS data in USV positioning and navigation.
(2) A new AIS data process approach is developed, which is different from the conventional methods for improving the quality of AIS data by setting thresholds.
(3) A novel trajectory reconstruction method is proposed, which considers the motion model of USV and applies the Empirical Mode Decomposition (EMD) denosing and Fermat's sprial fitting algorithm.
The rest of this paper is organized as follows: Section II introduces the characteristics and logic framework of AIS data for trajectory reconstruction. The methodology details of the novel trajectory reconstruction method is described in Sections III, IV and V, such as AIS data restoration, EMD denosing and Fermat's spiral fitting. The real case study of the trajectory reconstruction for USV are presented in Section VI. The final Section VII presents the conclusions and future work.
II. AIS DATA FOR TRAJECTORY RECONSTRUCTION A. DATA SOURCE
The test USV prototype used in this paper is shown in Fig. 1 .
The main hardware includes: Class-B AIS shipboard unit, marine radar, Global Position System (GPS) and Inertial To save cost of the USV, the AIS shipboard equipment uses the cheap Class-B unit, which is also in line with the standards of the China Classification Society (CCS). The Class-B AIS shipboard unit adopts the Carrier-Sense Time Division Multiple Access (CSTDMA) mode that cannot pre-assign time slots, and transmits only when a slot is free [26] . When the Class-B equipment is working on assigned mode and the speed of USV is higher than 2 knots, the approximate sampling time interval is set to 15 s. While the USV in low-speed motion or hoteling state (i.e., the speed is slower than 2 knots), the approximate sampling time interval is 3 min. At the same time, the shipboard embedded module (GPS+IMU) receives and stores data in a update rate of 1 s. Since the navigation environment of the USV in this paper is an inland lake, the environment is relatively simple and there is no obvious electromagnetic interference. The shipboard GPS+IMU information has low probability of failures and errors. So, it is downloaded as the reference trajectory to verify the accuracy of the final reconstructed trajectory.
B. DATA QUALITY
The standard AIS data received by the shore-based stations includes: vessel name and type, maritime mobile service identify (MMSI), call sign, latitude, longitude, dimension, destination, time stamp, SOG, COG and the other information. In this study, we focus on the information that is closely related to USV trajectory, and suppose the USV status matrix T provided by the AIS data is expressed as:
where N is the length of the time series.
Within a time interval t = t i+1 − t i between receiving the AIS signal twice, the relationship between SOG, COG, latitude and longitude position coordinates can be described as:
It can be seen from (2) that the SOG and COG components should be relatively steady or with slight change, similar to the latitude and longitude coordinates of USV. However, there are many factors for signal loss when AIS signal transmits on the water surface, such as occlusions near the AIS base station, clock inaccuracies, data loss, and atmospheric effects. The AIS data is interfered by the mentioned factors and results in such as messy, missing and fault data. The shore-based station receives AIS data at a certain approximate time interval as shown in Table 1 . For example, the AIS data contains many missed data ''NaN'', obviously abnormal values, and the time stamp's update is irregular.
C. LOGIC FRAMEWORK OF THE METHODOLOGY
Due to the quality of the AIS data, the trajectory cannot be obtained directly by connecting the latitude and longitude coordinates. The traditional AIS data processing methods mostly rely on complete prior knowledge about artificially selected thresholds to remove inaccurate data. But in fact, AIS data are not immune to the various unknown errors occurring during collection and transmission, especially SOG and COG components.
In this work, a novel method of AIS data processing is developed, and applied to trajectory reconstruction for USVs. The framework of the trajectory reconstruction for USV is shown in Fig. 3 . The specific AIS data processing method mainly consists of three phases: AIS data restoration, EMD denoising and Fermat's spiral fitting. And the specific implementation and results of the phases are shown in the following text.
III. AIS DATA RESTORATION
According to the AIS data is shown in Table 1 , the restoration operations are essential for eliminating abnormal data. The abnormal data usually refer to the data that exceeds received range, or the missed data (eg. NaN). Suppose the USV status matrix T = [t i , x i , y i , u i , ψ i ] T which is parsed by the shore-based AIS equipment. The abnormal data can be identified and corrected directly by the kinematics model of USV. The specific restoration for eliminating abnormal data are as follows:
Algorithm 1 AIS Data Restoration
Require: (x i , y i ): the position anomalies points; u i : the velocity anomalies points; ψ i : the course anomalies points; Ensure: T: the restored status matrix 1:
According to the latitude and longitude components in Table 1 , the restored AIS positions of the USV are indicated by a set of red ''+'', while the reference positions are shown in blue ''.'' in Fig. 4 . The background is divided into black and white, which represent the obstacles areas and the navigable sea areas in the navigation environment, respectively. The reference positions in this paper is downloaded from the USV after the navigation test, and its time interval is 1 s. As the AIS positions are obtained from the embedded GPS+IMU module of the USV by the wireless digital communication, the restored AIS positions should be coincided with the reference positions. But in fact, the restored AIS positions and the reference positions are still not coincided, especially at the change of the large angle heading. Due to the influence of inertia, the true trajectory of the USV should be stable or change slightly. Therefore, the quality of the above AIS data requires to be further improved.
IV. EMD DENOISING A. OVERVIEW OF EMD DENOISING
Even through data restoration is used to eliminate the anomalies, AIS data also need to be denoised for reducing the jitters and interference of the actual trajectory. Unlike the traditional threshold methods, the EMD denoising method performs signal decomposition based on the time scale characteristics of the data itself [27] . The EMD denoising does not need to set any basis functions like the wavelet decomposition and Fourier transformation. Since the EMD denoising method is adaptive, fewer parameters need to be manually set. It is theoretically applicable to any type of signal decomposition, especially in dealing with non-stationary and nonlinear data.
On the basis of analyzing the EMD denoising principal, this study restores SOG and COG components of AIS data. Firstly, the components are subjected to multi-scale decomposition to obtain their Intrinsic Mode Functions (IMF). Then, the correlation coefficients are used to distinguish the noise-dominated IMF levels. Next, a soft-threshold is performed on these IMF levels. Finally, with retaining the useful information of the AIS data, the jitters and interference are reduced as much as possible.
B. IMPLEMENTATION OF EMD DENOISING
The SOG component u(t) is taking as an example to introduce the specific implementation and principle of the EMD denoising method. The original SOG data is shown in Fig. 5 .
The specific implementation steps are as follows: 1) Find the local maxima and minima points of u(t). And fit its upper envelope u max (t) and lower envelope u min (t), which are determined from the cubic-spline interpolation. The mean envelope u ave (t) is:
2) Subtract u ave (t) from u(t) to obtain a new sequence u h 11 (t). And determine whether u h 11 (t) satisfies the two defined conditions of an IMF:
a. The number of zero crossings and extreme points in the entire data sequence are equal or at most contain only 1 difference; b. At any time, u max (t) and u min (t) are symmetric about the time axis.
If these conditions are met, then u h 11 (t) is the first-order IMF of u(t); otherwise, consider u h 11 (t) as the original sequence, repeat steps 1) and 2). After repeated k times, if u h k1 (t) satisfies the IMF definition conditions, the first-order IMF component u C 1 (t) is:
3) Obtain the new sequence u r 1 (t) by subtracting u C 1 (t) from u(t), and steps 1) and 2) are repeated for u r 1 (t) to obtain the second-order IMF component u C 2 (t) of u(t). After repeated n times, the n th IMF components u C m (t) and the residual amount u C m (t) of u(t) are obtained. When u r n+1 (t) is a monotonic function, the decomposition is terminated. u(t) can be expressed as:
4) Use the correlation coefficient of the IMF u C m (t) and u(t) to distinguish the noise-dominated IMF. The correlation coefficient cor is defined as:
where N is the total number of sequences of the SOG component; u(t) and u C m (t) represent the mean values of the SOG and its IMF, respectively. 5) Calculate the soft-threshold τ m :
where median(·) represents the median function; M is the length of time series. The soft-threshold denoising is expressed as:
where sign(·) is the sign function. 6) After the reconstruction, the original SOG u(t) is decomposed as:
where j represents the number of the noise-dominated IMF.
C. RESULTS OF EMD DENOISING
According to the specific implementation of EMD denoising, SOG u(t) is decomposed into 6 order IMF components (IMF1, IMF2, IMF3, IMF4, IMF5, IMF6) and a residual component (R7), as shown in Fig. 6 . As the correlation coefficients cor between IMF1, IMF2, IMF3 and SOG u(t) belong to the micro-correlation calculated by (6), these components can be regarded as the noise dominant. The soft-threshold denoising is performed on these noise dominant components by using (8) . The new denoised SOG data is obtained by the EMD method as shown in Fig. 7 . In addition, the denoised data using Low-Pass Filtering (LPF) and Least Squares Linear Fitting (LSLF) are also shown in Fig. 7 . It can be seen that the denoised data after EMD is quite close to the actual. And the denoising effect is better than that of LPF and LSLF. Therefore, it is feasible to apply the EMD method for the AIS data denoising.
Since the EMD denoising method is an adaptive data-driven algorithm, the inherent characteristics of the data can be obtained by multi-scale decomposition. It is no need to preset the noise type or threshold values in the process of denoising. So, the method can be applied to the other components of AIS data. Unfortunately, due to the transmitting interval of the AIS data is around 15 s, the data fitting operations are needed to reconstruct the USV trajectory.
V. FERMAT'S SPIRAL FITTING A. OVERVIEW OF TRAJECTORY FITTING FOR USV
The navigational state of USV includes hoteling, maneuvering, acceleration/deceleration and normal speed sailing. The vessel trajectory can be roughly divided into the steady course state and the turning course state, which correspond to straight lines and curve or arc segments, respectively. For the straight-line trajectory, the traditional linear interpolation algorithms can achieve good results. But for the curve or arc segments trajectory, more complicated algorithms are needed, such as polynomial fitting interpolation or cubic spline interpolation. During the actual USV trajectory reconstruction, the straight lines and the curve or arc segments need to be fitted separately. And they are required to be tangent to each other at the connection points. Therefore, choosing a right fit curve is the key to reconstructing the trajectory of USV.
This work considers a new approach based on Fermat's spiral fitting method for the trajectory reconstruction. Fermat's spiral is preferred because it has a zero curvature at its origin that makes it possible to tangent the straight lines [28] . Fermat's spiral is first used in the field of path planning [29] and achieves good results. Trajectory reconstruction is similar to path planning because it also needs to consider the motion constraints of the vessel. The main difference is that path planning is forward-looking in the pre-estimated process, whereas trajectory reconstruction needs to estimate the actual trajectory.
B. MATHEMATICAL BASIS OF FERMAT'S SPIRAL
Fermat's spiral is described by the equation:
where r is the radial distance; θ is the polar angle; and k is a scaling constant.
The curvature of Fermat's spiral is:
which gives κ(0) = 0, and for all θ > 0 exist κ(θ ) > 0. In the Cartesian coordinates, (10) is rewritten [30] :
Considering that the start point p 0 = (x 0 , y 0 ) of the Fermat's spiral may be occurred anywhere on the trajectory, both turning direction ρ = {1, −1}, where 1 represents an anti-clockwise turn and −1 represents a clockwise turn, and any different initial tangent angles χ 0 . The domain in (12) is θ ∈ [0, θ end ], where θ end is the parameter corresponding to the spiral end point. In order to avoid a singularity at the start point ( i.e. θ = 0), it is possible to obtain a singularity-free trajectory by substituting θ u = √ θ. Then, (12) is rewritten:
For the parameter θ u , it holds θ u = 0 at the start point of the initial segment where the spiral is connected to a straight line and the curvature is zero. And θ u = √ θ max at the end point of the initial segment,which is located midway through the total turn.
By the same way, the mirrored version of (13) is:
where (x end , y end ) is the end of the spiral (i.e. p end = p FS (θ end )), and χ end is the course angle of the end point. 
C. FERMAT'S SPIRAL FITTING ALGORITHM
For three sequential points p i−1 (x i−1 , y i−1 ), p i (x i , y i ) and p i+1 (x i+1 , y i+1 ) on the plane, the principle of the Fermat's spiral fitting algorithm is shown in Fig. 8 .
The specific implementation steps of the algorithm are as follows:
1) Define two normalized vectors v out , v in parallel to the straight lines, and the course change direction ρ:
2) Compute the initial and final course tangents χ 0 , χ end :
and get the course change χ = χ end − χ 0 .
3) Compute the endpoint tangent χ θ max = χ/2, and the related θ by solving:
4) Find the intersection points p st and q st using (20) and (21), respectively.
5) Calculate the scaling factor k corresponding to desired curvature using the modified form of (11):
and the maximum curvature θ κ max is: 6) Calculate a sufficient number of points on Fermat's spiral op st from the zero curvature to maximum curvature and link them. 7) Calculate the mirrored Fermat's spiral oq st from the maximum curvature back again to zero curvature according to (14) .
D. RESULTS OF FERMAT'S SPIRAL FITTING
To evaluate the performance of the proposed algorithm, we compare it with three traditional methods, namely piecewise linear fitting method, cubic spline fitting method and nonlinear clothoid fitting method. Fig. 9 shows the reference and the reconstructed trajectories using four fitting methods. The specific performance parameters are shown in Table 2 . Residual values are computed by the differences between the four reconstructed trajectories and the reference trajectory.
It is shown that the trajectory reconstructed by the piecewise linear fitting method is not a continuous curvature. The trajectory reconstructed by the cubic spline fitting method has a better effect on the geometric curvature continuity, but it has the largest residual value. For the nonlinear fitting methods based on clothoid and Fermat's spiral, their residual values are very close. But the computational load of our proposed method is much lower than the clothoid fitting method. That is because the Fermat's spiral method involves only the numerical operations, while the clothoid method requires calculating the Fresnel integrals. Therefore, this paper uses the Fermat's spiral fitting method for the trajectory reconstruction of USV.
VI. CASE STUDIES
To further verify the performance of our proposed trajectory reconstruction method, several experiments were conducted with the USV. The experimental location was chosen in the Mulan Water training base of Wuhan University of Technology.
In this paper, 6 navigation tests were carried out. The specific parameters of these navigation tests are shown in Table 3 . The AIS shore-based station received the navigation information from the USV as the original data. The trajectory information coming from the shipboard GPS+IMU unit on the USV was downloaded as the reference data after the navigation tests.
According to the processing flow proposed in this paper, the AIS data from the above 6 navigation tests are applied to reconstruct the trajectory of USV. Firstly, the data collected by the AIS shore-based equipments is restored to eliminate the apparently unqualified data. Secondly, the EMD approach is used to reduce the jitters and interference of the AIS data. Finally, the Fermat's spiral fitting algorithm is performed on the denoising data to obtain the reconstructed trajectory of USV. The reconstructed trajectories are compared with the reference trajectories to verify the applicability of our proposed method for the USV trajectory reconstruction. All the processing operations mentioned above are performed on Matlab R2016b platform on a PC with Microsoft Windows 7 OS with Intel i5-6500 3.20 GHz quad core CPU and 8GB RAM. Fig. 10 (a)-(f) show the position components of AIS data for 6 navigation tests, where the blue lines indicate the original position information, the green lines indicate the reference position information, and the red lines indicate the reconstructed position information, respectively. To further illustrate the effect of the reconstructed trajectory, we zoomed in the local areas and marked them. It can be seen from Fig. 10 (a) -(f) that the original position information is disordered and discontinuous, which prevents the on-shore control center monitoring the USV in real-time. The reconstructed position information using our proposed approach is basi- cally consistent with the reference, which has great significance for safeguarding navigation safety and monitoring position of USV. In general, the straight trajectories (as shown in Fig. 10 (a) and (b)) have better reconstructed effects than the curve or arc trajectories (as shown in Fig. 10 (c) (d) (e) and (f)). That is because the kinematics model of the USV when sailing straight is relatively simple. And the model is affected by the vessel speed, acceleration, course and rate of turning and other parameters.
In addition to the position information of USV, the specific effects of the reconstructed SOG and COG components in the AIS data are shown in Fig. 11 (a)-(f) and Fig. 12 (a)-(f), respectively. It can be seen from the results that the original SOG and COG components collected by the AIS shore-based equipments are imperfect, which even contains lots of jitters and interference. Fortunately, the reconstructed SOG and COG components are very close to the reference data. According to 6 navigation tests, the reconstructed trajectories basically restore the actual trajectories of USV, which indicates that the reconstruction effect of our proposed approach has reached the expected level. 
VII. CONCLUSION
In this paper, a novel trajectory reconstruction method using AIS data is studied, which makes the trajectory better used in marine navigation, especially USV navigation. The trajectory reconstruction method includes three steps: (1) AIS data restoration, (2) EMD denoising, and (3) Fermat's spiral fitting. Unlike the existing studies of data cleaning techniques and traditional methods of setting thresholds to improve AIS data quality, this paper proposes a data restore operation considered with the USV's kinematics model. Based on the restored data, EMD filtering is used to reduce the jitters and interference in SOG and COG components. In order to overcome the shortcomings of long-period sampling of the AIS data, a trajectory fitting method based on Fermat's spiral is proposed. The main contribution of this paper is that, a novel trajectory reconstruction method is proposed and has been successfully integrated in USV. In addition, the feasibility of shore-based AIS data for trajectory reconstruction is confirmed. The proposed method can reconstruct various types of trajectories for USV, such as straight, round, spiral, rhombic and irregular trajectories. The trajectory reconstruction method proposed in this paper can also be extended to other types of vessels. It is worth noting that the trajectory reconstruction method has obtained satisfactory test results in the self-built environment. But if USV is sailing in more complex inland rivers or coastal areas, the proposed method may require some improvements, especially during the data collection stage. The future work will focus on the design of Remote Navigation Safety Center specifically for USVs using a series of safety warning technologies based on AIS data. MAHMOUD SAMY ABOUOMAR received the B.S. and M.S. degrees in industrial electronic and control engineering from Menofia University, Egypt, in 2009 and 2014, respectively. He is currently pursuing the Ph.D. degree with the School of Automation, Wuhan University of Technology, China. He is also a Teacher with Menofia University. His main research interests include intelligent control, data analysis, and optimization algorithm.
