We show that the switch distribution, introduced by van Erven et al. (2012) , when used for model selection and subsequent estimation, achieves minimax optimal parametric risk rates up to a log log n factor when comparing a one-dimensional exponential family with a single element thereof, confirming a conjecture by Lauritzen (2012) and Cavanaugh (2012) that switching behaves asymptotically like the HannanQuinn criterion. Moreover, like Bayes factor model selection but unlike standard significance testing, the switch criterion defines a robust null hypothesis test, meaning that its Type-I error probability can be bounded irrespective of the stopping rule. Hence, switching is consistent, insensitive to optional stopping and almost minimax risk optimal, showing that, Yang's (2005) impossibility result notwithstanding, it is possible to 'almost' combine the strengths of AIC and Bayes factor model selection.
Introduction
We consider the following model selection problem, where we have i.i.d. data X 1 , . . . , X n and we wish to select between two models:
the 'simple' and 'complex' models respectively, where M = {p µ |µ ∈ M }, M ⊆ R, is a single-parameter exponential family, represented as a set of densities on a set X with respect to some fixed underlying measure, and µ 0 is a constant. After selecting the model, the parameter µ will be estimated. If the simple model is selected, the estimate of µ will be µ 0 . If the complex model is selected, the estimate of µ will be provided by an estimatorμ 1 . Without loss of generality we take the family to be given in its mean-value parameterization.
Several procedures for the initial model selection step output not just a decision δ(X n ) ∈ {0, 1}, but also an indication r(X n ) ∈ R of the strength of evidence, such as a p-value or a Bayes factor, and hence can also be interpreted as methods for simple vs. composite hypothesis testing, where M 0 represents the simple null model and M 1 the alternative. Thus, the setting includes some very simple, classical yet important settings such as testing whether a coin is biased (M = M 0 ∪ M 1 is Bernoulli, µ 0 = 1/2) and whether a treatment has an effect (M is the Gaussian location family).
We consider three desirable properties of model selection methods: (a) optimal worstcase squared error risk rate of the post-model selection estimation (or, equivalently, squared Hellinger or Kullback-Leibler risk rate) ; (b) consistency, and, (c), for procedures which also output a strength of evidence r(X n ), whether the validity of the evidence is insensitive to optional stopping under µ 0 .
It is well-known that there is a tension between (a) and (b): the popular AIC method (Akaike, 1973) achieves the minimax optimal parametric rate of order 1/n in the problem above, but is inconsistent; the same holds for the many popular model selection methods that asymptotically tend to behave like AIC, such as k-fold and leave-one-out-crossvalidation, the bootstrap and Mallow's C p in linear regression (Efron, 1986; Shao, 1997; Stone, 1977) . On the other hand, BIC (Schwarz, 1978) is consistent in the sense that for large enough n, it will select the smallest model containing the 'true' µ; but it misses the minimax parametric rate by a factor of log n. The same holds for traditional Minimum Description Length (MDL) approaches and Bayes factor model selection (BFMS) (Kass and Raftery, 1995) , of which BIC is an approximation. This might lead one to wonder if there exists a single method that is optimal in both respects. A key result by Yang (2005) shows that this is impossible: any consistent method misses the minimax optimal rate by a factor f (n) with lim n→∞ f (n) = ∞.
In Section 2 we show that, Yang's result notwithstanding, one can get very close to satisfying property (a) and (b) at the same time, at least in the simple setting defined above. We prove that for this setting, the recently introduced model selection criterion δ sw based on the switch distribution (van Erven et al., 2012 ) (a) misses the minimax optimal rate only by an exceedingly small f sw (n) ≍ log log n factor (Theorem 2.1; compare to the Bayes factor method, which has f bfms (n) ≍ log n), and, (b), is strongly consistent, with reasonable µ-dependent guarantees on how fast the true model will be identified (Theorem 2.2).
While consistency in the sense above is an asymptotic and even somewhat controversial notion (see Section 5), there exists a nonasymptotic property closely related to consistency that, while arguably much more important in practice, has received relatively little attention in the recent statistical literature. 1 This is property (c) above, insensitivity to optional stopping. We analyze this property in terms of robust null hypothesis tests, formally defined in Section 3. A method defines a robust null hypothesis test if (1) it outputs evidence r(X n ) that does not depend on the stopping rule used to determine n, and (2) (some function of) r(X n ) gives a bound on the Type-I error that is valid no matter what this stopping rule is. Standard (Neyman-Pearson) null hypothesis testing and tests derived from AIC-type methods are not robust in this sense. For example, such tests cannot be used if the stopping rule is simply unknown, as is often the case when analyzing externally provided data -but this is just the tip of an iceberg of problems with nonrobust tests. For an exhaustive review of such problems we refer to Wagenmakers (2007) who builds on, e.g., Berger and Wolpert (1988) and Pratt (1962) . Now, as first noted by Edwards et al. (1963) , in simple vs. composite testing, the output of BFMS, the Bayes factor, does provide a robust null hypothesis test. This is one of the main reasons why for example, in psychology, Bayesian testing is becoming more and more popular (Andrews and Baguley, 2012; Dienes, 2011) , even among 'frequentist' researchers (Sanborn and Hills, 2014) . Our third result (Section 3.2) shows that the evidence r(X n ) associated with the switching criterion has the desired robustness property as well and thus in this sense behaves like the Bayes factor method. We further comment on the (perhaps non-obvious) desirability of combining good risk rates (property (a) above) with robustness ((c) above) in the discussion at the end of the paper, Section 5. Thus, switching gives us 'almost the best of three worlds': minimax rate optimality up to a log log n factor (in contrast to BFMS), consistency (in contrast to AIC-type methods) and insensitivity to optional stopping (in contrast to standard Neyman-Pearson testing).
The Method and Our Main Result: Background The switch distribution, introduced by van Erven et al. (2007) , was originally designed to address the catch-up phenomenon, which occurs when the best predicting model is not the same across sample sizes. The switch distribution can be interpreted as a modification of the Bayesian predictive distribution. It also has an MDL interpretation: if one corrects standard MDL approaches to take into account that the best predicting method changes over time, one naturally arrives at the switch distribution. We briefly review the main definitions in Section 2; for all further details we refer to van Erven et al. (2012) .
As discussed in the introduction of van Erven et al. (2012) , the catch-up phenomenon is intimately related to the rate-suboptimality of Bayesian inference. Indeed, van Erven et al. (2012) show that, while model selection based on switching is consistent, sequential prediction based on model averaging with the switching method achieves minimax optimal cumulative risk rates in general parametric and nonparametric settings, where the cumulative risk at sample size n is obtained by summing the standard, instantaneous risk from 1 to n. In contrast, in nonparametric settings, standard Bayesian model averaging typically has a cumulative risk rate that is larger by a log n factor. Using the cumulative risk is natural in sequential prediction settings, but van Erven et al. (2012) left open the question of how switching would behave for the more standard, instantaneous risk. In contrast to the cumulative setting, we cannot expect to achieve the optimal rate here by Yang's (2005) result, but it is interesting to see how close switching gets. In Theorem 2.1 we resolve this question in a very specific parametric setting, where one model is a one-dimensional exponential family and the other is a single element thereof, and show that its instantaneous worst-case risk rate achieves the minimax rate up to a log log n factor. We regard Theorem 2.1 as our main result, its proof being much more complicated than our results implying consistency and insensitivity to optional stopping. As explained in Section 4, our main result implies that the switching method behaves asymptotically like the Hannan and Quinn (1979) method (HQ from now on), thus confirming a conjecture made by Lauritzen (2012) and Cavanaugh (2012) in their comments on (van Erven et al., 2012 ). This incidentally also shows that HQ is both consistent and minimax risk optimal up to a log log n factor for our problem (1), and thus already 'almost' combines properties (a) and (b) above; but it cannot directly be used to define a robust hypothesis test, and thus fails on (c).
Organization This paper is organized as follows. In Section 2, we describe the switch criterion and present our main result on the worst-case quadratic risk. After defining robust null hypothesis tests and giving some examples in Section 3.1, we show that a slightly adapted version of the switch criterion is such a test in Section 3.2. We confirm the conjecture of Lauritzen (2012) and Cavanaugh (2012) in Section 4. Section 5 provides some additional discussion and ideas for future work. All proofs are given in the appendix.
Notation
We use x n = x 1 , . . . , x n to denote n observations, each taking values in a sample space X . For a set of parameters M , µ ∈ M , and x ∈ X , p µ (x) invariably denotes the density or mass function of x under the distribution P µ of random variable X, taking values in X . This is extended to n outcomes by independence, so that p µ (x n ) := n i=1 p µ (x i ) and P µ (X n ∈ A n ), abbreviated to P µ (A n ), denotes the probability that X n ∈ A n for X n = X 1 , . . . , X n i.i.d. ∼ P µ . Similarly, E µ denotes expectation under P µ .
As is customary, we write a n ≍ b n to denote 0 < lim n→∞ inf a n /b n ≤ lim n→∞ sup a n /b n < ∞. The notation a n ≤ b n + O(c n ) means that there exists d 1 , d 2 , . . . such that for all n, a n ≤ b n + d n and d n = O(c n ), while a n ≤ b n + O(c n ) means that there exists d n such that for all n, a n ≤ b n + d n and d n ≍ c n .
The switch criterion
In this section, we first review the construction of the model selection criterion based on the switch distribution in a general setting and then specify it to our setting, problem (1), in Section 2.2. After making the notion of worst-case risk rates precise in Section 2.3, we present our main result in Section 2.4, which is that the switch criterion achieves the minimax risk rate up to a factor log log n. This section is concluded by a second consistency theorem that shows that the switch criterion will be quick to select the simple model when it is true.
The switch distribution as a model selection criterion
The switch distribution (van Erven et al., 2007 (van Erven et al., , 2012 ) is a modification of the Bayesian predictive distribution, inspired by Dawid's (1984) 'prequential' approach to statistics. The corresponding switch criterion can be thought of as Bayes factor model selection with a prior on meta-models, where each meta-model consists of a sequence of basic models and associated starting times: until time t 1 , follow model k 1 , from time t 1 to t 2 , follow model k 2 , and so on. The switch distribution will now be formally defined, following van Erven et al. (2012) , to which we refer for substantial additional motivation and computational considerations.
The basic ingredients for the meta-models on which the switch distribution is based are found in a countable set of sequential prediction strategies (also known as 'prequential forecasting systems' (Dawid, 1984) ) {p k |k ∈ K}, where K is a finite or countable set indexing the basic models under consideration. Thus, each model is associated with a corresponding prediction strategy, where a prediction strategy p is a function from i≥0 X i to the set of densities on X , where p(· | x n−1 ) denotes the density on X that x n−1 maps to, and p(x n | x n−1 ) is to be interpreted as the probabilistic prediction that strategy p makes for outcome X n upon observation of the first n − 1 outcomes, X n−1 = x n−1 . For example, for a parametric model {p θ |θ ∈ Θ} one can base p k on a Bayesian marginal likelihood, p B (x n ) := Θ ω(θ)p θ (x n )dθ, where ω is a prior density on Θ. The corresponding prediction strategy could then be defined by setting p k (x n |x n−1 ) := p B (x n )/p B (x n−1 ), the standard Bayesian predictive distribution. In this paper, the basic strategies p k will always be Bayesian predictive distributions, but, in the spirit of Dawid (1984) , one may consider other choices as well.
After constructing the set of basic prediction strategies, a new family of prediction strategies that switch between the strategies in the set {p k |k ∈ K} is defined. Formally, let S be the set
Each s ∈ S specifies the times t 1 , . . . , t m at which a switch is made between the prediction strategies from the original set, identified by the indices k 1 , . . . , k m . The new family Q = {q s |s ∈ S} is then defined by setting, for all n, x n ∈ X n :
with t m+1 = ∞ by convention. We now define q s (x n ) = n i=1 q s (x i | x i−1 ); one easily verifies that this defines a joint probability density on X n .
We now place a prior mass function π on S and define, for each n, the switch distribution in terms of its joint density for X n and S:
If the p k are defined as Bayesian predictive distributions as above, then, as explained by van Erven et al. (2012) , the density p sw (x n ) can be interpreted as a Bayesian marginal density of x n under the prior π on meta-models (model sequences) in S.
The switch distribution can be used to define a model selection criterion δ sw by selecting the model with highest posterior probability under the switch distribution. This is done by defining the random variable K n+1 (s) on S to be the index of the prediction strategy that is used by q s to predict the (n + 1)th outcome. The model selection criterion is then:
with ties resolved in any way desired. Under some mild conditions on the prior π and the underlying distribution, this leads to a model selection criterion that is consistent, whereas the predictive distribution p sw (x n+1 | x n ) := p sw (x n+1 )/p w (x n ) achieves the minimax cumulative Kullback-Leibler risk, both under parametric and nonparametric assumptions on the underlying distribution (van Erven et al., 2012) .
The switch criterion for choosing between a parametric family and an element thereof
We now focus on the model selection problem (1), where we note that the definitions in this subsection hold for general parametric models M 1 , not just for single-parameter exponential families. The criterion (4) derived from the switch distribution will be used to select between the two models. We will consider switching strategies that begin predicting with the simple model and then proceed to predict with the complex model. The strategies that predict with only the simple or complex model for all sample sizes will also be included. Our parameter set is:
It is sufficient to only consider switching times that are equal to a power of two. We will use a prior π that places mass 1 4 on each of the strategies that predicts with only one of the models. The prior on the strategies that switch from the simple to the complex model after 2 i observations will be denoted by π(i), and for our subsequent results to hold, should be such that it decays like i −κ for some κ ≥ 2. It should also be such that ∞ i=0 π(i) = 1/2, to make sure that the prior probability on all strategies adds up to one. An example of such a prior with κ = 2 is π(i) = 1/((i + 2)(i + 3)). We will use the natural choice p 0 (x n |x n−1 ) = p µ 0 (x n ) as our prediction strategy for the simple model. For the complex model, we will use the Bayesian predictive distribution p 1 (x n |x n−1 ) = p B (x n )/p B (x n−1 ), where p B (x n ) is the Bayesian marginal likelihood:
with ω a prior on M . For our results to hold, any prior ω that admits a strictly positive, continuous density will do. This setup is a special case of the general setup of Section 2.1 with |K| = 2, even though the set S ′ above is a proper subset of the set S in (2). This can be seen by noting that the prior π can be rephrased as a prior π ′ on the set S (with |K| = 2) that simply assigns mass 0 to S\S ′ . As can be checked, this prior π ′ satisfies the regularity conditions needed for the results of van Erven et al. (2012) to hold, which implies that the switch criterion is consistent in (1).
Denote the strategy that switches from the simple to the complex model after j observations byp j :p
At sample size n, a switch can have occurred after 2 0 , 2 1 , . . . , 2 ⌊log 2 (n−1)⌋ observations. We will assume for notational simplicity that n > 4 and that n is not a power of two, in which case ⌊log 2 (n − 1)⌋ is equal to ⌊log 2 n⌋. Denote the switch distribution restricted to those strategies that have model k as their final prediction strategy by p sw, k (x n ). The density of the switch distribution at sample size n is then:
The model selection criterion (4) for problem (1) is then as follows:
Minimax, parametric, standardized, squared error risk
Van Erven et al. (2012) proved results about the cumulative risk of the switch criterion.
In this paper, we focus on the more standard instantaneous risk convergence.
Let M = {p µ : µ ∈ M } be a general parametric family of densities with associated distributions P µ . Suppose that we measure the quality of density p µ ′ as an approximation
The standard definition of the (instantaneous) risk of estimatorμ : i>0 X i → M at sample size n (as defined relative to loss L) is given by its expected loss,
where as before E µ denotes expectation over X 1 , . . . , X n i.i.d. ∼ P µ . A popular loss function is the squared error loss: L(µ, µ ′ ) = (µ−µ ′ ) 2 . However, if the Fisher information of the models is not bounded, the worst-case risk based on this loss is infinite for any estimator. This can be seen from the Cramér-Rao inequality; for any unbiased estimator and under regularity conditions (which hold for exponential families):
where I(·) denotes the Fisher information. This lower bound is attained by the maximum likelihood estimator. If I(µ) can be arbitrarily small, then the risk can be arbitrarily large. We will therefore instead consider the standardized squared error loss:
with corresponding standardized squared error risk :
For members of an exponential family in the mean-value parameterization, this is equal to the squared error risk divided by the variance of the true parameter.
We say that a quantity f n converges at rate g n if f n ≍ g n for all n. We say that an estimatorμ is minimax-rate optimal relative to M if
converges at the same rate as inḟ
whereμ ranges over all estimators of µ at sample size n, i.e. all functions from X n to M .
For most parametric models encountered in practice, the minimax risk (7) is of order 1/n when R is defined relative to standardized squared error loss as in (6) (Van der Vaart, 1998). In particular this holds if M is a (not necessarily one-dimensional) exponential family and the mean-value parameter set M is open and connected. The minimax rate for parametric families is of order 1/n in many other cases as well, for example if the risk R is defined relative to Rényi divergence, squared Hellinger distance or (with additional constraints on M ) KL divergence, the reason being that all these divergences locally behave like the standardized squared error loss (5); for a precise statement, see Appendix A.1. For this reason, from now on we refer to 1/n as the minimax parametric rate.
Main result
Our main result, Theorem 2.1 below, concerns the risk attained after first selecting a parametric model using a criterion δ and then estimating µ using an estimatorμ k associated with each model M k . This post-model selection estimator (Leeb and Pötscher, 2005) will be denoted byμk(x n ), wherek is the index of the model selected by δ. The risk of a model selection criterion δ is thus R(µ, δ, n) = E µ L(µ,μk(X n ) , where L is a given loss function, and its worst-case risk is given by
We say that δ achieves the minimax parametric rate if there exist estimatorsμ k , one for each
We now focus on our specific problem (1). A straightforward calculation shows that AIC achieves the minimax parametric rate O(1/n) on this problem. Our goal is to determine the worst-case rate for the switch criterion, which we combine with an estimator as follows: if the simple model is selected, the estimate of µ will be µ 0 . If the complex model is selected, the estimate of µ will be provided by an efficient estimator, i.e. an estimatoȓ
The maximum likelihood estimator is an example of such an estimator (provided that we extend its definition to X n for which arg max µ∈M p µ (X n ) is undefined in a reasonable way, for example as done in (22) in Appendix A.1).
Yang (2005) showed in a linear regression context that a model selection criterion cannot both achieve the minimax optimal parametric rate and be consistent; a practitioner is thus forced to choose between a rate-optimal method such as AIC and a consistent method such as BIC. The following inequality provides some insight into why this AIC-BIC dilemma can occur. Let A n be the event that the complex model is selected at sample size n. By writing the estimatorμk asμk(x n ) = µ 0 + (μ 1 (x n ) − µ 0 )1 An , we find:
The first term in (9) can be bounded by 1/n for any estimator that achieves the parametric minimax rate. The second term depends on the probability of selecting the simple model when it is not actually true. A low worst-case risk is attained if this probability is small, even if the true parameter is close to µ 0 . This does leave the possibility for an efficient model selection criterion to incorrectly select the complex model with high probability. In other words, a risk optimal model selection may not be consistent if the simple model is correct. The theorem by Yang (2005) essentially demonstrates that it cannot be. Due to the general nature of (9), it seems likely that his result holds in much more general settings: a procedure attains a low worst-case risk by selecting the complex model with high probability, which is excellent if the complex model is indeed true, but leads to inconsistency if the simple model is correct. The dilemma is indeed not restricted to linear regression, but occurs in our exponential family problem (1) as well (see (van der Pas, 2013) for the proof, which is a straightforward adaption of Yang's original proof). Hence, as the switch criterion is consistent, we know that the worst-case risk rate of the switch criterion cannot be of the order 1/n.
We now present our main result, which states that for the exponential family problem under consideration, the worst-case instantaneous risk rate of δ sw is of order (log log n)/n. Hence, the worst-case instantaneous risk of δ sw is very close to the lower bound of 1/n, while the criterion still maintains consistency. Our definition of exponential families is completely standard, but for convenience, it is given explicitly in the appendix.
Theorem 2.1. Let the set of densities {p µ |µ ∈ M } represent a single-parameter exponential family given in its mean-value parameterization, where M is open and connected. Suppose we have data X 1 , . . . , X n i.i.d. ∼ P µ , for some unknown µ ∈ M . Let µ 0 ∈ M be a constant. Consider the following models:
When δ sw is used with (i) a prior π(i) on the strategies that switch after 2 i observations such that π(i) ∝ i −κ for some κ ≥ 2, and ∞ i=0 π(i) = 1/2; (ii) a predictive distribution based on the Bayesian marginal likelihood with a prior ω which admits a strictly positive, continuous density;
and the parameter µ is estimated within M 1 by an efficient estimatorμ 1 , then:
where R(µ, δ sw , n) is the standardized quadratic risk at sample size n. The same holds with R set to the squared Hellinger risk and, if sup µ∈M I(µ) < ∞, with R set to KL (Kullback-Leibler) risk.
2.5 Superstrong consistency of δ sw under µ 0
While van Erven et al. (2012) show that the switch criterion is strongly consistent, the discussion in 2.4 may suggest that, given its near rate-optimality, the probability that it selects the complex model even if the simple model is true cannot be too small; indeed, as will be seen in Section 5, it tends to be larger than for Bayesian factor model selection. This may lead one to think that the price we pay for the near rate optimality of the switch criterion would be extremely slow convergence when the simple model is correct. With Theorem 2.2, we demonstrate that this is not the case: at least if we take a prior π(i) on the strategies that switch at time 2 i that decreases in i fast enough, the convergence can still be reasonably fast.
Theorem 2.2. Under the conditions of Theorem 2.1, if the prior π(i) from condition (i) is proportional to i −κ with κ > 3, we have, for some ǫ > 0,
(10) is an instance of the statement that for some decreasing function f : N → R + , for all n,
which, by the first Borel-Cantelli lemma, further implies that the probability that δ sw incorrectly selects the complex model infinitely often is zero. Property (11) is stronger than strong consistency, and hence we refer to it as superstrong consistency. It ensures that δ sw will not only eventually select the simple model when it is true, but also that it will do so 'asymptotically quickly'.
Thus, under a reasonable condition on the prior π, the switching method selects the simple model {p µ 0 } reasonably fast with high probability, if it is true. If, instead, the data are sampled from µ ∈ M \ {µ 0 }, the switching method will start selecting the correct M 1 with high probability at a sample size depending on µ which is only a factor of order log log n larger than for standard null hypothesis tests with fixed significance level and at a smaller sample size than Bayes factor model selection, which implies strong consistency. We informally demonstrate this in Section 4 and 5.
Robust null hypothesis tests
We again consider model selection criteria for deciding between the models of problem (1). As we explain below, these criteria can often be viewed as null hypothesis significance tests for the null hypothesis that µ = µ 0 . Classical Neyman-Pearson null hypothesis testing requires the sampling plan, or equivalently, the stopping rule, to be determined in advance to ensure the validity of the subsequent inference. In the important special case of (generalized) likelihood ratio tests, this even means that the sample size n has to be fixed in advance. In practice, greater flexibility in choosing the sample size n is desirable (Wagenmakers (2007) provides sophisticated examples and discussion). In this section, we discuss hypothesis tests that allow such flexibility by virtue of the property that their Type I-error probability remains bounded irrespective of the stopping rule used. These robust null hypothesis tests are defined in 3.1, and a slightly modified version of the switch criterion is shown to be such a test in 3.2.
Definition and examples
Many model selection methods are really based on thresholding the output of a more informative model comparison method. This is defined as a function from data of arbitrary size to the nonnegative reals. Given data x n , it outputs a number r(x n ) between 0 and ∞ that is a deterministic function of the data x n . It does not depend on the stopping rule used to determine n; if we know n and x n , we know r(x n ).
Every model comparison method r and threshold t has an associated model selection method δ r,t that outputs 1 (corresponding to selecting model M 1 ) if r(x n ) ≤ t, and 0 otherwise.
Example 1 (BFM): The output of the Bayes factor model (BFM) comparison method is the posterior odds ratio r Bayes (x n ) = P(M 0 |x n )/P(M 1 |x n ). The associated model selection method (BFMS) with threshold t selects model M 1 if and only r Bayes (x n ) ≤ t.
Example 2 (AIC): Standard AIC selects model M 1 if log(p µn (x n )/p µ 0 (x n )) > 1, where µ n denotes the maximum likelihood estimator for x n . We may however consider more conservative versions of AIC that only select
We may thus think of AIC as a model comparison method that outputs the left-hand side of (12), and that becomes a model selection method when supplied with a particular t.
Often, for each 0 < α < 1 there is an associated threshold t(α), which is a strictly increasing function of α, such that for every t ≤ t(α) we have that δ r,t becomes a null hypothesis significance test (NHST) with type-I error probability bounded by α.
In particular, then δ r,t(α) is a standard NHST with type-I error bounded by α. For example, for AIC with the normal family of distributions, we may select t(α) = 2/z 2 α/2 , where z α/2 is the upper (α/2)-quantile of the standard normal distribution. This results in the generalized likelihood ratio test at significance level α.
We say that model comparison method r defines a robust null hypothesis test for null hypothesis H 0 : µ = µ 0 and significance level α if
Hence, a test that satisfies (13) is a valid NHST test at significance level α, independently of the stopping rule used. If a researcher can obtain a maximum of n observations, the probability of incorrectly selecting the complex model will remain bounded away from one, regardless of the actual number of observations made.
It is well-known that Bayes factor model selection provides a robust null hypothesis test with t(α) = α for all fixed α between 0 and 1. In other words, we may view the output of BFMS as a 'robust' variation of the p-value. This was already noted by Edwards et al. (1963) and interpreted as a frequentist justification for BFMS; it also follows immediately from the following result.
Theorem 3.1 (special case of Shafer et al. (2011) ). Suppose we have data X 1 , . . . , X n i.i.d. ∼ P µ , µ ∈ M , and a test rejects the null hypothesis
where α is a constant and p 1 is a function from X n to R
pµ 0 (X n ) ≤ 1 for all n, then:
Now consider Bayes factor model selection, with π 0 the prior mass on the simple model and π 1 the prior for the complex model. If π 1 (µ)dµ ≤ π 0 , Bayes factor model selection satisfies the requirements of Theorem 3.1, as can be seen by applying Tonelli's theorem (see for example (Bauer, 2001) ):
If the prior probability on µ 0 is greater than π 1 (µ)dµ, the probability that there will be an n such that the null model is incorrectly rejected will still be bounded, but by a constant larger than α.
On the other hand, for every function t : (0, 1) → R >0 , we have, even for every single 0 < α < 1, that δ AIC,t(α) is not a robust null hypothesis test for significance level α. Hence AIC cannot be transformed into a robust test in this sense. This can be seen by applying a second-order Taylor approximation to the left hand side of (12), which yields that δ AIC,t(α) will select the complex model if
where theX i are variables with mean 0 and variance 1 if M 0 is correct, I(·) denotes the Fisher information andμ is a number between µ 0 and µ n . Becauseμ is between µ 0 and µ n and because µ n converges to µ 0 , the factor I(µ 0 )/I(μ) will be bounded for large n with probability one (see Lemma A.2 for more details). Hence, as a consequence of the law of the iterated logarithm (see for example Van der Vaart (1998)), with probability one, infinitely many n exist such that the complex model will be favored, even though it is incorrect.
The situation for BIC is a bit more complicated in that, again by the law of the iterated logarithm, we can prove that, for each α, and each fixed threshold t, the µ 0 -probability that there exist infinitely many n with δ r,t(α) (X n ) = 1 is 0 , so there is some robustness to optional stopping. But to get the numerically precise Type I-error bound (13) we would need to define t(α) in a complicated, model-dependent manner.
The switch distribution as a robust null hypothesis test
Clearly we can also view the switch distribution as a model comparison method that outputs odds ratio r sw (x n ) = p sw,0 (x n )/p sw,1 (x n ). The corresponding model selection method selects model 1 if r sw (x n ) < t. Hitherto we looked at the version of r sw with t = 1.
Our main result of this section is that the switch model comparison method can be transformed to a robust null hypothesis test for all α (just like BFMS) by setting the threshold as t(α) = α/(4 − α).
A threshold of t(α) = α/(4 − α) corresponds to δ sw,t(α) selecting the complex model if
To see that this transformation results in a robust null hypothesis test, first note that rejecting the simple model if
is equivalent to rejecting if
as can be derived from the relationship p sw, 1 (
found in 2.2. Furthermore, as ∞ i=0 π(i) = 1/2, the right-hand-side of (16) can be bounded above by 4/α − 1. Therefore, for any sample size n and any α ∈ (0, 1):
By Tonelli's theorem, the expected value under the simple model of the ratio in (17) is equal to one. Applying Theorem 3.1 yields the desired inequality. Hence, the more conservative version of the switch criterion in (15), which selects the complex model if r sw (x n ) < α/(4 − α), yields a robust null hypothesis test with significance level less than or equal to α. The switch criterion can thus be interpreted as a classic null hypothesis test, even in the presence of optional stopping. This more conservative version of the switch criterion has the same worst-case risk rate of order (log log n)/n as the version considered in section 2.4. The threshold of 1 plays no special role in the proof of Theorem 2.1 and changing it to 4/α − 1 only leads to larger constants in the risk rate. The reasoning about the superstrong consistency of δ sw is also still valid, although the version in (15) will be less likely to select the complex model at any sample size than the version with 1 as a threshold.
A connection between switching and the Hannan-Quinn criterion
In their comments on (van Erven et al., 2012), Lauritzen (2012) and Cavanaugh (2012) suggested a relationship between the switch model selection criterion and the criterion due to Hannan and Quinn (1979) . For the single-parameter exponential family model selection problem under consideration, this criterion selects the simple model if −2 log p µ 0 (x n ) < −2 log p µn (x n ) + 2c log log n, and the complex model otherwise. In their paper, Hannan and Quinn show that this criterion (referred to as HQ hereafter) is strongly consistent for c > 1 and inconsistent for c < 1. As shown by Barron et al. (1999) , penalized maximum likelihood criteria achieve worst-case quadratic risk of the order of their penalty divided by n, under some conditions including that the dimension of the models under consideration is at least one. Lemma A.8, included for completeness, shows that this is also true in this specific setting and hence, that the worst-case risk rate of HQ for this problem is of order (log log n)/n.
Furthermore, when the HQ criterion is consistent, it is also insensitive to optional stopping in the crude, asymptotic sense that the probability that there exist infinitely many sample sizes such that the simple model is incorrectly rejected is zero. This is a consequence of the law of the iterated logarithm. Using the same notation as in (14), HQ selects the complex model if
If c > 1, then this inequality will almost surely not hold for infinitely many n.
The suggestions by Lauritzen (2012) and Cavanaugh (2012) are justified for the single parameter exponential family model selection problem, as indicated by Proposition 4.1, which is a direct consequence of the results underlying Theorem 2.1.
Proposition 4.1. Let n * be the penultimate switching index: n * = 2 ⌊log 2 n⌋−1 . Let the maximum likelihood estimator based on the first n * observations be denoted by µ n * . Under the conditions of Theorem 2.1, for all large n, the event {δ sw (x n ) = 0} contains the event n 2 ( µ n − µ 0 ) 2 I(µ 1 ) < (κ − 1) log log n + O (1) and is contained in the event
where µ 1 is between µ 0 and µ n , and µ 2 is between µ 0 and µ n * .
HQ selects the simple model if log (p µn (x n )/p µ 0 (x n )) < c log log n, which is equivalent to the event that
where µ 3 is between µ 0 and µ n . Note that as n * is of order n, the maximum likelihood estimators µ n and µ n * both converge to the true mean in probability (see Lemma A.2 for more details) and are hence likely to be close for large n. Therefore, for a choice of c between (κ − 1) and 2κ, HQ and δ sw asymptotically indeed behave very similarly.
As Yang (2005) has proven, we cannot have it all. Although model selection procedures cannot be both consistent and achieve the minimax risk rate up to a constant factor, with either the Hannan-Quinn criterion or the switch criterion, the gap can be made as small as O(log log n), at least in the simple problem under consideration here.
Because HQ and δ sw have been shown to be asymptotically equivalent for this problem, one may wonder whether one criterion is to be preferred over the other. For this parametric problem, HQ has the advantage of being simpler to analyze and implement. The criterion δ sw can however, be used to define a robust hypothesis test as in Section 3, that is insensitive to optional stopping in a much stronger, nonasymptotic sense than the HQ criterion; except for the normal location model, for which the asymptotics are precise, the HQ criterion cannot be used to define such a robust, nonasymptotic test. Another advantage of switching is that it can be combined with arbitrary priors and applied much more generally, for example in non-parametric problems, in which case it is optimal in terms of cumulative risk.
Discussion and Conclusion
In this paper we showed that switching combines near-rate optimality, consistency and insensitive to the stopping rule. One may, of course, ask, how desirable these properties really are and how desirable it is to combine them in one method. We see two possible issues here:
Consistency The desirability of consistency, in the sense of finding the smallest model containing the true distribution, is somewhat controversial. The main argument against consistency is made by those adhering to Box's maxim 'Essentially, all models are wrong, but some are useful ' (Box and Draper, 1987) . According to some, the goal should therefore not be to select a non-existing 'true' model, but to obtain the best predictive inference or best inference about a parameter (Burnham and Anderson, 2004; Forster, 2000) . Another issue with consistency is that it is a 'nonuniform' notion, which in our context means that -as is indeed easy to see -it is impossible to give a bound on the probability under P µ of selecting the wrong model at sample size n that converges to 0 uniformly for all µ ∈ M . This nonuniformity implies that consistency is of little practical consequence for post-model selection inference (Leeb and Pötscher, 2005) .
As to the first argument, one can reply that there do exist situations in which a model can be correct, for example in the field of extrasensory perception (Bem, 2011) , in which it seems exceedingly likely that the null model (expressing that no such thing exists) is 99% correct; another example is genetic linkage (Gusella et al., 1983; Tsui et al., 1985) . The second argument is more convincing; indeed we think of consistency more as a reassuring property (if it does not hold, this may indicate that the procedure has other flaws as well) than a property with many practical consequences. Indeed, it seems that, for the case that M 0 is a singleton, stopping rule insensitivity is more important.
Combining Robust Testing with Rate Optimality If the main goal of using a model selection method is to use the selected model for prediction or estimation, then being risk optimal is clearly important. If the main goal is testing a null hypothesis, then insensitivity to the stopping rule is highly desirable in many, and indispensable in some applications, but one might question the importance of rate optimality in this case. The aim is then often merely to determine whether there is sufficient reason to reject a null hypothesis (such as e.g. sleep deprivation has 'no effect' on concentration). If the data suggest that the null is false, then this may be sufficient and one may not be so interested in precisely estimating parameters (effect sizes), for example because these may vary wildly from subject to subject. So why should we be interested in methods that combine stopping rule insensitivity with near rate-optimality? There is, in fact, a clear reason, which can be seen from comparing BIC (the asymptotic form of Bayes factor model selection) to the Hannan-Quinn criterion -the asymptotic form of the switch criterion for model selection. As was shown in Section 4, a direct consequence of the fact that the switch criterion achieves the optimal parametric rate up to a log log n factor is that switching asymptotically behaves like HQ, which selects the simple model if (18) holds, i.e. if
where µ 3 is between µ n and µ 0 . In contrast, a direct consequence of the fact that BFMS misses the optimal rate by a factor of order log n is that it asymptotically behaves like BIC which (reasoning as above (18)) selects the simple model if
Thus, the set of µ n for which one can 'reject' the null model using the switch criterion, is a significantly enlarged superset of the set of µ n for which one can 'reject' the null model using the Bayes factor method -but this larger rejection region is achieved without paying the price of stopping rule sensitivity. This suggests that, more generally, under any µ ∈ M \{µ 0 }, the better the risk rate obtained by a model selection criterion as used for our problem (1), the less data one needs to gather before one can justifiably reject the null hypothesis. Since determining whether a null can be rejected is often the main goal in psychological experiments, and data are often costly, this provides a reason to strive for robust hypothesis tests in combination with fast estimation rates. Of course,
and (20) only hold for large n, and more research is needed to see whether this intuition really extends to small n as well.
Future Work
Van Erven et al. (2012) proved minimax cumulative risk rate optimality of the switch distribution in very general settings; in contrast, we showed near-instantaneous risk optimality only in a very specific setting. We chose such a specific setting for two reasons:
(1) because of the sequential nature of the switch distribution (see the definition (3)), the analysis of its cumulative risk is fairly easy, yet the analysis of its instantaneous risk is highly complicated; (2) our main point is merely that, Yang's (2005) result notwithstanding, there exist settings in which the three desirable properties can almost be combined. Nevertheless, it would be interesting to extend our results on near-optimality of the switch distribution to, say, model selection between two arbitrary nested multivariate exponential family models. More generally, we should note that the switch distribution has a drawback when used in nonsequential settings: the precise results it gives are dependent on the order of the data, even if all the models under consideration are i.i.d. Thus, it would be even more interesting and challenging to design an alternative, order-independent method that, like the switch distribution, achieves almost the best of the three worlds we considered.
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A Proofs
In this appendix, we start by listing some well-known properties of exponential families which we will repeatedly use in the proofs. Then, in Section A.2, we provide a sequence of technical lemmata that lead up to the proof of our main result, Theorem 2.1, with which the section ends. Finally, in Section A.3, we prove our remaining results, partially re-using the lemmata of Section A.2.
Additional Notation Let Φ denote the standard normal cdf. We will abbreviate 1−Φ by Φ c and set Φ(c 1 , c 2 ) = Φ(c 2 ) − Φ(c 1 ). If a sample is split up into two parts x 1 , . . . , x n * and x n * +1 , . . . , x n , these partial samples will be referred to as x n * and x >n * respectively. D(p µ 1 p µ 2 ) denotes the KL-divergence between two distributions with densities p µ 1 and p µ 2 and will also be denoted by D (µ 1 µ 2 ) .
A.1 Definitions Concerning and Properties of Exponential Families
The following definitions and properties, except those involving KL and Rényi divergence, can all be found in the standard reference (Barndorff-Nielsen, 1978) and, less formally, in (Grünwald, 2007, Chapter 18,19) A single-parameter exponential family is a set of distributions on X , which we invariably represent by the corresponding set of densities {p θ |θ ∈ Θ}, where Θ ⊂ R, such that any member p θ can be written as
where r is a non-negative function called the carrier, z the partition function and ψ(θ) = log z(θ). The parameterization in (21) is referred to as the canonical or natural parameterization; we only consider families for which the set Θ is open and connected. Every exponential family can alternatively be parameterized in terms of its mean-value parameterization, where the family is parameterized by the mean µ = E θ [φ(X)], with µ taking values in M ⊂ R, where µ as a function of θ is smooth and strictly increasing; as a consequence, the set M of mean-value parameters corresponding to an open and connected set Θ is itself also open and connected. Whenever for data x 1 , . . . , x n , we have 1 n n i=1 φ(x i ) ∈ M , then the maximum likelihood estimator of the mean is itself equal to 1 n n i=1 φ(x i ), and, if data are i.i.d. ∼ P µ for µ ∈ M , then (because M is open and connected) this will happen with probability 1 for all large n. For this reason we will from now on define
noting that µ n is well-defined for all n, all x n ∈ X n and, with µ-probability one, also in M , for all large n, all µ ∈ M . If µ n is in M then also the following relationship holds:
This result, a direct consequence of the sufficiency of µ n , and folklore among information theorists, is proven by e.g. (Grünwald, 2007, Chapter 19) , who calls this the robustness property of the KL divergence for exponential families. We will need another standard information-theoretic result, which states that for any single-parameter exponential family as above, any µ ∈ M , all a ∈ R with µ + a ∈ M ,
For a proof, see (Grünwald, 2007, Section 19.4 .2); for extensions to multidimensional families, see (Csiszár, 1984) . We denote the Fisher information by I(·), and repeatedly use the fact that it is continuous as a function of µ and that
A straightforward second order Taylor expansion of D(µ µ ′ ) around µ gives that, for all µ, µ ′ ∈ M ,
with µ ′′ in between µ and µ ′ , thus relating KL divergence for exponential families to the standardized squared error loss (5). Analogously, for the Rényi-divergence of order
where the constants hidden in the ≍ notation can be chosen uniformly on M ′ . (27) was claimed, without explicit proof, by Haussler and Opper (1997) and van Erven and Harremoës (2014) ; an explicit proof is provided by van der Pas (2013).
Finally, since the square of the popular Hellinger distance between µ and µ ′ is bounded from above by max{2, d 1/2 (µ, µ ′ )} (Haussler and Opper, 1997) , this distance can also be related to the standardized squared error loss (5).
A.2 Proof of Main Result, Theorem 2.1
We first present Lemma 1, which relates the Bayesian marginal likelihood to the density under the maximum likelihood estimator. Lemma A.2 is required to prove the lower bound on the risk in Theorem A.6. Lemma A.3 provides a crucial inequality on the probability that the log likelihood ratio for the data-generating member of the exponential family and another fixed member thereof is smaller than a given amount. We then proceed to the main elements supporting the proof of our main result, Theorem 2.1: Lemma A.4 provides an upper bound on the risk for mean sequences not converging to µ 0 , Theorem A.6 gives a lower bound on the risk by studying mean sequences that converge at a faster rate than (log log n)/n and Theorem A.7 yields an upper bound on the risk for sequences that converge at a slower rate than (log log n)/n. Combining these three results, we finally prove the main theorem, Theorem 2.1.
Lemma A.1. Under the conditions of Theorem 2.1:
with probability one, for large n.
Proof. As ω(·) is assumed to be continuous and strictly positive on M , we have as a consequence of the familiar Laplace approximation of the Bayesian marginal distribution as in e.g. (Kass and Raftery, 1995) or, for a directly applicable statement, Theorem 8.1 in :
Because M is open, by the law of large numbers, µ n will be bounded away from the boundaries of M with probability one for large n. Hence, the quantity ω( µ n )/ I( µ n ) will be bounded away from zero and infinity with probability one for large n, and the result follows.
Lemma A.2. Let {µ n } ∞ n=1 be a monotone sequence converging to µ 0 and letμ be between µ 0 and µ n . Then:
Proof. As µ n → µ 0 , by continuity, I(µ n ) → I(µ 0 ). µ n converges to µ 0 in probability, as can be seen from Markov's inequality. For any ε > 0:
Hence:
because I(µ n ) → I(µ 0 ) and (µ n − µ 0 ) 2 → 0. As µ n → p µ 0 , by the continuous mapping theorem, I( µ n ) → p I(µ 0 ). Becauseμ is between µ 0 and µ n , this implies: I(μ) → p I(µ 0 ). By continuity, we can conclude:
I(µn) → p 1. Lemma A.3. For a given exponential family as in Theorem 2.1, let µ 0 , µ n be elements of M and supposeX = (X n 1 , . . . , X n 2 ) is a sequence of i.i.d. observations of length N from p µn . Then, for any A ∈ R:
where d 1/2 is the Rényi divergence of order 1/2 as in (27). Moreover, if {µ n } ∞ n=1 is a sequence such that µ n → µ 0 , then the right-hand side of (28) is further bounded by
Proof. For any A, by Markov's inequality: 
which gives (28); the subsequent inequality follows from (27).
Lemma A.4. Under the conditions of Theorem 2.1,
faster than (log log n)/n for sequences µ n such that I(µ n )(µ n − µ 0 ) 2 → ∞ and sequences µ n such that I(µ n )(µ n − µ 0 ) 2 → c for some strictly positive constant c.
Proof. Assume without loss of generality: µ n < µ 0 for all n. We can then bound the probability of selecting the simple model by:
. Hence:
By (24),
where we used the Taylor expansion (26) and µ 1 is between 1 2 (µ n + µ 0 ) and µ n . If
We hence have with probability one for large n, by the robustness property (23) and again using (26),
with µ 2 between µ 0 and µ n . This probability will be equal to zero for n large enough, by the assumption on I(µ n )(µ n − µ 0 ) 2 . Therefore, for large n:
where µ 1 is between µ n and µ 0 . This will converge to zero faster than (log log n)/n as n → ∞.
Lemma A.5. Under the assumptions of Theorem 2.1, we have for large n, with probability one:
Proof. The likelihood ratio of interest can be written as: 
Combining this with the robustness property (23), the following equality will hold with probability one for large n:
Because the KL-divergence is non-negative, this can be bounded above by:
Consider the term
n . The function π(i) 2 i /n is proportional to 1/i κ · 2 i /n for some κ ≥ 2 and hence has an exponentially increasing numerator and a polynomially increasing denominator. Thus, for large n, the last term of
will be the largest term. Furthermore, 2 i n ≤ 1. The entire sum can therefore for large n be bounded above by:
Moreover, 1/ √ n < 1/(log 2 n) κ−1 for n large enough.
Theorem A.6. Let {µ n } ∞ n=1 be a monotone sequence converging to µ 0 . Then, under the conditions of Theorem 2.1, there exists a constant C > 0 such that for all large n, P µn (δ sw (X n ) = 0) > C for µ n such that nI(µn)(µn−µ 0 ) 2 log log n does not diverge to infinity.
Proof. By Lemma A.5, we have that for large n, the following inequality will hold with probability one:
Using the Taylor-approximation (26), D( µ n µ 0 ) = 1 2 I(μ) ( µ n − µ 0 ) 2 , whereμ is between µ 0 and µ n . Therefore:
can be rewritten as
By Lemma A.2, I(μ)/I(µ n ) converges to 1 in probability and hence, this ratio converges to 1 in distribution. nI(µ n )( µ n − µ n ) converges to a standard normal distribution by the main result in (Michel, 1978) . By Slutsky's lemma, their product converges in distribution to a standard normal distribution. Hence we find that asymptotically:
For µ n such that nI(µn)(µn−µ 0 ) 2 log log n → 0, the above probability will converge to 1. For all other monotone sequences µ n , there exists a constant C > 0 such that P µn (δ sw (X n ) = 0) > C for all large n. Theorem A.7. Let {µ n } ∞ n=1 be a monotone sequence such that I(µ n )(µ n − µ 0 ) 2 → 0. Then, under the conditions of Theorem 2.1:
for µ n such that nI(µn)(µn−µ 0 ) 2 log log n → ∞.
Proof. Let f n := nI(µn)(µn−µ 0 ) 2 log log n . We split the proof in two cases for each n. Case 1 is f n < log n; case 2 is f n ≥ log n. In each case, we first consider sequences µ n such that µ n → µ 0 , which allows us to apply the second inequality in Lemma A.3. If µ n does not converge to µ 0 , we use the first inequality from Lemma A.3, noting that there exists ε > 0 such that d 1/2 (µ n , µ 0 ) > ε for n large enough, so that the bounds corresponding to (36) and (40) yield even faster convergence to zero than in the case where µ n → µ 0 .
Case 1: f n < log n. By assumption, we have π(i) (log n) −κ for i ∈ {0, . . . , ⌊log 2 n⌋}. We can restrict our attention to the strategy that switches to the complex model at the penultimate switching index, due to the following inequality:
But this we can further bound for large enough n, using again Lemma A.1 and the fact that log p µn (x n ) ≥ log p µn (x n ), as:
P µn log p B (X n ) p µ 0 (X n ) ≤ log 3 = P µn log p µn (X n ) p µ 0 (X n ) ≤ 1 2 log n + O(1)
≤ P µn log p µn (X n ) p µ 0 (X n ) ≤ 1 2 log n + O(1) .
Now we again, just as in case 1, use Lemma A.3 with A = 1 2 log n to find:
log n+ O(1) e − O(nI(µn)(µn−µ 0 ) 2 ) .
Reasoning as in case 1, it is sufficient if we can prove: f n P µn (δ sw (X n ) = 0) = O (1) , which, by (40) can be proven by showing:
log n e − O(fn·log log n) = O (1) .
This can be rewritten as:
log n e − O(fn·((log log n)−1)) = O (1) , which will certainly hold, because f n > log n.
Proof of Theorem 2.1
Proof. As derived in (9), the worst-case standardized quadratic risk is equal to:
sup µ∈M E µ I(µ)(µ − µ 1 (X n )) 2 1 {δsw(X n )=1} + I(µ)(µ − µ 0 ) 2 P µ (δ sw (X n ) = 0) .
The first term can be bounded from below by zero and from above for large n by:
by the assumptions onμ 1 . We will therefore restrict our attention to the term
where the underlying mean is denoted by µ n to express a possible dependence on n.
A lower bound on (41) is provided by Theorem A.6, which demonstrates that for µ n such that µ n → µ 0 and nI(µn)(µn−µ 0 ) 2 log log n does not diverge to infinity, (41) is bounded below by I(µ n )(µ n − µ 0 ) 2 · C, where C is a strictly positive constant. Hence, the worst-case quadratic risk is at least of order (log log n)/n.
For an upper bound on the worst-case risk, we first consider sequences such that I(µ n )(µ n − µ 0 ) 2 converges to a non-zero constant or diverges to infinity. In that case, Lemma A.4 yields an upper bound on (41) of order (log log n)/n. In the remaining case, where I(µ n )(µ n − µ 0 ) 2 → 0, the upper bound automatically holds for sequences such that nI(µn)(µn−µ 0 ) 2 log log n converges to a non-negative constant. For sequences such that nI(µn)(µn−µ 0 ) 2 log log n → ∞, Theorem A.7 yields the required upper bound. Therefore, the worst-case quadratic risk of δ sw is of order (log log n)/n.
The same result now easily follows for R set to the squared Hellinger risk using (27) and the bound on the Hellinger distance given below (27); and for R set to the KL risk using (26), where we use the extra condition sup µ∈M I(µ) < ∞ to guarantee that I(μ) < ∞ so that also for all µ ∈ M , we are guaranteed that D(µ μ) < ∞; we omit further details.
A.3 Proofs for Remaining Results: Theorem 2.2, Lemma A.8 and Proposition 4.1 ≤ P µ 0 (log n) 1+δ (log 2 n) κ−1 · nD( µ n µ 0 ) O(1) ≥ 1 = P µ 0 nD( µ n µ 0 ) ≥ (log n) κ−2−δ / O(1)
≤ e −(log n) κ−2−δ · O(1) = e (log 1 n )·(log n) κ−3−δ · O(1) = O 1 n (log n) κ−3−δ , where inequality ( * ) is based on (24) together with the fact that D(µ µ 0 ) is strictly increasing in |µ − µ 0 |. The result now follows by our assumption that κ > 3.
Lemma A.8. Consider problem (1). Let f n > 1 be deterministic and such that f n = o(n). A model selection method δ that selects M 0 if −2 log p µ 0 (x n ) < −2 log p µn (x n ) + 2f n and M 1 otherwise, if used in combination with an efficient estimator, will have worstcase standardized quadratic risk of order f n /n.
Proof. For clarity of exposition, we will first prove the lemma for data from a N (µ, 1) distribution, with µ 0 = 0. We assume without loss of generality that µ n is positive. The order of the risk can be bounded by bounding the term
as demonstrated in the proof of Theorem 2.1. Because µ n ∼ N (µ n , 1/n), the probability that M 0 is selected is equal to:
P µn (δ(X n ) = 0) = P µn µ 2 n < 2f n n = Φ − 2f n − √ nµ n , 2f n − √ nµ n .
If µ n is such that √ nµ n − √ 2f n does not diverge to infinity, the probability of selecting the simple model will converge to a non-zero constant and hence, (43) is of order µ 2 n , which in this case is at most of order f n /n. A risk of order f n /n is attained for µ n = 2f n /n. If µ n is such that √ nµ n − √ 2f n → ∞, then we can bound (43) by using Mills' ratio:
In this case, the term √ nµ n − √ 2f n will be of order √ nµ n . Hence, to prove that (43) is of order f n /n, we need to prove:
or equivalently:
By a second-order Taylor approximation, this is equivalent to the event that 1/2(n − n * ) ( µ n * − µ 0 ) 2 I(µ 2 ) is less than 2 log log n + O(1), where µ 2 is between µ 0 and µ n * . As (n − n * )/2 is between n/4 and 3n/8, this event is contained in the event n 2 ( µ n * − µ 0 ) 2 I(µ 2 ) < 2κ log log n + O(1) .
