Introduction
The present work is devoted to investigation of branching extremals (i.e., extremal networks) of the Manhattan length functional. The Manhattan length of a rectilinear segment in R n is the sum of the lengths of the projections of the segments to the Cartesian coordinate axes. The Manhattan length of a curve is the limit of the Manhattan lengths of polygonal lines inscribed in the curve. The Manhattan length of a network (i.e., of a connected set of curves (edges) endowed with a structure of a graph) is the sum of the Manhattan lengths of its edges.
Traditionally, the shortest networks are investigated. In the present work, we investigate wider classes of networks: locally shortest (the so-called locally minimal ) networks and critical networks, i.e., critical points of the Manhattan length functional, see exact definitions below. Note that in the case of the Riemannian length functional, locally minimal networks are critical points of the length functional, and if splitting of vertices is permitted, then the converse statement is also true, see [67] . In other words, the class of locally minimal networks and the class of critical networks coincide for the case of the Riemannian length functional. It turns out that in the case of the Manhattan length functional the class of locally minimal networks is wider than that of critical networks. The main aim of the present work is the description of the difference between the two classes.
The first works on the shortest networks in the sense of Manhattan length appeared in the 1960s, see [34] , due to the intensive development of electronics and robotics. The interest to the Manhattan length appeared due to the fact that, as a rule, conductors on printed circuits are polygonal lines formed by horizontal and vertical segments, and therefore the Manhattan length of a conductor coincides with its Euclidean length. A similar situation occurs in robotics. Probably the first systematical investigation of the shortest networks in the sense of Manhattan length (the so-called shortest rectilinear trees) was made in 1966 by Hanan [42] , who described some important general properties of such networks. In particular, Hanan showed that one of the shortest rectilinear trees is a subset of the union of all vertical and horizontal straight lines through the boundary points (the Hanan lattice). Note that the edges of a shortest rectilinear tree can be chosen in many different ways without changing the length of the tree. However, starting from the work of Hanan [42] , the edges of the shortest trees are traditionally chosen in the form of polygonal lines whose links are parallel to the Cartesian coordinate axes. In 10 years, Hwang [47] described all possible structures of the shortest rectilinear trees under the assumption that the given boundary set is spanned by at least one nondegenerate shortest tree Γ 0 . The latter fact means that the degrees of all boundary vertices in Γ 0 are equal to 1. In particular, Γ 0 has no vertices of degree 2. Hwang proved that in this case the shortest tree has one of the two possible structures, which are depicted in Fig. 1 . However, an efficient algorithm for constructing a shortest rectilinear tree had not been found as yet. The reason was explained in 1977 by Garey and Johnson [35] , who proved that the problem of finding a shortest rectilinear tree is NP -hard, i.e., it is most probable that there exists no polynomial algorithm solving the problem. This fact makes the investigation of the restrictions on the structure of the shortest networks even more actual.
The idea of considering locally minimal networks appeared first during the investigation of the shortest networks in the case of Euclidean length. Namely, after describing the local structure of shortest networks (to do this it suffices to solve the problem with at most one additional vertex), it is natural to try to describe all networks satisfying the conditions obtained. These networks form a wider class and are usually called locally minimal networks. Note that the first real-life algorithms constructing the shortest Euclidean trees (they were based on the Melzak algorithm [76] ) enumerated all possible local minimal trees and selected the shortest one among them.
In real situations, sometimes it is essentially easier to find the shortest tree than to enumerate all locally minimal networks. For example, if the boundary set is the vertex set of a regular n-gon, n ≥ 6, then the shortest network is the n-gon itself without one of its sides. (This result was obtained by Jarnik and Kössler [68] for n ≥ 13, and by Du, Hwang, and Weng [26] for 6 ≤ n ≤ 12.) However, the set of locally minimal networks in that case is considerably more complicated, see [60] . In the case of the shortest Manhattan networks with rectilinear-convex boundaries, a polynomial algorithm constructing such networks is known, see, e.g., Richards and Salowe [84] .
Note that the above-mentioned papers mainly investigate some algorithmic aspects of the problem. In particular, the difference between locally minimal networks (i.e., in the context, the networks having the same local structure as the shortest networks have) and critical networks was not observed. The geometry and topology of locally minimal and critical networks were not investigated.
Our approach allows us to regard the problems of that type as natural generalizations of classical (onedimensional) variational problem to the case of branching extremals.
1 The approach is based on a synthesis of ideas of differential and convex geometry on the one hand, and the ideas of discrete geometry and combinatorics on the other hand. In the case of Euclidean length, where the extremals can be regarded as branching geodesics, we mention, in addition to our works, the works by A. Vdovina, I. Iskhakov, G. Karpunin, G. Lawlor, V. Manturov, F. Morgan, T. Pavlyukevich (Anikeeva), M. Pronin, I. Ptitsyna (Shklyanko), E. Selivanova, J. Hass, and others, who consider minimal networks from the same point of view. Critical networks with respect to some other functionals of "elliptic type" were investigated by G. Lawlor and F. Morgan [74, 75] .
From the geometric point of view, the interest to the networks extremal with respect to the Euclidean and Manhattan length is due to the fact that the two functionals are, in a certain sense, limit cases of the functionals generated by Banach-Minkowski metrics. Namely, the Euclidean length is generated by a most symmetric and strictly convex norm, while the Manhattan length is generated by a non-strictly convex norm with the maximal possible length of the circle. It is the failure of the strict convexity property that implies that in the case of the Manhattan length the classes of locally minimal and critical networks are different, unlike the Euclidean case. Apparently, similar effects also take place for the Banach-Minkowski norms, see [53] .
The debate on the necessity to investigate not only absolute minima, but also other critical points has long history.
2 Note that the critical points different from absolute minima and maxima naturally appear in 1 Problems of that type were stated first by French mathematicians, among which are Gergonne, Clapeyron, and Lame. Gauss was also interested with problems of this type. In his letter [37] to Schumacher, he mentioned the problem of building a shortest railway system between the four German cities: Harburg (close to Hamburg), Bremen, Hannover, and Braunschweig. The general problem of finding a shortest network spanning a given set of points in the plane was stated by Jarnik and Kössler [68] in 1934. Afterwards, the problem became well known as the Steiner Problem, see the historical surveys in [10, 50, 58], cf. [67] . Note that the simplest case of the Steiner problem, where the boundary set consists of three points, coincides with the following problem stated by Fermat: find the point in the plane such that the sum of the distances from that point to the vertices of a given triangle is the least possible. The principle difference between these two problems is as follows: solving the Steiner problem, we know a priori neither the number of additional, i.e., non-boundary vertices (these vertices are usually called Steiner points ), nor the way in which the vertices are joined. We emphasize that precisely this undeterminacy makes the Steiner problem N P -hard.
2 In 1746, Maupertuis published his famous Principle of least action: if there occurs some change in Nature, the amount of action necessary for this change must be as small as possible. Just after publication of the Principle, Maupertuis was criticized. On the one hand, the question of priority was discussed, while on the other hand, it was understood fast that the Principle is not correct in such reading. For example, in 1749 and 1752, using the reflection of the light as a model, d'Arcy demonstrated how the Principle leads to false assertions. D'Arcy showed that the "thrift" or "wastage" of the Nature (i.e., minimality or maximality of the necessary action) depends on the form of the mirror. The details of the dispute and some other interesting facts can be found in [44] .
