Abstract-Optic flow-based autopilots for Micro-Aerial Vehicles (MAVs) need lightweight, low-power sensors to be able to fly safely through unknown environments. The new tiny 6-pixel visual motion sensor presented here meets these demanding requirements in terms of its mass, size, and power consumption. This 1-gram, low-power, fly-inspired sensor accurately gauges the visual motion using only this 6-pixel array with two different panoramas and illuminance conditions. The new visual motion sensor's output results from a smart combination of the information collected by several 2-pixel Local Motion Sensors (LMSs), on the basis of the "time of travel" scheme originally inspired by the common housefly's Elementary Motion Detector (EMD) neurons. The proposed sensory fusion method enables the new visual sensor to measure the visual angular speed and determine the main direction of the visual motion without any prior knowledge. Through computing the median value of the output from several LMSs, we also end up with a more robust, more accurate, and more frequently refreshed measurement of the one-dimensional angular speed.
I. INTRODUCTION

M
ICRO Aerial Vehicles (MAVs) constitute a class of Unmanned Aerial Vehicles (UAVs) which can be used for the remote observation of hazardous environments without any risk to human life. MAVs need to be equipped with onboard sensors and flight control devices in order to perform tasks such as those performed by optic flow (OF) based aerial robots: obstacle avoidance [1] - [7] , terrain following and automatic landing [2] , [8] - [12] , tracking a moving target [13] , [14] and controlling their forward speed [15] . MAVs endowed with these abilities would acquire greater autonomy, and at the same time, the ground operators' arduous task of piloting an almost constantly invisible aircraft would be greatly simplified. Nature has taught us that flying insects, which came into existence several hundred million years ago, have developed particularly elegant solutions to the problem of navigating swiftly in unfamiliar and complex environments. Winged insects are able to enter and explore unknown environments without any sonar or laser range-finder: their visually guided performances depend mainly on OF sensing processes [10] , [16] - [25] . The OF perceived by a moving agent (an animal, human or robot) is a vector field that gives the angular speed ω (magnitude in°/s) at which any contrasting object in the environment is moving past the eyes [26] . The fly's eye has been shown to be sensitive to two-directional motion [27] and also to be driven by a minimum of two photoreceptors inside the same ommatidium [28] , [29] . The fly's eye is therefore one of the most suitable animal model available for studies on motion detecting neurons. Based on studies on the fly's visual system previously conducted at our Laboratory, in which electrophysiological recordings were performed on single neurons while microstimuli were being applied to single photoreceptor cells in a single ommatidium of the compound eye [28] , a 2-pixel Local Motion Sensor (LMS) was developed [30] , based on the principle known today as the "time of travel" scheme [31] .
Using such bio-inspired sensors, various simulated visionbased autopilots [31] - [34] based on OF sensing techniques were subsequently developed at our Laboratory, and a series of terrestrial [31] , [35] and aerial robots [9] , [14] , [36] , [37] were constructed. The "robotfly" ("Robot Mouche" in French) built by Franceschini's team in 1991 was a completely autonomous wheeled robot equipped with a compound eye consisting of 114 electronic LMSs implemented in analog technology using Surface Mounted Devices (SMDs) [35] . The "robotfly" was able to steer its way through an unknown field full of obstacles at a relatively high speed (up to 50 cm/s) [35] . The "robotfly" also implemented two-directional analog LMSs using a maximum operator to determine the direction of motion [35] , [38] . However, the size and mass of these analog sensors were not compatible with the drastic constraints imposed on free flying MAVs in terms of their mass (they have to weigh less than 100 g), size (they must measure less than 15 cm) and power consumption.
Several teams therefore started to design new visual motion sensors by mixing analog and digital processing, which are lighter and easier to implement onboard MAVs than a camera- based system [39] or fully analog sensors. One possible approach consisted in developing visual motion sensors using analog and digital Very-Large-Scale Integration (VLSI) technologies, such as those based on the Reichardt correlator [40] - [43] , the Pulse-based velocity sensor [44] or Barrows' design [45] . Only a few VLSI-based sensors have been implemented onboard MAVs so far (flight with limited degrees of freedom: [46] , free-flight: [2] , [45] ).
Off-the-shelf mouse sensors were also recently characterized [47] and mounted onboard terrestrial [48] , [49] and aerial robotic platforms [5] , [50] . The performances of these systems have not been properly assessed so far in terms of their resolution, accuracy, invariance to illuminance and contrast, apart from two studies [51] , [52] .
At our Laboratory, several versions of 2-pixel motion sensors based on the "time of travel" scheme originally based on the fly's eye [29] were developed using either a Field Programmable Gate Array (FPGA) [53] or a microcontroller (μC) [54] - [60] .
In the current study, we present a new tiny μC-based visual motion sensor weighing only 1 gram (Fig. 1) , which receives visual inputs from a 6-pixel array integrated circuit. By combining several 2-pixel motion sensors, the performances of the visual motion sensor were highly improved. The first sensory fusion method of this sensor produces a combined output based on the median value of 5 LMS measurements in a single pre-determined direction of motion which drastically improved the accuracy and the refresh rate ( f re f resh ) of the angular speed measurements [58] . An improved sensory fusion method determines an accurate estimation of the direction and the magnitude of the angular speed in the detected direction of motion. This whole processing was embedded into a μC which has sufficient computational resources for carrying out the requisite signal processing tasks efficiently, while its mass is compatible with the very low avionic payload allowed on MAVs.
The first sensory fusion method implemented in our tiny μC-based visual motion sensor is presented in the Section II that gives a short description of the bio-inspired visual system and the principles underlying the 2-pixel "time of travel" scheme. Experiments performed on the visual motion sensor, which was tested indoors, are described in Section III. The results of these experiments are presented in Section IV. Section V describes the results obtained thanks to an improved sensory fusion method able to perfectly determine the direction of motion without any prior knowledge and to give an accurate and robust assessment of the magnitude of the motion in term of angular speed.
II. DESCRIPTION OF THE DEVICE
1) Photoreceptor Configuration:
The front end of the visual motion sensor designed and developed in this study was based on an off-the-shelf photosensor array (iC-LSC from iCHaus Company, http://www.ichaus.de) consisting of 2 rows of 6 photodiodes. A fixed-gain current amplifier is integrated into each photodiode. In order to detect a large number of contrasting objects at low illuminance levels, the photosensors in each column were paired to increase the signal to noise ratio by increasing the sensitive surface two-fold from 300 μm × 800 μm to 300 μm × 1600 μm. This one-dimensional 6-pixel array was then mounted on a cheap, lightweight lens (Sparkfun SEN-00637) borrowed from a mobile telephone camera (Fig. 1) .
As in flies, each photosensor features a Gaussian Angular Sensitivity Function (ASF), [61] [ Fig. 2(b) ], which results in insects from the spatial convolution of the photoreceptor's diameter with the point spread function of the facet lenslet [62] , [63] and in our sensor, from the defocusing of the lenslet.
The ASF of the "lens-photoreceptor" system was assessed by slowly rotating the visual motion sensor placed 50 cm in front of a point light source [ Fig. 2(a) ]. By defocusing the lens (i.e., by reducing the distance between the lens and the retina), we obtained a similar Gaussian sensitivity profile to that of the housefly. The full width at half height of the Gaussian curve (the acceptance angle) ρ determines the cutoff frequency of the low-pass spatial filtering process (Fig. 3) , whereas the inter-receptor angle ϕ (i.e., the angle between two adjacent optical axes) determines the angular speed (ω m i ) measurement range.
The defocusing process was adjusted to obtain an appropriate bell-shaped ASF projected onto the photosensor array, as occurs in some diurnal insects [66] , where
The visual photoreceptor axes are separated by an interreceptor angle ϕ = 4°and each pixel features an acceptance angle ρ = 4°[ Fig. 2 Fig. 3(a) ] of any dark-to-light (ON) or light-to-dark (OFF) contrast in the same way as the fly's motion-detecting neurons. This "perceived" angular speed ω i is transformed by the optical system into a delay t i between 2 neighboring photosensor signals defined as follows:
The functional "time of travel" scheme used here consists of 6 processing steps [30] , [54] , [65] measuring the delay t i , thus giving the angular speed ω of the 5 LMSs. The whole processing of the 5 LMSs and the computation of the median value were carried out on a dsPIC33FJ128GP802 μC working at a sampling frequency of 2 k H z and running at 40 MIPS. This low-power 16-bit μC was a very good candidate in term of size footprint (28 pins QFN-S package, see Table I for dimension), power consumption and performances allowing it to carry out the whole processing using a 16-bit MAC unit ("Multiplier + ACcumulation"), 1 SPI and 6 × 12-bit ADCs (Analog to Digital Converters) while meeting with the constraints of MAVs [see Fig. 3(a) ].
The μC embedded onboard the visual motion sensor ( Fig. 1 ) is connected to an external Bluetooth module via a and a second-order fixed-point digital low-pass filter with a cutoff frequency of 30 Hz. The filtered photoreceptor signals are then thresholded to determine the angular speed ω m i , using the "time of travel" scheme previously developed at our Laboratory [30] , [31] , [64] , [65] . The "time of travel" t i , which is proportional to the inverse of ω m i , elapsing between two filtered photoreceptor signals is measured by a timer: t ON and t OFF are measured by means of ON and OFF contrast distinguishing processes [29] . These delays test-board. This radio link allows the operator to record all the data synchronously and to convey it to a computer for analysis. The program of the 16-bit μC was developed on Matlab/Simulink© environment and compiled using a specific toolbox (available on http://www.kerhuel.eu) developed for dsPIC μCs.
In order to be able to perform all the processing with the limited computational power of a tiny μC, several optimizations in the sensory fusion method were required to reduce the computational load. The order of the digital lowpass filter embedded in the μC was reduced two-fold from the 4 th [54] to 2 nd order. This reduction was possible thanks to the on-chip pre-amplification unit of the LSC retina, which reduces the noise. One simple 16-bit free counter was used to measure the 10 delays t ( t O N and t O F F of the 5 LMSs) required to estimate visual motion in the FOV of the 5 LMSs.
4) Characteristics of the Visual Motion Sensor:
The mass balance of our tiny device, including all the electronics, does not exceed 1 gram, which amounts to only 0.2 g per LMS (Table I) . It is also a low-power visual motion sensor with a consumption of only 74 m A. The specifications of the visual motion sensor are summarized in Table II. We recenty showed that by using the same fusion algorithm, the measurement range of a similar sensor can be tuned to lower angular speeds by adjusting the optical parameters as shown in [67] .
III. EXPERIMENT
The visual motion sensor was tested indoors in natural light at a constant illuminance of approximately Fig. 4 . Test bed used to assess the performances of the first sensory fusion method of the visual motion device based on a 6-pixel 1-D array. The visual motion sensor was placed at an orthogonal distance D h from a piece of wallpaper (forming a printed belt), at an arbitrary angle α between the direction of the wall motion ( V wall ) and the main sensor axis. The printed belt depicting a natural colored panorama (inset) was stretched between two drums actuated with the help of a motor and a V-belt. The printed belt was made to move horizontally in a predetermined preferred direction in front of the visual motion sensor at an angular speed ω wall .
1500 lux, corresponding to the sunny daylight coming from a window. The visual motion sensor was placed at an orthogonal distance D h from a printed belt of wallpaper showing a natural colored panorama. The printed band was stretched between 2 drums actuated thanks to a motor and a V-belt (see enclosed frame Fig. 4) . The visual motion sensor was oriented at an arbitrary angle α between the direction of the wall motion ( V wall ) and the main sensor axis (Fig. 4) . The panorama was therefore made to move horizontally perpendicularly to the visual motion sensor which generated a ground truth optic flow seen by the sensor ω wall and defined by (3)
By imposing an arbitrary orientation angle α to the visual motion sensor, we wanted to check if the measurements obtained with each i th LMS were in line with (4):
The dynamic indoor responses were assessed by the visual motion sensor at α = 60 • and α = 80°with 2 different printed belts.
1) The first belt was decorated with a natural colored panorama [ Fig. 5(m) ].
2) The second one was lined with a colored indoor panorama featuring a laboratory [ Fig. 5(n) ]. The wallpaper was moved using a triangular speed law involving a series of velocity ramps with various slopes ranging from 27°/s to 230°/s with α = 60°and from 28°/s to 312°/s with α = 80°.
IV. RESULTS
The dynamic indoor responses of the visual motion sensor and the median output of the 5 LMSs were studied in terms of the refresh rate ( f re f resh ) and the standard deviation error (Std error ) computed as follows:
The Std error therefore corresponds to the dispersion of the data between the measured angular speed ω As was to be expected in view of (4), the 5 LMS output measurements are different [ Fig. 5(a) , (d), (g) and (j)] because of the different orientations of the visual axes of the LMSs in the sensor's FOV. Fig. 5(c) , (f), (i) and (l) show that the main contributors to the median value at the orientation angles α = 60°and α = 80°were the 3 rd LMS and the 5 th LMS, respectively. For both panoramas, the median value accurately followed the angular speed of the wall ω wall , giving a Std error smaller than 12°/s in comparison with the value obtained with the main contributor, which was between 19°/s and 24°/s. In addition, the refresh rate of the median value was found to increase more than 4-fold (67 H z) in comparison with that observed in the case of the LMS main contributor (15.7 H z) [ Fig. 5(b) , (e), (h) and (k)].
V. ESTIMATION OF THE DIRECTION AND THE MAGNITUDE OF THE VISUAL MOTION A. Device Description
The improved sensory fusion method of the new visual motion sensor presented in this section is based on the front end described in Section II-1, having the optical characteristics described in Table II in terms of the inter-receptor angle ϕ and the acceptance angle ρ. This visual motion sensor is able to estimate the direction and the magnitude of the visual (Fig. 4) used to assess the visual motion sensor's performances. motion ω max median on the basis of 10 angular speed measurements: 5 LMSs are used to compute the median angular speed ω m median+/− in each direction of motion ("+" or "−") (Fig. 6 ). In order to determine the direction of the visual motion without any prior knowledge, empirical findings [38] have shown that, within a given angular speed range, the angular speed of the contrasts detected in the correct motion direction is usually greater than that measured in the opposite direction. Based on this finding, by simply choosing the maximum value of the median angular speeds in the two directions ω 
B. Optimization of the Motion Direction Estimates
To optimize the motion direction estimation, we decided to filter each median angular speed measurement (ω m median+ and ω m median− ) using a rate-limiter that removes any value that is too different from the previous angular speed measurement knowing the OF rate is bounded. A sliding window filters out any motion direction error by selecting the direction occurring more than 8 times among the last 16 detected motion directions. Thanks to this filtering process, the motion direction was perfectly determined (Fig. 6) .
The improved sensory fusion method was optimized in order to increase the number of LMSs embedded into the same μC two-fold. The same filtered visual signals were recombined in order to compute an accurate visual angular speed and the direction of the visual motion while keeping the digital processing frequency at 2 k H z. The median computation step was optimized by computing the median value only whenever a new visual motion measurement occurred, i.e., whenever a new i th LMS angular speed ω m i+/− was measured: this algorithm optimization prevents the μC from being overloaded by computing the median value at all the time steps at which none of the LMS outputs are refreshed.
All these improvements have made the tiny μC capable of carrying out all the processing operations required to determine the median 1-D angular speed of a natural panorama ω max median and to estimate the direction of motion with a mean computational load of only 53% (minimum: 43%; maximum: 82% -very short peaks-) at a sample frequency of 2 k H z.
C. Experiment
The static and dynamic responses of the improved sensory fusion method of the visual motion sensor presented here were obtained under 2 lighting conditions. The background irradiance values were measured in W.cm −2 using a digital radiometer (ILT1700) which gives the irradiance in Fig. 6 . General processing architecture of the improved sensory fusion method based on ten LMSs. The visual signals delivered by the photoreceptors are filtered and thresholded by the LMSs to determine the angular speeds ω m i+/− using the "time of travel" scheme in the two directions of motion [30] , [31] , [38] , [65] . The visual motion is measured in the opposite direction by reversing the inputs to each LMS. A rate-limiter function filters out the median angular speed measurement that changes too fast. The motion direction and magnitude ω max median are estimated on the basis of a simple algorithm, using the maximum median value of the angular speed ω m median+ and ω m median− computed from the five LMSs in the two directions of motion. A sliding window removes any motion direction error by selecting the direction occurring more than eight times among the last 16 detected motion directions. This improved sensory fusion method allows measuring the motion magnitude efficiently in the [−350°/s; −80°/s] ∪ [80°/s; 350°/s] range and determining the direction of motion without any prior knowledge. Test bed used to assess the performances of the visual motion device including the ten LMSs and the motion direction detection unit. The visual motion sensor was placed at an orthogonal distance D h = 24 cm from a printed belt. In this case, the angle α between the direction of the wall motion ( V wall ) and the main sensor axis was α = 90°. The belt printed with a natural colored panorama depicting either bushes and trees or a laboratory, was stretched between two drums actuated by a motor and a V-belt: the belt could be made in this case to rotate either clockwise or anticlockwise. The panorama was therefore made to move horizontally in either direction. the direction of the radiometer's sensor. The visual motion sensor was placed at an orthogonal distance D h = 24 cm from a printed belt, oriented at an angle α = 90°. The printed belt was stretched between 2 drums actuated by a motor and a V-belt which could be made to rotate either clockwise or anticlockwise (see inset in Fig. 7) . The panorama was therefore made to move horizontally in two directions with respect to the visual motion sensor at an angular speed ω wall according to (3) . The static responses of the visual motion sensor were assessed by applying a series of 30°/s fifteensecond steps to the moving wall at a rotational speed ω wall in the [−315°/s; −105°/s] ∪ [105°/s; 315°/s] range in the two opposite directions. These experiments were conducted with an irradiance of 5 × 10 −3 W.cm −2 .
The dynamic characteristics of the visual motion sensor were assessed at two different illuminance values: at 2.5 × 10 −2 W.cm −2 , which corresponds to strong sunlight coming from a windows and 5× 10 −3 W.cm −2 , which corresponds to strong indoor lighting. We applied a 60-second stimulus to the moving wall, involving a series of velocity ramps with different slopes in the [−300°/s; 300°/s] range. The belt was covered with a natural colored panorama showing bushes and trees [ Fig. 8(g) ] or with a colored indoor panorama featuring a laboratory [ Fig. 8(h) ].
D. Results
To assess the static characteristics of the visual motion sensor, we studied the mean standard deviation of the data, which was computed as follows:
The best linear approximation was computed to determine the accuracy of our visual motion sensor. This criterion was calculated on the basis of (7):
where ω max median is the output signal of the visual motion sensor and ω wall is the angular speed of the moving wall as seen by the visual motion sensor. The regression coefficient a of (7) was used to compute the linearity error given by (8) :
The dynamic responses of the median output ω max median of the tiny visual motion sensor were assessed in comparison with Fig. 8(c) and (e)], the results showed a small dispersion of less than 10°/s, and the refresh rate increased from 50.6 to 74.5 Hz with the irradiance. With the printed belt depicting a laboratory, the results show that the dispersion was less than 7°/s, and the refresh rate again increased with the irradiance from 39.7 to 62.1 Hz. (g) and (h) Natural colored panorama depicted on the printed belt (Fig. 7) used to assess the visual motion sensor's performances. the perceived angular speed ω wall in terms of the refresh rate and the Std error defined in (5).
1) Static Characteristics: Fig. 8(a) and (b) show the static characteristics of the visual motion sensor tested indoors in front of a moving wall at an irradiance value of 5 × 10 −3 W.cm −2 . As shown in Fig. 8(a) and (b) , the visual motion sensor responded accurately with a really low Linearity Error rate [see (8) again closely obeyed the triangular law imposed on the angular speed of the moving wall ω wall , with a Std error of 9.2°/s in the case of the bushes and trees panorama and 5.44 • /s in that of the laboratory panorama. Despite the difference in the irradiance, the Std error was always of a similar order of magnitude. In any case, the visual motion sensor gave a highly refreshed output. As was to be expected from [57] , the f re f resh increased with the irradiance, amounting to 50.6 H z at an irradiance of 5 × 10 −3 W.cm −2 and 74.5 H z at a higher value of 2.5×10 −2 W.cm −2 when the outdoor panorama was displayed on the printed belt [ Fig. 8 In view of these performances, this novel tiny visual motion sensor can be said to provide a remarkably promising tool for performing robotic tasks such as obstacle avoidance and terrain following in forward flight, while meeting the requirements in very low avionic payload, since the total mass balance of the two-directional visual motion sensor does not exceed 1 g.
VI. CONCLUSION
In this study, two different sensory fusion methods of a 1-gram insect-inspired visual motion sensor were evaluated indoors under two different lighting conditions. The dynamic and static responses of this novel fly-inspired visual motion sensor were used to assess the performances of these very lightweight, low-power sensors, which can be mounted onboard tomorrow's MAVs for obstacle avoidance and speed control purposes.
The first sensory fusion method of our 1-gram μC-based visual motion sensor, consisting of a 5-LMS array, gave 5 simultaneous angular speed measurements and a single combined output in the [25°/s; 350°/s] range, in a single preferred direction of visual motion. The results obtained in the study (Fig. 5) show how the accuracy and the robustness of the angular speed measurement have been improved thanks to our simple method of data combination based on the median operator. This method improves the Std error more than 1.7-fold from 19°/s in the case of the main contributor to the median value to 11°/s in the case of the median angular speed ω m median . The refresh rate of the visual motion sensor was found to have increased at least 4-fold (67 H z) in comparison with that of the main contributor (15.7 H z) .
The excellent performances obtained with the first sensory fusion method of this 1-gram fly-inspired visual motion sensor led us to design an improved sensory fusion method incorporated into our visual sensor based on the same electronics. These improvements allowed to determine the direction and magnitude ω max median of visual motion without any prior knowledge by recombining the filtered visual signals and processing the "time of travel" in the two opposite directions. This improved sensory fusion method of the 1-gram μC-based visual motion sensor designed and built at our Laboratory is based on a 10 LMS-array which can measure the direction and the magnitude of motion in the [−350°/s; −80°/s] ∪ [80°/s; 350°/s] range, thanks to the maximum operator value computed between the median angular speed in the two directions of motion (ω m median+ and ω m median− ). The dynamic and static characteristics of this novel sensor (Fig. 8) were used to assess its performances. It consistently measured the 1-D angular speed accurately with an excellent Linearity Error < 1%. The impressive results obtained indoors were robust since the Std error was of the same order of magnitude (less than 10°/s) under two different irradiance conditions, whether the printed belt simulating an unknown environment depicted a natural landscape or a laboratory. Due to the size of the setup we used, the performances have been assessed only indoors. Nevertheless, we have shown recently in [57] that a very similar visual motion sensor based on the same retina could robustly and accurately measure the OF indoors and outdoors in a 1.5-decade illuminance range with strong transient variations.
This stand-alone sensor weighs less than 1 g. The outstanding performances of this tiny μC-based visual motion sensor show that it constitutes a good trade-off between the need for reliable motion sensors and the limited power and avionic payload available on MAVs. This 1g two-directional visual motion sensor yields at its output an accurate and highly refreshed angular speed measurement in the range of [−350°/s; −80°/s] ∪ [80°/s; 350°/s] perfectly adapted to any MAV flying forward and performing robotic tasks such as obstacle avoidance, terrain following, take-off, landing and speed-control purposes in forward flights even possibly for lunar landers [68] .
In future works an other optimization of the "time of travel", called the interpolation-based "time of travel" scheme [60] can be used to implement a larger number of 2-pixel LMS into a single dsPIC μC and therefore process the OF from a much larger 2D retina.
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