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1. Einleitung
1.1. Phospholipidmembranen als Modelle
biologischer Membranen
Phospholipide sind einer der Hauptbestandteile biologischer Membranen, welche ne-
ben der Kompartimentierung der Zellen fu¨r die Kontrolle von Stoffaustauschvor-
ga¨ngen verantwortlich sind. Weiterhin finden viele bedeutende biochemische Re-
aktionen in der Zelle an Membran-gebundenen Reaktionszentren statt. Aus diesem
Grund ist ein tiefer gehendes Versta¨ndnis der physikalischen und chemischen Eigen-
schaften biologischer Membranen von entscheidender Bedeutung. So muß z.B. bei
der Entwicklung von Arzneimitteln gewa¨hrleistet werden, daß diese die Zellmem-
branen durchdringen ko¨nnen, falls sie ihre Wirkung in der Zelle selbst entfalten [1].
Auf Grund ihres amphoteren Charakters lagern sich die Phospholipidmoleku¨le in
Wasser spontan zu sogenannten Doppelschichten zusammen, wobei sich die hydro-
phoben Alkylketten dieser Substanzen im Inneren des Bilayers befinden und die hy-
drophilen Kopfgruppen zur wa¨ssrigen Phase orientiert sind. Das Phasenverhalten
dieser Lipide ist sehr komplex und umfaßt neben der in dieser Arbeit untersuchten
lamellaren Phase auch kubische, hexagonale oder mizellare Phasen. U¨berga¨nge zwi-
schen diesen Phasen ko¨nnen durch Konzentrations-, Temperatur- oder Drucka¨nde-
rungen induziert werden. Die Untersuchung dieser Phasenu¨berga¨nge ist ein sehr ak-
tives Forschungsgebiet [2–5]. Die lamellare Phase la¨ßt sich in verschiedene Unter-
phasen aufgliedern. So ist die in dieser Arbeit untersuchte flu¨ssigkristalline 

-Phase
durch eine große Beweglichkeit der Alkylketten ausgezeichnet, wa¨hrend in der 

-
Phase (auch als Gelphase bezeichnet) die Alkylketten u¨berwiegend wohlgeordnet in
einer all-trans-Konformation vorliegen. Daneben existieren noch weitere lamellare
Phasen (u. a. 

, 

 und 

), welche jedoch nicht von allen Phospholipidtypen aus-
gebildet werden. Von diesen Phasen ist die flu¨ssigkristalline 

-Phase jedoch biolo-
gisch am bedeutendsten, da sie dem Zustand in biologischen Systemen entspricht.
Reine Phospholipidmembranen sind nur eine recht approximative Beschreibung ei-
ner echten biologischen Membran, welche teilweise zu weniger als % aus Lipidmo-
leku¨len bestehen. Trotzdem ist ihrer Erforschung ein großes Augenmerk geschenkt
worden, da eine detailierte Untersuchung der komplizierten Biomembranen mit den
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heute zur Verfu¨gung stehenden experimentellen Methoden nur eingeschra¨nkt mo¨g-
lich ist. Doch auch die Untersuchung einer reinen Phospholipidmembran ist keines-
falls trivial und viele wichtige Fragen zur Struktur, Dynamik und Phasenverhalten
sind noch ungekla¨rt. So konnte beispielsweise erst vor wenigen Jahren die Fla¨che pro
Lipid fu¨r das Phospholipid DPPC in der 

-Phase mit zufriedenstellender Genauig-
keit ermittelt werden [6,7]. Ein Grund fu¨r die Schwierigkeit der experimentellen Un-
tersuchung dieser Systeme ist die Tatsache, daß viele experimentelle Ergebnisse erst
zusammen mit einem atomaren Modell detailierte Aussagen u¨ber strukturelle oder
dynamische Pha¨nomene liefern ko¨nnen. Ein Beispiel hierfu¨r ist die Interpretation
der experimentell erhaltenen Deuterium-Ordnungsparameter der Alkylketten. Hier
ko¨nnen Molekulardynamische Simulationen eine wertvolle Hilfestellung leisten.
1.2. Molekulardynamische Simulationen von
Phospholipidmembranen
Nicht erst seit die U. S. Regierung die MD-Simulation großer biologischer Systeme
als Grand Challenge Anwendung identifiziert hat [8], wurden biologische Systeme
mit dieser Methode untersucht. Schon vor u¨ber  Jahren wurden die ersten MD-
Simulationen eines Membransystems, bestehend aus Dodekanoatmoleku¨len durch-
gefu¨hrt [9,10]. Wenig spa¨ter folgte die erste Simulation einer Phospholipidmembran.
Im Verlauf der folgenden Zeit wurden Simulationen fu¨r Membranen der verschie-
densten Phospholipide publiziert [11]. Dabei wurde beispielsweise der Effekt von
Doppelbindungen in den Alkylketten auf die Struktur der Membran untersucht [12]
oder Membranen aus geladenen Lipidmoleku¨len [13, 14] simuliert. Diese Untersu-
chungen beschra¨nkten sich dabei nicht nur auf die biologisch relevante flu¨ssigkri-
stalline Phase. So wurde beispielsweise auch die Gelphase [15–17] untersucht. Wei-
terhin wurden Proteine [18–28] und andere Biomoleku¨le (hier ist vor allem das Chole-
sterol [29–32] zu nennen) in das Membransystem eingebaut und die Auswirkungen
auf die Struktur und Dynamik der Membran ermittelt [33]. Die fu¨r die Simulatio-
nen am ha¨ufigsten eingesetzten Phospholipide sind dabei das Dipalmitoyl-glycero-
phosphatidylcholin (DPPC) und Dimyristoyl-glycero-phosphatidylcholin (DMPC),
welche sich nur durch die La¨nge der Alkylketten unterscheiden. Dies la¨ßt sich auf
die Tatsache zuru¨ckfu¨hren, daß diese Phospholipide zu den experimentell am besten
untersuchten geho¨ren und auch in Biomembranen in bedeutendem Ausmaß vertre-
ten sind.
Nun stellt sich die Frage ob es gerechtfertigt ist, der großen Anzahl von Simulatio-
nen einer flu¨ssigkristallinen Phospholipidmembran eine weitere hinzuzufu¨gen. Eine
Betrachtung der bisher durchgefu¨hrten Simulationen dieses Systems zeigt im wesent-
lichen vier Schwa¨chen dieser Simulationen auf:
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 eine mit   ns vergleichsweise kurze Simulationszeit (siehe z.B. die Analyse
der Zeitskalen einer Lipidsimulation in [34]).
 die Berechnung des Coulombpotentials mit Hilfe eines cutoff-Verfahrens
 die mit 	
 bis  DPPC-Moleku¨len geringe Systemgro¨ße
 die Verwendung eines anisotropic united-atom- [35] oder united-atom-Modells fu¨r
die CH

-Gruppen des DPPCs
Wa¨hrend einige Simulationen (erwa¨hnt sei hier z.B. die von Heller et al. [17, 36] im
Jahre 1993 vero¨ffentlichte Simulation, in welcher jedoch stochastische Randbedingun-
gen [37, 38] eingesetzt wurden) nur einen Teil der oben erwa¨hnten Schwa¨chen nicht
aufweisen, treffen bei vielen Simulationen jedoch alle vier Punkte zu (z.B. [24, 39]).
All diese Schwa¨chen lassen sich auf die zu geringe Rechenleistung der zu Verfu¨gung
stehenden Computer, sowie das Fehlen effizienter Algorithmen (insbesondere zur
Berechnung der Coulombwechselwirkung) zuru¨ckfu¨hren. Nun hat sich im Verlauf
der Jahre die Rechenleistung der Computer vervielfacht und mit den SPME [40]
und FMM [41–43] Methoden stehen nun effiziente Verfahren zur Berechnung des
periodisch fortgesetzten Coulombpotentials zur Verfu¨gung. Dies la¨ßt zusammen mit
multiple timestep Methoden [44], von denen r-RESPA [45–47] die bekannteste ist, ei-
ne deutlich la¨ngere Simulationszeit bei gleichzeitig erho¨hter Systemgro¨ße zu1. Selbst
spezielle Prozessoren fu¨r die Berechnung der -Teilchenwechselwirkung wurden
entwickelt [49]. Weiterhin wurden Methoden zur schnelleren Equilibrierung entwik-
kelt [50, 51], da diese Phase bei Lipid-Simulationen einen bedeutenden Teil der Re-
chenzeit ausmacht. Doch trotz dieser Verbesserungen werden auch heute die mei-
sten MD-Simulationen von Phospholipidmembranen mit kleinen Systemgro¨ßen von
 Lipidmoleku¨len, united-atom-Modellen und unter Verwendung von Abschneide-
verfahren bei der Berechnung der elektrostatischen Wechselwirkung durchgefu¨hrt.
Und wa¨hrend die Verwendung eines united-atom-Modells noch eine vergleichswei-
se gute Beschreibung eines Bilayersystems zula¨ßt, fu¨hren die Abschneidemethoden
und die geringe Systemgro¨ße zu deutlichen Artefakten [52]. Die Gru¨nde fu¨r diese
Situation liegen sicherlich darin begru¨ndet, daß in vielen gebra¨uchlichen Simulati-
onspaketen die modernen Verfahren zur Berechnung der elektrostatischen Wechsel-
wirkung nicht bzw. erst sehr spa¨t implementiert wurden [53]. Auch die fu¨r Simulatio-
nen dieser Gro¨ße erforderliche Parallelisierung der MD-Codes beschra¨nkte sich u¨ber-
wiegend auf die leicht zu implementierenden Abschneideverfahren [54–56], obwohl
schon relativ fru¨h parallele Implementierungen der FMM [57–59] und SPME [60] zu
Verfu¨gung standen. Diese arbeiteten ha¨ufig jedoch nur dann effizient, wenn sie auf
Rechnern mit großer Kommunikationsbandbreite und extrem kurzen Latenzzeiten
1 Die exotische bidirektionale MD-Simulationstechnik [48] erlaubt sogar eine Halbierung der Simula-
tionszeit, jedoch ist die Gu¨ltigkeit der erhaltenen Ergebnisse weitgehend ungekla¨rt.
3
1. Einleitung
ausgefu¨hrt wurden [61]. Diese Ho¨chstleistungsrechner stehen jedoch nur in großen
Rechenzentren zur Verfu¨gung und auf Grund der hohen Nachfrage ist die Zuteilung
einer ada¨quaten Rechenzeit nicht immer gewa¨hrleistet, so daß ha¨ufig die Simulati-
onsgro¨ße oder die Simulationszeit entsprechend angepaßt werden mu¨ssen. Mit dem
Aufkommen des Beowulf-Projektes [62] jedoch begann ein Trend, die Parallelisierung
auch auf die Verwendung handelsu¨blicher PC-Hardware abzustimmen. So wurde
es mo¨glich, mit vergleichsweise geringem finanziellen Aufwand auf dedizierten Re-
chenclustern MD-Simulationen sehr großer Systeme durchzufu¨hren2.
Da bis heute keine Simulation durchgefu¨hrt wurde, die alle oben angesprochenen
Schwa¨chen vermeidet, wurde fu¨r diese Arbeit ein System von 
 DPPC-Moleku¨len
und  
Wassermoleku¨len (dies entspricht einer Gesamtgro¨ße von  	 Atomen)
in einer all-atom-Darstellung unter Beru¨cksichtigung des periodischen Coulombpo-
tentials fu¨r  ns simuliert. Wie sich zeigt, sind sowohl von der Systemgro¨ße als auch
der simulierten Zeit noch gro¨ßere Werte vorteilhaft, so daß auch in den na¨chsten Jah-
ren die Notwendigkeit weiterer MD-Simulationen gegeben ist.
2 Allein die Tatsache, daß auf diesen Rechner ’rund um die Uhr’ gerechnet werden kann (im Un-
terschied zu den meisten Rechenzentren, wo die Computerzeit mit anderen Nutzer geteilt wer-
den muß) hat dazu gefu¨hrt, daß eine Simulation teilweise deutlich schneller auf einem PC-Cluster
durchgefu¨hrt werden kann, als auf den Hochleistungsrechnern der Rechenzentren. Die teilweise
Angleichung der Rechenleistung der in heutigen PCs verwendeten Mikroprozessoren an die Hoch-
leistungsprozessoren der ’Supercomputer’ ist ebenfalls fu¨r diesen Trend mitverantwortlich.
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2.1. MD-Simulation
Bei der Molekulardynamischen Simulation [63–67] wird die Trajektorie eines atoma-
ren oder molekularen Systems durch iterative, numerische Lo¨sung der zweiten New-
tonschen Bewegungsgleichung













(2.1)
bestimmt. 

 gibt dabei den Ort des -ten Teilchens zum Zeitpunkt  an, 

 ist die
Kraft auf Teilchen  zum Zeitpunkt , und

die Masse des Teilchens. Die zur Appro-
ximation benutzen Verfahren beruhen i.a. auf der Substitution des Differentialquo-
tienten durch einen Differenzenquotienten mit einem charakteristischen Zeitschritt
. In dieser Arbeit wird zur Lo¨sung von Gleichung 2.1 der sogenannte leap-frog Al-
gorithmus eingesetzt, dessen Fehler bei der Berechnung der Ortskoordinaten 

pro
Zeitschritt mit  skaliert [66].
Die sicher wichtigste Eingangsgro¨ße in eine MD-Simulation ist die Energiefunktion


 

   
	
 des-Teilchensystems. Da sich die in Gleichung 2.1 angegebene Kraft


auf das Teilchen  durch


 


 

   
	



(2.2)
ergibt, ist es bei der praktischen Durchfu¨hrung von MD-Simulationen von großem
Vorteil, wenn 

 

   
	
 analytisch differenzierbar ist. Weiterhin sollte die Ener-
giefunktion wie auch die Kraft ohne großen numerischen Aufwand zu berechnen
sein1. Aus diesem Grund wird in der MD-Simulation fast ausschließlich mit soge-
nannten Kraftfeldern gearbeitet, bei denen die Energiefunktion additiv aus Paarwech-
selwirkungstermen, sowie zusa¨tzlichen Drei- und Vierko¨rpertermen fu¨r die Beschrei-
bung der Bindungswinkel- und Diederwinkelpotentiale aufgebaut ist.
1 Dies schließt quantenmechanische Verfahren [68] fu¨r alle nicht sehr kleinen Simulationen praktisch
aus, da sie zu zeitaufwendig sind und das Skalierungsverhalten mit steigender Teilchenzahl inak-
zeptabel fu¨r eine MD-Simulation selbst moderater Gro¨ße ist.
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Bei einem typischen Kraftfeld wird zuerst eine Aufteilung in inter- und intramoleku-
lare Anteile durchgefu¨hrt:
  


 


(2.3)
Der intermolekulare Anteil besteht u¨blicherweise aus der Summe der paaradditiven
Coulomb- und Lennard-Jones-Wechselwirkungsenergien2:







mol












 


















(2.4)


ist dabei der Verbindungsvektor von Teilchen  und Teilchen , mol  ist ein
Pra¨dikat welches nur dann wahr ist, wenn  und  sich im selben Moleku¨l befinden,


ist die Ladung von Teilchen  und 

und 

sind die Lennard-Jones-Parameter fu¨r
das Teilchenpaar .
Der intramolekulare Anteil ist komplizierter und hat im allgemeinen folgende Form:







mol














 





















(2.5)




bd









 



 (2.6)




bd

bd







 

 



 (2.7)






 



 







!

 !



 (2.8)
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


bd

bd


bd





	







cos"

 "




	


(2.9)
In dieser Formel ist bd  ein Pra¨dikat, welches genau dann wahr ist, wenn  und
 durch eine Bindung getrennt sind. Gleichung 2.5 beschreibt die sogenannten nicht-
bindenden Energieterme, die aus Coulomb- und Lennard-Jones-Termen zusammenge-
setzt sind. 

und 

sind Skalierungsfaktoren fu¨r das Coulomb- und Lennard-Jones
2 Die hier verwendete Summennotation ist in [69] nachzulesen.
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Potential. Diese sind fu¨r 1–2- und 1–3-Wechselwirkungen3 gleich 0, da diese Wechsel-
wirkungen schon durch die Terme 2.6 und 2.7 beschrieben werden. Die Skalierungs-
parameter fu¨r die 1–4-Wechselwirkungen4 ha¨ngen stark vom eingesetzten Kraftfeld
ab. In CHARMM [70,71] sind beide Parameter 1, wenn nicht explizit anders definiert.
Demgegebu¨ber ist beim AMBER–Kraftfeld [72] 

 #			 und 

 . Fu¨r alle an-
deren intramolekularen Wechselwirkungen sind die Skalierungsparameter bei allen
Kraftfeldern normalerweise gleich 1. In Gleichung 2.6 ist das Bindungsla¨ngenpotenti-
al angegeben. 

ist die Kraftkonstante der harmonischen Bindung zwischen  und
, und 

ist der Abstand zwischen  und , bei dem das Bindungsla¨ngenpotential
minimal ist. Gleichung 2.7 entha¨lt das Bindungswinkelpotential, welches harmonisch
bezu¨glich des Winkels  

zwischen ,  und  ist. 

ist die Kraftkonstante und
 


der Winkel, bei das Bindungswinkelpotential minimal ist. In Gleichung 2.8 wird
das sogenannte unechte Diederwinkelpotential beschrieben. Dieses wird dazu verwen-
det, einen bestimmten Diederwinkel !

auf einen Wert um !

zu beschra¨nken.
Dieser Term wird u¨berwiegend fu¨r die Erzwingung planarer Strukturen (wie z.B. in
einer Carbonylgruppe oder aromatischen Systemen) verwendet. D.h. 

ist fu¨r die
meisten $ Kombinationen gleich Null. Zu beachten ist außerdem, daß $ nicht
wie beim echten Diederwinkelpotential aus Gleichung 2.9 u¨ber Bindungen im Mo-
leku¨l laufen muß. Der letzte Term (Gleichung 2.9) beschreibt das sogenannte echte
Diederwinkelpotential. Fu¨r ein Quadrupel $wird es durch eine Fourierreihe mit

Termen beschrieben, mit den Parametern 

und "

fu¨r jeden Term in der Fou-
rierreihe.
3 Mathematisch ausgedru¨ckt finden 1–2-Wechselwirkungen zwischen Teilchen  und  statt, so daß
gilt:    bd 
1–3-Wechselwirkungen sind wie folgt definiert:          bd  bd 
4 Die entsprechenden Teilchenpaare   fu¨r die 1–4-Wechselwirkung sind definiert durch:
      bd  bd  bd       
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2.2. Behandlung der langreichweitigen
Wechselwirkungen
Die Behandlung der langreichweitigen5 Coulombwechselwirkung ist ein steter Quell
kontroverser Diskussionen. Im Großen und Ganzen gibt es zwei verschiedene Me-
thoden, die Coulombwechselwirkung in der MD–Simulation mit periodischen Rand-
bedingungen zu berechnen:
 Durch Berechnung des Coulombpotentials am Ort  durch die Teilchen, welche
von  einen Maximalabstand 


haben (den cutoff-Radius) und eine eventuel-
le, von  unabha¨ngige Korrektur fu¨r die nicht beru¨cksichtigten Wechselwirkun-
gen.
 Durch ’vollsta¨ndige’ Berechnung, bei der die Anteile aller Teilchen (auch der in
den periodischen Abbildern der Box) beru¨cksichtigt werden.
Wie leicht zu erkennen ist, sollte das Einfu¨hren eines cutoff Radius effizienter sein, so
daß diese Methode in den meisten a¨lteren Simulationen angewandt wurde. Doch er-
geben sich bei diesem Verfahren einige ernste Probleme. So ist zu kla¨ren, was passiert,
wenn sich ein Moleku¨l nur partiell innerhalb des cutoff-Volumens befindet, d. h. ob
ein Atom- oder Ladungsgruppen-basiertes Verfahren verwendet wird. Diese Frage ist
durchaus nicht abschließend gekla¨rt (siehe [73–76]). Weitere Variationsmo¨glichkeiten
ergeben sich aus den verschiedenen Mo¨glichkeiten, die Wechselwirkung fu¨r große
Absta¨nde auszuschalten. Bei switched- und shifted-force Methoden wird die Wech-
selwirkung nicht abrupt bei 


abgebrochen, sondern u¨ber einen gewissen Bereich
auf 0 heruntergefahren. Hierfu¨r stehen eine große Anzahl unterschiedlicher Funktio-
nen zur Verfu¨gung. Weiterhin existieren verschiedene Verfahren zur Korrektur der
durch den cutoff nicht beru¨cksichtigten Wechselwirkungen, von denen die Reakti-
onsfeldmethode sicherlich die bekannteste ist [77,78]. Jede dieser Methoden und fast
jede mo¨gliche Kombination ist schon in MD-Simulationen eingesetzt worden und
fu¨r jede Methode existieren Beispiele, in den die Anwendbarkeit der entsprechenden
Methode gezeigt bzw. plausibel gemacht werden konnte. Es existieren jedoch auch
fu¨r jede Methode Gegenbeispiele, in denen sie nicht anwendbar war [79]. Da keine
5 Eine Energiefunktion  gilt im dreidimensionalen Raum als langreichweitig, wenn das Integral






fu¨r einen beliebigen positiven Wert von 	 nicht endlich ist. Da das Coulombpotential eine -
Abha¨ngigkeit aufweist, ist es langreichweitig, wa¨hrend das Lennard-Jones-Potential mit den -
und -Abha¨ngigkeiten kurzreichweitig ist und u¨ber ein Abschneideverfahren mit guter Genauig-
keit berechnet werden kann.
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allgemeingu¨ltigen Kriterien fu¨r die Anwendbarkeit der einzelnen Methoden existie-
ren [80], kann erst nach der durchgefu¨hrten Simulation entschieden werden, ob die
Methode beim vorliegenden Problem anwendbar ist oder nicht.
Zur Berechnung des Coulombpotentials unter Beru¨cksichtigung der periodischen
Abbilder des Systems stehen hauptsa¨chlich die Ewald– und die FMM–Techniken
zur Verfu¨gung, wobei letztere sich (noch ?) nicht durchsetzen konnte [81, 82]. Zwar
existieren auch fu¨r diese Methode Systeme, welche durch ein cutoff-basiertes Ver-
fahren besser beschrieben wurden [83], doch sind solche Beispiele selten und ha¨ufig
auf die Aufhebung der durch das verwendete Kraftfeld und die cutoff-Methode ein-
gefu¨hrten Artefakte zuru¨ckzufu¨hren. Da das in dieser Arbeit simulierte System mit
den großen zwitterionischen DPPC-Moleku¨len auf alle Fa¨lle einen sehr großen cutoff
Radius im Bereich von 
 nm erfordern wu¨rde, wurde zur Berechnung der elektro-
statischen Wechselwirkung die Ewald-Methode in der SPME (smooth particle mesh
Ewald) Approximation verwendet, da der Zeitgewinn bei Verwendung eines cutoff-
Verfahrens, sollte er denn u¨berhaupt existieren, auf Grund des großen cutoff-Radius
nur sehr moderat wa¨re.
2.3. Ewald-Summation
Die Ewald-Summation [84] beruht auf dem Einsatz einer sogenannten Konvergenz-
Funktion ", die folgenden Bedingungen genu¨gen muß [85]:
1. " muß fu¨r    schnell gegen Null abfallen (d.h. " darf nicht lang-
reichweitig sein)
2. Der Grenzwert
lim

 "

(2.10)
muß endlich sein
3. Die dreidimensionale Fouriertransformation von
 "

(2.11)
muß berechenbar sein.
Erfu¨llt " diese Bedingungen, so wird der Faktor  im Coulombgesetz durch
die Summe
"


 "

(2.12)
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ersetzt. Der erste Term der Summe wird durch direkte Summation innerhalb eines
cutoff-Volumens berechnet. Dies ist gerechtfertigt, da nach Bedingung 1 die Beitra¨ge
fu¨r große Wert von  vernachla¨ssigbar sind. Der zweite Term der Summe aus Glei-
chung 2.12 wird im reziproken Raum berechnet. Auch hier kommt ein cutoff zum
Einsatz, welcher jetzt allerdings u¨ber die reziproken Gittervektoren definiert ist. Hier
garantieren die Bedingungen 2 und 3 Konvergenz des cutoff-Verfahrens. Bei dieser
Berechnung wird der Term fu¨r den reziproken Gittervektor    i.a. nicht beru¨ck-
sichtigt. Dies fu¨hrt zur sogenannten Ewald-Summation mit tinfoil boundary conditions,
bei der sich das unendlich periodisch fortgesetzte System von einer virtuellen Sub-
stanz mit einer unendlich großen Dielektrizita¨tskonstante umgeben vorgestellt wird.
Eine genauere Ero¨rterung der Problematik ist in Abschnitt C.4 zu finden.
Als Konvergenz-Funktion wird i.a. die schon von Ewald verwendete komplementa¨re
Fehlerfunktion erfc eingesetzt, mit welcher eine sehr effiziente Berechnung des
Potentials erreicht werden kann. Jedoch skaliert die Berechnungsdauer fu¨r ein -
Teilchensystem fu¨r einen vorgegebenen Fehler  mit  (siehe [86]) und ist so-
mit fu¨r große Systeme mit einem erheblichen Rechenaufwand verbunden. Der die
Skalierung des Verfahrens bestimmende Schritt ist dabei die dreidimensionale Fou-
riertransformation. Aus diesem Grunde wurden Verfahren vorgeschlagen, bei dem
die Fouriertransformation durch eine fast fourier transformation (FFT [87]) ersetzt wird.
Dazu wird jedoch ein regula¨res Gitter beno¨tigt, welches auf Grund der eher zufa¨lli-
gen Verteilung der Teilchen in der MD-Simulation nicht direkt erhalten wird. Statt-
dessen werden die Ladungen der Teilchen auf ein regula¨res Gitter extrapoliert und
mit diesem Gitter die FFT durchgefu¨hrt. Im allgemeinen mu¨ssen die erhaltenen Wer-
te fu¨r das Potential und die Kra¨fte dann auf die realen Atome zuru¨ck extrapoliert
werden. Ein Beispiel eines auf diesem Prinzip beruhenden Verfahrens ist die Particle-
Particle–Particle-Mesh (PM) Methode [88]6. In dieser Arbeit wird jedoch die smooth
particle mesh ewald (SPME) Methode von Essmann et al. [40] verwendet. Die hinter
dieser Methode stehende Idee soll hier kurz erkla¨rt werden.
Die Energie rec aus der reziproken Gittersumme ist gegeben durch:
rec 


%


exp





&




'' (2.13)
 ist dabei der reziproke Gittervektor, & der Ewald-Konvergenz-Parameter, % das
Volumen der Simulationsbox und ' der sogenannte Strukturfaktor, welcher fol-
gendermaßen definiert ist:
' 
	




exp
 (

)

  exp
 (
 
)
 
  exp
 (
!
)
!
 (2.14)
6 Beckers et al. [89] geben jedoch eine Variante ohne Fouriertransformation an, welche eine Komple-
xita¨t von 
 aufweist.
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
 !
sind die (ganzzahligen) Komponenten des reziproken Gittervektors, 

die La-
dung des Teilchens  und )
 !
die x-, y-, oder z-Komponente der skalierten Ko-
ordinate des Teilchens  (die Komponenten der skalierten Koordinaten liegen dabei
zwischen  und ). Nun soll fu¨r den Term
exp
 (  ) (2.15)
eine Na¨herungsformel entwickelt werden 7. Dazu wird eine ganzzahlige, positive
Konstante * gewa¨hlt, welche eine obere Grenze fu¨r den Wert  darstellt. Außer-
dem wird ) durch +  )  * ersetzt. Nun wird die obige Funktion durch eine Summe
approximiert:
exp


 (  +
*

 ,



-

+  exp


 (  
*

(2.16)
Die Funktion -

. ist eine carindal B-spline Funktion der Ordnung /, welche fu¨r
Werte von .   und .  / den Wert  annimmt. Obige Na¨herung gilt nur fu¨r gerade
Werte von /, und der Fehler sinkt mit steigendem Wert von /. Der Faktor , ist
definiert als
, 
exp


 ( /   *





-

   exp 
 (    *
(2.17)
und ist somit fu¨r vorgegebene Werte von * und / fu¨r die auftretenden Werte von
 im Voraus berechenbar. Das Einsetzen der obigen Na¨herung in die Definition des
Strukturfaktors liefert:
' 
	





,









-

+

 

 exp


 (



*




,
 

 






-

+

 
 
 exp


 (
 

 
*

 


,
!

!




	

-

+

 
!
 exp


 (
!

!
*

!


(2.18)
Mit der Beziehung8



-

+ exp


 (  
*


"





-

+ $ * exp


 (  
*

(2.19)
7 Die Indizes ,  und  werden im folgenden nicht mehr explizit angegeben, falls die Formeln bei
einem Austausch aller a¨quivalenter Indizes unvera¨ndert gu¨ltig sind.
8 Hier wird ausgenutzt, daß 

 nur im Bereich      von Null verschiedene Werte liefert und
 zwischen  und  liegen muß.
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liefert Umsortierung der Terme in Gleichung 2.18:
' 
"






"






"
	



	

0

 
 
 
!
 exp


 (



 

*



 
 
 
*
 


!
 
!
*
!

(2.20)
mit
0

 
 
 
!
  ,



,
 

 
,
!

!

	









	




-

+

 

 $

*

 
-

+
 
 
 
 $
 
*
 
 
-

+
!
 
!
 $
!
*
!


(2.21)
Nun entspricht die in die Definition von ' in Gleichung 2.20 der dreidimensiona-
len Fouriertransformation von 0

 
 
 
!
, d.h.:
' 

0


 

!
 (2.22)

0 bezeichnet hierbei die 3D-Fouriertransformation von0. Die obige Ableitung zeigt,
daß bei der SPME-Methode nicht von einer Interpolation der Ladungen auf ein Gitter
gesprochen werden kann.
Auf Grund der analytischen Differenzierbarkeit der cardinal B-splines lassen sich
auch die durch die reziproke Wechselwirkung auf die Teilchen wirkenden Kra¨fte oh-
ne weitere Interpolation berechnen. Dies ist ein entscheidende Vorteil, den die SPME-
Methode gegenu¨ber der PM, sowie der mit Lagrange-Interpolation implementierten
PME-Methode [90] besitzt.
2.4. Simulation im -Ensemble
Die in der vorliegenden Arbeit beschriebene Simulation wurde im -Ensemble
durchgefu¨hrt. Die Kontrolle der Temperatur wurde mit Hilfe der schwachen Kopp-
lung von Berendsen [91] erzielt. Dazu werden die Geschwindigkeiten der Atome bei
jedem Zeitschritt mit dem Faktor
) 

 *
#



$%



 




(2.23)
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multipliziert. $% ist dabei die Soll-Temperatur,  der Zeitschritt und 
 die aus
dem aktuellen Geschwindigkeiten berechnete aktuelle ’Temperatur’. *
#
ist ein Para-
meter, welcher die Sta¨rke der Kopplung bestimmt. Er sollte nicht zu groß gewa¨hlt
werden. Die Tatsache, daß diese Methode keine Geschwindigkeitsverteilung eines
kanonischen Systems liefert [92], wird durch die einfache und effiziente Implemen-
tierung dieses Algorithmus aufgewogen, zumal die Geschwindigkeit der Teilchen
keiner weiteren Auswertung unterzogen wird. Der Druck des Systems wird ebenfalls
mit Hilfe des Berendsen-Algorithmus kontrolliert. Hier werden die Boxdimensionen
,
 !
mit dem Faktor )
 !
skaliert:
)
 !


 *



1


 !
 1
$%
 !



 (2.24)
1


 !
ist dabei der aktuelle Druck in der entsprechenden Raumrichtung, 1$%
 !
der
gewu¨nschte Sollwert und *

der Kopplungsparameter, welcher wie auch *
#
nicht
zu groß gewa¨hlt werden sollte. Der Druck muß in den drei Raumrichtungen sepa-
rat regelbar sein, um eine von Null verschiedene Oberfla¨chenspannung einstellen zu
ko¨nnen.
Die Oberfla¨chenspannung einer Oberfla¨che in der xz-Ebene ist definiert durch [93]:
 



 
1
 
 1

2  1
!
22



(2.25)
1
 !
sind dabei die Komponenten des Drucks in den drei Raumrichtungen. 1
 
ent-
spricht in diesem Fall dem a¨ußeren Druck. Im Fall von periodischen Randbedingun-
gen und mit / Oberfla¨chen pro Simulationsbox9, ergibt sich:
  / 




 
1
 
 1

 1
!
2



(2.26)
,
 
ist dabei die La¨nge der Simulationsbox in y-Richtung. Durch die Einstellung ver-
schiedener Solldru¨cke fu¨r 1
!
und 1
 
ist so eine Einstellung der Oberfla¨chenspan-
nung  mo¨glich. Dabei wird ein Problem bei diesem recht einfachen Schema zur Si-
mulation bei vorgegebener Oberfla¨chenspannung deutlich. Da ,
 
sich im Laufe der
Simulation a¨ndert, mu¨ssen auch die vorgegeben Wert fu¨r 1$%

und 1$%
!
immer neu
angepaßt werden. Jedoch fu¨hrt eine A¨nderung von 1$%

und 1$%
!
auch wieder zu
einer A¨nderung von ,
 
, so daß eine permanente Anpassung von 1$%

und 1$%
!
zu
instabilen Zusta¨nden fu¨hren kann. Aus diesem Grunde wurden in dieser Arbeit 1$%

,
1
$%
 
und 1$%
!
fest vorgegeben. Dies hat zwar den Nachteil, daß die Oberfla¨chen-
spannung nur mit einem Fehler von  % vorherbestimmt werden kann, vermeidet
jedoch artifizielle A¨nderungen der lateralen Druck-Komponenten 1

und 1
!
.
9 Im Falle des hier simulierten Bilayersystems ergibt sich ein Wert von   .
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2.5. Nachbarschaftslisten
Bei der Durchfu¨hrung der MD-Simulation und der Auswertung der erhaltenen Tra-
jektorien ist es ha¨ufig no¨tig, die Teilchen zu bestimmen, die zu einem vorgegebenen
Teilchen  einen Maximalabstand 
&
haben (die sogenannten Nachbarn von ). Die
einfachste Methode zur Bestimmung der Nachbarn besteht darin, den Abstand  zwi-
schen  und den anderen Teilchen des Systems zu bestimmen und bei jedem Paar zu
pru¨fen, ob   
&
ist. Diese Vorgehensweise ist jedoch ineffizient wenn fu¨r jedes Teil-
chen im System die Nachbarn bestimmt werden sollen, da das Verfahren mit 3
skaliert10. Wu¨rde dieses direkte Verfahren zur Bestimmung der Nachbarn eingesetzt,
so wu¨rde z.B. die Berechnung der Paarverteilungsfunktionen (siehe Abschnitt 4.6.3)
beim vorliegenden System mehrere Wochen pro Paar beno¨tigen.
Aus diesem Grunde soll ein Verfahren detailiert beschrieben werden, welches bei nor-
malen Teilchenverteilungen und konstantem Maximalabstand 
&
mit 3 skaliert.
Eine Teilchenverteilung wird hier als normal bezeichnet, wenn folgende Bedingun-
gen erfu¨llt sind:
 Das Volumen % in dem sich die Teilchen befinden skaliert mit 311.
 Wird 
&
konstant gehalten, so skaliert fu¨r jedes Teilchen des Systems die An-
zahl der Nachbarn des Teilchens mit der Teilchenzahlwie 3.
Bei der MD–Simulation physikalisch sinnvoller Systeme sind die erhaltenen Teilchen-
verteilungen i.a. normal.
Zur Bestimmung der Nachbarn fu¨r alle Teilchen wird zuerst ein endliches dreidimen-
sionales Gitter mit den Maschenbreiten ,

12 u¨ber das System gelegt13. Dabei sollte das
10 Die vielleicht etwas ungewohnte Notation 
 statt  wurde hier gewa¨hlt, da sie eine
sta¨rkere Aussagekraft besitzt [94]. So bedeutet die Notation  nur, daß die betrachtete Gro¨ße
 (i.a. die Rechenzeit, seltener der Speicherplatzbedarf) so mit der Variablen N (z.B. der Anzahl
der Teilchen im System) skaliert, daß es positive Parameter 

und  gibt, mit denen die Relation
     fu¨r alle   

erfu¨llt ist. D.h.  skaliert nicht schlechter als . Es ist aber
durchaus mo¨glich, daß  besser skaliert als  (wenn z.B.  wie  skaliert, so ska-
liert  auch wie ). Die –Notation wird u¨berwiegend dann eingesetzt, wenn das genaue
Skalierungsverhalten von  nicht bekannt ist, jedoch eine obere Abscha¨tzung existiert. Dagegen
wird die Notation 
 verwendet, wenn positive Parameter 

, 

und 

existieren, mit denen
die Relation 

     

  fu¨r alle   

erfu¨llt ist. D.h. die 
–Notation gibt sowohl
eine obere als auch eine untere Grenze fu¨r das Skalierungsverhalten von  an.
11 In diesem Fall ist es auch ausreichend, wenn  mit  skaliert, da eine schwa¨chere Skalierung
von  mit  (z.B. mit ) zur Verletzung der zweite Bedingung fu¨hren wu¨rde.
12 Mit  werden in diesem Abschnitt die -, - und -Indizes bezeichnet, um die Anzahl der Formeln
zu begrenzen.
13 Dabei du¨rfen sich die Maschenbreiten durchaus voneinander unterscheiden (d.h. 

 

 

).
Weiterhin du¨rfen sie auch eine Funktion des Volumens  sein, solange fu¨r zwei beliebige positive
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Gitter nicht gro¨ßer als erforderlich sein, um alle Teilchen enthalten zu ko¨nnen14. Da-
zu werden i.a. die minimalen und maximalen x–, y– und z–Koordinaten (im folgen-
den als 4
&
und 4
&
bezeichnet) der Teilchen ermittelt. Da bei MD–Simulationen
u¨blicherweise periodische Randbedingungen eingesetzt werden, finden dort die Box-
grenzen als minimale und maximale Koordinaten Verwendung.
Dann werden ausgehend von den als Konstanten vorgegebenen Sollmaschenbreiten
,
$%
die tatsa¨chlich verwendeten Maschenbreiten wie folgt ermittelt15:
,

 4
&
 4
&


4
&
 4
&
,
$%


(2.27)
Damit ergibt sich die Anzahl der Zellen /
&
in den drei Raumrichtungen zu:
/
&


4
&
 4
&
,


(2.28)
Nun wird fu¨r jedes Teilchen  die Zelle ermittelt, in der es sich befindet, und der Index
des Teilchens in einer Liste der entsprechenden Zelle gespeichert. Wird die Zelle u¨ber
ein Tripel von Indizes 

 
 
 
!
 beschrieben, so la¨ßt sich die Zelle, in der sich ein
Teilchen mit den Koordinaten ., 2 und 5 befindet wie folgt ermitteln:




4 4
&
,


(2.29)
Im Falle von periodischen Randbedingungen werden die Zellindizes dagegen wie
folgt ermittelt:




4 4
&
,




4 4
&
4
&
 4
&

/
&
(2.30)
Die Zuweisung aller Teilchen zu den Zellen skaliert offensichtlich mit 3.
Um nun die Nachbarn eines Teilchens  zu bestimmen, wird zuna¨chst ermittelt in
welcher Zelle 6

 

 
 
 
!
 es liegt. Dann werden die Zellen ermittelt, in denen es
Teilchen geben ko¨nnte, die zu einem Teilchen in der Zelle 6

einen Maximalabstand
von 
&
besitzen. Dazu wird die maximale Anzahl /

, /
 
, /
!
von Zellen bestimmt,
die ausgehen von 6

entlang der drei Achsen des Gitters zu pru¨fen sind:
/




&
,


(2.31)
Werte 

und 

(wobei 

 

) der Mittelwert der Maschenbreiten unabha¨ngig von 

und 

ist.
14 Genauer gesagt sollte es 3 nicht negative und von  unabha¨ngige Konstanten 

, 

und 

gegeben,
bei denen nicht mehr alle Teilchen im Gitter liegen ko¨nnen, wenn die Anzahl der Zellen des Gitters
in x–, y– und z–Richtung um 

, 

und 

respektive vermindert wird.
15  ist dabei die gro¨ßte ganze Zahl, welche nicht gro¨ßer ist als  und 	
 die kleinste ganze Zahl,
welche nicht kleiner ist als . Siehe auch z.B. [69].
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Anschließend werden alle Zellen 

 
 
 
!
 u¨berpru¨ft, bei denen die Indizes folgende
Bedingungen erfu¨llen:


 /

 

 

 /

(2.32a)
,



 



 ,
 

 
 
 


 ,
!

!
 
!


 

&
(2.32b)
Dabei kann die Bedingung 2.32a(welche in Wirklichkeit drei Bedingungen mit 4 
. 2 5 entspricht) durch eine geschachtelte Schleife erfu¨llt werden, in der dann die Be-
dingung 2.32b u¨berpru¨ft wird16. Da /

, /
 
und /
!
auf Grund der normalen Teilchen-
verteilung unabha¨ngig von  sein mu¨ssen, skaliert dieser Schritt mit 3. Bei Ver-
wendung periodischer Randbedingungen werden stattdessen folgende Bedingungen
verwendet:






 





 

/
&





/
&




 /

(2.33)

,



 

 

,



 


.
&
 .
&





.
&
 .
&





,
 

 
 
 
 

,
 

 
 
 

2
&
 2
&





2
&
 2
&





,
!

!
 
!
 

,
!

!
 
!

5
&
 5
&





5
&
 5
&



 

&
(2.34)
Anschließend wird der Abstand der Teilchen in den selektierten Zellen zum Teilchen
 berechnet und so die Nachbarn von  bestimmt, wobei auch dieser Schritt mit 3
skaliert, da die Anzahl der Teilchen in den Zellen bei normalen Teilchenverteilun-
gen mit 3 skaliert. Werden auf diese Art die Nachbarn aller Teilchen bestimmt, so
ergibt sich daraus ein Gesamtlaufzeitverhalten von 3.
16 Im Prinzip ist Bedingung 2.32b allein ausreichend, doch wu¨rde die alleinige Verwendung dieser Be-
dingung dazu fu¨hren, daß dieser Schritt mit 
 statt 
 skaliert. Erst dadurch, daß die Indizes,
welche die erste Bedingung erfu¨llen, direkt berechnet werden ko¨nnen, wird eine ’Vorauswahl’ fu¨r
Bedingung 2.32b getroffen und der Schritt skaliert mit 

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3.1. Das verwendete Kraftfeld
Fu¨r die Simulation von Phospholipidmembranen wurden viele Kraftfelder vorge-
schlagen [95–100], so daß die Auswahl eines ada¨quaten Kraftfelds nicht einfach ist. In
dieser Arbeit wurde das Amber 4 Kraftfeld [72] fu¨r die Kopfgruppen und Glycerin-
region verwendet1. Da auf Grund des zwitterionischen Charakters der Kopfgruppe
den elektrostatischen Wechselwirkungen ein wichtige Rolle zukommen wird, wurde
großer Wert auf eine mo¨glichst realistische Modellierung des elektrostatischen Po-
tentials gelegt. Deshalb wurden die Partialladungen auf den einzelnen Atomen nach
der RESP-Methode [101] ermittelt. Dazu wurden die Palmitinsa¨uereketten des Mo-
leku¨ls durch Propansa¨ureketten ersetzt und eine Energieminimierung mittels Gaus-
sian 94 [102] auf HF / 6-31G Niveau durchgefu¨hrt. Anschließend wurde das elektro-
statische Potential fu¨r eine mo¨glichst homogene Verteilung von Punkten berechnet,
welche zu keinem Atom des Moleku¨ls einen geringeren Abstand als das -fache des
Lennard-Jones Parameters  und zu mindestens einem Atom einen maximalen Ab-
stand von 	  besitzen2. Nun wurde versucht, das elektrostatische Potential an den
Punkten durch Partialladungen mo¨glichst genau wiederzugeben. Dazu wurde die
oben erwa¨hnte RESP-Prozedur angewandt, wobei a¨quivalente Atome durch Zwangs-
bedingungen die gleiche Partialladung erhielten3. Diese Rechnungen wurden freund-
licherweise von Frank Eikelschulte durchgefu¨hrt. Die erhaltenen Ladungen sind im
Anhang (Abschnitt A) aufgefu¨hrt. Fu¨r die Alkylkette wurde das all-atom-OPLS Mo-
dell verwendet, welches sich durch eine gute Wiedergabe thermodynamischer Daten
von Alkanen auszeichnet. Die all-atom-Darstellung wurde gewa¨hlt, um der Tatsa-
che Rechnung zu tragen, daß auch das elektrostatische Potential um eine Alkylkette
keinesfalls u¨berall  ist. Alle Bindungen, in denen ein Wasserstoffatom auftritt, wur-
den mit Hilfe des SHAKE-Algorithmus [104] auf ihre Gleichgewichtsbindungsla¨nge
1 Fu¨r die im Amber Kraftfeld nicht vorhandenen Parameter fu¨r das unechte Diederwinkelpotential
der planaren Carboxylgruppe wurden die Parameter dem Charmm-Kraftfeld [100] entnommen.
2 Die Punkte wurden dabei auf a¨quidistanten Kugelschalen um die einzelnen Atome gelegt. Siehe
auch [103].
3 So sind z.B. die drei Kohlenstoffatome der NCH
	

	
Gruppe a¨quivalent, wu¨rden jedoch ohne die
Einfu¨hrung von Zwangsbedingungen verschiedene Partialladungen erhalten, da ihre chemische
Umgebung in der energieminimierten Struktur nicht a¨quivalent ist.
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fixiert4. Dies erlaubt den Einsatz eines gro¨ßeren Integrationszeitschritts, ohne die all-
gemeinen Eigenschaften des Systems merklich zu beeinflussen.
Als Modell fu¨r das Wasser wurde eine flexible Variante [105] des bewa¨hrten SPC/E
Modells [106] von Berendsen verwendet. Dieses unterscheidet sich von dem Origi-
nalmodell durch einen Bindungswinkeldeformationsterm. Dieses Modell wurde ein-
gesetzt, da der SHAKE-Algorithmus bei der Implementierung von Winkelzwangsbe-
dingungen vergleichsweise langsam arbeitet.
3.2. Wahl des Ensembles
Bei der Durchfu¨hrung von MD-Simulationen kommen viele verschiedene thermody-
namische Ensembles zum Einsatz. Wurde in den Anfangstagen der MD-Simulation
vor allem das NVE-Ensemble verwendet, so werden heute u¨berwiegend die physika-
lisch relevanteren NVT- und NPT-Ensembles eingesetzt. Wird ein System simuliert,
welches Oberfla¨chen entha¨lt, so kompliziert sich die Wahl des Ensembles, denn es
kommt eine neue thermodynamische Variable ins Spiel, die Oberfla¨chenspannung .
Fu¨r die Simulation solcher Systeme werden folgende Ensembles eingesetzt5:
 Das NPT-Ensemble, bei dem neben N und T der Druck P senkrecht zur Ober-
fla¨che und die Oberfla¨chenspannung  vorgegeben sind [112–114]. Ist   
entspricht dies dem NPT-Ensemble.
 Das NPAT-Ensemble, bei dem neben N und T der Druck P senkrecht zur Ober-
fla¨che und die Gro¨ße der Oberfla¨che A (und damit die Boxdimensionen parallel
zur Oberfla¨che) vorgegeben werden [115].
 Das NVAT-Ensemble (ha¨ufig auch als nicht ganz korrekt als NVT-Ensemble be-
zeichnet), bei dem neben N und T die Gro¨ße der Oberfla¨che A und das Volumen
V vorgegeben sind [15, 116].
Ist die Oberfla¨chenspannung  des zu simulierenden Systems bekannt, so ist das
NPT-Ensemble ada¨quat. Leider ist die Oberfla¨chenspannung des hier simulierten
lamellaren DPPC-Systems nicht bekannt, da sie experimentell nur sehr schwer zu er-
mitteln ist. Es existieren jedoch indirekte Methoden fu¨r die Abscha¨tzung von  [117].
So argumentiert Ja¨hnig [118], daß die Oberfla¨chenspannung gleich Null sein sollte, da
dies einem Zustand minimaler Freier Energie entspra¨che. Dagegen argumentieren
4 Mit Gleichgewichtsbindungsla¨nge ist der Parameter 


des harmonischen Potentials gemeint.
5 Daneben wurde auch das Nose´-Parinello-Rahman NPT-Ensemble eingesetzt [107–111], in welchem
auch die Winkel der Simulationsbox angepaßt werden. Dies scheint jedoch nur fu¨r die Gelphase
gerechtfertigt.
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Feller und Pastor [114], daß die Oberfla¨chenspannung in einer MD-Simulation von
Null verschieden sein sollte, da durch die periodischen Randbedingungen keine un-
dulatorischen Schwingungen großer Wellenla¨nge auftreten ko¨nnen6. Sie geben hier-
zu eine Formel an, mit der aus der Systemgro¨ße ein Wert fu¨r  abgescha¨tzt werden
kann. Jedoch sind die erhaltenen Werte von  auf Grund der nicht genau bekannten
Parameter, welche in die Formel eingehen, mit einem Fehler von % behaftet (oh-
ne Beru¨cksichtigung der aus vereinfachten Annahmen resultierenden systematischen
Fehler). Weiterhin wurde versucht, die Oberfla¨chenspannung des Bilayersystems aus
der experimentell bekannten Oberfla¨chenspannung eines Wasser/Monolayer/Luft-
Systems zu erhalten (siehe z.B. [112,114,119]). Jedoch zeigt schon die Tatsache, daß die
so erhaltenen Werte stark voneinander abweichen die teilweise drastischen Annah-
men, welche bei dieser Ableitung gemacht werden mu¨ssen. Ein im Prinzip gangbares
Verfahren zur Bestimmung von  wurde ebenfalls von Pastor und Feller vorgeschla-
gen [115]. Dazu sind mehrere Simulation fu¨r verschiedene vorgegebene Werte von
 durchzufu¨hren und die freie Energie der erhaltenen Systeme zu bestimmen. Die
Oberfla¨chenspannung des Systems mit der niedrigsten freien Energie wird dann als
die korrekte Oberfla¨chenspannung des Systems in der MD-Simulation angesehen. Je-
doch ist, abgesehen von dem enormen Zeitaufwand, welcher fu¨r die Durchfu¨hrung
der Simulationen erforderlich ist, auch die Bestimmung der freien Energie nur mit
sehr großen Fehlern mo¨glich, so daß dieses Verfahren mit der heute zur Verfu¨gung
stehenden Rechenleistung nicht sinnvoll durchfu¨hrbar ist. Es stellt sich jedoch noch
ein weiteres Problem. Da die in der Simulation eingesetzten Kraftfelder nur Na¨he-
rungen fu¨r das tatsa¨chliche Wechselwirkungspotential darstellen ko¨nnen, ha¨ngt die
zu verwendende Oberfla¨chenspannung auch vom verwendeten Kraftfeld, sowie den
sonstigen Simulationsparametern ab (hier spielt vor allem die Behandlung der elek-
trostatischen Wechselwirkung eine entscheidende Rolle). Zwar gilt dies fu¨r alle MD-
Simulationen, doch ist auf Grund der hohen Kompressibilita¨t der Membranfla¨che
der Effekt einer Modifikation des Wechselwirkungspotentials besonders stark, da ei-
ne nur geringe A¨nderung der Kraftfeld- oder Simulationsparameter zu einer großen
A¨nderung der Membranfla¨che fu¨hren kann. In einer ku¨rzlich vero¨ffentlichten Arbeit
konnten Lindahl und Edholm [120] die Anteile der verschiedenen Wechselwirkungen
auf die Oberfla¨chenspannung mit Hilfe einer MD-Simulation separieren. So bewirk-
te z.B. die elektrostatische Wechselwirkung zwischen den Kopfgruppen einen Anteil
an der Oberfla¨chenspannung von  mN7m, wa¨hrend die Gesamtoberfla¨chen-
spannung nur  #mN7m betrug. Hier zeigt sich ganz deutlich die starke Sensitivita¨t
vom verwendeten Kraftfeld und den sonstigen Simulationsparametern. Dies bedeu-
tet praktisch, daß die Wahl der Oberfla¨chenspannung erst durch Vergleich der erhal-
tenen Daten mit experimentell bestimmten Daten gerechtfertigt werden kann. Hier-
zu wurden und werden praktisch ausschließlich die Deuterium-Ordnungsparameter
herangezogen, da sie zum einen mit großer Genauigkeit experimentell bestimmt wer-
6 Diese Fluktuationen wurden von Ja¨hnig als Indiz fu¨r die   -These vorgebracht.
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den ko¨nnen und zum anderen sehr sensitiv fu¨r die verwendete Oberfla¨chenspannung
sind.
Da diese Situation nicht sehr befriedigend ist, wurde schon fru¨h die Verwendung
der NPAT- und NVAT-Ensembles propagiert. Doch auch hier ergeben sich erhebliche
Probleme, welche vor allem darin begru¨ndet liegen, daß die Oberfla¨che pro Lipid-
Moleku¨l experimentell nur sehr ungenau bekannt war (es wurden Werte zwischen
#nm [121] und 8nm [122] publiziert). Dieser Wert konnte zwar durch die
Untersuchung von Nagle et al. [6, 7] deutlich genauer bestimmt werden, jedoch muß
auch beachtet werden, daß die NPAT- und NVAT-Ensembles nicht dem Zustand ei-
nes Bilayersystems entsprechen. Auf Grund der in den NPT-Simulationen beobach-
teten großen Fluktuation der Oberfla¨che 9 (siehe z.B. [123] fu¨r ein eindrucksvolles
Beispiel), sind in den Simulationen mit fixer Boxengeometrie deutliche Artefakte und
eine stark verlangsamte Equilibrierung zu erwarten [124].
Aus dem oben gesagten ergibt sich, daß nur eine pragmatische Herangehensweise an
die Wahl des Ensembles und die zu verwendenden Simulationsparameter sinnvoll
erscheint. Da ein NPT-Ensemble eine bessere Beschreibung des simulierten System
liefern sollte, wird es in der in dieser Arbeit vorgestellten MD-Simulation eingesetzt.
Zur Bestimmung eines geeigneten Wertes fu¨r die Oberfla¨chenspannung  wird auf
die Arbeiten von Feller und Pastor [113, 113–115, 125, 125] zuru¨ckgegriffen und ein
Wert von   	mN7m verwendet7, welcher zu Werten von 1
!
von #  Pa
fu¨hrt. Anhand des Vergleiches der erhaltenen mit den experimentellen Ordnungspa-
rametern (siehe Abschnitt 4.3.2) ist dieser Wert im Nachhinein als etwas zu klein fu¨r
die in der Simulation verwendeten Kraftfeld- und Simulationsparameter anzusehen.
Jedoch ist die Diskrepanz klein genug, um keine drastischen Fehler befu¨rchten zu
mu¨ssen.
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Die Simulation wurde mit der parallelisierten Version des Simulationspakets MOS-
CITO [126] durchgefu¨hrt. Die elektrostatischen Wechselwirkungen wurden mit der
SPME-Methode berechnet, da sich gezeigt hat, daß ein einfaches cutoff-Verfahren zu
deutlichen Artefakten, vor allem in der Struktur und Dynamik des Wassers fu¨hrt
[52, 127–129]. Fu¨r den Aufbau der Startkonfiguration des simulierten Systems wurde
ein DPPC-Moleku¨l energieminimiert, wobei ein schwaches harmonisches Potential
zwischen dem Stickstoffatom der Cholingruppe und den endsta¨ndigen Kohlenstoffa-
tomen der Alkylketten zur Erzwingung einer mo¨glichst linearen Struktur eingesetzt
wurde. Dann wurde das DPPC-Moleku¨l so umorientiert, daß die Haupttra¨gheitsach-
se parallel zur y-Achse lag. Das DPPC-Moleku¨l wurde dann auf einem    Git-
7 Wie in Abschnitt 2.4 ausgefu¨hrt, ist dieser mit einem Fehler von  % behaftet
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ter mit einer Gitterbreite von  nm plaziert, wobei jedes DPPC-Moleku¨l um einen
zufa¨lligen Winkel um seine Haupttra¨gheitsachse rotiert wurde. Die gleiche Prozedur
wurde fu¨r ein zweites Gitter angewendet, wobei die DPPC-Moleku¨le jedoch an der
xz-Ebene gespiegelt wurden8. Diese beiden Gitter werden nun so zusammengefu¨gt,
daß sich die Alkylketten der beiden Schichten gerade nicht u¨berlappen. Das System
wurde dann fu¨r  1) bei einer Temperatur von * und einem isotropen a¨ußeren
Druck von  Pa simuliert, um eventuell vorhandene stark repulsiven Wechselwir-
kungen zwischen den DPPC-Moleku¨len zu eliminieren. Dabei wurden die Bindun-
gen welche Wasserstoff enthalten noch nicht eingefroren und es wurde ein Zeitschritt
von  fs verwendet. Nun wurde eine aus  
 Wassermoleku¨len bestehende Was-
serbox pra¨pariert, welche in x- und z-Richtung die selbe Dimension besitzt wie das
DPPC-System. Dies entspricht  	 Wassermoleku¨len pro DPPC-Moleku¨l bzw. ei-
nem Massenanteil von 	. Damit ist das System als voll hydratisiert anzusehen
(die experimentellen Wasseranteile fu¨r ein voll hydratisiertes, multilamellares DPPC-
System schwanken zwischen 	 [130, 131] und  [132]). Der relativ hohe Was-
seranteil wurde gewa¨hlt, um einen Wasserbereich mit anna¨hernd bulk-Eigenschaften
im simulierten System vorliegen zu haben. Dabei wurde die Dichte der Wasserbox zu
 g cm gewa¨hlt. Anschließend wurde die Wasserbox auf das DPPC-System ’auf-
gesetzt’ (wobei U¨berlappungen zwischen den Wassermoleku¨len und dem DPPC ver-
mieden wurden) und die Boxdimension so angepaßt, daß auch der Kontakt der ande-
ren Oberfla¨che des Bilayers mit dem Wasser gewa¨hrleistet ist. Dieses System wurde
dann fu¨r 
 ps bei   	
	 K, einem a¨ußeren Druck von  Pa und einer Ober-
fla¨chenspannung von 	mN7m simuliert. Im Verlauf dieser Simulation war eine star-
ke Kontraktion der Boxdimension und die Hydratisierung des Bilayers zu beobach-
ten. Anschließend wurde auf 		 K aufgeheizt und fu¨r  ps simuliert. Dabei wur-
de die Oberfla¨chenspannung auf   mN7m heruntergesetzt. Das System wurde
danach wieder in  K Schritten auf die Temperatur von 	
	 K herabgeku¨hlt, wobei
fu¨r jede Temperatur eine Equilibrierung von  ps durchgefu¨hrt wurde. Gleichzeitig
wurde auch die Oberfla¨chenspannung jeweils um mN7m erho¨ht. Nachfolgend wur-
de das System fu¨r  ns equilibriert. Im Anschluß wurden die Bindungen, an denen
ein Wasserstoffatom beteiligt ist, mittels des SHAKE-Algorithmus konstant gehalten
und der Zeitschritt auf 
 fs vergro¨ßert. Mit diesen Parametern wurde noch einmal

 ns equilibriert. Auffallend war hierbei, daß die Deuterium-Ordnungsparameter in
den ersten 
 ns der Equilibrierung noch deutliche A¨nderungen zeigten. Anschließend
wurde das System fu¨r  ns simuliert und der weiteren Auswertung unterzogen.
8 Wie erst spa¨ter bemerkt wurde, fu¨hrt dies dazu, daß die DPPC-Moleku¨le in dieser Schicht dem
anderen optischen Isomer des DPPC-entsprechen. Dieser Fehler wurde z.B. auch in [12] gemacht,
jedoch offensichtlich dort nicht bemerkt. Zwar sollte dies die Struktur und Dynamik des Systems in
keiner Weise beeinflussen, da in den einzelnen Schichten jeweils die gleichen optischen Isomere vor-
liegen und eine Wechselwirkung zwischen den Schichten nur in einem kleinen Bereich der a¨ußerst
flexiblen Alkylketten stattfindet, doch muß dies bei der Auswertung der Diederwinkelverteilung in
der Glyceringruppenregion beachtet werden (siehe Abschnitt 4.5.2).
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Gro¨ße Wert
Cutoff-Radius fu¨r Wechselwirkungsberechnung # nm
Cutoff-Radius der Nachbarschaftsliste 8 nm
SPME-Parameter *
 !
	
SPME-Interpolationsordnung / 
Ewald-Konvergenzparameter & 	
nm
Temperaturkopplung *
#


7
Druckkopplung *

		  
'
MPa7
Maximale Abweichung des SHAKE-Verfahrens %
Tabelle 3.1.: Allgemeine Parameter der Simulation
Die fu¨r die Simulation verwendeten Parameter sind in Tabelle 3.1 aufgefu¨hrt. Die
Nachbarschaftsliste wurde automatisch erneuert, wenn ein Teilchen eine Strecke von
mehr als  nm zuru¨ckgelegt hat [66]. Die Gitterweite :
 !
der SPME-Methode ist
dabei als *
 !
7,
 !
definiert. Fu¨r die Boxdimensionen zwischen  nm und # nm
wird so eine Gitterweite von  
 nm erhalten. Außerdem wurde in jedem Zeit-
schritt die Gesamtkraft auf  korrigiert. Dies ist erforderlich, da die SPME-Methode
den Gesamtimpuls nicht erha¨lt9. Weiterhin wurde alle  ps bis 
 ps ein eventuell
aufakkumulierter Gesamtimpuls aus dem System entfernt. Dies ist erforderlich, um
den sogenannten flying ice cube-Effekt zu vermeiden, der sich dadurch manifestiert,
daß ein großer Teil der kinetischen Energie in eine kollektive Translationsdynamik
u¨bergegangen ist (siehe auch [133] fu¨r eine umfassender Diskussion dieses und ver-
wandter Probleme). Alle  ps wurden die Koordinaten des Systems fu¨r die weitere
Auswertung gespeichert.
Die wichtigsten Durchschnittsgro¨ßen der Simulation sind in Tabelle 3.2 aufgefu¨hrt.
Die mittlere Temperatur des Wassers und des DPPCs wird u¨ber die Beziehung
 


	 ;
(

	









Alle Moleku¨le und Zeitschritte
(3.1)
ermittelt. Dabei ist  die Anzahl der Atom pro Moleku¨l, ; die Anzahl der Zwangs-
9 Dies gilt im u¨brigen auf Grund der begrenzten Genauigkeit der verwendeten Realzahlen auch fu¨r
jede andere Methode. Jedoch ist bei der SPME-Methode eingetragene Fehler gro¨ßer als die Maschi-
nengenauigkeit.
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Gro¨ße Wert
,

	  nm
,
 
	  nm
,
!
	 ## nm
Mittlere Fla¨che 9	 pro Lipid  nm
Mittlere Temperatur des DPPCs 	
	 K
Mittlere Temperatur des Wassers 	

8 K
Tabelle 3.2.: Wichtige mittlere Gro¨ßen der MD-Simulation
bedingungen (SHAKE) im Moleku¨l, 

die Masse von Atom  und 

dessen Ge-
schwindigkeit. Auf Grund der großen Teilchenzahl kann hier eine Korrektur fu¨r die
drei translatorischen Freiheitsgrade entfallen. Auch wenn das Konzept einer Tempe-
ratur fu¨r ein Teilsystem thermodynamisch fragwu¨rdig erscheint, so macht des doch
Sinn, dies in einer MD-Simulation zu berechnen, da ein Effekt bekannt ist, durch
welchen sich die Temperaturen eines Systems mehrerer Teilchensorten entkoppeln
ko¨nnen [134]. Dies wu¨rde zu einer ’zu warmen’ Wasserphase und ’zu kalten’ DPPC-
Moleku¨len fu¨hren. Aus diesem Grund wurden in einigen Simulation separate Ther-
mostaten fu¨r die Wasser- und DPPC-Phase eingesetzt [26, 135]. Es zeigt sich jedoch,
daß dieser Effekt in der vorliegenden Simulation nicht aufgetreten ist, da beide Tem-
peraturen fast genau u¨bereinstimmen.
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4. Struktur
4.1. Verwendete Konventionen und Bezeichnungen
4.1.1. Bezeichnungen der Gruppen des DPPCs
Um im folgenden einfacher auf bestimmte Gruppen verweisen zu ko¨nnen, werden
die in Abbildung 4.1 dargestellten Bezeichnungen fu¨r das DPPC-Moleku¨l verwendet.
Die positiv geladene Cholingruppe und die negativ geladene Phosphatgruppe bilden
die zwitterionische Kopfgruppe des DPPCs. Die Glyceringruppenregion wird von
der veresterten Glyceringruppe gebildet. Die beiden Carboxylgruppen werden da-
bei zur Glyceringruppenregion und nicht zur Alkylkettenregion geza¨hlt, auch wenn
sie chemisch betrachtet aus der Palmitinsa¨ure stammen. Die Glyceringruppenregion
wird verku¨rzend oft auch als Glyceringruppe bezeichnet. Die CH

-Gruppen der bei-
den Alkylketten sind jeweils durchnumeriert1. Soll zwischen den a¨quivalenten Grup-
pen der beiden Ketten unterschieden werden, so wird die Kettenbezeichnung sn-1
bzw. sn-2 hinzugefu¨gt. Dieses Verfahren wird auch zur Unterscheidung der beiden
Carboxylgruppen angewandt.
4.1.2. Konventionen zur Beschreibung des Systems
In Abbildung 4.2 ist das Bilayersystem schematisch dargestellt. Die Bilayernormale
ist dabei parallel zur y-Achse, und die Mitte des Bilayers liegt bei 2  . Da das Sy-
stem spiegelsymmetrisch zur xz-Ebene ist, wird bei der Beschreibung immer von der
oberen Schicht ausgegangen. Die entsprechenden Aussagen gelten spiegelverkehrt
fu¨r die untere Schicht. Ist die berechnete Gro¨ße (sei dies ein einzelner Wert oder eine
Funktion) abha¨ngig davon, ob sie in der oberen oder unteren Schicht berechnet wird,
so wird die Gro¨ße, wenn nicht anders angegeben, fu¨r beide Schichten separat berech-
net. Dann wird die Gro¨ße fu¨r die untere Schicht so korrigiert, daß sie derjenigen der
oberen Schicht entsprechen sollte und mit der Gro¨ße fu¨r die obere Schicht gemittelt.
Dargestellt wird also immer die entsprechende Gro¨ße fu¨r die obere Schicht. Soll z.B.
1 Die hier verwendete Numerierung unterscheidet sich von der Numerierung, welche die Experimen-
tatoren ha¨ufig verwenden. Diese geben dem Kohlenstoffatom der Carbonylgruppe den Index 1, der
folgenden CH

-Gruppe den Index 2 usw.
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Abbildung 4.1.: Bezeichnungen innerhalb des DPPC-Moleku¨ls.
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obere Schicht
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Abbildung 4.2.: Schematische Darstellung des Bilayers und des verwendeten Koordinaten-
systems.
die Winkelverteilung 14 des Wasserdipols mit der y-Achse berechnet werden, so
wird das Wasser in zwei Gruppen eingeteilt: die erste, bei der die y-Koordinate des
H

O-Schwerpunktes gro¨ßer , und die zweite, bei der sie kleiner als  ist. Nun wer-
den die Verteilungen fu¨r beide Gruppen separat berechnet, und anschließend wird
die Verteilung der Gruppe mit 2 <  durch Spiegelung der Verteilung um 4  8Æ
auf die Verteilung mit 2 =  umgerechnet und u¨ber beide Verteilungen gemittelt. In
a¨hnlicher Weise werden auch die Begriffe ’u¨ber’ und ’unter’ verwendet. Ein Teilchen
 ist u¨ber einem Teilchen 
, wenn 2

   2

= 2

oder 2

<   2

< 2

gilt. D.h.
auch diese Begriffe sind aus Sicht der oberen Schicht definiert. Alle weiteren relativen
Begriffe in dieser Arbeit sind analog definiert.
4.1.3. Zuordnung der y-Koordinaten
Da in der vorliegenden Arbeit viele Gro¨ßen als Funktion der y-Koordinate aufgetra-
gen werden, soll hier beschrieben werden, wie die einzelnen Bereiche der Membran
den y-Koordinaten zugeordnet werden. Zuna¨chst wird dazu der relative Mittelpunkt


des DPPC-Bilayers in jeder Konfiguration wie folgt berechnet:





( 
	





 

,





 
 

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
 


!
 

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
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(4.1)
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
( 
ist die Anzahl der Atome, die den Bilayer bilden (d.h. alle Atome der DPPC-
Moleku¨le), 
 !
sind die Einheitsvektoren, ,
 !
die Boxdimensionen und 

die
Koordinaten der entsprechenden Atome. Unter Beru¨cksichtigung der periodischen
Randbedingungen mu¨ssen die einzelnen Komponenten von

demnach zwischen
 und  liegen2. Nun wird der relative Mittelpunkt u¨ber alle Konfigurationen gemit-
telt und so 

	 bestimmt. Daraufhin werden die Koordinaten aller Teilchen in je-
der Konformation wie folgt korrigiert:



 

  
 
 

	,
 

 
(4.2)
Nach dieser Korrektur sollte der Mittelpunkt des Bilayers in jeder Konfiguration um
2 


,
 
und damit in der Mitte der Box liegen. Dieses Verfahren ist sinnvoll, solange
der relative Mittelpunkt des Bilayers sich nur wenig in den einzelnen Konfiguratio-
nen unterscheidet. Wie in Abbildung 4.3 zu sehen ist, trifft diese Voraussetzung bei
der vorliegenden Simulation zu3. Die Korrektur mit Hilfe des relativen statt des ab-
soluten Mittelpunkts wird verwendet, da so die auf Grund der Druckskalierung auf-
tretenden Schwankungen des Bilayermittelpunkts minimal gehalten werden. Dieser
Vorteil ist in Abbildung 4.3 deutlich zu erkennen, in welcher der zeitliche Verlauf
der y-Koordinate des relativen und absoluten Mittelpunkts dargestellt ist. Der darge-
stellte Bereich der y-Koordinate des absoluten Mittelpunktes entspricht ca. % der
durchschnittlichen Boxdimension in y-Richtung, so daß die Gro¨ße der Fluktuationen
optisch direkt verglichen werden kann.
Soll nun eine Gro¨ße als Funktion der y-Koordinate berechnet werden, so wird die Si-
mulationsbox in jeder Konfiguration in y-Richtung in  Scheiben gleicher Ho¨he auf-
geteilt und die entsprechende Gro¨ße fu¨r jede der Scheiben bestimmt. Anschließend
wird aus der zwischen  und liegenden Nummer / der Scheibe deren y-Koordinate
bestimmt:
2 

/  

 

,
 
	 (4.3)
,
 
	 bezeichnet dabei die mittlere Boxdimension in y-Richtung. Die so erhaltenen
y-Koordinaten liegen demnach immer zwischen  ,
 
	 und  ,
 
	, und das Zen-
trum des Bilayers bei 2  .
2 Dies gilt genauer gesagt dann, wenn die periodischen Randbedingungen so implementiert sind,
daß die Komponenten der Teilchenkoordinaten immer zwischen 0 und der entsprechenden Boxdi-
mensionen liegen mu¨ssen. Da in MOSCITO die periodischen Randbedingungen jedoch u¨ber den
Moleku¨lschwerpunkt implementiert sind, werden die Koordinaten der einzelnen Atome zuerst se-
parat auf die periodischen Randbedingungen korrigiert.
3 Die Konstanz von 

 stellt außerdem einen guten Test fu¨r die Erhaltung des Gesamtimpul-
ses u¨ber die gesamte Simulationszeit dar, denn ein systematischer Drift wu¨rde eine Verletzung des
Impulserhaltungssatzes anzeigen.
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Abbildung 4.3.: Zeitliche Entwicklung des absoluten und relativen Mittelpunktes in y-
Richtung.
4.2. Verteilung der Moleku¨le und molekularer
Gruppen
In diesem Abschnitt wird die Verteilung der Moleku¨le bzw. der molekularen Grup-
pen des DPPCs als Funktion der y-Koordinate (also senkrecht zum Bilayer) unter-
sucht. Dies ergibt einen ersten Eindruck von der Struktur des simulierten Systems.
In Abbildung 4.4 ist die Aufenthaltswahrscheinlichkeitsdichte 12 der Moleku¨le und
molekularer Gruppen als Funktion der y-Koordinate ihrer Schwerpunkte aufgetra-
gen. 12 ist dabei wie folgt normiert:



0


0
122   (4.4)
Um die zeitlichen Schwankungen von 12 zu untersuchen, wird die Simulation in
Abschnitte von  ps unterteilt und die in diesen Abschnitten ermittelten minimalen
und maximalen Werte von 12 durch senkrechte Linien dargestellt.
Das erste auffa¨llige Merkmal der Aufenthaltswahrscheinlichkeitsdichten ist die feh-
lende Symmetrie um 2  . Dabei ist eine Asymmetrie besonders bei der Kopf-
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Abbildung 4.4.: Aufenthaltswahrscheinlichkeitsdichte  der Moleku¨le bzw. molekularen
Gruppen als Funktion der y-Koordinate ihrer Schwerpunkte.
gruppe des DPPCs und der Glyceringruppe im Mittelteil des DPPCs festzustellen.
Dies steht im Einklang mit anderen publizierten Simulationen, die auch eine un-
symmetrische [13, 17, 107, 111, 112, 136–140] bzw. nur ku¨nstlich symmetrisierte Ver-
teilung [15, 109, 141] dieser Gruppen erhielten4. Da auch Essmann et al. [142] bei ei-
ner  ns-Simulation eines aus 64 DPPC-Moleku¨len bestehenden Bilayers bei diesen
Gruppen deutliche Abweichungen von der erwarteten Symmetrie erhalten haben, er-
scheint die heute zur Verfu¨gung stehende Rechenleistung noch nicht ausreichend fu¨r
eine Simulationsdauer zu sein, welche die gesamte Dynamik des Membransystems
beinhaltet. Demgegenu¨ber ist die Wasserverteilung und die Verteilung der Atome
innerhalb der beiden Alkylketten fast symmetrisch um 2  .
Um dies genauer zu untersuchen, wird eine skalierte Gaußverteilung
2 








exp





.  >




(4.5)
an die sechs Maxima der drei oben angesprochenen Gruppen mit Hilfe des Leven-
berg-Marquardt-Verfahrens [143] angepaßt. Die erhaltenen Werte fu¨r > und  sind in
4 Eine Ausnahme ist die Arbeit von Hyvo¨nen et al. [116], in der eine symmetrische Verteilung erhalten
wurde. Es ist jedoch davon auszugehen, daß diese Symmetrie ku¨nstlich erzeugt und dies im Text
nicht explizit erwa¨hnt wurde.
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Tabelle 4.1 aufgefu¨hrt. Wie sich zeigt, liegen die Mittelwerte > der einzelnen Grup-
Gruppe >7nm 7nm
NCH



CH

im Bereich 2 <  -2.12 0.33
NCH



CH

im Bereich 2 =  2.10 0.35
PO
-
im Bereich 2 <  -1.97 0.28
PO
-
im Bereich 2 =  1.96 0.31
Glycerin im Bereich 2 <  -1.58 0.27
Glycerin im Bereich 2 =  1.58 0.30
Tabelle 4.1.:  und  der an die Aufenthaltswahrscheinlichkeitsdichten angepaßten Gauß-
funktionen in den beiden Schichten der Membran.
pen fast symmetrisch um 2  . Dagegen unterscheidet sich die Breite der Kurven,
beschrieben durch  in den beiden Bereichen des Bilayers relativ gesehen deutlicher,
wobei die Gruppen im Bereich 2 =  immer die breitere Verteilung besitzen. Um die
Asymmetrie genauer zu untersuchen, wird ein Asymmetrieparameter asym berech-
net, der wie folgt definiert ist:
asym 



0

12  122 (4.6)
In Tabelle 4.2 ist der Asymmetrieparameter asym fu¨r die verschiedenen Moleku¨le und
molekularen Gruppen angegeben. Es fa¨llt auf, daß, die Asymmetrieparameter fu¨r die
einzelnen Gruppen des DPPCs relativ hoch sind, obwohl der Asymmetrieparameter
des gesamten DPPCs nicht wesentlich ho¨her ist als der des Wasser. D.h. die Teilchen-
dichteverteilung des DPPCs ist praktisch symmetrisch, auch wenn die Verteilungen
der einzelnen Gruppen innerhalb des Moleku¨ls sichtbar asymmetrisch sind, da sich
diese Asymmetrien teilweise aufheben.
In Abbildung 4.5 sind die Verteilungen ku¨nstlich symmetrisiert, wodurch eine si-
gnifikante Verbesserung der Statistik erreicht wird, so daß im folgenden ausschließ-
lich diese Verteilung verwendet wird. Die Definition der symmetrischen Aufenthalts-
wahrscheinlichkeitsdichte 1
$ &
2 lautet:
1
$ &
2 
12  12


(4.7)
Abbildung 4.5 scheint ein signifikantes Eindringen der Wassermoleku¨le bis in den
Anfangsbereich der Alkylketten anzuzeigen. Hierbei ist jedoch zu beachten, daß die
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Gruppe asym  
Wasser 0.64
NCH



CH

6.45
PO
-
6.90
Glycerin 6.53
CH

der Alkylketten 1.15
DPPC 0.80
Tabelle 4.2.: Asymmetrieparameter asym fu¨r verschiedene Gruppen der Simulation.
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Abbildung 4.5.: Symmetrisierte Verteilung der Moleku¨le bzw. der molekularen Gruppen als
Funktion der y-Koordinate.
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Aufenthaltswahrscheinlichkeitsdichte sowohl u¨ber die Zeit als auch u¨ber die xz-Ebe-
ne gemittelt wird, so daß aus 1
$ &
2 nicht eindeutig geschlossen werden kann, ob
das Wasser tatsa¨chlich bis in den Alkylkettenbereich vordringt oder die U¨berlappung
der beiden Verteilungen nur auf den lokalen und zeitlichen Schwankungen beruht.
Wie in Abschnitt 4.5.3 gezeigt wird, dringt das Wasser tatsa¨chlich nur bis zu den
Carbonylgruppen in signifikantem Ausmaß vor. Dies macht die Schwierigkeiten bei
der Interpretation der Aufenthaltswahrscheinlichkeitsdichten deutlich, welche erst
durch weitere Untersuchungen wirklich sinnvoll genutzt werden ko¨nnen. Trotzdem
lassen sich einige grundlegende strukturelle Merkmale aus der Verteilung ableiten.
So fa¨llt auf, daß die Abfolge der Maxima der Cholin-, Phosphat- und Glyceringruppe
zwar wie erwartet ausfa¨llt, wenn z.B. Abbildung 4.1 zu Grunde gelegt wird. Die ge-
ringe Differenz zwischen dem Maximum der Cholin- und dem der Phosphatgruppe
u¨berrascht jedoch auf den ersten Blick, ist der intramolekulare Abstand zwischen den
Schwerpunkten dieser Gruppen doch deutlich gro¨ßer als der Peak-zu-Peak-Abstand
in 1
$ &
2. Hier zeigt sich, daß der P – N-Vektor der Kopfgruppe keineswegs nur
parallel zur Bilayernormalen ausgerichtet ist, sondern in signifikantem Ausmaß auch
senkrecht zur Normalen liegen muß, denn nur so kann der geringe Abstand zwischen
den Peaks von ca. 
 nm erkla¨rt werden. Dies wird in Abschnitt 4.4.1 genauer unter-
sucht. Demgegenu¨ber liegt der Abstand zwischen dem Phosphat- und dem Glycerin-
Peak sehr nah am intramolekularen Abstand dieser Gruppen. Dies deutet schon die
relative Starrheit dieser Region an, die in Abschnitt 4.5.1 weitergehend untersucht
werden soll.
In den folgenden Abschnitten wird die Struktur des simulierten Systems genauer
untersucht. Die in diesem Abschnitt vorgestellten Aufenthaltswahrscheinlichkeits-
dichten 1
$ &
2 bilden dabei die Grundlage und den Ausgangspunkt weitergehen-
der Untersuchungen.
4.3. Struktur der Alkylkettenregion
4.3.1. Verteilung der CH

-Gruppen in den Alkylketten
Um die Verteilung der CH

- und CH

-Gruppen in den beiden Alkylketten genauer zu
untersuchen, ist die Analyse der Aufenthaltswahrscheinlichkeitsdichten 1
$ &
2 aus
Abbildung 4.5 nicht ausreichend. Einen besseren Einblick ermo¨glicht die Auftragung
von 1
$ &
2 fu¨r jede CH

-Gruppe der beiden Alkylketten, wie sie in Abbildung 4.6
gezeigt ist. Das erste auffa¨llige Merkmal ist die Verschiebung der CH

-Gruppen in
der sn-1-Kette um etwa eine C–C-Bindungsla¨nge im Vergleich zur sn-2-Kette. Die-
ser Effekt ha¨ngt direkt mit der Orientierung der Glyceringruppe zusammen, wie in
Abbildung 4.7 schematisch verdeutlicht werden soll. Wenn die a¨quivalenten CH

-
Gruppen der sn-1- und sn-2-Kette fast direkt nebeneinander liegen sollen, so ergibt
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Abbildung 4.6.: Symmetrisierte Aufenthaltswahrscheinlichkeitsdichte
$ &
 der einzelnen
CH

- und CH

-Gruppen in der a) sn-1- und b) sn-2-Kette des DPPCs.
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Abbildung 4.7.: Zwei schematische Orientierungsmo¨glichkeiten der Glyceringruppe.
sich ein Bild wie in Abbildung 4.7(b) dargestellt. In dieser Anordnung liegen die
auf Grund der sp-Hybridisierung der Carbonylkohlenstoffatome sehr starren Car-
boxylgruppen direkt nebeneinander. Dies fu¨hrt zu einem großen Platzbedarf5 der
einzelnen DPPC-Moleku¨le in diesem Bereich. Demgegenu¨ber sind die beiden Car-
boxylgruppen in Orientierung 1 aus Abbildung 4.7 nicht nebeneinander angeordnet,
was den Platzbedarf ein wenig reduziert. Aus diesem Grund wird die Glyceringrup-
pe im DPPC i.a. so orientiert sein, daß die Hauptachse der Gruppe, definiert durch
den CH)

– CH)

-Vektor, eher parallel zur Bilayernormalen angeordnet ist und die
CH

-Gruppen der Alkylketten so um etwa eine Bindung versetzt sind (siehe auch
Abschnitt 4.5.1). Es soll jedoch betont werden, daß der geringere Platzbedarf in Ori-
entierung 1 nicht a priori zu einer Begu¨nstigung dieser Orientierung fu¨hrt. Da in die-
sem Fall der Platzbedarf der beiden Alkylketten und der polaren Kopfgruppe jedoch
nicht so groß ist wie der Platzbedarf der Glyceringruppe in Orientierung 2, ist Orien-
tierung 1 in diesem Fall gu¨nstiger6.
Die Verschiebung der sn-1-Kette im Vergleich zur sn-2-Kette wird außerdem zu den
Kettenenden hin kleiner. So liegen die Maxima der CH,

-Gruppen noch ca.  nm
auseinander, wa¨hrend die Maxima der CH,

-Gruppen nur noch ca 
 nm aus-
einanderliegen. Da ohne diesen Effekt die Teilchendichte in der Membranmitte noch
5 Gemeint ist hier und im folgenden der Platzbedarf in der xz-Ebene.
6 Siehe auch den Lennard-Jones-Anteil des lateralen Druckprofils in Abbildung 6.2(b).
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geringer wa¨re, ist wahrscheinlich die aus der van-der-Waals-Wechselwirkung zwi-
schen den Ketten gewonnene Energie die treibende Kraft fu¨r die Verringerung der
Verschiebung.
Die Breite der Peaks der Verteilung in der sn-1-Kette scheint gro¨ßer zu sein als in der
sn-2-Kette. Dies ist in Abbildung 4.8 fu¨r ausgesuchte CH

-Paare genauer dargestellt.
Wie deutlich zu erkennen ist, sind die Peaks in der sn-2-Kette etwas scha¨rfer, was sich
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Abbildung 4.8.: Vergleich der Verteilung ausgewa¨hlter CH

-Gruppen in der sn-1-Kette
(du¨nne Linien) und sn-2-Kette (dicke Linien) des DPPCs.
auch in einem ho¨heren Maximum widerspiegelt7. Dies la¨ßt sich dadurch erkla¨ren,
daß die sn-2-Kette etwas gestreckter ist als die sn-1-Kette, was sich aus der oben an-
gesprochenen Verringerung der Verschiebung zwischen den Maxima von 1
$ &
2
fu¨r a¨quivalente CH

-Gruppen ableiten la¨ßt. Deshalb haben die CH

-Gruppen der
sn-1-Kette etwas mehr Bewegungsfreiraum. Die Unterschiede in den Maxima wer-
den jedoch zum Ende der Alkylketten hin immer geringer, wa¨hrend die Ho¨he der
Maxima insgesamt jedoch ansteigt. Dieses Ansteigen der Maxima zum Ende der
Alkylkette hin ist auch in Abbildung 4.6 gut zu erkennen8. Um dieses Pha¨nomen
7 Da alle Verteilungen normiert sind, bedeutet ein ho¨heres Maximum auch eine scha¨rfere Verteilung,
solange die zu vergleichenden Peaks eine a¨hnliche Grundform aufweisen.
8 Hierbei muß jedoch beachtet werden, daß die Ho¨he der Maxima fu¨r die am Ende der Alkylkette
gelegenen CH

-Gruppen auch auf Grund der U¨berlappung der beiden Schichten des Bilayers an-
steigt.
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quantitativ zu untersuchen werden skalierte Gaußfunktionen (siehe Gleichung 4.5)
an die Aufenthaltswahrscheinlichkeitsdichten 1
$ &
2 angepaßt und die jeweilige
Standardabweichung  als Maß fu¨r die Breite der Verteilung in Abbildung 4.9 auf-
getragen. Dazu wurden zuerst die Maxima von 1
$ &
2 bestimmt und die skalierten
Gaußfunktionen im Bereich nm um die Maxima der Verteilungen mit Hilfe des
Levenberg-Marquardt-Verfahrens [143] angepaßt. In Abbildung 4.9 ist  als Maß fu¨r
die Breite der Maxima von 1
$ &
2 aufgetragen. In der Auftragung sind nur die je-
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Abbildung 4.9.:  der an die Aufenthaltswahrscheinlichkeitsdichten 
$ &
 der CH

-
Gruppen angepaßten Gaußverteilungen.
weiligen Standardabweichungen der ersten bis zehnten CH

-Gruppe aufgetragen, da
die na¨her zum Kettenende liegenden Gruppen keine gaußverteilte Aufenthaltswahr-
scheinlichkeitsdichte 1
$ &
2 mehr zeigen. Es zeigt sich, daß der qualitativ in Abbil-
dung 4.6 und 4.8 erkennbare Trend der abnehmenden Breite der Verteilungen sich
auch quantitativ besta¨tigen la¨ßt. Allerdings ist in Abbildung 4.9 ein deutlicher odd-
even-Effekt zu erkennen, der zu einer geringeren Verteilungsbreite der CH

-Gruppen
mit ungeradem Index in der sn-1-Kette fu¨hrt. Auch bei den sn-2-Kette ist ein solcher
Effekt zu erkennen. Er la¨uft jedoch entgegengesetzt zur sn-1-Kette.
Eine mo¨gliche Erkla¨rung fu¨r diesen odd-even-Effekt ist folgende: In Abbildung 4.9 ist
deutlich zu erkennen, daß die Breite der Verteilungen zum Kettenende hin abnimmt.
Die Schwankungen der auf die y-Achse projizierten Position scheinen also von der
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Glycerin- bzw. der Kopfgruppe auszugehen und werden zum Kettenende hin im-
mer mehr ausgeglichen. Nun stellt sich die Frage, wie dieser Ausgleichsprozess be-
schaffen ist. Da die C-C-Bindungen relativ starr sind, kommt im Prinzip nur der in
Abbildung 4.10 dargestellte Effekt in Betracht. Wenn die CH,

-Gruppe nach unten
CH,

CH,

CH,

CH,


Abbildung 4.10.: Erkla¨rung fu¨r die verschiedenen Verteilungsbreiten der CH

-Gruppen in
den Alkylketten.
verschoben wird, so kann durch A¨nderung des Winkels zwischen der C-C-Bindung
und der y-Achse die CH,

-Gruppe relativ zur y-Achse weniger verschoben werden
als die CH,

-Gruppe. Somit la¨ßt sich die Abnahme der Breite der CH

-Verteilungen,
projiziert auf die y-Achse, durch diesen Effekt zufriedenstellend erkla¨ren. Um den
odd-even-Effekt zu erkla¨ren, sind in Abbildung 4.11(a) die beiden CH

-Gruppen aus
Abbildung 4.10 an die Enden der Hypothenuse eines rechtwinkligen Dreiecks pla-
ziert worden. Nun kann die Frage beantwortet werden, um welchen Wert 4 sich
der Winkel 4 a¨ndern muß, damit sich die Strecke ? um den Wert ? a¨ndert, unter
der Bedingung daß @ (welches die C-C-Bindungsla¨nge repra¨sentiert) konstant bleibt.
Der Zusammenhang zwischen ?, @ und 4 ist:
cos4 
?
@
(4.8)
Wird 4 nun um 4 gea¨ndert, so ergibt sich analog:
cos4 4 
? ?
@
(4.9)
Damit wird ? als Funktion von @, 4 und 4 erhalten:
?  @cos4 4  @A)4 (4.10)
In Abbildung 4.11(b) ist ? als Funktion von 4 fu¨r @   und 4   Æ aufgetra-
gen. Wie deutlich zu erkennen ist, nimmt der Betrag von ? mit steigenden Wer-
ten fu¨r 4 zu9. D.h. je gro¨ßer 4 ist, um so weniger muß sich dieser Winkel a¨ndern,
9 Genauer gesagt nimmt der Betrag von 	 bis zu einem Wert von   Æ    zu, um dann
wieder abzunehmen.
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Abbildung 4.11.: Quantifizierung des Effekts der A¨nderung des Winkels zwischen der C-C-
Bindung und der y-Achse.
um eine vorgegebene A¨nderung von ? zu bewirken. Um dieses Ergebnis mit dem
odd-even-Effekt in Zusammenhang zu bringen, sind in in Abbildung 4.12 die Win-
kelverteilungen fu¨r die Winkel 4 zwischen den C-C-Bindungen in den Alkylketten
und der y-Achse aufgetragen10. Wird zuerst die Winkelverteilung in der sn-1-Kette
betrachtet, so ist zu erkennen, daß die Verteilung fu¨r die CH,

—CH,

- und CH,

—
CH,-

-Bindungen im Vergleich zur Verteilung der CH,

—CH,

- und CH,-

—CH,

-
Bindungen zu signifikant ho¨heren Werten verschoben ist, wa¨hrend die Breite aller
Verteilungen relativ a¨hnlich ist. Nun ist aber wie oben festgestellt die Fa¨higkeit durch
A¨nderung des Winkels 4 zwischen den C-C-Bindungen und der y-Achse die Ver-
schiebung in Richtung der y-Achse zu vermindern bei gro¨ßeren Werten von 4 in
dem Sinne ausgepra¨gter, daß die beno¨tigte A¨nderung von 4 signifikant kleiner ist.
Die ;B,

- und ;B,-

-Gruppen in der sn-1-Kette ko¨nnen daher die Verschiebungen
ihrer ’Vorga¨nger’ besser ausgleichen, als die ;B,

- und ;B,

-Gruppen. Dies erkla¨rt
den in Abbildung 4.9 auftretenden odd-even-Effekt. Die Erkla¨rung des odd-even-
Effekts in der sn-2-Kette verla¨uft analog, nur daß hier die Verteilungen fu¨r die CH,

—
CH,

- und CH,

—CH,-

-Bindungen im Vergleich zur Verteilung der CH,

—CH,

-
und CH,-

—CH,

-Bindungen zu signifikant kleineren Werten verschoben sind. Dies
fu¨hrt zu einem odd-even-Effekt mit umgekehrtem Vorzeichen. Da weiterhin die Un-
terschiede in den Peaks der Winkelverteilungen nicht so groß sind wie bei der sn-1-
Kette ist dieser Effekt erwartungsgema¨ß nicht so ausgepra¨gt in der sn-2-Kette.
10 Siehe auch in Abschnitt 4.3.2 die Diskussion der #CC-Ordnungsparameter.
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Abbildung 4.12.: Verteilungen der Winkel zwischen den C-C-Bindungen und der y-Achse
fu¨r ausgewa¨hlte C-C-Bindungen in der sn-1- und sn-2-Kette.
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4.3.2. Ordnungsparameter
Eine experimentell zuga¨ngliche, wenn auch nicht einfach zu interpretierende Gro¨ße,
die Aussagen u¨ber die Struktur der Alkylkettenregion zula¨ßt, sind die CD-Ordnungs-
parameter. Diese lassen sich u¨ber Festko¨rper H-NMR Messungen auf Grund der
quadrupolaren C-H Kopplung bestimmen. Aus MD-Simulationen lassen sich die
CD-Ordnungsparameter (auch Deuterium-Ordnungsparameter genannt) mittels fol-
gender Formel einfach erhalten:
'
CD






	 cos C

 

(4.11)
C

ist der Winkel zwischen den C–H-Bindungen der CH

-Gruppe Nr.  und der Bi-
layernormalen.   	 symbolisiert sowohl zeitliche Mittelung, als auch Mittelung u¨ber
die a¨quivalenten C–H-Bindungen des Systems. Durch gezielte Deuterierung der ein-
zelnen CH

-Gruppen der Alkylketten wurden die CD-Ordnungsparameter fu¨r alle
CH

-Gruppen der Alkylketten experimentell bestimmt, so daß ein Vergleich zwi-
schen den experimentell bestimmten und den aus der Simulation erhaltenen Werten
eine Aussage u¨ber den Realita¨tsgrad der Simulation liefern kann.
Die Ordnungsparameter 'CD

einer parallel zur Bilayernormalen angeordneten Alkyl-
kette in all-trans-Konformation betragen . Ein gro¨ßerer Wert von 'CD

wird des-
halb mit dem Auftreten von gauche-Konformationen oder einer nicht parallelen Aus-
richtung der Kette in Verbindung gebracht. Eine genauere Untersuchung der Ketten-
konformation wird aber durch die Tatsache erschwert, daß der Ordnungsparameter
u¨ber die verschiedenen Kettenkonformationen gemittelt wird. Deshalb muß bei der
Interpretation immer ein Modell zugrunde gelegt werden. Dies ist der Grund dafu¨r,
daß aus den gleichen Ordnungsparametern verschiedene Aussagen u¨ber die Ketten-
konformation und daraus abgeleitete Gro¨ßen wie die Oberfla¨che pro Lipid erhalten
wurden.
In Abbildung 4.13(a) sind die aus der MD-Simulation gewonnen CD-Ordnungspara-
meter fu¨r die sn-2-Kette mit experimentellen Werten fu¨r verschiedenen Temperaturen
von Douliez et al. [144] dargestellt. Wie deutlich zu erkennen ist, stimmt die allgemei-
ne Form der Kurve mit dem Plateau fu¨r die CH

-Gruppen 2 bis 8 und dem Abfall von
'
CD

zum Kettenende hin gut mit den experimentellen Ergebnissen u¨berein. Jedoch
ist die U¨bereinstimmung der berechneten Ordnungsparameter mit den experimen-
tellen Werten fu¨r   Æ deutlich gro¨ßer, als fu¨r die Simulationstemperatur   Æ.
In Abbildung 4.13(b) sind zum Vergleich die Ordnungsparameter von zwei weiteren
MD-Simulationen neben den experimentellen Ordnungsparametern fu¨r   Æ auf-
getragen. Alle MD-Simulationen verwenden die Ewald-Summation zur Berechnung
der elektrostatischen Wechselwirkungen und eine flexible Simulationsbox. Die Dauer
der Simulation ist  ns bei Tu et al. [108] und  ns bei Berkowitz et al. [145]. Die An-
zahl der DPPC-Moleku¨le in den Simulationen ist mit 64 deutlich kleiner als in dieser
41
4. Struktur
0
0.05
0.1
0.15
0.2
0.25
0.3
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Nummer  der CH

-Gruppe

'
C
D

aktuelle MD-Simulation
Exp. bei Æ;
Exp. bei Æ;
Exp. bei Æ;
(a)
0
0.05
0.1
0.15
0.2
0.25
0.3
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Exp. bei Æ;
Nummer  der CH

-Gruppe

'
C
D

aktuelle MD-Simulation
MD-Simulation Berkowitz et al. [145]
MD-Simulation Tu et al. [108]
(b)
Abbildung 4.13.: Vergleich der Ordnungsparameter der sn-2-Kette aus MD-Simulationen mit
experimentell erhaltenen Ordnungsparametern [144] fu¨r verschiedene Temperaturen.
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Simulation. Interessant ist, daß beide Simulationen in gleicher Art und Weise, ausge-
hend von derselben Ausgangskonformation equilibriert wurden und somit a¨hnliche
Ergebnisse zu erwarten wa¨ren. Hier zeigt sich deutlich der Einfluß der Kraftfelder,
die den eigentlichen Unterschied zwischen den beiden Simulation ausmachen11. Wie
sich zeigt liefert das hier verwendete Potential durchaus gute Ergebnisse, auch wenn
die U¨bereinstimmung nicht so gut ist wie bei Berkowitz et al.
Mit Hilfe der Daten aus dieser Simulation soll nun u¨berpru¨ft werden, ob die von Na-
gle [6, 146] vorgeschlagene Methode zur Ermittlung der Fla¨che 9 pro Lipid aus den
CD-Ordnungsparametern richtige Werte liefert. Wie schon in Abschnitt 1.1 erwa¨hnt
wurde, ist die experimentelle Bestimmung von 9 nicht einfach und hat zu einer
großen Schwankungsbreite der Werte von 9 von mehr als 
% gefu¨hrt. Nagle hat
in einer ausfu¨hrlichen Analyse eine Methode fu¨r die Bestimmung von 9 aus den
'
CD

Werten abgeleitet. Damit bietet sich die Mo¨glichkeit diese Analyse anhand der
vorliegenden Simulation zu u¨berpru¨fen, da hier sowohl der Wert fu¨r 9 als auch die
Ordnungsparameter genau bekannt sind. Der Wert fu¨r die mittlere Fla¨che pro Lipid
betra¨gt in der MD-Simulation nm, wa¨hrend der nach der Methode von Nagle
erhaltene Wert #nm betra¨gt. Der Wert von 9 wird bei der Methode von Nagle
also um ca. nm u¨berscha¨tzt, was in Anbetracht der vorher herrschenden Unsi-
cherheit eine pha¨nomenale Genauigkeit darstellt.
Neben dem CD-Ordnungsparameter 'CD

ist auch der CC-Ordnungsparameter 'CC

von Bedeutung. Er ist analog zum CD-Ordnungsparameter definiert:
'
CC





	 cos3

 	 (4.12)
3

ist dabei der Winkel, den die Bindung zwischen dem Kohlenstoffatom der CH

-
Gruppe Nr.   und dem der Gruppe Nr. mit der Bilayernormalen einnimmt. Die
CC-Ordnungsparameter sind experimentell nicht zuga¨nglich, ko¨nnen jedoch u¨ber
die Formel
'
CC

 '
CC

 
'
CD

(4.13)
berechnet werden [144,147]. Um einen Startwert fu¨r Gleichung 4.13 zu erhalten, wird
die praktisch freie Beweglichkeit der terminalen Methylgruppe ausgenutzt. Es gilt in
guter Na¨herung:
)
CC


'
CD

 cosÆ  
(4.14)
In Abbildung 4.14 sind die aus der MD-Simulation erhaltenen Werte von 'CC

und
zusa¨tzlich aus experimentellen CD-Ordnungsparametern bei   Æ berechnete
Werte aufgetragen. Wa¨hrend die U¨bereinstimmung zwischen den Werten der MD-
11 Es soll hier angemerkt werden, daß die Equilibrierungsphase ein Aufheizen auf $Æ% beinhaltet
und mit 200 ps nach heutigen Erkenntnissen inakzeptabel kurz ist. Die gravierenden Unterschiede
ko¨nnen demnach auch von der ungenu¨genden Equilibrierung herru¨hren.
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Abbildung 4.14.: CC-Ordnungsparameter CC

der sn-2 Kette aus der MD-Simulation und
nach Gleichung 4.13 aus experimentellen CD-Ordnungsparametern [144] bei   	Æ berech-
net.
Simulation und den experimentellen Werten nicht ganz befriedigend ist, ist die U¨ber-
einstimmung im generellen Verlauf der Ordnungsparameter doch akzeptabel. Auffa¨l-
lig ist hier der ausgepra¨gte odd-even-Effekt, der schon in Abschnitt 4.3.1 in der Win-
kelverteilung der des Winkels zwischen den CC-Bindungen und der Membrannor-
malen gefunden wurde. Dieser Effekt la¨ßt sich durch die Annahme erkla¨ren, daß
die Alkylkette nicht parallel zur Normalen orientiert ist12. Dies ist in Abbildung 4.15
schematisch dargestellt. Sind in der parallel zur Normalen liegenden Kette die Win-
kel zwischen den CC-Bindungen und der Membrannormalen konstant, so ist dies bei
der zur Normalen gekippten Kette nicht mehr der Fall und die Winkel alternieren.
Wie in Abschnitt 4.3.3 gezeigt wird, liegt die Kette normalerweise nicht in der in Ab-
bildung 4.15 dargestellten all-trans Konformation vor. Die Anwesenheit von gauche-
Defekten a¨ndert das Ergebnis jedoch nicht qualitativ.
12 Siehe auch Abschnitt 4.3.4.
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Abbildung 4.15.: Veranschaulichung der Erzeugung eines odd-even-Effekts durch eine nicht
parallele Anordnung der Alkylkette zur Bilayernormalen .
4.3.3. Konformationen der Alkylketten
In diesem Abschnitt sollen die Konformationen der Alkylketten detailiert untersucht
werden. Dazu werden die DiederwinkelD

der Alkylketten u¨ber die vier Kohlenstof-
fatome der CH,

-, CH,

-, CH,

- und CH,

-Gruppen definiert. Anschlie-
ßend werden die erhaltenen Diederwinkel in drei Gruppen eingeteilt:


Æ
 D

 

Æ : trans t

Æ
 D

< 

Æ : gauche g


Æ
< D

< 	
Æ : gauche g
In Abbildung 4.16(a) sind die mittleren Diederwinkelverteilungen 1D der beiden
Alkylketten aufgetragen. Die Verteilungen sind dabei wie folgt normiert:


Æ

Æ
1DD   (4.15)
Wie deutlich zu erkennen ist, macht eine Einteilung der Diederwinkel in die oben
angegebenen drei Gruppen Sinn, da auch in der Diederwinkelverteilung drei gut
abgegrenzte Bereiche mit signifikanter Wahrscheinlichkeitsdichte zu erkennen sind.
Weiterhin fa¨llt der nur geringe Unterschied zwischen der sn-1- und sn-2-Kette auf.
In Abbildung 4.16(b) sind die aus der mittleren Diederwinkelverteilung berechneten
effektiven mittleren Diederwinkelpotentiale ED fu¨r   Æ; dargestellt, die sich
aus der Beziehung
1D  exp

ED

(


(4.16)
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Abbildung 4.16.: Mittlere Diederwinkelverteilungen und die daraus erhaltenen Verla¨ufe fu¨r
das effektive mittlere Diederwinkelpotential der beiden Alkylketten.
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wie folgt erhalten lassen:
ED  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 ln

1D
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
(4.17)
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&
D ist dabei der maximale Wert der in der Verteilung 1D auftritt. In dieser
Auftragung ist deutlich zu erkennen, daß die gauche-Konformationen in der sn-2-
Kette gegenu¨ber denen der sn-1-Kette leicht ungu¨nstiger sind. Die Unterschiede sind
jedoch sehr gering. Das deutliche Rauschen in dem Bereich mit hohen Werte von
ED liegt an der schlechteren Statistik in diesem Bereich, da die assoziierten Konfor-
mationen nur sehr selten auftreten.
Da die Aussagekraft der mittleren Diederwinkelverteilung nur begrenzt ist, sind in
Abbildung 4.17 die trans-, gauche-, gauche-, sowie die gesamten gauche-Anteile fu¨r
alle Diederwinkel in beiden Alkylketten aufgetragen. Ein allgemeines Merkmal bei-
der Alkylketten ist der anfa¨ngliche Abfall des gauche-Anteils (und damit der Anstieg
des trans-Anteils) auf ein Plateau und der Anstieg des gauche-Anteils zum Kettenende
hin. Dies ist ein Verhalten welches schon bei der Betrachtung der Ordnungsparame-
ter in Abschnitt 4.3.2 beobachtet wurde. Die geringen Unterschiede zwischen dem
Anteil der gauche- und gauche-Konformationen deutet auf eine nicht vollsta¨ndige
Equilibrierung bzw. eine nicht ausreichende Mittelung u¨ber genu¨gend Konformatio-
nen hin, da auf Grund von Symmetrie-U¨berlegungen keine Pra¨ferenz fu¨r eine der
gauche-Konformationen zu erwarten ist. Die Unterschiede sind jedoch sehr gering.
In Abbildung 4.18 sind die Anteile einiger komplexer Konformationen aufgetragen.
Bei der Benennung dieser Konformationen bezeichnet t eine trans-Konformation, g
entweder eine gauche- oder gauche-Konformation und g’ die zu g entgegengesetzte
gauche-Konformation. gg bezeichnet demnach sowohl die Abfolge gg als auch gg,
wa¨hrend gtg’ die Abfolgen gtg und gtg umfaßt. Diese komplexeren Konforma-
tionen werden dabei immer dem letzten, sie definierenden Diederwinkel zugewiesen.
Aus diesem Grunde ko¨nnen die aus einer Abfolge von zwei elementaren Konforma-
tionen bestehenden komplexen Konformation erst ab Diederwinkel Nr. 2 auftreten.
Die Untersuchung dieser komplexen Konformationen ist wichtig, da sie die Form der
Alkylkette stark beeinflussen. In Abbildung 4.19 sind die Auswirkungen dieser Kon-
formationen auf eine ansonsten all-trans-Kette dargestellt. Abbildung 4.19(a) verdeut-
licht die Auswirkung einer einzelnen gauche-Konformation (ob dies gauche- oder
gauche-Konformation ist, ist irrelevant) auf eine all-trans-Kette. Ein einzelner gauche-
Defekt fu¨hrt zu einem Abknicken der Kette in einem Winkel von  Æ. Wie in Ta-
belle 4.3 aufgefu¨hrt wird, betra¨gt die Anzahl an gauche-Konformationen ca. 50% der
Anzahl an trans-Konformationen. Gauche-Konformationen kommen demnach recht
ha¨ufig vor. Dies liegt daran, daß der Effekt einer gauche-Konformation durch nach-
folgende gauche-Konformationen teilweise aufgehoben werden kann. So fu¨hrt die
in 4.19(e) dargestellte gtg’-Konformation (kink) nur zu einer kleinen Versetzung in
der Kette, die nach dieser Abfolge wieder parallel zum vorhergehenden Segment
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Abbildung 4.17.: trans-, gauche-, gauche- und gesamter gauche-Anteil als Funktion der
Nummer des Diederwinkels fu¨r die sn-1- und sn-2-Kette
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Abbildung 4.18.: Komplexere Konformationen als Funktion des Diederwinkels fu¨r die sn-1-
und sn-2-Kette.
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Abbildung 4.19.: Beispiele fu¨r Einflu¨sse von gauche-Konformationen und komplexen Kon-
formationen auf die Form der Alkylkette. Die dargestellten Konformationen sind auf beiden
Seiten von einer Abfolge von trans-Konformationen umgeben, um die Effekte dieser Kon-
formationen besser veranschaulichen zu ko¨nnen. Die Diederwinkel wurden dabei immer als
ideal angenommen (d.h. 
	Æ fu¨r trans, 	Æ fu¨r gauche und 		Æ fu¨r gauche).
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Konformation Anzahl in sn-1 (Erwartet) Anzahl in sn-2 (Erwartet)
trans 8.143 8.225
gauche 3.856 3.774
gauche 1.909 1.878
gauche 1.946 1.896
gg 0.821 (0.568 ) 0.784 (0.544 )
tggt 0.270 (0.214 ) 0.249 (0.209 )
gg’ 0.137 (0.567 ) 0.125 (0.544 )
tgg’t 0.051 (0.214 ) 0.048 (0.209 )
gtg 0.446 (0.350 ) 0.420 (0.339 )
ggg 0.219 (0.083 ) 0.216 (0.077 )
ggg’ 0.032 (0.082 ) 0.029 (0.077 )
gg’g 0.002 (0.082 ) 0.001 (0.077 )
gg’g’ 0.031 (0.082 ) 0.027 (0.077 )
gtg’ (kink) 0.553 (0.350 ) 0.560 (0.339 )
g(t)

g’ (jog) 0.552 (0.284 ) 0.543 (0.284 )
g(t)

g’ (jog

) 0.217 (0.161 ) 0.210 (0.159 )
g(t)

g’ (jog

) 0.161 (0.074 ) 0.160 (0.074 )
g(t)
.
g’ (jog

) 0.112 (0.034 ) 0.108 (0.035 )
g(t)
/
g’ (jog
-
) 0.062 (0.015 ) 0.065 (0.016 )
Tabelle 4.3.: Durchschnittliche Anzahl verschiedener Konformation in den sn-1- und sn-2-
Ketten und die bei unabha¨ngiger Verteilung der trans-, gauche- und gauche-Konformationen
erwartete Anzahl (siehe auch Gleichung 4.18 und 4.19).
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verla¨uft. Der Platzbedarf einer solchen Kette in der Alkylgruppenregion ist damit
nicht viel gro¨ßer als der einer all-trans-Kette. A¨hnlich verha¨lt es sich mit den soge-
nannten jogs, die durch eine g(t)

g’-Abfolge definiert werden und deren Effekt
fu¨r /   (hier als jog

bezeichnet) in Abbildung 4.19(f) dargestellt ist. Jogs haben
einen analogen Effekt zu den oben besprochenen kinks, nur das der Versatz mit zu-
nehmendem / ansteigt.
Neben diesen eher gu¨nstigen Konformationsabfolgen, existieren jedoch auch eini-
ge ungu¨nstige Abfolgen. Abbildung 4.19(b) zeigt die Auswirkung einer gg-Abfolge.
Diese ist relativ gut mit der Wirkung einer einzelnen gauche-Konformation zu ver-
gleichen, und fu¨hrt zum Abknicken der Alkylkette in einem 8Æ Winkel. Eine noch
ungu¨nstigere Abfolge stellt jedoch die in Abbildung 4.19(c) dargestellte gg’-Konfor-
mation dar, die zu einem Richtungswechsel in der Alkylkette fu¨hrt. Es ist jedoch zu
beachten, daß die Folgen von gg- und gg’-Konformationen durch nachfolgende oder
vorhergehende Konformationen abgemildert oder versta¨rkt werden ko¨nnen. Dieser
Effekt wird weiter unten genauer untersucht.
Die oben besprochenen Auswirkungen der verschiedenen Konformationsabfolgen
lassen sich gut in Abbildung 4.18 erkennen. So sind die gu¨nstigen gtg’-Abfolgen (kink)
relativ ha¨ufig zu beobachten. Ihre Anzahl ist, wie in Tabelle 4.3 zu entnehmen, deut-
lich ho¨her, als dies bei kompletter Unabha¨ngigkeit der Konformationen eines Dieder-
winkels von den ihn umgebenden Diederwinkeln zu erwarten wa¨re. So la¨ßt sich die
erwartete Anzahl /gg von gg-Konformationen (die in Tabelle 4.3 in Klammern hinter
der tatsa¨chlich gefundenen Anzahl steht) wie folgt berechnen:
/gg  /1  1g1g  1g1g (4.18)
/
1
ist dabei die Anzahl der Diederwinkel in der Kette und 1g und 1g sind die
durchschnittlichen Anteile der entsprechenden Konformationen in der Kette. Analog
berechnet sich z.B. die Anzahl der zu erwartenden gtg’-Konformationen zu:
/gtg’  /1  
1g1t1g  1g1t1g (4.19)
Wie in Tabelle 4.3 aufgefu¨hrt ist, sind neben den oben erwa¨hnten Abfolgen auch
die jogs sta¨rker vertreten als zu erwarten, wobei sich das Verha¨ltnis von ermittel-
ter zu erwarteter Anzahl mit steigender La¨nge der jogs deutlich erho¨ht. Auch die
gtg-Konformation ist noch leicht u¨berdurchschnittlich vertreten. Dagegen wird die
zur Ketten-Umkehr fu¨hrende gg’-Konformation deutlich weniger aufgefunden, als
dies ohne eine Korrelation zwischen benachbarten Diederwinkeln zu erwarten wa¨re.
Dies zeigt deutlich, wie extrem ungu¨nstig dies Konformation ist. Wie oben ange-
sprochen, ko¨nnen die Auswirkungen der eher ungu¨nstigen Konformationen durch
nachfolgende oder vorhergehende Konformationen ausgeglichen werden. Das dies
eine nicht unbedeutenden Rolle spielt ist in Tabelle 4.3 zu erkennen. Dort wurde
nicht nur die Anzahl an gg- und gg’-Konformationen ermittelt, sondern auch die
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Anzahl an tggt- und tgg’t-Konformationen, d.h. den gleichen Konformationen mit
einer vorhergehenden und einer abschließenden trans-Konformation. Der Anteil die-
ser tggt- und tgg’t-Konformationen ist deutlich geringer als der der ’reinen’ gg- und
gg’-Konformationen. Dies liegt zum einen natu¨rlich an rein statistischen Effekten.
Wird jedoch das Verha¨ltnis der tatsa¨chlich gefundenen Anzahl der Konformationen
zur statistisch zu erwartenden Anzahl ermittelt, so ist zu erkennen, daß die tggt-
Konformation (und in deutlich geringerem Maße auch die tgg’t-Konformation) we-
niger ha¨ufig auftritt als ihr Pendant ohne trans-Konformationen. In Abbildung 4.19(g)
ist die ggg-Konformation dargestellt, welche, a¨hnlich wie eine einzelne gauche-Konfor-
mation, zu einem Abknicken der Kette in einem Winkel von  Æ fu¨hrt. Wie in Ta-
belle 4.3 zu sehen ist, tritt diese Konformation ca. drei mal so ha¨ufig auf, als dies sta-
tistisch zu erwarten wa¨re. Demgegenu¨ber treten die in Abbildung 4.19(h) und 4.19(i)
abgebildeten ggg’- und gg’g-Konformationen praktisch u¨berhaupt nicht auf, da sie
zu einer Ketten-Umkehr fu¨hren. Besonders die gg’g-Konformationen hebt sich dabei
hervor, da dort das Verha¨ltnis des tatsa¨chlichen Anteils zum statistisch erwarteten ca.
1 zu 40 betra¨gt. Da sich in der gg’g-Konformation einige Methylengruppen bis auf
den C–C-Bindungsabstand na¨hern, sollte diese Konformation an sich gar nicht auftre-
ten. Es muß jedoch beachtet werden, daß die Diederwinkel einer Konformation nicht
genau bei Æ, #Æ oder 	Æ liegen, wie in Abbildung 4.19 angenommen. Nur so la¨ßt
sich der, wenn auch geringe Anteil der gg’g-Konformation erkla¨ren. Die nicht in Ab-
bildung 4.19 dargestellte gg’g’-Konformation ist zur ggg’-Konformation a¨quivalent,
wie die fast gleichen Werte fu¨r den Anteil dieser Konformationen in Tabelle 4.3 schon
andeuten.
Zum Abschluß dieses Abschnitts sollen die hier erhaltenen Daten mit experimentell
gewonnen Daten verglichen werden, soweit sie existieren. Douliez et al. [144] ha-
ben aus H-NMR Messungen die durchschnittliche Anzahl der gauche-Defekte in der
sn-2-Kette ermittelt. Der fu¨r ihre Analyse beno¨tigten intermolekularen Ordnungspa-
rameter 'mol war jedoch nicht bekannt und wurde mit 1 angesetzt. Sie erhielten so
einen Wert von # gauche-Konformationen bei   Æ;. Da fu¨r das dem DPPC sehr
a¨hnlichen DMPC 13 der Parameter 'mol bekannt ist und dort der Ansatz 'mol   zu
einer U¨berscha¨tzung des gauche-Anteils im DMPC von einem gauche-Defekt fu¨hrt,
haben sie auf einen Wert von 	# gauche-Konformationen im DPPC geschlossen. Die-
ser Wert stimmt sehr gut mit dem in dieser Arbeit erhaltenen Wert u¨berein. Senak et
al. [148] haben durch Analyse der CH

-wagging-Moden mittels FT-IR Spektroskopie
die durchschnittliche Anzahl von gauche-Konformationen pro Alkylkette zu 	 bis

 bestimmt. Auch hier zeigt sich eine zufriedenstellende U¨bereinstimmung der MD-
Simulation (die 	# gauche-Konformationen pro Alkylkette liefert) mit dem Experi-
ment. Aus einer Analyse der CD

-rocking-Moden ermittelten Mendelsohn et al. [149]
den Anteil von gauche-Konformationen an verschiedenen Positionen in der Alkyl-
13 Es unterscheidet sich vom DPPC nur durch eine um zwei verringerter Anzahl der CH

-Gruppen in
den Alkylketten.
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kette dagegen zu  
, ein Wert welcher deutlich unter dem hier ermittelten liegt.
Ebenfalls aus den CH

-wagging-Moden haben Senak et al. [150] die Anzahl der gg’-
Konformationen pro Alkylkette zu ca. 0.4 bei   Æ bestimmt. Der in dieser Simula-
tion bestimmte Wert liegt mit ca. 	 deutlich niedriger. In Anbetracht der in Abbil-
dung 4.19(c) verdeutlichten Konsequenz einer gg’-Konformation erscheint der expe-
rimentelle Wert von  unrealistisch hoch. Eine mo¨gliche Erkla¨rung fu¨r diese Abwei-
chung ist die, daß im Experiment keine isolierten gg’-Konformationen gemessen wur-
den, sondern von trans-Konformationen umgebene gg-und gg’-Konformationen14. In
der gleichen Arbeit wurde der Anteil von gauche-Konformeren am Kettenende zu
 bestimmt. Dieser Wert stimmt sehr gut mit dem in dieser Arbeit erhaltenen Wert
u¨berein, der bei 	8 liegt (siehe Abbildung 4.17). Ebenfalls wurde die mittlere Sum-
me von gtg- und gtg’-Konformationen ermittelt und zu  bestimmt. Aus der MD-
Simulation wurde in hervorragender U¨bereinstimmung ein Wert von 88 erhalten.
Es soll an dieser Stelle jedoch betont werden, daß diese gute U¨bereinstimmung nicht
u¨berbewertet werden darf, da die experimentellen Werte eine relativ große Unsi-
cherheit aufweisen. So finden Casal et al. [151] 
 kink-Konformationen und 
endsta¨ndige gauche-Konformationen pro Alkylkette.
4.3.4. Orientierung der Alkylketten
In diesem Abschnitt wird die Orientierung der C–C-Bindungen und der gesamten
Alkylkette untersucht. Dabei soll u.a. analysiert werden, ob die Alkylketten kollektiv
gegenu¨ber der Bilayernormalen gekippt sind.
Die Orientierung der C–C-Bindungen in der Alkylketten wurde indirekt schon bei
der Untersuchung der Ordnungsparameter (siehe Abschnitt 4.3.2) betrachtet, da die
CC- und CD-Ordnungsparameter direkt mit der Orientierung der C–C-Bindungen
zusammenha¨ngen. Jedoch ermo¨glichen die Ordnungsparameter nicht einen einfa-
chen und eindeutigen Ru¨ckschluß auf die Orientierung der Bindungen, so daß im
folgenden klassische Gro¨ßen zur Beschreibung der Orientierung verwendet werden.
Dazu sind in Abbildung 4.20 die Verteilungen 1cos4 fu¨r den Kosinus des Win-
kels 4 zwischen einer C–C-Bindung und der Bilayernormalen fu¨r einige Bindun-
gen aus der sn-1-Kette exemplarisch aufgetragen15. Zum einen fa¨llt der große Un-
terschied in den Verteilungen zwischen C–C-Bindungen am Kettenanfang (d.h. in
der Na¨he der Glyceringruppe) und den Bindungen am Kettenende auf. Wa¨hrend
die C–C-Bindungen am Kettenanfang u¨berwiegend parallel zur Bilayernormalen lie-
gen und 1cos4 somit einen recht eng begrenzten Bereich mit signifikanter Wer-
14 In der Tat wird in dem Artikel die Bezeichnung gg’ hin und wieder mit der Bezeichnung gg oder
’double gauche’ vertauscht.
15 Die Verteilungen sind so normiert, daß die Fla¨che unter der Verteilung im Bereich  bis  genau 
ergibt.
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Abbildung 4.20.: Verteilung von cos fu¨r ausgewa¨hlte C–C-Bindungen aus der sn-1-Kette.
ten ausweist, ist bei der C–C-Bindung am Kettenende nur noch eine sehr geringe
Pra¨ferenz fu¨r eine parallele Anordnung zu erkennen. Eine weitere Auffa¨lligkeit be-
trifft die C–C-Bindungen am Kettenanfang. Dort haben die CH,

–CH,

- und CH,-

–
CH,

-Bindungen eine deutlich breitere Verteilung von cos4 als die CH,

–CH,

-
und CH,

–CH,-

-Bindungen. Dieser ’odd-even’-Effekt wurde kurz in Abschnitt 4.3.1
angesprochen16. Um die Breite der Verteilung zu charakterisieren, wird eine Gauß-
funktion mit einen festem Wert von >   an 1cos4 im Bereich  bis  angepaßt
und der erhaltene Wert von  wird dann zur Beschreibung der Breite genutzt. In
Abbildung 4.21 sind die erhaltenen Werte von  fu¨r die einzelnen C–C-Bindungen
aufgetragen. Dabei wird der Bindung CH,

–CH,

die Nr. / zugeordnet. Im Be-
reich  bis  ist ein deutlicher odd-even-Effekt zu erkennen, welcher in den beiden
Ketten entgegengesetzt verla¨uft. Fu¨r Bindungen mit gro¨ßerer Nummer ist die An-
passung einer Gaußfunktion an die Verteilung immer weniger gerechtfertigt, so daß
die fu¨r diese Bindungen erhaltenen Werte keine quantitative Aussage mehr zulassen.
Der beobachtete odd-even-Effekt ist direkt mit dem in Abschnitt 4.3.1 besprochenen
odd-even-Effekt korreliert, da ein gro¨ßerer Wert von  auch bedeutet, daß der Winkel
4 ha¨ufiger gro¨ßere Werte annimmt als dies fu¨r einen kleineren Wert von  der Fall
ist. Daraus folgt, daß der odd-even-Effekt fu¨r  aus Abbildung 4.9 genau umgekehrt
zum odd-even-Effekt in Abbildung 4.21 sein sollte. Dies besta¨tigte sich.
16 Dort wurde jedoch nicht &cos, sondern & untersucht.
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Abbildung 4.21.:  fu¨r die C–C-Bindungen in der sn-1- und sn-2-Kette.
Nun soll untersucht werden, ob ein kollektiver tilt der Alkylketten in der Simulation
vorliegt. Ein solcher tilt ist in der Gelphase des DPPCs experimentell nachgewiesen
worden [152], wa¨hrend die Ergebnisse fu¨r die flu¨ssigkristalline Phase weniger ein-
deutig sind (siehe z.B. [153]). Um diese Frage zu untersuchen wird ein Vektor 
 defi-
niert, der von der CH,

- zur CH,

-Gruppe zeigt und damit eine gutes Maß fu¨r die
’Richtung’ der Alkylkette sein sollte.
In Abbildung 4.22(a) ist die Verteilung 1cos3 des Kosinus des Winkels 3 zwi-
schen dem Vektor 
 und der Bilayernormalen (also der y-Achse) aufgetragen. Die
Verteilung zeigt sowohl fu¨r die sn-1- als auch die sn-2-Kette ein Maximum fu¨r Æ,
jedoch sind auch gro¨ßere Werte signifikant vertreten. Die Alkylkette ist demnach
durchaus nicht nur parallel zur y-Achse orientiert. Diese Tatsache allein ist jedoch
nicht ausreichend, um einen tilt der Alkylketten zu postulieren, da ein tilt das kollek-
tive Kippen der Alkylketten gegenu¨ber der Bilayernormalen erfordert. Aus diesem
Grund sind in Abbildung 4.22(b) die Verteilungen des Winkel F fu¨r die beiden Al-
kylketten aufgetragen. Der Winkel F ist dabei der Winkel zwischen der Projektion
von 
 in die xz-Ebene und der x-Achse17. Hier zeigt sich eine leichte Pra¨ferenz fu¨r
einen Winkel F im Bereich Æ bis 8Æ. Die Alkylketten scheinen folglich tatsa¨chlich
einen tilt zu besitzen und sich bevorzugt in Richtung der Winkelhalbierenden der x-
17 Ein Winkel von Æ zeigt also eine Orientierung in Richtung der x-Achse, ein Winkel von Æ in
Richtung der negativen z-Achse an.
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Abbildung 4.22.: Verteilung des Kosinus des Winkels  zwischen  und der Bilayernorma-
len und Verteilung des Winkels zwischen der Projektion des Vektors in die xz-Ebene und
der x-Achse.
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und z-Achse zu orientieren. Um dies genauer zu untersuchen wird der Vektor 
xz als
Projektion des Vektors 
 in die xz-Ebene definiert, und die Wahrscheinlichkeitsdich-
te 1. 5 fu¨r das Auftreten eines
xz-Vektors mit den Komponenten . und 5 ermittelt.
Die erhaltene Verteilungen fu¨r die sn-1- und sn-2-Kette sind in Abbildung 4.23 dar-
gestellt. Hier zeigt sich eine Verschiebung des Maximums in den Verteilungen beider
  
 	    
1. 5 7nm
(a) Farbkodierung
    
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Abbildung 4.23.: Wahrscheinlichkeitsdichte  fu¨r das Auftreten des Vektorsxz mit den
entsprechenden x- und z-Komponenten fu¨r die sn-1- und sn-2-Kette.
Ketten vom Nullpunkt um ca.  nm in Richtung der x-Achse und der negativen z-
Achse. Außerdem fa¨llt eine deutliche Abweichung der Verteilung von der Kreissym-
metrie auf. Ein analoger Effekt wird auch bei den Untersuchungen in Abschnitt 4.4.2,
und 4.5.3 gefunden und la¨ßt sich als Artefakt der periodischen Randbedingungen im
Zusammenspiel mit der relativ geringen Systemgro¨ße erkla¨ren. Aus der relativ ge-
ringen Verschiebung von 1. 5 in Abbildung 4.23 la¨ßt sich jedoch nicht auf einen
kollektiven tilt schließen, da wie in Abschnitt 5.1.1 noch gezeigt wird, die Dynamik
der gesamten Alkylkette sehr langsam ist und die Verschiebung auch ein Artefakt der
zu kurzen Simulationszeit sein kann.
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4.3.5. Intramolekulare Abstandsverteilungen
In Abbildung 4.24 sind die Verteilungen 1 fu¨r drei charakteristische Absta¨nde 
in der Alkylkettenregion aufgetragen. Die Verteilung des Abstands zwischen den
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Abbildung 4.24.: Intramolekulare Absta¨nde von ausgewa¨hlten Kohlenstoffatomen in der sn-
1- und sn-2-Kette.
CH,

-Gruppen der sn-1- und sn-2-Kette zeigt ein Maximum bei ca.  nm. Dies
entspricht einem Zustand, in dem die Alkylketten relativ nahe zusammen liegen.
Interessant ist jedoch, daß sich die Verteilung bis zu einem Abstand von fast 	 nm
erstreckt. In diesem Zustand haben sich die Alkylketten vollsta¨ndig voneinander ge-
trennt und zeigen in verschiedene Richtungen, wie aus der La¨ngenverteilung der
Alkylketten mit einem Maximum bei ca.  nm abgeleitet werden kann (in Abbil-
dung 4.24 durch den CH,

–CH,

Abstand der jeweiligen Ketten repra¨sentiert). In
Abbildung 4.25 ist jeweils eine repra¨sentative Konformation fu¨r die beiden Extre-
me dargestellt. Auch die Verteilung des Abstands zwischen der CH,

- und CH,

-
Gruppe ist recht breit. Sie wird vor allem durch das Auftreten der verschiedenen,
in Abschnitt 4.3.3 besprochenen Kombinationen von gauche-Konformationen verur-
sacht, da die all-trans-Konformation einer Alkylkette zum la¨ngstmo¨glichen Abstand
der beiden Kettenenden fu¨hrt. Bunn [154] gibt den Abstand zwischen zwei Alkyl-
gruppen, die durch eine all-trans-Alkylkette mit / Bindungen voneinander getrennt
sind, mit /  
 nm an. Damit berechnet sich ein Maximalwert fu¨r den Abstand
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(a) zusammen liegend (b) auseinanderliegend
Abbildung 4.25.: Zwei repra¨sentative Konformationen der Alkylketten mit zusammen- und
auseinanderliegenden Ketten.
der durch 14 CC-Bindungen getrennten CH,

- und CH,

-Gruppen von # nm. In
dieser Simulation wurden die maximalen Absta¨nde in guter U¨bereinstimmung mit
diesem Wert zu #
 nm (sn-1) und #	 nm (sn-2) bestimmt. Die Maxima der beiden
Verteilungen und damit die wahrscheinlichsten Absta¨nde liegen demgegenu¨ber bei
 nm in der sn-1- und sn-2-Kette und damit deutlich unter dem Maximalwert fu¨r
die all-trans-Konformation. Dies liegt an der mit 8 nur sehr geringen Wahrschein-
lichkeit fu¨r das Auftreten einer all-trans Konformation der Ketten.
Abschließend soll der Abstand zwischen der CH,&

-Gruppe der sn-1- und der CH,&

-
Gruppe der sn-2-Kette als Funktion von  untersucht werden. Dazu ist in Abbil-
dung 4.26 sowohl der mittlere Abstand als auch der wahrscheinlichste Abstand als
Funktion von aufgetragen. Der mittlere Abstand nimmt dabei mit gro¨ßer werden-
dem Wert von  zu. U¨berraschend ist jedoch, daß der wahrscheinlichste Abstand
praktisch unabha¨ngig von  ist. Wird allerdings in Betracht gezogen, daß der Zu-
stand mit zusammen liegenden Alkylketten der energetisch gu¨nstigste ist18, so ist
auch dieses Ergebnis zu erkla¨ren.
18 Da die beiden Alkylketten in der Na¨he der Kopfgruppe gezwungenermaßen eng zusammen liegen,
ist es fu¨r die Alkylketten energetisch ungu¨nstig sich zu trennen, da in der Na¨he des ’Trennungspunk-
tes’ keine Alkylkette eines anderen DPPC-Moleku¨ls die gu¨nstige Wechselwirkungsenergie zwischen
den beiden Alkylketten ersetzen kann.
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Abbildung 4.26.: Mittlerer und wahrscheinlichster vorkommender Abstand der CH,&

-
Gruppen in beiden Ketten als Funktion von .
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4.4.1. Orientierung der Kopfgruppe
In diesem Abschnitt soll die Orientierung der Kopfgruppe untersucht werden, wel-
che durch den Vektor  zwischen dem Phosphoratom der Phosphatgruppe und
dem Stickstoffatom der Cholingruppe repra¨sentiert wird. Auf Grund des zwitterio-
nischen Charakters der Kopfgruppe entspricht die Orientierung dieses Vektors an-
gena¨hert der des Dipolmomentvektors. In Abbildung 4.27 ist die Verteilung 1cos"
des Kosinus des Winkels " zwischen dem  Vektor und der Bilayernormalen auf-
getragen. Wie deutlich zu erkennen ist, liegt  keineswegs durchschnittlich parallel
zur Bilayernormalen, wie dies aus sterischen Gru¨nden erwartet werden ko¨nnte. Viel-
mehr ist  im Durchschnitt fast senkrecht zur Membrannormalen orientiert (der
aus 1cos" berechnete Mittelwert von " betra¨gt Æ)19. Da der auf die xz-Ebene
projizierte Platzbedarf einer parallel zur Bilayernormalen orientierten Kopfgruppe
kleiner ist als der einer senkrecht zur Normalen orientierten, stellt sich die Frage,
warum die letztere Orientierung gegenu¨ber der parallelen Orientierung trotzdem be-
19 Ein a¨hnlicher Wert wird auch aus statistisch-mechanischen Modellen [155] erhalten.
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Abbildung 4.27.: Verteilung des Kosinus des Winkels  zwischen dem -Vektor und der
Bilayernormalen.
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Abbildung 4.28.: Veranschaulichung der elektrostatischen Abstoßung zwischen zwei paral-
lelen Kopfgruppen.
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vorzugt wird. Auf Grund des zwitterionischen Charakters der Kopfgruppe ist eine
parallele Anordnung der Kopfgruppen, wie in Abbildung 4.28 veranschaulicht, aus
elektrostatischen Gru¨nden ungu¨nstig, da sich die gleichnamigen Ladungen in dieser
Orientierung sehr nahe kommen. Ein Indiz fu¨r diese These la¨ßt sich aus den P–P-, P–
N- und N–N-Paarverteilungen ableiten, die im folgenden Abschnitt untersucht wer-
den. Eine andere Erkla¨rungsmo¨glichkeit ergibt sich aus der Tatsache, daß die Cho-
lingruppe eher hydrophob ist (siehe auch Abschnitt 4.6.3) und so den Wasserkontakt
vermeidet, wa¨hrend die Phosphatgruppe als hydrophile Gruppen den Wasserkon-
takt sucht.
Abschließend soll noch kurz die Orientierung des Vektors zwischen dem Phosphora-
tom und dem O*-Atom untersucht werden, da sie in Abschnitt 4.4.3 noch beno¨tigt
wird. Dazu ist in Abbildung 4.29 die Verteilung des Winkels 4 zwischen dem P–O*-
Vektor und der y-Achse aufgetragen. Es zeigt sich dabei, daß der P–O*-Vektor im
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Abbildung 4.29.: Verteilung des Winkels  zwischen dem P–O*-Vektor und der y-Achse.
Mittel senkrecht zur y-Achse orientiert ist.
4.4.2. Paarverteilungsfunktionen
In Abbildung 4.30 sind die Paarverteilungen fu¨r die Paare P–P, N–N und P–N darge-
stellt. Die Paarverteilung : zwischen einer Teilchensorte  und 
 ist in dieser Arbeit
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Abbildung 4.30.: Paarverteilungsfunktionen  fu¨r die Teilchenpaare P–P, P–N und N–N.
wie folgt definiert:
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(4.20)


ist die Anzahl der Teilchen der Teilchensorte 
 in der Simulationsbox20, %	 das
mittlere Volumen der Box und  ein frei wa¨hlbarer, positiver Parameter, der die
Auflo¨sung der Paarverteilungsfunktion bestimmt. / ist die mittlere Anzahl der
Teilchen der Sorte 
, die sich in einem Abstand zwischen  und   zu einem Teil-
chen der Sorte  aufhalten und nicht zum selben Moleku¨l geho¨ren wie das Teilchen
der Sorte . Diese etwas ungewo¨hnliche Definition von : geht fu¨r    in die
aus der statistischen Mechanik bekannte Funktion u¨ber [156].
Wie in Abbildung 4.30 zu erkennen ist, liegt das erste Maximum der P–N-Paarvertei-
lung deutlich vor dem Maximum der P–P- und N–N-Paarverteilungen21. Die Kopf-
20 Dieser Wert wird um  erho¨ht, falls Teilchensorte  und  verschieden sind.
21 Auf Grund der Anisotropie des simulierten System, ist ( fu¨r die meisten der untersuchten Paare
fu¨r große Werte von  nicht , da die Normierung immer auf die Dichte der Teilchen in der gesamten
Box durchgefu¨hrt wird, welche im Gegensatz zu homogenen Systemen stark von der y-Koordinate
abha¨ngig ist.
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gruppen orientieren sich also offensichtlich so an, daß die attraktive Coulombwech-
selwirkung zwischen der Phosphat- und Cholingruppe maximiert und die abstoßen-
de Coulombwechselwirkung minimiert wird. Dies ist bei einer parallelen Anordnung
der Kopfgruppen nicht mo¨glich, so daß die Kopfgruppen im Bezug zur Bilayernor-
malen gekippt sind. Die durchschnittliche Anzahl  an Teilchen der Sorte 
, die
einen maximalen Abstand von  zu einem Teilchen der Sorte  haben, ist wie folgt
definiert:
 
	3



/   (4.21)
Mit Hilfe dieser Gro¨ße kann ein Eindruck von der Struktur gewonnen werden, die
den Peaks der Paarverteilungsfunktionen entsprechen. So liegt der Wert von 
fu¨r das Paar P–N im Minimum nach dem ersten Peak der Paarverteilungsfunktion
bei ca. 1.1. D.h. das erste, stark ausgepra¨gte Maximum der P–N-Paarverteilung ru¨hrt
von einzelnen P–N-Paaren her.
Eine genauere Untersuchung der Orientierung der Kopfgruppe kann mit zweidi-
mensionalen Paarverteilungen erfolgen. In dieser Arbeit werden zwei verschieden
definierte zweidimensionalen Paarverteilungen verwendet. Die erste Art der zwei-
dimensionalen Paarverteilung ist die sogenannte zylindrische Paarverteilungsfunktion
:
! 
2 
!
 [103], welche hier folgendermaßen definiert ist:
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2 und 
!
sind frei wa¨hlbare Parameter und legen die Auflo¨sung der Paarvertei-
lungsfunktion fest. /2 
!
 ist mittlere Anzahl an Teilchen der Sorte 
 die zu einem
vorgegebenen Teilchen der Sorte  folgende Bedingung erfu¨llen (wobei die Teilchen-
paare zu verschiedenen Moleku¨len geho¨ren mu¨ssen):
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(4.23)


und 

sind die Positionen der beiden Teilchen der Sorte  und 
, und 
 !
sind
die Einheitsvektoren in x-, y- und z-Richtung. In Abbildung 4.31 sind die zylindri-
schen Paarverteilungsfunktionen fu¨r die Teilchenpaare P–P, N–N und P–N aufgetra-
gen. In dieser Abbildung lassen sich einige Merkmale wiederfinden, die schon die
entsprechenden radialen Paarverteilungen gekennzeichnet haben. So liegt das erste
Maximum der P–N-Verteilung auch hier deutlich na¨her am Ursprung als bei den
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Abbildung 4.31.: Zylindrische Paarverteilungsfunktionen 
! 
 
!
 fu¨r die Teilchenpaare
P–P, N–N und P–N.
P–P- und N–N-Paarverteilungen. Eine Tatsache, die sich jedoch nicht aus den eindi-
mensionalen Paarverteilungen ablesen la¨ßt, ist die deutliche gro¨ßere Breite der Ver-
teilung des N–N-Paares in y-Richtung im Vergleich zum P–P-Paar. Dies ha¨ngt direkt
mit der in Abbildung 4.27 dargestellten Verteilung des Winkels zwischen P–N-Vektor
und y-Achse zusammen, weil die Breite dieser Verteilung automatisch zu einer brei-
teren Verteilung in der zylindrischen N–N-Paarverteilung fu¨hrt, da eine A¨nderung
der Position der Phosphatgruppe eine A¨nderung der Glycerin- und Alkylkettenre-
gion nach sich zieht und damit weniger einfach durchzufu¨hren ist, als eine A¨nde-
rung der Position des Stickstoffatoms. Wie Abbildung 4.31(b) zeigt, ist die Breite der
P–P-Paarverteilung in y-Richtung tatsa¨chlich relativ gering, so daß die benachbarten
Phosphoratome anna¨hernd in einer Ebene liegen mu¨ssen. Interessant ist auch die Tat-
sache, daß die N–N-Verteilung im Gegensatz zur P–P-Verteilung auch fu¨r kleine Wer-
te von 
!
nicht u¨berall auf Null abfa¨llt. Dieser Bereich entspricht einer Anordnung,
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bei der eine Cholingruppe auf einer anderen Cholingruppe liegt. Die P–N-Verteilung
weist ebenfalls bei 
!
  deutlich von  verschiedene Bereiche auf. Dieser Effekt ist
fu¨r 2 <  (d.h. das Stickstoffatom liegt na¨her am Bilayerzentrum als das Phosphora-
tom) erwartungsgema¨ß viel schwa¨cher ausgepra¨gt als fu¨r 2 = .
In Abbildung 4.32 sind die sogenannten Ebenenpaarverteilungen :

. 5 fu¨r P–P, N–
N und P–N aufgetragen. Die Ebenenpaarverteilung :

. 5 ist wie die zylindrische
Paarverteilung eine zweidimensionale Paarverteilung. Die entsprechende Definition
lautet:
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9	 ist die mittlere Fla¨che der .5-Ebene der Box, und . und 5 sind zwei Parameter,
welche die Auflo¨sung der :

. 5-Funktion bestimmen. /. 2 ist die durchschnitt-
liche Anzahl (gemittelt wie bei der zylindrischen Paarverteilungsfunktion) der Teil-
chensorte 
, fu¨r die gilt:
.  

 

 

 

< . .  5  

 
!
 

 
!
< 5 5 (4.25)
Die in Abbildung 4.32 gezeigten :

. 5 Funktionen sind einzeln jeweils fu¨r eine
Monoschicht der DPPC-Membran bestimmt und anschließend gemittelt worden. Ei-
ne Eigenschaft, die bei der Betrachtung der Ebenenpaarverteilungen auffa¨llt, ist die
fehlende Kreissymmetrie um .  5  . So finden sich die ersten Maxima der P–P-
Ebenenpaarverteilung anna¨hernd auf den Winkelhalbierenden .  5 und .  5.
Die Phosphatgruppen in der DPPC Membran verhalten sich also nicht wie eine zwei-
dimensionale Flu¨ssigkeit, bei der die Werte von :

. 5 fu¨r gleiche Werte von .5
konstant wa¨re. Die sehr breiten Peaks auf der .  5 Linie scheinen dabei aus zwei ein-
zelnen Peaks zu bestehen. Die Frage, ob dieser Effekt durch die periodischen Randbe-
dingungen aufgezwungen wird oder auch in realen Membranen zu finden ist, kann
durch eine Simulation eines vielfach gro¨ßeren Systems entschieden werden. Jedoch
reichen die heutigen Rechenkapazita¨ten fu¨r eine solche Simulation nicht aus. Die
Maxima in der N–N-Paarverteilung zeigen dagegen keine sichtbare Struktur. Auch
das erste Maximum in der P–N-Verteilung zeigt keine sichtbare Richtungsabha¨ngig-
keit. Die ersten Minima dieser Verteilung weisen jedoch eine Struktur wie die Maxi-
ma der P–P-Verteilungen auf, auch wenn diese Struktur bei den Minima schwa¨cher
ausgepra¨gt ist. Dieser Effekt la¨ßt sich dadurch erkla¨ren, daß der -Vektor, wie in
Abschnitt 4.4.1 gezeigt wurde, zur Bilayernormalen gekippt ist. Damit ist die Wahr-
scheinlichkeit von einem Phosphatatom aus gesehen ein Stickstoffatom u¨ber den be-
nachbarten Phosphatatomen zu finden leicht vermindert.
Abschließend soll die intramolekulare P–N-Abstandsverteilung 1 besprochen wer-
den. Diese ist in Abbildung 4.33 aufgetragen. Die Verteilung scheint sich aus drei ein-
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(d) P–N-Ebenenpaarverteilung
Abbildung 4.32.: Ebenenpaarverteilungen 

  fu¨r die Teilchenpaare P–P, N–N und P–N.
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Abbildung 4.33.: P–N-Abstandsverteilungen und die durch drei skalierte Gaußverteilungen
angepaßte Funktion, sowie die drei einzelnen Gaußverteilungen.
zelnen, anna¨hernd gaußfo¨rmigen Verteilungen zusammenzusetzen. Um diese Hypo-
these zu u¨berpru¨fen, wurde eine Summe von drei skalierten Gaußfunktionen an 1
mit Hilfe des Levenberg-Marquardt-Verfahrens [143] angepaßt:
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(4.26)
Das Ergebnis dieses Fits ist ebenfalls in Abbildung 4.33 aufgetragen. Die erhaltenen
Werte fu¨r die angepaßten Parameter finden sich in Tabelle 4.4. Wie zu sehen ist, la¨ßt
sich 1 sehr gut mit diesem Ansatz beschreiben, so daß die Vermutung naheliegt,
daß die drei Gaußfunktionen drei separaten Kopfgruppen-Konformationen zuzuord-
nen sind. Die Zuordnung der einzelnen Peaks zu konkreten Konformationen wird im
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Parameter Wert
>


 nm
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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
 nm


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
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

 nm









##
Tabelle 4.4.: Parameter der Anpassung von drei skalierten Gaußfunktionen an .
na¨chsten Abschnitt vorgenommen.
4.4.3. Kopfgruppen-Konformation
In diesem Abschnitt wird die Konformation der Kopfgruppe genauer untersucht. Da-
zu werden zum einen die in Abbildung 4.34(a) dargestellten Diederwinkel 4

bis 4
-
untersucht. Abbildung 4.34(b) zeigt, daß die Verteilung des Winkels 4

wie erwartet
drei Peaks bei Æ, #Æ und 	Æ liefert, welche sich auf Grund der A¨quivalenz der
drei CH

-Gruppen gleichen.
Fu¨r die Winkelverteilung von 4

sollte die trans-Konformation aus sterischen Gru¨n-
den deutlich ha¨ufiger vorkommen, als die beiden gauche-Konformationen. Es zeigt
sich jedoch, daß die gauche-Konformationen mit einen betra¨chtlichen Anteil vorkom-
men22. Dies liegt, wie in Abbildung 4.35(a) und 4.35(b) dargestellt ist, zum einen an
der gu¨nstigen Coulombwechselwirkung zwischen Cholin- und Phosphatgruppe in
den beiden gauche-Konformeren, da hier der P–N-Abstand geringer ist als in der trans
Konformation. Ein weiterer, wahrscheinlich entscheidender Grund ist die Tatsache,
daß der P–N-Vektor in der gauche-Konformation deutlich senkrechter zur Bilayernor-
malen steht, als dies fu¨r die trans-Konformation der Fall ist23.
22 Der Anteil der beiden gauche-Konformationen u¨bersteigt in der Summe den trans-Anteil.
23 In der Abbildung ist der P–O-Vektor so ausgerichtet, wie es seiner, in Abschnitt 4.4.1 dargestellten,
mittleren Orientierung entspricht. Aus diesem Grund ist die Neigung des P–N-Vektors gegenu¨ber
der y-Achse in der Abbildung sofort ersichtlich.
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(b) Verteilung der Winkel
Abbildung 4.34.: Definition und Verteilung der zur Untersuchung der Kopfgruppenregion
herangezogenen Diederwinkel.
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(a) 
	
 trans 

 gauche (b) 

 gauche 
	
 trans
(c) 
	
 gauche 

 trans (d) 
	
 gauche 

 trans
Abbildung 4.35.: Exemplarische Konformationen der Kopfgruppe. Die Wasserstoffatome
wu¨rde aus Gru¨nden der U¨bersichtlichkeit nicht dargestellt. Sauerstoffatome sind dabei rot,
Kohlenstoffatome grau, Stickstoffatome blau und Phosphoratome orange dargestellt.
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Ein anderes Verhalten offenbart die Verteilung von 4

. Dieser Winkel liegt u¨berwie-
gend um #Æ. Die Ursache fu¨r diese Verteilung la¨ßt sich aus zwei Faktoren ableiten.
In der in Abbildung 4.35(c) dargestellten 4
-
 gauche 4

 trans-Konformation
ist der P–N-Vektor deutlich paralleler zu Bilayernormalen ausgerichtet als in den
beiden vorher abgebildeten Konformationen. Dies ist, wie in den Abschnitten 4.4.1
und 4.4.2 ausgefu¨hrt wurde, eine eher ungu¨nstige Konformation. Weiterhin ist auf
Grund des im Vergleich zur Konformation aus Abbildung 4.35(a) deutlich gerin-
geren P–N-Abstands eine gu¨nstige Wechselwirkungsmo¨glichkeit mit einer benach-
barten Phosphatgruppe auch deutlich unwahrscheinlicher fu¨r diese Konformation.
Auch in der 4
-
 gauche 4

 trans-Konformation ergibt sich eine ungu¨nsti-
ge Wechselwirkung. Hier ist der P–N-Abstand so gering, daß der abstoßende Term
des Lennard-Jones Potentials den Energiegewinn durch die Ladungsanna¨herung teil-
weise aufhebt, und der P–N-Vektor steht praktisch parallel zur y-Achse. Wie in Ta-
belle 4.5 zu sehen ist, ist die Konformation mit 4

 gauche 4

 gauche bzw.
4

 gauche 4

 gauche noch ungu¨nstiger, denn ihre Anteile liegen nahe bei
Null. Dies liegt an der noch gro¨ßeren Anna¨herung der Cholin- und Phosphatgruppe,
bei der die abstoßenden Terme die anziehenden u¨bertreffen. Es existiert also keine
komplexe Konformation mit 4

 gauche, welche gegenu¨ber der trans-Konformation
energetisch gu¨nstiger ist. Wie aus Tabelle 4.5 ersichtlich ist, ist die Konformation
4

 gauche, 4

 trans mit fast % die am ha¨ufigsten anzutreffende, gefolgt von
4

 trans, 4

 trans.
Bei der Verteilung des Winkels 4
-
tritt die gauche-Konformation fast ausschließlich
auf. Der Grund fu¨r das fast vo¨llige Fehlen der trans-Konformation liegt in der Tatsa-
che begru¨ndet, daß in der trans-Konformation der P–N-Vektor deutlich in den Bilayer
hin zeigt.
Mit diesen Daten la¨ßt sich auch die P–N Abstandsverteilung aus Abbildung 4.33 er-
kla¨ren. Die den vier in Abbildung 4.35 zugeordneten P–N-Absta¨nde sind 8 nm
(Abbildung 4.35(a)),  nm (Abbildung 4.35(b)),  nm (Abbildung 4.35(c)) und
 nm (Abbildung 4.35(d)). Es sei angemerkt, daß in diesen Konformation die ´idea-
len´ Bindungswinkel und Bindungsla¨ngen angesetzt wurden, d.h. die Diederwinkel
wurden den Maxima der Verteilungen fu¨r die beiden gauche- und die trans-Konforma-
tion entnommen und die Bindungsla¨ngen und -winkel entsprechen den Gleichge-
wichtswerten aus dem Kraftfeld. Sowohl die 4

 trans 4

 gauche-, als auch die
4

 gauche 4

 trans-Konformation demnach fu¨hrt zu einem P–N-Abstand von
ca  nm. Zusammen besitzen sie einen Anteil von ca. #. Diese Konformatio-
nen verursachen also wahrscheinlich den großen Peak in der Abstandsverteilung mit
einem Anteil von  und einem P–N-Abstand von  nm. Der na¨chstgro¨ßere
Peak wird von der 4

 trans 4

 trans-Konformation erzeugt. Auch hier stim-
men der Anteil dieser Konformation und der P–N-Abstand zufriedenstellend u¨be-
rein. Der kleinste Peak in 1 wird von der 4

 gauche 4

 trans-Konformation
gebildet. Auffa¨llig ist, daß die aus den idealisierten Konformationen erhaltenen P–N-
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Konformation Anteil der Konformationen
4

 trans 0.421
4

 gauche 0.578
4

 gauche 0.287
4

 gauche 0.290
4

 trans 0.755
4

 gauche 0.244
4

 gauche 0.121
4

 gauche 0.123
4

 trans 4

 gauche 0.127
4

 gauche 4

 trans 0.460
4

 trans 4

 trans 0.295
4

 gauche 4

 gauche 0.113
4

 gauche 4

 gauche’ 0.003
4
-
 trans 0.108
4
-
 gauche 0.891
4
-
 gauche 0.464
4
-
 gauche 0.426
Tabelle 4.5.: Durchschnittliche Anzahl der verschiedenen Konformationen. Alle bei der Be-
schreibung der Konformation nicht explizit genannten Winkel sind beliebig. Die Bezeichnung
der Konformationen ist analog zu der in Abschnitt 4.3.3.
Absta¨nde immer etwas geringer sind als die aus der P–N-Abstandsverteilung gewon-
nenen Werte fu¨r die drei Peaks. Dies liegt wahrscheinlich an fehlenden Beru¨cksichti-
gung der nichtbindenden Wechselwirkungen bei der Konstruktion der idealisierten
Konformationen.
4.5. Struktur der Glyceringruppenregion
4.5.1. Orientierung der Glyceringruppenregion
Die Orientierung der Glyceringruppenregion soll mit Hilfe der fu¨nf in Abbildung 4.36
definierten Vektoren untersucht werden. In Abbildung 4.37 sind die Verteilungen
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Abbildung 4.36.: Definition der Vektoren zur Untersuchung der Orientierung der Glyce-
ringruppenregion.
1cos" des Kosinus des Winkels " zwischen den fu¨nf Vektoren und der Bilay-
ernormalen 	 aufgetragen. Der Vektor CH zeigt erwartungsgema¨ß u¨berwiegend in
Richtung des Bilayerinneren. Der Vergleich zwischen der Verteilung von CH und
CH zeigt, daß CH durchschnittlich einen kleineren Winkel zur Normalen ein-
nimmt als dies bei CH der Fall ist. Dadurch wird der Anfang der sn-2-Kette im
Vergleich zur sn-1-Kette in Richtung der Membranmitte verschoben und somit der
Versatz der Ketten verkleinert (siehe auch Abschnitt 4.3.1). Die Vektoren CO und
CO zeigen ebenfalls ein verschiedenes Verhalten. Wa¨hrend CO im Durchschnitt
anna¨hernd senkrecht zur Membrannormalen liegt, ist CO im Mittel deutlich zur
Oberfla¨che der Membran hin orientiert. Dieser Effekt la¨ßt sich auch gut aus der im
na¨chsten Abschnitt untersuchten Konformationsverteilung ableiten (siehe z.B. Ab-
bildung 4.42). Dieses Verhalten der beiden Carboxylgruppen wurde qualitativ auch
experimentell erhalten [157], auch wenn die genaue Orientierung aus den Experi-
menten nicht zu erhalten ist.
4.5.2. Konformation der Glyceringruppenregion
In Abbildung 4.38 sind die Definitionen der Diederwinkel gezeigt, welche zur Unter-
suchung der Konformation der Glyceringruppe herangezogenen werden. In den Ab-
bildungen 4.39, 4.40 und 4.41 sind die Verteilungen fu¨r die neun Diederwinkel aufge-
tragen. Die Verteilung von &

zeigt das erwartete Verhalten mit einem hohen Anteil
der trans-Konformation, welche die sterisch gu¨nstigste Konformation darstellt. Dem-
gegenu¨ber sind die beiden gauche-Peaks in der Verteilung 1&

 deutlich gro¨ßer als
der entsprechende trans-Peak, wobei &

 	
Æ deutlich ha¨ufiger auftritt als &

 
Æ.
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Abbildung 4.37.: Verteilungen cos der Kosinusse der Winkel  zwischen den in Ab-
bildung 4.36 definierten Vektoren und der Bilayernormalen.
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Abbildung 4.38.: Definition der Diederwinkel in der Glyceringruppenregion.
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Abbildung 4.39.: Verteilung der Diederwinkel 

bis 

.
Die fehlende Symmetrie um &

 #
Æ ha¨ngt mit dem asymmetrischen Kohlenstoffa-
tom der CH-Gruppe zusammen24. Wie in Abbildung 4.42(a) zu sehen ist, entspricht
die Konformation mit &

 	
Æ einem Zustand, in dem die Phosphatgruppe von
oben gesehen zwischen den beiden Carboxylgruppen liegt. Dies reduziert den Platz-
bedarf des DPPC-Moleku¨ls in der xz-Ebene. Dieser ist bei der in Abbildung 4.42(b)
dargestellten Konformation mit &

 
Æ deutlich ho¨her. Jedoch ko¨nnen benachbarte
DPPC-Moleku¨le in einer a¨hnlichen Konformation diesen Nachteil teilweise ausglei-
chen, so daß auch Konformationen mit &

 	
Æ signifikant vorkommen. Die Ver-
teilung von &

besitzt Maxima bei  Æ und 
#Æ, sowie ein deutlich schwa¨cher
ausgebildetes bei Æ. Die Konformation mit &

 
#
Æ ist in Abbildung 4.42(a), die
mit &

 
Æ in Abbildung 4.42(c) dargestellt. Die Konformation mit &

 
#
Æ
ist aus sterischen Gru¨nden bevorzugt, da die sn-2-Carboxylgruppe nicht wie in der
&

 
Æ Konformation nach ’hinten’ heraussteht (in der &

 
Æ-Konformation
steht die Gruppe noch weiter nach hinten heraus). Andererseits ist der Versatz der
24 Wie in Abschnitt 3.3 erwa¨hnt, besteht in dieser Simulation die eine Schicht des Bilayers unglu¨ckli-
cherweise aus einem anderen optischen DPPC-Isomer als die andere. Wird dies bei der Auswertung
nicht beachtet, werden zu )

 *
Æ symmetrische Verteilungen erhalten. Aus diesem Grunde wur-
de die Auswertung fu¨r jede Schicht separat vorgenommen und die Mittelung der Schichten erst
nach Korrektur der einen auf die andere Schicht durchgefu¨hrt.
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Abbildung 4.40.: Verteilung der Diederwinkel 
-
bis 

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Abbildung 4.41.: Verteilung der Diederwinkel 
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bis 
/
.
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Abbildung 4.42.: Verschiedene exemplarische Konformationen der Glycerinregion.
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beiden Alkylketten in y-Richtung bei der &

 
Æ-Konformation deutlich gerin-
ger als fu¨r &

 
#
Æ. In der Summe fu¨hrt dies zu einer leichten Bevorzugung der
&

 
Æ Konformation. &
-
zeigt eine breite Verteilung mit einem Maximum bei
 
Æ. Das Fehlen von Konformation mit &
-
 
Æ, welche aus Symmetriegru¨nden
ebenfalls auftreten sollten, ist in der Tatsache begru¨ndet, daß eine solche Konforma-
tion zu einer nach oben zeigenden sn-2-Alkylkette fu¨hren wu¨rde. Die Verteilung von
&

ist relativ flach und zeigt Maxima bei 8Æ und 
Æ. Welche der beiden Konforma-
tionen auftritt ist dabei stark mit dem Wert von &

verknu¨pft. Ist &

 
Æ, so liegt &

u¨berwiegend bei 
Æ, ist &

dagegen  
#Æ, so betra¨gt &
-
i.a. 8Æ. Dies ha¨ngt wie im
Fall des &
-
-Winkels mit der Tatsache zusammen, daß nur in diesen Konformationen
die sn-2-Alkylkette nach unten in das Zentrum des Bilayers zeigt.
Die fu¨r die sn-1-Region wichtigen Diederwinkelverteilungen fu¨r &
/
sind in Abbil-
dung 4.40 aufgetragen. 1&

 besitzt ein stark ausgepra¨gtes Maximum bei #Æ und
ein deutlich schwa¨cheres Maximum bei Æ. Die Konformation mit &

 	
Æ tritt aus
sterischen Gru¨nden praktisch nicht auf, da die sn-1-Carboxylgruppe sonst u¨ber der
sn-2-Carboxylgruppe liegen wu¨rde. 1&
.
 zeigt ein a¨hnliches Verhalten wie &

. Auch
hier fu¨hrt die gauche-Konformation mit &
.
 
Æ zu einem Wegdrehen des Carbonyl-
sauerstoffatoms nach ’hinten’ (siehe Abbildung 4.42(d)). Auf Grund der geringeren
Abstoßung zwischen den Alkylketten wird &
.
 
Æ meist mit &

 
Æ realisiert.
1&
'
 verha¨lt sich analog zu 1&
-
 und das dort Gesagte trifft auch fu¨r &
'
zu. Auch
die Verteilung von &
/
ist analog zur &

Verteilung.
Abschließend soll auch hier ein Vergleich mit experimentellen Daten durchgefu¨hrt
werden, so diese denn vorliegen. In [158] wurde die Verteilung der Konformatio-
nen von &

und &

untersucht. Fu¨r &

in der Gelphase ermittelten Hauser et al. [159]
die Anteile der verschiedenen Konformationen (im folgenden in Klammern gesetzt).
Fu¨r die &

wurde dabei der Anteil der gauche-Konformation zu 	8 () ermittelt,
wa¨hrend er in der MD-Simulation nur bei  liegt. Der experimentell bestimmte
trans-Anteil liegt mit  (
) dagegen deutlich unter dem aus der MD-Simulation
(#). Der gauche-Anteil wird im Experiment zu  () bestimmt, wa¨hrend
in der Simulation ein Wert von  erhalten wird. Wa¨hrend das fast vo¨llige Fehlen
der gauche-Konformation in der MD-Simulation recht gut wiedergegeben wird, ist
der trans-Anteil deutlich u¨berscha¨tzt. Dieses Ergebnis la¨ßt sich auf die sehr langsame
Dynamik fu¨r die Konformationsa¨nderung dieser Diederwinkels zuru¨ckfu¨hren (sie-
he auch Abschnitt 5.3.2, in dem aus der Lebensdauer der trans-Konformation ein
trans-Anteil von # erhalten wird, welcher deutlich besser mit den experimentel-
len Wertem u¨bereinstimmt), da die Simulation aus einer trans-Konformation dieses
Diederwinkels gestartet wurde. Die U¨bereinstimmung fu¨r die Verteilung von &

ist
ebenfalls nicht sehr befriedigend. Hier wird fu¨r die gauche-Konformation experi-
mentell ein Anteil von 	 ermittelt, wa¨hrend aus der Simulation ein Anteil von 8
erhalten wird. Der Anteil der gauche-Konformationen, mit 
 im Experiment und

8 in der Simulation, wird demgegenu¨ber besser getroffen. Folglich wird der Anteil
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der trans-Konformation in der Simulation mit 

 gegenu¨ber dem experimentellen
Wert von 	 deutlich unterscha¨tzt. Auch hier ist wieder von eine Equilibrierungs-
problem auszugehen, da die Konformationen von &

und &

die deutlich la¨ngsten
Lebensdauern aufweisen.
4.5.3. Paarverteilungen
In diesem Abschnitt soll die Struktur der Glyceringruppenregion mit Hilfe der in
Abschnitt 4.4.2 definierten zylindrischen Paarverteilungen und der Ebenenpaarver-
teilung untersucht werden. Auf Grund der relativen Starrheit dieses Bereiches mit sei-
nen beiden unflexiblen Carboxylgruppen bildet er sozusagen das Ru¨ckgrat der Mem-
bran25. In Abbildung 4.43 sind vier zylindrische Paarverteilungen fu¨r unterschiedli-
che Teilchenpaare aufgetragen. Alle vier Verteilungen weisen, im Gegensatz zu den in
Abschnitt 4.4.2 fu¨r die Kopfgruppe erhaltenen Verteilungen, keine ausgepra¨gte Struk-
tur auf, d.h. es ist keine erste und zweite Koordinationsspha¨re zu erkennen, sondern
nur ein strukturloser Bereich, in dem die Aufenthaltsdichte maximal ist. Dies liegt
an den nur schwachen elektrostatischen Wechselwirkungen in der Glycerinregion
im Vergleich zur Kopfgruppe. Aus diesem Grunde und wegen der Starrheit dieses
Bereiches eignen sich die Paarverteilungen von Atomen aus diesem Bereich beson-
ders fu¨r die Beschreibung des Bilayers durch die Ebenenpaarverteilungsfunktionen.
Diese sind in Abbildung 4.44 fu¨r die beiden Carbonylkohlenstoffatome aufgetragen.
Werden diese mit den Ebenenpaarverteilungen der Kopfgruppe aus Abbildung 4.32
verglichen, so sind in den Verteilungen der Carbonylkohlenstoffatome deutlich ge-
ordnetere Strukturen zu finden. Die in den Ebenenpaarverteilungen der Kopfgrup-
pe nur zu erahnenden sechs Peaks in der ersten Koordinationsschale sind hier (vor
allem fu¨r den sn-2-Carbonylkohlenstoff) deutlich zu erkennen. Da gerade die sn-2-
Carboxylgruppe auf Grund des ’Knicks’ in diesem Bereich26 sehr starr ist, soll sie im
weiteren als ’Zentrum’ des Bilayers verwendet werden.
Wie in Abbildung 4.44(c) zu sehen ist, lassen sich die Peaks in der ersten Schale in
drei Paare einteilen27: Die beiden sta¨rksten Peaks befinden sich ungefa¨hr auf der
.  5-Linie, wa¨hrend die zweitsta¨rksten Peaks auf der 
.  5-Linie auftreten. Die
schwa¨chsten Peaks sind auf der 5  -Linie zu finden. Auffallend ist, daß auch in
gro¨ßerer Entfernung vom Nullpunkt die Ebenenpaarverteilung noch deutlich struk-
turiert ist, auch wenn die entsprechenden Peaks keiner offensichtlichen Struktur zu-
zuordnen sind. In Abbildung 4.45 sind die Peaks in der ersten Koordinationsschale
durch schwarze Punkte herausgestellt. Mit den tu¨rkisfarbenen Punkten sind die theo-
25 In Abschnitt 5.3.1 und 5.3.2 wird die Starrheit dieses Membranabschnittes quantitativ untersucht.
26 Dieser ist z.B. in Abbildung 4.25(a) in Abschnitt 4.3.5 gut zu erkennen.
27 Das Auftreten von Paaren ist nicht weiter verwunderlich, muß doch fu¨r die Ebenenpaarverteilung
von gleiche Teilchen (

  = (

 gelten. Ein Peak bei   muß also auch bei 
auftreten.
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Abbildung 4.43.: Zylindrische Paarverteilungsfunktionen 
! 
 
!
 der Glyceringruppen-
region.
retischen Peaks in der na¨chsten Koordinationsschale eingetragen, die sich aus den Po-
sitionen der Peaks in der ersten Koordinationsschale bei Annahme einer Anordnung
auf einem regula¨ren Gitter ergeben. Die hexagonale Anordnung der Peaks in der er-
sten Schale ist deutlich zu erkennen. In der zweiten Schale ist die U¨bereinstimmung
jedoch schon nicht mehr so groß. So sind die vorhergesagten Peaks auf der 5  -Linie
gar nicht zu finden28, wa¨hrend die U¨bereinstimmungen bei anderen Peaks gut ist. Zu-
sammenfassend la¨ßt sich sagen, daß die DPPC-Moleku¨le in dieser MD-Simulation in
der xz-Ebene auf kurze Entfernung eine anna¨hernd hexagonale Struktur aufweisen,
welche jedoch nur in der ersten Koordinationsschale sichtbar ausgepra¨gt ist und in
der zweiten Schale nur noch bedingt gilt.
28 Diese sind auch in der ersten Schale schon die am schwa¨chsten ausgebildeten.
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Abbildung 4.44.: Ebenenpaarverteilung 

  fu¨r die beiden Carbonylkohlenstoffatome.
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Abbildung 4.45.: Test einer hexagonalen Anordnung der Peaks in der Ebenenpaarverteilung
des sn-2-Carbonylkohlenstoffatoms.
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4.6. Struktur des Wassers
4.6.1. Wasserverteilung
In diesem Abschnitt soll noch einmal auf die Verteilung des Wassers im Membransy-
stem eingegangen werden. Die Verteilung 1
$ &
2 ist schon in Abschnitt 4.2 in Ab-
bildung 4.5 dargestellt worden. Aus dieser Funktion la¨ßt sich jedoch nur wenig u¨ber
die Konzentration der Wassermoleku¨le im Inneren des Bilayers ermitteln. Aus diesem
Grund wird eine Funktion /H

O2 definiert, welche die Anzahl der Wassermoleku¨le
im Bereich  bis 2 angibt:
/H

O2  H

O

 

1
 &
2

2
 (4.27)
H

O ist dabei die Anzahl der Wassermoleku¨le im Gesamtsystem. Der Verlauf von
/H

O2 ist in Abbildung 4.46 logarithmisch aufgetragen. Hier ist deutlich zu erken-
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Abbildung 4.46.: Verlauf von H

O in logarithmischer Darstellung.
nen, daß Wassermoleku¨le, wenn auch nur in sehr geringem Ausmaß, weit in den
Bereich der Alkylketten vordringen. Da jedoch die Wasserdichte im Bereich 2 < 	
nm gleich Null ist, kann geschlossen werden, daß in der Simulationszeit kein Wasser-
moleku¨l die Alkylkettenregion durchdrungen und zur anderen Seite der Membran
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diffundiert ist. Eine genauer Beschreibung der Wasserkonzentration in dem Alkyl-
kettenbereich la¨ßt sich aus dem Verlauf des chemischen Potentials ermitteln (siehe
Abschnitt 6.5).
4.6.2. Orientierung des Wassers
In diesem Abschnitt soll die Orientierung des Wassers genauer untersucht werden.
Auf Grund des zwitterionischen Charakters der Kopfgruppe des DPPCs ist zu er-
warten, daß die Orientierung der Wassermoleku¨le eine Funktion der y-Koordinate
ist. Deshalb muß die Orientierung fu¨r die verschiedenen Bereiche des Bilayers se-
parat ermittelt werden. Zur Beschreibung der Orientierung wird der Winkel C zwi-
schen dem Vektor des Wasserdipolmoments und der Bilayernormalen eingesetzt. Auf
Grund der Spiegelsymmetrie des Systems wird in der unteren Ha¨lfte des Systems
(d.h. wenn 2 <  ist) C als Vektor zwischen dem Dipolmoment des Wassers und dem
negativen Normalenvektor definiert. Dies ist in Abbildung 4.47 veranschaulicht. Der
H
H
H
H
H H
H
H
H
H
HH
O
O
O
O
O
O
C  
Æ
C  
Æ
C  8
Æ
C  8
Æ
C  #
Æ
C  #
Æ
	
Abbildung 4.47.: Veranschaulichung der Winkels  zwischen dem Dipolmoment des Was-
sers und dem Normalenvektor  der Ebene. Es ist zu beachten, daß  in der unteren Ha¨lfte
des Systems als Winkel zwischen dem Dipolmoment und dem negativen Normalenvektor de-
finiert ist.
Dipolvektor  des Wassers ist in der reinen Wasserphase auf einer Kugeloberfla¨che
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gleichverteilt. Wird nun die Verteilung 1
5
C des Winkels C zwischen  und einer
fest vorgegebenen Achse  fu¨r die reine Wasserphase aufgetragen, so ergibt sich kei-
ne Gleichverteilung des Winkels. Stattdessen besitzt die Verteilung ein Maximum bei
8
Æ und fa¨llt gegen Æ und #Æ ab. Soll nun die Abweichung von der im reinen Was-
ser erhaltenen Verteilung ermittelt werden, so empfiehlt es sich, die Werte 1C der
erhaltenen Winkelverteilung durch die entsprechenden Werte 1
5
C bei Gleichvertei-
lung von  auf einer Kugeloberfla¨che zu dividieren:
1

C 
1C
1
5
C
(4.28)
Die so erhaltene normalisierte Winkelverteilung 1

C besitzt Werte = , wenn der
entsprechende Winkel ha¨ufiger auftritt, als dies in der reinen Wasserphase der Fall
ist, und Werte< , wenn der Winkel weniger ha¨ufig auftritt. Da hier die normalisierte
Verteilung des Winkels C zwischen  und der Bilayernormalen 	 auch als Funktion
der y-Koordinate des Schwerpunktes der Wassermoleku¨le aufgetragen werden soll,
ergibt sich 1

C 2 zu:
1

C 2 

	

	

6 
cos636cos6 , wenn

 
3 


 
3 


6
36


6
36
1


 
3 

2

6
36

C
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3 


 
3 


6
36


6
36
(4.29)
/C

 2

 ist dabei der durchschnittliche Anteil der Wassermoleku¨le, deren Absolut-
betrag der y-Koordinate des Schwerpunktes zwischen 2

und 2

 2 und deren
Winkel C zwischen C

und C

 C liegen. 2 und C sind vorgegebene Parameter
und bestimmen die Auflo¨sung der Verteilung. In Abbildung 4.48 ist die Verteilung im
Bereich  nm bis 	 nm als Falschfarben-kodiertes Bild gezeigt. Im Bereich 2 = 	 nm
ist die Verteilung die gleiche wie in einer reinen Wasserphase. Dieses Wasser kann
deshalb als bulk-Wasser angesehen werden. Bei weiterer Anna¨herung an den Bilayer
wird im Vergleich zum bulk-Wasser die Orientierung mit C  #Æ deutlich bevor-
zugt. Wie in Abbildung 4.47 dargestellt ist, entspricht dies einer Orientierung, in wel-
cher der Dipolvektor in das Innere der Membran zeigt. Das Maximum der Verteilung
liegt bei 2  

 nm. Mit kleiner werdendem Wert von 2 verschiebt sich das Maxi-
mum von 1

C 2 zu kleinere Werten von C. Dieses Verhalten la¨ßt sich durch eine
negative Ladung im Bereich um 2  
 nm erkla¨ren. Abbildung 4.5 ist zu entneh-
men, daß das Maximum in der Verteilung des Phosphors bei  8nm liegt. Da die
Phosphatgruppe negativ geladen ist, liegt die Vermutung nahe, daß die gefundene
Orientierungsverteilung der Wassermoleku¨le im Bereich  nm bis 
 nm durch die
Anwesenheit dieser Gruppe bestimmt wird. Da die positive Ladung der Cholingrup-
pe im Gegensatz zur Phosphatgruppe gut durch die Methylgruppen abgeschirmt ist,
ist die Beeinflussung der Wasserorientierung durch diese Gruppe offenbar relativ ge-
ring.
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Abbildung 4.48.: Verteilung 

  der Wassermoleku¨le.
Im Bereich  nm bis  nm findet sich ein zweites ausgepra¨gtes Maximum bei
C  
Æ. Dieses wird, wie Abbildung 4.5 nahelegt, wahrscheinlich durch die Car-
bonylgruppen in der Glycerinregion verursacht. Wie in Abschnitt 4.5.1 festgestellt
wurde, liegen die Vektoren der Carbonylgruppen im Mittel ungefa¨hr senkrecht zur
Membrannormalen. Da die Carbonylgruppen ein starkes Dipolmoment aufweist ist
davon auszugehen, daß die Wassermoleku¨le zur Kompensation bevorzugt eine eben-
falls senkrechte Orientierung des Dipolvektors einnehmen. Zusa¨tzlich wirkt in die-
sem Bereich auch noch die negative Ladung der Phosphatgruppe und bewirkt eine
Verschiebung von 1

C 2 zu kleineren Werten von C.
Einen guten Einblick in die Ursachen und Wirkungen der Wasserorientierung lie-
fert auch die Analyse des erzeugten elektrostatischen Potentials. Dieses wird in Ab-
schnitt 4.7.2 untersucht.
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4.6.3. Paarverteilungsfunktionen
Die O–O-, O–H- und H–H-Paarverteilungsfunktionen des Wasser ha¨ngen stark von
der Position der Wassermoleku¨le im Bezug zur Membrannormalen ab. Daraus folgt,
daß die Paarverteilungsfunktionen eine Funktion der y-Koordinate der Wassermo-
leku¨le sein sollte. Weiterhin sind radiale Paarverteilungsfunktionen von nur gerin-
gem Nutzen, da sie die Anisotropie des Systems nicht beru¨cksichtigen. Aus diesem
Grund sind in den Abbildungen 4.49, 4.50 und 4.51 die zylindrischen Paarvertei-
lungsfunktionen :
! 
2 
!
 fu¨r verschiedene Bereiche des Bilayers aufgetragen. Das
System wird in y-Richtung in gleichgroße Bereiche aufgeteilt und die entsprechen-
den Atome der Wassermoleku¨le in Abha¨ngigkeit von der y-Koordinate den verschie-
denen Bereichen zugeteilt29. Nun werden fu¨r alle Wassermoleku¨le eines Bereiches
die zylindrischen Paarverteilungsfunktionen :
! 
2 
!
 mit den Wassermoleku¨len al-
ler Bereiche ermittelt. Die erhaltenen Paarverteilungsfunktionen beschreiben also die
Umgebung eines Wassermoleku¨ls in dem entsprechenden Bereich. Es werden zehn
Bereiche pro Seite des Bilayers definiert, die jeweils eine Ausdehnung von 	 nm in
y-Richtung haben. Zwei dieser Bereiche ( nm - 	 nm und 	 nm -  nm)
werden jedoch nicht dargestellt, da die Wasserkonzentration in diesen Bereichen zu
gering ist, um die Paarverteilungsfunktionen mit ada¨quater Genauigkeit bestimmen
zu ko¨nnen (siehe auch Abschnitt 4.6.1).
Alle zylindrischen Paarverteilungsfunktionen zeigen das auf Grund der Wasserver-
teilung aus Abbildung 4.5 erwartete Verhalten einer abnehmenden Dichte in Rich-
tung der Bilayermitte. Wie deutlich zu erkennen ist, besitzen die Paarverteilungen
auch in den Bereichen extrem niedriger Dichte noch deutlich ausgepra¨gte Hydrat-
hu¨llen. Selbst im Bereich  nm -  nm ist noch eine erste Hydrathu¨lle auszuma-
chen, auch wenn diese im Bereich 2 <  nicht mehr vollsta¨ndig ausgebildet ist. Die
Wassermoleku¨le zeigen also auch im Bilayer eine starke Tendenz zur Assoziation.
Auffallend ist weiterhin, daß im Bereich geringer Wasserdichten die Werte von
1
! 
 
!
 fu¨r Werte von 
!
gro¨ßer  nm nicht konstant sind. Dieser Effekt ist sehr
gut in Abbildung 4.51 im Bereich  nm -  nm und  nm -  nm zu beob-
achten. Die Wassermoleku¨le sind in dieser Eindringtiefe also nicht mehr statistisch in
der xz-Ebene verteilt, sondern lagern sich signifikant zusammen.
In Abbildung 4.52 sind die radialen Paarverteilungsfunktionen fu¨r die Paare O –
OH

O und O – OH

O aufgetragen. Aus der ebenfalls aufgetragenen Funktion 
la¨ßt sich ermitteln, daß die erste ’Hydrathu¨lle’ um die Carbonylsauerstoffatome aus
einem Wassermoleku¨l besteht. Die Tatsache, daß die Anzahl der Wassermoleku¨le
in der ersten Hydrathu¨lle um das Sauerstoffatom der sn-1-Carbonylgruppe etwas
gro¨ßer ist als in der sn-2-Gruppe verwundert auf den ersten Blick, da die sn-1-Gruppe
29 Diese Zuteilung findet bei jeder Konfiguration neu statt.
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Abbildung 4.49.: Zylindrische O–O-Paarverteilungsfunktionen 
! 
 
!
 der Wassermo-
leku¨le fu¨r verschiedene Bereiche im System.
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Abbildung 4.50.: Zylindrische O–H-Paarverteilungsfunktionen 
! 
 
!
 der Wassermo-
leku¨le fu¨r verschiedene Bereiche im System.
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Abbildung 4.51.: Zylindrische H–H-Paarverteilungsfunktionen 
! 
 
!
 der Wassermo-
leku¨le fu¨r verschiedene Bereiche im System.
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Abbildung 4.52.: Radiale Paarverteilungsfunktionen  und Teilchenzahl  fu¨r die Paa-
re O – OH

O und O – OH

O.
etwas tiefer im Bilayer liegt30 und die Wasserdichte zur Bilayermitte hin deutlich ab-
nimmt31. Wie jedoch in Abschnitt 4.5.1 gezeigt wurde, ist die Carbonylgruppe in der
sn-1-Kette im Vergleich zur sn-2-Kette mit dem Sauerstoffatom eher zur Membrano-
berfla¨che orientiert. Dies sorgt zum einen dafu¨r, daß das Carbonylsauerstoffatom in
der sn-1-Kette nur wenig unterhalb des entsprechenden Atoms in der sn-2-Kette liegt.
Zum anderen ist das O-Sauerstoffatom damit leichter zuga¨nglich fu¨r die Wassermo-
leku¨le. Beiden Paarverteilungen gemeinsam ist jedoch die relativ geringe Breite des
ersten Maximums. Dies deutet schon darauf hin, daß die Wassermoleku¨le stark an
die Carbonylgruppen gebunden sind32. Interessanterweise wurde in experimentelle
Untersuchungen [160] das genau umgekehrte Verhalten gefunden (hier ist die sn-2-
Gruppe sta¨rker hydratisiert). Jedoch sind sowohl die in der Simulation gefundenen,
als auch die experimentell ermittelten Unterschiede nur sehr gering.
Der Vollsta¨ndigkeit halber sind in Abbildung 4.53 die entsprechenden Paarvertei-
lungsfunktionen fu¨r die Wasserstoffatome des Wassers abgebildet. Der auffa¨lligste
Unterschied zu den entsprechenden OH

O Paarverteilungsfunktionen ist das auftre-
ten eines zweiten Maximums. Da der Wert von  beim zweiten Maximum un-
30 Siehe Abschnitt 4.3.1.
31 Siehe Abschnitt 4.2.
32 Siehe auch Abschnitt 5.5.1.
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Abbildung 4.53.: Radiale Paarverteilungsfunktionen  und Teilchenzahl  fu¨r die Paa-
re O – HH

O und O – HH

O.
gefa¨hr dem doppelten von  am ersten Maximum entspricht und  am ersten
Maximum fu¨r die OH

O- und HH

O-Paarverteilungen ungefa¨hr gleich ist, sind die
Wassermoleku¨le u¨berwiegend mit einem Wasserstoffatom zum Sauerstoffatom der
Carbonylgruppe hin orientiert. Der Abstand zwischen dem ersten und zweiten Ma-
ximum betra¨gt   nm und liegt damit relativ nahe am H–H Abstand des Wasser-
moleku¨ls, der 	 nm betra¨gt. Die Wassermoleku¨le sind demnach so orientiert, wie
es in Abbildung 4.57(a) fu¨r die Orientierung des Wassers um die Phosphatgruppe ge-
zeigt wurde. Eine genauere Untersuchung, welche auch die Dynamik beru¨cksichtigt,
findet sich in Abschnitt 5.5.1.
In Abschnitt 4.2 wurde die Frage aufgeworfen, ob die Wassermoleku¨le in signifikan-
tem Ausmaß auch in den Alkylkettenbereich eindringen. Dies soll jetzt anhand der
zylindrischen Paarverteilungsfunktion zwischen den Sauerstoffatomen des Wassers
und den Carbonylkohlenstoffatomen in der Glycerinregion untersucht werden. In
Abbildung 4.54 sind die erhaltenen Paarverteilungsfunktionen dargestellt. Es sollte
dabei die Skala der aufgetragenen Werte fu¨r :
! 
2 
!
 beachtet werden, die von 
bis  reicht. Aus diesen Abbildungen la¨ßt sich ableiten, daß die Wassermoleku¨le
tatsa¨chlich nur bis zu den Carboxylgruppen im Glycerinbereich signifikant vordrin-
gen und der Bereich der Alkylketten gemieden wird (siehe aber auch Abschnitt 4.6.1).
Zur Untersuchung der Hydratation der Kopfgruppe sind in Abbildung 4.55 die ra-
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Abbildung 4.54.: Zylindrische Paarverteilungsfunktionen 
! 
 
!
 zwischen den Car-
bonylkohlenstoffatomen des DPPCs und dem Sauerstoffatom des Wassers.
dialen Paarverteilungsfunktionen : sowie fu¨r die Paare P–OH

O und N–OH

O
aufgetragen. Das erste auffa¨llige Merkmal ist der große Unterschied in der Breite der
beiden Paarverteilungen. Damit geht einher, daß die Anzahl der Wassermoleku¨le in
der ersten Hydrathu¨lle des Phosphors mit ca. 4 deutlich kleiner ist als die in der ersten
Hydrathu¨lle des Stickstoff (ca. 19). Dies liegt daran, daß die Cholingruppe der Teil des
Bilayers ist, welcher die Oberfla¨che zur Wasserphase bildet. Unter der Annahme, daß
ein Wassermoleku¨l sich nur in der Hydrathu¨lle eines Stickstoffatoms befindet, sind
damit % aller Wassermoleku¨le in dieser Hydrathu¨lle33 zu finden.
Zur genaueren Untersuchung der Kopfgruppen-Hydratation sind in Abbildung 4.56
die zylindrischen Paarverteilungsfunktionen zwischen den Phosphor- bzw. Stickstoff-
atomen des DPPCs und den Wasser- bzw. Sauerstoffatomen des Wassers aufgetra-
gen. Wie es fu¨r eine negativ geladene Gruppe zu erwarten ist, liegt das erste Maxi-
mum in der P–HH

O-Verteilung ca.  nm na¨her am Nullpunkt als das Maximum
der P–OH

O-Verteilung. Das zweite Maximum in der P–HH

O-Verteilung liegt etwa
 nm hinter dem ersten Maximum. Dies deutet auf eine Orientierung hin, wie sie
in Abbildung 4.57(a) dargestellt ist. Demgegenu¨ber fa¨llt das Maximum der N–HH

O-
Verteilung ungefa¨hr mit dem Maximum der N–OH

O-Verteilung zusammen. Jedoch
sind die Maxima in den Verteilungen breiter als in den entsprechenden Verteilungen
des Phosphoratoms, so daß eine typische Orientierung der Wassermoleku¨le um das
Stickstoffatom nur schwer zu ermitteln ist.
33 In Abschnitt 5.5.1 wird gezeigt, daß die Annahme nicht korrekt ist und sich ’nur’ ca. -% der Was-
sermoleku¨le in der Hydrathu¨lle des Stickstoffs befinden.
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Um die Orientierung der Wassermoleku¨le um die Phosphor- und Stickstoffatome ge-
nauer zu untersuchen, wird die Verteilung des Winkels 4 zwischen dem P–O- bzw.
N–O-Vektor  und dem Dipolmomentvektor  des Wasser untersucht. 4 ist definiert
u¨ber (siehe auch Abbildung 4.58):
cos4     (4.30)
Dabei werden bei jedem Phosphor- bzw. Stickstoffatom nur die Wassermoleku¨le
beru¨cksichtigt, deren Sauerstoffatome einen Maximalabstand von  nm zum ent-
sprechenden Phosphoratom bzw.  nm zum entsprechenden Stickstoffatom besit-
zen. Diese Werte sind aus den P–OH

O- und N–OH

O-Paarverteilungen entnommen
und entsprechen Wassermoleku¨len in der ersten Hydrathu¨lle. In Abbildung 4.59 ist
die Verteilung des Winkels 4 aufgetragen34. Die Verteilung von 4 fu¨r das Phosphora-
tom besitzt ein Maximum bei ca. Æ. Da der H–O–H-Gleichgewichtsbindungswinkel
im verwendeten SPC/E-Wassermodell 8Æ betra¨gt, scheint ein Wert von 4 

Æ der in Abbildung 4.57 gezeigten Orientierung zu entsprechen, in der ein O–H-
Bindungsvektor direkt auf dem P–O-Vektor liegt. Dies kann jedoch aus der in Abbil-
dung 4.59 gezeigten Verteilung nicht geschlossen werden, da, wie in Abbildung 4.60
34 Die Verteilung ist dabei wie in Abschnitt 4.6.2, Gleichung 4.28 normiert.
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Abbildung 4.56.: Zylindrische Paarverteilungsfunktionen 
! 
 
!
 zwischen den
Phosphor- bzw. Stickstoffatomen des DPPCs und den Sauer- bzw. Wasserstoffatomen des
Wassers.
veranschaulicht, durch eine Drehung des Wassermoleku¨ls um die Achse des Dipol-
moments eine andere Anordnung erhalten werden kann, in der sich die P–H-Absta¨nde
im Vergleich zur Startkonfiguration signifikant gea¨ndert haben, wa¨hrend 4 gleich ge-
blieben ist. Sollen diese Konfigurationen unterschieden werden, so muß eine weitere
Gro¨ße eingefu¨hrt werden, welche diese Konfigurationen differenziert. Klassischer-
weise wird hierfu¨r der Winkel zwischen dem H–O-Vektor und dem P–O -Vektor ver-
wendet, wobei jedoch keine Korrelation dieses Winkels mit 4 untersucht wird und
die Resultate aus den beiden Verteilungen durch eher anschauliche Argumente inter-
pretiert werden. In der vorliegenden Arbeit soll ein anderes Verfahren zur Anwen-
dung kommen, da es eine direkte Abbildung des Orientierungsraumes der Wasser-
moleku¨le erlaubt. Dazu wird C als der Winkel zwischen dem Normalenvektor der
Ebene, in der  und  liegen, und dem Vektor , welcher die beiden Wasserstoffato-
me verbindet, definiert. Dieser Winkel liegt immer zwischen Æ und 8Æ, wobei ein
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Abbildung 4.57.: Schematische Darstellung einer hypothetischen Wasserorientierung um die
Phosphat- und Cholingruppe des DPPCs.
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Abbildung 4.58.: Definition des Winkels  zwischen dem Vektor  und dem Dipolmoment 
des Wassermoleku¨ls.
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Abbildung 4.60.: Auswirkung einer Rotation um des Wassermoleku¨ls um die Achse des Di-
polmoments.
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Wert von 8Æ der Orientierung entspricht, in der das eine H-Atom einen minimalen
Abstand zum Phosphoratom besitzt und das andere einen maximalen Abstand. Bei
C  
Æ sind demgegenu¨ber die beiden Absta¨nde gleich. In Abbildung 4.61 ist die Ori-
entierungswahrscheinlichkeitsverteilung 14 C aufgetragen. Es zeigt sich, daß der
 
   # 
(a) Farbkodierung
  
 # 
 	
(b) Farbkodierung2
  
 #
47
Æ
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	

8
C
7
Æ
(c) Orientierung um die Phosphoratome
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(d) Orientierung um die Stickstoffatome
Abbildung 4.61.: 2-dimensionale Orientierungswahrscheinlichkeitsverteilung 
6
fu¨r die
Orientierung des Wassers in der ersten Hydrathu¨lle der Phosphor- und Stickstoffatome.
Großteil der Wassermoleku¨le in einer Orientierung mit C  8Æ vorliegt und damit
die in Abbildung 4.57(a) dargestellte Orientierung eine gute Beschreibung darstellt.
Die in Abbildung 4.59 fu¨r die Stickstoffatome aufgetragene Verteilung 14 zeigt im
Gegensatz zur Verteilung des Phosphors ein Maximum im Bereich 4  
Æ und
ein schwa¨cher ausgebildetes Maximum bei Æ bis Æ. In Abbildung 4.61(d) zeigen
sich dagegen zwei Maxima bei 4  
Æ C  8Æ und 4  Æ C  Æ. Das Maxi-
mum im Bereich 4  Æ taucht in Abbildung 4.59 nicht auf, da hier der Anteil der
Orientierungen mit gro¨ßeren Werten von C relativ klein ist. Im Vergleich zur Orien-
tierung um das Phosphatatom fa¨llt dabei besonders auf, daß fast alle Orientierungen
mit signifikanter Wahrscheinlichkeit vorkommen. Die Orientierungen, die in Abbil-
dung 4.61(c) dominieren, sind nur sehr gering vertreten (hier zeigt sich dann doch
die positive Ladung der Cholingruppe). Die beiden Peaks in Abbildung 4.61 entspre-
chen der straddling-Orientierung des Wassers, wie sie typischerweise bei der hydro-
phoben Hydratation auftritt. Jedoch ist dieses Bild mit Vorsicht zu betrachten, da der
gro¨ßte Anteil der Wassermoleku¨le in keiner der beiden straddling-Orientierungen vor-
liegt. Es zeigt sich also, daß es die Orientierung des Wassers um die Cholingruppe im
Gegensatz zur Phosphatgruppe nicht gibt und stattdessen eine breite Verteilung der
verschiedensten Orientierungen auftritt, wobei die beiden straddling Orientierungen
nur leicht bevorzugt werden.
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4.6.4. Das Wasserstoffbru¨ckennetzwerk
Wassermoleku¨le zeichnen sich durch eine ausgepra¨gte Fa¨higkeit aus, Wasserstoffbru¨k-
kenbindungen untereinander auszubilden. Um das Netzwerk der Wasserstoffbru¨cken-
bindungen im simulierten System zu untersuchen, muß zuerst ein genaues Kriterium
fu¨r das Vorliegen einer solchen Bindung zwischen dem Wasserstoffatom eines Was-
sermoleku¨ls und dem Sauerstoffatom eines anderen Wassermoleku¨ls gefunden wer-
den. Dabei ist zu beachten, daß ein solches Kriterium immer einer gewissen Willku¨r
unterliegt und es die Definition einer Wasserstoffbru¨ckenbindung nicht gibt. In der
Literatur sind verschiedene Definitionen vorgeschlagen worden, welche geometri-
sche, energetische oder gemischt geometrisch-energetische Kriterien fu¨r das Vorlie-
gen einer Wasserstoffbru¨ckenbindung anlegen. In dieser Arbeit wird eine aus geo-
metrischen und energetischen Kriterien zusammengesetzte Definition analog zu Gei-
ger [161–166] und Paschek [167] verwendet. Dazu werden zuerst fu¨r jedes Wasser-
moleku¨l  die Wassermoleku¨le  ermittelt, fu¨r die der Sauerstoff–Sauerstoff-Abstand
einen Maximalwert von 	 nm besitzt. Nun wird die Wechselwirkungsenergie zwi-
schen  und  bestimmt. Anschließend wird von den vier intermolekularen O–H-Paaren
dasjenige ausgewa¨hlt, welches den geringsten O–H-Abstand aufweist. Geho¨rt das
Wasserstoffatom dieses Paares zum Moleku¨l  so wird dies fu¨r das entsprechende
Wasserstoffatom vermerkt, geho¨rt dagegen das Sauerstoffatom des Paares zu , wird
dies fu¨r das Sauerstoffatom vermerkt. Die Energien 
7
zwischen den entsprechen-
den Wassermoleku¨len werden dabei ebenfalls abgespeichert, sowie der Maximalwert
aller  Energien als 
7
. Im folgenden bezeichnet /
7
die Anzahl der Wasserstoff-
bru¨ckenbindungen, in denen das erste Wasserstoffatom des Moleku¨ls  (B) als Ak-
zeptor auftritt, und 
7
die Wechselwirkungsenergie mit dem Wassermoleku¨l, wel-
che die -te Wasserstoffbru¨ckenbindung mit B bildet. Analog ist /
7
und 
7
definiert. /
+
ist die Anzahl der Wasserstoffbru¨ckenbindungen, in denen das Sauer-
stoffatom des Moleku¨ls  als Donor auftritt, und 
+
sind die entsprechende Wech-
selwirkungsenergie. Ist /
7
bzw. /
7
gleich , so wird von einer linearen Wasser-
stoffbru¨ckenbindung vonB bzw.B
 gesprochen, wa¨hrend ein Wert von 
 eine gega-
belte Bru¨ckenbindung anzeigt. Ho¨here Werte von /
7
und /
7
kommen praktisch
nicht vor und werden darum im folgenden nicht beachtet. Fu¨r den Sauerstoff wird
diese Unterscheidung in lineare und gegabelte Wasserstoffbru¨ckenbindungen nicht
vorgenommen. Aus den Werten von /
7
, /
7
, /
+
, 
7
, 
7
und 
+
werden
anschließend in Abha¨ngigkeit von der 2-Koordinate der Sauerstoffatome der Was-
sermoleku¨le verschiedene Hilfsgro¨ßen berechnet:
1

2  

2



/
7
   /
7
   
7
 
/
7
   /
7
   
7
 

(4.31)
100
4.6. Struktur des Wassers
1

2  

2



/
7
   /
7
   
7
   
7
 

(4.32)
1
)
2  

2



/
7
 
  /
7
   
7
 
/
7
   /
7
 
  
7
 

(4.33)
1
)
2  

2



/
7
 
  /
7
 
  
7
   
7
 

(4.34)
1
)
2  

2



/
7
 
  /
7
   
7
   
7
 
/
7
   /
7
 
  
7
   
7
 

(4.35)
Die Summation la¨uft dabei immer u¨ber Indizes der Wassermoleku¨le, deren y-Koordi-
nate des Sauerstoffatoms zwischen 2 und 22 liegt, und 2 ist die entsprechen-
de Anzahl der Wassermoleku¨le. , ist eine Funktion, welche den Wert  annimmt,
wenn die Aussage , wahr ist und ansonsten den Wert  hat. 1

2  ist demnach
der Anteil an Wassermoleku¨len im Bereich 2 bis 22, die als Akzeptor nur eine li-
neare Bindung ausbilden, wobei eine Wasserstoffbru¨ckenbindung zwischen den zwei
Moleku¨len nur dann geza¨hlt wird, wenn die elektrostatische Wechselwirkungsener-
gie zwischen ihnen nicht mehr als  betra¨gt. Analog ist 1

2  der Anteil an Was-
sermoleku¨len, die als Akzeptor genaue zwei lineare Wasserstoffbru¨ckenbindungen
ausbilden. 1
)
2  und 1
)
2  sind die entsprechenden Werte fu¨r die gegabel-
ten Bindungen, und 1
)
2  ist der Anteil, bei dem eine gegabelte und eine lineare
Bindung gefunden werden.
In Abbildung 4.62 sind die entsprechenden Werte als Funktion von 2 bei einem vor-
gegebenen Wert von    aufgetragen. Wie erwartet, dominieren Wassermoleku¨le
mit zwei linearen Wasserstoffbru¨ckenbindungen im bulk-Bereich. Aber auch Was-
sermoleku¨le mit einer linearen und einer gegabelten Wasserstoffbru¨cke sind noch
deutlich vertreten. Fu¨r Wassermoleku¨le, die sich in der Na¨he des Bilayers aufhalten
(2  
nm), ist das Bild recht a¨hnlich, jedoch hat sich der Anteil der Moleku¨le mit
zwei linearen Wasserstoffbru¨ckenbindungen leicht auf Kosten der Moleku¨le mit ei-
ner linearen und einer gegabelten Bindung erho¨ht. Dies kann durch die leicht abneh-
mende Dichte in diesem Bereich erkla¨rt werden. Beim weiteren Eindringen der Was-
sermoleku¨le in den Bilayer sinkt 1

2 . Allerdings ist auch weit im Inneren des
Bilayers der Anteil der Wassermoleku¨le mit zwei linearen Bru¨ckenbindungen noch
101
4. Struktur
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.5 1 1.5 2 2.5 3 3.5
2 7nm
A
nt
ei
l
1

2 
1

2 
1
)
2 
1
)
2 
1
)
2 
Abbildung 4.62.: 
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 	, 
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 	, 
)
 	, 
)
 	 und 
)
 	 (Die Definition der
Gro¨ßen ist im Text angegeben).
signifikant. Auch der Anteil der Wassermoleku¨le mit einer linearen und einer gega-
belten Bru¨ckenbindung nimmt zum Bilayerinneren stark ab. Dagegen nimmt der An-
teil der Moleku¨le mit genau einer linearen Bindung deutlich zu. Dies ist auf Grund
der geringen Wasserdichte im Bilayer auch zu erwarten. Interessant ist der Verlauf
von 1
)
, welcher im Bereich 
nm  2  
nm zum Bilayerinneren ansteigt, um
dann fu¨r kleinere y-Werte wieder leicht abzufallen. Dieses Verhalten la¨ßt sich da-
durch erkla¨ren, daß ein Wasserstoffatom pro Wassermoleku¨l bei der Hydratation der
Phosphatgruppe nicht mehr fu¨r weitere Wasserstoffbru¨ckenbindungen zu Verfu¨gung
steht und in diesem Bereich daher u¨berdurchschnittlich viele Wassermoleku¨le mit
nur einem in einer Bru¨ckenbindung involvierten Wasserstoffatom auftreten. Dies ist
auch an dem sehr steilen Anstieg von 1

2  in diesem Bereich zu erkennen.
In Abbildung 4.63 sind die Anteile der Wassermoleku¨le mit keiner bis acht Was-
serstoffbru¨ckenbindungen aufgetragen, wobei nicht zwischen Donor- und Akzeptor-
bindungen unterschieden wird. Die Anteile werden als 1N,82  bezeichnet, wo-
bei N den Anteil der Wassermoleku¨le mit genau  Wasserstoffbru¨ckenbindungen
angibt. Wie zu erwarten, ist auch hier der Trend zu erkennen, daß die Anteile mit
großem Wert von N zur Mitte des Bilayers hin abfallen und die Anteile mit kleinem
N ansteigen. Auffa¨llig ist hierbei, daß am Maximum von 1
,8
2  sich die Kurven
von 
-,8
2 und 1
,8
2  sowie 1
,8
2 und 1
,8
2  schneiden. Dies bedeu-
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Abbildung 4.63.: Anteil von Wassermoleku¨len mit 0 bis 8 Wasserstoffbru¨ckenbindungen.
tet, daß Wassermoleku¨le in diesem Bereich durchschnittlich drei Wasserstoffbru¨cken-
bindungen ausbilden. In diesem Bereich ist das Maximum der Phosphatverteilung
zu finden und wie in Abschnitt 4.6.2 gezeigt wurde, zeigt ein Wasserstoffatom der
Wassermoleku¨le um diese Gruppe zur Phosphatgruppe und ist damit nicht fu¨r Was-
serstoffbru¨ckenbindungen zu anderen Wassermoleku¨len verfu¨gbar. Eine Anzahl von
drei Wasserstoffbru¨ckenbindungen entspricht dann einem idealen, 2-dimensionalen
Wassernetzwerk um die Phosphatgruppe. Der große Anteil von Wassermoleku¨len
mit mehr oder weniger Bru¨ckenbindungen zeigt an, daß das ideale Netzwerk jedoch
nicht nur angena¨hert ausgebildet wird. Auch 1
,8
2 , der Anteil von Wassermo-
leku¨len ohne Wasserstoffbru¨ckenbindung, zeigt ein interessantes Verhalten. In der
bulk-Phase liegt er bei ca.  und fa¨llt dann bis 2  
 nm leicht ab, um dann
stark anzusteigen. Der Absolutwert ist jedoch selbst bei 2   nm mit  noch sehr
gering, steigt fu¨r kleine Werte von 2 jedoch sprunghaft an. Der Anteil von Wassermo-
leku¨len mit nur einer Bru¨ckenbindung ist ebenfalls erst ab 2   nm dominierend,
wa¨hrend im Bereich nm < 2 < nm der Anteil der Moleku¨le mit zwei Bru¨cken-
bindungen deutlich u¨berwiegt. Dies ist ein weiterer Hinweis auf die in Abschnitt 4.6.3
postulierte Bildung von Wasseraggregaten in diesem Bereich.
Bislang wurden die Anteile der verschiedenen wasserstoffbru¨ckengebundenen Was-
sermoleku¨le nur fu¨r einen festgelegten Wert von    betrachtet. Es ist jedoch auch
von Interesse, inwieweit die Anteile von  abha¨ngen. Dies soll im folgenden unter-
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sucht werden. Dazu werden zuerst die Funktionen 1

2  und 1
)
2  definiert:
1

2  

2



/
7
      < 
7
 
/
7
      < 
7
 

(4.36)
1
)
2  

2



/
7
 
    < 
7
 
/
7
 
    < 
7
 

(4.37)


2  ist die durchschnittliche Anzahl von linearen Wasserstoffbru¨ckenbindungen
pro Wassermoleku¨l, deren Energie zwischen    und  liegt. Der Parameter 
gibt die Auflo¨sung von 

2  an und wird in dieser Arbeit zu kJ mol gesetzt.
Analog ist 
)
2  die durchschnittliche Anzahl von gegabelten Wasserstoffbru¨cken-
bindungen pro Moleku¨l im Energiebereich  bis . 1

2  ist in Abbildung 4.64
fu¨r den Energiebereich zwischen  kJ mol und  aufgetragen. Das Maximum von
  
 	     # 8 
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Abbildung 4.64.: 

  als Funktion von  und .
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1

2  fu¨r einen vorgegebenen Wert von y liegt dabei fu¨r große Werte von 2 bei ca.

 kJ mol, wa¨hrend es fu¨r kleine Werte von 2 (zwischen  und  nm) bei ca.

 kJ mol liegt. Auffa¨llig ist auch die Tatsache, daß 1

2  fu¨r Werte von  im
Bereich  kJ mol bis  fu¨r große Werte von 2 bzw. im Bereich  kJ mol bis 
fu¨r kleine Werte von 2 sehr gering ist. Schwache Wasserstoffbru¨ckenbindungen wer-
den demnach nicht sehr ha¨ufig ausgebildet. Auf Grund der Tatsache, daß die Anzahl
der linearen Wasserstoffbru¨ckenbindungen pro Wassermoleku¨l im bulk-Bereich auf
Grund der gro¨ßeren Wasserdichte jedoch deutlich gro¨ßer ist als im Inneren des Bi-
layers, soll im folgenden auch noch der relative Anteil der linearen Bru¨ckenbindungen
der verschiedenen Energien untersucht werden. Dazu wird eine Funktion 1

2 
wie folgt definiert:
1

2   1

2 
!



1

2    (4.38)
1

2  ist demnach auf die Anzahl von Wasserstoffbru¨ckenbindungen mit   
fu¨r den vorgegebenen Wert von 2 normiert. Das Ergebnis ist in Abbildung 4.65 auf-
getragen. Dort zeigt sich deutlich, daß das Maximum der relativen Verteilung fu¨r
kleinere Werte von 2 im Vergleich zu gro¨ßeren Werten von 2 zu niedrigen Energien
verschoben ist. Im Inneren des Bilayers werden also sta¨rkere Wasserstoffbru¨ckenbin-
dungen ausgebildet als im bulk-Bereich. Dies ist damit zu erkla¨ren, daß im Inneren
der Membran auf Grund der geringen Wasserdichte nur wenige Mo¨glichkeiten zur
Bildung von Wasserstoffbru¨ckenbindungen mit anderen Wassermoleku¨len bestehen.
Wa¨hrend im bulk-Bereich eine schwa¨chere Wasserstoffbru¨ckenbindung durch die
Mo¨glichkeit der Wassermoleku¨le, dafu¨r die Gesamtzahl der Bindungen zu erho¨hen,
ausgeglichen werden kann, ist dies im Bilayerinneren nicht gegeben.
Abschließend soll noch 1
)
2  als Funktion von 2 und  betrachtet werden. Diese
Funktion ist in Abbildung 4.66 dargestellt. Im Gegensatz zu den linearen Bindungen
treten gegabelte Wasserstoffbru¨ckenbindungen nur fu¨r relativ große Werte von  in
signifikantem Ausmaß auf35. Auf Grund der geringen Anzahl von gegabelten Was-
serstoffbru¨ckenbindungen im Inneren des Bilayers la¨ßt sich eine analog zu 1

2 
definierte relative Verteilung 1
)
2  von gegabelten Bindungen nicht sinnvoll
auswerten, da die statistische Streuung zu groß ist.
35 Es soll noch einmal darauf hingewiesen werden, daß eine gegabelte Wasserstoffbru¨ckenbindung
nur dann in &

  geza¨hlt wird, wenn sowohl die Energie zwischen dem Akzeptorwassermoleku¨l
und dem ersten Donatorwassermoleku¨l als auch die Wechselwirkungsenergie mit dem zweiten Do-
natorwassermoleku¨l kleiner oder gleich  ist. Es ist also durchaus nicht auszuschließen, daß eine
der beiden Wechselwirkungsenergien deutlich unter  liegt.
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Abbildung 4.65.: 

  als Funktion von  und .
4.7. Strukturelle Gro¨ßen des Gesamtsystems
4.7.1. Profil der Elektronendichte
Eine durch Ro¨ntgenbeugungsexperimente zu erhaltende Gro¨ße ist das Elektronen-
dichteprofil des System als Funktion der y-Koordinate. Damit bietet sich eine gute
Gelegenheit zur U¨berpru¨fung der Simulation. Eine dabei auftretende Schwierigkeit
ist, daß zur Bestimmung der Elektronendichte aus der Simulation die Elektronen-
dichteverteilung um die einzelnen Atome bekannt sein muß. Eine Lo¨sung des Pro-
blems besteht darin, die wahren Elektronendichten durch dreidimensionale Gauß-
verteilungen mit einer Breite von 7
 zu approximieren36. Dieser Ansatz wurde schon
in fru¨heren Simulationen erfolgreich angewandt (z.B. [108]). Eine andere Methode
besteht darin, daß Problem zu ignorieren und mit den Punktladungen37 zu operie-
36 / ist dabei der entsprechende Lennard-Jones-Parameter des Atoms.
37 Dabei besteht zum einen die Mo¨glichkeit, die Partialladungen zur Kernladungszahl der Atome zu
addieren oder mit den reinen Kernladungszahlen zu rechnen. Es hat sich jedoch gezeigt, daß die
Unterschiede zwischen beiden Methoden nur sehr gering sind.
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Abbildung 4.66.: 
)
  als Funktion von  und .
ren, wobei darauf vertraut wird, daß die Mittelung u¨ber die Konfigurationen eine
zur obigen Methode analoge Elektronendichteverteilung liefert. Auf Grund der Ein-
fachheit der letzten Methode und ihrer gezeigten Praktikabilita¨t [135, 136] wird sie
in dieser Arbeit verwendet. Die gewa¨hlte Auflo¨sung der Elektronendichte G

2 be-
tra¨gt  nm und ist einerseits klein genug, um die auftretenden Strukturen gut
auflo¨sen zu ko¨nnen, und andererseits groß genug, um fu¨r eine ausreichende Mit-
telung der Punktladungen zu sorgen. In Abbildung 4.67 ist die erhaltene Elektronen-
dichte mit einer von Nagle et al. [7] experimentell bestimmten Elektronendichtever-
teilung aufgetragen. Da die Strukturbestimmung an einem voll hydratisierten System
zu großen experimentellen Problemen fu¨hrt, wurden die Ro¨ntgenbeugungsdaten bei
nicht vollsta¨ndiger Hydratation ermittelt. Es wird jedoch davon ausgegangen, daß
die Struktur der Membran beim untersuchten Hydratationsgrad nicht wesentlich von
der einer voll hydratisierten Membran abweicht. Außerdem wurde eine Korrektur
der experimentellen Daten durchgefu¨hrt, welche Membranundulationen eliminieren
soll. Die unkorrigierte Elektronendichte ist ebenfalls in Abbildung 4.67 dargestellt.
Die U¨bereinstimmung der aus der Simulation erhaltenen Daten ist recht gut. Wa¨hrend
der grundsa¨tzliche Verlauf mit der Lage der Minima, Maxima und Wendepunkte gut
beschrieben wird, ist die Ho¨he der Maxima und Minima deutlich verschieden. So er-
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Abbildung 4.67.: Experimentelle und aus der Simulation erhaltene Elektronendichte 

.
gibt sich der head-to-head-Abstand I
77
zwischen den beiden Maxima im Experiment
zu 	8 nm und in der Simulation zu 	# nm. Die in der MD-Simulation auftreten-
de Strukturierung im Bereich des Maximums wird in der experimentell bestimmten
Elektronendichte nicht gefunden. Dabei muß jedoch auch beachtet werden, daß die
Auflo¨sung der experimentell erhaltenen Elektronendichteprofile mit ca. 	 nm bis 
nm [168] deutlich geringer ist als die durch Auswertung der MD-Simulation erhalte-
ne Elektronendichteverteilung. Außerdem kann die geringere Ho¨he der Maxima in
der Simulation durch das Eindringen von mehr Wassermoleku¨len in diesen Bereich
erkla¨rt werden, welche die Elektronendichte dort signifikant verringern wu¨rden.
Die U¨bereinstimmung mit der unkorrigierten Elektronendichteverteilung ist etwas
besser. Da in die Elektronendichteverteilung der simulierten Membran auch keine
Korrekturen fu¨r die Undulationen eingehen, ist dies zu erwarten. Auf Grund der re-
lativ geringen Gro¨ße des Systems und der damit verbundenen Einschra¨nkung fu¨r
die mo¨glichen Wellenvektoren der Undulationen, sowie der Abha¨ngigkeit der Un-
dulationen von der Oberfla¨chenspannung sollte die bessere U¨bereinstimmung jedoch
nicht u¨berbewertet werden.
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4.7.2. Elektrostatisches Membranpotential
Da das Gesamtsystem in y-Richtung nicht homogen ist und mit den Wassermoleku¨len
und den zwitterionischen Kopfgruppen der DPPC-Moleku¨le starke Dipole vorliegen,
liegt die Vermutung nahe, daß das elektrostatische Potential der Membran eine Funk-
tion der y-Koordinate ist. Zur Berechnung des elektrostatischen Potentials (in diesem
Fall auch als Dipolpotential bezeichnet) wird zweckma¨ßigerweise von der Poisson-
Gleichung ausgegangen:




"  G (4.39)
" ist dabei das elektrostatische Potential und G die Ladungsdichte am Ort .
Im betrachteten System sollten " und G nicht von der x- und z-Koordinate
abha¨ngen38. Damit bleibt also nur die explizite Abha¨ngigkeit von 2 und "2 ergibt
sich zu:
"2  




 


 


G2

2

2
 (4.40)
Die Wahl des Potentialnullpunktes ist wie immer willku¨rlich und wird hier durch
"   definiert. Durch Gleichung 4.40 kann nun mit Hilfe der Approximation der
Integration durch Summen u¨ber kleine Bereich 2 das mittlere elektrostatische Po-
tential "2 der Wassermoleku¨le in der Simulation erhalten werden. An dieser Stelle
soll auch das durch die DPPC-Moleku¨le hervorgerufene Potential bestimmt werden,
da es die Wasserorientierung und damit dessen Potential entscheidend beeinflußt.
Abbildung 4.68(a) zeigt die erhaltenen Ladungsdichten als Funktion von 2. Eine auf
den ersten Blick u¨berraschende Eigenschaft der Ladungsdichte von Wasser ist der
große Bereich in dem sie ausschließlich positiv bzw. negativ ist. Dieser Bereich ist bis
zu einem Nanometer groß. Da die Ladungen in den Wassermoleku¨len nicht getrennt
werden ko¨nnen, stellt sich die Frage, wie ein solch großer Bereich existieren kann,
in dem mehr positive Ladungen als negative bzw. umgekehrt auftreten. Denn in der
Umgebung jeder negativen Ladung des Sauerstoffatoms befinden sich die beiden po-
sitiven Ladungen der Wasserstoffatome. Und wenn die Dichte der Sauerstoffatome
in einem Bereich erho¨ht ist, weil die Wasserstoffatome der Moleku¨le in einem ande-
ren Bereich liegen, so muß doch außerhalb dieses Bereichs das Potential wegen der
u¨berho¨hten Dichte der Wasserstoffatome positiv sein. Ausgehend von dieser Argu-
mentation sollte der ausschließlich positive oder negative Bereich nicht viel gro¨ßer
sein als die O–H-Bindungsla¨nge von  nm. In Abbildung 4.69 ist exemplarisch ge-
zeigt, daß die obige Begru¨ndung nicht korrekt ist. Zwischen der oberen und unteren
gestrichelten Linie ist die Ladungsdichte immer negativ, da die Anzahl an Wasser-
stoffatomen in jeder Ebene immer um eins kleiner ist als die doppelte Anzahl an
Sauerstoffatomen und 
7
 

+
gilt. Die nicht dargestellten Wassermoleku¨le wer-
den dabei als gleichverteilt in Bezug auf ihre Orientierung angenommen. Durch Hin-
zufu¨gen immer neuer, spezifisch orientierter Wassermoleku¨le la¨ßt sich dieser Bereich
38 Dies gilt jedenfalls, wenn 0 und 1 als zeitgemittelte Werte verstanden werden.
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Abbildung 4.68.: Ladungsdichte  und elektrostatisches Potential  fu¨r Wasser, DPPC
und das Gesamtsystem.
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Abbildung 4.69.: Veranschaulichung eines breiten Bereichs negativer Ladungsdichte in der
Wasserschicht.
so lange erweitern, bis alle Wassermoleku¨le in einem Volumenelement die beno¨tigte
Orientierung annehmen. Da die maximale Ladungsdichte mit   H  nm jedoch
nur vergleichsweise gering ist39, muß die Abweichung von der Gleichverteilung im
simulierten System nur recht moderat sein. Die Besta¨tigung dieser Beschreibung ist
Abbildung 4.48 zu entnehmen. Ab 2  	 nm orientieren sich die Wassermoleku¨le
immer mehr in einer C  #Æ Orientierung, die wie Abbildung 4.69 zeigt zu einer
negativen Ladungsdichte fu¨hrt. Es soll hier betont werden, daß nur der Anstieg der
C  #
Æ Orientierung den breiten Bereich mit einer negativen Ladungsdichte er-
zeugt. Analog erzeugt ein Abfall der C  #Æ Orientierungen eine positive Ladungs-
dichte. Dies ist gut beim Vergleich der Abbildungen 4.68(a) und 4.48 zu erkennen.
Ab 2  

 nm nimmt die Anzahl der Orientierungen mit einem kleinen Wert fu¨r
C zu und gleichzeitig wird die Ladungsdichte ab 2  

 nm positiv. Wie in Abbil-
dung 4.68(a) deutlich zu sehen ist, sind die Ladungsdichten des Wassers und DPPCs
entgegengesetzt und heben sich nahezu auf. Da, wie in Abschnitt 5.5.4 gezeigt wird,
die Umorientierung des Wassers deutlich schneller als die der Kopfgruppe des DPP-
Cs ist, wird die Ladungsverteilung des Wassers also vom DPPC ’aufgezwungen’.
In Abbildung 4.68(b) ist das aus den Ladungsdichten erhaltene elektrostatische Po-
tential "2 aufgetragen. Auch hier heben sich die Anteile des Wassers und des Li-
pids nahezu auf. Dabei ergeben die Wassermoleku¨le ein negatives und die DPPC-
39 Bei eine Dichte von ( cm	 befinden mehr als 30 Wassermoleku¨le in einem Volumen von nm	.
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Moleku¨le ein (u¨berwiegend) positives Potential, welches jedoch das negative Poten-
tial des Wassers nicht ganz aufwiegen kann. Das Bilayerinnere besitzt demnach ein
im Vergleich zum Bereich des bulk-Wassers positives Potential. Dies ist ein Ergebnis,
daß in den meisten anderen Simulation von Phospholipidmembranen erhalten wur-
de (eine Ausnahme ist [141]). Die Gro¨ße des Potentialunterschiedes betra¨gt  V.
Dieser Wert ist vergleichbar mit den aus anderen Simulationen erhaltenen Werten
(z.B. V in [135]40, 8V in [136]; jedoch 	V in [112]41). Das Membranpotential
wurde auch experimentell untersucht und es wurden Werte zwischen 

V [169]
und V [135] ermittelt. Ein direkter Vergleich der experimentellen Potentiale mit
denen aus der MD-Simulation ist jedoch schwierig, da das Dipolpotential der atoma-
ren Struktur des Systems nicht gerecht wird. So ist das in [169] angegebene Potential
aus der unterschiedlichen Leitfa¨higkeit der Membran fu¨r die strukturell sehr a¨hnli-
chen, hydrophoben Ionen TPhB und ThPhAs42 ermittelt43. Auf Grund des im Ver-
gleich zur bulk-Wasser Phase positiven Potentials sollte die Leitfa¨higkeit der TPhB-
Ionen gro¨ßer sein als die der TPhAs-Ionen. Die Unterschiede in der Leitfa¨higkeit
werden nun auf die unterschiedlichen Aufenthaltswahrscheinlichkeiten der Ionen in
der Membran zuru¨ckgefu¨hrt. Da sich die Energie der Ionen um 
 H" unterscheidet,
ist die Aufenthaltswahrscheinlichkeit 1 in der Membran und damit die als propor-
tional zu 1 angenommene Leitfa¨higkeit J des Anions um den Faktor 
  exp


 "

(


(4.41)
gro¨ßer als die Aufenthaltswahrscheinlichkeit 1 bzw. die Leitfa¨higkeit J des Kati-
ons. Ist umgekehrt das Verha¨ltnis der Leitfa¨higkeiten bekannt, so kann das Potential
"

berechnet werden. Das so erhaltene Potential kann jedoch nur dann mit dem aus
der Simulation erhaltenen verglichen werden, wenn die Ionen das elektrostatische
Potential nicht vera¨ndern. Diese Bedingung wird durch Extrapolation der gemesse-
nen Leitfa¨higkeiten auf unendliche Verdu¨nnung zu erreichen versucht. Dies sorgt
zwar dafu¨r, daß benachbarte Ionen das Potential nicht modifizieren, der Einfluß des
wandernden Ions auf das Potential wird damit jedoch nicht verhindert. Da das elek-
trische Potential aus einem geringen Unterschied zwischen dem durch das Wasser
und DPPC verursachten Potentialen resultiert, ko¨nnte z.B. schon eine geringe Um-
orientierung des Wassers fu¨r eine drastische A¨nderung des Potentials sorgen. Aus
diesem Grund ist die Diskrepanz der experimentellen und aus der Simulation er-
haltenen Werte nicht zwangsla¨ufig auf Fehler in der Simulation zuru¨ckzufu¨hren. Die
40 Dabei ist zu beachten, daß in der Arbeit ein Wert von 2


statt 2


in die Poisson Gleichung eingesetzt
wurde, um die elektronische Polarisation zu beru¨cksichtigen.
41 Der Potentialverlauf dieser Simulation weist außerdem noch positive Peaks in der Kopfgruppenre-
gion auf und wurde aus einem nur $ ps langen Stu¨ck der Trajektorie ermittelt.
42 TPhB: Tetraphenylboran, ThPhAs: Tetraphenylarsonium.
43 Flewelling und Hubbel [170] ermittelten aus der verschiedenen Leitfa¨higkeiten der beiden Ionen
sogar ein Modell fu¨r den Verlauf des Potentials.
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große Variabilita¨t der Ergebnisse aus Simulationen deutet jedoch auch darauf hin,
daß "2 durch geringe Unterschiede im Kraftfeld oder der Behandlung der elektro-
statischen Wechselwirkung stark beeinflußt wird44.
44 Laut Chiu et al. [112] bewirkt eine A¨nderung des durchschnittliche Winkels zwischen dem Dipol-
vektor der Wassermoleku¨le und der Bilayernormalen um Æ eine A¨nderung der Potentialdifferenz
um ca. "V.
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5. Dynamik
5.1. Dynamik der Alkylkettenregion
5.1.1. C–C-Bindungsreorientierung
In diesem Abschnitt soll das Reorientierungsverhalten der C–C-Bindungen in der
beiden Alkylketten untersucht werden werden. Dazu wird die sogenannte Reorien-
tierungsautokorrelationsfunktion ;
 !
 eingesetzt, die wie folgt definiert ist:
;
 !
 


K

  

K

 	
9


 ;
Plateau
 !


K

  

K

	
9


 ;
Plateau
 !
(5.1)


K ist dabei der normalisierte und einheitenlose C–C-Bindungsvektor des Moleku¨ls
Nr.  zum Zeitpunkt K. ;Plateau
 !
wird weiter unten genauer erkla¨rt. Die Mittelung ge-
schieht dabei u¨ber K

und . Es ist zu beachten, daß 

K in der MD-Simulation keine
kontinuierliche Funktion von K ist, sondern nur fu¨r positive, ganzzahlige Vielfache
einer Zeit  definiert ist. Außerdem ist 

K in der MD-Simulation naturgema¨ß nur
fu¨r einen begrenzten Bereich von K definiert. Gleichung 5.1 wird deshalb in dieser
Arbeit wie folgt angena¨hert:
;
 !
 

	mol

	mol


	

	



    






3




 ;
Plateau
 !
 ;
Plateau
 !
mit   







(5.2)



ist dabei die Anzahl der Zeitschritte fu¨r die 

bestimmt wurde, und mol ist die
Anzahl der Moleku¨le u¨ber welche gemittelt wird. An dieser Gleichung ist auch deut-
lich zu erkennen, daß ;
 !
 fu¨r gro¨ßer werdende Werte von  immer schlechter
definiert ist1.
Ist 

im Mittel auf einer Kugeloberfla¨che gleichverteilt (dies fu¨hrt zu ;Plateau
 !
 ), so
geht ;
 !
 fu¨r große Werte von  gegen Null. Die C–C-Bindungsvektoren nehmen
1 Je gro¨ßer 3 ist, desto kleiner wird  und damit wird u¨ber weniger C–C-Bindungsvektoren gemittelt.
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jedoch, wie in Abbildung 4.12 im Abschnitt 4.3.1 gezeigt wurde, eine bevorzugte Ori-
entierung an, so daß ;
 !
 fu¨r ;Plateau
 !
  nicht auf Null abfallen wird. Um einen
Abfall der Korrelationsfunktion ;
 !
 auf Null fu¨r    zu erhalten, wird der
Plateauwert ;Plateau
 !
wie folgt definiert:
;
Plateau
 !
 

K

  

K

 	
9


fu¨r  (5.3)
Da in der MD-Simulation, wie oben erwa¨hnt, nur ein begrenzter Zeitbereich zur
Verfu¨gung steht, ergibt eine Na¨herung analog zu Gleichung 5.2:
;
Plateau
 !


mol
	mol




  




  (5.4)
Dies ergibt zwei Probleme:
 ;
Plateau
 !
ist statistisch nur schlecht definiert.
 Ist die Dynamik der C–C-Reorientierung langsam, so ist die Na¨herung von 
 durch  


nicht gu¨ltig.
Die in dieser Arbeit zur (teilweisen) Lo¨sung dieser beiden Probleme angewandte Me-
thode soll im folgenden beschrieben werden. Gleichung 5.3 beschreibt im Grunde
das durchschnittliche Skalarprodukt zwischen unkorrelierten C–C-Bindungsvektoren.
Das Problem besteht also darin, unkorrelierte Bindungsvektoren zu bestimmen und
das Skalarprodukt zwischen ihnen zu mitteln. Die C–C-Bindungen in verschiedenen
Moleku¨len sollten unkorreliert sein, ihre Orientierungsverteilung jedoch a¨quivalent2.
Daraus folgt, daß eine deutlich bessere Na¨herung des Plateauwertes durch Mitte-
lung des Skalarproduktes zwischen C–C-Bindungsvektoren verschiedener Moleku¨le
erhalten wird:
;
Plateau
 !


mol
	mol






mol  
	mol











	











	












   




  (5.5)
Durch diese Gleichung ist der Parameter ;Plateau
 !
sehr gut definiert. Er ist genauer ge-
sagt zu gut definiert, da zur Berechnung von ;Plateau
 !
nach dieser Gleichung in der
vorliegenden MD-Simulation ca. 2 Billionen Skalarprodukte ausgerechnet werden
mu¨ßten. Aus diesem Grunde wird Gleichung 5.5 nur na¨herungsweise ausgerechnet,
indem nicht u¨ber alle mo¨glichen Kombinationen von 

, 

, 

und 

summiert wird,
2 Dies gilt selbstversta¨ndlich nur bei genu¨gend langer Simulationszeit. Trotzdem ist es fu¨r die obige
Ableitung nicht erforderlich, daß die Orientierungsverteilungen der einzelnen Bindungen in der
simulierten Zeit gleich sind, solange sie in der Summe die echte Verteilung gut beschreiben.
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sondern 10 Millionen zufa¨llige Werte fu¨r die Indizes ermittelt werden und die Mitte-
lung u¨ber diese Indizes durchgefu¨hrt wird.
Der Verlauf von ;
 !
 la¨ßt sich i.a. sehr gut durch eine Summe von skalierten Expo-
nentialfunktionen beschreiben:
;
 !
 
	





 H



 (5.6)
Es hat sich gezeigt, daß drei Exponentialfunktionen u¨blicherweise fu¨r eine Beschrei-
bung der Reorientierungsautokorrelationsfunktion ausreichend sind. Da ;
 !
  
gelten muß, ergibt sich fu¨r die Koeffizienten  die Nebenbedingung:
	





  (5.7)
Die einzelnen Terme der Summe in Gleichung 5.6 werden ha¨ufig mit separaten Reori-
entierungsprozessen in Verbindung gebracht. Es ist jedoch nur selten mo¨glich, allen
Termen einen eindeutigen Reorientierungsprozess zuzuordnen. Das Anpassen der
Summe aus Gleichung 5.6 bietet im u¨brigen eine weitere Mo¨glichkeit zur Bestim-
mung von ;Plateau
 !
. Dazu wird ;Plateau
 !
zu Null gesetzt und ;
 !
 dann nach Glei-
chung 5.2 berechnet (;
 !
 wird dann als;unkoor
 !
 bezeichnet). Nun wird eine Glei-
chung der Form
Plateau 
	






 H



 (5.8)
mit der Nebenbedingung
Plateau 
	






  (5.9)
an ;unkoor
 !
 angepaßt. Die Beziehung zwischen 

und  

ist:



 

 Plateau (5.10)
Plateau ergibt dann eine Na¨herung fu¨r ;Plateau
 !
. Die Gu¨ltigkeit dieser Na¨herung la¨ßt
sich leicht zeigen. Wird der Mittelwert aus Gleichung 5.1 mit - bezeichnet, so
ergibt sich3:
-  ;
Plateau
 !
 ;
Plateau
 !


	




 H



 (5.11)
- 

	





 H




 Plateau (5.12)
3 Unter Vernachla¨ssigung des Na¨herungscharakters der Exponentialreihe.
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Durch Ersetzen von- aus Gleichung 5.12 in Gleichung 5.11 ergibt sich:

	





 H




 Plateau  ;
Plateau
 !
 ;
Plateau
 !

	





 H



 (5.13)
Wird die Beziehung zwischen 

und  

aus Gleichung 5.10 verwendet, so folgt:

	




 Plateau  H




 Plateau  ;
Plateau
 !
 ;
Plateau
 !

	





 H




	





 Plateau  H




 Plateau  ;
Plateau
 !
  ;
Plateau
 !

	





 H




 Plateau   ;
Plateau
 !

	





 H




 ;
Plateau
 !
 Plateau
;
Plateau
 !
 Plateau
	





 H




 ;
Plateau
 !
 Plateau
(5.14)
Die letzte Gleichung kann nur fu¨r alle Werte von  erfu¨llt werden, wenn ;Plateau
 !

Plateau gilt. Diese Ableitung ist jedoch nur dann gu¨ltig, wenn die Summe der Expo-
nentialfunktionen die Reorientierungskorrelationsfunktion ;unkorr
 !
 auch fu¨r große
Werte von  korrekt beschreibt. Ist ein Reorientierungsprozess jedoch so langsam, daß
er im erhaltenen Bereich von ;unkorr
 !
 praktisch zu keinem Abfall fu¨hrt, so wird die-
ser Prozeß beim Anpassen der Exponentialfunktionen dem Plateauwert zugerechnet.
Eine Diskrepanz zwischen ;Plateau
 !
und Plateau zeigt also, daß ein solch langsamer Pro-
zeß existiert, welcher auf der Zeitskala der Simulation nicht erfaßt werden konnte.
Die Funktionen;
 !
 werden ha¨ufig durch einen einzigen Parameter, die sogenann-
te Reorientierungskorrelationszeit K charakterisiert. Diese ist definiert durch:
K 



;
 !
 (5.15)
;
 !
 muß also auf 0 abfallen, um endliche Werte von K zu liefern. Wurde eine Sum-
me von Exponentialfunktionen an ;
 !
 angepaßt, so la¨ßt sich K auch erhalten als:
K 
	





 K

(5.16)
bzw. beim Anpassen von Gleichung 5.8 an ;unkoor
 !
:
K 
	






 Plateau
 K

(5.17)
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In Abbildung 5.1 ist exemplarisch ;
 !
 und ;unkoor
 !
 fu¨r die Umorientierung der
CH,'

–CH,/

-Bindung in der sn-1-Kette aufgetragen.;unkoor
 !
 fa¨llt erwartungsgema¨ß
0
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 7nm
;

 
!



;
unkoor
 !

;
 !

Fit mit 
9
 	 nach Gleichung 5.8 an ;unkoor
 !

Fit mit 
9
 	 nach Gleichung 5.6 an ;
 !

Abbildung 5.1.: Reorientierungskorrelationsfunktion  
 !
! und  unkoor
 !
! der CH,'

–
CH,/

-Bindung in der sn-1-Kette, sowie angepaßte Funktionen nach Gleichung 5.6 und 5.8.
nicht auf Null ab, da eine Gleichverteilung des C–C-Bindungsvektors in dem simu-
lierten System nicht auftritt. Zusa¨tzlich ist auch eine Summe von drei Exponential-
funktionen nach Gleichung 5.8 an ;unkoor
 !
 angepaßt worden. Dabei wird ein Pla-
teauwert von Plateau  		 erhalten. Mit Hilfe des aus den Fit erhaltenen Wert fu¨r
das Plateau kann die Korrelationszeit dann durch einen kombinierten Prozeß aus In-
tegration von ;unkoor
 !
  Plateau (in dem Bereich, der aus der Simulation erhalten
wurde und statistisch gut genug definiert ist) und Integration der angepaßten Sum-
me (abzu¨glich Plateau) bis    ermittelt werden. Auch ; ! fa¨llt im simulierten
Zeitraum nicht auf Null ab, da die Reorientierungsdynamik sehr langsam ist. Um
die Korrelationszeit zu bestimmen, wurde eine Summe aus 3 Exponentialfunktionen
ohne Plateauwert angepaßt. Obwohl beide Korrelationsfunktionen gut durch die bei-
den Fits beschrieben werden, ergibt sich ein Problem. Denn der nach Gleichung 5.5
berechnete Plateauwert ;Plateau
 !
betra¨gt 	8 und ist damit deutlich geringer als als
der durch Anpassung erhaltene Wert Plateau von 		. Dies ist ein Hinweis auf einen
innerhalb der Simulationszeit nicht voll erfaßten dynamischen Prozeß und zeigt sich
auch durch einen Vergleich der aus den beiden Fits ermittelten gro¨ßten Korrelati-
onszeit K

. Fu¨r den Fit an ;unkoor
 !
 betra¨gt K

  8 ps, wa¨hrend die Anpassung
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an ;
 !
 einen Wert von 8  ps liefert. Bei der Anpassung der drei Exponenti-
alfunktionen und dem Plateauwert an ;unkoor
 !
 wird also die langsame Reorientie-
rungsdynamik dem Plateauwert zugerechnet. Außerdem ist der aus der Anpassung
an ;
 !
 erhaltene Wert von K

mit 8 ns deutlich gro¨ßer als die Simulationszeit von
 ns. Auf Grund der schlechten Statistik von ;
 !
 fu¨r Werte von  =  ns, ko¨nnen
tatsa¨chlich nur die ersten  ns fu¨r die Anpassung der Exponentialfunktionen verwen-
det werden. Die bedeutet auch, daß K

nur mit einer sehr bescheidenen Genauigkeit
bestimmt werden kann. Da K

die Reorientierungskorrelationszeit entscheidend be-
einflußt, ist auch mit einem a¨hnlich großen Fehler in dieser Gro¨ße zu rechnen. Die
einzige Mo¨glichkeit, den Fehler zu verringern, ist eine deutlich la¨ngere Simulations-
zeit, welche im Bereich von 
 ns oder mehr liegen sollte.
In Abbildung 5.2 sind die Reorientierungskorrelationszeiten K fu¨r die C–C-Bindungen
in den beiden Alkylketten dargestellt. Dabei wird der C–C–Bindung zwischen CH,

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Abbildung 5.2.: Reorientierungskorrelationszeiten " fu¨r die C–C-Bindungsvektoren der sn-1-
und sn-2-Ketten.
und CH,

die Nummer / zugewiesen. Die erhaltenen Korrelationszeiten K laufen
dabei fu¨r die sn-1- und sn-2-Ketten anna¨hernd parallel, wobei die Korrelationszei-
ten in der sn-2-Kette besonders in der Mitte der Alkylkette niedriger liegen als der
sn-1-Kette. Dies kann dadurch erkla¨rt werden, daß wie in Abschnitt 4.3.1 dargestellt
wurde, die sn-2-Kette etwas gestreckter und die Verteilung der Winkel zwischen der
y-Achse und den C–C-Bindungen in der sn-1-Kette breiter ist als in der sn-2-Kette.
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Die Orientierungsmo¨glichkeiten der C–C-Bindungen in der sn-2-Kette sind also im
Vergleich zur sn-1-Kette etwas eingeschra¨nkter. Wird davon ausgegangen, daß die
Umorientierung der C–C-Bindung um einen kleinen RaumwinkelL fu¨r a¨quivalente
Bindungen in beiden Ketten gleich schnell ist4, so ergeben sich die kleineren Korrela-
tionszeiten in der sn-2-Kette von selbst. Die Korrelationszeiten fallen zum Kettenende
hin deutlich ab. Dies la¨ßt sich zum einen durch die Abnahme der Teilchendichte zur
Bilayermitte hin erkla¨ren, weil deshalb die Umgebung der Reorientierungsbewegung
der Bindungen einen geringeren Widerstand entgegensetzt. Zum anderen mu¨ssen
bei einer A¨nderung der Orientierung der C–C-Bindung auch die direkt und indirekt
benachbarten CH

-Gruppen ihre Positionen a¨ndern. Dies geht um so leichter, je we-
niger CH

-Gruppen hiervon betroffen sind d.h. je weiter sich die C–C-Bindung am
Kettenende befindet, denn hier kann die Umorientierung der Bindung durch eine
Positionsa¨nderung von relativ wenigen CH

-Gruppen bewerkstelligt werden. Beide
Effekte zusammen bewirken den starken Abfall der Korrelationszeiten zum Kette-
nende hin. Jedoch sind auch hier die Reorientierungskorrelationszeiten mit  ps
bis  ps noch vergleichsweise groß und auch K

liegt noch zwischen  ns und  ns.
Hier zeigt sich, daß eine wenige  Pikosekunden dauernde Equilibrierungsphase,
wie sie in a¨lteren Simulationen fast ausschließlich angewandt worden ist, keinesfalls
ausreichend ist, um eine equilibrierte Alkyklkettenkonformation zu erhalten.
Die Reorientierungsdynamik ließe sich auch noch in einen Anteil parallel und senk-
recht zur Bilayernormalen aufspalten. Hier ergibt sich jedoch das Problem, daß die
Reorientierungsdynamik parallel zur Bilayernormalen so langsam ist, daß eine Aus-
wertung nicht sinnvoll erscheint5.
5.1.2. Konformationsdynamik
In diesem Abschnitt soll zuerst die Lebensdauer der einzelnen Konformationen der
Alkylketten untersucht werden. Dazu wird eine Funktion 9

 eingesetzt, welche
den Wert  annimmt, wenn der vorgegebene Diederwinkel des Moleku¨ls  zum Zeit-
punkt  der vorgegebenen Konformation entspricht, und ansonsten den Wert  liefert.
Damit wird eine Korrelationsfunktion ; ermittelt:
; 
9

K

 9

K

 	
9


 9

K

	

9


9

K

 9

K

	
9


 9

K

	

9


(5.18)
4 Diese Annahme ist sicherlich nicht fu¨r die C–C-Bindungen gerechtfertigt, welche sich in der Na¨he
der Kopfgruppen befinden, da sich hier die lokale Umgebung in den beiden Ketten deutlich vonein-
ander unterscheidet. Dies ist auch daran zu erkennen, daß fu¨r diese Bindungen die Korrelationszeit
in der sn-2-Kette sogar etwas ho¨her ist als die der sn-1-Kette.
5 Es ergeben sich dabei Korrelationszeiten von u¨ber  ns, wobei 4
	
teilweise u¨ber  ns liegt.
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Aus dieser Korrelationsfunktion wird die Lebensdauer K der Konformation durch
den Ausdruck
K 



; (5.19)
erhalten.
In Abbildung 5.3 ist die Lebensdauer einer trans-Konformation fu¨r die 12 Diederwin-
kel der sn-1- und sn-2-Ketten aufgetragen. Im Gegensatz zu den C–C-Bindungsreorien-
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Abbildung 5.3.: Lebensdauer " einer trans- bzw. gauche-Konformation fu¨r die 12 Diederwin-
kel der sn–1 und sn-2-Ketten.
tierungskorrelationszeiten aus dem vorherigen Abschnitt zeigt sich hier ein sehr ein-
faches Verhalten, wobei sich die beiden Ketten auch nicht signifikant unterscheiden.
Als allgemeiner Trend kann ein Abfall der Lebensdauer einer trans-Konformation
mit steigender Nummer des Diederwinkels konstatiert werden. Dies la¨ßt sich leicht
durch die abnehmende Teilchendichte in der Bilayermitte erkla¨ren. Da eine A¨nde-
rung der Konformation eines Diederwinkels auch Auswirkungen auf die benachbar-
ten Diederwinkel besitzt, sollte eine ku¨rzere Lebensdauer der Konformationen von
einem zum Diederwinkel  benachbarten Diederwinkel, auch zur einer geringeren
Lebensdauer einer Konformation des Diederwinkels  fu¨hren. Dies erkla¨rt den Abfall
der Lebensdauer der trans-Konformationen fu¨r die Diederwinkel 
 bis #, da hier die
Teilchendichte anna¨hernd konstant ist.
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In Abbildung 5.3 sind ebenfalls die Lebensdauern der gauche-Konformationen auf-
getragen. Ein Vergleich mit den Lebensdauern der trans-Konformationen zeigt nur
einen sehr geringen Unterschied. Nun sollte nach dem Verlauf des effektiven mittle-
ren Diederwinkelpotentials in Abbildung 4.16(b) aus Abschnitt 4.3.3 die Lebensdauer
einer gauche-Konformation deutlich geringer sein, als die einer trans-Konformation,
da die Aktivierungsenergie fu¨r einen U¨bergang von der gauche- zur trans-Konformation
ca.  kj mol niedriger liegt als fu¨r den umgekehrten Prozeß. Nach der Theorie des
aktivierten Zustandes ergibt sich daraus eine um einen Faktor   geringere Lebens-
dauer eines gauche-Zustandes gegenu¨ber dem trans-Zustand. Die Tatsache, daß die
Lebensdauern der trans- und gauche-Konformationen jedoch sehr a¨hnlich sind, deu-
tet also darauf hin, daß der Wechsel einer Konformation im wesentlichen dadurch
ermo¨glicht wird, daß die Alkylkette in der Nachbarschaft des Diederwinkels und die
Umgebung des Diederwinkels einen solchen U¨bergang erlauben.
Analog lassen sich auch komplexere Konformationen analysieren. In Abbildung 5.4
sind die Lebensdauern K der gg- und gg’-Konformationen gezeigt. Der Verlauf von
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Abbildung 5.4.: Lebensdauer " der gg- bzw. gg’-Konformation fu¨r die sn-1- und sn-2-Ketten.
K fu¨r die gg-Konformation entspricht dabei wieder dem Verlauf, der schon in Abbil-
dung 5.3 fu¨r die trans- und gauche-Konformationen gefunden wurden. Dies ist eigent-
lich nicht zu erwarten, da zur Aufhebung der gg-Konformation nur eine der beiden
gauche-Konformationen verlassen werden muß. Jedoch sind die Lebensdauern der
gauche-Konformationen u¨ber die verschiedensten komplexen Konformationen (wie
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gg, gtg’ etc.) gemittelt, in welchen die gauche-Konformationen deutlich verschiede-
ne Lebensdauern besitzen ko¨nnen. Die Lebensdauer der gauche-Konformationen in
der gg-Konformation liegt demnach u¨berdurschnittlich hoch. Demgegenu¨ber ist die
Lebensdauer der sehr ungu¨nstigen gg’-Konformation mit  ps bis  ps deutlich ge-
ringer. Hier zeigt sich zum ersten Mal, daß eine ungu¨nstige Konformation auch eine
deutlich geringere Lebenszeit besitzt. Jedoch ist auch die Lebensdauer dieser Konfor-
mationen noch vergleichsweise hoch, so daß auch hier eine Stabilisierung dieser Kon-
formationen durch die Umgebung angenommen werden kann. In Abbildung 5.5 sind
abschließend die Lebensdauern der kink-Konformationen dargestellt. Die Lebensdau-
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Abbildung 5.5.: Lebensdauer " der kink-Konformation fu¨r die sn-1- und sn-2-Ketten.
er einer kink-Konformation entspricht dabei ca. der Ha¨lfte der Lebensdauer der ent-
sprechenden trans- bzw. gauche-Konformationen. Damit ist die kink-Konformation
nicht so langlebig wie die gg-Konformation, welche auch deutlich ha¨ufiger auftritt
(siehe Abschnitt 4.3.3).
An dieser Stelle soll auch die Frage untersucht werden, ob die kink-Konformationen
entlang der Ketten wandern. Ein solches Verhalten wurde fu¨r die Gelphase des DPP-
Cs postuliert und wird durch Experimente gestu¨tzt. In der hier vorliegenden flu¨ssig-
kristallinen Phase wird dagegen ein spontanes Auftreten und Verschwinden der kink-
Konformationen erwartet [171]. Um dies zu untersuchen, werden die Kreuzkorrela-
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tionsfunktionen der kink-Konformationen analog zu Gleichung 5.18 definiert6:
;
,(
 
9

K

  M

K

 	
9


9

K

	
9


(5.20)
9

 und M

 sind dabei Funktionen, die  zuru¨ck liefern, wenn Moleku¨l  zum
Zeitpunkt  eine bestimmte Konformation besitzt, wobei 9

 und M

 dabei fu¨r
verschiedene Konformationen definiert sind. In Abbildung 5.6 sind exemplarisch die
Kreuzkorrelationen zwischen einer kink-Konformation an Position  in der sn-1-Kette
und benachbarten kink-Konformationen dargestellt. Die kink-6–kink-7-Korrelation be-
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Abbildung 5.6.: Kreuzkorrelationen zwischen einer kink Konformation an Position  in der
sn-1-Kette und benachbarten kink-Konformationen.
ginnt bei , da eine kink-Konformation (also eine gtg’-Abfolge) nicht direkt neben ei-
ner anderen kink-Konformation existieren kann. Jedoch steigt der kink-Anteil an Posi-
tion  schnell auf den Gleichgewichtswert an. Die kink-6–kink-8-Korrelation dagegen
startet bei  . Dies ist leicht dadurch zu erkla¨ren, daß eine kink-Konformation an
Position  zu einer trans-Konformation an Position   
 fu¨hrt und damit die Wahr-
scheinlichkeit fu¨r das Auftreten einer kink-Konformation an Position 
 erho¨ht. Der
kink-Anteil an Position # fa¨llt dann jedoch in etwa genauso schnell auf den Gleichge-
wichtswert ab, wie der kink-Anteil an Position  auf den Gleichgewichtswert steigt.
6 Auf eine Plateaukorrektur wird hier verzichtet, da die Korrelationsfunktionen nur qualitativ vergli-
chen werden sollen.
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Gro¨ße Wert fu¨r ;
 !
 Wert fu¨r ;
!
 Wert fu¨r ;
 

K   ps  8 ps 
  ps
Plateauwert 0.088 0.000 0.793
Tabelle 5.1.: " und Plateauwerte der Korrelationsfunktionen  
 !
!,  
!
! und  
 
!.
Dies ist jedoch nicht das Verhalten, welches bei der Wanderung von kink-Konforma-
tionen zu erwarten wa¨re. Da die Wanderung der kink-Konformationen immer eine
Position u¨berspringen wu¨rde, sollte die kink-6–kink-7-Korrelation deutlich langsamer
ansteigen. Stattdessen steigt sie in etwa so schnell, wie die kink-6–kink-8-Korrelation
fa¨llt. Dies deutet stark daraufhin, daß die kink-Konformationen spontan entstehen
und wieder verschwinden, wobei aus geometrischen Gru¨nden jedoch eine kink-Kon-
formation leicht bevorzugt 2 Positionen entfernt von einer anderen kink-Konformation
auftritt. Letzter Effekt bewirkt jedoch keine Wanderung einer kink-Konformation. Auch
drei und vier Positionen von einer kink-Konformation entfernt la¨ßt sich noch eine ge-
ringe Korrelation zu erkennen. Die Gru¨nde sind auch hier wieder rein geometrischer
Natur.
5.2. Dynamik der Kopfgruppe
5.2.1. Reorientierungsverhalten der Kopfgruppe
In diesem Abschnitt soll das Reorientierungsverhalten der Kopfgruppe genauer un-
tersucht werden. Dazu wird die Reorientierung des -Vektors untersucht, da er die
Orientierung der Kopfgruppe gut beschreibt7. In Abbildung 5.7 ist als Startpunkt fu¨r
die Untersuchungen die Reorientierungskorrelationsfunktion ;
 !
 fu¨r den Vektor
 abgebildet. Durch Anpassen einer aus drei Exponentialfunktionen bestehenden
Summe an die plateaukorrigierte Reorientierungskorrelationsfunktion ;
 !
 wird
die Reorientierungskorrelationszeit K ermittelt. Ihr Wert ist, neben den ermittelten
Plateauwert, in Tabelle 5.1 angegeben. Eine genauere Untersuchung des Reorientie-
rungsverhalten ermo¨glichen die ;
 
 und ;
!
 Funktionen. Diese sind analog zu
;
 !
 definiert, nur daß nicht direkt der -Vektor korreliert wird. Im Falle von
;
!
 wird die Projektion von  in die xz-Ebene als zu korrelierender Vektor ver-
wendet. Fu¨r ;
 
 wird  in jedem Zeitschritt so um die y-Achse gedreht, daß
7 Siehe auch Abschnitt 4.4.1.
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Abbildung 5.7.: Reorientierungskorrelationsfunktion 
 !
! fu¨r den Vektor mit und oh-
ne Korrektur auf den Plateauwert Plateau
 !
.
der Vektor in der xy-Ebene liegt und dieser Vektor korreliert. Abbildung 5.8 zeigt
die korrigierten und unkorrigierten Verla¨ufe der beiden Korrelationsfunktionen. Wie
zu erwarten ist, sind ist korrigierten und unkorrigierte Korrelationsfunktion ;
!

identisch und der Plateauwert ist 0. Es existiert somit keine bevorzugte Orientierung
des  Vektors in der xz-Ebene. Die Korrelationszeit ist jedoch mit  8 ps beacht-
lich groß. Dabei ist der langsamste Prozeß dieser Reorientierung (erhalten aus dem
gro¨ßten Wert K

der angepaßten Exponentialfunktionen) mit   ps im Bereich der
Simulationszeit.
Fu¨r ;
 
 ist der Unterschied zwischen der korrigierten und unkorrigierten Versi-
on sehr groß. Dies ist zu erwarten, da die Orientierung des -Vektors im Bezug
zu y-Achse nicht isotrop ist8. Die durch ;
 
 beschriebene Reorientierung erscheint
deutlich schneller als die in der xz-Ebene. Jedoch lassen sich die beiden Korrelations-
zeiten nicht direkt miteinander vergleichen, da sie zum einen zwei vo¨llig verschiede-
ne Reorientierungsmechanismen (zweidimensional im Falle von ;
!
 und effektiv
eindimensional fu¨r ;
 
) beschreiben und zum anderen die durch ;
 
 beschrie-
bene Rotation eingeschra¨nkt ist. Festzuhalten ist jedoch, daß beide Reorientierungs-
prozesse im Nanosekunden-Bereich stattfinden und beide Korrelationsfunktionen im
8 Dies wurde in Abschnitt 4.4.1 gezeigt.
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Abbildung 5.8.: Reorientierungskorrelationsfunktion  
!
! und  
 
! fu¨r den Vektor 
mit und ohne Korrektur auf den Plateauwert Plateau
!
bzw.  Plateau
 
.
simulierten Zeitbereich noch deutlich von Null verschiedene Werte aufweisen. Dies
wirft die Frage auf, ob sich hinter dem hohen Plateauwert von ;
 
 vielleicht ein
sehr langsamer Prozeß versteckt ist9. Aus diesem Grund wird an die korrigierte Kor-
relationsfunktion ;
 
 eine Summe von Exponentialfunktionen plus einem Plateau-
wert angepaßt. Dabei wurde ein sehr geringer Plateauwert von  erhalten. Auch
an die unkorrigierte Korrelationsfunktion wurde eine solche Summe angepaßt. Auch
hier war die Differenz zwischen dem aus Gleichung 5.3 und aus dem Fit erhaltenen
Wert fu¨r das Plateau kleiner als . D.h. wenn die Simulation die Struktur korrekt
beschreibt, so beschreibt auch K
 
die Reorientierung korrekt.
5.2.2. Konformationsdynamik
In diesem Abschnitt soll analog zu Abschnitt 5.1.2 die Lebensdauer ausgewa¨hlter
Kopfgruppenkonformationen untersucht werden. Dazu sind die Tabelle 5.2 die Le-
bensdauern K einiger Konformationen aufgelistet10. Der fu¨r 4

 trans aufgelistete
Wert ist dabei ein Maß fu¨r die Geschwindigkeit, mit der sich die NCH



Gruppe
9 Fu¨r %

3 stellt sich diese Frage nicht, da hier der Plateauwert   ist.
10 Die Definition der Diederwinkel entspricht der aus Abschnitt 4.4.3.
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Konformation Lebensdauer K 7ps
4

 trans 141
4

 trans 174
4

 gauche 124
4

 gauche 144
4

 trans 149
4

 gauche 179
4

 gauche 155
4

 trans 4

 gauche 127
4

 gauche 4

 trans 162
4

 trans 4

 trans 127
4

 gauche 4

 gauche 270
4
-
 trans 70
4
-
 gauche 508
4
-
 gauche 446
Tabelle 5.2.: Lebensdauer " ausgewa¨hlter Konformationen der Kopfgruppe. Zur Definition
der Diederwinkel siehe Abschnitt 4.4.3.
dreht11. Im allgemeinen fa¨llt auf, daß die Lebensdauern der meisten Zusta¨nde recht
a¨hnlich sind und im Bereich zwischen 
 und # ps liegen. Dies gilt besonders
fu¨r den a¨ußeren Teil der Kopfgruppe (die Diederwinkel 4

bis 4

). Hier ist nur die
4

 gauche 4

 gauche-Konformation mit K  
 ps auffallend. Dies la¨ßt sich
durch die in Abbildung 4.35(d) dargestellte kompakte Form dieser Konformation er-
kla¨ren, wodurch beim Austritt aus der Konformation die Umgebung eine relativ star-
ke Vera¨nderung erfahren wird. Fu¨r den Diederwinkel 4
-
sind die Lebensdauern der
einzelnen Konformationen jedoch sehr unterschiedlich. Die relativ selten auftreten-
de 4
-
 trans-Konformation besitzt mit  ps eine sehr geringe Lebensdauer, wel-
che mit dem geringen Anteil dieser Konformation einhergeht. Die Lebensdauern der
beiden gauche-Konformationen sind mit ca.  ps deutlich gro¨ßer als die der restli-
chen Konformationen. Da eine Wechsel der Konformation von 4
-
eine starke Struk-
tura¨nderung der Kopfgruppe bewirkt, welche sich wie in Abschnitt 4.4.3 ausgefu¨hrt
wird, auch stark auf die umgebenden Moleku¨le auswirkt, ist dies zu erwarten. Die
A¨nderung von 4
-
tra¨gt auch einen bedeutenden Anteil zur Umorientierung des -
11 Die Unterscheidung zwischen trans- und gauche-Konformationen ist auf Grund der Symmetrie
selbstversta¨ndlich arbitra¨r.
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Vektors bei, welcher im letzten Abschnitt untersucht wurde, so daß auch aus diesem
Grunde eine vergleichsweise hohe Lebensdauer zu erwarten ist.
5.3. Dynamik der Glyceringruppe
5.3.1. Reorientierungsverhalten der Glyceringruppe
Um das Reorientierungsverhalten der Glyceringruppe zu untersuchen, werden die
Korrelationsfunktionen fu¨r alle in Abbildung 4.36 aus Abschnitt 4.5.1 dargestellten
Vektoren, sowie zusa¨tzlich des Vektor CH zwischen dem C)- und C)-Atom be-
rechnet. Wie im Abschnitt 5.2.1 werden auch hier die ;
!
 und ;
 
 Korrelati-
onsfunktionen fu¨r die Analyse der Reorientierungsdynamik herangezogen. Die erste
Vektor K
!
7ps K
 
7ps
CH 	 		 
 	
CH  #  	
CH 
 # 
 
CH 8 #  		
CO  


 ##8
CO 	   
Tabelle 5.3.: Reorientierungskorrelationszeiten "
!
und "
 
erhalten durch Anpassen einer
Summe aus drei Exponentialfunktionen an die  
!
! und  
 
! Korrelationsfunktionen.
auffa¨llige Gemeinsamkeit aller Vektoren ist die im Vergleich zu K
 
deutlich gro¨ßere
K
!
Zeit. Dies wurde auch bei der Untersuchung der Dynamik des -Vektors in Ab-
schnitt 5.2.1 gefunden, und die dort angefu¨hrte Begru¨ndung ist auch hier gu¨ltig. Die
K
!
Zeiten sind dabei i.a. deutlich la¨nger als die simulierte Zeit, so daß ihre Werte nur
entsprechend ungenau bestimmt werden konnten. Augenfa¨llig fallen die CH und
CO Vektoren mit ihren vergleichsweise geringen Werten von K! aus der Reihe.
Die Erkla¨rung fu¨r die geringe Reorientierungskorrelationszeit von CH und CO
in der xz-Ebene, la¨ßt sich direkt Abbildung 4.37 entnehmen. Da diese Vektoren u¨ber-
wiegend anna¨hernd parallel zur y-Achse orientiert sind, bewirkt eine nur geringe
Umorientierung des Vektors eine große Umorientierung des in die xz-Ebene pro-
jizierten Vektors. Auch die großen Werte der anderen Vektoren fu¨r K
!
lassen sich
leicht erkla¨ren. Die Umorientierung derCH-Vektoren in der xz-Ebene entspricht
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angena¨hert einer Rotation des gesamten DPPC-Moleku¨ls um die y-Achse. Dies macht
den hohen Wert fu¨r K
!
fu¨r diese Vektoren versta¨ndlich. Da CO im Durchschnitt
senkrecht zur y-Achse steht, kann auch dieser Vektor signifikant nur dann in der xz-
Ebene umorientiert werden, wenn das gesamte Moleku¨l entsprechend rotiert wird.
Der kleinere Wert von K
 
fu¨r CO im Vergleich zu CO la¨ßt sich durch die we-
niger breite Verteilung in Abbildung 4.37 erkla¨ren, die einen im Vergleich zu CO
geringeren Orientierungsraum fu¨r CO entspricht, so daß die entsprechende Kor-
relationsfunktion schneller auf Null abfa¨llt. Zusammenfassend la¨ßt sich erkennen,
daß die Umorientierungsdynamik in der Glycerinregion besonders in der xz-Ebene
sehr langsam ist, so daß auch hier eine la¨ngere Simulationszeit dringend angeraten
scheint.
5.3.2. Konformationsdynamik
In diesem Abschnitt soll die Konformationsdynamik einiger weniger Diederwinkel
in der Glyceringruppenregion kurz untersucht werden. Die Definition der Dieder-
winkel findet sich in Abschnitt 4.5.2. In Tabelle 5.4 sind die ermittelten Lebensdauern
K verzeichnet. Die Lebensdauer der Konformationen fu¨r &

und &

sind erwartungs-
Konformation Lebensdauer K 7ps
&

 trans  8	
&

 gauche 
 8
&

 gauche 
 
&

 trans 	 	
&

 gauche 
 8
&

 gauche 
 ##
&

 gauche  
	
&

 gauche  
#
&

 gauche 	 #8
&

 trans 	 	

Tabelle 5.4.: Lebensdauer " ausgewa¨hlter Diederwinkel der Glyceringruppenregion. Zur De-
finition der Diederwinkel siehe Abschnitt 4.5.2.
gema¨ß sehr hoch, da eine A¨nderung dieser Winkel analog zu 4
-
aus Abschnitt 5.2.2
eine starke A¨nderung der Kopfgruppenregion zur Folge hat und eine Konformati-
onsa¨nderung so stark gehemmt ist. Dies kann auch ein Grund fu¨r die im Abschnitt
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4.5.2 gefundene Abweichung der Konformationsanteile fu¨r &

und &

zwischen dem
Experiment und der Simulation darstellen, da eine durch die Startkonfiguration auf-
gepra¨gte, ku¨nstliche Verteilung von &

so u.U. noch lange bestehen bleiben kann.
Auch die Lebensdauern der anderen Konformationen liegt i.a. im Bereich von meh-
reren Nanosekunden. Nur &

liegt mit K   ns deutlich unter den anderen Werten.
Dies liegt sicherlich an der Tatsache, daß &

direkt an die Alkylkette angekoppelt ist,
in welcher die Lebenszeiten der Konformationen deutlich unter den hier gefundenen
Werten liegen12. Zusammenfassend zeigt sich jedoch auch in der Konformationsdy-
namik der Glyceringruppenregion, das auch im vorhergehenden Abschnitt angetrof-
fene Bild einer dynamisch sehr gehemmten Region.
5.4. Dynamik der DPPC Moleku¨le
5.4.1. Diffusionsverhalten der DPPC Moleku¨le
In diesem Abschnitt soll das Diffusionsverhalten der DPPC-Moleku¨le untersucht wer-
den. Dazu wird die mittlere quadratische Verschiebung MQV

 des DPPC Moleku¨ls
(definiert durch den Schwerpunkt oder ausgewa¨hlte Atome) berechnet:
MQV 
"



%


   
%






#



(5.21)
Da die Koordinaten der Atome sich auch auf Grund der durch die Druckskalierung
auftretenden Variation der Boxdimensionen a¨ndern, muß dieser Effekt aus MQV
herausgerechnet werden, da er keinen Diffusionsprozeß darstellt. Daher ist %
definiert durch:

%
 


 
,


,

	



 
 
,
 

,
 
	
 


!
 
,
!

,
!
	
!
(5.22)
 ist dabei die Position des Schwerpunktes bzw. Atoms, ,
 !
 sind die Boxdi-
mensionen zum Zeitpunkt , und ,
 !
	 sind die mittleren Boxdimensionen13. Au-
ßerdem muß beachtet werden, daß  so korrigiert wurde, daß die Artefakte der
periodischen Randbedingung herausgerechnet werden. Der Diffusionskoeffizient N
la¨ßt sich dann u¨ber folgende Formel erhalten:
N  lim




MQV (5.23)
12 Siehe Abschnitt 5.1.2.
13 Siehe auch Abschnitt 4.1.3.
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Da die Bedingung    in einer MD-Simulation nicht streng erfu¨llt werden kann,
wird N i.a. durch das Anpassen einer Geraden an MQV ermittelt, wobei die Stei-
gung der Gerade N entspricht. Wichtig ist jedoch, daß zum Anpassen nur der Be-
reich genutzt wird, der wirklich linear ist. Da das untersuchte System in hohem Maße
anisotrop ist, wird auch die Diffusion in y-Richtung und in der xz-Ebene untersucht.
Dazu wird die mittlere quadratische Verschiebung in y-Richtung
MQV
 
 
"


 
 
%


   
 
 
%





#



(5.24)
und der xz-Ebene
MQV
!
 
 


 
%


   

 
%








!
 
%


   
!
 
%









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berechnet14. Der Diffusionskoeffizient N
 
fu¨r die Diffusion in y-Richtung ergibt sich
dann durch:
N
 
 lim





MQV
 
 (5.26)
Analog ist N
!
fu¨r die Diffusion in der xz-Ebene definiert:
N
!
 lim




MQV
!
 (5.27)
In Abbildung 5.9 sind MQV
 !
, MQV
!
 und MQV
 
 fu¨r den Schwerpunkt
des DPPC-Moleku¨ls aufgetragen. Da sich MQV
 !
 einfach durch Addition von
MQV
!
 und MQV
 
 ergibt, wird die Funktion im folgenden nicht mehr betrach-
tet, da sich alle Eigenschaften auch aus der Kombination von MQV
!
 und MQV
 

erhalten lassen. Wie zu erkennen ist, zeigen MQV
!
 und MQV
 
 einen deutlich
verschiedenen Verlauf. MQV
 
 scheint auf ein Plateau zuzustreben, ohne das es
jedoch in der Simulationszeit erreicht wu¨rde15. Dies ist zu erwarten, da die DPPC-
Moleku¨le den Bilayer verlassen mu¨ssen, um gro¨ßere Werte fu¨r MQV
 
 anzuneh-
men. Durch die Undulationsbewegungen des Bilayers16 bedingt kann der Plateau-
wert jedoch deutlich ho¨her liegen, als der hier gescha¨tzte Wert von nm, welcher
durch Anpassen einer Funktion der Form
  ?

 ?

 H


 (5.28)
14 Zur besseren Unterscheidung wird MQV3 im folgenden als MQV

3 bezeichnet.
15 Auf Grund der mit gro¨ßer werdendem 3 immer geringer werdenden statistischen Signifikanz der
Werte von MQV

3, sind die mittleren quadratischen Verschiebungen nur bis 3  $ ns aufgetra-
gen.
16 Siehe Abschnitt 5.4.2.
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Abbildung 5.9.: MQV
 !
!, MQV
!
! und MQV
 
! fu¨r den Schwerpunkt des DPPCs.
im Bereich  ps <  <  ps erhalten wurde.
Sowohl MQV
!
 als auch MQV
 
 zeigen das typische Verhalten fu¨r die Schwer-
punktsdiffusion flexibler Moleku¨le. Fu¨r kleine Werte von  besitzt die mittlere qua-
dratische Verschiebung eine große Steigung, welche jedoch nicht durch eine echte
Diffusionsbewegung hervorgerufen wird, sondern von intramolekularen Umorien-
tierungen herru¨hrt. Erst bei gro¨ßeren Zeiten kann von einer echten Diffusion gespro-
chen werden. In Abbildung 5.10 sind an MQV
!
 und MQV
 
 jeweils zwei Gera-
den an unterschiedliche Bereichen angepaßt worden. Wie deutlich zu erkennen ist,
lassen sich bei der Funktion MQV
!
 zwei deutlich getrennte lineare Bereich aus-
machen. Die in den beiden Bereichen angepaßten Gerade vermo¨gen fast den gesam-
ten dargestellten Bereich von MQV
!
 zu beschreiben. Nur fu¨r sehr kleine Zeiten
finden sich deutliche Abweichungen. Es lassen sich also fu¨r die Diffusion in der xz-
Ebene zwei Diffusionskoeffizienten sinnvoll angeben. Dies ist fu¨r MQV
 
 nicht der
Fall. Hier sind die Bereich, in denen die Funktion anna¨hernd eine Gerade ist nicht so
genau definiert. Dies ist jedoch auf Grund der ra¨umlichen Einschra¨nkung, welcher
die Diffusion in y-Richtung unterworfen ist, nicht zu erwarten.
Eine weitere Frage ist, ob MQV
!
 auch einen Platzwechsel der DPPC-Moleku¨le
beschreibt. Dazu wird Klassischerweise angenommen, daß ein DPPC-Moleku¨l eine
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Abbildung 5.10.: MQV
!
! und MQV
 
! fu¨r den Schwerpunkt des DPPCs und in jeweils
zwei verschiedenen Bereichen angepaßte Geraden.
Strecke von  # nm zuru¨cklegen muß17, was einer mittleren quadratischen Ver-
schiebung von nm entspricht. Der tatsa¨chlich erreichte Maximalwert der Funk-
tion MQV
!
 liegt jedoch nur bei 
nm. Daraus kann jedoch nicht geschlossen
werden, daß nicht doch einzelne Moleku¨le im Verlauf der Simulation ihren Platz
gewechselt haben, da die mittlere quadratische Verschiebung eben nur einen Mit-
telwert u¨ber alle DPPC-Moleku¨le beschreibt. Aus diesem Grunde wird die maxima-
le Verschiebung MV&
!
fu¨r jedes DPPC-Moleku¨l berechnet. Dazu werden fu¨r jedes
DPPC-Moleku¨l die beiden Positionen des Schwerpunktes im Verlauf der Simulation
ermittelt, welche in der xz-Ebene am weitesten voneinander entfernt sind. In Abbil-
dung 5.11 sind die Werte fu¨r die DPPC-Moleku¨le nach Gro¨ße sortiert dargestellt. Wie
zu sehen ist, haben ca.  DPPC-Moleku¨le eine gro¨ßere maximale Verschiebung des
Schwerpunktes als # nm. Dies bedeutet aber nicht unbedingt, daß wirklich auch
alle Moleku¨le, die eine gro¨ßere Verschiebung maximale Verschiebung # nm aufwei-
sen, an einem Platzwechsel teilnehmen. Auch durch eine Diffusion auf dem Platz
17 Die Fla¨che pro Lipidmoleku¨l betra¨gt ca. ",nm, so daß fu¨r einen Platzwechsel eine Strecke von

",nm  "* nm zuru¨ckzulegen ist. Hierbei wird davon ausgegangen, daß sich die Lipide auf
einem quadratischen Gitter befinden und in x- bzw. z-Richtung bei einem Platzwechsel springen.
Diese Annahme stellt jedoch eine starke Na¨herung da, wie in Abschnitt 4.5.3 und weiter unten
gezeigt wird.
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Abbildung 5.11.: Sortierte maximale Verschiebung MV&
!
der Schwerpunkte der DPPC-
Moleku¨le.
eines DPPC Moleku¨ls la¨ßt sich eine Verschiebung von # nm und mehr erkla¨ren. Es
ist sogar im Gegenteil sehr unwahrscheinlich, daß ein DPPC-Moleku¨l mit einer ma-
ximalen Verschiebung von # nm wirklich einen Platzwechsel durchlaufen hat. Da
das DPPC-Moleku¨l sowohl auf seinem Ursprungsplatz als auch auf dem neuen Platz
um seinen Gleichgewichtsposition in der xz-Ebene diffundieren wird, sollte MV
!

deutlich gro¨ßer sein, als dies fu¨r einen einfachen Platzwechsel von einem ’Gitterplatz’
auf den anderen erwartet wird. Hier wird auch deutlich, daß das Konzept von auf
Gitterpla¨tzen residierenden DPPC-Moleku¨len der Realita¨t nicht gerecht wird. Wa¨re
dieses Bild richtig, so sollte die in Abbildung 5.11 dargestellte Verteilung einen deut-
lichen Sprung aufweisen, welcher die DPPC-Moleku¨le ohne Platzwechsel von denen
mit Platzwechsel trennt. Außerdem sollte die Steigung der Verteilung in den beiden
Bereichen nur sehr schwach sein. Der Wert von MV
!
, ab dem von einem echten
Platzwechsel gesprochen werden kann, ist also nicht genau zu bestimmen. Es fa¨llt
aber in Abbildung 5.11 auf, daß die Verteilung zwischen Nr. 	 und Nr.  die Stei-
gung vera¨ndert. Ob dies ein Hinweis darauf ist, daß hier die Moleku¨le mit und ohne
Platzwechsel getrennt sind, lies sich nicht kla¨ren. Einen zumindest qualitativen Ein-
blick in das laterale Diffusionsverhalten la¨ßt sich durch die graphische Darstellung
der Trajektorien des DPPCs in der xz-Ebene erhalten. In Abbildung 5.12 sind die
Trajektorien der Schwerpunkte der DPPC-Moleku¨le fu¨r eine Schicht der Membran
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dargestellt. Hier ist ein klassischer Sprungdiffusionsprozeß, der durch zwei gut se-
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Abbildung 5.12.: Trajektorien der Schwerpunkte der DPPC-Moleku¨le in der xz-Ebene fu¨r
eine Schicht der Membran.
parierte ’Kna¨uel’ in der Trajektorie ausgezeichnet ist, nur in wenigen Einzelfa¨llen zu
beobachten. Beispiele hierfu¨r sind z.B. die rot eingefa¨rbte Trajektorie bei .  
 nm
und 5   nm oder die grau dargestellte Trajektorie bei .  
 nm und 5   nm.
Eine Reihe von Trajektorien zeigen eine sehr breite Verteilung, ohne jedoch aus zwei
separierten Kna¨ueln zu bestehen, wie z.B. die gelb eingefa¨rbte Trajektorie bei .  
nm und 5  	 nm. Außerdem ist eine große Anzahl von Moleku¨len erkennbar, die
ihren ’Gitterplatz’ nicht verlassen haben (siehe z.B. die violett eingefa¨rbte Trajektorie
bei .   nm und 5   nm und die rote markierte Trajektorie bei .   nm und
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5   nm). Abza¨hlen liefert ca. 	 bis  DPPC-Moleku¨le, die ihren ’Gitterplatz’ im
Verlauf der Simulation verlassen haben.
In Abbildung 5.13 ist MQV
!
 fu¨r den Schwerpunkt des DPPC-Moleku¨ls, das Stick-
stoffatom der Cholingruppe, das Phosphoratom der Phosphatgruppe und die beiden
Carbonylsauerstoffatome der Glyceringruppe aufgetragen. Wie zu erkennen ist, wei-
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Abbildung 5.13.: MQV
!
! fu¨r den Schwerpunkt des DPPC-Moleku¨ls, das Stickstoffatom
der Cholingruppe, das Phosphoratom der Phosphatgruppe und die beiden Carbonylsauer-
stoffatome O und O.
chen die Kurven deutlich voneinander ab. So steigt MQV
!
 fu¨r das Stickstoffatom
am sta¨rksten an. Dies deckt sich mit den Ergebnissen aus den Abschnitten 5.2.1 und
5.2.2, in denen gezeigt wurde, daß die Cholingruppe a¨ußerst beweglich ist. Die mitt-
lere quadratische Verschiebung des Phosphoratoms der Phosphatgruppe ist dagegen
schon deutlich flacher und fa¨llt fast mit MQV
!
 des Carbonylsauerstoffatoms der
sn-1-Kette zusammen. Noch flacher verla¨uft MQV
!
 fu¨r das Carbonylsauerstoffa-
tom der sn-2-Kette. Hier zeigt sich wieder die geringe Beweglichkeit dieser Region,
die auch schon in Abschnitt 5.3.1 und 5.3.2 gefunden wurde. Die flachste Kurve ist je-
doch die des DPPC-Schwerpunktes. Die Bewegungen der einzelnen Gruppe gleichen
sich also offensichtlich teilweise aus18.
18 Es muß auch beachtet werden, daß die Alkylketten einen großen Anteil am Schwerpunkt des DPPCs
haben.
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In Tabelle 5.5 sind die beiden Diffusionskoeffizienten Nkurz
!
(ermittelt durch Anpas-
sung einer Gerade an MQV
!
 im Bereich 
 ps bis  	 ps) und Nlang
!
(Bereich
 # ps bis   ps) fu¨r die oben angegebenen Zentren angegeben. Hier zeigt sich,
Zentrum Nkurz
!
7



m
s

N
lang
!
7



m
s

DPPC-Schwerpunkt 12.02 7.394
N-Atom 31.97 17.29
P-Atom 28.02 12.91
O-Atom 27.68 10.67
O-Atom 25.04 9.142
Tabelle 5.5.: Diffusionskoeffizienten#kurz
!
(ermittelt im Bereich $	 ps bis 
 		 ps) und#lang
!
(ermittelt im Bereich 
 		 ps bis % 			 ps) fu¨r verschiedene Zentren.
daß die DiffusionskoeffizientenNkurz
!
der Einzelatome verglichen mit dem des Schwer-
punktes um mindestens einen Faktor zwei ho¨her liegen. Außerdem sind die Diffusi-
onskoeffizienten der Einzelatome recht a¨hnlich, betra¨gt ihre maximale Abweichung
doch nur 
%. Fu¨r den Diffusionskoeffizienten Nlang
!
ist ein anderes Verhalten zu be-
obachten. Hier liegen die relativen Abweichungen zwischen dem Diffusionskoeffizi-
enten des Schwerpunktes und denen der Einzelatome zwischen 
% (O-Atom) und
% (N-Atom). Interessant ist dabei, daß sich das Verha¨ltnis vonNkurz
!
des N-Atoms
zu dem des Schwerpunktes mit 
 nur wenig von dem Verha¨ltnis der Diffusionsko-
effizientenNlang
!
(
	#) fu¨r dieses Paar unterscheidet. Demgegenu¨ber liegt das Verha¨lt-
nis vonNkurz
!
des O-Atoms zu dem des Schwerpunktes bei 
#, wa¨hrend es fu¨rNlang
!
bei nur bei 
 liegt. Die Diffusion des Stickstoffatoms in der Cholingruppe wird also
auch fu¨r gro¨ßere Zeiten nur wenig von der Diffusion des gesamten Moleku¨ls u¨ber-
lagert, wa¨hrend die Diffusion des O-Atoms fu¨r gro¨ßer Zeiten sehr stark von der
Diffusion des DPPCs bestimmt wird. Auch das O-Atom und P-Atom zeigt fu¨r große
Zeiten eine deutlich sta¨rkere Kopplung an die Diffusion des Gesamtmoleku¨ls, als dies
beim N-Atom der Fall ist. Der experimentell bestimmte laterale Diffusionskoeffizi-
ent weist eine große Schwankungsbreite auf, da er eine starke Abha¨ngigkeit von der
Zeitskala aufweist, in der die Diffusion des DPPCs beobachtet wurde. So haben Pi-
card et al. [172] den lateralen Diffusionskoeffizienten mittels zweidimensionaler P-
NMR Spektroskopie zu #	  m s bestimmt (in diesem Artikel findet sich auch
eine detailierte Zusammenfassung der Ergebnisse aus verschiedenen Meßmethoden).
Dieser Wert stimmt recht gut mit dem hier erhaltenen Wert von 
8   m s
fu¨r den Diffusionskoeffizienten des Phosphoratoms u¨berein, zumal zu erwarten ist,
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daß dieser bei la¨ngeren Simulationszeiten noch etwas sinken wird.
In Abbildung 5.14 ist die mittlere quadratische Verschiebung MQV
 
 fu¨r die ver-
schiedenen Zentren dargestellt. Hier ergibt sich qualitativ das gleiche Bild wie in
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Abbildung 5.14.: MQV
 
! fu¨r den Schwerpunkt des DPPC-Moleku¨ls, das Stickstoffatom der
Cholingruppe, das Phosphoratom der Phosphatgruppe und die beiden Carbonylsauerstoffa-
tome O und O.
Abbildung 5.13. Das Stickstoffatom der Cholingruppe zeigt die gro¨ßte Verschiebung
und der Schwerpunkt des DPPC Moleku¨ls die geringste. Auffa¨llig ist, daß die Kurven
fu¨r das Phosphoratom und die beiden Carbonylsauerstoffatome fast deckungsgleich
sind. Da die Phosphat- und Glyceringruppen im Gegensatz zur Cholingruppe kei-
ne Mo¨glichkeit haben, ihre Position auf der y-Achse durch eine Abkippbewegung
merklich zu vera¨ndern, ist dies zu erwarten. Auffa¨llig ist auch, daß MQV
 
 fu¨r das
Phosphor- und O-Atom fu¨r gro¨ßere Zeiten (ab ca. 
  ps) praktisch parallel laufen.
Dies deutet darauf hin, daß die y-Koordinaten dieser beiden Atome stark gekoppelt
sein mu¨ssen, wa¨hrend die Kopplung fu¨r das O-Atom nicht so stark ist19. Weiterhin
ist zu konstatieren, daß keine der mittleren quadratischen Verschiebungen ein Pla-
teau erreicht hat.
Die durch Anpassung einer Gerade an MQV
 
 im Bereich  ps bis 
 ps er-
haltenen Diffusionskoeffizienten N
 
sind in Tabelle 5.6 angegeben. Die erhaltenen
19 Trotzdem ist auch hier eine deutliche Korrelation zu erkennen.
140
5.4. Dynamik der DPPC Moleku¨le
Zentrum N0
 



m
s

DPPC-Schwerpunkt 5.457
N-Atom 11.53
P-Atom 7.939
O-Atom 6.982
O-Atom 7.785
Tabelle 5.6.: Diffusionskoeffizienten#
 
(ermittelt im Bereich &	 ps bis $ &		 ps) fu¨r verschie-
dene Zentren.
Diffusionskoeffizienten N
 
sind allesamt kleiner als die der lateralen Diffusion. Die
experimentelle Bestimmung der transversalen Diffusionskoeffizienten in einem mit
der MD-Simulation vergleichbaren Zeitfenster ist mit quasi-elastischer Neutronen-
streuung mo¨glich. Da dieser Diffusionskoeffizient sehr stark vom untersuchten Zeit-
bereich abha¨ngt, ist hier mit gro¨ßeren Abweichungen zu rechnen. So haben Ko¨nig
et al. [173] N
 
zu    m s bestimmt, ein Wert der zumindest gro¨ßenord-
nungsma¨ßig zu dem hier gefundenen Wert paßt. Dabei sollte auch beachtet werden,
daß bei dieser Messung die Diffusion auf einer Zeitskala <  ns bestimmt wurde und
ein Diffusionskoeffizient im Bereich zwischen 
 ps und  ps von 
	   m s
erhalten wird.
5.4.2. Schwingungsverhalten
Eine flu¨ssigkristalline Membran zeichnet sich durch ausgepra¨gte undulatorische und
peristaltische Schwingungsbewegungen aus. Zur Untersuchung kann eine Funktion
+. 5 verwendet werden, welche die Auslenkung der Membran (bzw. der Dicke) als
Funktion der Koordinaten . und 5 beschreibt. Bei der Untersuchung dieser Schwin-
gungsmoden in einer MD-Simulation treten jedoch technische Probleme auf. Das
Hauptproblem besteht darin, daß fu¨r eine sinnvolle Beschreibung der Schwingungs-
moden eine gewisse Membrangro¨ße nicht unterschritten werden sollte, da ansonsten
die Artefakte der periodischen Randbedingungen das Verhalten der Membran be-
stimmen. Außerdem ergibt sich das Problem einer Definition von +. 5, wenn die
durch die Anzahl der Lipidmoleku¨le vorgegebene Auflo¨sung nur sehr gering ist. Vor
allem aus letzterem Grunde wird in dieser Arbeit auf eine genaue Untersuchung des
Schwingungsverhaltens verzichtet20. Stattdessen soll das Schwingungsverhalten des
20 Siehe z.B. [123], in der ein mit 1024 Lipidmoleku¨len deutlich gro¨ßeres System simuliert wurde.
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Schwerpunktes des DPPCs mit Hilfe der diskreten Fouriertransformation untersucht
werden. Dazu wird aus dem zeitlichen Verlauf der y-Koordinaten 2 des Schwer-
punktes durch Fouriertransformation das Spektrum 2O dieses Verlaufes ermittelt21.
Da 2 und 2O keine kontinuierlichen Funktionen sind, wird im folgenden 2

und
2

verwendet, wobei  fu¨r 2

zwischen  und    und fu¨r 2

zwischen  und 7

liegt.  ist dabei die Anzahl der analysierten Zeitschritte. Damit ergibt sich der Zu-
sammenhang zwischen 2

und 2

zu:
2


	


2

H
2 :  	



 mit ( 


 (5.29)
Ist  der zeitliche Abstand zwischen zwei untersuchten Zeitschritten, so beschreibt
2

, fu¨r   , die Schwinungskomponente mit der Frequenz 7
. Die Amplitude
der entsprechenden Schwingung errechnet sich einfach zu:
+

 2

 
$
2

 2


(5.30)
Im folgenden wird nicht die Amplitude +

, sondern deren Quadrat verwendet, da
dies formal zur Energie in der entsprechenden Mode proportional ist. Anschließend
wird +

u¨ber die Schwerpunkte der DPPC-Moleku¨le gemittelt.
In Abbildung 5.15 ist die Abha¨ngigkeit von +

von O in doppelt logarithmischer Dar-
stellung abgebildet. Da +

auch eine Funktion von  ist und der Absolutwert fu¨r die
Betrachtungen uninteressant ist, wird +

im folgenden immer in beliebigen Einheiten
angegeben. Der Verlauf von +

in der doppelt logarithmischen Darstellung zeigt zwei
lineare Bereiche. Aus diesem Grund wird eine Funktion der Form
.  ?  .
 (5.31)
im Bereich hoher und niedriger Frequenz angepaßt. Die Anpassung im Bereich O <
ns liefert den Wert ,
$
 	, wa¨hrend die Anpassung fu¨r O = ns einen
Wert von ,
;
 
 ergibt. Nun stellt sich die Frage, welche Bedeutung den ver-
schiedenen Exponenten , zukommt. Um dies zu kla¨ren, wird die gleiche Analyse fu¨r
einen eindimensionalen random walker durchgefu¨hrt. Dabei ergibt sich ein Wert von
,  
. Dies stimmt gut mit dem fu¨r das DPPC-Zentrum bei hohen Frequenzen
erhaltenen Wert u¨berein. Fu¨r kurze Zeitra¨ume verha¨lt sich das auf die y-Achse pro-
jizierte DPPC Zentrum also wie ein random walker. Auch der Wert von ,
$
 	
fu¨r niedrigere Frequenzen la¨ßt sich zumindest na¨herungsweise ableiten. Nach Sa-
fran [174] la¨ßt sich fu¨r eine Membran die mittlere quadratische Amplitude

+


einer Undulationsmode mit dem Wellenvektor  fu¨r kleine Werte von  anna¨hern
durch:

+




(

9





-
 

(5.32)
21 5 ist dabei komplex.
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Abbildung 5.15.: Verlauf von '

fu¨r den Schwerpunkt des DPPC Moleku¨ls.
9 ist dabei die Oberfla¨che des Systems, 

das Biege-Modul und  die Oberfla¨chen-
spannung des Systems. Unter der Annahme, daß der  Term vernachla¨ssigt wer-
den kann22, ergibt sich daraus:

-


+


(5.33)
Die Wellengleichung eines Membransystems, welche die Viskosita¨t des umgeben-
den Wassers beru¨cksichtigt, wurde von Kramer [175] entwickelt. Unter der Voraus-
setzung, daß die Oberfla¨chenspannung und Oberfla¨chenviskosita¨t im Vergleich zur
Da¨mpfung durch das umgebende Wasser vernachla¨ssigbar sind, ergibt sich die Fre-
quenz einer Mode mit dem Wellenvektor  zu [123]:
O 




#P
(5.34)
Hierbei ist P die Viskosita¨t des Wassers. Durch Zusammenfu¨hren von Gleichung 5.33
und 5.34 la¨ßt sich die Abha¨ngigkeit der mittleren quadratischen Amplitude von der
Frequenz O ermitteln:

+


 O


 (5.35)
22 Dies kann fu¨r nicht zu kleine Werte von 6 gerechtfertigt werden. Da die Werte von 6 durch die pe-
riodischen Randbedingungen sowieso nach unten beschra¨nkt sind, sollte diese Annahme zu keinen
gro¨ßeren Fehlern fu¨hren.
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Hieraus ergibt sich also ein Wert von ,  		, welcher gut mit dem Wert von ,
$
u¨bereinstimmt. Fu¨r gro¨ßere Zeiten bzw. kleinere Frequenzen wird das Schwingungs-
verhalten also durch die Da¨mpfung durch das umgebende Wasser bestimmt.
5.5. Dynamik des Wassers
5.5.1. Residenzzeiten des Wasser
Um zu ermitteln, wie lange sich Wassermoleku¨le in direkter Na¨he bestimmter Grup-
pen (repra¨sentiert durch ein Atom Q) des DPPCs aufhalten, wird die Korrelations-
funktion ;res ermittelt, die wie folgt definiert ist:
;res 
9

K

 9

K

 	
9


 9

K

	

9


9

K

 9

K

	
9


 9

K

	

9


(5.36)
9

 ist dabei eine Funktion, die den Wert  annimmt, wenn das Sauerstoffatom des
Wassermoleku¨ls Nr.  zum Zeitpunkt  zu jedem Atom Q der DPPC-Moleku¨le eine
Abstand gro¨ßer als 
&
besitzt. Ist dies nicht der Fall, so ist 9

  . Der Abstand 
&
wird zweckma¨ßigerweise mit Hilfe der OH

O – Q Paarverteilungsfunktionen als Wert
des ersten Minimums bestimmt.
In Abbildung 5.16 ist die Korrelationsfunktion ;res fu¨r die Residenz des Wassers
um die Stickstoff- und Phosphoratome aufgetragen. 
&
wurde fu¨r OH

O – N zu 
nm und fu¨r OH

O – P zu nm gewa¨hlt23. Beide Funktionen zeigen einen sehr a¨hn-
lichen Verlauf, wobei ;res fu¨r das Stickstoffatom etwas schneller abfa¨llt als fu¨r das
Phosphoratom. Integration liefert eine Residenzzeit K von 	 ps fu¨r das Stickstoffa-
tom und  ps fu¨r das Phosphoratom. Die Differenzen erscheint relativ gering, in
Anbetracht der deutlich anderen Umgebung die ein Wassermoleku¨l in der Na¨he der
Phosphatgruppe im Vergleich zur Cholingruppe besitzt. Es ist jedoch auch zu beach-
ten, daß die Funktion 9 immer eine  zuru¨ckliefert, wenn sich das Wassermoleku¨l
in der ersten Hydrathu¨lle eines beliebigen Zentrums Q befindet. Wenn also ein Wasser-
moleku¨l von der Hydrathu¨lle eines Zentrums zu der eines anderen springt, so wird
dies nicht als Verlassen der Hydrathu¨lle gewertet. Nun ist vorstellbar, daß genau so
ein Verhalten fu¨r die Cholin- oder Phosphatgruppe existiert. Aus diesem Grund wird
;
Punkt
res  mit Hilfe der Funktion 9
Punkt
 definiert, welche nur dann einen Wert von 
zuru¨ckliefert, wenn das Wassermoleku¨l in der ersten Hydrathu¨lle von einem bestimm-
ten Zentrum gefunden wird. Dann wird;Punktres  fu¨r alle 
 Phosphor- und Stickstof-
fatome berechnet und anschließend gemittelt. Die erhaltenen Korrelationsfunktionen

;
Punkt
res 

sind in Abbildung 5.17 abgebildet. Die Residenzzeiten KPunkt sind  ps
23 Siehe auch die Abbildungen der entsprechenden Paarverteilungen in Abschnitt 4.6.3.
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Abbildung 5.16.: Korrelationsfunktion  res! fu¨r den Aufenthalt des Wassers um das
Stickstoff- und Phosphoratom eines DPPC-Moleku¨ls.
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Abbildung 5.17.: Korrelationsfunktion
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Punkt
res !

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fu¨r das Phosphoratom und 
	 ps fu¨r das Stickstoffatom. Wa¨hrend KPunkt fu¨r das
Stickstoffatom also nur wenig kleiner ist als K, betra¨gt der Unterschied zwischen bei-
den Residenzzeiten fu¨r das Phosphoratom  	%. Dies bedeutet also, daß die Was-
sermoleku¨le zwischen den Hydrathu¨llen der Phosphatgruppen springen, wa¨hrend
dies fu¨r die Cholingruppe nicht signifikant der Fall ist.
Eine weitere Frage ist die Abha¨ngigkeit der ermittelten Residenzzeit vom Maximal-
abstand 
&
. Dies soll am Beispiel der Residenzzeit K (nicht KPunkt) der um die Cholin-
gruppe kurz untersucht werden. Dazu wird 
&
im Bereich von  nm bis  nm
variiert und die entsprechenden Residenzzeiten berechnet. Das Ergebnis ist in Abbil-
dung 5.18 zusammen mit der entsprechenden Paarverteilungsfunktion dargestellt.
Es zeigt sich dabei, daß in der Na¨he des Minimums der Paarverteilungsfunktion die
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Abbildung 5.18.: Abha¨ngigkeit der Residenzzeit " von 
&
fu¨r das Paar OH

O–N. Zusa¨tzlich
ist die radiale Paarverteilungsfunktion  fu¨r das Paar aufgetragen.
Abha¨ngigkeit der Residenzzeit K von 
&
nur sehr schwach ausgepra¨gt ist (eine A¨nde-
rung von 
&
um 
 nm bewirkt nur eine maximale A¨nderung des Residenzzeit um

 ps). Fu¨r die Residenzzeit um das Phosphoratom ergibt sich ein a¨hnliches Resultat.
Neben der Residenzzeit der Wassermoleku¨le in der Kopfgruppenregion ist auch die
Residenzzeit im Bereich der Glyceringruppe von Interesse. Hier sind es vermutlich
vor allem die beiden Carbonylgruppen, an welche die Wassermoleku¨le bevorzugt
binden werden. 
&
wird dabei den O–OH

O (&  	
 nm) und O–OH

O (&  		
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nm) Paarverteilungen aus Abschnitt 4.6.3 entnommen. Das Referenzatom Q ist dabei
das jeweilige Sauerstoffatom der Carbonylgruppe. Hier ergibt sich eine Residenzzeit
von K  8	 ps fu¨r das Sauerstoffatom in der sn-1-Kette und K  
 ps fu¨r die sn-2-
Kette. Die Residenzzeiten sind deutlich gro¨ßer als die in der Kopfgruppenregion, so
daß das Wasser als stark gebunden gelten muß. Nun stellt sich die Frage, warum dies
so ist. Die Aufenthaltsdauer eines Wassermoleku¨ls um ein Zentrum Q ha¨ngt nicht
nur von der Sta¨rke der Wechselwirkung mit Q zusammen. Entscheidend ist auch, wie
ungu¨nstig es fu¨r die Wassermoleku¨le ist, die Hydrathu¨lle um Q zu verlassen. Der letz-
te Punkt ist vermutlich der Grund fu¨r die hohen Residenzzeiten der Wassermoleku¨le
um die Carbonylgruppe, denn in der na¨heren Umgebung der Carbonylgruppen sind
keine stark geladenen Gruppen zu finden, so daß eine Verlassen der Hydrathu¨lle
in dieser Region energetisch sehr ungu¨nstig ist. Auffa¨llig ist die signifikant gro¨ßere
Residenzzeit um das O-Atom im Vergleich zum O-Atom. Dies kann damit erkla¨rt
werden, daß, wie in Abschnitt 4.6.3 erwa¨hnt wurde, die Anzahl der Wassermoleku¨le
in der Hydrathu¨lle der sn-2-Carbonylgruppe etwas geringer ist als in der Hydrathu¨lle
der sn-1-Carbonylgruppe, da die Carbonylgruppe der sn-2-Kette im Mittel senkrecht
zur Membrannormalen ausgerichtet ist und damit nicht so leicht zuga¨nglich ist. Dies
bedeutet im Umkehrschluß, daß es fu¨r eine Wassermoleku¨l in der Hydrathu¨lle der
sn-2-Carbonylgruppe besonders ungu¨nstig ist, diese zu verlassen.
Auf Grund der relativ scharfen Peaks der O–HH

O- und O–OH

O-Paarverteilung-
en24 und der damit verbundenen gut definierten Struktur der Wasser – Glycerin–
Konglomerate, kann die Residenzzeit der Wassermoleku¨le in der Glyceringruppe
auch fu¨r verschiedene Typen der Bindung der Wassermoleku¨le an die Carbonylgrup-
pe berechnet werden. Dazu werden die in Abbildung 5.19 schematisch25 sechs Typen
fu¨r die Bindung der Wassermoleku¨le an das Sauerstoffatom der Carbonylgruppe de-
finiert. Der Typ H-O bezeichnet dabei Anordnungen, in den genau ein (nicht mehr
und nicht weniger) Wasserstoffatom des Wassers ein Wasserstoffbru¨cke zu einem der
Carbonylsauerstoffatome ausbildet. Als Abstandskriterium wurde dabei ein H–O-
Maximalabstand 
&
von 
 nm gewa¨hlt, der dem ersten Minimum in der O–
HH

O-Paarverteilung aus Abbildung 4.53 in Abschnitt 4.6.3 entspricht. Analog be-
zeichnet H-OO eine Anordnung, in der ein Wasserstoffatom zu beiden Sauerstoffa-
tomen der Carbonylgruppe eines Moleku¨ls einen Maximalabstand von 
&
aufweist,
wa¨hrend das andere Wasserstoffatom zu jedem Carbonylsauerstoffatom mindestens

&
entfernt ist. Die anderen Typen sind analog definiert. Wichtig ist es dabei zu be-
achten, daß ein Wassermoleku¨l immer nur maximal einem Typ angeho¨ren kann. Nun
ko¨nnen die Residenzzeiten der Wassermoleku¨le in einer Orientierung der verschiede-
nen Typen dadurch berechnet werden, daß9

 des Wassermoleku¨ls  zu eins gesetzt
wird, wenn es zum Zeitpunkt  zum entsprechenden Typ geho¨rt und ansonsten zu
24 Siehe die Abbildungen 4.52 und 4.53 in Abschnitt 4.6.3.
25 Eine realistischer Darstellung scheitert daran, daß die Abbildung nur zweidimensional ist, wa¨hrend
die entsprechenden Strukturen dreidimensional sind.
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Abbildung 5.19.: Schematische Definition der verschiedenen Bindungstypen eines Wasser-
moleku¨ls an die Carbonylsauerstoffatome.
Null. Dann kann nach Gleichung 5.36 eine Korrelationsfunktion berechnet werden,
aus der sich die Residenzzeit K nach Gleichung 5.16 ergibt. Es wurde eine Summe aus
drei Exponentialfunktionen an ;fitres angepaßt, da sich dies als ausreichend erwie-
sen hat. In Tabelle 5.7 sind nun die erhaltenen Residenzzeiten K der verschiedenen
Typen, sowie die durchschnittliche Anzahl der Wassermoleku¨le des entsprechenden
Typs im System angegeben. Mit ’andere’ sind hier die Anordnungen bezeichnet, in
der zumindest ein Wasserstoffatom des Wassermoleku¨ls eine Wasserstoffbru¨ckenbin-
dung zu einem Carbonylsauerstoffatom gebildet hat und die keinem der definierten
Typen angeho¨ren26
26 Eine solche Anordnung wa¨re gegeben, wenn z.B. ein Wasserstoffatom zwei Wasserstoffbru¨ckenbin-
dungen zu zwei verschiedenen Carbonylsauerstoffatomen ausbildet und das andere Wasserstoffa-
tom keine Bindung.
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Typ Anzahl der Wassermoleku¨le K
H-O 237.5 240.0
H-OO 0.914 1.086
H-OO’ 0.033 0.798
HH-O 0.252 0.709
HH-OO 17.05 123.9
HH-OO’ 0.792 141.4
andere 0.234 34.52
Tabelle 5.7.: Anzahl der Wassermoleku¨le in den in Abbildung 5.19 dargestellten Bindungsty-
pen an die Carbonylsauerstoffatome und Residenzzeit der Moleku¨le in den entsprechenden
Bindungstypen.
Die Anordnung vom Typ H-O erweist sich als dominierend, wie dies schon in Ab-
schnitt 4.6.3 angedeutet wurde. Auch ist ihre Residenzzeit mit Abstand am gro¨ßten.
Demgegenu¨ber treten die anderen Typen, in denen nur ein Wasserstoffatom eine
Wasserstoffbru¨cke ausbildet nur sehr selten auf. Außerdem sind ihre Residenzzei-
ten sehr klein27. Da diese Anordnungen eigentlich energetisch gu¨nstiger sein sollten,
sind wahrscheinlich entropische und sterische Gru¨nde fu¨r die geringe Anzahl von
Wassermoleku¨len in dieser Anordnung verantwortlich. Auch die Anordnung HH-O,
in der die beiden Wasserstoffatome zu demselben Sauerstoffatom eine Wasserstoff-
bru¨cke ausbilden, ist sehr instabil und tritt nur selten auf. Demgegenu¨ber sind die
Anordnungen HH-OO und HH-OO’ signifikant vertreten, in denen beiden Wasser-
stoffatom zu verschiedenen Carbonylsauerstoffatomen eine Bru¨ckenbindung ausbil-
den. Interessant ist dabei, daß die HH-OO Anordnung deutlich ha¨ufiger auftritt als
die HH-OO’ Anordnung, obwohl beide Anordnungen energetisch ungefa¨hr gleich
gu¨nstig sein sollten. Dagegen ist die Residenzzeit ist fu¨r die HH-OO Anordnung
deutlich kleiner als fu¨r die HH-OO’ Anordnung. Dies kann dadurch erkla¨rt wer-
den, daß die Mo¨glichkeit der beiden Sauerstoffatome eine optimale Geometrie fu¨r die
Bindung des Wassermoleku¨ls einzunehmen, bei der HH-OO Anordnung nicht gege-
ben ist, da die beiden Sauerstoffatome ihre Positionen nicht unabha¨ngig voneinander
a¨ndern ko¨nnen. Stammen die Sauerstoffatome jedoch aus verschiedenen Moleku¨len,
so ist dies durchaus vorstellbar. Andererseits wird die Anzahl der Paare in dieser
optimalen Geometrie nur sehr gering sein, da keine große Korrelation zwischen den
27 Die Ha¨ufigkeiten dieser Spezies sind sogar so klein, daß sie eigentlich nicht mehr genau bestimmt
werden konnten, da die Auflo¨sung der Trajektorie nur "$ ps betra¨gt. Die Unterschiede zwischen
den sehr kleinen Residenzzeiten sollten also nicht u¨berbewertet werden, da ihr Fehler sehr groß ist.
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beiden Sauerstoffatomen bestehen wird. Dies erkla¨rt sowohl den geringen Anteil der
HH-OO’ Anordnung, als auch die etwas gro¨ßere Residenzzeit im Vergleich zur HH-
OO Anordnung.
5.5.2. Diffusion des Wassers
In diesem Abschnitt soll das Diffusionsverhalten des Wassers untersucht werden. Da
die Diffusionsgeschwindigkeit der Wassermoleku¨le in den verschiedenen Bereichen
des Systems unterschiedlich sein kann, wird der Diffusionskoeffizient als Funkti-
on der y-Koordinate ermittelt. Dazu wird die Simulationsbox entlang der y-Achse
in / gleichgroße Bereiche aufgeteilt und die mittleren quadratischen Verschiebung
MQV

 der Schwerpunkte der Wassermoleku¨le in Schicht  wie folgt berechnet:
MQV

 
"



%



   
%







#



 mit 




 in Schicht i
(5.37)
Die Mittelung findet dabei u¨ber 

und alle Wassermoleku¨le  statt, die sich zum Zeit-
punkt 

mit ihrem Schwerpunkt %



 innerhalb von Schicht i befinden. %




ist dabei wie in Abschnitt 5.4.1 definiert. Es tritt jedoch das Problem auf, daß die
Wassermoleku¨le mit der Zeit in andere Bereiche des Bilayers diffundieren, in denen
die Diffusion sich von der im Anfangsbereich deutlich unterscheiden kann28. Dies
ist daran zu erkennen, daß die mittlere quadratische Verschiebung ihre Steigung mit
gro¨ßere werdendem  kontinuierlich a¨ndert und erst ab einem sehr großen Wert von
 linear bleibt. Dieses Problem ist in Abbildung 5.20 dargestellt, in dem exempla-
risch der Verlauf von MQV

 fu¨r Wassermoleku¨le im Bereich der Phosphatgruppe
(2  
 nm) aufgetragen ist. Der ermittelte Diffusionskoeffizient ist demnach stark
von dem Bereich abha¨ngig, in dem die Gerade angepaßt wird. Aus diesem Grunde
sollte die Gerade auch nicht erst ab einem zu großen Wert fu¨r  angepaßt werden, da
so die Abha¨ngigkeit des Diffusionskoeffizienten von der y-Koordinate immer mehr
herausgemittelt wird. Es soll hier noch einmal betont werden, daß dieser Effekt nichts
mit dem bekannten Effekt zu tun hat, daß die mittlere quadratische Verschiebung fu¨r
ganz kleine Werte von  zuerst eine große Steigung besitzt, welche dann nach kurzer
Zeit abnimmt und schnell auf einen Plateauwert fa¨llt.
Es ergibt sich jedoch noch ein zweites Problem: Ist die Diffusion in den verschie-
denen Bereichen des Bilayers verschieden schnell, so brauchen die Wassermoleku¨le
verschieden lange, um aus dem vorgegeben Bereich heraus zu diffundieren. Wird al-
so der Diffusionskoeffizient fu¨r die verschiedenen Bereiche immer durch Anpassung
einer Geraden an die MQV in einem festgelegten Zeitbereich ermittelt, so beschreiben
die erhaltenen Diffusionskoeffizienten im Bereich schneller Diffusion einen gro¨ßeren
Bereich als die im Bereich langsamer Diffusion. Zur Lo¨sung dieses Problems kann der
28 Siehe auch Abschnitt 5.5.4, in dem das selbe Problem auftritt.
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Abbildung 5.20.: MQV im Bereich   $(	 nm und angepaßte Gerade im Bereich 	 ps – 
	
ps, 	 ps – 
		 ps und 
		 ps – $			 ps.
Bereich, in dem der Diffusionskoeffizient aus der MQV bestimmt wird, fu¨r die jewei-
ligen Bereiche des System einzeln angepaßt werden. Dazu wird zuerst die Zeit 
&
bestimmt, ab der -0%

 einen fest vorgegeben Wert -0%
&
u¨berschreitet und
der Diffusionskoeffizient N

im Bereich  dann durch das Anpassen einer Geraden
zwischen    und   
&
ermittelt. Da die Wassermoleku¨le in diesem Zeitbe-
reich eine durchschnittliche maximale quadratische Verschiebung von -0%
&
be-
sitzen, ist sowohl im Bereich schneller als auch langsamer Diffusion die ra¨umliche
Auflo¨sung des Diffusionsverhaltens anna¨hernd gleich.
In Abbildung 5.21 sind die erhaltenen Diffusionskoeffizienten N als Funktion der 2-
Koordinate (im folgenden als N2 bezeichnet) der Wassermoleku¨le fu¨r -0%
&

nm aufgetragen. Die erhaltenen Werte liegen im Bereich der experimentell er-
haltenen Diffusionskoeffizienten. So fanden Hodges et al. [176] einen um einen Fak-
tor  	 geringeren Diffusionskoeffizienten des Wassers in der Kopfgruppenregion
eines POPC-Vesikels, verglichen mit dem Wert in der bulk-Phase. Zusa¨tzlich wurde
auch die Aufenthaltswahrscheinlichkeitsdichte 12 des Wassers aus Abschnitt 4.2
aufgetragen. Da die Wasserdichte zum Bilayerinneren hin stark abnimmt und die
Statistik damit schlechter wird, konnten die Diffusionskoeffizienten nur in einem Be-
reich bestimmt werden, der sich bis ca.  nm vom Zentrum erstreckt. Wie zu erken-
nen ist, nimmt der Diffusionskoeffizient zum Bilayerinneren hin kontinuierlich ab
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Abbildung 5.21.: Diffusionskoeffizient # als Funktion der y-Koordinate mit )*+
&

	(	%nm und Aufenthaltswahrscheinlichkeitsdichte  aus Abschnitt 4.2.
um fu¨r 2 < nm wieder anzusteigen. Auffa¨llig am Verlauf von N2 ist, daß 12
sich dabei fu¨r y-Werte ab  8nm sehr a¨hnlich wie N2 verha¨lt. Nun ist bekannt,
daß in reinem Wasser der Diffusionskoeffizient mit abnehmender Dichte ebenfalls ab-
nimmt [177, 178]. Dies wird damit erkla¨rt, daß der hohe Diffusionskoeffizient von
Wasser29 mit einer Dichte von  g cm durch Defekte im tetraedischen Wasserstoff-
bru¨ckennetzwerk bedingt ist. Dieser Effekt tritt auch bei der hydrophoben Hydrata-
tion auf [179]. Es wurde gezeigt, daß durch eine zusa¨tzliche Wasserstoffbru¨ckenbin-
dung die Aktivierungsenergie fu¨r einen Positionswechsel des Wassermoleku¨ls deut-
lich abgesenkt wird. Interessant ist dabei, daß sich der Diffusionskoeffizient bei 
	
K als Funktion der Dichte anna¨hernd linear verhielt. Dies ist auch in Abbildung 5.21
zu erkennen. Wie in Abschnitt 4.6.4 gezeigt wurde, nimmt auch die Anzahl der Was-
serstoffbru¨ckenbindungen mit kleiner werdenden y-Koordinate der Wassermoleku¨le
ab. Dies sollte nach [180] auch zu einer verminderten Diffusionsgeschwindigkeit des
Wassers fu¨hren. Es ist jedoch davon auszugehen, daß das Verhalten des Diffusionsko-
effizienten fu¨r kleiner Werte von 2 nicht durch obigen Effekt erkla¨rt werden kann, da
hier die starken Wechselwirkungen mit dem Phospholipid einen zu großen Einfluß
besitzen. Da auch im Bereich des bulk Wassers bei konstanter Dichte, der Diffusions-
29 Auf Grund der Energie einer Wasserstoffbru¨ckenbindung im Wasser von  - kJmol wa¨re eigent-
lich ein deutlich kleinerer Diffusionskoeffizient zu erwarten.
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koeffizient leicht in Richtung der Bilayers abnimmt, ist auch hier dieser Effekt nicht
allein fu¨r die Abnahme des Diffusionskoeffizienten verantwortlich. Das Abfallen des
Diffusionskoeffizienten vom bulk-Bereich zu den Kopfgruppen hin kann z.B. sehr gut
durch die Clathrat-a¨hnliche Struktur [137] der Wassermoleku¨le um die Cholingruppe
erkla¨rt werden, in welcher die Diffusion der Wassermoleku¨le gehemmt ist.
Die in Abschnitt 5.5.1 angegebenen Residenzzeiten der Wassermoleku¨le in der Kopf-
gruppen- und Glycerinregion zeigen ein analoges Verhalten. Die Residenzzeit nimmt
von der Cholingruppe, u¨ber die Phosphatgruppe zur Glyceringruppe hin zu. Da ei-
ne la¨ngere Residenzzeit automatisch mit einem geringeren Diffusionskoeffizient ein-
hergeht, sind die dort aufgefu¨hrten Gru¨nde auch fu¨r das Abfallen des Diffusions-
koeffizienten anwendbar. Das Ansteigen des Diffusionskoeffizienten fu¨r Wassermo-
leku¨le im Bereich 2 < nm la¨ßt sich leicht durch einen Blick auf Abbildung 4.5 aus
Abschnitt 4.2 erkla¨ren. In diesem Bereich finden sich nur noch sehr wenige polare
Gruppen und die Aufenthaltswahrscheinlichkeitsdichte der Alkanketten ist hier sehr
groß. Da der Diffusionskoeffizient von Wasser in einer hydrophoben Umgebung im
Vergleich zur Diffusion in der Kopfgruppenregion groß ist, wird das Ansteigen des
Diffusionskoeffizienten durch die Diffusion von Wassermoleku¨len im Alkylkettenbe-
reich bedingt. Da jedoch auch noch Glyceringruppen in diesem Bereich vorhanden
sind, welche die Diffusion des Wassers deutlich verlangsamen, ist der Anstieg des
Diffusionskoeffizienten nicht zu stark wie eigentlich zu erwarten wa¨re, da beide Dif-
fusionprozesse hier u¨berlagert sind.
So zufriedenstellend auch die oben aufgefu¨hrten Erkla¨rungen fu¨r den Verlauf von
N2 sind, lassen sie jedoch die Anisotropie des Systems und damit des Diffusionsko-
effizienten außer acht. Aus diesem Grunde sind in Abbildung 5.22 die Diffusionsko-
effizientenN
 
2 undN
!
2 fu¨r-0%
&
 nm aufgetragen. Diese sind analog
zu Gleichung 5.26 und 5.27 aus Abschnitt 5.4.1 definiert. Was zuerst auffa¨llt ist, daß
die Relation
N2 


	
N
!
2 

	
N
 
2 (5.38)
hier nicht gu¨ltig ist. Dies ist dadurch begru¨ndet, daß die Diffusionskoeffizienten je-
weils in anderen Zeitbereichen an die entsprechenden mittleren quadratischen Ver-
schiebungen angepaßt wurden. Im Bereich 2 = 

nm ist N
!
gro¨ßer als N
 
2,
wa¨hrend dies im Bereich 2 < 

nm genaue andersherum verha¨lt. Der ho¨here Wert
vonN
 
2 im Vergleich zuN
!
2 im Bereich 2 < 

 nm la¨ßt sich leicht durch die ste-
rischen Effekte im Bilayer erkla¨ren. Da die DPPC-Moleku¨le, wie in Abschnitt 4.5.3 ge-
zeigt wurde, sich in erste Na¨herung wie auf einem hexagonalen Gitter anordnen, ist
die Diffusion in der xz-Ebene im Bilayer durch die Anwesenheit der DPPC-Moleku¨le
gehindert. Demgegenu¨ber ko¨nnen sich die Wassermoleku¨le in y-Richtung in den
’Kana¨len’ zwischen den DPPC-Moleku¨len relativ einfach bewegen. Zwar scheint der
Effekt auf den ersten Blick nicht besonders groß zu sein, doch wird das Verha¨ltnis
von N
 
2 zu N
!
2 bestimmt, so wird deutlich, daß die Anisotropie der Diffusion
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Abbildung 5.22.: Diffusionskoeffizienten #
 
 und #
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im Bereich kleiner Werte von 2 deutlich gro¨ßer ist als im bulk-Bereich des Wassers.
Eine ebenfalls zur Beschreibung der Wasserdiffusion geeignete Gro¨ße ist die Resi-
denzzeit der Wassermoleku¨le in den verschiedenen Bereichen des Bilayers. Dazu
wird das System in y-Richtung in  gleich dicke Scheiben in y-Richtung aufgeteilt.
Dann wird fu¨r jedes Wassermoleku¨l fu¨r den Zeitschritt  anhand der Position des
Sauerstoffatoms die Nummer der Scheibe bestimmt, in welcher es liegt. Nun wird fu¨r
jedes Wassermoleku¨l die minimale Anzahl an Zeitschritten / bestimmt, nach welcher
das Wassermoleku¨l in y-Richtung von der Ausgangsposition zum Zeitpunkt  einen
Abstand von mehr als 
&
besitzt. Die Werte von / werden dabei den jeweiligen
Scheiben zugeschlagen, in denen die Wassermoleku¨le sich zum Zeitpunkt  befan-
den. Nun wird dieses Verfahren fu¨r den na¨chsten Zeitschritt    wiederholt usw.
Die Residenzzeit K
 
der Wassermoleku¨le in einer Scheibe ist dann der Durchschnitts-
wert von / in dieser Scheibe multipliziert mit dem Zeitschritt . Der Vorteil dieses
Verfahrens gegenu¨ber der oben beschriebenen Methode zur Bestimmung des Diffu-
sionskoeffizienten liegt darin, daß es nicht so stark von der zeitlichen Auflo¨sung der
Trajektorie betroffen ist. Da die Konfigurationen in der vorliegenden Simulationen
alle  ps abgespeichert wurden und bei einem Wert von 
&
um nm das be-
trachtete Zeitintervall nur wenige Pikosekunden betra¨gt, kann dies dazu fu¨hren, daß
z.B. in zwei direkt benachbarten Bereichen der Diffusionskoeffizient in einem Bereich
zwischen  ps und  ps und im anderen Bereich zwischen  ps und 
 ps ermittelt
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wird. Dieser Effekt kann bei der Bestimmung von K nicht auftreten. Außerdem wer-
den immer die Wassermoleku¨le bei diesem Verfahren nur so lange betrachtet, solange
sie sich in dem entsprechenden Bereich aufhalten, wa¨hrend dies bei der Bestimmung
der Diffusionskoeffizienten nicht gewa¨hrleistet ist (da hier die mittlere quadratische
Verschiebung als Kriterium verwendet wird).
Die erhaltene Residenzzeit K
 
als Funktion der y-Koordinate ist in Abbildung 5.23
fu¨r verschiedene Werte von 
&
aufgetragen. Wie zu erkennen ist a¨ndert sich die
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Abbildung 5.23.: Residenzzeit "
 
der Wassermoleku¨le fu¨r verschiedene Werte von 
&
.
allgemeine Form der Kurven nicht30. Da die Diffusionskoeffizienten mit -0%
&

nm berechnet wurden, wird aus Gru¨nden der Vergleichbarkeit im folgenden im-
mer 
&
 
 nm verwendet. Analog kann auch ein K

bzw. K
!
berechnet werden,
in dem der Abstand von der Ausgangsposition der Wassermoleku¨le nur in x- bzw.
z-Richtung betrachtet wird. Da das Diffusionsverhalten in x- und z-Richtung gleich
sein sollte, wird hier ein gemittelter Wert K
!
verwendet. In Abbildung 5.24 sind K
 
und K
!
fu¨r 
&
 
 nm als Funktion der y-Koordinate aufgetragen. Ein Vergleich
mit Abbildung 5.22 zeigt, daß beide Verfahren a¨quivalente Aussagen liefern. Jedoch
ist der Unterschied zwischen der Diffusion in der xz-Ebene und in y-Richtung bei Ver-
wendung der Diffusionskoeffizienten sta¨rker ausgepra¨gt. So ist z.B. der Unterschied
30 Die Abweichungen fu¨r kleine Werte von  sind auf die fu¨r kleine Werte von 

deutlich schlech-
tere Statistik zuru¨ckzufu¨hren.
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Abbildung 5.24.: Residenzzeit "
 
und "
!
der Wassermoleku¨le fu¨r 
&
 	($ nm.
zwischen K
 
und K
!
im Bereich großer Werte fu¨r 2 nur sehr gering (aber vorhanden),
wa¨hrendN
 
2 undN
!
2 in diesem Bereich deutlich unterscheidbar sind. Dies liegt
vermutlich an dem oben beschriebenen Fehler bei der Bestimmung der Diffusionsko-
effizienten, der vor allem bei großen Diffusionskoeffizienten deutlich auftritt.
5.5.3. Dynamik der Wasserstoffbru¨ckenbindungen
In diesem Abschnitt sollen die Lebensdauern der Wasserstoffbru¨ckenbindungen in
den einzelnen Regionen des System kurz untersucht werden. Es wird dabei nur zwi-
schen linearen und gegabelten Wasserstoffbru¨ckenbindungen unterschieden (siehe
Abschnitt 4.6.4). Außerdem werden dabei nur Wassermoleku¨le betrachtet, welche in
der entsprechenden Wasserstoffbru¨ckenbindung als Akzeptor auftreten, da nur so
auch die gegabelten Bindungen untersucht werden ko¨nnen. Dazu wird folgende Kor-
relationsfunktion eingesetzt:
;   9

K

 9

K

 	
9

fu¨r,

9


(5.39)
? , ist dabei eine Funktion, welche  zuru¨ckliefert, wenn ?  , ist und anson-
sten den Wert  annimmt. 9

 ist eine Funktion, welche eine Zahl =  zuru¨cklie-
fert, wenn das Wasserstoffatom  in einer Wasserstoffbru¨ckenbindung involviert ist
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und ansonsten den Wert Null liefert. Die zuru¨ckgelieferte Zahl muß dabei die Bin-
dungspartner des Wasserstoffatom  eindeutig identifizieren ko¨nnen. Fu¨r eine lineare
Wasserstoffbru¨ckenbindung ist dies die Nummer  des Sauerstoffatoms in der Was-
serstoffbru¨ckenbindung und fu¨r gegabelte Bindungen der Term 

   

, wobei 

und 

die beiden Sauerstoffatome der Bindung sind und  ist die Anzahl der Was-
sermoleku¨le. Auf Grund der mit  
 sehr großen Anzahl von Wassermoleku¨len,
kann auf eine Plateaukorrektur in Gleichung 5.39 verzichtet werden. Nun wird fu¨r
die linearen und gegabelten Bru¨ckenbindungen die Korrelationsfunktionen separat
bestimmt31. Die durch Integration der entsprechenden Korrelationsfunktionen erhal-
tenen Korrelationszeiten werden als K

und K
55
bezeichnet. Im Gegensatz zur Be-
stimmung der Diffusionskoeffizienten (Abschnitt 5.5.2) oder der Reorientierungskor-
relationszeiten (Abschnitt 5.5.4) tritt hier nicht oder nur in sehr geringen Maße das
Problem auf, daß durch die Diffusion der Wassermoleku¨le die untersuchte Eigen-
schaft u¨ber einen gro¨ßeren Bereich der y-Koordinaten gemittelt wird, da bei der Dif-
fusion der Wassermoleku¨le auch i.a. die Wasserstoffbru¨ckenbindungen aufgebrochen
werden mu¨ssen.
In Abbildung 5.25 sind die erhaltenen Korrelationszeiten fu¨r die linearen und ge-
gabelten Wasserstoffbru¨ckenbindungen in Abha¨ngigkeit von der y-Koordinate der
Wassermoleku¨le aufgetragen. Es zeigt sich, daß die Lebensdauer einer gegabelten
Wasserstoffbru¨ckenbindung mit  	 ps deutlich geringer ist als die der linearen
Bindungen. Die Lebensdauer der gegabelten Bru¨ckenbindungen ist so klein, daß die
Auflo¨sung der Trajektorie von  ps hier einen deutlichen Fehler zur Folge haben
wird. Auffa¨llig ist die Konstanz der Lebensdauern im Bereich 2 = 
 nm. Trotz ei-
ner starken A¨nderung der Umgebung der Wassermoleku¨le in diesem Bereich, welche
auch zu einer deutlichen A¨nderung im Wasserstoffbru¨ckennetzwerk fu¨hrt (siehe Ab-
schnitt 4.6.4), hat dies offenbar keinen Einfluß auf die Stabilita¨t und damit die Lebens-
dauer der Bru¨ckenbindungen. Erst fu¨r 2 < 
 nm steigt die Lebensdauer der linea-
ren Wasserstoffbru¨ckenbindungen leicht an. Dies ist auch aus der durchschnittlich
ho¨heren Energie linearer Wasserstoffbru¨ckenbindungen in diesem Bereich ablesbar.
Weiterhin kann die geringere Anzahl von Bindungsmo¨glichkeiten in diesem Bereich
als ein Faktor fu¨r den Anstieg der Lebensdauer verantwortlich gemacht werden. Die
Lebensdauer ist Interessanterweise in diesem Bereich deutlich geringer, als die der
in Abschnitt 5.5.1 untersuchten Wasser-Glycerin-Assoziate. Fu¨r noch kleinere Werte
von 2 sinkt die Lebensdauer jedoch wieder leicht. Die Lebensdauer der gegabelten
Bru¨ckenbindungen zeigt eine noch geringere Abha¨ngigkeit von der y-Koordinate.
Erst fu¨r Werte von 2 kleiner als  nm sinkt sie signifikant. Alles in allem ist zeigt die
Lebensdauer der Wasserstoffbru¨ckenbindungen nur eine geringe Abha¨ngigkeit von
der Position des Wassermoleku¨ls im Membransystem.
31 Dies bedeutet auch, daß eine lineare Wasserstoffbru¨ckenbindung durch das ’Einfangen’ eines zwei-
ten Sauerstoffatoms als nicht mehr existent angesehen wird, obwohl die Wechselwirkung zwischen
den beiden Ursprungsatomen noch immer bestehen bleibt.
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Abbildung 5.25.: Korrelationszeiten " fu¨r die linearen und gegabelten Wasserstoffbru¨cken-
bindungen in Abha¨ngigkeit von der y-Koordinate der Wassermoleku¨le.
5.5.4. Reorientierungsdynamik des Wassers
In diesem Abschnitt wird die Reorientierungsdynamik der Wassermoleku¨le als Funk-
tion ihrer y-Koordinate untersucht. Als Vektor 

, der die Orientierung des Moleku¨ls 
beschreibt, werden dabei die normalisierten und einheitenlosen Dipolmoment-, O–H
und H–H-Vektoren ausgewa¨hlt. Dann wird die Reorientierungskorrelationsfunktion
;
 
 !
 nach Gleichung 5.1 berechnet, wobei nur u¨ber Vektoren 

der Wassermo-
leku¨le  gemittelt wird, deren y-Koordinate 2
<
des Schwerpunktes zum Zeitpunkt K

im Bereich 227
  2
<
< 227
 liegt32. Natu¨rlich bewegen sich die Wassermo-
leku¨le mit der Zeit aus diesem Bereich heraus, so daß ; 
 !
 fu¨r gro¨ßere Werte von 
nicht nur das Reorientierungsverhalten von Wassermoleku¨len in diesem Bereich be-
schreibt33. Dies hat auch zur Folge, daß der Plateauwert ;Plateau
 !
Null sein wird, auch
wenn die Wasserorientierung in einzelnen Bereichen des Systems nicht isotrop ist34.
Die aus dieser Funktion durch Integration erhaltene Korrelationszeit wird im folgen-
den als Umorientierungszeit K

bezeichnet.
32  ist dabei ein fest vorgegebener Parameter, der die Auflo¨sung der Reorientierungskorrelations-
funktion %

3 mit der y-Koordinate der Moleku¨le bestimmt.
33 Siehe auch Abschnitt 5.5.2.
34 Siehe auch Abschnitt 4.6.2.
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Außerdem wird auch die folgende Reorientierungskorrelationsfunktion
;
 !
 
"
 

K

  

K

 

 
#
9


 ;
Plateau
 !
"
 

K

  

K



 
#
9


 ;
Plateau
 !
(5.40)
mit
;
Plateau
 !

"
 

K

  

K

 

 
#
9


fu¨r  (5.41)
berechnet, da ihre Korrelationszeit K

der aus NMR-spektroskopischen Untersuchun-
gen ermittelten Umorientierungszeit entspricht. Zusa¨tzlich kann durch den Vergleich
von K

und K

auf die einige Charakteristika der Umorientierungsdynamik geschlos-
sen werden. In Abbildung 5.26 sind die Umorientierungszeiten K

fu¨r den Dipol-,
den H–H- und den O–H-Vektor des Wassermoleku¨ls als Funktion der y-Koordinate
dargestellt. Auf Grund der geringen Anzahl von Wassermoleku¨len in der Alkylket-
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Abbildung 5.26.: Umorientierungszeiten "

des Dipol-, des H–H- und des O–H-Vektors der
Wassermoleku¨le als Funktion der y-Koordinate
tenregion konnte die Umorientierungszeiten dort nicht bestimmt werden, so daß K

nur bis zu einer y-Koordinate bis  nm vorliegt. Die Umorientierungszeit K

nimmt
fu¨r alle drei Vektoren mit abnehmender y-Koordinate stetig zu35 und ist im Bereich
35 Die beiden kleinen Knicke bei   " nm sind vermutlich auf die schlechte Statistik in diesem
Bereich zuru¨ckzufu¨hren.
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des Bilayers deutlich gro¨ßer als in der bulk-Phase36. Dabei ist die Abfolge der Umori-
entierungszeiten u¨ber den gesamten Bereich immer gleich (K

fu¨r den Dipol-Vektor
ist gro¨ßer als K

fu¨r den O–H-Vektor, welches wiederum gro¨ßer ist als K

fu¨r den
H–H-Vektor). Zuerst soll der Verlauf von K

fu¨r den Dipolvektor genauer besprochen
werden. Die Dipolreorientierung wird ganz entscheidend durch die elektrostatischen
Wechselwirkungen der Wassermoleku¨le mit der Umgebung beeinflußt. Ist die Ori-
entierung des Dipolvektors dabei nicht isotrop, wie dies innerhalb des Bilayers der
Fall ist (siehe Abschnitt 4.6.2), so fu¨hrt dies zu einer Verlangsamung der Umorien-
tierung, da sich das Wassermoleku¨l aus einer energetisch gu¨nstigen Konformationen
’herausdrehen’ muß. In der Glyceringruppenregion sind die Wassermoleku¨le in ihrer
Orientierung besonders eingeschra¨nkt. Wie in Abschnitt 5.5.1 gezeigt wurde, finden
sich dort relativ stabile Wasser-Glycerin-Assoziate. Da die Carbonylgruppe sich auch
nur langsam umorientiert (siehe Abschnitt 5.3.1), resultiert darum auch eine langsa-
me Umorientierung der Wassermoleku¨le. Im Bereich der Phosphatgruppe ist dieser
Effekt auf Grund der vielen energetisch gu¨nstigen Wechselwirkungsmo¨glichkeiten
der Wassermoleku¨le geringer und die Umorientierungszeit damit kleiner. Die kleine-
ren Umorientierungszeiten des zum Dipolvektor parallelen H–H-Vektors lassen sich
durch geometrische U¨berlegungen erkla¨ren. Wa¨hrend die Umorientierung des Di-
polvektors um #Æ i.a. mit einer deutlich anderen Wechselwirkungsenergie des Was-
sermoleku¨ls einhergeht, ist dies fu¨r den H–H-Vektor aus Symmetriegru¨nden nicht
der Fall. D.h. die Aktivierungsenergie fu¨r eine H–H Umorientierung sollte geringer
sein als die der Umorientierung des Dipolvektors. Der O–H Vektor liegt in der Um-
orientierungszeit zwischen den H–H- und Dipol-Vektor. Dies la¨ßt sich leicht dadurch
erkla¨ren, daß er geometrisch gesehen einen geringeren Winkel mit dem Dipolvektor
bildet als der H–H Vektor und eine Umorientierung des Vektors um #Æ auch nicht
zu einer a¨quivalenten Orientierung fu¨hrt, wie dies fu¨r den H–H-Vektor der Fall ist.
In Abschnitt 5.27 sind die Umorientierungszeiten K

abgebildet. Die Werte K

sind i.a.
kleiner als die Werte von K

, da der Term    fu¨r eine geringe Umorientierung des
Vektors  zu   schneller fa¨llt als    . Die Umorientierungszeiten in der bulk-Phase
sind dabei so gering, daß auf Grund der zeitlichen Auflo¨sung der Trajektorie von 
ps der Fehler von K

bei ca. 	% liegt.
Eine interessante Gro¨ße, welche weitergehende Ru¨ckschlu¨sse auf das Reorientierungs-
verhalten ermo¨glicht, ist das Verha¨ltnis K

7K

, welches in Abbildung 5.28 aufgetragen
ist. Falls sich der Vektor  nur in sehr kleinen Schritten auf einer Kugeloberfla¨che
zufa¨llig um eine kleinen Raumwinkel 4 umorientiert, so ergibt sich ein Verha¨ltnis
von K

7K

 	. Dieses Verhalten wird als Debeysche Rotationsdiffusion bezeichnet,
da der Vektor  auf der Kugeloberfla¨che ’diffundiert’. Ein Wert K

7K

  wird er-
halten, wenn der Vektor  fu¨r einen Zeitraum  seine Orientierung praktisch nicht
36 Dies wird auch experimentell gefunden. So ermittelten Ko¨nig et al. [181] eine Umorientierungszeit
von ,$ ps in der Kopfgruppenregion, wobei die untersuchte Membran jedoch nicht voll hydratisiert
war (4 Wassermoleku¨le pro Lipid).
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Abbildung 5.27.: Umorientierungszeiten "

des Dipol-, des H–H- und des O–H-Vektors der
Wassermoleku¨le als Funktion der y-Koordinate
vera¨ndert, um dann eine zufa¨llige neue Orientierung einzunehmen, wobei die alte
und neue Orientierung vo¨llig unkorreliert sind. Dieses Verhalten wird als rotatori-
sche Sprungdiffusion bezeichnet. Wie in Abbildung 5.28 zu sehen ist, la¨ßt sich die
Umorientierung des Dipol-Vektors in der bulk-Phase des Wassers als u¨berwiegend
rotationsdiffusorisch charakterisieren. Dagegen liefert K

7K

fu¨r die Umorientierung
der O–H- und H–H-Vektoren Werte deutlich unter 	, was auf einen gro¨ßeren An-
teil von rotatorischer Sprungdiffusion fu¨r den Umorientierungsprozeß andeutet. Eine
echte Sprungdiffusion, bei der die Vektoren vo¨llig unkorreliert umorientiert werden,
ist aber auch fu¨r diese Vektoren nicht zu erwarten. Stattdessen ist davon auszuge-
hen, daß sich der O–H-Vektor beim Wechsel des Wasserstoffbru¨ckenbindungspart-
ners um #Æ bis Æ umorientiert. Die Tatsache, daß K

7K

fu¨r den H–H-Vektor etwas
kleiner ist als das Verha¨ltnis fu¨r den O–H-Vektor la¨ßt sich dadurch erkla¨ren, daß bei
einem Wechsel der Wasserstoffbru¨ckenbindung der H–H-Vektor auch eine fast eben-
so große Umorientierung erfa¨hrt wie einer der O–H-Vektoren. K

7K

ist also fu¨r den
H–H-Vektor nur deshalb etwas kleiner als fu¨r den O–H-Vektor, weil letzterer doppelt
im Wassermoleku¨l auftritt. Da der Winkel zwischen dem H–H- und O–H-Vektor mit
 	
Æ deutlich kleiner ist als der zwischen dem Dipol- und O–H-Vektor ( Æ), re-
sultiert aus der Umorientierung des O–H-Vektors nur eine geringere Umorientierung
des Dipol-Vektors, als die fu¨r den H–H Vektor der Fall ist. Dies erkla¨rt den gro¨ßeren
161
5. Dynamik
0.5
1
1.5
2
2.5
3
3.5
4
1 1.5 2 2.5 3 3.5
2 7nm
K

7
K

Dipol
OH
HH
Abbildung 5.28.: Verha¨ltnis der Umorientierungszeiten "

und "

des Dipol-, des H–H- und
des O–H-Vektors der Wassermoleku¨le als Funktion der y-Koordinate
Wert von K

7K

fu¨r den Dipol-Vektor.
Im Bereich 2  
	 nm, also in der Hydrathu¨lle um die Cholingruppe, ist K

7K

fu¨r
die Dipol- und O–H-Vektoren im Vergleich zur bulk-Phase deutlich angewachsen,
wa¨hrend es fu¨r den H–H-Vektor gesunken ist. Hier zeigt sich der Einfluß der aus-
gepra¨gten Orientierung des Dipol-Vektors in diesem Bereich (siehe Abschnitt 4.6.2).
Dies fu¨hrt dazu, daß K

7K

fu¨r den Dipolvektor einen gro¨ßeren Wert als 	 annimmt.
Unter der Annahme, daß der Dipolvektor nur einen deutlich eingeschra¨nkten Win-
kelraum zu Verfu¨gung hat, in dem er sich umorientieren kann, la¨ßt sich auch dies
erkla¨ren. Denn in diesem eingeschra¨nkten Winkelraum kann ;
 !
 nicht auf Null
abfallen37. Erst nach der Diffusion des Wassermoleku¨ls in die bulk-Phase ist dies
mo¨glich. Dagegen kann ;
 !
 wegen der cos4 Abha¨ngigkeit auch fu¨r die Reori-
entierung in einem eingeschra¨nkten Winkelraum auf  abfallen. Da der H–H-Vektor
senkrecht auf dem Dipol-Vektor steht, ist sein Winkelbereich nicht eingeschra¨nkt,
so daß K

7K

fu¨r diesen Vektor deutlich geringer ist als fu¨r Dipolvektor. Die Ein-
schra¨nkungen fu¨r den O–H-Vektor sind zwar auch vorhanden, jedoch nicht so groß
wie die des Dipol-Vektors. Darum liegt K

7K

fu¨r den O–H-Vektor zwischen den bei-
den anderen Werten.
37 Wenn %Plateau

Null ist.
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Besonders interessant ist der Wert von K

7K

des H–H-Vektors im Bereich 2 < 
nm, welcher auf Werte unter  sinkt. Dies ist geringer als der Wert, welche fu¨r rei-
ne Sprungdiffusion erhalten wird. Eine mo¨gliche Erkla¨rung fu¨r dieses Verhalten, la¨ßt
sich durch einen H–H Umorientierungsprozeß erhalten, in welchem die H–H-Vektoren
sprunghaft um #Æ umorientieren. Denn eine Umorientierung um ca. #Æ bewirkt
keinem bzw. nur einem schwachen Abfall von;
 !
, wa¨hrend sie zu einem starken
Abfall von ;
 !
fu¨hrt. Auch die Umorientierung des O–H- und Dipol-Vektors zeigt in
diesem Bereich einen deutlichen Anteil von Sprungdiffusion. Da im Gegensatz zum
H–H-Vektor eine Umorientierung dieser Vektoren um #Æ nicht zu einer a¨quivalen-
ten Orientierung der Wassermoleku¨le fu¨hrt, ist der Wert von K

7K

fu¨r diese Vektoren
deutlich gro¨ßer als .
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6. Chemisches Potential von Moleku¨len in der
Membran
6.1. Motivation
Die Gru¨nde fu¨r die Untersuchung des chemischen Potentials von Moleku¨len in einer
Phospholipidmembran sind mannigfaltig. Zum einen la¨ßt sich aus dem Verlauf des
chemischen Potentials von verschiedenen Edelgasatomen die Hydrophobizita¨t der
einzelnen Membranbereiche quantifizieren [167]. Außerdem kann die Verteilung des
freien Volumens ermittelt werden, welche mit dem chemischen Potential der Edel-
gasatome im Zusammenhang steht. Dies dient einer weitergehenden Charakterisie-
rung des simulierten Systems. Daru¨ber hinaus soll das chemische Potential des Was-
sers untersucht werden, um eine Abscha¨tzung fu¨r die Wasserkonzentration in der
Mitte der Membran zu erhalten, welche aus einer direkten Simulation nicht mit aus-
reichender Genauigkeit zu ermitteln ist.
Weiterhin kann durch die Bestimmung des Verlauf des chemischen Potentials von In-
halationsana¨sthetika ein Beitrag zu Kla¨rung des Wirkungsmechanismus dieser Sub-
stanzen geleistet werden. Seit vor ca.  Jahren Meyer [182] und Overton [183] eine
Korrelation zwischen der Lipophilie einer Substanz und ihrer Potenz als Inhalations-
ana¨sthetikum feststellten, ist die Frage der genauen Wirkungsweise dieser Ana¨sthe-
tika bis heute nicht gekla¨rt. Als ein Maß fu¨r die Lipophilie einer Substanz wird da-
bei u¨blicherweise1 der Oliveno¨l/Gas- bzw. der Oktanol/Gas-Verteilungskoeffizient
verwendet. Die Potenz des Ana¨sthetikums wird durch die minimale alveola¨re Konzen-
tration (minimum alveolar anesthetic concentration, MAC bzw. MAC

) beschrieben,
d.h. dem Partialdruck des Ana¨sthetikums in der Lunge, bei dem % der untersuch-
ten Spezies ana¨sthesiert werden [185]. Dazu kann z.B. der Partialdruck des unter-
suchten Inhalationsana¨sthetikums im Blut von Ratten bestimmt werden, bei denen
% der untersuchten Tiere keine Reaktion auf einen schmerzhaften Stimulus zei-
gen. Aus dem Blut/Gas-Verteilungskoeffizienten kann dann die alveola¨re Konzen-
tration bestimmt werden. Es hat sich gezeigt, daß das Produkt aus dem O¨l/Gas-
Verteilungskoeffizienten und der MAC fu¨r sogenannte konventionelle Inhalations-
ana¨sthetika einen Wert von ca. #
     Pa aufweist. Auch das Produkt des
1 Meyer und Overton verwendeten den O¨l/Wasser-Verteilungskoeffizienten, wa¨hrend Miller [184]
den heute gebra¨uchlicheren O¨l/Gas-Verteilungskoeffizienten einfu¨hrte.
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Oktanol/Gas-Verteilungskoeffizienten und der MAC ergibt einen anna¨hernd kon-
stanten Wert von 
     Pa [186]. Diese Befunde legten die Hypothese na-
he, daß das Wirkungszentrum der Inhalationsana¨sthetika in der hydrophoben Al-
kylkettenregion liegen sollte. U¨berraschend ist jedoch, daß chemisch und strukturell
vo¨llig verschiedene Substanzen fu¨r die ana¨sthetische Wirkung verantwortlich sein
ko¨nnen. Dies steht im Gegensatz zu dem sonst vorzufindenden Schlu¨ssel-Schloß-
Prinzip, in dem nur ganz spezifische Moleku¨le eine biologische Wirkung zu erzielen
vermo¨gen [187].
In den Sechziger Jahren wurde von Pauling [188] die These aufgestellt, daß die Bil-
dung von Hydraten durch die Ana¨sthetika fu¨r deren Wirkung verantwortlich ist, und
die Wirkungsregion also die wa¨ssrige Phase ist. In ju¨ngerer Zeit wurde außerdem
die These aufgestellt, daß die Wasser-Lipid-Grenzregion der Wirkungsort der Inha-
lationsana¨sthetika sein ko¨nnte [189]. Weiterhin wurden Substanzen gefunden, deren
ana¨sthetische Aktivita¨t deutlich unter der mit Hilfe der Meyer-Overton-Hypothese
vorausgesagten liegt2 bzw. die u¨berhaupt keine ana¨sthetische Aktivita¨t zeigen, ob-
wohl sie nach der Meyer-Overton-Hypothese ein deutliches ana¨sthetisches Potential
besitzen (sogenannte Nonimobilizers) [190, 191]. Dagegen zeigen einige Substanzen
(z.B. niederkettige /-Alkohole) eine deutlich ho¨here ana¨sthetische Potenz, als dies
auf Grund ihrer O¨l/Gas-Verteilungskoeffizienten zu erwarten ist.
Da die Einflu¨sse der Inhalationsana¨sthetika bei der minimalen alveola¨ren Konzentra-
tion auf die Struktur und Dynamik der Membranen nur sehr gering sind3, wurden
Proteine als Wirkungsort vorgeschlagen. Dies fu¨hrte zu einer detailierten Untersu-
chung der verschiedensten Membran-Proteine. Dabei konnte gezeigt werden, daß die
Blockierung ligandenkontrollierter Ionenkana¨le fu¨r die ana¨sthetische Wirkung ver-
antwortlich ist [193–195]. Der genaue Wirkungsmechanismus ist jedoch auch heute
noch nicht bekannt. Eine Theorie geht von der Hypothese aus, daß die Ana¨sthetika
den Ionenkanal blockieren, indem sie an eine spezifische Bindungsstelle im Kanal
angelagert werden [196, 197]. Ein Problem dieser Theorie ist jedoch die Diversita¨t
der Lokalana¨sthetika, welche sich in Form, Polarita¨t, Elektronenstruktur u.a¨. Gro¨ßen
deutlich unterscheiden4. Weiterhin sind auch hier die experimentell und theoretisch
gefundenen Auswirkungen der Ana¨sthetika auf Struktur und Dynamik der Proteine
nur sehr bescheiden (siehe z.B. [200]).
Eine vielversprechende Theorie fu¨r den Wirkungsmechanismus der Inhalationsana¨sthe-
tika wurde von Cantor vorgestellt [201–204]. Dabei wird davon ausgegangen, daß
2 Solche Substanzen werden als U¨bergangssubstanzen bezeichnet, wa¨hrend die Substanzen, welche
die Meyer-Overton-Hypothese erfu¨llen als konventionell bezeichnet werden.
3 So sind z.B. die ermittelten Effekte auf die Dynamik der Lipide auch durch eine Temperatura¨nde-
rung von   K zu erhalten [192].
4 Sewell und Halsey [198, 199] konnten zwar mit Hilfe dreidimensionaler QSAR-Methoden fu¨r eine
begrenzte Auswahl Inhalationsana¨sthetika deren Aktivita¨t vorhersagen, doch versagt diese Metho-
de z.B. bei der Vorhersage der Aktivita¨t der verschiedenen Edelgase.
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sich durch die Ana¨sthetika das laterale Druckprofil in der Membran a¨ndert. Der late-
rale Druck in einer Membran ist stark ortsabha¨ngig, wobei lokal Dru¨cke im Bereich
von     Pa auftreten. Wie in [120] gezeigt, liegt dabei der Anteil fu¨r die einzel-
nen Wechselwirkungstypen (elektrostatisch, Lennard-Jones etc.) im Bereich mehrerer

' Pa. Dabei zeichnet sich der Bereich der Grenzfla¨chenregion durch besonders ho-
he Druckkomponenten aus. Dies legt die Vermutung nahe, daß auch schon geringe
Mengen einer Substanz dieses Druckprofil entscheidend a¨ndern ko¨nnen, wobei die
Oberfla¨chenspannung des gesamten Bilayers jedoch konstant bleibt. Um den Zusam-
menhang zwischen der A¨nderung des Druckprofils und der ana¨sthetischen Wirkung
besser zu verstehen, soll zuerst die Auswirkung einer Blockierung der ligandenge-
steuerten Ionenkana¨le besprochen werden.
Wie schon erwa¨hnt, wurde die Blockierung von Ionenkana¨len wie dem nicotinischen
Acetylcholinrezeptors5 fu¨r die Wirkung der Inhalationsana¨sthetika verantwortlich
gemacht. Dieser Rezeptor ist u. a. fu¨r die Weiterleitung von Signalen zwischen Ner-
venzellen verantwortlich. Dabei wird am Ende des pra¨synaptischen Axons, ausgelo¨st
durch eine starke Konzentrationserho¨hung von Kalziumionen auf Grund der O¨ff-
nung eines spannungsgesteuerten Ca-Kanals, Acetylcholin (ACh) in den synap-
tischen Spalt entlassen [205]. Das Acetylcholin diffundiert dann u¨ber den synapti-
schen Spalt und bildet einen Komplex mit dem nicotinischen Acetylcholinrezeptor.
Bei Anlagerung von zwei ACh-Moleku¨len o¨ffnet sich ein Ionenkanal im Rezeptor,
durch welchen Natrium- und Kaliumionen durch die postsynaptische Membran dif-
fundieren ko¨nnen. Durch diesen Diffusionsprozeß wird die postsynaptische Mem-
bran depolarisiert, ein neues Aktionspotential ausgelo¨st, und so der Nervenimpuls
weitergeleitet. Das Acetylcholin wird dann sehr schnell von der Acetylcholinesterase
abgebaut und der Ionenkanal damit wieder geschlossen. Wichtige Hinweise auf den
Wirkungsmechanismus der Ana¨sthetika ko¨nnen auf Grund der inzwischen ermittel-
ten Wirkungsweise verschiedener Gifte erhalten werden. So bewirkt das Neuroto-
xin 4-Latrotoxin der Schwarzen Witwe eine sehr starke Ausschu¨ttung von Acetyl-
cholin, wa¨hrend organische Fluorophosphate die Acetylcholinesterase hemmen. Bei-
des bewirkt eine erho¨hte ACh-Konzentration an der postsynaptischen Membran. Zu
den Auswirkungen dieser Nervengifte za¨hlen unter anderem Muskelzuckungen und
Kra¨mpfe [185]. Dagegen hemmt das Botulinus-Toxin die Ausschu¨ttung von ACh und
das su¨damerikanische Pfeilgift Curare (bzw. dessen aktiver Bestandteil d-Tubocuranin)
bindet an den ACh-Rezeptor und inhibiert so das O¨ffnen des Ionenkanals. Diese
Substanzen bewirken u.a. La¨hmungserscheinungen (so wird Curare auch als Mus-
kelrelaxans eingesetzt). D.h. eine Verschiebung des Gleichgewichts von der geschlos-
senen Form des Ionenkanals zur offenen Form sollte zu krampfartigen Reaktionen
fu¨hren, und eine Verschiebung zur geschlossenen Konformation des Ionenkanals zu
La¨hmungen bzw. ana¨sthetischen Effekten, da die Nervenleitung stark behindert ist.
5 Daneben existiert auch ein sogenannter muscarinischer Acetylcholinrezeptor, welcher jedoch nicht
als Ionenkanal fungiert [187].
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Cantor geht nun davon aus, daß die A¨nderung des Ionenkanals vom offenen zum ge-
schlossenen Zustand durch eine A¨nderung des lateralen Druckprofils entscheidend
beeinflußt werden kann. Bezeichne 12  272 den lateralen Druck im Bereich
2  27
 bis 2  27
 und 92 die vom Ionenkanal im Bereich 2 eingenommene
Fla¨che in der Membranebene. Ist >
=
das Standardpotential des Ionenkanals im Zu-
stand 6 (offen oder geschlossen), wobei 2 dem lateralen Druckprofil der nativen
Membran entspricht, und 2 die A¨nderung des lateralen Druckprofils nach Ein-
bau der Ana¨sthetika6, so berechnet sich das chemische Potential des Ionenkanals im
Zustand 6 zu:
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Im Gleichgewicht muß nun das chemische Potential in den beiden Zusta¨nden gleich
sein. Damit errechnet sich der Anteil .
%
der Ionenkana¨le im offenen Zustand zu7:
.
%


 *

exp


(



 
922



 *

exp4
(6.2)
92 ist dabei die Fla¨chendifferenz zwischen der offenen und geschlossenen Kon-
formation des Ionenkanals im Bereich 2, und *

ist das Verha¨ltnis der Konzentration
von geschlossener zu offener Konformation, wenn 4   ist. Diese Gleichung gilt
sowohl fu¨r den Rezeptor ohne angelagertes Acetylcholin (in diesem Zustand liegt
das Gleichgewicht fu¨r 4   stark auf der Seite der geschlossenen Konformation),
als auch fu¨r den Rezeptor–ACh-Komplex (hier liegt das Gleichgewicht fu¨r 4  
auf der Seite der offenen Konformation)8. Wenn sich also die Fla¨che des Ionenkanals
lokal in der Membranebene beim U¨bergang von der geschlossenen zur offenen Kon-
formation a¨ndert, so kann durch eine A¨nderung des Druckprofils der Membran das
Verha¨ltnis von offener zu geschlossener Konformation variiert werden. Eine Verlage-
rung des Gleichgewichts zu offenen Konformation fu¨hrt damit dazu, daß auch ohne
angelagertes Acetylcholin ein u.U. bedeutender Anteil der Ionenkana¨le in der offenen
Form vorliegt, und damit nicht vorhandene Nervenimpulse ’weitergeleitet’ werden.
Dies fu¨hrt, wie oben angedeutet, wahrscheinlich zu Kra¨mpfen. Fu¨r den Zustand mit
angelagertem ACh a¨ndert sich dagegen nichts, da er auch ohne die A¨nderung des
Druckprofils in einem u¨berwiegend offenen Zustand vorliegt9. Wird dagegen der ge-
schlossene Zustand deutlich bevorzugt, so wird ein Nervenimpuls nicht oder nur
sporadisch weitergeleitet, da auch im Zustand mit angelagerten ACh-Moleku¨len der
Ionenkanal keine Natrium- und Kaliumionen entla¨ßt. Dies fu¨hrt zu La¨hmungen bzw.
6 Dabei soll


7   gelten.
7 Die in [201] angegebene Formel weist einen Fehler auf.
8 Cantor betrachtete den Zustand des Ionenkanals unabha¨ngig davon, ob Acetylcholin angelagert ist
oder nicht. Seine Argumentation ist jedoch leicht auf den Zustand mit und ohne angelagertem ACh
zu erweitern.
9 Es kann jedoch nicht ausgeschlossen werden, daß die O¨ffnungszeit des Kanals verla¨ngert wird.
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ana¨sthetischen Effekten. In diesem Falle ist der Zustand des Rezeptors ohne angela-
gertes Acetylcholin nicht beeinflußt, da er auch ohne Ana¨sthetika im geschlossenen
Zustand vorliegt.
Auf Grund des Terms H in Gleichung 6.2 ist .
%
sensitiv vom lateralen Druckprofil
abha¨ngig. Cantor geht deshalb davon aus, daß Inhalationsana¨sthetika das laterale
Druckprofil in der Membran so a¨ndern, daß der Anteil der Ionenkana¨le im offenen
Zustand stark reduziert wird. Es ergeben sich jedoch praktische Probleme bei der
U¨berpru¨fung dieser Hypothese. So konnte Cantor zwar zeigen, daß in einem einfa-
chen Membranmodell der cutoff-Effekt der Alkohole reproduziert werden konnte10,
doch sind die Ergebnisse eher qualitativ zu werten, da zum einen 92 nicht be-
kannt ist und zum anderen das laterale Druckprofil nur unter drastischen Na¨herun-
gen ermittelt werden konnte. Hier bo¨te sich im Prinzip die MD-Simulation an, bei
welcher der Einfluß von Substanzen auf das laterale Druckprofil direkt ermittelt wer-
den kann. Jedoch sind die Ana¨sthetika nur in so geringen Konzentrationen in der
Membran vertreten, daß die Fehler im Druckprofil eine sinnvolle Auswertung nur
bei sehr langen Simulationszeiten und Systemgro¨ßen zulassen wu¨rden.
Aus diesem Grunde wird in der vorliegenden Arbeit nur das Verteilungsprofil (u¨ber
das chemische Potential) der Substanzen in der Membran ermittelt und daraus quali-
tativ auf die A¨nderung des lateralen Druckprofils geschlossen. Die Kenntnis des Ver-
laufs des chemischen Potentials dieser Substanzen ist auch fu¨r eine MD-Simulation
notwendig, da nur so der Einsatz einer großkanonischen MD-Simulation des Mem-
bransystems im Gleichgewicht mit der Gasphase des Ana¨sthetikums vermieden wer-
den kann. Um die A¨nderungen des lateralen Druckprofils abscha¨tzen zu ko¨nnen,
wird das von Lindahl und Edholm [120] ermittelte Druckprofil herangezogen, wel-
ches in Abbildung 6.1 dargestellt ist. Der betragsma¨ßig gro¨ßte laterale Druck tritt
hier in der Kopfgruppenregion auf und ist auf eine Kontraktionsbestrebung dieser
Region zuru¨ckzufu¨hren. In der Alkylkettenregion tritt dagegen ein positiver lateraler
Druck auf, ebenso wie in der Kopfgruppen/Wasser-Grenzschicht. Lindahl und Ed-
holm haben auch eine Aufspaltung der einzelnen Anteile vorgenommen. In Abbil-
dung 6.2 sind exemplarisch die Hauptanteile aufgetragen. Es zeigt sich, daß die ein-
zelnen Komponenten des lateralen Druckprofils erheblich gro¨ßer sind als das gesamte
laterale Druckprofil. Wie in Abbildung 6.2(a) zu erkennen ist, erzeugt die Wechsel-
wirkung zwischen den Kopfgruppen bzw. zwischen den Wassermoleku¨len und den
Kopfgruppen einen stark negativen lateralen Druck, wa¨hrend die Wasser–Wasser-
Wechselwirkungen einen positiven lateralen Druck erzeugen. Wie in Abbildung 6.1
zu erkennen ist, u¨berwiegt der negative Druck in diesem Bereich jedoch deutlich.
Ein Einbau von hydrophoben Substanzen in diesem Bereich wird demnach zu ei-
ner deutlichen A¨nderung des lateralen Drucks in der Kopfgruppenregion fu¨hren
10 Damit ist gemeint, daß die ana¨sthetische Wirkung der homologen Reihe der Alkohole zuerst mit
steigender Anzahl von Methylengruppe steigt und dann wieder abfa¨llt, um ab einer bestimmten
La¨nge der Alkohole ganz zu verschwinden [206].
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Abbildung 6.1.: Verlauf des lateralen Druckprofils einer voll hydratisierten DPPC Membran
bei 	Æ C nach Lindahl und Edholm [120].
ko¨nnen, da diese einen Teil der polaren Wassermoleku¨le verdra¨ngen wu¨rden. Es
ist jedoch a priori nicht zu ermittelt, ob dies zu einer Erho¨hung oder Erniedrigung
des lateralen Druck fu¨hren wird. In Abbildung 6.2(b) sind die Anteile des lateralen
Druckprofils nach dem Typ der Wechselwirkung aufgeschlu¨sselt, wobei nur die drei
Hauptanteile gezeigt sind. Die elektrostatische Wechselwirkung fu¨hrt dabei zu ei-
nem stark negativen lateralen Druck. Der maximale laterale Druck tritt hierbei im
der Bereich der Glycerinregion auf. U¨berraschend ist jedoch der große Effekt der 1–
4-Wechselwirkung (u¨ber das Diederwinkelpotential), welcher deutlich gro¨ßer ist als
derjenige der Lennard-Jones-Wechselwirkung. Die attraktive elektrostatische Wech-
selwirkung zwingt die Kopfgruppe demnach in Konformationen, die intramolekular
gesehen ungu¨nstig sind (siehe auch Abschnitt 4.3.3). Eine Verminderung der elektro-
statischen Wechselwirkungsenergie wu¨rde demnach zu einem Anstieg des lateralen
Drucks in der Kopfgruppenregion fu¨hren, wobei sicherlich der u¨berwiegende Teil
des durch die Coulombwechselwirkungen verursachten Anstiegs durch den Abfall
in den 1–4-Wechselwirkungen kompensiert wu¨rde. Hier wird also plausibel, daß der
Einbau relativ apolarer Teilchen (im Vergleich zum Wasser) zu einem deutlichen An-
stieg des lateralen Drucks in der Kopfgruppenregion fu¨hren wird, wie dies auch von
Cantor angenommen wurde. Dagegen ist in der Alkylkettenregion nur ein vergleichs-
weise schwacher Effekt zu erwarten. Die Richtung dieses Effektes ist auch hier nicht a
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Abbildung 6.2.: Verlauf des lateralen Druckprofils einer voll hydratisierten DPPC Membran
bei 	Æ C fu¨r ausgewa¨hlte Wechselwirkungsanteile nach Lindahl und Edholm [120].
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priori zu ermitteln. Sind die eingebauten Moleku¨le jedoch eher klein, so daß sie in das
in dieser Region vorhandene freie Volumen gut eingebaut werden ko¨nnen, ist von
einer Erniedrigung des lateralen Drucks auszugehen, da hier die attraktiven Wech-
selwirkungen erho¨ht werden. Bei großen, kettenfo¨rmigen Moleku¨len ist der Effekt
schwieriger vorherzusagen. Auf der einen Seite werden diese zu abstoßenden Wech-
selwirkungen fu¨hren, da sie nicht einfach in das vorhandene freie Volumen einge-
baut werden ko¨nnen. Auf der anderen Seite ko¨nnen diese auch zu einer Behinderung
der Kettendynamik fu¨hren (dies ist vor allem fu¨r sehr sperrige Moleku¨le zu erwar-
ten), und damit zu einer Verringerung des lateralen Drucks. Jedoch ist fu¨r typischen
Ana¨sthetika eine Erho¨hung des lateralen Drucks in dieser Region zu erwarten.
Wie schon oben erwa¨hnt, ist der Verlauf von 92 fu¨r den nicotinischen Acetylcho-
linrezeptor nicht bekannt. Fu¨r eine Ermittlung dieser Verlaufes, mu¨ßte die Struktur
des Rezeptors in der geschlossenen und in der offenen Form ermittelt. Ein Problem
hier ist, daß der Rezeptor dazu in der Membran verbleiben muß und so die u¨blichen
kristallographischen Verfahren nicht eingesetzt werden ko¨nnen. Die dreidimensiona-
le Struktur des geschlossenen Zustands konnte von Toyoshima und Unwin [207] im
Jahre 1990 mittels Elektronenmikroskopie mit einer Auflo¨sung von 8 nm ermittelt
werden, und neun Jahre spa¨ter mit einer verbesserten Auflo¨sung von  nm [208].
Die Strukturbestimmung des offenen Zustands erwies sich jedoch als schwieriger.
Dies liegt darin begru¨ndet, daß der Ionenkanal nicht lange in der offenen Konfor-
mation zu halten ist, denn der Rezeptor schließt nach wenigen  ms auch bei ei-
ner hohen ACh-Konzentration (Desensibilisierung). Dabei ist die Konformation des
Rezeptors im desensibilisierten Zustand deutlich verschieden vom geschlossen Zu-
stand [209]. 1995 konnte Unwin [210] durch sehr schnelle Abku¨hlung des Systems
nach Gabe von Acetylcholin, die dreidimensionale Struktur des Rezeptors im offe-
nen Zustand mit Elektronenmikroskopie bestimmen, wobei auch hier die Auflo¨sung
wieder 8 nm betrug. In Abbildung 6.3 ist schematisch die Struktur des nicotini-
schen Acetylcholinrezeptors im geschlossenen Zustand in der Membran abgebildet.
In der Mitte der Membran liegen die Knicke der fu¨nf Helices, welche den Ionenka-
nal blockieren. Im geo¨ffneten Zustand kippen und drehen sich die Helices weg, so
daß der Kanal geo¨ffnet wird, wobei die engste Stelle im Ionenkanal nun auf cytosy-
lischen Seite der Membran liegt. Auf Grund dieser nur geringen Genauigkeit ist aus
den Strukturen des Rezeptors im offenen und geschlossenen Zustand der Verlauf von
92 nicht zu ermitteln. Es lassen sich jedoch qualitative Aussagen u¨ber den Verlauf
von 92 erhalten. Dazu ist in Abbildung 6.4 die Ausdehnung des Rezeptors in ver-
schiedenen Membranbereichen dargestellt. Wie sich zeigt, ist der Platzbedarf in der
Mitte der Membran im offenen und geschlossenen Zustand relativ a¨hnlich, wa¨hrend
sich in der Alkylketten/Glycerin-Grenzregion deutliche Unterschiede zwischen den
beiden Konformationen zeigen. Eine A¨nderung des lateralen Drucks in dieser Region
sollte als zu einer deutlichen Verschiebung des Gleichgewichts zwischen dem offenen
und geschlossenen Zustand fu¨hren ko¨nnen.
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Abbildung 6.3.: Schematische Struktur des nicotinischen Acetylcholinrezeptors im geschlos-
senen Zustand in der Membran (aus [187]).
(a) synaptische Seite (b) Zentrum (c) cytosylische Seite
Abbildung 6.4.: Ausdehnung des nicotinischen Acetylcholinrezeptors in der Membran im
offenen Zustand (rot markiert) und geschlossenen Zustand (blau). (a) zeigt dabei die Aus-
dehnung in der Alkylketten/Glycerinregion auf der synaptischen Seite der Membran, (b)
stellt die Ausdehnung im Zentrum der Membran dar und (c) bildet die Ausdehnung des
Rezeptors in der Alkylketten/Glycerinregion auf der cytosylischen Seite der Membran ab.
Die Abbildungen entstammen [210].
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Dies alles zeigt die Notwendigkeit auf, den Verlauf des chemischen Potentials fu¨r
konventionelle Ana¨sthetika und Nonimobilizers in einer Phospholipidmembran zu
bestimmen [211]. Hierfu¨r stehen verschiedenste Verfahren zur Verfu¨gung [212, 213],
von denen in dieser Arbeit die particle insertion-Methode eingesetzt wird. Die phy-
sikalische Grundlage dieses Verfahren, sowie ihre Vor- und Nachteile werden in den
folgenden Abschnitten besprochen.
6.2. Das chemische Potential von Atomen
Um das chemische Potential von Edelgas-Atomen in den verschiedenen Bereichen
des Bilayers zu untersuchen, wird die Testteilchen-Methode von Widom eingesetzt
[214, 215]. Mit Hilfe dieses Verfahrens kann das chemische Potential eines Teilchens
 in einem Teilchensystem ' berechnet werden. Dazu wird zuerst das System ' ohne
das Teilchen  simuliert. Das chemische Potential des Teilchens  la¨ßt sich dann wie
folgt berechnen [216]:
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Dabei ist  die Wechselwirkungsenergie zwischen Teilchen  am Ort  und den
Teilchen im System ', % das Volumen der Simulationsbox, und die Masse des Teil-
chens . 	
<
soll die Mittelung u¨ber die Konfigurationen des Systems ' symbolisie-
ren, wa¨hrend 	

die Mittelung u¨ber den Raum einer Konfiguration kennzeichnet.
Da zur Mittelung u¨ber den Raum das Teilchen  u¨blicherweise an vielen, zufa¨llig
ausgewa¨hlten Positionen der Konfiguration eingefu¨gt wird, hat diese Methode den
Namen particle insertion-Technik erhalten.
Der erste Term in Gleichung 6.3 entspricht dem chemischen Potential eines idealen
Gases, so daß sich das chemische Potential des Teilchens  in zwei Terme aufspalten
la¨ßt:
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Dabei beschreibt das sogenannte exzess-chemische Potential >

die Abweichung
des chemischen Potentials des Teilchens  vom Wert eines idealen Gases (d.h. wenn
keine Wechselwirkungen zwischen den Teilchen bestehen wu¨rden). Der in Gleichung
6.3 angegebene Term fu¨r das exzess–chemische Potential gilt fu¨r Simulationen im
NPT–Ensemble. Der entsprechende Ausdruck fu¨r das NVT–Ensemble lautet:
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Da Gleichung 6.5 eine sehr gute Na¨herung fu¨r >

im NPT–Ensemble darstellt11,
wird diese Formel im weiteren verwendet, da sie einige der nachfolgenden Formeln
und Ableitungen drastisch vereinfacht.
Die Genauigkeit der Bestimmung von >

ha¨ngt entscheidend davon ab, wie gut
das Volumen der einzelnen Konfigurationen abgetastet wird. Zur Effizienzsteigerung
kann die Tatsache ausgenutzt werden, daß Positionen  des Teilchens , die mit einer
hohen Energie ( = 
&
) verbunden sind, einen Wert von exp7
(
  er-
geben. D.h. es ist fu¨r dieses Positionen nicht wichtig, die genaue Insertionsenergie zu
bestimmen und stattdessen kann   verwendet werden, denn der so gemach-
te Fehler geht bei der Bestimmung von >

praktisch nicht ein, da die Positionen
mit  < 
&
den Mittelwert in Gleichung 6.5 dominieren. Zur U¨berschreitung
von 
&
kommt es durch die zu große Anna¨herung des Teilchens  an ein Teilchen
im System ', wobei der stark repulsive Term des Lennard–Jones Potentials zu einem
starken Anwachsen von  fu¨hrt. Da das insertierte Teilchen  keine Ladung tra¨gt,
kann bei einem vorgegebenen Wert von 
&
fu¨r jedes Teilchen ) aus dem System '
der Abstand 
&$
berechnet werden, den das Teilchen  mindestens vom Teilchen
) besitzen muß, damit die Energie zwischen beiden Teilchen nicht gro¨ßer als 
&
wird:

&$





&

$


 
&
 





 (6.6)
Dabei sind  und  die jeweiligen Lennard–Jones Parameter fu¨r die Wechselwirkung
zwischen Teilchen  und Teilchen ). Mit dem so erhaltenen Radien 
&$
laßt sich
dann die sogenannte excluded volume map (EVM) berechnen [217, 218]12. Dazu wird
zuerst ein Gitter in die Simulationsbox gelegt und dann werden alle Zellen markiert,
die vollsta¨ndig in der Kugel mit dem Radius 
&$
eines Teilchens ) liegen. Mit Hilfe
des Gitters la¨ßt sich somit fu¨r eine vorgegeben Position  des Teilchens  entscheiden,
ob  u¨berhaupt berechnet werden muß oder  u¨ber 
&
liegen wird und damit
fu¨r die Berechnung von >

ohne Bedeutung ist. Das Verfahren ist in Abbildung 6.5
schematisch dargestellt. Die schwarzen Zellen stellen dabei das ausgeschlossene Vo-
lumen dar, welches bei der Gittermethode jedoch kleiner als der theoretisch mo¨gliche
Wert ist, da eine Zelle die nicht ganz im Bereich  < 
&$
eines Teilchens ) liegt, nicht
als ausgeschlossen za¨hlt. Dieser Effekt la¨ßt sich zwar durch einen kleineren Gitter-
abstand 
5
abmildern, doch steigen sowohl Speicherbedarf als auch Rechenzeit fu¨r
das Bestimmen der ausgeschlossenen Zellen mit 3
5
, so daß eine effektive untere
Grenze fu¨r 
5
schnell erreicht wird.
Auf Grund der Gro¨ße des untersuchten System wurde bei der Berechnung von 
ein u¨ber Nachbarschaftslisten (siehe Kapitel 2.5) implementierter cutoff eingesetzt,
11 Dies gilt solange die Volumenschwankungen in den einzelnen Konfigurationen klein sind. Dies ist
beim vorliegenden System gegeben.
12 Dieses Verfahren wird aus Gru¨nden der Effizienz dem von Bieshaar [219] vorgeschlagenen Verfah-
ren mittels Voronoi-Polyedern [220] vorgezogen.
175
6. Chemisches Potential von Moleku¨len in der Membran
Abbildung 6.5.: Bestimmung der excluded volume map (EVM).
da ansonsten die Rechenzeit fu¨r diesen Schritt mit 3 statt 3 skalieren wu¨rde.
Eine weitere Effizienzsteigerung beim Ausschluß von energetisch ungu¨nstigen In-
sertionspositionen wird dadurch erreicht, daß die zu betrachtenden Nachbarzellen
einer Zelle 5 aufsteigend nach dem Abstand zu 5 sortiert werden. Wird wa¨hrend der
Berechnung von  der Wert von 
&
u¨berschritten, so wird die Berechnung ab-
gebrochen und die Insertion als nicht erfolgreich gewertet. Auf diese Weise werden
Positionen , die eigentlich im ausgeschlossenen Volumen liegen, aber mit Hilfe der
EVM nicht als solche erkannt werden, fru¨hest mo¨glich bestimmt und die Berechnung
der Wechselwirkungsenergie mit den weiter entfernten Teilchen vermieden. Ist ein
Teilchen in eine ausgeschlossene Position insertiert worden, so wird dies wie oben
angegeben als eine Insertion mit einem Wert von   gewertet13.
13 Wird die Position des insertierten Teilchens erst bei der Bestimmung von  als ausgeschlossen
erkannt, so ko¨nnte auch der bis dahin bestimmte Wert von  verwendet werden. Da dieser aber so
groß sein wird, daß er fu¨r die Bestimmung von 8

keine Rolle spielt und die Exponentialfunktion
rechnerisch vergleichsweise aufwendig ist, wurde aus Effizienzgru¨nden darauf verzichtet.
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Eine Formulierung des exzess–chemischen Potentials, die sich im folgenden als recht
nu¨tzlich erweisen wird, ist folgende14:
>

 
(
 ln



1

  exp



(


 (6.7)
1

 gibt dabei die Wahrscheinlichkeit an, daß die Energie des insertierten Teil-
chens zwischen  und    liegt. Um dieses Verfahren zu implementieren wird
1

 zweckma¨ßigerweise als Histogramm mit einer Breite von  dargestellt und
>

ergibt sich dann zu:
>

  ln
>


>>

1

 exp




(6.8)

&
ist dabei die minimale Energie die im Histogramm 1

 auftritt, 
&
entspre-
chend die maximale Energie und 1

 die Wahrscheinlichkeit, daß die Insertions-
energie zwischen  und    liegt. Es soll an dieser Stelle darauf hingewiesen
werden, daß 
&
so gewa¨hlt werden sollte, daß keine Insertionsenergie kleiner ist als

&
, wa¨hrend 
&
so groß gewa¨hlt sein sollte, daß die entsprechenden Energiewer-
te keinen Einfluß auf den Wert von >

haben.
6.3. Das chemische Potential von Moleku¨len
Die im vorherigen Abschnitt vorgestellte particle insertion-Technik kann auch auf
die Berechnung des exzess-chemischen Potentials von Moleku¨len erweitert werden.
La¨ßt sich das Moleku¨l durch eine united-atom-Darstellung als ein einzelnes Teilchen
modellieren, so kann einfach die im letzten Abschnitt dargestellte Formulierung der
particle insertion-Technik verwendet werden. Dieses Vorgehen kann fu¨r anna¨hernd
spha¨rische Moleku¨le durchaus gerechtfertigt werden. Jedoch wurden in der Literatur
auch nicht–spha¨rische Moleku¨le wie N

oder O

durch ein ungeladenes, spha¨risches
Lennard–Jones-Teilchen angena¨hert [221].
Die particle insertion Technik la¨ßt sich wie folgt auf Moleku¨le erweitern [65]:
 Das Moleku¨l wird mit einer zufa¨llig gewa¨hlten Orientierung und Konformation
S an eine zufa¨llige Stelle in das System insertiert. Die Wahrscheinlichkeit fu¨r das
Auftreten einer Konformation S muß dabei proportional zu exp


7
sein, wobei 


die intramolekulare Energie des Moleku¨ls in der entsprechen-
den Konformation ist.
14 Die Formel ergibt sich einfach aus der mathematischen Definition des Mittelwertes.
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 U¨ber eine genu¨gend große Anzahl an Konformationen S, Insertionspositionen
innerhalb des Systems und Konfigurationen des Systems wird 1

 als Histo-
gramm mit der Breite  berechnet.  ist hierbei die Wechselwirkungsenergie
des insertierten Moleku¨ls mit dem System '.
 Das exzess-chemische Potential ergibt sich dann nach Gleichung 6.8 und ist wie-
der als der Unterschied des chemischen Potential des Moleku¨ls in der idealen
Gasphase (d.h. keine intermolekularen Wechselwirkungen) und im betrachte-
ten System definiert.
Auch wenn das oben beschriebene Vorgehen im Prinzip den korrekten Wert fu¨r >

liefert, so wird dieser Wert in der Praxis selten erreicht [222]. Dies liegt im wesentli-
chen an der ho¨heren Dimensionalita¨t des Parameterraums15, im dem nur die wenig-
sten Bereiche fu¨r den Wert von >

relevant sind. Um dieses Problem zu umgehen
wurde von de Pablo et al. [223] die continuum configurational bias- (CCB) Methode ent-
wickelt16, die den Parameterraum17 mittels eines biased sampling-Verfahrens abtastet.
Auch wenn diese Methode hauptsa¨chlich zur Berechnung des chemischen Potentials
in Polymeren verwendet wird [228, 229], ist sie auch fu¨r das hier vorliegende Mem-
bransystem einzusetzen.
Bei der CCB-Methode wird das zu insertierende Moleku¨l  nicht in einem Schritt
insertiert, sondern nach und nach in kleineren Fragmenten. Wie diese Fragmente
gewa¨hlt sind, spielt zwar fu¨r die Effizienz der Methode eine große Rolle, doch prinzi-
piell sind alle mo¨glichen Aufteilungen korrekt. Die CCB-Methode wird im folgenden
exemplarisch fu¨r ein Propan-Moleku¨l (siehe Abbildung 6.3) vorgestellt, bei dem die
Bindungsla¨ngen und Bindungswinkel konstant gehalten werden18.
1. Das erste Fragment (das C

–Atom) wird an eine zufa¨llige Position in das System
insertiert und die Wechselwirkungsenergie 

mit dem System ' bestimmt.
2. Das zweite Fragment (das C

–Atom) wird mit dem vorgegebenen Bindungs-
abstand C–C zum C–Atom in  zufa¨lligen Orientierungen insertiert und fu¨r
jede Position  von C

wird die Energie 

zwischen C

und dem System '
bestimmt. Danach wird T

fu¨r jede Energie 

bestimmt:
T

 exp





(6.9)
15 Im Fall eines Teilchens mußte nur u¨ber die Konfigurationen und Raumkoordinaten gemittelt wer-
den, wa¨hrend bei Moleku¨len die Orientierung und Konformation als zusa¨tzliche Dimensionen hin-
zukommen.
16 In diesem Zusammenhang soll auch auf die Arbeiten von Siepmann [224] und Frenkel et. al. [225–
227] verwiesen werden, die leicht verschiedene Varianten dieser Methode beschreiben.
17 Genauer gesagt den Unterraum des Parameterraums, der die Dimensionen fu¨r die Orientierung und
Konformation des Moleku¨ls entha¨lt.
18 Die CCB-Methode funktioniert auch bei vo¨llig flexiblen Moleku¨len, doch verkompliziert sich da-
durch die Berechnung und auch die Effizienz leidet.
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C

C

C

H
'
H

H

H
.
H

H

H
-
H

Abbildung 6.6.: Definition der Atome im Propan-Moleku¨l
Daraus wird dann der sogenannte partielle Rosenbluth-FaktorU

berechnet:
U






T

(6.10)
Von den 

Positionen wird nun eine Position  fu¨r die weitere Berechnung mit
einer Wahrscheinlichkeit von T

7U

zufa¨llig ausgewa¨hlt. Auf Grund der Ge-
wichtung der Wahrscheinlichkeit mit T

werden bevorzugt solche Positionen
ausgewa¨hlt, die energetisch gu¨nstig sind. Dies bewirkt einen Fehler bei der
Berechnung von 1

, da nun nicht mehr alle Orientierungen gleich ha¨ufig
insertiert werden. Genauer gesagt wird die Orientierung  mit einem Faktor
@

 

T

7U

ha¨ufiger ausgewa¨hlt, als dies bei einer gleich wahrscheinlichen
Auswahl der Fall wa¨re. Die Konformation sollte also nur mit einem Gewicht
von 7@

bei der Berechnung des Histogramms 1

 eingehen. Weiterhin wird
die Energie des gewa¨hlten Fragmentes in 

vermerkt.
3. Das dritte Fragment (bestehend aus den Atomen C

, H
-
und H

) wird in 

ver-
schiedenen Orientierungen insertiert. Dabei wird die Position von C

mit einem
Abstand von C–C und dem entsprechenden C–C–C Bindungswinkel zu C und
C

, aber zufa¨lliger Orientierung um die C

–C

-Achse zuerst berechnet. Die Posi-
tionen von H
-
und H

ergeben sich dann auf Grund der festen Bindungswinkel
und Bindungsla¨ngen. Nun werden wiederum T

und U

berechnet und ei-
ne Orientierung mit einer Wahrscheinlichkeit von T

7U

zufa¨llig ausgewa¨hlt.
Anschließend wird mit der gleichen Begru¨ndung wie in Schritt 2 

und der
Korrekturterm @

berechnet.
4. Das vierte Fragment (die Atome H

, H

und H

) wird in 
-
zufa¨lligen, aber
Boltzmann gewichteten Konformationen insertiert. Durch die Position des H

-
Atoms sind auch hier die Positionen des H

- und H

-Atoms bestimmt. Der ent-
sprechende Boltzmann-Faktor berechnet sich dabei aus der Wechselwirkungs-
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energie zwischen dem vierten Fragment und den schon eingefu¨gten Fragmen-
ten19. Eine Methode zur Erzeugung der Boltzmann gewichteten Konformatio-
nen ist im Anhang E angegeben. Dann wird analog zu Schritt 2 und 3 verfahren.
5. Das fu¨nfte und letzte Fragment (die Atome H

, H
.
und H
'
) wird analog zu
Schritt 4 in 

verschiedenen Orientierungen insertiert. Hier macht es jedoch
keinen Sinn mehr eine der Orientierungen auszuwa¨hlen. Stattdessen wird nun
fu¨r jede der Orientierungen eine Insertion des gesamten Moleku¨ls in der ent-
sprechenden Konformation vorgenommen. Die Energie der Konformation  be-
rechnet sich dabei durch:


 

 

 

 
-
 

(6.11)
Die Konformation darf dabei jedoch nur mit einem Gewicht von @ in die Be-
stimmung von 1

 eingehen. @ berechnet sich dabei zu:
@ 

@

 @

 @
-
 

(6.12)
Der letzte Term im Nenner ru¨hrt daher, daß statt der Insertion einer Konforma-
tion an der gewa¨hlten Position 

Insertionen durchgefu¨hrt werden und jede
Konformation deshalb nur mit einem Gewicht von 7

geza¨hlt werden darf.
Das Histogramm 1

 wird dann wie folgt berechnet: Die Werte in 1

 werden
zu Beginn des Programms auf 0 gesetzt. Außerdem wird eine Variable 

zu Null
initialisiert. Fu¨r jede vollsta¨ndige Insertion wird der entsprechende Wert in 1

 um
@ erho¨ht. Weiterhin wird nach Abarbeitung der fu¨nf Schritte die Variable 

um eins
erho¨ht. Nachdem alle Insertionen erfolgt sind, werden alle Elemente von 1

 durch


geteilt20.
Die CCB-Methode wird ha¨ufig auch in folgender Form angegeben [65]:
>

 
(
 ln

	




U




(6.13)

?
ist hierbei die Anzahl der Fragmente. Diese Formulierung ist wie im Anhang D
gezeigt wird identisch zum oben angegebenen Verfahren.
19 Da zwischen den ersten 3 Fragmenten noch keine intramolekularen Wechselwirkungen existieren
(bei Verwendung von konstanten Bindungsla¨ngen und Bindungswinkeln), mußte die Konformation
dort nicht Boltzmann-gewichtet werden.
20 Dabei ist die Normierung der Wahrscheinlichkeitsdichte auf 1 a priori nicht mehr gegeben, sondern
nur fu¨r den Grenzfall unendlich ha¨ufiger Insertionen erfu¨llt. In der Praxis betreffen die Abweichun-
gen jedoch nur die Wahrscheinlichkeiten fu¨r große Energien, so daß die Berechnung des chemischen
Potentials nicht beeintra¨chtigt wird.
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Bei der Aufteilung des zu insertierenden Moleku¨ls in Fragmente muß sorgfa¨ltig vor-
gegangen werden, wenn die CCB-Methode wirklich zu einer Steigerung der sampling-
Effizienz fu¨hren soll. Dies gilt im besonderen fu¨r die Verteilung der Ladungen auf die
einzelnen Fragmente. So ist das oben als Beispiel benutzte Propan ein unpolares Mo-
leku¨l. Trotzdem liegen in ga¨ngigen Kraftfeldern auf allen Atomen Ladungen. Auf
Grund der Symmetrie heben sich jedoch die Beitra¨ge dieser Ladungen praktisch auf.
Wird das Moleku¨l jedoch in einzelnen Fragmenten insertiert, so ko¨nnen diese Frag-
mente eine von Null verschiedene Ladung tragen, so daß die Coulombwechselwir-
kung bei der Insertion dieses Fragments eine nicht unwesentliche Rolle spielt. Eine
Konformation des Fragments in der eine ungu¨nstige van-der-Waals-Wechselwirkung
vorliegt kann dabei auf Grund einer gu¨nstigen Coulombwechselwirkung bevorzugt
gewa¨hlt werden. Nun wird bei der Insertion der restlichen Fragmente auf Grund des
apolaren Charakters des Propans die Coulomb-Wechselwirkungsenergie mit dem Sy-
stem insgesamt praktisch 0 und damit die Gesamtwechselwirkungsenergie ungu¨nstig
sein.
Um diesen Effekt zu verhindern, ist es sinnvoll die Partialladungen auf den Atomen
der Fragmente so aufzuteilen, daß die einzelnen Fragmente eine mo¨glichst gute Re-
pra¨sentation des elektrostatischen Potentials des Gesamtmoleku¨ls ergeben. Im Falle
des Propans sa¨he das beispielsweise wie folgt aus:
 Das erste Fragment besteht aus dem ungeladenen C

-Atom.
 Das zweite Fragment besteht aus dem ungeladenen C

-Atom.
 Das dritte Fragment besteht aus den ungeladenen C

-Atom und den mit ihren
vollsta¨ndigen Partialladungen versehenen H
-
und H

-Atomen. Außerdem wird
bei der Berechnung der Wechselwirkungsenergie der Coulomb–Beitrag des C

-
Atoms beru¨cksichtigt. Damit ist bei der Insertion dieses Fragmentes die Ge-
samtladung 0.
 Das vierte Fragment besteht aus den geladenen H

-, H

- und H

-Atomen. Au-
ßerdem wird bei der Berechnung der Wechselwirkungsenergie der Coulomb–
Beitrag des C

-Atoms beru¨cksichtigt.
 Das vierte Fragment besteht aus den geladenen H

-, H
.
- und H
'
-Atomen. Au-
ßerdem wird bei der Berechnung der Wechselwirkungsenergie der Coulomb–
Beitrag des C

-Atoms beru¨cksichtigt.
Diese ’ku¨nstliche’ Aufteilung darf dabei nicht fu¨r die Berechnung der intramolekula-
ren Wechselwirkungsenergie verwendet werden, die fu¨r die Berechnung der Kon-
formationswahrscheinlichkeiten eingesetzt wird. Weiterhin ko¨nnen auch Teile der
Partialladung eines Atoms auf mehrere Fragmente verteilt werden (dies wird z. B.
beim Wassermoleku¨l angewendet). Wichtig ist dabei nur, daß am Ende der Insertion
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die vollsta¨ndige Wechselwirkung berechnet worden ist. Die Aufteilung der Lennard-
Jones-Wechselwirkung macht demgegenu¨ber keinen Sinn.
6.3.1. Vergleich mit der umbrella sampling-Methode
Zur Bestimmung des chemischen Potentials von Moleku¨len in Membransystemen
wurde in der Vergangenheit fast ausschließlich das umbrella sampling-Verfahren ein-
gesetzt [230]. Dabei wird das Moleku¨l mit einer nur in y-Richtung wirkenden har-
monischen Kraft in einem bestimmten Bereich des Systems festgehalten. Das System
muß dazu erst equilibriert werden, und wird dann fu¨r eine gewisse Zeit simuliert.
Dabei wird die Verteilung der y-Koordinaten des Moleku¨ls im Verlauf der Simulation
ermittelt. Aus dieser Verteilung kann unter Kenntnis der Parameter des verwendeten
harmonischen Potentials der Verlauf des chemischen Potentials (abgesehen von ei-
ner additiven Konstanten) in dem Bereich ermittelt werden, in dem sich das Moleku¨l
wa¨hrend der Simulation in signifikantem Ausmaß aufgehalten hat. Wird dieses Ver-
fahren fu¨r viele Bereiche des Systems durchgefu¨hrt, so daß es zu einer U¨berlappung
der ermittelten Verla¨ufe fu¨r das chemische Potential kommt, kann der relative Po-
tentialverlauf fu¨r das ganze System ermittelt werden. Der absolute Potentialverlauf
kann dann durch die Bestimmung des absoluten chemischen Potentials an einem be-
liebigen Punkt mit einer anderen Methode bzw. experimentellen Daten ermittelt wer-
den. Wichtig fu¨r die Genauigkeit der Methode ist dabei ein genu¨gend großer U¨ber-
lapp zwischen den verschiedenen Bereichen, eine an den entsprechenden Bereich des
Systems angepaßte Kraftkonstante des harmonischen Potentials und eine genu¨gend
lange Simulations- und Equilibrierungsdauer. Der erste und letzte Punkt erfordert
dabei ha¨ufig einen Kompromiß zwischen der gewu¨nschten Genauigkeit und der zur
Verfu¨gung stehenden Rechenleistung. Dies kann gerade fu¨r große Systeme wie das
vorliegende zu Problemen fu¨hren, da die Dynamik ha¨ufig sehr langsam ist und ent-
sprechend lange Simulations- und Equilibrierungsla¨ufe erforderlich sind. Auch die
Wahl der Kraftkonstante ist keineswegs trivial und ist ha¨ufig erst durch Versuch und
Irrtum zu ermitteln. Eine zu geringe Kraftkonstante fu¨r dazu, daß ein in einem ener-
getisch ungu¨nstigen Bereich zu haltendes Moleku¨l diesen verla¨ßt und so das che-
mische Potential in diesem ungu¨nstigen Bereich nur sehr schlecht bestimmt ist. In
solchen Fa¨llen muß die Kraftkonstante erho¨ht werden, wodurch sich jedoch auch der
abgetastete Bereich verringert, so daß mehr Bereiche untersucht werden mu¨ssen. Vor-
teilhaft ist bei dieser Methode die Tatsache, daß der Verlauf des chemischen Potential
prinzipiell fu¨r beliebig große und geladene Moleku¨le ermittelt werden kann. Dies ist
bei der particle insertion-Methode nur in wenigen Ausnahmefa¨llen mo¨glich.
Ein Vergleich der Genauigkeit der particle insertion- und umbrella sampling-Methode
ist schwer, zumal die Genauigkeit auf eine Grundgro¨ße bezogen werden mu¨ßte (z.B.
die Genauigkeit fu¨r eine vorgegeben Rechenzeit). Wie in Abschnitt 6.3.3 gezeigt wird,
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liegt die Genauigkeit fu¨r große bzw. polare Moleku¨le bei der particle insertion-Technik
in diesem System bei   kJ mol. Der durch die Kraftfeldapproximation entste-
hende Fehler ist aber i.a. deutlich ho¨her als dieser Wert [231,232]. Ein Vorteil der par-
ticle insertion-Methode ist, daß ein auf ungenu¨gendem Sampling beruhender Fehler
nur zu einem Anstieg des chemischen Potentials fu¨hrt. Dagegen ko¨nnen sich die Feh-
ler bei der umbrella sampling-Technik aufsummieren, so daß der Gesamtfehler nicht
leicht abzuscha¨tzen ist.
Auf Grund der langsamen Dynamik des Systems wird in dieser Arbeit die particle
insertion-Methode eingesetzt. Da bei dieser Methode die gesamte  ns lange Simu-
lation ’abgetastet’ wird, ist davon auszugehen, daß das chemische Potential an aus-
reichend vielen repra¨sentativen Konfigurationen ermittelt wird. Dagegen ist es vom
Rechenaufwand her unvertretbar, eine solch langen Simulationszeit fu¨r die einzelnen
Simulation bei der umbrella sampling-Methode zu verwenden, so daß die Gefahr von
systematischen Fehlern (auf Grund der langsamen Relaxationszeiten, die das vorlie-
gende System charakterisieren) fu¨r diese Methode sehr groß ist.
6.3.2. Parameter der durchgefu¨hrten Insertionen
In diesem Abschnitt werden die Parameter der Insertionen kurz aufgefu¨hrt. Besitzt
das zu insertierende Moleku¨l Partialladungen auf mindestens einem der Atome, so
wird die elektrostatische Wechselwirkung mit Hilfe der auf tinfoil boundary conditions
korrigierten fast multipole method (FMM) berechnet (siehe Abschnitt C im Anhang).
Die Ordnung der Multipolmomente betra¨gt dabei # und die M2L-Transformation
wird durch die Verwendung der schnellen Fouriertransformation (FFT) beschleunigt.
Der multipole acceptance parameter (MAP) wird zu  gesetzt. Dies ist ein guter Kom-
promiß zwischen Genauigkeit und Schnelligkeit der FMM. Die Anzahl der Stufen bei
der Octtree-Generierung ist auf  festgelegt. Mit diesem Wert befinden sich  Ato-
me in einer Zelle auf der kleinsten Stufe. Die periodischen Randbedingungen werden
bis zu einer Systemgro¨ße von ca. mm  mm  mm fortgesetzt, da fu¨r diese Sy-
stemgro¨ße das elektrostatische Potential auf einen Plateauwert konvergiert ist.
Die Lennard-Jones-Wechselwirkungen werden bis zu einem cutoff-Radius von 
nm direkt berechnet und der nicht beru¨cksichtigte Anteil unter Annahme eine Gleich-
verteilung der verschiedenen Lennard-Jones-Teilchen korrigiert [66]. Die Gitterbreite
fu¨r die excluded volume map wird zu 
 nm gesetzt, um eine mo¨glichst effiziente
Identifizierung von ungu¨nstigen Insertionspositionen zu gewa¨hrleisten. Die Nach-
barschaftsliste wurde u¨ber Zellen mit einer Breite zwischen 	 nm und 	 nm im-
plementiert21. Eine Insertion wird als nicht erfolgreich verworfen, wenn die Lennard-
21 Da eine Verdopplung dieser Gro¨ße zu einem ,--fachen Speicherbedarf fu¨hrt, mu¨ßte sie an den vari-
ierenden Speicherausbau der verwendeten Rechner angepaßt werden.
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Jones-Wechselwirkung eines Atom des zu insertierenden Teilchens zu einem Atom
im System einen Wert von 
&
  kJ mol u¨bersteigt.
Um die Abha¨ngigkeit des chemischen Potentials von der y-Koordinate des Systems
zu untersuchen, wurden die einzelnen Konfigurationen des Systems in y-Richtung
in 
 gleich breite Bereiche eingeteilt. Dabei werden auf Grund der Symmetrie des
Systems die Bereiche  und 
   als a¨quivalent betrachtet. Anschließend wird das
Moleku¨l 
   in jeden Bereich insertiert und die Werte von 1

 fu¨r die a¨quiva-
lenten Bereichs-Paare gemittelt. Welches Atom dabei das Zentrum des zu insertieren-
den Moleku¨ls bestimmt, ist (neben anderen Parametern) im Anhang aufgefu¨hrt. Der
Zeitabstand der fu¨r die Insertion verwendeten Konfigurationen betra¨gt dabei  ps.
Die Auflo¨sung der Funktion 1

 betra¨gt  kJ mol.
Die Aufteilung der Insertionsmoleku¨le in der CCB-Methode sind im Anfang aufge-
listet. Dabei wird jedes Fragment in  verschiedenen Orientierungen insertiert (d.h.


 ). Das Potential der Diederwinkel wird mit einer Genauigkeit von Æ er-
mittelt (siehe Abschnitt E).
6.3.3. Die Genauigkeit der particle insertion-Methode
Die Genauigkeit der mittels der particle insertion-Methode erhaltenen Werte fu¨r >

ha¨ngt von zwei Faktoren ab. Der erste Faktor ist die Genauigkeit, mit der eine einzel-
ne Konfiguration durch die Insertionen abgetastet wird. Bei der Insertion von einato-
migen Teilchen stellt dies normalerweise kein Problem dar und auch bei mehratomi-
gen Moleku¨len ist durch die Verwendung der CCB-Methode und ihrer Variationen
kein gro¨ßerer Genauigkeitsverlust zu erwarten. Der zweite Faktor ist die Relevanz
der bei der Simulation des  Teilchen Systems generierten Konfigurationen fu¨r das
bei der Insertion erzeugte    Teilchen System. Dieses Problem kann im Prinzip
nur durch eine la¨ngere Simulation des  Teilchen Systems umgangen werden. Je-
doch sind der Simulationszeit heute noch enge Grenzen gesetzt, so das eine la¨ngere
Simulationsdauer ha¨ufig nicht praktikabel ist. Dieses Problem tritt beispielsweise in
extremer Form bei der Bestimmung des exzess-chemischen Potentials von Ionen in
Wasser auf [219]. Hier wird >

drastisch (200 bis 300 kJ mol) u¨berscha¨tzt, da die
Lo¨cher, in welche die Ionen insertiert werden, eine vo¨llig andere Wasserumgebung
besitzen, als dies bei einem tatsa¨chlich gelo¨sten Ion der Fall wa¨re. Nun stellt sich die
Frage, wie bestimmt werden kann, ob die Konfigurationen des  Teilchen Systems
die erforderliche Relevanz fu¨r die Bestimmung von >

haben. Um diese Frage zu
kla¨ren ist in Abbildung 6.7 1

 exp7
(
 fu¨r die Insertion von F 22 in die
Bulkwasser-Phase des Membransystem abgebildet. Die Fla¨che unter dieser Kurve
entspricht nach Gleichung 6.7 exp>

7
(
. Es ist dabei zu beachten, daß die
y-Achse logarithmisch aufgetragen ist. Zum Vergleich ist die gleiche Auftragung fu¨r
22 Die Lennard-Jones-Parameter entstammen [233].
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serphase.
die Insertion von Xenon in die bulk-Wasserphase in Abbildung 6.8 dargestellt. Hier
fa¨llt vor allen Dingen auf, daß die Kurve des Fluor-Ions fu¨r kleine Werte von  nicht
wieder abfa¨llt wie dies fu¨r die Insertion des Xenons der Fall ist. Der Abfall der Kurve
fu¨r Xenon fu¨r kleine Energien auf ein Tausendstel des Maximalwertes zeigt, daß die
energetisch bedeutsamen Insertionszusta¨nde statistisch ausreichend erfaßt wurden,
da die Zusta¨nde mit noch geringere Energie den Wert von >

nicht mehr signifikant
beeinflussen ko¨nnen. Dies ist fu¨r die Insertion des Fluor-Ions jedoch nicht der Fall.
Hier sind die energetisch bedeutsamen Insertionszusta¨nde offensichtlich noch nicht
erhalten worden, denn die Zusta¨nde mit  <  kj mol werden deutlich den Wert
von >

beeinflussen. Zwar liegt das so erhaltene chemische Potential des Fluor-Ions
mit 		 kj mol deutlich na¨her am experimentellen Wert von  	 kj mol [234]
als dies fu¨r fru¨here Versuche der Fall war [219], jedoch sind die Abweichungen im-
mer noch betra¨chtlich, so daß die particle insertion-Methode nicht zur Bestimmung
des chemischen Potentials von Ionen in der Membran herangezogen werden kann.
Die beiden oben angefu¨hrten Beispiele stellen jedoch Extremfa¨lle da, wobei die Be-
stimmung des chemischen Potentials von Edelgasatomen besonders leicht mit der
particle insertion-Methode gelingt, wa¨hrend dies fu¨r geladene Teilchen mit akzepta-
bler Genauigkeit (noch) nicht mo¨glich ist. In dieser Arbeit soll jedoch auch das che-
mische Potential polarer Moleku¨le wie Wasser oder gro¨ßere Moleku¨le wie Pentan in
der Membran untersucht werden. Aus diesem Grund soll die Genauigkeit der chemi-
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 als Funktion von  fu¨r die Insertion von Xe in die Was-
serphase.
schen Potentiale untersucht werden, welche fu¨r diese beiden, als Exemplare fu¨r sehr
polare oder sehr große Substanzen ausgewa¨hlten Moleku¨le erhalten werden. In Ab-
bildung 6.9 ist der Verlauf von 1

 exp7
(
 fu¨r die Insertion eines durch ein
all-atom-Modell beschriebenen Pentanmoleku¨ls in drei verschiedenen Bereichen des
Systems dargestellt. In allen drei Regionen ist ein Abfall ab einer bestimmten Energie
 zu erkennen, doch fa¨llt die Kurve nach dem Maximum nur noch sehr wenig (um
einen Faktor von    #) ab. Hier sind die energetisch gu¨nstigen Insertionskonfigu-
rationen offensichtlich nicht ausreichend abgetastet worden, so daß mit einem Fehler
von  
% bis 	% fu¨r die Fla¨che unter der Kurve zu rechnen ist und dies zu einem
Fehler von   kj mol im chemischen Potential fu¨hrt. Pentan stellt also von der
Gro¨ße der verwendbaren Moleku¨le eine obere Grenze dar.
In Abbildung 6.10 ist 1

 exp7
(
 als Funktion von  fu¨r die Insertion von
SPC/E-Wasser in drei verschiedene Bereich des simulierten Systems aufgetragen. Im
Bereich der Wasserphase und der Kopfgruppe ist zu erkennen, daß diese Kurven
nach ihrem Maximum auf ca. ein Viertel des Maximalwertes abgefallen. Hier ist, wie
beim Propan, mit einem Fehler von   kJ mol zu rechnen. In der Alkylkettenre-
gion dagegen, ist praktisch mit keinem systematischen Fehler zu rechnen, da hier die
Kurve fu¨r kleine Energiewerte auf ein Tausendstel des Maximalwertes abfa¨llt. Der
Teil der Kurve mit  < 
 kJ mol, wird vermutlich durch die Wechselwirkung des
insertierten Wassermoleku¨ls mit den Wassermoleku¨len verursacht, welche in den Al-
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verschiedene Bereiche des simulierten Systems.
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kylkettenbereich eingedrungen sind. Zum exzess-chemischen Potential tragen diese
Wechselwirkungen jedoch nicht bei.
6.4. Verlauf des chemischen Potentials ausgewa¨hlter
Ana¨sthetika
In den folgenden Abschnitten soll der Verlauf des exzess-chemischen Potentials23 fu¨r
eine Auswahl ana¨sthetisch wirkender Substanzen, sowie Nonimobilizers bestimmt
werden. Aus dem Verlauf soll dann qualitativ die Auswirkung auf das laterale Druck-
profil untersucht werden.
6.4.1. Das chemische Potential von Edelgasen
In diesem Abschnitt wird der Verlauf des exzess-chemischen Potentials der Edelgase
Neon, Argon, Krypton und Xenon untersucht. Die Lennard-Jones-Parameter wur-
den dabei [235] entnommen. Der erhaltene Verlauf ist in Abbildung 6.11 dargestellt.
Dabei wurden die  Punkte, an denen das Potential bestimmt wurde, durch kubi-
sche Splines verbunden. Der Verlauf der Potentiale ist dabei bei allen vier Edelgasen
recht a¨hnlich. Wie fu¨r hydrophobe Teilchen zu erwarten, ist das chemische Potential
der Edelgase in der hydrophoben Alkylkettenregion deutlich geringer als in der po-
laren Kopfgruppenregion und der Wasserphase. Auffa¨llig ist der große Unterschied
im chemischen Potential zwischen Neon und den anderen drei Edelgasen. Dies la¨ßt
sich durch den geringen Lennard-Jones-Parameter  des Neons erkla¨ren, der dazu
fu¨hrt, daß die Wechselwirkungsenergie mit der Umgebung des Neons nur schwach
negativ werden kann. So liegt die niedrigste gefundene Wechselwirkungsenergie bei
# kJ mol in der Alkylkettenregion und  kJ mol in der Wasserregion. Fu¨r
das Argon finden sich dagegen Werte von 
 kJ mol bzw. # kJ mol, bei
Krypton 	 kJ mol bzw. 
	# kJ mol und beim Xenon 	8 kJ mol bzw.

8# kJ mol. Hier ist ein deutlicher Sprung in den Energien zwischen Neon und
Argon zu erkennen. Dies stimmt gut mit der Tatsache u¨berein, daß Neon keine ana¨sthe-
tische Wirkung zeigt, da nur ein extrem hoher Partialdruck des Neons zu einer nen-
nenswerten Konzentration dieses Gases in der Membran fu¨hrt. Weiterhin ist das Ma-
ximum in der Region um 2  
 nm beim Neon deutlich ausgepra¨gter als bei den drei
anderen Edelgasen, wobei das Maximum mit zunehmender Gro¨ße des Edelgases zu
gro¨ßeren Werten von 2 verschoben ist und die Ho¨he deutlich abnimmt. Um dieses
Pha¨nomen genauer zu untersuchen, sind in Abbildung 6.12 die Anteile der Insertio-
nen aufgetragen, welche zu einer Wechselwirkungsenergie kleiner als  fu¨hren. Hier
23 Im folgenden ha¨ufig einfach als chemisches Potential bezeichnet.
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Abbildung 6.11.: Verlauf des exzess-chemischen Potentials der Edelgasatome Neon, Argon,
Krypton und Xenon.
zeigt sich nur eine geringe Verschiebung des Minimums in den Kurven der verschie-
denen Edelgasen. Dabei nimmt mit der Gro¨ße der Edelgase der Positionsunterschied
zwischen dem Maximum in Abbildung 6.11 und dem Minimum in Abbildung 6.12
zu. D.h. die gro¨ßeren Edelgase ko¨nnen das geringe freie Volumen in diesem Bereich
durch die offensichtlich besonders attraktiven Wechselwirkungen mit der Umgebung
mehr als ausgleichen. Da der Bereich um 2  
 nm mit der Phosphatgruppe beson-
ders ’elektronenreich’ ist, sind diese starken Wechselwirkungen auch zu erwarten.
Die in Abbildung 6.11 beobachtete Verschiebung des Maximums im Verlauf des che-
mischen Potentials la¨ßt sich also durch die U¨berlagerung von zwei Effekten erkla¨ren:
 Das freie Volumen nimmt in dem Bereich mit abnehmender y-Koordinate ab
 Die attraktiven Wechselwirkungen mit der Umgebung nehmen mit abnehmen-
der y-Koordinate zu.
Da der letztere Punkt mit zunehmender Gro¨ße der Edelgase immer dominanter wird,
wird der Verlauf im chemischen Potential fu¨r die kleineren Edelgase eher durch den
ersten Punkt bestimmt, wa¨hrend der zweite Punkt den Verlauf fu¨r die gro¨ßeren Edel-
gase entscheidend beeinflußt.
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Abbildung 6.12.: Anteil der Insertionen mit einer Wechselwirkungsenergie kleiner als 	 fu¨r
vier verschiedene Edelgase.
Da die vier in Abbildung 6.12 gezeigten Verla¨ufe des Anteils ’erfolgreicher’ Insertio-
nen fu¨r alle vier Edelgase anna¨hernd parallel verlaufen, sind die gut fu¨r die Untersu-
chung des freien Volumens in der Membran geeignet. Wie schon aus Abbildung 4.5 in
Abschnitt 4.2 ersehen werden kann, ist das freie Volumen in der Mitte der Alkylkette
deutlich am gro¨ßten. Mit steigender y-Koordinate nimmt das freie Volumen jedoch
schnell ab, wobei der Abfall im Bereich 2   nm besonders stark ausfa¨llt. Dies
ist der Bereich, in dem auch der Anteil der beiden a¨ußerst dynamisch aktiven Me-
thylgruppen der Alkylketten stark abfa¨llt (siehe Abschnitt 4.3.1). Im Bereich  nm
bis 	 nm fa¨llt der Anteil erfolgreicher Insertionen in der logarithmischen Darstellung
linear ab. Dies kann mit der in diesem Bereich deutlich ansteigenden Ordnung in-
nerhalb und zwischen den Alkylketten erkla¨rt werden (siehe auch Abbildung 4.26 in
Abschnitt 4.3.5). Fu¨r gro¨ßere Werte von 2 sinkt dann das freie Volumen wieder deut-
lich sta¨rker. Dies kann mit dem Auftreten der stark polaren Glycerin- und Phosphat-
gruppen erkla¨rt werden, welche dort zu einer relativ großen Wasserdichte fu¨hrt, so
daß fu¨r die Insertion der Edelgasatome nur wenig Raum bleibt. Im Bereich der Cho-
lingruppe steigt das freie Volumen dann wieder an, da hier die Wasseratome nicht so
stark gebunden sind. Auch in der reinen Wasserphase ist das freie Volumen deutlich
gro¨ßer als in der Kopfgruppenregion. Hier zeigt sich das große, von der Kopfgruppe
eingenommene Volumen im Vergleich zur Wasserphase. Auffa¨llig ist auch, daß der
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Unterschied der Anteile erfolgreicher Insertionen fu¨r die vier Edelgase in der Was-
serphase deutlich ausgepra¨gter ist als in der Alkylkettenregion. Dies zeigt, daß in der
Wasserphase nur ein vergleichsweise geringer Anteil gro¨ßerer Kavita¨ten zu finden
ist, wa¨hrend in der Alkylkettenregion der Anteil deutlich gro¨ßer ausfa¨llt.
In der Bestimmung des exzess-chemischen Potentials wurden bis jetzt noch nicht
die Polarisierbarkeiten der Edelgasatome beru¨cksichtigt. Dazu wird bei der partic-
le insertion-Technik zusa¨tzlich zu den Lennard-Jones-Wechselwirkungen, der Term
E  

4

 (6.14)
beru¨cksichtigt. 4 ist das Polarisierbarkeitsvolumen, und  ist das elektrostatische
Feld am Ort . Die Polarisierbarkeitsvolumina wurden dabei [236] entnommen. In
Abbildung 6.13 ist der Verlauf des exzess-chemischen Potentials der Edelgasatome
Neon, Argon, Krypton und Xenon unter Beru¨cksichtigung ihrer Polarisierbarkeiten
dargestellt. Auf Grund der geringen Polarisierbarkeit des Neons, ist der Verlauf des
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Abbildung 6.13.: Verlauf des exzess-chemischen Potentials der Edelgasatome Neon, Argon,
Krypton und Xenon unter Beru¨cksichtigung ihrer Polarisierbarkeiten.
exzess-chemischen Potentials mit und ohne Polarisierbarkeit fu¨r diese Substanz prak-
tisch gleich. Dagegen weicht der Verlauf fu¨r das Xenon mit seiner sehr großen Pola-
risierbarkeit deutlich von dem ohne Polarisierbarkeit ab. Hierbei ist die Abweichung
in der Region 2 = 
 nm besonders groß, da hier auch die polaren Gruppen zu
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finden sind. Jedoch sind auch in der Alkylkettenregion noch Abweichungen zu er-
kennen. Der allgemeine Verlauf des chemischen Potentials ist dabei vor allem im
Bereich nm < 2 < 	nm deutlich verschieden vom Verlauf ohne Beru¨cksichti-
gung der Polarisierbarkeit. Wa¨hrend hier das chemische Potential ohne Polarisier-
barkeit deutlich ansteigt, bleibt es mit der Beru¨cksichtigung der Polarisierbarkeiten
anna¨hernd konstant. D.h. die Konzentration der stark polarisierbaren Edelgasatome
ist in der Grenzregion Alkylkette/Glycerin im Vergleich zum nicht polarisierbaren
Edelgasatom relativ hoch.
Um die Korrelation zwischen dem chemischen Potential in einer Region 2

< 2 < 2

und der minimalen alveola¨ren Konzentration MAC zu untersuchen, wird die Gro¨ße
V eingefu¨hrt:
V 
-9;

 Pa2

 2



 

 


exp

>

2

(


2 (6.15)
Nach der Meyer-Overton-Hypothese sollte V, zumindest im Bereich der Alkylketten-
region, einen mehr oder weniger konstanten Wert fu¨r die vier Edelgase zeigen, da
der Term exp>

7
(
 proportional zum O¨l/Gas-Verteilungskoeffizienten ist24.
Nun wird V im Bereich  nm < 2 <  nm (Alkylkette),  nm < 2 <  nm
(Grenzfla¨che Alkylkette/Glycerin),  nm < 2 < 

 nm (Kopfgruppe) und 	 nm
< 2 < 	 nm (Wasser) ermittelt. Die erhaltenen Ergebnisse in den vier Bereichen sind
fu¨r die vier Edelgase in Tabelle 6.1 angegeben. Die Werte der MAC entstammen [237]
Edelgas MAC /  Pa V
,
V
)!
V
"%;
V
7

+
Neon 8 	   
Argon 
 	   8
Krypton 	 8  	 	
Xenon     
Tabelle 6.1.: Parameter . fu¨r vier Bereiche in der Membran fu¨r die vier Edelgase, sowie die
minimalen alveola¨ren Konzentrationen (MAC).
und wurden aus der Untersuchung von Ratten ermittelt. Die in Tabelle 6.1 angege-
bene minimalen alveola¨ren Konzentrationen des Neons ist dabei der Druck, bei dem
Kra¨mpfe (Konvulsionen) bei den Ratten auftraten. Ein ana¨sthetischer Effekt wurde
im Falle des Neons dagegen nicht beobachtet. Neon wird daher als Nonimobilizer
24 Unter der, im Fall der Edelgase sicherlich sinnvollen, Voraussetzung, daß die Wechselwirkungen
der Moleku¨le in der Gasphase vernachla¨ssigbar sind und die Alkylkettenregion einer O¨l-Phase ent-
spricht. Letztere Voraussetzung ist jedoch deutlich kritischer, da hier die Dichte deutlich geringer ist
als in einer reinen O¨lphase.
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betrachtet. Der fu¨r den Alkylkettenbereich berechnete Parameter V
,
zeigt, abgese-
hen vom Neon, nur geringe Schwankungen, wie es auch nach dem experimentellen
O¨l/Gas-Verteilungskoeffizienten zu erwarten ist. Ebenso ist auch V
)!
und V
"%;
fu¨r
die drei gro¨ßeren Edelgase anna¨hernd konstant. Wird der V
,
(oder V
)!
und V
"%;
)
auch fu¨r Neon als konstant angenommen, so errechnet die minimale alveola¨re Kon-
zentration zu  	   Pa. Es ist demnach davon auszugehen, daß fu¨r das Neon
keine ana¨sthetische Wirkung festgestellt werden kann, da die hierzu no¨tigen hohen
Dru¨cke zu Phasena¨nderungen in der Membran fu¨hren (siehe z.B. [4]) bzw. andere
physiologisch relevanten Prozesse gesto¨rt werden.
Nach der Meyer-Overton-Hypothese sollte die ana¨sthetische Wirkung einer Substanz
nur von ihrer Lo¨slichkeit in der Alkylkettenregion abha¨ngen, d.h. V
,
sollte konstant
sein. Da V
)!
und V
"%;
jedoch auch praktisch konstant ist, kann aus dem Verlauf
des chemischen Potentials der Edelgase nicht der ana¨sthetische ’Wirkungsort’ ermit-
telt werden. Da der Parameter V proportional zur Konzentration der Edelgase in der
entsprechenden Region bei der MAC ist, scheidet die wa¨ssrige Phase jedoch als Wir-
kungsort aus, da hier die Konzentration der Edelgase im Vergleich zur Alkylketten-
region um einen Faktor  bis  geringer ist. Auch in der Kopfgruppenregion ist
die Edelgaskonzentration bei der MAC vergleichsweise gering. Jedoch ist auf Grund
des starken lateralen Drucks in diesem Bereich u.U. mit einem starken Effekt auf das
laterale Druckprofil auch bei geringen Edelgaskonzentrationen zu rechnen.
Zusammenfassen la¨ßt sich feststellen, daß die ana¨sthetische Wirkung der Edelgase
sowohl durch ihr chemisches Potential in der Alkylkettenregion, als auch in der Gly-
cerin/Kopfgruppenregion zufriedenstellend beschrieben werden kann. Da die Aus-
wirkungen des Einbaus von Edelgasatomen auf das laterale Druckprofile in der Kopf-
gruppenregion im Vergleich zur Alkylkettenregion bei gleicher Konzentration ver-
mutlich deutlich sta¨rker sind, sollte dies die geringere Konzentration der Edelgase in
der Kopfgruppenregion zumindest teilweise ausgeglichen. Jedoch sind die tatsa¨chli-
chen Auswirkungen einer bestimmten Edelgaskonzentration auf das laterale Druck-
profil nur durch sehr aufwendige MD-Simulationen zu bestimmen.
6.4.2. Das chemische Potential von Alkanen
In diesem Abschnitt soll der Verlauf des chemischen Potentials der Alkane Ethan,
Propan, Butan und Pentan untersucht werden. Da die Alkane, im Gegensatz zu den
im vorherigen Kapitel besprochenen Edelgasatomen, aus mehreren Zentren aufge-
baut sind, wird die CCB-Methode zur Bestimmung des chemischen Potentials ein-
gesetzt. Die Fragmentierung der Alkane ist dabei im Anhang angegeben. Zur Be-
stimmung der y-Koordinate der Alkane wurde das mittlere (im Falle von Propan
und Pentan) bzw. eins der beiden mittleren Kohlenstoffatome (fu¨r Ethan und Butan)
herangezogen. Die Verla¨ufe fu¨r das exzess-chemische Potential der vier Alkane in
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der all-atom-Darstellung sind in Abbildung 6.14 dargestellt. Die chemische Potentia-
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Abbildung 6.14.: Verlauf des exzess-chemischen Potentials der Alkane Ethan, Propan, Butan
und Pentan in der all-atom-Darstellung.
le der vier Alkane liegen in der wa¨ssrigen Phase sehr nah zusammen, wobei sie im
Vergleich zu experimentellen Werten25 zu   kJ mol ho¨heren Werten verschoben
sind. Die Unterschiede im chemischen Potential in der Alkylkettenregion betragen
 	 kJ mol pro zusa¨tzlicher Methylgruppe. Dieser Trend findet sich auch im expe-
rimentell aus den O¨l/Gas-Verteilungskoeffizient [240] ermittelten chemischen Poten-
tial.
Auffa¨llig ist das mit zunehmender Kettenla¨nge immer deutlicher ausgebildete Ma-
ximum im Verlauf des Potentials bei 2  
 nm. Dies entspricht der Wasserpha-
se in der Wasser/Membran-Grenzschicht. Interessanterweise ist chemischen Poten-
tial des Xenons, dessen Gro¨ße in etwa derjenigen einer united-atom CH

-Gruppen
entspricht, kein Maximum in diesem Bereich zu erkennen (siehe Abbildung 6.11).
Offensichtlich sind also Kavita¨ten der entsprechenden Mindestgro¨ße durchaus vor-
handen, jedoch sind diese nicht oder nur schwach miteinander verknu¨pft, so daß
mit zunehmender Kettenla¨nge eine erfolgreiche Insertion immer unwahrscheinlicher
werden. Dagegen ist das Potential um 2  
 nm deutlich geringer als dies aus ei-
ner Extrapolation des chemischen Potentials von Xenon der Fall wa¨re. Eine These,
25 Diese wurden aus den in [238, 239] angegebenen Lo¨slichkeiten der Alkane bei ++"$ K bestimmt.
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die dies erkla¨ren kann, ist folgende: Die erfolgreichen Insertionen der Alkane in die-
sem Bereich werden in den ’Kana¨len’ zwischen den Phosphatgruppen erfolgen. Diese
sind jedoch im Normalfall mit Wasser besetzt, so daß die Insertionen nicht mo¨glich
sind. Diffundiert ein Wassermoleku¨le jedoch aus diesem Bereich heraus, so wird es
auch andere Wassermoleku¨le auf diesem Weg verdra¨ngen. Dies fu¨hrt so tempora¨r zu
gro¨ßeren, langgestreckten Kavita¨ten, welche ideal fu¨r die Insertion eines/-Alkans ge-
eignet ist. Auch wenn diese Kavita¨ten nur sehr selten auftreten, tragen sie auf Grund
der sehr gu¨nstigen Lennard-Jones-Wechselwirkung des insertierten Alkans mit der
Umgebung sehr stark zum chemischen Potential bei. Dagegen ist die Bildung die-
ser Kana¨le in der Wasserphase nicht sehr wahrscheinlich, da hier die einschra¨nkende
Umgebung der DPPC-Moleku¨le nicht vorhanden ist. So la¨ßt sich auch das Maximum
im chemischen Potential bei 2  
 nm erkla¨ren. Auf Grund der geringen DPPC-
Dichte in diesem Bereich ist hier eine Kanal-Bildung nur sehr unwahrscheinlich, wie
dies auch in der bulk-Wasserphase zu erwarten ist. Jedoch ist die Kopfgruppe des
DPPCs so nahe, daß zumindest die Insertion der la¨ngeren /-Alkane durch ihre An-
wesenheit deutlich gesto¨rt ist, so daß die Wahrscheinlichkeit einer erfolgreichen In-
sertion im Vergleich zur Wasserphase deutlich sinkt.
Ein weiterer Effekt ist ein Anstieg des chemischen Potentials im Bereich 2 =  nm
im Vergleich zu 2   nm mit steigender La¨nge der Alkylkette. Eine erfolgreiche
Insertion eines /-Alkans tritt demnach mit steigender Kettenla¨nge in der Mitte des
Bilayers deutlich weniger ha¨ufig auf. Hier zeigt sich wieder die starke Unordnung
in der Mitte des Bilayers, in der die auftretenden Kavita¨ten nicht fu¨r die Insertion
kettenfo¨rmiger Alkane geeignet sind. Dagegen sind in dem Bereich der Alkylketten,
in dem die Ketten relativ geordnet vorliegen, die auftretenden Kavita¨ten eher lang-
gestreckt und damit fu¨r die Insertion eines /-Alkans gut geeignet. Dies fu¨hrt beim
Pentan zu einem deutlich negativeren Potential im geordneteren Bereich der Alkyl-
kette im Vergleich zur Bilayermitte.
In Tabelle 6.2 sind V
,
, V
)!
, V
"%;
, V
7

+
und die minimale alveola¨re Konzentra-
tion, entnommen aus [240], dargestellt. Im Gegensatz zu den Edelgasen steigt V
,
,
V
)!
und V
"%;
mit der La¨nge der Alkane und damit deren Gro¨ße. D.h. die fu¨r eine
ana¨sthetische Wirkung beno¨tigte Konzentration der Alkane im Bilayer steigt mit der
Gro¨ße der Alkane. Dieser Effekt wird auch experimentell gefunden [240].
Wie auch in dem im vorhergehenden Abschnitt besprochenen Edelgasen la¨ßt sich
auch aus dem Verlauf des chemischen Potentials nicht einfach auf einen ana¨stheti-
schen Mechanismus schließen.
6.4.3. Das chemische Potential von Halothan
Halothan (CF

CHClBr) ist ein klinisch eingesetztes Ana¨sthetikum mit einer sehr nied-
rigen minimalen alveola¨ren Konzentration von     Pa [241]. In Abbil-
195
6. Chemisches Potential von Moleku¨len in der Membran
/-Alkan MAC /  V
,
V
)!
V
"%;
V
7

+
Ethan 8  
 	8 	
Propan 8 8#  
 

Butan 	  
  
Pentan 
 
8 8 # 
Tabelle 6.2.: Parameter . fu¨r vier Bereiche in der Membran fu¨r die Alkane in der united-
atom-Darstellung.
dung 6.15 ist der Verlauf des exzess-chemischen Potentials von Halothan dargestellt.
Im Vergleich zu den bisher untersuchten Inhalationsana¨sthetika zeigt Halothan ein
deutlich ausgepra¨gtes Minimum im chemischen Potential bei 2   nm. Das Ha-
lothan ha¨lt sich demnach u¨berwiegend in der Region der Glyceringruppe auf. Dies
wurde auch in einer  ns langen MD-Simulation von vier Halothan-Moleku¨len in ei-
ner DPPC-Membran gefunden [242]. Jedoch ist auf Grund der geringen Anzahl an
Halothan-Moleku¨len und deren relativ geringer Diffusionskoeffizient die Aussage-
kraft der Simulation nur begrenzt. In einer 
 ns Simulation [243] mit einem Anteil
von einem Moleku¨l Halothan pro zwei Moleku¨len DPPC wurde die maximale Ha-
lothandichte um 2  	 nm gefunden. Auch dies stimmt mit hier gefundenen Wert
recht gut u¨berein.
Das geringe chemische Potential des Halothans in der Glycerinregion la¨ßt sich leicht
erkla¨ren. Das Halothanmoleku¨l besitzt nach den quantenmechanischen Rechnungen
auf MP2/6-311++G** Niveau ein Dipolmoment von 	 Debye. Dabei ist die CF

-
Gruppe eher unpolar und die CHClBr-Gruppe polar (siehe auch die Partialladun-
gen in Abschnitt B.6). Daher ist es fu¨r das Halothan energetisch gu¨nstig, sich an der
Grenzregion zwischen dem polaren und unpolaren Bereich der Membran aufzuhal-
ten. Wie in Abbildung 6.12 zu erkennen, ist das freie Volumen in diesem Bereich au-
ßerdem gro¨ßer als in jedem anderen Bereich oberhalb der Alkylketten.
Der Verlauf des chemischen Potentials des Halothans ist jedoch vo¨llig verschieden
von dem der Edelgase und Alkane, obwohl auch diese beiden Substanzklassen ei-
ne ana¨sthetische Wirkung zeigen. Fu¨r das Halothan ist eine Erho¨hung des lateralen
Drucks um 2   nm und nur eine geringe Erho¨hung oder gar ein Abfall bei 2  
nm. Da 92 in der Alkylketten/Glycerin-Grenzregion deutlich gro¨ßer ist als in
der Membranmitte, ist davon auszugehen, daß das Halothan das Gleichgewicht zwi-
schen der offenen und geschlossenen Konformation deutlich verschieben kann.
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Abbildung 6.15.: Verlauf des exzess-chemischen Potentials von Halothan.
6.4.4. Das chemische Potential von Ethanol und CF
+
CH

OH
Ethanol ist ein Inhalationsana¨sthetikum, welches eine um den Faktor   ho¨here
ana¨sthetische Potenz besitzt, als dies nach der Meyer-Overton-Hypothese zu erwar-
ten ist [206]. Die Fluorierung der CH

-Gruppe des Ethanol liefert CF

CH

OH, ein
Alkohol welcher einen deutlich gro¨ßeren O¨l/Gas-Verteilungskoeffizienten als Etha-
nol ausweist, dessen minimale alveola¨re Konzentration jedoch nur wenig unter der
des Ethanols liegt. In Abbildung 6.16 ist der Verlauf des exzess-chemischen Potentials
von Ethanol und CF

CH

OH dargestellt. Der Verlauf des chemischen Potentials vom
Ethanol la¨uft dabei ungefa¨hr analog zu dem des Halothans, wobei das Minimum des
chemischen Potentials jedoch nicht bei 2   nm sondern bei 2  	 nm liegt.
Auch hier kann die Lage des Maximums durch die chemische Struktur des Ethanols
mit den unpolaren CH

-Gruppen und der polaren OH-Gruppe. Im Gegensatz zum
Halothan ist die Lo¨slichkeit in der wa¨ssrigen Phase auch noch sehr hoch, wa¨hrend
das chemische Potential im Zentrum des Bilayers deutlich gro¨ßer ist als die des Ha-
lothans. CF

CH

OH zeigt ebenfalls eine Minimum im chemischen Potential in der
Glyceringruppenregion, jedoch ist die Lo¨slichkeit in der Alkylkettenregion deutlich
gro¨ßer als die des Ethanols. Dagegen ist das chemische Potential in der wa¨ssrigen
Phase deutlich gro¨ßer als beim Ethanol. Die Fluorierung des Ethanol hat demnach zu
einer hydrophoberen Substanz gefu¨hrt. Im Bereich 2  	 nm ist der Unterschied im
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Abbildung 6.16.: Verlauf des exzess-chemischen Potentials von Ethanol und CF

CH

OH.
chemischen Potential der beiden Substanzen jedoch nur sehr gering (  kJ mol).
Dies entspricht einer um den Faktor 8 geringeren Ethanol-Konzentration in die-
sem Bereich bei gleichen Partialdru¨cken der beiden Substanzen. Interessanterweise
ist die minimale alveola¨re Konzentration des CF

CH

OH mit    Pa [244] um
fast genau diesen Faktor niedriger als die MAC von Ethanol (8#8   Pa [206] ).
Dies ko¨nnte als Hinweis darauf gedeutet werden, daß die Konzentration in der Gly-
ceringruppenregion die ana¨sthetische Wirkung entscheidend beeinflußt. Es ergeben
sich hieraus jedoch Probleme bei der Interpretation der Ergebnisse fu¨r die Edelgase
und Alkane, da diese eher in der Alkylkettenregion zu finden sind.
6.4.5. Das chemische Potential von CF

Br

CF

Br

ist eine Substanz, die schon in geringer Konzentration Konvulsionen (klonisch-
tonische Kra¨mpfe) auslo¨st. Der hierfu¨r beno¨tigte Partialdruck betra¨gt 
   Pa
[245]. Nach der Meyer-Overton-Hypothese sollte CF

Br

mit einem O¨l/Gas-Vertei-
lungskoeffizienten von 
 ein potentes Inhalationsana¨sthetikum sein. In Abbildung
6.17 ist der Verlauf des exzess-chemischen Potentials von CF

Br

dargestellt. Es zeigt
sich ein qualitativ anderer Verlauf als fu¨r die bisher untersuchten Substanzen. Hier
findet sich ein Minimum im chemischen Potential bei 2  
	 nm. Eine mo¨gliche
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Abbildung 6.17.: Verlauf des exzess-chemischen Potentials von CF

Br

.
Erkla¨rung fu¨r die Tatsache, daß Halothan und Ethanol eine ana¨sthetische Wirkung
zeigen, CF

Br

dagegen zu Kra¨mpfen fu¨hrt, kann aus den unterschiedlichen Aufent-
haltswahrscheinlichkeiten dieser Moleku¨le in der Membran abgeleitet werden. Wenn
92 im Bereich 2  
	 nm negativ ist und im Bereich 2   nm positiv ist,
so fu¨hrt der Einbau von Ethanol oder Halothan zu einer relativen Bevorzugung des
geschlossenen Zustandes des Ionenkanals, wa¨hrend der Einbau von CF

Br

zu einer
Bevorzugung des offenen Zustandes fu¨hrt.
6.4.6. Zusammenfassung
Wie in den vorhergehenden Abschnitten gezeigt wurde, la¨ßt sich aus dem Verlauf
des chemischen Potentials im allgemeinen nicht einfach auf die ana¨sthetische Potenz
der Substanz schließen. Dies gilt vor allem fu¨r die /-Alkane, die ein recht unintui-
tives Verhalten zeigen. Eine genauere Untersuchung kann deshalb nur u¨ber MD-
Simulationen erfolgen. Jedoch sind auf Grund der geringen Konzentrationen der
Substanzen in der Membran, lange Simulationszeiten und hohe Systemgro¨ßen er-
forderlich. Außerdem muß auch die Konzentration des Ana¨sthetikums in der Mem-
bran ermittelt werden. Hierzu eignet sich der hier ermittelte Verlauf des chemischen
Potentials, solange die Konzentration in der Membran nicht zu hoch liegt und Ab-
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weichungen vom idealen Verhalten zu erwarten sind. Die Teilchendichte 2 einer
Substanz ' als Funktion der y-Koordinate ergibt sich dabei fu¨r einen Partialdruck von
1

von ' in der Gasphase na¨herungsweise zu:

2 
1


(
 
exp


>

2




(6.16)
Die Anzahl  der Moleku¨le der Substanz ' im Bereich 2

bis 2

ergibt sich dann fu¨r
die minimale alveola¨ren Konzentration zu:
  9

 

 



22 (6.17)
9 ist dabei die Fla¨che der Simulationsbox in der xz-Ebene. Die erhaltenen Werte sind
fu¨r sechs verschiedene Bereiche in Tabelle 6.3 angegeben. Mit Ausnahme der la¨nger-
 nm  nm  nm  nm  nm 

 nm
Substanz bis bis bis bis bis bis
	 nm  nm  nm  nm 

 nm 	 nm
Argon  
  	  	
Krypton    	 	 
Xenon # 	 
   	
Ethan 8 	# 
   
Propan    
8  
Butan 	 8    
Pentan   
# 	#  
Halothan 8   	 	 
Ethanol   	 8 
 	
CF

CH

OH 	 
 
 #
 
 
Tabelle 6.3.: Anzahl der Moleku¨le in verschiedenen Bereichen der Simulationsbox fu¨r die
minimale alveola¨re Konzentration in der Gasphase.
kettigen /-Alkane liegt die Anzahl der Moleku¨le im simulierten System bei  bis 

Moleku¨len, und damit ist die in Gleichung 6.16 gemachte Vereinfachung gerechtfer-
tigt, daß die Teilchendichte in der Membran proportional zum Partialdruck in der
Gasphase ist. Fu¨r das Pentan ist diese Annahme jedoch sicherlich nicht mehr gerecht-
fertigt. Es muß jedoch auch beachtet werden, daß ein Fehler im chemischen Potential
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von  kJ mol zu einer um % ho¨heren Teilchendichte fu¨hrt, und mit einem sol-
chen Fehler auf Grund der Kraftfeld-Na¨herungen sicherlich zu rechnen ist. Auffal-
lend ist auch, daß selbst fu¨r die Substanzen, fu¨r welche die Anzahl im Gesamtsystem
a¨hnlich ist, die Verteilung in der Membran deutlich verschieden ist. Jedoch ist im Be-
reich  nm bis  nm und  nm, bis 

 nm, abgesehen von den/-Alkanen, die An-
zahl der Atome bei der MAC am wenigsten variabel, wenn auch hier Schwankungen
um  % zu sehen sind. Auf Grund der verschiedenen Form und elektronischen
Struktur der Substanzen ist eine reine Abha¨ngigkeit der MAC von der Konzentration
in einem bestimmten Bereich jedoch auch nicht zu erwarten.
6.5. Das chemisches Potential des Wassers
In diesem Abschnitt soll der Verlauf des exzess-chemischen Potentials von Wasser
kurz untersucht werden, um damit die Wasserkonzentration in der Alkylkettenregi-
on zu bestimmen. In Abbildung 6.18 ist der Verlauf dargestellt. Ist G

die Wasser-
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Abbildung 6.18.: Verlauf des exzess-chemischen Potentials von SPC/E-Wasser.
dichte in der bulk-Phase und >

das exzess-chemische Potential in dieser Region,
so berechnet sich die Dichte G in einem anderen Bereich zu:
G  G

exp

>

 >


(


(6.18)
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Daraus ergibt sich eine Wasserdichte von 8   g cm bzw. eine Teilchendichte
von 	  nm im Bilayerzentrum und dies erkla¨rt auch, warum im Verlauf der
Simulation kein Wassermoleku¨l in diesem Bereich gefunden wurde, da im Bereich
nm < 2 < nm im Durchschnitt nur 8   Wassermoleku¨le zu finden sind
(dies stimmt recht gut mit dem in Abschnitt 4.6.1 gefundenen Wert von 
  
u¨berein).
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In dieser Arbeit wurde eine voll hydratisierte DPPC-Membran in einer all-atom-
Darstellung fu¨r  ns im -Ensemble mit Hilfe der SPME-Methode simuliert. Da
die elektrostatischen Wechselwirkungen einen bedeutenden Einfluß auf die Struktur
und Dynamik des simulierten Systems ausu¨ben wird, wurden die Partialladungen
des DPPC-Moleku¨ls quantenmechanisch ermittelt.
Auf Grund der Anisotropie des Systems mußten viele strukturelle Gro¨ßen durch
mehrdimensionale Funktionen beschrieben werden, welche eine der wesentlichen in
dieser Arbeit vorgestellten Neuerungen im Vergleich zu a¨lteren Simulationen dar-
stellen. Die ermittelten strukturellen Gro¨ßen zeigen dabei eine in den meisten Fa¨llen
zufriedenstellende U¨bereinstimmung mit experimentellen Daten, soweit diese vor-
handen sind. So werden die CD-Ordnungsparameter und die Anteile verschiede-
ner Konformationen in der Alkylkette recht gut wiedergegeben. Dagegen zeigen sich
fu¨r die Glyceringruppenregion deutliche Abweichungen von experimentellen Daten.
Dies la¨ßt sich aus der langsamen Dynamik in der Glyceringruppenregion ableiten,
welche zu einer vollsta¨ndigen Equilibrierung deutlich la¨ngere Simulationszeiten er-
fordern wu¨rde. Die Struktur der Kopfgruppenregion, mit dem zur Bilayernormalen
deutlich gekippten -Vektor, entspricht wieder dem experimentell erhaltenen Bild.
Die DPPC-Moleku¨le scheinen sich auf einem anna¨hernd hexagonalen Gitter anzu-
ordnen. Eine genauere Untersuchung, welche die Artefakte der periodischen Rand-
bedingungen weitgehend ausschließen sollte, ist jedoch nur mit einem deutlich gro¨ße-
ren System zu erhalten. Die strukturellen Eigenschaften der Wassermoleku¨le werden
im wesentlichen von dem DPPC-Bilayer aufgepra¨gt. Dies ist gut aus der Orientie-
rungswahrscheinlichkeitsdichte des Dipolmoments des Wassers zu entnehmen. Bis
zur Alkylkettenregion liegt das Wasser u¨berwiegend in einem Netzwerk mit ande-
ren Wassermoleku¨len gebunden vor, auch wenn der Verknu¨pfungsgrad dieses Netz-
werks mit der Eindringtiefe des Wassers in die Membran deutlich abnimmt. Auch
die dynamischen Eigenschaften der Wasserphase werden durch die elektrostatischen
Wechselwirkungen mit den DPPC-Moleku¨len entscheidend beeinflußt. So verlang-
samt sich sowohl die Reorientierungsdynamik als auch die Diffusionsdynamik der
Wassermoleku¨le mit steigender Eindringtiefe in den Bilayer deutlich. Die Dynamik
des Wassers in der Alkylkettenregion konnte jedoch auf Grund der geringen Wasser-
dichte in diesem Bereich nicht bzw. nur ansatzweise ermittelt werden. Die Dynamik
des DPPCs spielt sich im Nanosekunden-Bereich ab, wobei die sich die Glyceringrup-
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penregion durch eine besonders langsame Dynamik auszeichnet.
Weiterhin wurde das chemische Potential von Inhalationsana¨sthetika und Nonimo-
bilizers in der Membran bestimmt, um einen Eindruck von der Verteilung dieser Sub-
stanzen im Membransystem zu erhalten. Dies liefert einen Beitrag zur Bestimmung
des Wirkungsmechanismus dieser Ana¨sthetika. Dabei wurde die Theorie von Cantor
zu Grunde gelegt, welche die ana¨sthetische Wirkung mit einer A¨nderung des late-
ralen Druckprofils in der Membran in Verbindung setzt. Es zeigte sich, daß bei den
sehr potenten Ana¨sthetika (Halothan, Ethanol und CF

CH

OH) die ho¨chste Konzen-
tration in der Alkylketten/Glycerinregion zu finden ist. Dagegen zeigen sich bei den
Edelgasen und /-Alkanen signifikante Konzentrationen auch in der Alkylkettenre-
gion. Jedoch ist das Verhalten der /-Alkane recht unintuitiv. Fu¨r eine detailiertere
Untersuchung sind jedoch noch langwierige Simulationen zur Bestimmung des late-
ralen Druckprofils von No¨ten.
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A. Partialladungen auf dem DPPC-Moleku¨l
In Abbildung A.1 ist die Bezeichnung der in Tabelle A.1 angegebenen Atomtypen
dargestellt.
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Abbildung A.1.: Bezeichnung der Atomtypen in Tabelle A.1.
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Atomtyp Partialladung / H
C

-0.24415
C

0.01261
C

-0.03401
C
-
-0.07366
C

0.31121
C

0.85548
C
.
0.27501
C
'
0.89141
C
/
-0.12000
C

-0.18000
H

0.13866
H

0.08553
H

0.09515
H
-
0.12003
H

0.08983
H

0.06000
H
.
0.04765
O

-0.35030
O

-0.63308
O

-0.47390
O
-
-0.62378
O

-0.60883
O

-0.59778
O
.
-0.63323
N

0.06821
P

0.94568
Tabelle A.1.: Partialladungen der verschiedenen Atomtypen des DPPCs.
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B.1. Einfu¨hrung
In diesem Abschnitt wird die fu¨r die CCB-Methode verwendete Aufteilung der Mo-
leku¨le in Fragmente aufgefu¨hrt. Dabei sind sowohl die einzelnen Atome dieser Frag-
mente aufgelistet, als auch die Skalierungsfaktoren ihrer Partialladungen. Dazu wird
zuerst in einer Strukturformel die Bezeichnung der einzelnen Atome festgelegt. An-
schließend folgt eine Tabelle, welche die einzelnen Fragmente beschreibt und folgen-
de Form besitzt (am Beispiel eines Propanmoleku¨ls; siehe Abbildung B.1): In der
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Abbildung B.1.: Benennung der Atome eines Propanmoleku¨ls fu¨r das Beispiel aus Tabel-
le B.1.
Hauptfragment Zusa¨tzliche Atome
C


C

 – C


C

 – C

 – C

 H

, H


H

 – C

 – C

 – C

 H
-
, H


H

 – C

 – C

 – C

 H
.
, H
'

Tabelle B.1.: Beispieltabelle fu¨r die Partitionierung des Propanmoleku¨ls aus Abbildung B.1
fu¨r die CCB-Methode.
Tabelle sind die Fragmente in der Reihenfolge aufgetragen, in der sie insertiert wer-
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den. In Klammern hinter jedem Atom steht dabei der Skalierungsfaktor fu¨r die Par-
tialladung des entsprechenden Atoms. Das erste Fragment besteht immer nur aus
einem Atom und wird auch fu¨r die Bestimmung der y-Koordinate eingesetzt1. Das
zweite Fragment besteht aus zwei Atomen, von denen das erste neu hinzugekom-
men ist, wa¨hrend das andere Atom dem des ersten Fragmentes entspricht. Dabei
wird die Orientierung des Fragmentes zufa¨llig gewa¨hlt. Das dritte Fragment besteht
aus einem Hauptfragment, sowie (optional) mehreren zusa¨tzlichen Atomen. Dabei
ist das erste im Hauptfragment aufgefu¨hrte Atom neu hinzugekommen, wa¨hrend
die beiden anderen aus dem vorhergehenden Fragment stammen. Das dritte Haupt-
fragment wird ebenfalls zufa¨llig orientiert, wobei jedoch die ausgewa¨hlten Positio-
nen der Atome aus dem vorhergehenden Fragment beibehalten werden. Gleichzei-
tig werden die zusa¨tzliche Atome insertiert. Dabei mu¨ssen sich die Positionen der
zusa¨tzlichen Atome eindeutig aus der Orientierung des Hauptfragmentes ergeben.
Da alle Bindungswinkel und Bindungsla¨ngen im insertierten Moleku¨l konstant ge-
halten werden, ist dies fu¨r die beiden Wasserstoffatome des mittleren C-Atoms im
gewa¨hlten Beispiel der Fall. Das vierte und alle folgenden Hauptfragmente bestehen
aus je vier Atomen, von denen die letzten drei schon in einem vorhergehenden Frag-
ment stammen mu¨ssen, wobei sie dort auch als zusa¨tzliche Atome aufgelistet wor-
den sein du¨rfen. Das neue Atom wird dann an einer Position so insertiert, daß alle
Bindungsla¨ngen und Bindungswinkel eingehalten werden. Der durch das Fragment
definierte Diederwinkel bestimmt dabei die Wahrscheinlichkeit fu¨r das Auftreten der
spezifischen Konformation. Auch hier ko¨nnen zusa¨tzliche Atome angegeben werden,
wenn sich ihre Position eindeutig aus den Atomen des Hauptfragmentes ergibt. Ins-
gesamt sollte der Skalierungsfaktor fu¨r die Partialladungen fu¨r jedes Atom in der
Summe  betragen.
Weiterhin werden die Kraftfeldparameter fu¨r Moleku¨le aufgelistet, welche nicht von
einem Standardkraftfeld beschrieben werden konnten. Um Platz zu sparen werden
dabei die Bindungsla¨ngen und Bindungswinkel nicht angegeben, da sie leicht durch
eine Geometrieoptimierung auf MP2/6-311++G**–Niveau erhalten werden ko¨nnen.
Angegeben werden also nur die Ladungen und Lennard-Jones-Parameter der Mo-
leku¨le, sowie die Diederwinkelpotentiale, sofern sie nicht einem Standardkraftfeld
entstammen. Problematisch sind dabei die Lennard-Jones-Parameter fu¨r die haloge-
nierten Substanzen, da fu¨r diese Substanzklassen keine zuverla¨ssigen Standardkraft-
felder existieren [246]. Hier wurden die Lennard-Jones-Parameter der Halogenatome
eines Halothan-Modells verwendet [247].
1 Das das chemische Potential als Funktion der y-Koordinate des Moleku¨ls aufgetragen werden soll,
muß eine eindeutige Definition fu¨r das ’Zentrum’ des Moleku¨ls existieren. Hierfu¨r wird daher im-
mer das erste Fragment verwendet.
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B.2. Ethan
B.2. Ethan
Die Kraftfeldparameter wurden dem all-atom OPLS-Kraftfeld entnommen [248]. Die
Benennung der Atome ist in Abbildung B.2 dargestellt und die Fragmentierung in
Tabelle B.2.
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Abbildung B.2.: Benennung der Atome des all-atom Ethan-Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


C

 – C


H

 – C

 – C

 H

, H


H
-
 – C

 – C

 – H

 H

, H


Tabelle B.2.: Fragmente des all-atom Ethan-Moleku¨ls fu¨r die CCB-Methode.
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B.3. Propan
Die Kraftfeldparameter wurden dem all-atom OPLS-Kraftfeld entnommen [248]. Die
Benennung der Atome ist in Abbildung B.3 dargestellt und die Fragmentierung in
Tabelle B.3.
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Abbildung B.3.: Benennung der Atome des all-atom Propan-Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


C

 – C


C

 – C

 – C

 H
-
, H


H

 – C

 – C

 – C

 H

, H


H

 – C

 – C

 – C

 H
.
, H
'

Tabelle B.3.: Fragmente des all-atom Propan-Moleku¨ls fu¨r die CCB-Methode.
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B.4. Butan
B.4. Butan
Die Kraftfeldparameter wurden dem all-atom OPLS-Kraftfeld entnommen [248]. Die
Benennung der Atome ist in Abbildung B.4 dargestellt und die Fragmentierung in
Tabelle B.4.
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Abbildung B.4.: Benennung der Atome des all-atom Butan-Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


C

 – C


C
-
 – C

 – C

 H

, H
.

C

 – C

 – C

 – C
-
 H
-
, H


H

 – C

 – C

 – C

 H

, H


H
'
 – C
-
 – C

 – C

 H
/
, H


Tabelle B.4.: Fragmente des all-atom Butan-Moleku¨ls fu¨r die CCB-Methode.
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B.5. Pentan
Die Kraftfeldparameter wurden dem all-atom OPLS-Kraftfeld entnommen [248]. Die
Benennung der Atome ist in Abbildung B.5 dargestellt und die Fragmentierung in
Tabelle B.5.
C

C

C

C
-
C

H

H

H

H
-
H

H

H
.
H
'
H
/
H

H

H

Abbildung B.5.: Benennung der Atome des all-atom Pentan.Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


C
-
 – C


C

 – C

 – C
-
 H

, H
.

C

 – C

 – C

 – C
-
 H
-
, H


C

 – C
-
 – C

 – C

 H
/
, H
/

H

 – C

 – C

 – C

 H

, H


H

 – C

 – C
-
 – C

 H

, H


Tabelle B.5.: Fragmente des all-atom Pentan-Moleku¨ls fu¨r die CCB-Methode.
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B.6. CF

CHClBr (Halothan)
B.6. CF
	
CHClBr (Halothan)
Die Lennard-Jones-Parameter wurden [247] entnommen. Die Benennung der Atome
ist in Abbildung B.6 dargestellt und die Fragmentierung in Tabelle B.6. Die quanten-
mechanisch berechneten Ladungen sind in Tabelle B.7 aufgelistet und das Dieder-
winkelpotential in Tabelle B.8.
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
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
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
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
F

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
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
Abbildung B.6.: Benennung der Atome des CF

CHClBr-Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


C

 – C


F

 – C

 – C

	 F

, F


H

 – C

8 – C

 – F

 Cl

, Br


Tabelle B.6.: Fragmente des CF

CHClBr-Moleku¨ls fu¨r die CCB-Methode.
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Atomtyp  7 H  7nm  7 
(
 *
C

0.8918 0.340 38.51
C

-0.5878 0.340 38.51
F

, F

, F

-0.2390 0.280 37.00
H

0.3343 0.275 10.02
Cl

0.0368 0.350 110.00
Br

0.0418 0.370 148.05
Tabelle B.7.: Partialladungen und Lennard-Jones-Parameter des CF

CHClBr-Moleku¨ls.
Diederwinkel  "7Æ  7 kJ mol
F

– C

– C

– H

1 0 0.153
2 0 -0.324
3 0 13.952
4 0 0.646
4 0 0.084
1 -90 -0.039
2 -90 -0.027
3 -90 0.234
4 -90 -0.143
5 -90 -0.493
Tabelle B.8.: Diederwinkelparameter des CF

CHClBr-Moleku¨ls.
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B.7. Ethanol
Die Kraftfeldparameter wurden dem all-atom OPLS-Kraftfeld entnommen [249], wo-
bei die verbesserten Ladungen aus [250] stammen. Die Benennung der Atome ist in
Abbildung B.7 dargestellt und die Fragmentierung in Tabelle B.9.
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Abbildung B.7.: Benennung der Atome des Ethanol-Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


O

 – C


C

 – C



 – O

 H
-
, H


H

 – O

 – C

8
# – C


H

 – C

 – C

 – O

 H

, H


Tabelle B.9.: Fragmente des Ethanol-Moleku¨ls fu¨r die CCB-Methode.
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B.8. CF
	
CH


OH
Die Lennard-Jones-Parameter wurden [247] und [249] entnommen. Die Benennung
der Atome ist in Abbildung B.8 dargestellt und die Fragmentierung in Tabelle B.10.
Die quantenmechanisch berechneten Ladungen sind in Tabelle B.11 aufgelistet und
die Diederwinkelpotentiale in Tabelle B.12.
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
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Abbildung B.8.: Benennung der Atome des CF

CH

OH-Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


C

 – C


O

8 – C

8 – C

 H

, H


F

 – C

 – C

 – O

 F

, F


H

 – O

 – C

 – C


Tabelle B.10.: Fragmente des CF

CH

OH-Moleku¨ls fu¨r die CCB-Methode.
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B.8. CF

CH

OH
Atomtyp  7 H  7nm  7 
(
 *
C

0.8762 0.340 38.51
C

0.0695 0.340 38.51
F

, F

, F

-0.2828 0.280 37.00
H

, H

0.0605 0.275 10.02
O

-0.6987 0.307 105.90
H

0.4794 0.0 0.0
Tabelle B.11.: Partialladungen und Lennard-Jones-Parameter des CF

CH

OH-Moleku¨ls.
Diederwinkel  "7Æ  7 kJ mol
F

– C

– C

– O

1 0 -0.017
2 0 0.273
3 0 9.915
C

– C

– O

– H

1 0 -0.549
2 0 3.723
3 0 2.741
4 0 0.460
Tabelle B.12.: Diederwinkelparameter des CF

CH

OH-Moleku¨ls.
217
B. Parameter fu¨r die CCB-Methode
B.9. CF


Br


Die Lennard-Jones-Parameter wurden [247] entnommen. Die Benennung der Atome
ist in Abbildung B.9 dargestellt und die Fragmentierung in Tabelle B.13. Die quanten-
mechanisch berechneten Ladungen sind in Tabelle B.14 aufgelistet.
C

F

F

Br

Br

Abbildung B.9.: Benennung der Atome des CF

Br

-Moleku¨ls.
Hauptfragment Zusa¨tzliche Atome
C


F

 – C


F

 – C

 – F

 Br

, Br


Tabelle B.13.: Fragmente des CF

Br

-Moleku¨ls fu¨r die CCB-Methode.
Atomtyp  7 H  7nm  7 
(
 *
C

0.0245 0.340 38.51
F

, F

-0.0538 0.280 37.00
Br

, Br

0.0416 0.370 148.05
Tabelle B.14.: Partialladungen und Lennard-Jones-Parameter des CF

Br

-Moleku¨ls.
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B.10. SPC/E-Wasser
B.10. SPC/E-Wasser
Die Benennung der Atome ist in Abbildung B.10 dargestellt und die Fragmentierung
in Tabelle B.15.
O

H

H

Abbildung B.10.: Benennung der Atome des SPC/E-Modells.
Hauptfragment Zusa¨tzliche Atome
O


H

 – O


H

 – O

 – H


Tabelle B.15.: Fragmente des SPC/E Wassermodells fu¨r die CCB-Methode.
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C. Die Fast Multipole Method
C.1. Der grundlegende Algorithmus
Die Fast Multipole Method (FMM)1 geho¨rt zu einer ganzen Gruppe von Verfahren,
die eine hierarchische Raumaufteilung zur effizienten Berechnung des Coulombpo-
tentials verwenden2. Die FMM nutzt dabei die Tatsache aus, daß das elektrostatische
Potential einer Ladungsverteilung durch eine Multipolentwicklung gut angena¨hert
werden kann, wenn der Ort  an dem das Potential ermittelt werden soll genu¨gend
weit von der Ladungsverteilung entfernt ist3:
D 








&


$ 
 




&


&

 


mit &

C" 
%

$ 

$ 	
$ 	

&

&

cos CH:&@
(C.1)

&

sind die (komplexen) Multipolmomente die um 

entwickelt worden sind, &

die Kugelfla¨chenfunktionen nach der Definition von Jackson [252] und &

die zuge-
ordneten Legendreschen Funktionen nach der Definition von [253]4. Im allgemeinen
ist es fu¨r eine vorgegebene Genauigkeit ausreichend, die Multipolentwicklung nur
bis zu einem vorgegebenen Wert $
&
statt bis $  durchzufu¨hren. Greengard [41]
gibt fu¨r eine vorgegebene Genauigkeit, den Abstand von  zu 

und die Ausdehnung
des durch die Multipolentwicklung beschriebenen Punktladungsystems einen Wert
1 Die FMM wird manchmal auch als Fast Multipole Algorithm (FMA) bezeichnet.
2 Auf Grund der A¨hnlichkeit zwischen Coulomb– und Gravitationspotential werden diese Verfahren
teilweise auch in der Astrophysik verwendet [251], wobei jedoch in diesem Bereich die Teilchenver-
teilungen nicht normal sind, was den einfachen Austausch der Algorithmen zwischen den beiden
Gebieten erschwert.
3 Die Verwendung spha¨rischer Koordinaten statt kartesischer ist von Vorteil, da bei der FMM Multi-
pole hoher Ordnung verwendet werden, welche in kartesischen Koordinaten sehr schnell komplex
werden.
4 Die Definition der zugeordneten Legendreschen Funktionen weicht damit um einen Faktor von

 von der von Jackson [252] verwendeten Definition ab. Dieser Faktor wurde deshalb in der
Definition der Kugelfla¨chenfunktionen beru¨cksichtigt.
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fu¨r $
&
an. Die Multipolmomente einer Verteilung von Punktladungen 

mit den
Koordinaten 

ko¨nnen nach folgender Formel um den Punkt 

entwickelt werden:

&








 




&



 

 (C.2)
Die FMM soll der Anschaulichkeit halber im folgenden fu¨r den zweidimensionalen
Fall besprochen werden. A¨nderungen fu¨r den dreidimensionalen Fall sind in Klam-
mern angegeben.
Die Idee hinter der FMM und verwandten Methoden wie dem Barnes–Hut-Treecode
[251, 254] besteht, wie schon erwa¨hnt, darin, die Simulationsbox hierarchisch in Zel-
len aufzuteilen. Dazu wird die Simulationsbox zuerst in 4 (8) Zellen unterteilt, wel-
che wiederum jeweils in 4(8) Zellen unterteilt werden, bis zu einer vorgegeben Stufe
'  '
&
(siehe auch Abbildung C.1(a)). Die 4(8) Unterzellen einer Zelle werden als
Kinderzellen dieser Zelle bezeichnet und die Zelle, aus denen die 4(8) Unterzellen
gebildet wurde ist die Vaterzelle dieser 4(8) Unterzellen. Diese hierarchische Auf-
teilung wird auch als Quadtree (Octtree) Aufteilung bezeichnet, da sie durch einen
Baum dargestellt werden kann, bei dem an jedem Knoten (außer den Bla¨ttern) 4 (8)
Kanten abgehen5.
Nun wird fu¨r jede Zelle auf der Stufe '
&
das Multipolmoment aller Teilchen in
dieser Zelle um das geometrische Zentrum der Zelle nach Gleichung C.2 entwickelt.
Danach ko¨nnen die Multipolmomente fu¨r alle Zellen der na¨chsten Stufe ('
&
 )
aus den Multipolmomenten der 4 (8) Kinderzellen berechnet werden. Dabei kommt
eine ha¨ufig als M2M (multipole to multipole) bezeichnete Transformation zur An-
wendung, bei der das Zentrum der Multipolentwicklung von 

nach  

verschoben
wird6. Dies wird bis zur Stufe 0 (der obersten Stufe) fortgefu¨hrt, so daß nach dieser
Prozedur die Multipolentwicklungen fu¨r alle Zellen auf allen Stufen bekannt sind
(siehe auch Abbildung C.1(b)). Da bei diesem Verfahren die Multipole von unten
('  '
&
) noch oben ('  ) berechnet werden, wird dieser Schritt auch upward–
pass genannt.
Mit den so erhaltenen Multipolentwicklungen kann das Potential eines Teilchens
dann nach folgender Methode berechnet werden:
 Berechne direkt die Coulombwechselwirkungen des Teilchens mit den Teilchen,
die in der gleichen Zelle auf der Stufe '
&
liegen.
 Berechne direkt die Coulombwechselwirkungen des Teilchens mit den Teilchen,
die in benachbarten Zellen auf der Stufe '
&
liegen.
5 Quadtrees und Octtrees haben auch noch viele andere Anwendungsmo¨glichkeiten (siehe z.B. [255]),
was zur raschen Entwicklung effizienter Implementierungen dieser Datentypen beigetragen hat.
6 Da diese Formel (und auch die spa¨ter noch auftauchenden M2L und L2L Transformationen) recht
kompliziert sind, werden sie hier nicht angegeben. Sie ko¨nnen z.B. in [256] oder [257] nachgelesen
werden.
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2. Stufe 3. Stufe
0. Stufe 1. Stufe
(a)
3 3 3 3
222
1 1 1 1
0
2
(b)
Abbildung C.1.: Berechnung der Multipolmomente aller Boxen in der FMM.
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 Berechne die Wechselwirkungsenergie mit den anderen Teilchen durch eine
Multipolentwicklung. Dabei werden die Beitra¨ge von weiter entfernten Teil-
chen durch die Multipolentwicklung einer Zelle der Stufe ' < '
&
berech-
net, wobei ' um so kleiner wird, je gro¨ßer der Abstand der Teilchen in dieser
Zelle von dem betrachteten Teilchen ist. Da Zellen kleinerer Stufe ' auch mehr
Teilchen enthalten, ist eine deutliche Rechenzeit-Ersparnis im Vergleich zur di-
rekten Berechnung zu erwarten.
Durch die Verwendung von gro¨ßer werdenden Zellen mit zunehmendem Teilchen-
abstand skaliert die Potentialberechnung mittels Multipolen mit 3 log. Da die
Berechnung der direkten Coulombwechselwirkung bei normaler Teilchenverteilung
mit 3 skaliert, skaliert dieses Verfahren auch insgesamt mit 3 log. In der
FMM wird dieses Verfahren jedoch nicht direkt angewandt, denn wie Greengard und
Rokhlin [42] erkannten, la¨ßt sich das elektrostatische Potential auch als sogenannte
lokale Expansion ausdru¨cken:
D 









&
 




&


&

 

 (C.3)


ist dabei der Punkt um den das elektrostatische Potential entwickelt worden ist
und &

sind die Koeffizienten der Entwicklung analog zu &

bei der Multipolent-
wicklung. Diese Entwicklung kann das elektrostatische Potential nur dann korrekt
beschreiben, wenn alle Ladungen, die durch die lokale Expansion beschriebenen wer-
den sollen, einen Mindestabstand 
&
von 

haben. Dieser Mindestabstand ha¨ngt
zum einen davon ab, in welchem Bereich um 

die lokale Expansion gu¨ltig sein soll
und zum anderen von der geforderten Genauigkeit7. Dabei gilt fu¨r den maximalen
Abstand 
&
um 

bei dem die lokale Expansion gu¨ltig ist und 
&
der folgende
Zusammenhang:


&

&
 
&
 MAP (C.4)
Dabei ist MAP (multipole acceptance parameter [258]) ein Parameter der i.a. zwi-
schen 0.5 und 0.75 gewa¨hlt wird und der die Genauigkeit des Verfahrens entschei-
dend beeinflußt (je kleiner der Parameter ist, desto genauer ist das Verfahren)8. Green-
gard und Rokhlin haben nun ein Verfahren entwickelt, mit denen die lokalen Expan-
7 Die lokale Expansion ist in gewisser Hinsicht das Gegenteil der Multipolentwicklung. Wa¨hrend
erstere nur in der Na¨he des Entwicklungszentrums gu¨ltig ist, so ist letztere nur in großem Abstand
vom Entwicklungszentrum verwendbar.
8 Der Name ’multipole acceptance parameter’ ru¨hrt daher, daß die lokale Expansion (wie noch
erla¨utert werden wird) aus den Multipolen der anderen Zellen berechnet wird und der minima-
le Abstand, den die Zellen besitzen mu¨ssen, um in der lokalen Expansion der betrachteten Zelle
beru¨cksichtigt zu werden, von eben diesem MAP geregelt wird.
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sionen fu¨r alle Zellen der Stufe '
&
effizient — das Verfahren skaliert mit 39 —
ermittelt werden ko¨nnen. Dazu verwenden sie 2 Transformationen: Die sogenann-
te M2L (multipole to local) Transformation, bei der die Multipolentwicklung am Ort

A
in eine lokale Entwicklung am Ort 

transformiert wird. Dabei muß fu¨r die La-
dungen, die die Multipolentwicklung beschreibt Gleichung C.4 erfu¨llt sein. Weiter-
hin wird eine als L2L (local to local) bezeichnete Transformation eingesetzt, bei der
die lokale Entwicklung um 

in eine lokale Entwicklung um  

transformiert wird.
Dabei muß der Gu¨ltigkeitsbereich der Entwicklung um 

im Gu¨ltigkeitsbereich der
Entwicklung um 

liegen.
Beginnend mit der Zelle auf Stufe 0 wird nun folgendes Verfahren fu¨r alle Zellen mit
ansteigender Stufe angewendet:
 Hat die Zelle eine Vaterzelle, so verschiebe die lokale Expansion der Vaterzelle
in die aktuelle Zelle mit der L2L-Transformation.
 Addiere nun die Multipolentwicklung aller Zellen auf der gleichen Stufe die
Gleichung C.4 genu¨gen (also genu¨gend weit von der aktuellen Zelle entfernt
sind) und noch nicht durch die lokale Entwicklung der Vaterzelle beschrieben
wurden mit Hilfe der M2L-Transformation.
Da in diesem Schritt von '   bis '  '
&
die lokalen Expansionen berechnet
werden, wird dieser Schritt auch downward-pass genannt.
Anhand von Abbildung C.2 soll das oben beschriebene Verfahren noch einmal kurz
erla¨utert werden. Auf der nullten Stufe und ersten Stufe passiert noch nichts, da es
keine Nachbarzellen gibt, die Gleichung C.4 erfu¨llen und die lokalen Expansionen
der Vaterzellen (falls sie existieren) leer sind. Auf der zweiten Stufe werden dann
um die aktuelle Zelle (in Abbildung C.2(a) Schwarz gezeichnet) die Multipole der
u¨berna¨chsten Nachbarn10 (Grau gezeichnet) zur lokalen Expansion der Zelle hinzu
9 Zumindest gaben dies Greengard und Rokhlin urspru¨nglich an, da sie zu dem Ergebnis kamen,
daß 

bei vorgegebener Genauigkeit unabha¨ngig von der Teilchenzahl  sein sollte. Doch trotz
(oder vielleicht gerade wegen) der von ihnen detailliert hergeleiteten oberen Fehlerschranke fu¨r die
FMM [259], stellte Aluru [260] spa¨ter fest, daß 

bei vorgegebenem Fehler nicht unabha¨ngig von
 ist und die FMM damit nicht wie 
 skalieren kann. Sein Beweis wurde jedoch berechtigterwei-
se kritisiert [261], da er nur fu¨r den Fall gilt, bei dem der vorgegebene Fehler so klein gewa¨hlt wird,
daß die Genauigkeit der verwendeten Fließkommazahlen erreicht wird. Jedoch konnte [262] zeigen,
daß auch bei beliebig gewa¨hltem Fehler 

proportional zu log sein muß und die FMM des-
halb nur wie 
 log bzw. 
 log loglog bei Verwendung der FFT skalieren kann.
Challacombe et. al. [261] zeigten allerdings, daß fu¨r Systeme bis  Ladungen die Skalierung mit

 gut erfu¨llt ist.
10 Dies gilt selbstversta¨ndlich nur dann, wenn der MAP so gewa¨hlt wird, daß die u¨berna¨chsten Nach-
barn Gleichung C.4 erfu¨llen. Ist dies nicht der Fall, so beginnt die eigentliche Berechnung der lokalen
Expansion erst auf Stufe 4 oder spa¨ter.
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addiert. Die weißen Zellen sind die Zellen, die zu nahe an der aktuellen Zelle lie-
gen, als das die Multipole dieser Zellen in die lokale Expansion der aktuellen Zelle
eingefu¨gt werden du¨rften. Auf der dritten Stufe (Abbildung C.2(b)) wird dann zum
ersten Mal die lokale Expansion der Vaterzelle verwendet (die durch Dreiecke ge-
kennzeichneten Zellen). Dann werden die Multipolmomente der Zellen (grau ein-
gezeichnet) zur lokalen Expansion addiert, die nach Gleichung C.4 genu¨gend weit
von der aktuellen Zelle entfernt sind, aber noch nicht in der lokalen Expansion der
Vaterzelle enthalten sind. Auf der vierten und in diesem Beispiel letzten Stufe wird
wieder die lokale Expansion der Vaterzelle addiert, die Multipolmomente aus der
zweiten Stufe (durch Dreiecke gekennzeichnet) und der dritten Stufe (durch ein Git-
ter gekennzeichnet) entha¨lt (siehe Abbildung C.2(c)). Schlußendlich werden noch die
Multipole der u¨berna¨chsten Nachbarzellen wie bei Stufe 3 addiert (graue Zellen).
Um nun das elektrostatische Potential eines Teilchens in einer Zelle zu berechnen,
werden zuerst die direkten Coulombwechselwirkungen berechnet in Zellen, die nicht
in der lokalen Expansion enthalten sind und dann wird das Potential, welches von
den restlichen Teilchen ausgeu¨bt wird, u¨ber die lokale Expansion ermittelt. Im End-
effekt wird also auch bei der FMM das elektrostatische Potential an einem Punkt 
durch direkte Berechnung der Coulombwechselwirkung in der Na¨he von  und Ap-
proximation der Wechselwirkung mit den weiter entfernten Teilchen durch eine Mul-
tipolentwicklung ermittelt (siehe Abbildung C.2(d), in der die Wechselwirkungen mit
Teilchen in den grauen Zellen durch die Multipolentwicklung beru¨cksichtigt werden
und die Wechselwirkung mit Teilchen in den weißen und schwarzen Zellen direkt
berechnet wird.).
Der geschwindigkeitbestimmende Schritt bei der FMM ist i.a. die Berechnung der
lokalen Entwicklung und hierbei die M2L Transformation, da sie mit 3$-
&
 ska-
liert11. Wie Greengard und Rokhlin vorgeschlagen haben [43], la¨ßt sich dieser Schritt
durch die Verwendung einer FFT effizienter gestalten und er skaliert nur noch mit
3$

&
log$
&
 [263, 264]. $
&
muß bei Einsatz dieses Verfahrens ein ganzzahliges
Vielfaches von 4 sein. Leider steigt der Speicher-Verbrauch bei Verwendung dieser
Methode dramatisch an, so daß dieses Verfahren in der Praxis auf kleine Werte von
$
&
(typischerweise  ) beschra¨nkt bleibt.
Die bisherigen Ausfu¨hrungen gingen implizit von quadratischen (kubischen) Boxen
aus, doch ist die U¨bertragung auf rechteckige (quaderfo¨rmige) Boxen einfach. Al-
lerdings erho¨ht sich der beno¨tigte Rechenaufwand, je mehr die Box vom Quadrat
(Kubus) abweicht, da die Anzahl der Nachbarzellen die Gleichung C.4 nicht erfu¨llen
gro¨ßer wird und damit mehr Wechselwirkungen direkt berechnet werden mu¨ssen
und entsprechend mehr Multipolentwicklungen bei der Ermittelung der lokalen Ex-
pansionen einfließen.
11 Wenn #

im Vergleich zu  sehr klein gewa¨hlt wird, so ist jedoch die direkte Berechnung der
Coulombwechselwirkung der geschwindigkeitbestimmende Schritt.
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(a) Stufe 2
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(c) Stufe 4 (d) Aufteilung Multipol — direkt
Abbildung C.2.: Berechnung der lokalen Entwicklung des elektrostatischen Potentials in der
FMM.
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C. Die Fast Multipole Method
C.2. FMM bei Verwendung periodischer
Randbedingungen
Soll die FMM bei Verwendung periodischer Randbedingungen eingesetzt werden, so
a¨ndert sich der Algorithmus insoweit, daß die Periodizita¨t bei der Berechnung der di-
rekten Wechselwirkungen beru¨cksichtigt werden muß. Außerdem mu¨ssen auch die
Einflu¨sse der periodischen Abbilder beru¨cksichtigt werden. Hierzu sind in der Lite-
ratur im wesentlichen zwei Verfahren vorgeschlagen worden:
 Ein Verfahren analog der Ewald–Summation, bei der die Multipole aller peri-
odischen Abbilder der Box in die lokale Expansion der Zelle der obersten Stufe
(Stufe 1) einfließen [46, 256, 265–267]. Neben numerischen Probleme bei der Be-
rechnung [261, 268] und der algorithmischen Komplexita¨t hat vielleicht auch
die Tatsache, daß in den beiden ersten Vero¨ffentlichen die dieses Verfahren vor-
gestellt haben, jeweils Fehler bei der Wiedergabe der entsprechenden Formeln
aufgetaucht sind [266, 267] zur (noch) geringen Verbreitung dieses Verfahrens
gefu¨hrt.
 Das FMM-Verfahren wird einfach auf die periodischen Abbilder ausgeweitet.
Da die Multipolentwicklung der obersten Zelle bekannt ist, kann damit die
Multipolentwicklung einer in alle Raumrichtungen dreifach so großen Zelle
berechnet werden usw., bis eine bestimmte vorgegebene Zellgro¨ße erreicht ist.
Nachfolgend ko¨nnen dann die lokalen Expansionen berechnet werden. Gu¨nstig
wirkt sich hier aus, daß einfache Rekursionsformeln fu¨r die Koeffizienten der
lokalen Expansion und der Multipolentwicklung existieren, die diesen Schritt
rechnerisch effizient ausfu¨hren lassen [268]. Mit dieser Methode ko¨nnen also
nicht wie bei der Ewald–Summation unendlich ausgedehnte Systeme simuliert
werden, sondern nur finite, aber sehr große Systeme12. Bei der in dieser Arbeit
eingesetzten Bibliothek DPMTA [269] wird im Prinzip dieser Verfahren ange-
wendet, doch ist die Grenzform des berechneten System kein Kubus oder Qua-
der, sondern eine kompliziertere Form, die sich aus den Zellen ergibt, die Glei-
chung C.4 erfu¨llen. Diese Grenzform hat den Vorteil, daß, im Gegensatz zur
kubischen oder Quaderfo¨rmigen Grenzform, nur relativ wenige Multipolmo-
mente zur genauen Berechnung ausreichen [270].
12 So ist es z.B. kein Problem Systeme mit einer Ausdehnung im Bereich von Millimetern bis Metern
zu berechnen und es ist damit zu erwarten, daß der Unterschied zu einem unendlich großen System
verschwindend ist.
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C.3. Unterschiede zwischen Ewald–Summation und
FMM
Der auf den ersten Blick vielleicht auffa¨lligste Unterschied zwischen der hier ver-
wendeten FMM–Implementierung DPMTA und der klassischen Ewald–Summation
ist der, daß bei der Ewald–Summation ein tatsa¨chlich unendliches System berech-
net wird, wa¨hrend DPMTA nur ein finites, wenn auch sehr großes System betrachtet.
Doch ist die Konvergenz des Potentials beim Anwachsen des Systems so gut, daß von
dieser Seite aus keine Unterschiede zu erwarten sind. Viel gravierender sind jedoch
die Unterschiede in den Randbedingungen zwischen Ewald–Summation und DPM-
TA. Wa¨hrend die Ewald–Summation normalerweise von ’tinfoil’–Randbedingungen
ausgeht13, ergeben sich bei der DPMTA Vakuum–Randbedingungen (anschaulich ge-
sprochen ist bei der Ewald–Summation das unendliche System von einem idealen
elektrischen Leiter umgeben, wa¨hrend bei der DPMTA das System von Vakuum um-
geben ist). Wie in Abschnitt C.4 gezeigt wird, fu¨hren diese Unterschiede dazu, daß
bei der DPMTA im Vergleich zur Ewald–Summation ein zusa¨tzliches Potential auf-
taucht, welches auch als ’Oberfla¨chen–Dipol–Term’ bezeichnet wird. Dieses zusa¨tzli-
che Potential fu¨hrt dazu, daß das von DPMTA berechnete Potential nicht mehr ’glatt’
periodisch ist und außerdem auch nicht gegenu¨ber einer Verschiebung aller Teilchen
innerhalb der zentralen Box invariant ist14. D.h. die mittels DPMTA berechneten elek-
trostatischen Potentiale sind in der particle insertion-Methode so nicht zu gebrau-
chen. Aus diesem Grunde wird die in Anhang C.4 angegebene Korrektur angewen-
det, die das von der DPTMA berechnete Potential auf ’tinfoil’–Randbedingungen kor-
rigiert und so zu einem periodischen Potential fu¨hrt, welches dem Ewald–Potential
entspricht.
C.4. Oberfla¨chendipol–Korrektur fu¨r die FMM
Die Beru¨cksichtigung der weitreichenden Coulomb–Wechselwirkungen stellt eines
der schwierigsten Probleme bei der Durchfu¨hrung von MD–Simulationen dar. Diese
Aussage trifft besonders bei der Verwendung periodischer Randbedingungen zu, da
13 Siehe aber auch [85,271,272], die Methoden herleiten, mit deren Hilfe andere Randbedingungen fu¨r
die Ewald–Summation erhalten werden ko¨nnen.
14 Genauer gesagt bedeutet dies folgendes: Sei 9

 das elektrostatische Potential am Punkt 

. Wer-
den nun alle Teilchen innerhalb der zentralen Box um den Vektor   verschoben, wobei Teilchen die
eine der Boxgrenzen u¨berschreiten, entsprechend den periodischen Randbedingungen wieder in die
Box eingefu¨gt werden, so gilt fu¨r das Potential 9 

 

 im verschobenen System die Gleichung
9



 

  9

 bei Vakuum-Randbedingungen nicht mehr. Hierbei wird davon ausgegangen,
daß auch 

 
 entsprechend der periodischen Randbedingungen in der Box liegt. Ist dies nicht
der Fall, so wird entsprechend korrigiert.
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in diesem Falle fu¨r die Berechnung des elektrostatischen Potentials D die Beitra¨ge
einer unendlichen Anzahl von Ladungen berechnet werden mu¨ssen:
D 




	
	




 

 	
(C.5)
Hier sind 

die Ladungen und 

die Ortsvektoren der  Ladungen in der zentra-
len Box und 	 die Vektoren, die die periodische Verschiebung der zentralen Box be-
schreiben. Im folgenden wird davon ausgegangen, daß die zentrale Box insgesamt
ungeladen ist, d.h. es soll gelten15:
	




  (C.6)
Weiterhin soll sich der Koordinatenursprung im Mittelpunkt der zentralen Box be-
finden. Neben den offensichtlichen Schwierigkeiten bei der effizienten Berechnung
von D auf Grund der unendlichen Anzahl von Beitra¨gen, ergibt sich jedoch ein
vielleicht noch schwerwiegenderes Problem, denn die Summe in Gleichung C.5 ist
nur bedingt konvergent, wenn das Dipolmoment der zentralen Box nicht  ist. Ihr Wert
ha¨ngt also von der Reihenfolge ab, in der die einzelnen Glieder aufaddiert werden16.
Sei ;W  eine Funktion, die den Wert  besitzt, falls  sich im ”cutoff–Volumen”
% befindet und ansonsten  liefert und %/ beschreibe einen Raum, dessen a¨uße-
re Form fest vorgegeben ist, dessen Volumen aber mit  skaliert. Damit la¨ßt sich
Abha¨ngigkeit der Summe in Gleichung C.5 von der Reihenfolge der Aufsummierung
in eine Abha¨ngigkeit von der a¨ußeren Form von % transformieren [85], wenn bei
der Summation immer nur u¨ber ganze Boxen summiert wird:
D 



lim


	
	




  

 	
;W	  (C.7)
Wie Deem et al. [85] zeigen konnten17, kannD in einen von%unabha¨ngigen (in-
trinsischen) und einen explizit von % abha¨ngigen (extrinsischen) Wert aufgespal-
ten werden. Der intrinsische Wert D

 entspricht dabei dem Wert des elektrostati-
schen Potentials, wenn % von einem ideal Dielektrikum (   umgeben wa¨re,
15 Ist eine Gesamtladung vorhanden, mu¨ssen noch zusa¨tzliche Korrekturen eingefu¨hrt werden [273].
16 Nach dem Satz von Riemann [253] kann diese Summe jede beliebige vorgegebene Zahl annehmen.
Dies trifft jedoch nicht bei der Verwendung einer physikalisch sinnvollen Reihenfolge zu, bei der
die Summe eine obere und eine untere Grenze besitzt.
17 Der Artikel von Deem et al. beschreibt zwar einen Korrekturterm fu¨r die Ewald–Summation mit
tinfoil boundary conditions, der eine Summation analog zu Gleichung C.7 ergibt, doch la¨ßt sich
dieser Korrekturterm umgekehrt dazu verwenden, aus dem nach Gleichung C.7 berechneten Wert
von 9 den mittels Ewald–Summation erhaltenen Wert 9

 zu ermitteln.
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wa¨hrend der extrinsische Wert D

 dem sogenannten Oberfla¨chendipol-Potential
entspricht. Der Oberfla¨chendipol-Term ist dabei keinesfalls vernachla¨ssigbar und hat
einen entscheidenden Einfluß auf strukturelle und dynamische Gro¨ßen in der MD-
Simulation [274–276]. Fu¨r den Einsatz in der particle insertion-Methode muß dieser
Term ausgeschaltet werden, da er auch in einem homogenen Medium zur einer star-
ken Ortsabha¨ngigkeit des chemischen Potentials fu¨hrt18.
Nachfolgend soll nun ein Ausdruck fu¨r D

 abgeleitet werden. Dazu wird aus-
gehend von Gleichung 21 aus dem Artikel von Deem et al., der den Wert der Ober-
fla¨chendipol-Energie der zentralen Box darstellt, analog folgende Formel fu¨r den Wert
von D

 ermittelt (% ist das Volumen der zentralen Box):
D
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

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%
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
	

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

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 

 
;W

 /
 (C.8)
Das Volumenintegral kann nun mit den im Artikel von Deem et al. angegebenen
Argumenten in ein Oberfla¨chenintegral umgeformt werden:
D

 




%
lim


B4
  

  	






' (C.9)
Hierbei ist  das Dipolmoment der zentralen Box und 	 die Normale der Fla¨che
am Ort  19. Es zeigt sich außerdem, daß das Integral unabha¨ngig von  ist20. An die-
ser Formel wird auch klar, warum D

 Oberfla¨chendipol-Potential genannt wird.
Nun wird der Beitrag berechnet, den zwei rechteckige Oberfla¨chen

und

mit ei-
nem Abstand von 

!
ergeben, wobei die Oberfla¨chen folgenden Gleichungen genu¨gen
sollen:



 .

 .  .

 2

 2  2

 5  
!



 .

 .  .

 2

 2  2

 5  
!
(C.10)
18 Zum einen wird die durchschnittliche Energie durch diesen Term leicht beeinflußt [277]. Viel gravie-
render wirkt sich jedoch aus, daß bei der particle insertion-Technik ja u¨ber exp   gemittelt, so
daß hier der Term einen deutlichen Einfluß ausu¨bt.
19 Der Normalenvektor ist dabei einheitenlos.
20 Dies wurde von Deem et al. [85] ohne weitere Begru¨ndung angegeben. Bei den hier untersuchten
a¨ußeren Formen von  ergibt sich diese Aussage jedoch aus den Berechnungen.
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Damit ergibt sich Gleichung C.9 zu:
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 !
bezeichnet die Komponenten von  und N
 !
sind die Komponenten von .
Analog lassen sich auch Ausdru¨cke fu¨r gegenu¨berliegende Oberfla¨chen parallel zur
xz– und yz–Ebene ableiten. Mit Hilfe dieser Formeln kann dann D

 fu¨r jedes be-
liebige, durch eine Summe aus zur xy–, xz– oder yz–Ebene parallelen Oberfla¨chen-
stu¨cken begrenzte und zur xy–, xz- und yz– Ebene spiegelsymmetrische Volumen
% berechnet werden. Da die a¨ußere Form von % fest vorgegeben ist und des-
halb eine Skalierung des Volumens einer entsprechenden Skalierung von 
!
, .

, .

, 2

und 2

entspricht, gilt:

!
 .

 .

 2

 2

(C.12)
Dies fu¨hrt dazu, daß Gleichung C.11 von einer Skalierung des Volumens % un-
abha¨ngig wird. So ergibt sich z.B. fu¨r ein wu¨rfelfo¨rmiges Volumen %:
D

 




	%
  (C.13)
Die in der in der vorliegenden Arbeit eingesetzte FMM Implementierung DPMTA
[269] verwendet eine von den Boxdimensionen und MAP abha¨ngige Funktion %.
Die Abha¨ngigkeiten von den Boxdimensionen und MAP sind jedoch analytisch nicht
zu beschreiben (siehe Abbildung C.3). Aus diesem Grund wird D

 aus einzelnen
Oberfla¨chenpaaren gema¨ß Gleichung C.11 ermittelt. Der so erhaltene Term fu¨r das ex-
trinsische Potential wird dann von dem bei der FMM ermittelten Potential D
?AA

subtrahiert und so das intrinsische Potential analog zur tinfoil-Ewald Summation er-
halten.
Es existiert jedoch eine weitere, und unter Umsta¨nden einfachere Berechnung des
Wertes von D

, wenn sich die Oberfla¨che von % aus Oberfla¨chenpaaren ana-
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(a) MAP  "$, box  ."- ,". ."- (b) MAP  ".$, box  ."- ,". ."-
(c) MAP  "$, box  ."- ."- ."- (d) MAP  "$, box  ."- ,". ."$+
Abbildung C.3.: Cutoff-Gebiete fu¨r verschiedene Werte von MAP und Boxdimensionen der
DPMTA FMM–Implementierung.
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log zu Gleichung C.10 zusammensetzen la¨ßt21. Wie leicht ersichtlich ist, muß D


folgende Form besitzen:
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(C.14)
Die Koeffizienten @

, @
 
und @
!
lassen sich zum einen wie oben beschrieben aus Glei-
chung C.11 ermitteln. Ist die Oberfla¨che von % jedoch kompliziert22, schwer zu
berechnen oder gar nicht bekannt, so ko¨nnen @

, @
 
und @
!
auch wie nachfolgend
beschrieben ermittelt werden. Da das intrinsische Potential D

 periodisch ist gilt:
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(C.15)
,

, ,
 
und ,
!
sind die Dimensionen der zentralen Box. Abweichungen vom periodi-
schen Verhalten ko¨nnen also nur extrinsischen PotentialD

 herru¨hren, so daß sich
die Koeffizienten @

, @
 
und @
!
wie folgt berechnen lassen:
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 X 2 5 D  ,

 2 5
,

@
 

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(C.16)
D.h. es ist ausreichend das elektrostatische Potential D an vier Punkten (bei fest
gewa¨hlten Werten fu¨r ., 2 und 5) zu bestimmten, um die Korrekturterme fu¨r tinfoil–
Randbedingungen zu erhalten. Jedoch gibt es bei Anwendung von Gleichung C.16
21 Ob dieses Verfahren allgemeingu¨ltig ist, konnte nicht ermittelt werden. Es funktioniert aber neben
der hier beschriebene a¨ußeren Form von  auch fu¨r ein elliptisches  und sollte damit alle in
der Praxis eingesetzten  umfassen.
22 Mit ’kompliziert’ ist hier gemeint, daß sich  aus einer sehr großen Anzahl gegenu¨berliegender
Oberfla¨chenstu¨cke zusammensetzt, so daß die Berechnung von !

, !

und !

entsprechend lang-
wierig ist.
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zwei Probleme. Das erste Problem betrifft die Wahl von X. Fu¨r eine mo¨glichst genaue
Berechnung von @

, @
 
und @
!
sollte es mo¨glichst klein sein, wobei jedoch auf die
jeweilige Genauigkeit der verwendeten Fließkommazahlen geachtet werden muß. Im
allgemeinen ist ein Wert von X im Bereich von '  ,
 !
ausreichend. Das zweite
Problem ist schwerwiegender. Wenn das Potential an einem Ort  bestimmt wird,
in dessen unmittelbarer Na¨he sich eine der Punktladungen befindet, so kann wegen
der begrenzten Genauigkeit der Fließkommazahlen der extrinsische Anteil von D
auf Grund des hohen Wertes von D nicht korrekt bestimmt werden und kann im
Extremfall sogar  werden. Aus diesem Grund mu¨ssen die Werte von ., 2 und 5
sorgfa¨ltig gewa¨hlt werden. Deshalb wird in der vorliegenden Arbeit die Bestimmung
der Korrekturterme nach Gleichung C.11 durchgefu¨hrt.
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D. ¨Aquivalenz der CCB-Formulierungen
In diesem Abschnitt soll die A¨quivalenz zwischen der in dieser Arbeit verwendeten
Formulierung der CCB-Methode und der i.a. angegebenen Form [65] gezeigt werden.
Zuerst wird die in Abschnitt 6.3 angegebene und am Beispiel von Propan vorgestell-
te Formulierung in einer mathematisch pra¨zisen Form dargestellt. Dazu wird zuerst


  fu¨r die Insertion des ersten Fragmentes gesetzt1, so daß @ jetzt wie folgt ge-
schrieben werden kann:
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
?
ist die Anzahl der Fragmente im Moleku¨l und 
	

die Anzahl der insertierten
Konformationen des letzten Fragmentes. Damit ergibt sich der Ausdruck fu¨r das
exzess-chemische Potential >

zu:
>

 
(
 ln
&
'




	






@ exp




(


(
) (D.2)


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ergibt sich:
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1 

gibt die Anzahl der erzeugten Positionen bzw. Konformationen des –ten Fragmentes an. Damit
ergibt sich !

dann zu .
2 Dabei ist eine Insertion als Durchfu¨hrung aller in Kapitel 6.3 Schritte definiert, wobei das Moleku¨l
dabei jedoch in 


verschiedenen Konformationen insertiert wird.
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Wird die Definition von @
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mit $ als Index der im Schritt  gewa¨hlten Konformation in Gleichung D.4 eingesetzt,
so resultiert:
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Dabei wurde die die Definition die Definition vonU
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(D.7)
beim U¨bergang von der vorletzten zur letzten Zeile in Gleichung D.6 ausgenutzt. Es
soll an dieser Stelle erwa¨hnt werden, daß die Ausgangsgleichung D.2 beim in der vor-
liegenden Arbeit verwendeten Histogramm–Verfahren nur angena¨hert wird, wobei
die Gu¨te der Anna¨herung mit kleiner werdender Histogrammbreite  besser wird.
In der Praxis ist jedoch nicht mit signifikanten Abweichungen zu rechnen.
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E. Erzeugung Boltzmann-gewichteter
Konformationen
Bei der CCB-Methode (siehe Abschnitt 6.3) mu¨ssen Boltzmann-gewichte Konforma-
tionen des zu insertierenden Moleku¨ls erzeugt werden. Hier soll kurz beschrieben
werden, wie dies zu erreichen ist und zwar am Beispiel der gewichteten Auswahl
eines Diederwinkels. Dazu wird zuerst die intramolekulare Energie 
@
fu¨r Dieder-
winkel berechnet, wobei die einzelnen Diederwinkel"

zwischen 0 und 
 gleichver-
teilt sein sollen:
"




 
(E.1)
Nun wird fu¨r jeden Winkel  der Faktor 

bestimmt, der proportional zur Wahr-
scheinlichkeit ist, mit der der Winkel "

auftreten wird:
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 exp
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(E.2)
Anschließend werden die Faktoren 
$&
berechnet:

$&






 
$&
 

mit 
$&
  (E.3)
Nun kann ein Diederwinkel gema¨ß der Boltzmann-Verteilung dadurch zufa¨llig aus-
gesucht werden, daß eine gleichverteilte Zufallszahl 1 im Bereich  
$&
 erzeugt
wird und der Index  bestimmt wird, so daß 
$&
 1 < 
$&
ist. Dies wird
zweckma¨ßigerweise u¨ber eine bina¨re Suche implementiert (siehe z.B. [278]).
Um eine kontinuierliche Diederwinkelverteilung zu erhalten, wird in dieser Arbeit
eine weitere Zufallsvariable 1

im Bereich   erzeugt und der Diederwinkel er-
rechnet sich durch:
"  "





1  (E.4)
Die hierdurch gewa¨hrleistete Anna¨herung an die echte Diederwinkelverteilung wird
besser mit steigendem . In dieser Arbeit wurde   	 verwendet, da fu¨r diesen
Wert die Abweichungen der diskretisierten Verteilung von der kontinuierlichen i.a.
kleiner % sind.
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