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Abstract
We show that the flatness of a nonlinear discrete-time system can be checked by computing a unique sequence of involutive
distributions. The well-known test for static feedback linearizability is included as a special case. Since the computation of the
sequence of distributions requires only the solution of algebraic equations, it allows an efficient implementation in a computer
algebra program. In case of a positive result, a flat output can be obtained by straightening out the involutive distributions
with the Frobenius theorem. The resulting coordinate transformation can be used to transform the system into a structurally
flat implicit triangular form. We illustrate our results by an example.
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1 Introduction
The concept of flatness has been introduced by Fliess,
Le´vine, Martin and Rouchon in the 1990s for nonlinear
continuous-time systems (see e.g. [4], [5], and [6]). Flat
continuous-time systems have the characteristic feature
that all system variables can be expressed by a flat out-
put and its time derivatives. The reason for their popu-
larity lies in the fact that the knowledge of a flat output
allows an elegant solution to motion planning problems,
and a systematic design of tracking controllers. However,
even though the problem has attracted a lot of attention,
there still exist no efficiently verifiable necessary and
sufficient conditions to check whether a continuous-time
system is flat or not. As a consequence, the construction
of flat outputs is a challenging problem, and represents
the main obstacle in the application of flatness-based
methods.
For nonlinear discrete-time systems, flatness can be de-
fined analogously to the continuous-time case. The main
difference is that time derivatives have to be replaced by
forward-shifts. To distinguish both concepts, often the
terms differential flatness and difference flatness are used
(see e.g. [22]). Like in the continuous-time case, flatness
is closely related to the dynamic feedback linearization
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problem, which is studied for discrete-time systems e.g.
in [1] and [2]. Flat discrete-time systems also form an
extension of the class of static feedback linearizable sys-
tems, and can be linearized by an endogenous dynamic
feedback (see e.g. [11]). The static feedback linearization
problem for discrete-time systems is already solved, see
[7], [9], and [1]. The approach of [7] is similar to the well-
known approach of [10] and [23] for continuous-time sys-
tems, and allows to check whether a discrete-time system
is static feedback linearizable or not by computing a cer-
tain sequence of involutive distributions. Subsequently,
a linearizing output can be obtained, roughly speaking,
by straightening out these distributions with the Frobe-
nius theorem. Thus, the test for static feedback lineariz-
ability can be performed independently from the calcu-
lation of a linearizing output. This separation is very ad-
vantageous, since the computation of the distributions
requires only the solution of algebraic equations. The
actual calculation of a linearizing output by an applica-
tion of the Frobenius theorem, in contrast, requires the
calculation of flows of vector fields, and therefore the so-
lution of ODEs.
For checking the flatness of nonlinear discrete-time sys-
tems, until now no comparable, computationally simi-
larly efficient test is available. In [14], we have shown
that every flat system can be decomposed by coordi-
nate transformations into a subsystem and an endoge-
nous dynamic feedback. The advantage of such a de-
composed form is that the complete system is flat if and
only if the subsystem is flat. A repeated application of
this decomposition allows to check whether a system
with an n-dimensional state space is flat or not in at
most n − 1 steps. However, the coordinate transforma-
tions that achieve the decompositions are obtained by
straightening out vector fields or distributions with the
flow-box theorem or the Frobenius theorem, which re-
quires the solution of ODEs. Therefore, the aim of the
present paper is to develop a test which only checks
whether the decompositions are possible or not, with-
out actually performing them. This leads to a general-
ization of the sequence of distributions from the static
feedback linearization test of [7]. The proposed sequence
of distributions is unique, and allows an efficient com-
putation. The dimension of the last distribution gives
rise to necessary and sufficient conditions for flatness. If
the test yields a positive result, then a flat output can
be obtained, roughly speaking, by straightening the dis-
tributions out. Furthermore, we show that the resulting
coordinate transformation transforms the system into a
structurally flat implicit triangular form. Thus, the main
contribution of the paper is twofold. Firstly, we present
a novel test for flatness, which is a straightforward gen-
eralization of the well-known test for static feedback lin-
earizability. Secondly, we show that every flat system can
be transformed into a structurally flat (implicit) normal
form.
The paper is organized as follows: In Section 2 we re-
capitulate the concept of flatness for discrete-time sys-
tems. Section 3 is devoted to mathematical preliminar-
ies, which are the foundation for the further investiga-
tions. In Section 4 we introduce a sequence of distri-
butions which generalizes the sequence of distributions
from the static feedback linearization test, and show that
it gives rise to necessary and sufficient conditions for flat-
ness. In Section 5, we show that straightening the dis-
tributions out yields a coordinate transformation which
transforms the system into a structurally flat implicit
triangular form. Finally, in Section 6 we illustrate our
results by an example.
2 Discrete-Time Systems and Flatness
In this contribution we consider discrete-time systems
xi,+ = f i(x, u) , i = 1, . . . , n (1)
in state representation with dim(x) = n, dim(u) = m,
and smooth functions f i(x, u) that satisfy the submer-
sivity condition
rank(∂(x,u)f) = n . (2)
Since the condition (2) is necessary for accessibility (see
e.g. [8]) and consequently also for flatness, it is no restric-
tion. Geometrically, the system (1) can be interpreted
as a map
f : X × U → X+ (3)
from a manifold X ×U with coordinates (x, u) to a man-
ifold X+ with coordinates x+. The condition (2) ensures
that this map is a submersion and therefore locally sur-
jective. The notation with a superscript + is used to de-
note the forward-shift of the corresponding variable. For
the inputs and flat outputs we also need higher forward-
shifts, and use a subscript in brackets. For instance, u[α]
denotes the α-th forward-shift of u. To keep formulas
short and readable, we also use the Einstein summation
convention. Furthermore, it is important to emphasize
that all our results are local. This is due to the use of the
inverse- and the implicit function theorem, the flow-box
theorem, and the Frobenius theorem, which allow only
local results. A fundamental difference to continuous-
time systems is that for discrete-time systems even in
one time step the state can move far away from the ini-
tial state, regardless of the input values. For continuous-
time systems such a problem does not appear, since by
considering a sufficiently small time interval it can al-
ways be ensured that the solution stays arbitrarily close
to the initial state. Therefore, in order not to loose lo-
calness, we work around an equilibrium point
xi0 = f
i(x0, u0) , i = 1, . . . , n (4)
of the system (1), see also [16] and [12]. To avoid mathe-
matical subtleties, we also assume that all functions are
smooth.
In the following, we summarize the concept of differ-
ence flatness, see also [14]. For this purpose, we intro-
duce a space with coordinates (x, u, u[1], u[2], . . .) and the
forward-shift operator δxu, which acts on a function g
according to the rule
δxu(g(x, u, u[1], u[2], . . .)) = g(f(x, u), u[1], u[2], u[3], . . .) .
A repeated application of δxu is denoted by δ
α
xu. In this
framework, an equilibrium (4) corresponds to a point
(x0, u0, u0, u0, . . .), and flatness of discrete-time systems
can be defined as follows.
Definition 1 The system (1) is said to be flat around an
equilibrium (x0, u0), if the n+m coordinate functions x
and u can be expressed locally by an m-tuple of functions
yj = ϕj(x, u, u[1], . . . , u[q]) , j = 1, . . . ,m (5)
and their forward-shifts
y[1] = δxu(ϕ(x, u, u[1], . . . , u[q]))
y[2] = δ
2
xu(ϕ(x, u, u[1], . . . , u[q]))
...
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up to some finite order. The m-tuple (5) is called a flat
output.
The representation of x and u by the flat output and its
forward-shifts is unique, and has the form
xi = F ix(y[0,R−1]) , i = 1, . . . , n
uj = F ju(y[0,R]) , j = 1, . . . ,m .
(6)
The multi-index R = (r1, . . . , rm) contains the number
of forward-shifts of each component of the flat output
which is needed to express x and u, and y[0,R] is an
abbreviation for y and its forward-shifts up to order R.
Written in components,
y[0,R] = (y
1
[0,r1]
, . . . , ym[0,rm])
with
y
j
[0,rj]
= (yj , yj[1], . . . , y
j
[rj]
) , j = 1, . . . ,m .
It is well-known that the map (x, u) = F (y[0,R]) given
by (6) is a submersion, i.e., that the rows of its Jacobian
matrix are linearly independent, and that the highest
forward-shifts y[R] = (y
1
[r1]
, . . . , ym[rm]) only appear in the
parametrization Fu of the input. If we substitute the
parametrization (6) into the identity
δxu(x
i) = f i(x, u) , i = 1, . . . , n ,
we get the important identity
δy(F
i
x(y[0,R−1])) = f
i ◦ F (y[0,R]) , i = 1, . . . , n . (7)
Here δy is the forward-shift operator in coordinates
(y, y[1], y[2], . . .), which acts on a function h according
to the rule
δy(h(y, y[1], y[2], . . .)) = h(y[1], y[2], y[3], . . .) .
A fundamental consequence of the identity (7) is that
the system equations (1) do not impose any restrictions
on the feasible trajectories
yj(k) , j = 1, . . . ,m (8)
of the flat output (5). For every trajectory (8) of the
flat output, there exists a uniquely determined solution
(x(k), u(k)) of the system (1) such that the equations
yj(k) = ϕj(x(k), u(k), u(k + 1), . . . , u(k + q)) ,
j = 1, . . . ,m are satisfied identically. The correspond-
ing trajectories x(k) and u(k) of state and input are
determined by y(k) and its forward-shifts via the
parametrization (6). Thus, like in the case of differen-
tially flat continuous-time systems, there is a one-to-one
correspondence between solutions of the system (1) and
arbitrary trajectories (8) of the flat output.
In Definition 1, we have made no assumption concerning
the rank of the Jacobian matrix ∂uf . For a system (1)
with rank(∂uf) = mˆ < m, there always exists an input
transformation (uˆ, u˜) = Φu(x, u) with dim(uˆ) = mˆ that
eliminates m − mˆ redundant inputs u˜. There is a sim-
ple connection between a flat output of the transformed
system with mˆ inputs, and the original system (1) with
m inputs.
Lemma 2 Consider a system (1) with rank(∂uf) =
mˆ < m, and an input transformation (uˆ, u˜) = Φu(x, u)
with dim(uˆ) = mˆ that eliminates m − mˆ redundant in-
puts u˜. If an mˆ-tuple yˆ is a flat output of the transformed
system
xi,+ = fˆ i(x, uˆ) , i = 1, . . . , n (9)
with the mˆ inputs uˆ, then the m-tuple y = (yˆ, u˜) is a flat
output of the original system (1) with the m inputs u.
Proof. Since yˆ is a flat output of the transformed sys-
tem (9), x and uˆ can be expressed as functions of yˆ
and its forward-shifts. The inverse input transformation
u = Φˆu(x, uˆ, u˜) shows immediately that the input u of
the original system (1) can be expressed by y = (yˆ, u˜)
and its forward-shifts. 
Thus, redundant inputs are candidates for components
of a flat output. For the proof of our main result, the nec-
essary and sufficient conditions of Theorem 9 in Section
4, we also make use of a certain decomposed form, where
the complete system is flat if and only if a subsystem is
flat.
Lemma 3 A system of the form
x
i1,+
1 = f
i1
1 (x1, x2, u1) , i1 = 1, . . . , n−m2
x
i2,+
2 = f
i2
2 (x1, x2, u1, u2) , i2 = 1, . . . ,m2
(10)
with dim(u2) = dim(x2) = m2 and rank(∂uf) =
dim(u) = m is flat if and only if the subsystem
x+1 = f1(x1, x2, u1) (11)
with the m inputs (x2, u1) is flat.
The proof is included in the appendix, and can also be
found in [13] and [14]. The equations
x
i2,+
2 = f
i2
2 (x1, x2, u1, u2) , i2 = 1, . . . ,m2
of (10) can be interpreted as an endogenous dynamic
feedback for the subsystem (11). This is in accordance
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with the fact that applying or removing an endogenous
dynamic feedback has no effect on the flatness of a sys-
tem.
3 Projectable Vector Fields and Distributions
The necessary and sufficient conditions for flatness that
we derive in Section 4 are formulated in terms of pro-
jectable distributions, which are closely related to the
notion of f -related vector fields. In the following we sum-
marize the basics of this concept, see also [14]. Further
details can be found in [3].
Let f∗ : T (X ×U)→ T (X
+) denote the tangent map of
(3), and f∗p : Tp(X × U)→ Tf(p)(X
+) the tangent map
of f at some point p ∈ X × U . If
v = vix(x, u)∂xi + v
j
u(x, u)∂uj (12)
is a vector field on X × U , then the vector f∗p(vp) at
f(p) ∈ X+ is called the pushforward of the vector vp at
p ∈ X ×U by f . However, these pointwise pushforwards
of the vector field (12) do not necessarily induce a well-
defined vector field on X+. Since f is only a submersion
and not a diffeomorphism, the inverse image f−1(q) of a
point q ∈ X+ is anm-dimensional submanifold ofX×U ,
and it may happen that for a pair of points p1 and p2
on this submanifold we get f∗p1(vp1) 6= f∗p2(vp2). In this
case, the vector at the point f(p1) = f(p2) = q would
not be unique. If, however, there exists a vector field
w = wi(x+)∂xi,+ (13)
on X+ such that for all q ∈ X+ and p ∈ f−1(q) ⊂ X ×U
we have f∗p(vp) = wq, then the vector fields (12) and
(13) are said to be f -related and we write w = f∗(v). For
the components of the vector fields, f -relatedness means
wi(x+) ◦ f(x, u) = ∂xkf
ivkx(x, u)+ ∂ujf
ivju(x, u) , (14)
i = 1, . . . , n. Since f is a submersion and therefore lo-
cally surjective, the vector field (13) determined by a
given vector field (12) is unique if it exists. Moreover,
as a submersion, the map f induces a fibration (folia-
tion) of the manifold X × U with m-dimensional fibres
(leaves). Thus, we will adopt some terminology used for
fibre bundles (see e.g. [19]), and call vector fields (12) on
X × U that are f -related to a vector field (13) on X+
“projectable”. Checking whether a vector field is pro-
jectable or not becomes very simple if we use coordinates
on X ×U that are adapted to the fibration. Adapted co-
ordinates can be introduced by a transformation of the
form
θi = f i(x, u) , i = 1, . . . , n
ξj = hj(x, u) , j = 1, . . . ,m ,
(15)
where them functions hj(x, u) must be chosen such that
the Jacobian matrix [
∂xf ∂uf
∂xh ∂uh
]
is regular. Because of the linear independence of the rows
of the Jacobian matrix of the submersion f , this is al-
ways possible and ensures that (15) is a (local) diffeo-
morphism. With coordinates (θ, ξ) on X × U , the map
(3) takes the simple form f = pr1, i.e.,
xi,+ = θi , i = 1, . . . , n . (16)
All points of X × U with the same value of θ belong
to the same fibre and are mapped to the same point of
X+, regardless of the value of the fibre coordinates ξ. In
adapted coordinates, a vector field (12) on X ×U has in
general the form
v = ai(θ, ξ)∂θi + b
j(θ, ξ)∂ξj , (17)
and because of (16) an application of the tangent map
f∗ yields
f∗(v) = a
i(θ, ξ)∂xi,+ . (18)
Obviously, the pointwise pushforward (18) of (17) in-
duces a well-defined vector field on X+ if and only if the
functions ai are independent of the coordinates ξ. In this
case, replacing θ by x+ yields the vector field (13). In
summary, a vector field (12) is projectable if and only if
in adapted coordinates (15) it has the form
ai(θ)∂θi + b
j(θ, ξ)∂ξj , (19)
and the corresponding vector field (13) is given by
ai(x+)∂xi,+ .
Similar to projectable vector fields, we will call a distri-
bution D on X × U “projectable” if it admits a basis
that consists of projectable vector fields. The pushfor-
ward f∗D of a projectable distribution is a well-defined
distribution on X+. Since the Lie brackets [v1, v2] and
[w1, w2] of two pairs v1, w1 and v2, w2 of f -related vector
fields are again f -related, i.e.,
f∗[v1, v2] = [w1, w2] ,
the pushforward of an involutive projectable distribu-
tion is again an involutive distribution. The following
theorem deals with the largest projectable subdistribu-
tion of a given distribution on X ×U , and is essential for
our applications.
Theorem 4 The largest projectable subdistribution
DP ⊂ D of a distribution D on X ×U is uniquely deter-
mined. If D is involutive, then DP is also involutive.
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Proof. Introduce adapted coordinates (15) onX×U , and
construct a new basis forD which contains as many pro-
jectable vector fields (19) as possible. These projectable
vector fields are a basis for the largest projectable subdis-
tributionDP . Every projectable vector field vP ∈ D can
be written as linear combination of these vector fields.
If the distribution D is involutive, then all pairwise Lie
brackets of the basis vector fields of the projectable sub-
distribution DP ⊂ D must be contained in D. However,
since the basis vector fields ofDP are projectable, the Lie
brackets are again projectable vector fields (see above).
Since by constructionDP contains all projectable vector
fields of D, the subdistribution DP is involutive itself.
Remark 5 It is important to note that not every vec-
tor field contained in a projectable distribution is pro-
jectable itself. There only has to exist a basis that consists
of projectable vector fields. For instance, multiplying one
of these basis vector fields (with at least one component
ai(θ) 6= 0) by a function that depends on the fibre coor-
dinates ξ yields a non-projectable vector field.
4 Necessary and Sufficient Conditions
In [14] it is shown that every flat discrete-time system
satisfies the following necessary condition, which can
be interpreted as discrete-time counterpart of the well-
known ruled manifold necessary condition derived in [18]
for flat continuous-time systems.
Theorem 6 The input distribution span{∂u} of a flat
system (1) with rank(∂uf) = m contains a nontrivial
projectable vector field.
In other words, the input distribution contains an at
least 1-dimensional projectable subdistribution. The
proof is included in the appendix. Such a projectable
vector field or subdistribution can be used to transform
the system into the decomposed form (10) of Lemma 3,
where the complete system is flat if and only if the sub-
system (11) is flat. Straightening out both the vector
field and its pushforward yields the required input- and
state transformations. As shown in [14], a repeated ap-
plication of this decomposition allows to check whether
the system is flat or not in at most n−1 steps. However,
the coordinate transformations that achieve the decom-
positions are constructed by straightening out vector
fields with the flow-box theorem, which requires the
solution of ODEs. For this reason, in the following we
introduce a computationally more efficient test, which
allows to check whether the repeated decompositions
are possible or not without actually performing them.
This test relies on sequences of nested distributions on
X × U and X+. The construction of these sequences
of distributions is based on the map (3) defined by the
system equations (1), and the map
pi : X × U → X+
defined by
xi,+ = xi , i = 1, . . . , n .
We assume that locally the constructed distributions
have constant dimension.
Algorithm 1.
Step 0: Define the involutive distributions
∆0 = 0
on X+ and
E0 = pi
−1
∗
(∆0) = span{∂u}
on X × U . Then compute the largest subdistribution
D0 ⊂ E0
which is projectable with respect to the map (3). Because
of Theorem 4, D0 is unique and involutive. Thus, the
pushforward
∆1 = f∗(D0)
is a well-defined involutive distribution on X+.
Step k ≥ 1: Define the involutive distribution
Ek = pi
−1
∗
(∆k)
onX×U . Because of∆k−1 ⊂ ∆k, it satisfiesEk−1 ⊂ Ek.
Then compute the largest subdistribution
Dk ⊂ Ek (20)
which is projectable with respect to the map (3). Because
of Theorem 4, Dk is unique and involutive. Moreover,
because of Dk−1 ⊂ Ek−1 and Ek−1 ⊂ Ek, it satisfies
Dk−1 ⊂ Dk. Thus, the pushforward
∆k+1 = f∗(Dk) (21)
is a well-defined involutive distribution on X+ with
∆k ⊂ ∆k+1 . (22)
Stop if for some k = k¯,
dim(∆k¯+1) = dim(∆k¯) .
Remark 7 It should be noted that the distributions ∆k
are indeed involutive, since the pushforward of a pro-
jectable and involutive distribution Dk−1 is again an
involutive distribution. Subsequently, the involutivity
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of ∆k implies the involutivity of Ek. For k = 0 with
E0 = span{∂u}, this is obvious. For k ≥ 1 we know
that ∆k is involutive, and can perform a state trans-
formation (x˜1, x˜2) = Φx(x) with dim(x˜1) = dim(∆k)
such that ∆k = span{∂x˜+1
}. In these coordinates,
Ek = span{∂x˜1 , ∂u} is straightened out, and therefore
clearly involutive.
Because of (22) and dim(X+) = n, the procedure ter-
minates after at most n steps. It yields a unique nested
sequence of projectable and involutive distributions
D0 ⊂ D1 ⊂ . . . ⊂ Dk¯−1 (23)
on X × U , and a unique nested sequence of involutive
distributions
∆1 ⊂ ∆2 ⊂ . . . ⊂ ∆k¯ (24)
on X+, which are related by the condition (21). Since
we have assumed that locally all these distributions have
constant dimension, we can define
ρk = dim(∆k)− dim(∆k−1) , k ≥ 1
with dim(∆0) = 0. Since the pushforward of linearly
independent, projectable vector fields on X × U does
not necessarily yield linearly independent vector fields
on X+, it is also important to note that in general
dim(∆k) ≤ dim(Dk−1) .
Therefore, we additionally define
µk = dim(Dk)−dim(∆k+1)− (dim(Dk−1)− dim(∆k))︸ ︷︷ ︸
µ0+...+µk−1
,
(25)
k ≥ 1, which is just the number of linearly independent
vector fields v ∈ Dk with f∗(v) = 0 that are not con-
tained in Dk−1. For k = 0, in the case rank(∂uf) = m
we always have
µ0 = dim(D0)− dim(∆1) = 0 .
The sequence (24) generalizes a sequence which was in-
troduced in [7] to check whether a discrete-time system
(1) is static feedback linearizable or not.
Theorem 8 A system (1) with rank(∂uf) = m is static
feedback linearizable if and only if Dk = Ek, k ≥ 0 and
dim(∆k¯) = n.
In other words, in every step the complete distribution
Ek must be projectable. For a proof, see [7] and [17]. If
we drop the condition Dk = Ek, we get necessary and
sufficient conditions for flatness.
Theorem 9 A system (1) with rank(∂uf) = m is flat if
and only if dim(∆k¯) = n.
Before we can prove Theorem 9, we have to establish
some further properties of the sequences (23) and (24).
The basic idea of the proof, however, is to use the dis-
tributions (23) and (24) for a stepwise decomposition of
the system (1) into subsystems and endogenous dynamic
feedbacks exactly like in [14]. In the case dim(∆k¯) = n,
we can decompose the system until only the trivial sys-
tem is left, which proves that the system is flat. Other-
wise, we will encounter a subsystem which allows no fur-
ther decomposition. However, since a flat discrete-time
system always allows a decomposition, in the latter case
the system cannot be flat.
First, it is important to note that the nested sequence of
involutive distributions (24) on X+ can be straightened
out by a state transformation
(x¯1, . . . , x¯k¯, x¯rest) = Φx(x) (26)
with dim(x¯k) = ρk, k = 1, . . . , k¯ such that
∆1 = span{∂x¯+1
}
∆2 = span{∂x¯+1
, ∂x¯+2
}
...
∆k¯ = span{∂x¯+1
, ∂x¯+2
, . . . , ∂x¯+
k¯
} .
The state transformation (26) is performed both for the
variables x and the shifted variables x+. Because of (21),
the transformed system
x¯+rest = frest(x¯, u)
x¯+
k¯
= fk¯(x¯, u)
...
x¯+2 = f2(x¯, u)
x¯+1 = f1(x¯, u)
(27)
meets
f∗(D0) = span{∂x¯+1
}
f∗(D1) = span{∂x¯+1
, ∂x¯+2
}
...
f∗(Dk¯−1) = span{∂x¯+1
, ∂x¯+2
, . . . , ∂x¯+
k¯
} .
(28)
In these coordinates, the involutive distributions
Ek = pi
−1
∗
(∆k) = span{∂x¯k , . . . , ∂x¯1 , ∂u} ,
6
k = 0, . . . , k¯ − 1, are exactly the input distributions of
the subsystems
x¯+rest = frest(x¯rest, x¯k¯, . . . , x¯1, u)
x¯+
k¯
= fk¯(x¯rest, x¯k¯, . . . , x¯1, u)
...
x¯+k+1 = fk+1(x¯rest, x¯k¯, . . . , x¯1, u)
(29)
of (27). Among the inputs (x¯k, . . . , x¯1, u) of these sub-
systems there are of course redundant inputs.
Lemma 10 The rank of the Jacobian matrix

∂x¯kfrest · · · ∂x¯1frest ∂ufrest
∂x¯kfk¯ · · · ∂x¯1fk¯ ∂ufk¯
...
...
...
∂x¯kfk+1 · · · ∂x¯1fk+1 ∂ufk+1

 (30)
of the subsystem (29) with respect to its inputs
(x¯k, . . . , x¯1, u) is given by
m− (dim(Dk)− dim(∆k+1)) . (31)
Proof. The Jacobian matrix (30) has
ρk + . . .+ ρ1 +m = dim(∆k) +m
columns. To prove the lemma, we simply calculate the
dimension of its kernel. For the distribution Dk ⊂ Ek
with f∗(Dk) = ∆k+1, there exists a basis that contains
dim(Dk) − ρk+1 vector fields with a pushforward that
lies in ∆k ⊂ ∆k+1. Written as column vectors, these
dim(Dk)− ρk+1 vector fields lie in the kernel of the Ja-
cobian matrix (30). Thus, the matrix has a kernel of di-
mension at least dim(Dk)−ρk+1. However, every vector
field v ∈ Ek which lies in the kernel of (30) has a push-
forward that lies in ∆k, and because of f∗(Dk−1) = ∆k
it is certainly contained in Dk. Thus, the dimension of
the kernel is exactly dim(Dk)−ρk+1. Subtracting the di-
mension of the kernel from the number of columns gives
the rank
dim(∆k) +m− (dim(Dk)− ρk+1) .
With ρk+1 = dim(∆k+1)− dim(∆k) the result (31) fol-
lows. 
With the definition (25) of the integers µk, the rank (31)
of the Jacobian matrix (30) is given by
m− (µ0 + . . .+ µk) .
If the system (1) is static feedback linearizable, then,
as shown in [7] and [17], the state transformation (26)
transforms the system into a triangular form
x¯+
k¯
= fk¯(x¯k¯, x¯k¯−1)
...
x¯+2 = f2(x¯k¯, x¯k¯−1, . . . , x¯1)
x¯+1 = f1(x¯k¯, x¯k¯−1, . . . , x¯1, u) .
(32)
The reason is that straightening out the sequence (24)
simultaneously straightens out the sequence E0 ⊂ E1 ⊂
. . . ⊂ Ek¯−1. For static feedback linearizable systems we
have Dk = Ek, k ≥ 0, and consequently
Dk = span{∂x¯k , . . . , ∂x¯1 , ∂u} , k = 0, . . . , k¯ − 1 .
Evaluating the condition (28) shows that the trans-
formed system (27) with dim(x¯rest) = 0 must have the
triangular form (32). If the condition Dk = Ek does not
hold for all k = 0, . . . , k¯ − 1, then the state transforma-
tion (26) that straightens out the sequence (24) does in
general not straighten out the sequence (23).
In the following, we prove Theorem 9. The proof is per-
formed for the system (27) after the state transforma-
tion (26).
4.1 Proof of Theorem 9
The idea of the proof is to straighten out the sequence
(23) in k¯ steps with coordinate transformations on X×U
that can be interpreted as input transformations for the
subsystems (29), k = 0, . . . , k¯−1. These transformations
lead to a sequence of decomposed subsystems, and show
inductively that the complete system (27) is flat if and
only if the subsystem with frest is flat.
First, we decompose the system (27) by straightening
out D0. Because of
D0 ⊂ E0 = span{∂u} ,
there exists an input transformation
(η0, zˆ0) = Φ0(x¯, u)
with inverse u = Φˆ0(x¯, η0, zˆ0) such that
D0 = span{∂zˆ0} .
Because of f∗(D0) = span{∂x¯+1
}, in these coordinates
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the functions f2, . . . , fk¯, frest are independent of zˆ0, i.e.,
x¯+rest = frest(x¯rest, x¯k¯, . . . , x¯2, x¯1, η0)
x¯+
k¯
= fk¯(x¯rest, x¯k¯, . . . , x¯2, x¯1, η0)
...
x¯+2 = f2(x¯rest, x¯k¯, . . . , x¯2, x¯1, η0)
x¯+1 = f1(x¯rest, x¯k¯, . . . , x¯2, x¯1, η0, zˆ0) .
Since the system (27) does not have redundant inputs,
the condition
rank(∂zˆ0f1) = dim(zˆ0) = ρ1
holds. Thus, the system is flat if and only if the subsys-
tem f2, . . . , fk¯, frest with the inputs (x¯1, η0) is flat (cf.
Lemma 3). Next, because of the rank condition (31), we
can eliminate µ1 redundant inputs y1 of this subsystem
by an input transformation
(ζ1, y1) = Ψ1(x¯rest, x¯k¯, . . . , x¯2, x¯1, η0)
with inverse (x¯1, η0) = Ψˆ1(x¯rest, x¯k¯, . . . , x¯2, ζ1, y1). This
yields
x¯+rest = frest(x¯rest, x¯k¯, . . . , x¯2, ζ1)
x¯+
k¯
= fk¯(x¯rest, x¯k¯, . . . , x¯2, ζ1)
...
x¯+2 = f2(x¯rest, x¯k¯, . . . , x¯2, ζ1)
x¯+1 = f1(x¯rest, x¯k¯, . . . , x¯2, ζ1, y1, zˆ0)
with dim(ζ1) = m− (dim(D1)− dim(∆2)) according to
(31). Now that all redundant inputs are eliminated, we
decompose the subsystem f2, . . . , fk¯, frest by straighten-
ing out the distribution
D1 ⊂ E1 = span{∂zˆ0 , ∂y1 , ∂ζ1} .
Because of D0 ⊂ D1 and f∗(∂y1) ⊂ span{∂x¯+1
} we al-
ready have
span{∂zˆ0 , ∂y1} ⊂ D1 ,
and consequently D1 has a basis of the form
∂
zˆ
i0
0
, i0 = 1, . . . , ρ1
∂
y
j1
1
, j1 = 1, . . . , µ1
dim(ζ1)∑
l=1
vli1(x¯rest, . . . , x¯2, ζ1, y1, zˆ0)∂ζl1 , i1 = 1, . . . , ρ2 .
Up to a renumbering of the components of ζ1, there even
exists a basis
∂
zˆ
i0
0
, i0 = 1, . . . , ρ1
∂
y
j1
1
, j1 = 1, . . . , µ1
∂
ζ
i1
1
+
dim(ζ1)∑
l=ρ2+1
vˆli1(x¯rest, . . . , x¯2, ζ1)∂ζl1 , i1 = 1, . . . , ρ2 ,
which, written in matrix form, contains a block with an
identity matrix. Thus, the involutivity ofD1 implies that
all pairwise Lie brackets of the vector fields vanish. This
in turn implies that the coefficients of the last ρ2 vector
fields are independent of zˆ0 and y1. Therefore, these vec-
tor fields can be straightened out by a transformation of
the form
(η1, zˆ1) = Φ1(x¯rest, x¯k¯, . . . , x¯2, ζ1)
with inverse ζ1 = Φˆ1(x¯rest, x¯k¯, . . . , x¯2, η1, zˆ1), which can
be interpreted as an input transformation for the sub-
system f2, . . . , fk¯, frest. In new coordinates we have
D1 = span{∂zˆ0 , ∂y1 , ∂zˆ1} ,
and because of f∗(D1) = span{∂x¯+1
, ∂x¯+2
} the functions
f3, . . . , fk¯, frest are independent of zˆ0, y1, and zˆ1. Thus,
we get
x¯+rest = frest(x¯rest, x¯k¯, . . . , x¯2, η1)
x¯+
k¯
= fk¯(x¯rest, x¯k¯, . . . , x¯2, η1)
...
x¯+3 = f3(x¯rest, x¯k¯, . . . , x¯2, η1)
x¯+2 = f2(x¯rest, x¯k¯, . . . , x¯2, η1, zˆ1)
x¯+1 = f1(x¯rest, x¯k¯, . . . , x¯2, η1, zˆ1, y1, zˆ0)
and
rank(∂zˆ1f2) = dim(zˆ1) = ρ2 .
Consequently, the system is flat if and only if the sub-
system f3, . . . , fk¯, frest with the inputs (x¯2, η1) is flat.
In the following steps, we proceed analogously. First,
we eliminate all redundant inputs of the subsystem
fk+1, . . . , fk¯, frest, k ≥ 2. Subsequently, we decompose
the subsystem by straightening out the distribution Dk
with a transformation that can be interpreted as an in-
put transformation for the subsystem. Continuing this
procedure until k = k¯ − 1 transforms the system (27)
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into the form
x¯+rest = frest(x¯rest, x¯k¯, ηk¯−1)
x¯+
k¯
= fk¯(x¯rest, x¯k¯, ηk¯−1, zˆk¯−1)
...
x¯+2 = f2(x¯rest, x¯k¯, ηk¯−1, zˆk¯−1, yk¯−1, . . . , zˆ2, y2, zˆ1)
x¯+1 = f1(x¯rest, x¯k¯, ηk¯−1, zˆk¯−1, yk¯−1, . . . , zˆ1, y1, zˆ0) ,
(33)
and shows by a repeated application of Lemma 3 that
the complete system is flat if and only if the subsystem
x¯+rest = frest(x¯rest, x¯k¯, ηk¯−1) (34)
with the inputs (x¯k¯, ηk¯−1) is flat.
In the case dim(∆k¯) = n, because of dim(x¯rest) = 0
the subsystem (34) is an empty system with inputs
(x¯k¯, ηk¯−1). Therefore, the complete system is flat, and
y = (yk¯, yk¯−1, . . . , y1) (35)
with yk¯ = (x¯k¯, ηk¯−1) is a flat output. The flat output
(35) consists of the inputs of the (empty) system (34),
and the redundant inputs (yk¯−1, . . . , y1) of the subsys-
tems that have been eliminated during the repeated de-
compositions (cf. Lemma 2). The flat output in original
coordinates can be obtained by applying the inverse co-
ordinate transformations.
For the case dim(∆k¯) < n, we show by contradiction
that the subsystem (34) with dim(x¯rest) > 0 cannot be
flat. First, we eliminate all redundant inputs by an input
transformation
(ζk¯, yk¯) = Ψk¯(x¯rest, x¯k¯, ηk¯−1)
with inverse (x¯k¯, ηk¯−1) = Ψˆk¯(x¯rest, ζk¯, yk¯). If the result-
ing system
x¯+rest = frest(x¯rest, ζk¯) (36)
would be flat, then according to the necessary condition
of Theorem 6 there would exist a nontrivial vector field
vl(x¯rest, ζk¯)∂ζl
k¯
which is projectable with respect to the subsystem (36).
With respect to the complete system, such a vector field
would be contained in the largest projectable subdis-
tribution Dk¯ ⊂ Ek¯, and accordingly the dimension of
∆k¯+1 = f∗(Dk¯) would be larger than the dimension
of ∆k¯ = f∗(Dk¯−1). However, because of dim(∆k¯+1) =
dim(∆k¯) such a vector field does not exist.
5 Implicit Triangular Form
Every static feedback linearizable system can be trans-
formed by a state transformation (26) into the triangu-
lar form (32), and with a further coordinate transforma-
tion the Brunovsky normal form can be obtained. For
flat systems that are not static feedback linearizable, a
transformation into the Brunovsky normal form is not
possible (without a dynamic feedback). However, in this
section we prove that every flat discrete-time system can
be transformed into a structurally flat implicit triangu-
lar form, with variables that are partitioned into blocks
zk = (yk, zˆk) according to
z = (zk¯, zk¯−1, . . . , z1, z0)
= (yk¯, (yk¯−1, zˆk¯−1), . . . , (y1, zˆ1), zˆ0) ,
(37)
and equations
Ξk¯ : wk¯(z
+
k¯
, zk¯, zˆk¯−1) = 0
Ξk¯−1 : wk¯−1(z
+
k¯
, z+
k¯−1
, zk¯, zk¯−1, zˆk¯−2) = 0
...
Ξ2 : w2(z
+
k¯
, . . . , z+2 , zk¯, . . . , z2, zˆ1) = 0
Ξ1 : w1(z
+
k¯
, . . . , z+1 , zk¯, . . . , z1, zˆ0) = 0
(38)
with dim(Ξk) = dim(zˆk−1), k = 1, . . . , k¯ that satisfy the
rank conditions
rank(∂zˆk−1wk) = dim(zˆk−1) , k = 1, . . . , k¯ . (39)
The components yk with k = 1, . . . , k¯ − 1 of (37) may
be empty. The triangular form (38) was introduced in
[15], and is the discrete-time counterpart to the implicit
triangular form that is discussed in [21] and [20] for flat
continuous-time systems. It has the property that the
variables y = (yk¯, yk¯−1, . . . , y0) form a flat output, and
because of the rank conditions (39), the parametrization
of the other system variables (zˆk¯−1, . . . , zˆ0) can be ob-
tained directly from the equations (38) and the implicit
function theorem. From the topmost block of equations
Ξk¯ we get the parametrization of the variables zˆk¯−1, from
the next block of equations Ξk¯−1 we get the parametriza-
tion of the variables zˆk¯−2, and so on.
Theorem 11 Every flat system (1) with rank(∂uf) =
m can be transformed into the structurally flat implicit
triangular form (38).
Proof. First, the system (1) is transformed into the form
(27) by straightening out the nested sequence of distri-
butions (24) with a state transformation (26). Since the
system is flat, we have dim(∆k¯) = n and dim(x¯rest) = 0.
If we combine the coordinate transformations on X ×U
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that are constructed in the proof of Theorem 9, we get
a coordinate transformation of the form
x¯k¯ = x¯k¯
x¯k¯−1 = Φk¯−1(x¯k¯, ηk¯−1, zˆk¯−1, yk¯−1)
...
x¯2 = Φ2(x¯k¯, ηk¯−1, zˆk¯−1, yk¯−1, . . . , zˆ2, y2)
x¯1 = Φ1(x¯k¯, ηk¯−1, zˆk¯−1, yk¯−1, . . . , zˆ2, y2, zˆ1, y1)
u = Φu(x¯k¯, ηk¯−1, zˆk¯−1, yk¯−1, . . . , zˆ2, y2, zˆ1, y1, zˆ0) .
(40)
This coordinate transformation straightens out the se-
quence (23) according to
D0 = span{∂zˆ0}
D1 = span{∂zˆ0, ∂y1 , ∂zˆ1}
...
Dk¯−1 = span{∂zˆ0, ∂y1 , ∂zˆ1 , . . . , ∂yk¯−1 , ∂zˆk¯−1} ,
and transforms the right-hand side of the system (27)
directly into the form (33) with
rank(∂zˆk−1fk) = dim(zˆk−1) = ρk , k = 1, . . . , k¯ .
(41)
However, the form (33) is not a usual system represen-
tation, since the coordinates x¯+ on X+ are not shifted
coordinates of X × U . If we want to perform the trans-
formation (40) also for the shifted variables, we have to
give up the explicit system representation as a map (3),
and use an implicit system representation as functions
x¯
ik¯,+
k¯
− f
ik¯
k¯
(x¯, u) = 0 , ik¯ = 1, . . . , ρk¯
...
x¯
i2,+
2 − f
i2
2 (x¯, u) = 0 , i2 = 1, . . . , ρ2
x¯
i1,+
1 − f
i1
1 (x¯, u) = 0 , i1 = 1, . . . , ρ1
(42)
on a manifold (X+ × U+) × (X × U) instead. Geomet-
rically, the system equations (42) define a submanifold
S ⊂ (X+×U+)×(X×U), see [12] and [15]. Applying the
transformation (40) with yk¯ = (yk¯,1, yk¯,2) = (x¯k¯, ηk¯−1)
to the equations of the implicit system representation
(42) yields the equations
Ξk¯ : y
ik¯,+
k¯,1
− f
ik¯
k¯
(yk¯, zˆk¯−1) = 0
Ξk¯−1 : Φ
ik¯−1
k¯−1
(y+
k¯
, zˆ+
k¯−1
, y+
k¯−1
)
−f
ik¯−1
k¯−1
(yk¯, zˆk¯−1, yk¯−1, zˆk¯−2) = 0
Ξ2 : Φ
i2
2 (y
+
k¯
, zˆ+
k¯−1
, y+
k¯−1
, . . . , zˆ+2 , y
+
2 )
−f i22 (yk¯, zˆk¯−1, yk¯−1, . . . , zˆ2, y2, zˆ1) = 0
Ξ1 : Φ
i1
1 (y
+
k¯
, zˆ+
k¯−1
, y+
k¯−1
, . . . , zˆ+1 , y
+
1 )
−f i11 (yk¯, zˆk¯−1, yk¯−1, . . . , zˆ1, y1, zˆ0) = 0 ,
(43)
which are clearly of the form (38). 
6 Example
In this section, we demonstrate our results with the sys-
tem
x1,+ = x
2+x3+3x4
u1+2u2+1
x2,+ = x1(x3 + 1)(u1 + 2u2 − 3) + x4 − 3u2
x3,+ = u1 + 2u2
x4,+ = x1(x3 + 1) + u2 .
(44)
First, we show that the system is flat around the equi-
librium (x0, u0) = (0, 0) by computing the sequence of
distributions (24) and applying Theorem 9. In the first
step of Algorithm 1, we have to calculate the largest pro-
jectable subdistribution of the distribution
E0 = span{∂u1 , ∂u2} .
For this purpose, we introduce adapted coordinates (15)
on X × U . After the transformation
θ1 = f1(x, u)
θ2 = f2(x, u)
θ3 = f3(x, u)
θ4 = f4(x, u)
ξ1 = x1
ξ2 = x3 ,
(45)
the vector fields ∂u1 and ∂u2 are given by
− θ
1
θ3+1∂θ1 + ξ
1(ξ2 + 1)∂θ2 + ∂θ3
and
−2 θ
1
θ3+1∂θ1 + (2ξ
1(ξ2 + 1)− 3)∂θ2 + 2∂θ3 + ∂θ4 .
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Because of the presence of the fibre coordinates ξ1 and
ξ2, neither ∂u1 nor ∂u2 itself is projectable. However,
the linear combination −2∂u1 + ∂u2 reads in adapted
coordinates as
−3∂θ2 + ∂θ4 ,
and is therefore a projectable vector field. Thus, the
largest projectable subdistribution is given by
D0 = span{−2∂u1 + ∂u2} .
The pushforward f∗(D0) is the involutive distribution
∆1 = span{−3∂x2,+ + ∂x4,+}
on X+ with dim(∆1) = dim(D0) = 1. In the second
step, we have to determine the largest projectable sub-
distribution of
E1 = span{−3∂x2 + ∂x4 , ∂u1 , ∂u2} .
In adapted coordinates (45), it can be verified that the
complete distribution is projectable, i.e., D1 = E1. The
pushforward f∗(D1) is the involutive distribution
∆2 = span{ −3∂x2,+ + ∂x4,+ ,
x1,+
x3,++1∂x1,+ − ∂x3,+ ,
2x1,+
x3,++1∂x1,+ − 2∂x3,+ − ∂x4,+}
with dim(∆2) = dim(D1) = 3. In the third step, we have
to find the largest projectable subdistribution of
E2 = span{ −3∂x2 + ∂x4 ,
x1
x3+1∂x1 − ∂x3 ,
2x1
x3+1∂x1 − 2∂x3 − ∂x4 ,
∂u1 , ∂u2} .
In adapted coordinates (45), it can be verified that again
the complete distribution is projectable, i.e., D2 = E2.
The pushforward f∗(D2) is the involutive distribution
∆3 = span{∂x1,+ , ∂x2,+ , ∂x3,+ , ∂x4,+} .
Here we have dim(∆3) < dim(D2) = 5. However, be-
cause of dim(∆3) = n = 4 we can stop, and according
to Theorem 9 the system (44) is flat. It is important to
emphasize that all these computations require only the
solution of algebraic equations, and can be performed
efficiently with a computer algebra program.
In the following, we calculate a flat output and transform
the system into the implicit triangular form (38). First,
we straighten out the sequence (24) by a state transfor-
mation of the form (26) with x¯1 = x¯
1
1, x¯2 = (x¯
1
2, x¯
2
2),
x¯3 = x¯
1
3 and dim(x¯rest) = 0. With
x¯13 = x
1(x3 + 1)
x¯12 = x
2 + 3x4
x¯22 = x
3
x¯11 = x
4
we get
∆1 = span{∂x¯1,+1
}
∆2 = span{∂x¯1,+1
, ∂
x¯
1,+
2
, ∂
x¯
2,+
2
}
∆3 = span{∂x¯1,+1
, ∂
x¯
1,+
2
, ∂
x¯
2,+
2
, ∂
x¯
1,+
3
} ,
and the transformed system (27) is given by
x¯
1,+
3 = x¯
1
2 + x¯
2
2
x¯
1,+
2 = x¯
1
1 + x¯
1
3(u
1 + 2u2)
x¯
2,+
2 = u
1 + 2u2
x¯
1,+
1 = x¯
1
3 + u
2 .
(46)
Constructing the coordinate transformation (40) by per-
forming the procedure from the proof of Theorem 9
yields
x¯13 = y
1
3
x¯12 = y
1
2
x¯22 = zˆ
1
2 − y
1
2
x¯11 = zˆ
1
1
u1 = zˆ21 − 2zˆ
1
0
u2 = zˆ10 ,
(47)
and straightens out the sequence (23) according to
D0 = span{∂zˆ10}
D1 = span{∂zˆ10 , ∂zˆ11 , ∂zˆ21}
D2 = span{∂zˆ10 , ∂zˆ11 , ∂zˆ21 , ∂y12 , ∂zˆ12} .
Applying the transformation (47) to the implicit version
(42) of the system (46) yields the implicit triangular form
Ξ3 : y
1,+
3 − zˆ
1
2 = 0
Ξ2 :
y
1,+
2 − y
1
3 zˆ
2
1 − zˆ
1
1 = 0
zˆ
1,+
2 − y
1,+
2 − zˆ
2
1 = 0
Ξ1 : zˆ
1,+
1 − y
1
3 − zˆ
1
0 = 0
with the flat output y = (y13 , y
1
2). In original coordinates,
the flat output is given by y = (x1(x3 + 1), x2 + 3x4).
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7 Conclusion
We have derived necessary and sufficient conditions for
the flatness of discrete-time systems. The conditions are
based on a uniquely determined sequence of distribu-
tions, and represent a straightforward generalization of
the well-known necessary and sufficient conditions for
static feedback linearizability. The computation of the
sequence of distributions can be performed efficiently in
adapted coordinates, and requires only the solution of al-
gebraic equations. Therefore, it is well-suited for an im-
plementation in a computer algebra program. Further-
more, we have shown that every flat discrete-time sys-
tem can be transformed into a structurally flat implicit
triangular form.
A Appendix
A.1 Proof of Lemma 3
Flatness of (11) ⇒ Flatness of (10): If y is a flat out-
put of the subsystem (11), then the system variables x1,
x2, and u1 of this subsystem can be expressed as func-
tions of y and its forward-shifts. Because of the regular-
ity of the Jacobian matrix ∂u2f2, which is an immediate
consequence of rank(∂uf) = dim(u) and the structure
of (10), the implicit function theorem allows to express
u2 as function of x1, x2, u1, and x
+
2 . Consequently, u2
can also be expressed as a function of y and its forward-
shifts, and y is a flat output of the complete system (10).
Flatness of (10)⇒ Flatness of (11): Because of the regu-
larity of ∂u2f2, we can perform an input transformation
uˆ
j2
2 = f
j2
2 (x1, x2, u1, u2) , j2 = 1, . . . ,m2
such that (10) takes the simpler form
x
i1,+
1 = f
i1
1 (x1, x2, u1) , i1 = 1, . . . , n−m2
x
i2,+
2 = uˆ
i2
2 , i2 = 1, . . . ,m2 .
(A.1)
If
y = ϕ(x1, x2, u1, uˆ2, u1,[1], uˆ2,[1], . . . , u1,[q], uˆ2,[q])
is a flat output of (A.1), then by substituting uˆj22 = x
j2
2,[1]
and uˆj22,[α] = x
j2
2,[α+1] , α ≥ 1 we immediately get a flat
output of the subsystem (11).
A.2 Proof of Theorem 6
The proof is based on the identity (7). Differentiating
both sides of (7) with respect to ys[rs] for some arbitrary
s ∈ {1, . . . ,m} gives
∂ys
[rs]
(
δy(F
i
x)
)
=
(
∂ujf
i ◦ F
)
∂ys
[rs]
F ju , i = 1, . . . , n .
Since δy only substitutes variables, shifting and differen-
tiating with respect to ys[rs] is equivalent to first differ-
entiating with respect to ys[rs−1] and shifting afterwards.
Thus, we get the equivalent identity
δy
(
∂ys
[rs−1]
F ix
)
=
(
∂ujf
i ◦ F
)
∂ys
[rs]
F ju , i = 1, . . . , n.
(A.2)
Now let us consider this identity in coordinates
(x, u, u[1], . . .). Substituting the relation
y = ϕ(x, u, u[1], . . . , u[q])
y[1] = δxu(ϕ(x, u, u[1], . . . , u[q]))
y[2] = δ
2
xu(ϕ(x, u, u[1], . . . , u[q]))
...
y[R] = δ
R
xu(ϕ(x, u, u[1], . . . , u[q]))
(A.3)
into (A.2) gives the identity
δxu(w˜
i(x, u, u[1], . . .)) = (∂ujf
i)v˜j(x, u, u[1], . . .) .
(A.4)
The functions w˜i(x, u, u[1], . . .) and v˜
j(x, u, u[1], . . .) of
(A.4) are obtained by substituting (A.3) into the func-
tions ∂ys
[rs−1]
F ix and ∂ys[rs]
F ju of (A.2). Note also that sub-
stituting (A.3) into ∂ujf
i ◦F yields just ∂ujf
i, and that
we have to replace the shift operator δy in y-coordinates
by the shift operator δxu in (x, u)-coordinates.
Evaluating the expression δxu(w
i(x, u, u[1], . . .)) on the
left-hand side of (A.4) yields
w˜i(f(x, u), u[1], u[2], . . .) = (∂ujf
i)v˜j(x, u, u[1], . . .) .
(A.5)
This identity holds (locally) for all values of x, u, u[1], . . ..
If we set the forward-shifts of u that appear in (A.5) to
suitable constant values
u[1] = c1
u[2] = c2
...
(A.6)
(for instance to u0 from the equilibrium (4)), we finally
get the relation
w˜i(f(x, u), c1, c2, . . .) = (∂ujf
i)v˜j(x, u, c1, . . .) . (A.7)
In fact, (A.7) is simply an evaluation of (A.5) on the
subspace determined by (A.6). With
wi(x+) = w˜i(x+, c1, c2, . . .) (A.8)
and
vj(x, u) = v˜j(x, u, c1, . . .) , (A.9)
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the relation (A.7) can be written as
wi(x+) ◦ f(x, u) = (∂ujf
i)vj(x, u) , i = 1, . . . , n .
Thus, the vector fields
v = vj(x, u)∂uj
on X × U and
w = wi(x+)∂xi,+
on X+ satisfy the condition (14) and are f -related. Ac-
cordingly, the vector field v is projectable and contained
in the input distribution span{∂u}.
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