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A Constraint-Based Approach to the Chiral Magnetic Effect
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6224 Agricultural Road, Vancouver, B.C. V6T 1Z1, Canada
We propose a way to introduce the currents responsible for the chiral magnetic effect, and similar
phenomena, into the AdS/CFT description. Such currents are thought to occur in heavy ion colli-
sions due to topologically nontrivial field configurations and in dense stars due to beta decay. They
may be responsible for the P and CP odd effects seen at RHIC and the anomalously large velocities
observed in some pulsars. We discuss the boundary conditions that allow the phenomenon to exist
in real systems and show how one would introduce similar boundary conditions into a holographic
model of QCD such that the current is reproduced.
I. INTRODUCTION
Recently much attention has been given to the effects
of currents that arise from the axial anomaly in QCD.
Such currents arise in the presence of a magnetic field
when there is an imbalance in the number of right- and
left-handed fermions. The most well known of these are
the charge separation effect [1] and the chiral magnetic
effect [2]. There is a large body of literature describing
these phenomena that begins with the study of topolog-
ical currents in condensed matter systems [3], and in-
cludes anomalous axion interactions in QCD [4] and the
high density analogue of the Chiral Magnetic Effect in
dense stars [5, 6]. The motivation for studying these cur-
rents is the actual observation of local P and CP violation
in QCD at RHIC [7–11], and the possibility that they are
responsible for generating the large velocities (kicks) seen
in some pulsars [12].
While the initial investigations of topological currents
were made using field theory, there have also been at-
tempts to find evidence for these currents using string
theory, which resulted in a debate over whether or not
these string models are complete [13, 14]. It was recently
pointed out in [15] that the source of the confusion lies
in incorporating nonzero values of axial charge into these
models. In previous derivations [13, 16] a temporal com-
ponent of a static axial background field was used to
mimic an axial chemical potential. This leads to the
eventual cancellation of the current by Bardeen counter-
terms. A possible solution to the problem is that a chemi-
cal potential can only be introduced to a conserved quan-
tum number, which is facilitated by a redefinition of axial
charge [15].
We propose an alternative viewpoint. The real dis-
tinction that must be made is between introducing state
variables and background fields. We will see that the so-
lution to this problem is present in all examples of the
topological currents derived from considerations of the
axial anomaly. The key is that external constraints exist
in all the physical realizations of the current. Straight-
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forward field theory manipulations alone cannot result in
a current. There is always another constraint that must
be enforced. Each system has a mechanism that forces
the axial charge to be fixed, if not strictly conserved, even
though this state may only exist for a short time.
We will begin with a brief introduction of a simple
AdS/QCD model in Section II, which is the model we will
use to illustrate our point. In this section we will solve
the equations of motion and derive the expressions for
the current using the holography. In Section III we will
discuss how the introduction of Bardeen counter-terms
restores the conservation of the vector current. In Section
IV we will show how this holographic model manages to
reproduce the topological axial current,
J3A =
Nc
2π2
Bµ , (1)
but fails to reproduce the topological vector current,
J3V =
Nc
2π2
Bµ5 , (2)
when using the standard boundary conditions. We will
review a possible solution to this problem in Section V
that involves reconsidering what the appropriate bound-
ary conditions are. We will then introduce our solution
to the problem in Section VI.
II. SOFT-WALL ADS/QCD
In the AdS/QCD model [17–19], the bottom-up ap-
proach is followed. The holographic dual lives on a 5D
AdS space with the background metric
ds2 =
1
z2
(
ηµνdx
µdxν + dz2
)
, (3)
with ηµν = diag(−1, 1, 1, 1). The well-known conformal
symmetry of this space reflects the near-conformal be-
haviour of QCD in the UV (z → 0 in the dual). To
break this symmetry at low energies, a “hard wall” is
introduced in the form of a brane in the IR (z → ∞),
effectively cutting off the space. In order to obtain the
2correct Regge behaviour, the “soft-wall” model was in-
troduced by [20, 21], where the space is smoothly cut off
by turning on the dilaton,
Φ(z) = z2. (4)
In four-dimensions we are interested in calculating cur-
rents. These four-dimensional operators have five-
dimensional fields as holographic counterparts. We are
interested in axial and vector currents, so the five-
dimensional fields are left and right-handed gauge fields
L and R. The na¨ıve global SU(Nf )L×SU(Nf)R flavour
symmetry of the field theory becomes a local, gauge sym-
metry in the bulk, and the associated Noether currents
JL and JR are dual to gauge fields L and R. We will
focus on the case of a single flavour, as the extension to
Nf > 1 is not relevant to our discussion. The dynamics
of the gauge fields in the bulk are described by the action
S = SYM [L] + SYM [R] + SCS[L]− SCS[R], (5)
where the components of the action are made from the
quadratic expansion of the Dirac-Born-Infeld (DBI) ac-
tion and Chern-Simons (CS) terms,
SYM [A] = − 1
8g25
∫
dz d4x e−Φ
√−g FMNFMN , (6)
SCS [A] = − Nc
24π2
∫
dz d4x ǫMNQPRAMFNQFPR . (7)
The uppercase Latin indices run over all five coordinates
{0, 1, 2, 3, z}. The standard soft-wall model action has a
scalar and pseudoscalar sector that we will ignore.
Here a Chern-Simons term has been included in or-
der to reproduce the chiral anomaly [23]. Note that the
Chern-Simons action is not gauge invariant in that its
variation under a gauge transformation A → A + dα is
a surface term. Since A is coupled to a chiral fermion
on the boundary, one may think of this variation as be-
ing cancelled by the variation of the boundary action,
δS = − ∫ d4xα∂µJµ, by virtue of the anomaly [24]. If we
think of the holographic relationship between the bulk
and boundary theories as arising from taking some limit
of a larger theory (D-branes, for example) then this is the
statement that the larger theory is completely anomaly
free, but that the anomaly cancellation does not survive
the decoupling limit. If we wish to study, for example,
the boundary theory in isolation, we must cancel the
anomaly by hand (by renormalization). It is not pos-
sible to do so for both left- and right-handed transforma-
tions (equivalently, vector and axial transformations) by
means of local counter-terms, but we can at least cancel
the vector anomaly, which is enough to keep the theory
consistent. The counter-term, given by Bardeen [25], and
introduced in the holographic setting in [13–15, 24, 26],
takes the form of a boundary term in the 5D bulk action,
SBardeen = − Nc
12π2
∫
d4x ǫµνρσLµRν(Lρσ +Rρσ), (8)
where Lµν and Rµν denote the left- and right-handed
field tensors. This term is introduced to ensure that the
vector current is free of local anomalies. We will see in
Section VIA that the cancellation of the vector current
due to these terms is not complete if we allow for sources
in the bulk. This source in the bulk introduces a global
anomaly responsible for the topological current.
A. Correlation Functions
Correlation functions involving the current operators
Jµ ∼ qγµq in the 4D gauge theory are obtained by de-
forming the action by a small amount δS ∝ ∫ d4x jµJµ,
and formally expanding the partition function order-by-
order in jµ. In the holographic correspondence such a
deformation is dual to placing probes near the bound-
ary in the 5D bulk theory. This amounts to deform-
ing the boundary conditions for the gauge field Aa by
a small amount ja. Similarly, we can introduce a back-
ground field Bµ for the quarks by adding qγ
µbµq to the
Lagrangian of the 4D theory, deforming the boundary
condition for Aa by a further amount ba in the bulk. We
will therefore require the following behaviour of the fields
AL and AR near the boundary:
ALµ (z → 0)→ jLµ + bLµ ,
ARµ (z → 0)→ jRµ + bRµ . (9)
The electromagnetic currents are derived by taking
derivatives of the action with respect to j
L/R
µ as these
are dual to the current
J L/Rµ =
δS
δj
L/R
µ
, (10)
where S is evaluated over a classical solution. Varying
the action yields
δS =
∫
M
[
δL
δAa
− ∂b
(
δL
δ∂bAa
)]
δAa +
∫
∂M
nb
(
δL
δ∂bAa
δAa
)
,
(11)
where nb is normal to the boundary. This variation indi-
cates we may evaluate Eqn. (10) using the equation
J L/Rµ =
δL
δ∂zA
L/R
µ
∣∣∣∣∣
z=0
+ . . . , (12)
where . . . represents the variation of the boundary con-
tribution to the action. The symmetric combination of
the boundary conditions we will use are
bL0 + b
R
0 = µ, (13a)
bLi + b
R
i = −xjBk, (13b)
where we have chosen ijk to be the even permutations of
123.
3B. The Equations of Motion
The first thing we will do is establish the equations of
motion. We work in the Az = 0 gauge which yields a
Yang-Mills action
SYM [A] =− 1
4g25
∫
dz d4x
{
e−φ
z
Aµ(
µν−∂µ∂ν)Aν
(14)
+Aµ∂z
e−φ
z
∂zA
µ
}
(15)
+
1
4g25
∫
d4x
e−φ
z
Aµ∂zA
µ
∣∣∣∣
z=∞
z=0
. (16)
Varying the Yang-Mills part of the action Eqn. (5) with
respect to the left-handed potential yields
δSYM [L]
δLµ
= − R
2g25
[
e−φ
z
(ηµν − ∂µ∂ν)Lν + ∂z
(
e−φ
z
∂zL
µ
)]
.
(17)
Varying with respect to the right-handed potential yields
a similar result. The Chern-Simons term yields
δSCS [L]
δLµ
=
kNc
2π2
ǫµνρσ∂zLνFρσ . (18)
Using the AdS/CFT relation R
g2
5
= Nc12pi2 allows us to write
the equations of motion as
∂z
(
e−φ
z
∂zL
µ
)
− 24ǫµνρσ∂zLν∂ρLσ =0 , (19)
∂z
(
e−φ
z
∂zR
µ
)
+ 24ǫµνρσ∂zRν∂ρRσ =0 . (20)
We can also vary the system with respect to Az and
get an equation of motion that will later be used to write
down the divergence of the current. This will be used
solely to illustrate the role of the Bardeen counter-term in
the preservation of the conservation of the vector current.
The Yang-Mills portion gives us
δSYM [L]
δLz
= − R
2g25
eφ
z
∂z∂µL
µ . (21)
The contribution from the CS term is
δSCS [L]
δLz
=
Nc
2π2
ǫµνρσ∂µLν∂ρLσ . (22)
Rewriting the constants using the dictionary we get the
equation of motion,
Nc
24π2
eφ
z
∂z∂µL
µ =
Nc
2π2
ǫµνρσ∂µLν∂ρLσ . (23)
A similar equation of motion can be found for the right-
handed field Rµ where the right hand side picks up a
negative sign.
1. Specific Solutions
We are interested in a background magnetic field in the
x3 direction and choose L1(x2) = R1(x2) = − 12Bx2 such
that they have only x2 dependence. We can rewrite these
fields in terms of the axial and vector fields A and V by
using the relations V = L+R and A = L−R. We should
note that this convention differs from some papers that
define the axial relation as A = R − L and can result
in sign differences when comparing equations involving
axial components. Using our convention we arrive at the
equations of motion
∂z
(
e−φ
z
∂zV0
)
+ 12B ∂zA3 = 0 , (24)
∂z
(
e−φ
z
∂zV3
)
+ 12B ∂zA0 = 0 , (25)
∂z
(
e−φ
z
∂zA0
)
+ 12B ∂zV3 = 0 , (26)
∂z
(
e−φ
z
∂zA3
)
+ 12B ∂zV0 = 0 . (27)
These can be solved by introducing a new coordinate w
with
∂w =
dz
dw
∂z =
e−φ
z
∂z , (28)
so that the appropriate solutions are
V0(z) = v00 + a31(e
−β w(z) − 1), (29)
V3(z) = v31 + a01(e
−β w(z) − 1), (30)
A0(z) = (a00 + a01) + a01(e
−β w(z) − 1), (31)
A3(z) = (a30 + a31) + a31(e
−β w(z) − 1), (32)
where β = 12B and w(z) has the property that w(0) = 0
and w(∞) = ∞ such that we discard one set of solu-
tions from the beginning. We must still apply appro-
priate boundary conditions to these solutions. We have
grouped the constants in a way that will make the effect
of these boundary conditions more transparent later in
the paper.
C. Setting Up the Currents
We will now introduce the standard setup for holo-
graphic currents. As discussed earlier the 4-dimensional
currents can be found using
Jµ =
δS
δAµ(0)
= Jµ0 + J
µ
Bardeen =
δL
δ∂zAµ
∣∣∣∣
z→0
+ JµBardeen .
(33)
The Bardeen term is chosen to cancel nonconserved com-
ponents in the vector current. This is the common proce-
dure in quantum field theory as the vector current is the
4physical current. This process leaves the axial current
anomalous.
The current receives contributions from both FµzF
µz
and SCS . The currents that arise from this are
J
µ
0,L = −
Nc
24π2
e−φ
z
∂zL
µ +
Nc
6π2
ǫµνρσLνLρσ , (34)
J
µ
0,R = −
Nc
24π2
e−φ
z
∂zR
µ − Nc
6π2
ǫµνρσRνRρσ . (35)
And the Bardeen currents that come from the Bardeen
action in Eqn. (8) are
J
µ
Bardeen,L = −
Nc
6π2
ǫµνρσ (Rν∂ρRσ + 2Rν∂ρLσ − Lν∂ρRσ) ,
(36)
J
µ
Bardeen,R = +
Nc
6π2
ǫµνρσ (Lν∂ρLσ + 2Lν∂ρRσ −Rν∂ρLσ) .
(37)
As discussed earlier we can rewrite currents in terms of
the axial and vector fields A and V by using the relations
V = L+R and A = L−R,
J
µ
0 = −
Nc
24π2
∂wV
µ +
Nc
12π2
ǫµνρσ (VνAρσ +AνVρσ) ,
(38)
J
µ
0,A = −
Nc
24π2
∂wA
µ +
Nc
12π2
ǫµνρσ (VνVρσ +AνAρσ) ,
(39)
J
µ
Bardeen = −
Nc
24π2
ǫµνρσ (−4AνVρσ + 2VνAρσ) , (40)
J
µ
Bardeen,A = −
Nc
24π2
ǫµνρσ2VνVρσ . (41)
We have used Vµν and Aµν to denote the field tensors
composed of vector and axial fields respectively.
III. CANCELLATION OF THE VECTOR
ANOMALY
The first aspect of the problem that we will consider
is the cancellation of the vector anomaly. The Bardeen
terms are introduced to ensure that the vector current is
strictly conserved, even in the presence of an axial field.
Consider the divergence of the vector current given by
Eqn. (38),
∂µJ
µ
0 = −
Nc
24π2
∂w∂µV
µ +
Nc
12π2
ǫµνρσ∂µ (VνAρσ +AνVρσ) ,
(42)
= − Nc
2π2
ǫµνρσ∂µVν∂ρAσ +
Nc
3π2
ǫµνρσ (∂µVν∂ρAσ) ,
(43)
= − Nc
6π2
ǫµνρσ∂µVν∂ρAσ , (44)
where we used the right and left-handed version of
Eqn. (23) to write
Nc
24π2
eφ
z
∂z∂µV
µ =
Nc
2π2
ǫµνρσ∂µVν∂ρAσ . (45)
The divergence of the vector Bardeen current given by
Eqn. (41) becomes
∂µJ
µ
Bardeen = −
Nc
24π2
ǫµνρσ∂µ (−4AνVρσ + 2VνAρσ) ,
(46)
=
Nc
6π2
ǫµνρσ∂µVν∂ρAσ . (47)
The Bardeen terms also alter the divergence of the axial
current. The divergence of the axial current given by
Eqn. (39) is
∂µJ
µ
0,A = −
Nc
24π2
∂w∂µA
µ +
Nc
12π2
ǫµνρσ∂µ (VνVρσ +AνAρσ) ,
(48)
= − Nc
12π2
(∂µVν∂ρVσ +Aν∂ρAσ) , (49)
where we used the left and right-handed versions of (23)
to write
Nc
24π2
eφ
z
∂z∂µA
µ =
Nc
4π2
ǫµνρσ (∂µVν∂ρVσ + ∂µAν∂ρAσ) .
(50)
The divergence of the axial Bardeen current given by
Eqn. (41) is
∂µJ
µ
Bardeen,A = −
Nc
6π2
ǫµνρσ∂µVν∂ρVσ . (51)
Without the counter-terms the anomaly appears in both
the divergence of the vector and axial currents. This con-
figuration where both currents are anomalous is known
as the consistent anomaly. Adding the Bardeen counter-
term shifts the anomaly from the vector current to axial
current leaving us with the covariant anomaly,
∂µJ
µ = 0 , (52)
∂µJ
µ
A = −
Nc
12π2
ǫµνρσ (3∂µVν∂ρVσ + ∂µAν∂ρAσ) . (53)
The Bardeen terms do their job in conserving the vector
current. The difference is that we have implemented the
procedure of cancelling the anomaly from the holographic
side.
IV. THE PROBLEM
We have defined all the tools necessary to discuss the
problem. We want to see how the definition of the ax-
ial chemical potential as the temporal component of the
5axial field fails to reproduce the topological vector cur-
rent (2) when the Bardeen counter-terms are introduced.
The standard technique is to apply the following bound-
ary conditions to the holographic system.
At z =∞ the boundary conditions are
V0(∞) = 0, (54)
A0(∞) = 0. (55)
Forcing the vector potential to vanish in the bulk at z =
∞ means that
v00 = a31 = µ (56)
as seen in Eqn. (29). This is how the vector chemical
potential enters the derivation of the axial current. Forc-
ing the axial field to go to zero in the bulk means that
a00 = 0 in Eqn. (31).
In a related system, the confined phase of the Sakai-
Sugimoto model, the condition Aµ(∞) = 0 is a natu-
ral choice for the following reason. In that model, the
two gauge fields live on D-branes that join in the bulk,
and thus are actually two branches of a single D-brane.
Therefore Aµ(∞) = 0 reflects the continuity of the single
gauge field. This continuity also reflects the breaking of
chiral symmetry in the IR. Note that Aµ(∞) = 0 is not
a gauge-dependent statement, as the theory is not gauge
invariant under axial transformations. It is a statement
about continuity.
At z = 0 (i.e., the holographic boundary) the vector
combination is given by Eqn. (13a),
V0(0) = v00 = µ, (57)
Vi(0) = −xjBk , (58)
and we let the axial field be,
A0(0) = a01 = µ5, (59)
Ai(0) = 0. (60)
We see that the zeroth component of the axial field is
equated with the axial chemical potential. To take the
temporal component of the axial field as the axial chem-
ical potential is the common method of introducing and
axial chemical potential into the holography. It mirrors
the way the vector chemical potential is introduced by
equating it with the temporal component of the vector
field. By defining the chemical potentials outright we
have approached the problem by using the grand canon-
ical ensemble.
We assume no background axial field strength and take
the background magnetic field to be in the x3 direction,
Aµν = 0 , (61)
V21 = −B , (62)
V12 = B . (63)
We apply these conditions to find the vector current from
Eqns. (38) and (40) and find that it vanishes,
J3 = J30 + J
3
Bardeen , (64)
= − Nc
24π2
∂wV
3 +
3Nc
12π2
ǫ3νρσ AνVρσ , (65)
=
Nc
2π2
Ba01 +
3Nc
6π2
ǫ3012Ba01 = 0 , (66)
while the axial current from Eqns. (39) and (41) gives
the result we would expect,
J3A = J
3
0,A + J
3
Bardeen,A , (67)
= − Nc
24π2
∂wA
3 +
Nc
12π2
ǫ3νρσAνAρσ , (68)
=
Nc
2π2
Bµ , (69)
where we used (56) to write this in terms of the chemical
potential.
The contribution from the Bardeen counter-term that
was introduced to ensure gauge invariance of the cur-
rents has made the contribution to the topological vector
current from the axial chemical potential vanish. But,
the axial current (1) that arises from a vector chemi-
cal potential still appears, even in the presence of the
counter-terms. This demonstration of the counter-terms
cancelling the vector current was originally done using
the Sakai-Sugimoto model [13] and lead people to believe
that maybe the topological vector current responsible for
phenomena like the chiral magnetic effect did not exist
in holographic QCD models. But the effect can be re-
produced in many holographic models, like the one we
present here. It became apparent that the problem was
one of thermodynamics.
V. RUBAKOV’S SOLUTION
In the previous section, by choosing to set V0(z → 0)
equal to the chemical potential, µ, and A0(z → 0) equal
to the axial chemical potential, µ5 we have chosen to work
in the grand canonical ensemble with respect to both the
vector fermion number NL + NR and the axial fermion
number NL − NR. However, the axial fermion number
is not conserved, precisely because of the anomaly (53),
and so the canonical and grand canonical ensembles do
not represent equivalent pictures with regards to this op-
erator. This was pointed out by Rubakov [15], among
others. Working in the grand canonical ensemble requires
us to replace the axial fermion number operator with one
that is conserved [15].
Though Rubakov used a different holographic model
than the one we employ, it is possible to demonstrate his
solution. Rubakov stressed that the temporal component
of the axial field is not the same thing as a chemical po-
tential. The chemical potential must be introduced to the
action conjugate to a conserved charge. The procedure
6is to shut off all axial fields Aµ and define a conserved
charge to introduce a chemical potential µ5. The charge
is usually given by the temporal component of the cur-
rent integrated over all space. With the anomaly present
this definition of the charge is not conserved. To ensure
the charge is conserved we use the part responsible for
the nonconservation in Eqn. (53) to modify the charge,
Q5Rubakov =
∫
dx3J50 +
3Nc
12π2
∫
dx3ǫijk Vi∂jVk . (70)
Note that our axial current is defined as L − R while
Rubakov’s is defined as R−L giving a sign difference on
our anomaly, as well as many of the other equations that
follow. This charge is invariant under electromagnetic
gauge transformations. We now add a chemical potential
to the action,
S[µ5] = S + µ5
∫
dx0Q5Rubakov , (71)
=
(
S + µ5
∫
dx4J50
)
+ µ5
3Nc
12π2
∫
dx4ǫijk Vi∂jVk ,
(72)
where S is the original action of the system with the
chemical potential introduced in such a way that we can
find the current. As shown earlier, the Bardeen counter-
terms cause all contributions to the current from S to
vanish. The counter-terms also cancel the contributions
of the vector field from the axial current J50 . The only
contribution to the current is from the variation of the
last term in Eq. (72). The variation produces
δS
δVi
= µ5
Nc
4π2
ǫijk ∂jVk =
Nc
2π2
µ5B , (73)
which is the vector current responsible for the chiral mag-
netic effect.
The axial chemical potential takes over the role of
the temporal component of the axial field, but without
the problems of getting cancelled by the counter-terms.
Though this arrives at the correct answer it is unappeal-
ing because we have to construct an effective action. The
chemical potential is added in such a way it cannot be
cancelled and then is used to derive the current. This
is a solution, but it would be more desirable to see the
current arise from the model itself. This is where our
program starts.
VI. A SOLUTION ARISING FROM BOUNDARY
CONDITIONS
While Rubakov’s method reproduced the accepted re-
sult, we would like to find a resolution that is contained
within the holographic model. Working entirely in the
grand canonical ensemble did not work. Working in the
canonical ensemble, however, where one fixes the axial
fermion number, is problematic on physical grounds. One
imagines a state at some initial time, having some value
NL−NR, evolving to a later time, and having a different
value of NL − NR. Therefore, restricting the path inte-
gral to states with a fixed value of NL −NR amounts to
placing a constraint on the system. We will now address
whether this constraint is physical.
We will discuss three physical systems in which a con-
straint fixes the value of NL − NR: induced topological
currents in dense stars [6], the charge separation effect [1]
and the chiral magnetic effect [2]. In each of these sys-
tems the constraint is due to the quasistatic nature of the
system, particularly, they require a nontrivial boundary
condition to induce and maintain an axial charge. For
each example we will discuss the external mechanism re-
sponsible for introducing the axial charge and maintain-
ing it such that the current can flow.
The first example is the appearance of topological cur-
rents in neutron stars, where the current was derived by
considering the microscopic elements of the system [3–6].
Given the complexity of neutron stars it is useful to think
about the current in terms of numbers of particles. The
current is given by
JV = (nl − nr)eΦ
2π
, (74)
where nr(T, µ) and nl(T, µ) are the one-dimensional
number densities of left and right-handed Dirac fermions
and Φ is the magnetic flux. This formula tells us that
to find the magnitude of the current one has to count
the number of particles aligned with the magnetic field
and subtract them against those aligned against the mag-
netic field. In a neutron star the equilibrium processes
are given by beta and inverse beta decay, known collec-
tively as the Urca processes. These are weak interactions
that act more on left-handed electrons than right-handed
electrons. In an infinite system any difference in left and
right-handed particles created by the weak interaction
would be washed out due to detailed balance; the creation
of a left-handed electron is as likely as the time-reversed
process, the scattering of an electron and a proton to cre-
ate a neutron and neutrino. The finite size of the star
essentially breaks time-reversal symmetry and allows the
electron to escape before it decays through the weak in-
teraction. This causes a current to flow through the bulk
of the star. The key is that electrons are constantly being
added by beta decay to maintain the difference between
left and right-handed electrons. These processes are like
a pump that fixes the axial charge. This current may ex-
plain the anomalously large pulsar kicks that have been
observed [12].
The second example is the charge separation effect [1],
wherein a current appears in regions where there is a
dynamical or spatially varying theta angle θ(~x, t). These
regions may occur at RHIC where a collision creates a
small bubble where θ(~x, t) 6= 0 within a larger region
(e.g., the rest of the world) where θ = 0. The current
7takes the form
j0 = Nc
∑
f
efµf
2Nfπ2
~∇θ · ~Ω , (75)
ji = Nc
∑
f
efµf
2Nfπ2
∂0θΩi , (76)
where Ω is the angular velocity of the rotating coordinate
frame, which mimics a magnetic field. The domain wall
created as the theta angle transitions is the reason the
current appears and draws charge to the surface of the
theta bubble, which we can see if we integrate over the
volume of the theta bubble. If the bubble was infinitely
large or the gradient of the change was extremely small,
the charge would not accumulate on the domain wall.
The finiteness of the bubble has introduced a constraint
in the parity violating aspect of the current. When the
domain wall disappears, the parity violation in the sys-
tem disappears and the charge separation vanishes with
it.
The third example is the previously mentioned chiral
magnetic effect [2]. The effect is often written as a state-
ment of the current that causes the charge separation,
jV = (µl − µr) e
2B
(2π)2
, (77)
but this current alone does not naturally appear in heavy
ion collisions. What is required is an external source to
introduce chirality into the system. In heavy ion colli-
sions it may be possible for transitions to occur from one
QCD vacuum to another. When this transition occurs,
chirality is induced through a change in the QCD winding
number nw, which can be written as the charge
Qw = nw(t =∞)− nw(t = −∞) . (78)
If induced during a collision the charge will introduce a
difference in the number of left and right-handed particles
through the relation
N
f
L −NfR = 2Qw . (79)
The introduction of the topological charge Qw allows the
system to violate parity and induces a current. Only then
can the charge separation occur.
We have seen three examples of how a constraint is
used to hold the axial charge fixed during the life of the
current. We should note that these are real systems.
In particular the charge separation effect and the chiral
magnetic effect explain the P and CP violation seen at
RHIC [7–11]. We will not consider the physics behind the
constraint, which often is poorly described in a formal
field theory setting. We will only assume that one is
necessary for the current to be nonzero.
A. New Boundary Conditions
As we have discussed, in previous derivations of the
chiral magnetic effect using holography it was common
to associate the axial field on the holographic boundary
with the chemical potential. In light of the discussion in
Section II A the current does not appear in a system that
is in true thermal equilibrium. As pointed out in [15] as-
signing the axial chemical potential to A0(0) is assigning
a chemical potential to a quantity that is not conserved.
In an effort to find the true conserved quantity we will
derive the axial current without assigning a thermody-
namic meaning to the boundary value of the axial field.
We will then interpret the result afterwards by comparing
it to the results found in QCD. We will find that there is
a component of the axial field that survives the anomaly
cancelation and that this component must be associated
with the induced axial charge of the system.
By allowing the axial field in the bulk to take nonzero
values, A0(∞) 6= 0, we allow the possibility for a source
to add new charge into the system and contribute to the
current. This is the exact source needed to provide the
axial charge with the constraint required to keep it con-
served as discussed in Section VI.
We now mirror the derivation in Section IV. As be-
fore we choose to use the grand canonical ensemble for
the vector combination Eqn. (13a). At z = 0, on the
holographic boundary we get
V0(0) = v00 = µ, (80)
Vi(0) = −xjBk. (81)
As discussed we choose not to assign the value of Aµ(0)
any thermodynamic quantity. In the IR (i.e., z =∞) we
have more freedom in imposing boundary conditions.
In our model we wish to impose a nonzero axial charge
on the boundary theory. As mentioned above, this is
complicated by the fact that the axial charge is not con-
served (equivalently, a lack of gauge invariance). Instead
we suppose that there is an IR cut-off in the bulk, be-
yond which some source exists. In a string model like
the Sakai-Sugimoto model, such a source would be pro-
vided by the endpoints of strings stretching between the
flavour branes and D-branes playing the role of instan-
tons. In a bottom-up model, the source must be inserted
by hand. The value of Aµ at the cut-off depends on the
magnitude of this source. Motivated by this observation,
we allow for the possibility that Aµ(∞) 6= 0 , reflecting
the fact that we have a source of axial charge in the far
IR. In the hard-wall model one could similarly impose
a nonzero charge on the IR boundary by choosing the
correct boundary conditions on the brane responsible for
the hard IR cutoff. In the hard-wall model this bound-
ary condition is not the result of a source, but is just a
characteristic of the model.
This source beyond the IR represents the external
source required to generate the vector current using the
axial anomaly in field theory models. As discussed in
Section VI topological currents need an external source
to manifest themselves. In neutron stars this source is
the Urca processes constantly producing new left-handed
electrons and in the chiral magnetic effect and charge sep-
aration effect this source is the topological charge induced
8by particle collisions. With this source we will be able
to induce a topological vector current that survives the
Bardeen cancelation.
We should note that this asymmetric treatment of
the axial and vector field boundary conditions only
arises because we cannot completely remove the anomaly.
With the vector field there is no problem with assign-
ing V0(0) = µ because there is no anomaly associated
with the current and the vector charge is conserved. The
chemical potential can be assigned to the boundary value
of the vector field. We could take the same approach
with the vector field as we are with the axial field, but
the boundary condition ends up still being V0(0) = µ.
The special approach for the axial field is required be-
cause of the anomaly. If we had instead chosen a dif-
ferent Bardeen counter-term that made the axial current
anomaly free and the vector current anomalous the story
would be reversed.
By allowing the possibility for Aµ(∞) 6= 0 our bound-
ary conditions at infinity given by the solutions to the
equations of motion (29) and (31) are
V0(∞) = 0, (82)
A0(∞) = a00. (83)
Forcing the vector current go to zero in the bulk means
that v00 = a31 = µ, which will contribute when we derive
the axial current. The vector current is then found by
using Eqns. (38) and (40). In our solution we assume no
background axial field strength and a background mag-
netic field in the x3 direction,
Aµν = 0 , (84)
V21 = −B , (85)
V12 = B . (86)
We apply these to the vector current from Eqns. (38) and
(40), which is further simplified when we choose just the
x3 direction for the current along the magnetic field, to
get
J30 = −
Nc
24π2
∂wV
3 +
Nc
6π2
ǫ3012A0B . (87)
The Bardeen vector terms are similarly manipulated to
give
J3Bardeen =
Nc
3π2
ǫ3012A0B. (88)
We now substitute in the solutions given in Eqns. (29)–
(32). To calculate the true current we evaluate this on the
boundary at z = 0. Using ǫ3012 = −1 the total current
can now be written as
J3 = J30 + J
3
Bardeen . (89)
=
Nc
2π2
B(−a00). (90)
Recalling our solution for the axial field, A0(∞) = a00,
we see that not fixing the boundary condition in the bulk
has yielded a connection between the UV and the IR.
The current on the boundary depends on a boundary
condition in the bulk,
J3 =
Nc
2π2
B(−A0(∞)) . (91)
The current vanishes if A0(∞) = 0 and a nonvanishing
current depends on a discontinuity in the IR. Maintain-
ing this field in the bulk acts as though a chiral charge
is being fixed externally. However, without axial gauge
invariance we do not have the equivalent of Gauss’ law
to relate A(∞) − A(0) to the magnitude of the source
in the bulk. This would require treating the bulk and
boundary in parallel, as discussed in Section II. In our
work we relax the interpretation of the value of the axial
field in the bulk, since there is no equivalent Gauss’ law
available.
As a consistency check we can use equations (39) and
(41) to find the axial current,
J3A =
Nc
2π2
Bµ . (92)
This reproduces the standard result for anomalous axial
currents first discussed in [4]. The procedure we have
outlined to introduce the axial charge leaves the well-
known result for the vector current unaffected. We would
like to make a connection between this result and the
result for the vector current. If we had not chosen V (0) =
µ and V (∞) = 0, but had taken an approach similar
to that of the axial field in deriving the vector current,
then Eqn. (92) would have a31 in it instead of µ. We
would then compare Eqn. (92) with the result from [4]
and find that a31 = µ, an answer consistent with choosing
V (0) = µ and V (∞) = 0. Both methods, either setting
the vector potential to zero in the bulk or leaving it free,
achieve the same results for the axial current, unlike with
the vector current.
If we had instead chosen to move the anomaly to the
vector current instead of the axial current, we would still
achieve the same results. With the vector current now
anomalous, we would be free to define the axial chemical
potential as the temporal component of the axial field on
the holographic boundary, but we would have to rede-
fine the vector chemical potential to be associated with
a constraint in the bulk.
VII. DISCUSSION
In the spirit of the bottom-up approach we will now at-
tempt to determine the physical meaning of the bound-
ary condition in Eqn. (91) by comparing it to currents
that arise in QCD. In an attempt to model the current
we have chosen to make the boundary condition on the
horizon nonzero. We do this because defining an axial
chemical potential makes no sense when the axial charge
is not conserved. This boundary condition occurs at an
9IR cutoff we imposed on the bulk. A nonzero bound-
ary condition must be caused by a charge configuration
(source) past this boundary further into the bulk (i.e.,
past the IR cutoff).
In quantum field theory one can describe the topolog-
ical current in a very general way through the introduc-
tion of a dynamic theta angle θ(~x, t) 6= 0 that is induced
by some nonequilibrium process. The existence of these
processes in real systems is discussed at length in Section
VI. The result of this is the induction of a term propor-
tional to
∼ θ(~x, t)Fµνa F˜ aµν . (93)
After a chiral rotation this dynamic theta angle ap-
pears as a boundary term. This causes a current to be
introduced that is proportional to the derivative of the
theta angle. The current that arises from the portion of
the current that varies with time is
~J = θ˙(~x, t)
Nc ~B
2π2
. (94)
Comparing this with Eqn. (91), we see that it is natural
to identify the boundary condition in the bulk with the
induced theta angle,
−A0(∞) = θ˙(~x, t) . (95)
In field theory models θ˙(~x, t) 6= 0 must be induced by
some process. This is the constraint that violates par-
ity and is responsible for a topological current. We have
equated this induced θ˙(~x, t) to the boundary condition
that survives Bardeen cancellation. By adding a source
beyond the IR we have reproduced the current responsi-
ble for the chiral magnetic effect that does not get can-
celled due to the Bardeen counter-terms.
It has been argued that a time-dependent theta angle
is equivalent to an axial chemical potential θ˙ = µ5 [27].
A change in the theta angle, an external process, induces
a chemical potential in the system. A chemical potential
must be associated with a conserved charge. This chem-
ical potential must be conjugate to the conserved axial
charge of the system. The conserved axial charge then
must exist as a configuration in the bulk of the hologra-
phy.
We can attempt to see what the charge configuration
in the bulk looks like by using the definition for charge
Q = ∂S∂µ and assuming that the axial chemical potential
is defined as µ5 = −A0(∞). The surface terms that
contribute are those that contain A0,
∂S
∂µ5
=
∂
∂(−A0(∞))
∫
d4x
{
1
4g2s
A0
e−φ
z
∂zA0 (96)
− Nc
24π2
ǫijk
(
2
6
A0ViVjk +
4
6
ViA0Vjk +
12
6
A0AiAjk
)
(97)
+
Nc
24π2
ǫijkA0AiVjk − Nc
12π2
ǫijkA0ViVjk
}∣∣∣∣
z=∞
,
(98)
where the first line is from the YM action, the second
line is from the CS action, and the last line is from the
Bardeen counter-term. Performing the derivative we find
that A0(∞) is coupled to a charge,
Q5cutoff =
∫
d4x
(
− Nc
24π
∂wA0 +
2Nc
24π2
ǫijkAiAjk (99)
+
3Nc
24π2
ǫijkViVjk − Nc
24π2
ǫijkAiVjk
)∣∣∣∣
z=∞
.
(100)
Let us look closer at the form of this charge.
One would expect the axial charge of the system to be
given by integrating over the zeroth component of the
axial current given by (39) and (41),
Q5 =
∫
d4xJ50 , (101)
=
∫
d4x
(
− Nc
24π
∂wA0 +
2Nc
24π2
ǫijkAiAjk
)
. (102)
We see that the charge derived by assuming the boundary
condition at infinity is an axial chemical potential (99)
differs from the charge of the system found by looking at
the zeroth component of the axial current (102). In fact,
if we set Ai = 0, as Rubakov does, the two charges, Q
5
and Q5cutoff, differ by exactly the amount Rubakov used
to define his conserved charge given by equation (70),
Q5Rubakov =
∫
d4x
(
J50 +
3Nc
24π2
ǫijkViVjk
)
. (103)
The difference is that the charge we calculated for
the boundary condition is evaluated at z = ∞, while
Rubakov’s rests on the holographic boundary. That the
boundary value of the axial field −A0(∞) is coupled to
an object that matches the form of Rubakov’s charge is
evidence that −A0(∞) is related to the axial chemical
potential. What configuration past the IR would cause
this boundary condition is unknown.
A similar definition of the axial chemical potential was
necessitated in the work of [26][22], working in the con-
text of linear response theory, where the horizon of an
AdS-Schwarzschild black hole provides the screening of
the IR physics. They define, based on the work of [28],
the chemical potential as the difference in energy between
the boundary and bulk. They then use the Kubo formula
to derive their currents. A boundary condition from the
bulk affects the current on the boundary.
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