We present a rigorous proof of an interesting boundary effect of deterministic dense coding first observed by Mozes et al. [Phys. Rev. A 71, 012311 (2005)]. Namely, it is shown that d 2 − 1 cannot be the maximal alphabet size of any isometric deterministic dense coding schemes utilizing d-level partial entanglement.
Illuminated by the original superdense coding protocol, many generalizations and related aspects have been considered in the literature. In Ref. [1] , the protocol is generalized to make use of maximally entangled d-level systems to transmit one letter out of d 2 . Probabilistic and asymptotic approaches are taken in Refs. [3] [4] [5] and [6] [7] [8] [9] respectively. Generalizations are also made to continuous variables [10, 11] and to the multipartite cases [12] [13] [14] . Recently, Mozes et al. initiated the discussion of deterministic dense coding [15] using both numerical and analytical methods. We will give a mathematical proof of one of the interesting phenomena mentioned in their paper. In deterministic dense coding, nonmaximal pure entanglement of two separated d-level systems is considered and we still want to reliably transmit one of the letters chosen from an alphabet. We now begin the proof by introducing some notations first. The partial entanglement |ψ in use can be written in the following Schmidt decomposition [16] as
where λ i is a probability distribution and {|i A } (resp. {|i B }) forms a basis of system A (resp. B). Without loss of generality, we assume that λ i are already in descending order, that is,
The main idea of deterministic dense coding is to encode classical messages by performing corresponding operations on system A only, leaving states that can be perfectly identified on the whole system of A and B. The most general operations that can be used here are quantum operations which is the case considered in Ref. [5] . We will focus on isometric encoding only in this paper and are thus interested in finding maximally sized set of local unitary operators {U 
The orthogonality of |ψ i is equivalent to
where Λ is a d × d diagonal matrix of the Schmidt coefficients λ i . Let P be the projector of the subspace spanned by {|ψ i , i = 0, 1, . . . , d
2 − 2},
Q = I − P is a projector of a one dimensional subspace and is also the density matrix of the pure state orthogonal to all |ψ i . We calculate the reduced density matrix Q A and Q B of Q on system A and B respectively using Eq. (3).
where the fourth identity follows from the fact that
j=0 forms an orthonormal basis of system A for i = 0, 1, . . . , d 2 − 2.
Since Q is the density of a pure state, Q A and Q B have the same spectrum and we can choose U properly such that Q A = Q B . Thus, we have
2 − 2. It follows from the above equality that
where S is the von Neumann entropy. This means that ρ i satisfy the equality condition of concavity of the entropy and are thus all equal. See section 11.3.5 of Ref. [16] for a detailed discussion of the concavity of von Neumann entropy and its equality condition. In our case, we have U
Eq. (4) indicates that Q B is a diagonal matrix whose
Remember that |ψ is a partial entanglement and thus not all λ j are equal. Suppose there are t numbers of λ j having the same value as λ 0 , then 1 ≤ t < d and
Thus, it follow from Eq. (7) that the (j, k)-th element of matrix U A i is 0 for all j < t ≤ k and k < t ≤ j. We can write U 
As Q B is a density matrix, each of its diagonal elements is less than or equal to 1 and we have
Thus, for M, N ∈ M, tr(M ΛN † ) defines an inner product of M, N and makes M a Hilbert space. Eq. (2) As a summary, we have proved that the maximal alphabet size of any isometric dense coding schemes using a d-level entanglement cannot be d 2 − 1 no matter how close the partial entanglement is to the maximally entangled pair. In some sense, this boundary effect reveals the complex nature of deterministic dense coding. Although isometric deterministic dense encoding is the most natural and simplest form of generalization of the original dense coding process, it is yet not known whether unitary operators only are sufficient to fully utilize the partial entanglement. So whether general dense coding schemes can achieve an alphabet size of d 2 − 1 becomes an interesting problem for future research.
