Abstract. Most learning algorithms rely on the assumption that the input training data contains no noise or uncertainty. However, when collecting data under an identification experiment it may not be possible to avoid noise when measuring the input. The use of the errors-in-variable model to describe the data in this case is more appropriate. However, learning based on maximum likelihood estimation is far from straightforward because of the high number of unknown parameters. In this paper, to overcome the problems associated to the estimation with high number of unknown parameters, the nonlinear errors-in-variable estimation problem is treated under a Bayesian formulation. In order to compute the necessary maximum a posteriori estimate we use the restoration maximization algorithms where the true but unknown training inputs are treated as hidden variables. In order to accelerate the convergence of the algorithm a modified version of the stochastic EM algorithm is proposed. A simulation example on learning a non linear parametric function and an example on learning feedforward neural networks are presented to illustrate the effectiveness of the proposed learning method.
INTRODUCTION
Most learning algorithms take into account only the uncertainty in the output when treating the training data set. Therefore, they rely on the assumption that the input is known exactly. Generally, the description of the training data set is made by the additiveerror regression model (3) describes the error in the input variables that are termed nuisance parameters [2] while the first equation describes the regression model. The purpose of this paper is to use a Bayesian formulation of the errors-in-variables model to construct a learning algorithm which is able to cope with input uncertainty. For convergence requirements [3] [4] it will be assumed for each and g increasing can be used as an approximation when the error variance are small and the number of data points is large. The problem that is addressed in this paper is the one of estimating parameters when the input training data are corrupted by noise. This suggest the availability of a correct model which can be obtained using a selection model procedure [5] . The paper is organized as follow: in the next section the maximum likelihood approach is developed and its difficulties are illustrated. Some approximated approaches are also briefly reviewed. In the aim of reducing the dimension of the problem a Bayesian approach is adopted in section 3, where the necessary a posteriori estimate is computed using a modified version of the EM algorithm while treating the unknown inputs as hidden variables. In order to illustrate the performance of the proposed learning method, two examples are given in section 4. Finally, in section 5 we provide a conclusion.
THE MAXIMUM LIKELIHOOD APPROACH
In the approach developed in this section both types of parameters are estimated simultaneously, no distinction is made between the vector of parameters of interest 
The maximum likelihood estimation causes a great deal of difficulty because of the large number of parameters which increases with the size of the training data set and goes to infinity as the size of the training data set approaches infinity. The problem which arises is the elimination of the nuisance parameters in the estimating fonction so that it depends only on the vector of parameters of interest .
A local linear approximation
An iterative algorithm based on a local linear approximation was proposed for the optimization of the likelihood function (5) in [8] . This algorithm is based on the fact that the variables r and can be separated. Therefore, the joint optimization on 
The problem of the high optimization dimension on r was avoided thanks to the local linear approximation which transforms the optimization problem to the ones of resolution of a system of linear equations. By expanding 3°
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allow the actualization of the estimation of r § " % ¡ (11) and therefore this of by the use of equation (7). The statistical properties of the estimator of obtained by this algorithm has been derived in [8] . The major inconvenient of this algorithm is that the solution depends on the stability of the vector ¡ , which is not evident when the vector is of high dimension. Therefore methods which allow the elimination of the nuisance parameters from the likelihood function may be preferable. A standard method of eliminating the nuisance parameters is to adopt a Bayesian approach [9] . This is made by multiplying the density (4) by the appropriate prior distribution to obtain the joint a posteriori distribution for the nuisance parameters and the vector of parameters of interest. Then the marginal distribution of it gives an estimating criterion independent of the nuisance parameters. The Bayesian estimators are particularly interesting because they are asymptotically efficient and asymptotically equivalent to the maximum likelihood estimator (under regularity conditions) independently on the imposed prior [10] . Based on this, an estimator and the associate algorithm is proposed in the following section.
THE BAYESIAN APPROACH
Noting the training data set
, the a posteriori distribution of the parameters vectors r and is, according to the Bayesian rule,
where
is the density of the training data set
from which the likelihood function is constructed and u r ! is the a priori distribution of the unknown parameters. The choice of a non informative a priori distribution is not an easy task [11] and in the following we retain the flat prior which is not proper but we suppose that the function © under hand guarantees the existence of the a posteriori distribution, i.e
. We note that the a posteriori distribution carries nicely all our knowledge about our inferential problem and is sufficiently flexible to incorporate any additional a priori information concerning the unknown parameters. As we have mentioned in the previous section, the joint estimation of the parameters of interest and the nuisance parameters r is, if not intractable, computation consuming. Moreover, the joint estimation of the unknown inputs r S may introduce a bias to the resulting estimate of the parameter of interest [12] . The Bayesian formulation of the problem makes the integration over the undesirable inputs possible which yields the marginal a posteriori distribution of the parameter :
Now, our purpose is the estimation of the parameter by maximizing the a posteriori distribution (8):
In most cases, the integration in (8) and maximization in (9) are not feasible and an explicit solution is unreachable. However, given the true inputs r , the problem turns to be a classic supervised learning procedure. This suggests to complete artificially the training data set
where we consider the unknown inputs r as hidden variables and consequently the use of the restoration maximization algorithms like EM algorithm [19] which is an iterative algorithm consisting in two steps:
• E-step: Compute the functional:
• M-step: Update the parameter by maximizing the functional
The input and output noises are white leading to a point wise computation of expectations:
where Ù is a constant independent of . The existence of the non linear function © makes the E-step difficult which leads to the use of the stochastic version of the EM. The first step is replaced by a sampling from the a posteriori distribution of r :
• S-step: generate Ú r according to its posterior distribution:
• M-step: the classic supervised learning of © knowing the inputs Ú r and the outputs
The stochastic EM algorithm can be generalized [16] 
and then, in the M-step,
It appears clearly that when
and assuming the ergodicity of the Ú ¥ i h chain [13] , this algorithm has the same properties as the exact EM algorithm.
Sampling schemes for true inputs
The direct sampling of r is not an easy task because of the existence of the non linearity © . However, non direct but exact sampling methods already exist such as the Accept-reject procedure or the Monte Carlo Markov Chains methods [18] . We briefly recall in the following these two methods to show their drawbacks when applied to our problem and propose a modified version which is efficient and fast and so adapted to our general algorithm.
Accept-Reject method
The first step consists in sampling ¥ from its a posteriori distribution
which is proportional to
. Choosing the instrumental distribution
, we can easily uniformly bound the ratio
, thus the sampling procedure is:
, else reject ï and return to
)
The drawback of using this method in our case is the fact that the acceptation probability 
)-return to a) under convergence of the Markov chain: § d)-When Markov chain converges put
In the first step, the Markov chain A Í g ÿ Ï has Þ as a stationary distribution. The convergence of the MCMC methods is a known problem studied in literature [15] and an efficient tool for convergence diagnostic depends on the problem under hand and there is not a general procedure to decide if the Markov chain has converged or not. Moreover, even if we attain the convergence, then we have many samples A Í Õ ÿ Ï and it will be more efficient in this case to apply the Monte Carlo EM algorithm and the SEM algorithm is useless in this case.
Modified Stochastic EM algorithm
In order to avoid the convergence problem at each step of the SEM algorithm, we implement only one step of Hasting-Metropolis procedure. In classical SEM algorithms, the first step consists in computing a sample from the a posteriori of the hidden variable . Such sample is obtained in the asymptotic regime of the Markov chain formed by Hasting-Metropolis procedure described above and so we need to repeat this procedure enough until convergence. We propose to perform only one iteration of Hasting 
Choosing a Jeffrey prior for 8 leads to a degeneracy of the above function as the sampled inputs ¥ will tend to ¥ and then the variance goes to zero (see [17] for a detailed study of the degeneracy occurence). Therefore, an inverse Gamma prior is chosen for Then, the maximum is attained at
Choice of the instrumental distribution
The choice of the instrumental distribution ç is crucial to obtain efficient, easy to implement and quick algorithms. In the error-in-model special case, a simple and efficient choice is the Gaussian with mean ¥ and covariance
Thus the acceptation probability ý is simply:
.
SIMULATION EXAMPLE Example
T
: Parametric learning
To illustrate the performances of the proposed algorithm, we consider the following parametric function:
where we take the original values C E § Ö and 9
) fails in recovering the original values of the parameters despite the low intensity of the input noise. This shows the sensitivity of the classic learning rule to the input noise. We run the SEM algorithm on this data and we obtain good results. The figure   ) -a shows the Markov chain of the first parameter C E , note the fluctuations around the original value. . We note that the noise is no more additive but it is transformed under the non linear function . However, we obtain an error in variable problem since the inputs ¤ © are noisy. Thus we can apply directly the proposed algorithm to estimate the inverse function § ç ± E . For the above example, 
CONCLUSION
The task of learning feedforward neural networks with noisy inputs noisy outputs training data pairs has been studied. A direct approach using the Backpropagation algorithm which assume a noiseless training inputs will produce a biased estimate. The construction of learning algorithms based on cost function obtained using the errors-in-variables model and the maximum likelihood approach is, if not intractable, computation consuming because of the high number of unknown parameters (which includes the parameters vector of interest and the true but unknown training inputs). In this paper, to overcome this problem, a Bayesian approach has been adopted treating the true but unknown training inputs as hidden variables. A modified version of the SEM algorithm has been proposed to compute the maximum a posteriori estimate of the parameters vector. Two simulation examples have been presented to illustrate the effectiveness of the proposed learning method. A first example of parametric learning is considered where we study, in addition, the success of the algorithm to learn the inverse of the bijective parametric function. The second example illustrates how the algorithm can be implemented with a non parametric learning machine.
