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Abstract. This paper focuses on binary classiﬁcation with reject op-
tion, enabling the classiﬁer to detect and abstain hazardous decisions.
While reject classiﬁcation produces in more reliable decisions, there is a
tradeoﬀ between accuracy and rejection rate. Two type of rejection are
considered: ambiguity and outlier rejection. The state of the art mostly
handles ambiguity rejection and ignored outlier rejection. The proposed
approach, referred as CONSUM, handles both ambiguity and outliers
detection. Our method is based on a quadratic constrained optimization
formulation, combining one-class support vector machines. An adapta-
tion of the sequential minimal optimization algorithm is proposed to
solve the minimization problem. The experimental study on both artiﬁ-
cial and real world datasets exams the sensitivity of the CONSUM with
respect to the hyper-parameters and demonstrates the superiority of our
approach.
Keywords: Supervised classiﬁcation, Rejection option, Abstaining clas-
siﬁer, Support vector machines.
1 Introduction
One of the most interesting exploitation of the data is the construction of predic-
tive classiﬁers [9]. For example, in genetic and molecular medicine, gene expres-
sion proﬁles can be used to diﬀerentiate diﬀerent types of tumors with diﬀerent
outcomes and thus assist MD in the selection of an adapted therapeutic treat-
ment if appropriate [20]. A huge number of methods from pattern recognition
and machine learning have been developed and deployed on various domains.
However, even though these methods produce classiﬁers with a good accuracy,
these are often still insuﬃciently accurate to be used routinely. For example,
a diagnostic or a choice of therapeutic strategy must be based on a very high
conﬁdence classiﬁer; an error of the predictive model may lead to tragic conse-
quences. A way of improving the reliability of such classiﬁer is to use abstaining
classiﬁers [12] also called reject classiﬁer [19] or selective classiﬁer [4]. Unlike
standard classiﬁers that associate a predicted label to each example, only a sub-
set of the examples are assigned to a class. Reject classiﬁers deﬁne a rejection
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region including the examples of which conﬁdence is low [1,18,13,7,11]. While
reject classiﬁers have a higher accuracy than the standard classiﬁers, there is
a trade-oﬀ between accuracy and rejection rate [8]. The higher the classiﬁer
accuracy, the higher the rejection rate.
A contribution of this paper is to investigate and handle two types of rejec-
tion: the ambiguity rejection and the outlier rejection. The ambiguity rejection
corresponds to the cases where an example is close to several classes, we cannot
decide between these classes with a high conﬁdence. The ambiguity rejection
region is generally a small region containing the class boundaries. The outlier
rejection corresponds to the cases where an example is far from all classes. The
outlier rejection region is a large region surrounding all classes. Let us to illus-
trate the diﬀerence between these two types of rejection. Assumes that a hospital
use a classiﬁer to identify the lymphoblastic from the myelogenous leukemia of
patients suﬀering from acute leukemia. A classiﬁer gives a probability of 0.49
for lymphoblastic and 0.51 for myelogenous for a given patient. Although, the
probability of myelogenous is the highest, this class cannot be assigned to the
patient, the diﬀerence of probability is too low. This patient must be rejected by
the classiﬁer because no reliable diagnosis can be done. It is an ambiguity rejec-
tion. Let another patient ﬁle be far from the distribution of both lymphoblastic
and myelogenous. The patient is considered as an outlier and must be also re-
jected. It is likely that this patient has not an acute leukemia and should pass
tests for other types of leukemia. It is a outlier rejection.
In this paper we propose a new approach of classiﬁcation with reject option
that deﬁnes both the outlier and ambiguity rejection regions. Section 2 intro-
duces the formal background and the state of the art. Section 3 is an overview of
CONSUM, together with the appropriate optimization algorithm for scalability
on large datasets. Experiments are reported and discussed in section 4 shows.
Conclusion and perspectives for future researches are given in section 5.
2 Classiﬁcation with Reject Option
Let a binary classiﬁcation problem with a training set T = {(x1, y1), ..., (xN , yN)}
where xi ∈ Rd and yi ∈ {−1,+1}. A reject classiﬁer is a function that returns
a class for each example Ψ : Rd → {−1,+1, R}, R represents the reject class
including two subclasses Ra and Rd for ambiguity and outlier rejection. An ex-
ample can be positive, negative or an outlier (belongs to none of the two classes).
When we use a reject classiﬁer on test examples, 12 diﬀerent classiﬁcation results
are possible (three actual classes × four predicted classes). To each of these cases
a cost is associated (table 1). The cost of a good classiﬁcation is zero. λFP and
λFN stand for the cost for false positive and false negative. λON and λOP are
the costs for assigning respectively the positive or negative class to an outlier,
usually we set λON = λFN and λOP = λFP . Finally λRa is the cost of ambiguity
rejection. λRd is the cost for rejecting a positive or negative example as an out-
lier. Usually the costs of ambiguity and outlier rejection are equal λRa = λRd.
Note that, in principle, classifying the ambiguity rejection class to an outlier is
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Table 1. Cost matrix of a two classes classiﬁcation problem with ambiguity and outlier
reject option
actual class
+1 -1 O
+1 0 λFP λOP
-1 λFN 0 λON
Ra λRa λRa 0
Rd λRd λRd 0
an error, but it has no impact on the classiﬁer performance, this cost is therefore
set to zero. Most of reject classiﬁcation methods only consider the ambiguity
rejection. In this case the cost matrix in table 1 is reduced to its ﬁrst three rows
and ﬁrst two columns.
Classiﬁers with rejection involve two main approaches: plug-in and embed-
ded methods. The most popular approach consists to add a rejection rule to a
classiﬁer without rejection. These methods are called plug-in methods [1]. Two
thresholds tN and tP are deﬁned on the output of the classiﬁer f(x):
Ψ(x) =
⎧⎨⎩−1 if f(x) ≤ tN+1 if f(x) ≥ tP
R if tN < f(x) < tP
(1)
Chow has introduced the notion of abstaining classiﬁer and his deﬁnition of the
rejection region is based on the exact posterior probabilities [1]. The thresholds
deﬁning the optimal abstaining region are computed directly from the cost ma-
trix. In practice, the exact posterior probabilities are not available since the class
distribution is unknown. The Chow’s rule must thus be used with an estima-
tion of the posterior probabilities. To overcome the need for the exact posterior
probabilities, Tortorella has proposed a method where the abstaining region is
computed in selecting two points on the Receiver operating characteristic (ROC)
curve describing the performance of the classiﬁer[18]. The two points are identi-
ﬁed by their tangent on the ROC curve computed from the cost of rejection and
type of error. Note that, Santos-Pereira proved that both the Chow’s rule and
ROC rule are actually equivalent [15].
Unlike the plug-in methods, the embedded methods compute the rejection re-
gion during the learning process. It has been proved that in theory the embed-
ded methods give better classiﬁers than plug’in rule [3]. Fumera and Roli replace
the Hinge loss function of the SVM by a kind of step function where the steps
represent the cost of good classiﬁcation, rejection and miss-classiﬁcation [5]. The
main drawback of this approach is the diﬃculty of the optimization problem be-
cause of the non-convexity of the loss function. Since the natural loss function of
reject classiﬁcation is non-convex, Yuan and Wegkamp proposed to use a surro-
gate convex loss [22]. They show that these functions are inﬁnite sample consistent
(they share the sameminimizer) with the original loss function in some conditions.
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Grandvalet et al. have proposed to use a double Hinge loss function in a SVM that
has the advantage to be convex and linear piece-wise [6].
Dubuisson and Masson introduced the notion of outlier rejection [2]. They
deﬁned in a parametric case a threshold on the likelihood in order to reject
examples far from the centers of all classes. Landgrebe et al. studied the inter-
action between error rate, ambiguity and outlier rejection. They optimize the
thresholds of the classiﬁers in plotting the 3D ROC surface and computing the
volume under the surface [10].
3 Combination of Two One-Class Support Vector
Machines
3.1 Formal Description
Our method involve two interdependent one-class support vector machines, one
for each class. The aim of the one-class SVM is to construct the smallest region
capturing most of the training examples [16] and is deﬁned by the following
optimization problem:
minw,ρ,ξi
1
2
||w||2 − ρ+ 1
V N
N∑
i=1
ξi
subject to 〈w, xi〉 ≥ ρ− ξi
The hyperplan, deﬁned by w and ρ, separates the training examples from the
origin with maximum margin into the feature space. All examples x such that
f(x) = 〈w, φ(x)〉−ρ ≥ 0 are in the one-class SVM, if f(x) < 0 then x is out from
the one-class SVM. The slack variables ξi’s represent the empirical loss associated
with xi. V ∈ [0, 1] represents the rate of outliers and controls the trade-oﬀ
between the size of the one-class SVM and the number of training example
outside from the one-class SVM. Without any loss of generality, we consider
that the training set is labeled as follow: yi = +1 for i ∈ [1, p] and yi = −1
for i ∈ [p + 1, N ]. Moreover we assume that the cost of false positive and false
negative are equal λFP = λFN = λE , λON = λOP = λE and λRa = λRd = λR.
Our method, called CONSUM, is based on the combination of two inter-
dependent one-class SVM. The coupling of the one-class SVM allows a robust
estimation of the rejection regions. The intuition behind this model is illustrated
by the ﬁgure 1. It minimizes the following function:
L =
1
2
||w+||2 − ρ+ + 1
V+N+
p∑
i=0
ξi +
1
2
||w−||2 − ρ− + 1
V−N−
N∑
i=p+1
ηi
+
C
N
(
Cr
N∑
i=1
θi + Ce
N∑
i=1
εi
)
(2)
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subject to
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
〈w+, φ(xi)〉 ≥ ρ+ − ξi ∀i ∈ [1, p]
〈w−, φ(xi)〉 ≥ ρ− − ηi ∀i ∈ [p+ 1, N ]
yi〈w+ − w−, φ(xi)〉 ≥ ρ− θi ∀i ∈ [1, N ]
yi〈w+ − w−, φ(xi)〉 ≥ −ρ− εi ∀i ∈ [1, N ]
ξi ≥ 0, ηi ≥ 0, θi ≥ 0, εi ≥ 0
(3)
Fig. 1. The two one-class support vector machines classiﬁer CONSUM
Terms w+, and ρ+ deﬁne the one-class SVM of the positive class, the ξi are
the slack variables for the violation of the ﬁrst constraint related to positive
examples that are not in the positive one-class SVM. Terms w−, and ρ− deﬁne
the one-class SVM of the negative class, the ηi are the slack variables for the
violation of the second constraint related to negative examples that are not in
the negative one-class SVM. The θi are the slack variables of the third constraint
related to the examples in the ambiguity rejection region. The εiare the slack
variables of the third constraint related to miss-classiﬁcations. The interaction
between the two one-class SVM is gouverned by the third and fourth constraints,
they deﬁne a region around the separator 〈w+ −w−, xi〉 = 0. It is similar to the
margin region in a standard SVM, excepted that the size of margin (equal to
2ρ
||w+−w−|| ) is not maximized in our model. The margin size is independently
optimized by the parameter ρ. This region is an approximation of the ambiguity
rejection region, i.e. the intersection of the two one-class SVM.
The optimization problem is solved in dual form in introducing the Lagrangian
multipliers αi, γi, μi, α
′
i, γ
′
i, μ
′
i for i = 1..N . The Lagrangian function can be
write as:
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L =
1
2
||w+||2 − ρ1 + 1
V+N+
p∑
i=1
ξi +
1
2
||w−||2 − ρ0 + 1
V−N−
N∑
i=p+1
ηi
+
C
N
(
Cr
N∑
i=1
θi + Ce
N∑
i=1
i
)
−
p∑
i=1
αi(〈w+, φ(xi)〉 − ρ+ + ξi)−
N∑
i=p+1
αi(〈w−, φ(xi)〉 − ρ− + ηi)
−
N∑
i=1
γi(〈w+ − w−, φ(xi)〉yi − ρ+ θi)−
N∑
i=1
μi(〈w+ − w−, φ(xi)〉yi − ρ+ εi)
−
p∑
i=1
α′iξi −
N∑
i=p+1
α′iηi −
N∑
i=1
γ′iθi −
N∑
i=1
μ′iεi
This function is maximized with respect to the Lagrange multiplier and mini-
mized with the respect to primal variables: maxαi,γi,μiminw+,w−,ρ+,ρ−,ρ,ξ,η,θ,εL.
Setting the derivatives of L with the respect to the primal variables equal to
zero, one yields:
w+ =
p∑
i=1
αixi +
N∑
i=1
γixiyi +
N∑
i=1
μixiyi (4)
w− =
N∑
i=p+1
αixi −
N∑
i=1
γixiyi −
N∑
i=1
μixiyi (5)
p∑
i=1
αi = 1;
N∑
i=p+1
αi = 1;
N∑
i=1
γi −
N∑
i=1
μi = 0 (6)
0 ≤ αi ≤ 1
V+N+
∀i ∈ [1, p] ; 0 ≤ αi ≤ 1
V−N−
∀i ∈ [p+ 1, N ] (7)
0 ≤ γi ≤ CCr
N
; 0 ≤ μi ≤ CCe
N
(8)
Substituting (4)-(8) into L and denoting K ′ij = yiyjKij leads to the dual
problem that is a quadratic programming problem:
minαi,γi,μi
1
2
p∑
i,j=1
αiαjK
′
ij +
1
2
N∑
i,j=p+1
αiαjK
′
ij +
N∑
i,j=0
γiγjK
′
ij +
N∑
i,j=0
μiμjK
′
ij
+
N∑
i,j=0
αiγjK
′
ij +
N∑
i,j=0
αiμjK
′
ij + 2
N∑
i,j=0
γiμjK
′
ij (9)
subject to the constraints (6) (7) and (8)
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The classiﬁer is deﬁned by the following decision functions:
f+(xj) = 〈w+, xj〉 − ρ+ =
p∑
i=1
αiKij +
N∑
i=0
γiKijyi +
N∑
i=0
μiKijyi − ρ+ (10)
f−(xj) = 〈w−, xj〉 − ρ− =
N∑
i=p+1
αiKij −
N∑
i=0
γiKijyi −
N∑
i=0
μiKijyi − ρ− (11)
f+(xj) returns a positive value if the example xj is contained in the positive
one-class SVM and negative value otherwise. If f+(xj) = 0, then xj is on the
one-class SVM boundary and we have 0 < αj <
1
V+N+
. This kind of example is
exploited in order to recover ρ+, since xj satisﬁes ρ+ = 〈w+, xj〉. ρ− is computed
in the same way. The ﬁnal decision of CONSUM is based on the two decision
functions.
Ψ(x) =
⎧⎪⎪⎨⎪⎪⎩
+1 if f+(x) > 0 ∧ f−(x) ≤ 0
−1 if f+(x) ≤ 0 ∧ f−(x) > 0
Ra if f+(x) > 0 ∧ f−(x) > 0
Rd if f+(x) ≤ 0 ∧ f−(x) ≤ 0
(12)
Our model critically depends on the choice of the hyper-parameters V+, V−,
C, Cr and Ce. V+ and V− control the rate of outliers in the training set. By
default we consider that the training set contains no outliers. We want these
parameters low, we set them to V+ = V− = 0.05. V+ and V− are not set to zero
because it would overconstraints the general formulation (2-3). Cr and Ce control
the trade-oﬀ between the ambiguity rejection and the error rate. The optimal
trade-oﬀ is given by λE and λR. In our model the loss of an ambiguity rejected
example is CCrθi and the loss of an error is C(Crθi + Ceεi). We want that Ce,
Cr respect the ratio between the error and rejection costs
Cr+Ce
Cr
= λEλR and be
normalized such that Cr+Ce = 1. That leads to Cr =
λR
λE
and Ce =
λE−λR
λE
. The
parameters C controls the importance of the error and ambiguity rejection loss,
it plays the same role as the C in the usual SVM model. This parameter will be
optimized during the model ﬁtting in an inner cross-validation procedure.
3.2 Optimization Algorithm
Our model is formulated as a quadratic programming problem with linear con-
straints (9). Several approaches are available to solve this type of problems. We
propose a modiﬁed version of the sequential minimal optimization (SMO) algo-
rithm that was originally developed for SVM training [14], a version for one-class
SVM has also been proposed [16]. It has the advantage to have a lower complex-
ity than the other methods and does not need to keep the whole Gram matrix
in memory. It is therefore adapted to large datasets. The principle of SMO is to
divide the original optimization problem into several optimization tasks of the
smallest size. In our case the smallest size is two, we have to optimize over pairs of
multipliers. According to the contraints (6), (7) and (8), there are three diﬀerent
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types of multiplier pairs {(αu, αv)/u, v ∈ [1, p]])}, {(αu, αv)/u, v ∈ [p + 1, N ]}
and all pairs form from the γ and μ. Note that this last types of pairs can
divided into three subtypes {(γu, γv)}, {(μu, μv)} and {(γu, μv)}. The optimiza-
tion algorithm consists to select a pair of multipliers and optimize only these
two multipliers; this process is iterated until a stopping criterion.
Initialization. The multipliers can be initialized with any values, the only
conditions is that they respect the constraints (7-8). At the beginning of our
algorithm, the αi’s for i ∈ [1, p] are initialized to 1N+ , the αi’s for i ∈ [p+ 1, N ]
are initialized to 1N− and the γi’s and μi’s are initialized to
1
N .
Stopping Criterion. The optimization algorithm is stopped when the gain
of loss is null. However, in our algorithm we have to use a nonzero accuracy
tolerance such that two values are considered equal if they diﬀer by less than e.
In practice the procedure is stopped at the iteration t when Lt − Lt−1 < e. In
our experiments e = 0.0001
Multipliers Pair Optimization Step. Our algorithm is a succession of mul-
tiplier pair optimization tasks. Suppose that at a given iteration, the pair of
multipliers γu and γv is selected to be optimized. All others multipliers are con-
sidered as constants during this task. From the constraint (6) we have γu+γv =∑N
i=u,v γi −
∑N
i=0 μi = D. The quadratic problem (9) is written in function on
γu and γv :
L = γ2iK
′
uu + γ
2
jK
′
vv + 2γiγjK
′
uv + 2γuGu + 2γvGv +G+ γuA
+
u + γvA
+
v +A
+
+ γuA
−
u + γvA
−
v +A
− + 2γuMu + 2γvMv + 2M − γu − γv +X
A+x =
p∑
i=1
αiK
′
ix A
+ =
p∑
i=1
j =u,v
αiγjK
′
ij A
−
x =
N∑
i=p+1
αiK
′
ix A
+ =
N∑
i=p+1
j =u,v
αiγjK
′
ij
Gx =
∑
i=x
γiK
′
ix G =
∑
i,j =u,v
γuγvK
′
i,j Mx =
∑
i=x
μiK
′
ix M =
∑
i,j =u,v
μuμvK
′
i,j
X =
1
2
p∑
i,j=1
αiαjK
′
ij +
1
2
N∑
i,j=p+1
αiαjK
′
ij +
N∑
i,j=1
αiμjK
′
ij +
N∑
i,j=1
μiμjK
′
ij +
N∑
i=1
μi
Note that A+x , A
+, A−x , A−, Gx, G, Mx, M , X are constants in this step.
In using γu = D − γv, L in expressed only in function on γv and compute its
derivative:
∂L
∂γv
= 2(γv −D)K ′uu + 2(D − 2γv)K ′uv + 2γvK ′vv +A+v yv −A+u yu
+ A−u yu −A−v yv + 2Gvyv − 2Guyu + 2Mvyv − 2Muyu
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Setting the derivative to zero leads the optimal value of γv:
γnewv =
2D(Kuu −Kuv) +A+u −A+v +A−u −A−v + 2Gu − 2Gv + 2Mu − 2Mv
2(Kuu +Kvv − 2KuvYuv)
It is simpler to rewrite this equation in introducing the decision functions f+
and f− :
γnewu = γu −Δ , γnewv = γv +Δ
Δ =
yv(f−(xv)− f+(xv)) + yu(f+(xu)− f+(xu))
2(Kuu +Kvv − 2KuvYuv)
Let recall that the multipliers γi are still subject to the constraint (8). If γ
new
u
or γnewv is outside from the interval [0,
CCr
N ], the constraint optimum is found by
projecting it into the bound of the allowed interval, then Δ, γnewu and γ
new
v are
recomputed. One the multiplier pair has been optimized, the decision functions
should be recomputed. However it is not necessary to use the formulas (10-11),
for saving computing resources we can updated them by:
fnew+ (xi) = f+(xi) + δ+ with δ+ = Δ(Kuiyu −Kviyv)
fnew− (xi) = f+(xi) + δ− with δ− = Δ(Kviyv −Kuiyu)
This procedure is repeated at each iteration, however the formulas diﬀers
slightly in function on the type of multiplier pairs. The table 2 gives the formulas
of Δ,δ+ and δ− for each type of pair.
Table 2. Δ, δ+ and δ− used in the diﬀerent cases of pair optimization tasks
pairs Δ δ+ δ−
αu,αv u,v∈[1,p]
f+(xu)−f+(xv)
Ku+Kvv−2KuvYuv Δ(Kvi −Kui) 0
αu,αv u,v∈[p+1,N]
f−(xu)−f−(xv)
Kuu+Kvv−2KuvYuv 0 Δ(Kvi −Kui)
γu,γv
yv(f−(xv)−f+(xv))+yu(f+(xu)−f−(xu))
2(Kuu+Kvv−2KuvYuv) Δ(Kviyv −Kuiyu) Δ(Kuiyu −Kviyv)
μu,μv
yv(f−(xv)−f+(xv))+yu(f+(xu)−f−(xu))
2(Kuu+Kvv−2KuvYuv) Δ(Kviyv −Kuiyu) Δ(Kuiyu −Kviyv)
γu,μv
yu(f−(xu)−f+(xu))+yv(f−(xv)−f+(xv))
2(Kuu+Kvv+2KuvYuv)
Δ(Kuiyu +Kviyv) -Δ(Kuiyu +Kviyv)
Selection of the Multiplier Pairs. At each iteration a multiplier pair is
selected to be optimized. The pair selection could be random but an intelligent
selection procedure allows to speed up the optimization process. There are three
diﬀerent types of pair, each of these pair types will be handled successively. Let’s
focus on the optimization of the ﬁrst type of pair, i.e. {(αu, αv)/u, v ∈ [1, p])}.
We randomly select a positive example xu that does not respect the following
condition : ⎧⎨⎩
if αu = 0 then f+(xu) > ρ+
if 0 < αu <
1
V+N+
then f+(xu) = ρ+
if αu =
1
V+N+
then f+(xu) < ρ+
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If all positive examples respect this condition, xu is randomly selected among
the positive examples. This condition is checked in using the nonzero accuracy
tolerance introduced in the section 4.2. The second multipliers αv is the one
maximizing the numerator of Δ i.e. v = argmaxi∈⊕|f+(xu) − f+(xi)|. Then
the values of αu, αv, ρ+ and f+(xi) are updated. The idea is to select a pair
that will produce a large change (large Δ) in the values of αu and αv. Only the
numerator of Δ is computed for the pair selection because it is very fast since
we already have the value f+(xu) and f+(xv). If we use the real value of Δ,
the denominator have to be computed which would be much more slower. Other
pairs of the same type {(αu, αv)/u, v ∈ ⊕)} are selected and optimized until the
gain of loss becomes small i.e. Lt − Lt−1 < 10e. Then the same optimization
procedure is run on the two other types of pair. The whole procedure is iterated
until the stopping criterion is reached.
4 Experimental Validation
4.1 Experiment Settings
The goal of the experiments is to investigate the sensitivity of CONSUM with
respect to the hyper-pameters and to compare its performance to the state of the
art. There exist very few methods that construct classiﬁers with both ambiguity
and outlier rejection. Since our method is based on the combination of one-class
SVM, we tested the association of two one-class SVM (2OSVM), this approach
has been proposed in [17]. A one-class SVM is independently constructed for
each class and the decision rule is the same than in Eq.(12). The second method
tested is the support vector machine with the ambiguity rejection computed by
the Chow rule. The construction of the outlier rejection is more problematic
since it has been very few studied in the literature. The best way to have a
fair comparison with CONSUM is to base the outlier rejection on a one-class
SVM. A one-class SVM is computed on all training examples (both positive and
negative class), each example outside from the one-class SVM will considered
as an outlier1. In our experiments the diﬀerent methods use a Gaussian kernel
whose variance σ is determined in an inner cross-validation loop. The costs of
miss-classiﬁcation and rejection are set to λE = 4 and λR = 1
We did experiments on artiﬁcial datasets in order to show the behavior of
the diﬀerent methods and analyze the impact of parameters of our approach.
The artiﬁcial data are generated from Gaussian distributions with independent
1 Note that since the Chow rule computes two thresholds on the classiﬁer output to
deﬁne the ambiguity rejection (Eq.(1)), some researchers have proposed to add two
other thresholds to deﬁne the outlier rejection. These thresholds TN , TP are at the
extremes of the classiﬁer output, all examples that are not in the interval [TN , TP ]
are considered as outliers. We think that this approach is not good and specially with
Gaussian kernel. Indeed, the higher values will be obtained by examples that are in
the center of the distribution of positive class and have the highest probabilities to
belong to the positive class. It is therefore not correct to consider these examples as
outlier rejections.
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SVM 2OSVM CONSUM
Fig. 2. Classiﬁers constructed on the artiﬁcial dataset with the diﬀerent methods.
The green, blue, black and gray region represents respectively the positive, negative,
ambiguity rejection and outlier rejection region. The triangles and crosses represent
respectively the positive and negatives examples of the training set.
variables. To simulate the presence of outliers, we add to the test set examples
of a third class whose the distribution is uniform on the input space. Some
experiments are based on 2-dimension data in order to support visualization of
the classiﬁers.
4.2 Sensitivity Analysis
The ﬁgure 2 shows the classiﬁers obtained with the diﬀerent methods on the arti-
ﬁcial problem. The green, blue, black and gray region represents respectively the
positive, negative, ambiguity and outlier rejection region. We see that CONSUM
ﬁts the ambiguity and outlier rejection regions better than the other methods.
The diﬀerence between the methods can be mainly seen in the shape of the am-
biguity rejection. The ambiguity rejection region of SVM is spread around the
boundary of the non-reject SVM. The ambiguity region of 2OSVM and CON-
SUM contains only region where positive and negative examples are mixed. The
diﬀerence between 2OSVM and CONSUM is the size of the ambiguity rejection.
The ambiguity region of CONSUM is larger and less regular. In 2OSVM, the two
one-class SVM are independent, there is no way to control the trade-oﬀ between
error and ambiguity rejection. In CONSUM, this trade-oﬀ is controlled by the
parameters CE , CR and the constraints (3), it has more degree of fredoom than
2OSVM. The fact that the size of ambiguity region is large in CONSUM comes
from the missclassiﬁcation cost that is much higher than the rejection cost in
our simulation.
One of the crucial points of classiﬁcation with reject option is the control of the
trade-oﬀ between the error rate and the rejection rate. In our model, this is done
by ρ+ and ρ−. We investigate the behavior of the error rate, ambiguity rejection
rate and outlier rejection rate in function on these thresholds. A CONSUM
classiﬁer has been constructed on artiﬁcial data, we vary the value of ρ+ and
ρ− from 0 to max{f+(xi), f−(xi)|i = 1..N} and observe the impact of the error
rate, ambiguity and outlier rejection in the ﬁgure 3. The ambiguity rejection is
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Fig. 3. Evolution of the rate of error, ambiguity rejection and outlier rejection in
function of the thresholds ρ+ and ρ− of the CONSUM classiﬁer
A B
Fig. 4. A: Trade-oﬀ between error and rejection rate of the diﬀerent methods. B: Clas-
siﬁcation cost in function on the parameter C of SVM and CONSUM (There is no
parameter C in 2OSVM).
decreasing with ρ+ and ρ−, on the opposite the outlier rejection is increasing
with ρ+ and ρ−. The error rate is null when ρ+ = ρ− = 0, this corresponds
to the trivial case where all points are outlier rejected, there is therefore no
missclassiﬁcation. On the opposite when both ρ+ and ρ− reach their maximum,
the two classes greatly overlap, there are few missclassiﬁcations. When ρ+ is
maximum and ρ− is null, the positive class dominates the negative class. All non-
rejected negative examples are false positive, the error rate is therefore very high.
We have the same thing when ρ− is maximum and ρ+ is null. This simulation
illustrates the relation between the error rate and the diﬀerent types of rejection
of our model.
When the cost matrix of the classiﬁcation problem is not known, the most
convenient method to compare several classiﬁers with reject option is to plot
their error-rejection curve (ERC). The ERC gives the error of a classiﬁer in
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function the rejection rate (both ambiguity and outlier). When we consider both
ambiguity and outlier rejection, several diﬀerent classiﬁers and rejection regions
may give the same rejection rate. For a given rejection rate, there are generally
several error rates. If we test all values of ρ+ and ρ−, the performances of the
classiﬁer are illustrated by a scatter plot in the error-rejection space. If we keep
only the lowest error for each rejection rate value, the performance of the clas-
siﬁer is represented by a curve. It is the Pareto front of the scatter plot. These
curves(ERC) can be used to compare the performance of diﬀerent classiﬁers.
The ﬁgure 4A gives the ERC of the SVM, 2OSVM and CONSUM classiﬁers on
artiﬁcial data. For reject.rate≥0.1 CONSUM is the best classiﬁer and reaches
error.rate=0 for reject.rate=0.6. 2OSVM is never competitive, it reaches the
performance for SVM for reject.rate≥0.45 and the performance of CONSUM for
reject.rate≥0.75. Notes that CONSUM has no points for reject.rate=0 because
the model does not return empty rejection regions whatever the values of ρ+
and ρ−. In theory it is possible to reach reject.rate=0 if both all test points are
in one of the one-class SVM and there is no overlap between the two one-class
SVM. In practice this case is very rare.
In the next experiments we compare the performances of the classiﬁers in
computing their classiﬁcation cost on a test set of size Nts. Let’s I(x) = 1 if x
is true, 0 otherwise; the classiﬁer cost is deﬁned by:
cost(Ψ) =
1
Nts
Nts∑
i=1
λEI (Ψ(xi) = Ra ∨Rd) I (Ψ(xi) = yi)+λRI (Ψ(xi)=Ra ∨Rd)
The ﬁgure 4B gives the classiﬁcation cost of SVM and CONSUM in function
on their hyper-parameter C. The role of C is similar in the SVM and CONSUM
classiﬁer. In SVM this parameter controls the trade-oﬀ between the maximiza-
tion of the margin and the good classiﬁcation of the examples. In CONSUM, it
controls the trade-oﬀ between the optimization of the two one-class SVM and the
constraints on the miss-classiﬁcations and rejections of the training examples.
We see that the curves of SVM and CONSUM has a similar shape, they reach
their minimum around 0.5 < C < 1. At their optimal parameter, CONSUM
gives better results than SVM. In our next experiments, the parameters C is
determined by an inner cross-validation procedure.
4.3 Comparative Study
We made some experiments on real data with three diﬀerent rejection scenarios.
We used six datasets from the UCI repository. The table 3 shows the classiﬁca-
tion cost of the diﬀerent methods on the six datasets. The ﬁrst scenario is the
classiﬁcation with no rejection. We use the usual SVM, for 2OSVM and CON-
SUM a class is assigned to an example according to 〈w+ − w−;xi〉. Results are
in the ﬁrst three columns of the table 3. The best results are obtains mainly by
the SVM. However CONSUM obtains good results, its performances are close
to the SVM. In the second scenario, only ambiguity rejection is considered. The
Chow rule is added to the SVM, for 2OSVM and CONSUM the outlier rejection
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Table 3. Classiﬁcation cost on artiﬁcial and real data experiments. The best results
are in bold.
no reject ambiguity reject amb.& outlier reject
datasets dimension SVM 2OSVM CONSUM SVM 2OSVM CONSUM SVM 2OSVM CONSUM
Artif. 2000×50 1.209 1.454 1.411 0.997 1.169 1.093 0.939 0.933 0.884
Artif. 2000×100 0.930 1.092 0.919 0.744 0.826 0.756 0.778 0.843 0.750
wdbc 569×30 0.325 0.410 0.312 0.307 0.279 0.194 0.325 0.508 0.194
spam 4601×57 0.262 0.268 0.309 0.115 0.212 0.061 0.248 0.294 0.152
madelon 2000×500 1.302 0.1430 1.332 1.100 1.283 1.017 0.967 0.953 0.919
pop 540×18 0.261 0.284 0.272 0.250 0.250 0.238 0.355 0.403 0.351
transfusion 748×4 0.946 1.002 0.926 0.801 0.964 0.902 0.839 0.959 0.851
bank 1374×4 0.066 0.080 0.092 0.051 0.074 0.061 0.208 0.179 0.182
region is not used. Results are given in the three middle columns. CONSUM has
the best performance for four datasets and SVM for two datasets. In the last
scenario, we consider both ambiguity and outlier rejection, outliers are added to
the test set as in the artiﬁcial dataset. A one-class SVM is added to the SVM,
2OSVM and CONSUM are used normally. Results are in the three last columns.
These last results are the most important since the scenario represents the prac-
tical cases. We see that CONSUM obtains the best performances. The results
show that our method gives both a reliable representation of the two classes by
one-class SVM and a good trade-oﬀ between the rejection and the error rate. It
is interesting to note that when there is no rejection, SVM is much better than
the other classiﬁers. When the rejection rate is signiﬁcant CONSUM becomes
better than SVM. These results conﬁrms the conclusion of [3] the best classiﬁer
with rejection option is not the best classiﬁer without rejection on which a re-
jection rule is added. Note also when we compare the ”no reject” scenario to the
two others, we conclude that the use of a rejection option improve greatly the
performance of the classiﬁer whatever the method used.
5 Conclusion
We have introduced a new approach for classiﬁcation with rejection option CON-
SUM that constructs simultaneously both the outlier and ambiguity rejection
regions. The outlier rejection is generally ignored in the state of the art, but it
is essential when the test set contains outliers, that is common in real applica-
tions. We showed that CONSUM can be viewed as a quadratic programming
problem and we proposed an optimization algorithm adapted for large datasets.
The results showed that our method improves the performance of classiﬁcation.
In this paper we assumed that the cost of false positive and false negative are
equal (λFN = λFP ) and the cost of positive rejection and negative rejection are
equal. If the classiﬁcation problem is cost sensitive or unbalanced, we may want
to assigned diﬀerent costs to the two classes. In this case we introduce diﬀerent
costs for the ambiguity rejection (λRNa = λRPa) and for the outlier rejection
(λRNd = λRPd). The rejection constraints of the minimization problem (3) are
split into constraints for positive examples and constraints for negative examples.
Diﬀerent penalties are assigned to the loss of each classes. The minimization
problem can still be solved by the optimization algorithm presented in section
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4. The only diﬀerence is that the multipliers γ and μ of positive and negative
examples have to be optimized separately as with the α.
Our future works should focus on the multi-class problem. We can easily deﬁne
a one-class SVM for each class but the constraints for the miss-classiﬁcations and
ambiguity rejection are deﬁned only for binary problems. The number of hyper-
parameters is the main challenges since it increase quadratically with the number
of classes. Several methods has been proposed to solve the problem of multi-class
SVM [21]. They could be a source of inspiration in order to propose a multi-class
version of CONSUM.
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