We extend the theoretical study of a recently proposed nonparametric clustering algorithm called Adaptive Weights Clustering (AWC) Efimov, Adamyan and Spokoiny (2019). In particular, we are interested in the case of high-dimensional data lying in the vicinity of a lower-dimensional non-linear submanifold with positive reach. After a slight adjustment and under rather general assumptions for the cluster structure, the algorithm turns out to be nearly optimal in detecting local inhomogeneities, while aggregating homogeneous data with a high probability. We also adress the problem of parameter tuning.
Introduction

Manifold Clustering
Clustering methods seek to partition data such that elements are more similar to elements in the same cluster than to elements in different clusters. The lack of a unified definition has lead to a range of algrithms with different objections. The oldest and probably bestknown procedures are centroid-based methods such like k-means Steinhaus (1956) . Other well-known approaches are density-based methods like DBSCAN Ester et al. (1996) or spectral methods Ng, Jordan and Weiss (2001) . For a comprehensive survey of clustering methods, we refere to Xu and Tian (2015) . In this paper, we study a nonparametric clustering algorithm proposed by K. Efimov, L. Adamyan and V. Spokoiny Efimov, Adamyan and Spokoiny (2019) called Adaptive Weights Clustering (AWC). It is called adaptive as it does not require the user to specify the number of clusters, and it is able to recover clusters of different size, level of density and shape, including non-convex clusters. The cluster structure of the data is represented by an adjacency matrix containing binary entries, so called weights, hence the name. Informally speaking, the objective of the algorithm is to find maximal subsets of the data without any significant gap, that is a region within the cluster adjoining two areas in opposite direction of relatively larger density.
This novel objective is in fact the reason for the high adaptivity of AWC to clusters with very different structural properties. This paper focuses on a theoretical study of the algorithm, as Efimov, Adamyan and Spokoiny (2019) provide a comprehensive numberical study. In particular, we want to adress the challenges that arise from high-dimensional data that does not concentrate on lower-dimensional subspaces and where the PCA analysis does not yield a significant spectral gap. We are therefore interested in the case of high-dimensional data lying close to a lower-dimensional submanifold M. It has been shown that this is a realistic model for various data, e.g. for images which are represented in a patch space Peyré (2009) ; Osher, Shi and Zhu (2017) and a wide range of algorithms have been proposed to deal with the problem of non-linear dimension reduction Yin (2007) , e.g. multidimensional scaling (MDS), kernal PCA, Isomap, Laplacian eigenmaps, self-organizing maps (SOM), locally-linear embeddings and autoencoders Rumelhart, Hinton and Williams (1986) . In this work, we will not rely on any of these techniques, however we recommend to use a manifold denoising algorithm in practive such as Puchkin and Spokoiny (2019) as an additional preprocessing step in order to reduce the magnitude of the noise.
Although manifold models are considered to be realistic, we have strong assumptions on the data, most importantly we assume it lies on a manifold without boundary and positive reach up to bounded noise. Practical experiments suggest that these assumptions The reach of a manifold can be either attained by the curvature radius of a geodesic (left) or the distance to a bottleneck (right) are not necessary. Rather, the limiting factor in practice seems to be the polynomial complexity that does not allow for so-called big data.
Submanifolds with positive reach
As regularity condition for the manifod we assume a positive reach, see Definition 1.
Definition 1. For > 0 and a set S ⊂ R D , let us denote the -offset of S by S := ∪ x∈S B(x, ). Then reach(S) := sup{r ≥ 0 : ∀y ∈ S r ∃!x ∈ S nearest to y}.
Originially introduced by Federer (1959), a positive reach reach has proven to be a widely used minimal condition in geometric and topological inference Boissonnat, Chazal and Yvinec (2018) . If a set has a positive reach 1 κ , it is also 1 κ -convex and one can freely roll a ball of radius r < 1 κ around it Cuevas, Fraiman and Pateiro-López (2012) . The reach provides information about the local and the global structure of the manifold at the same time Aamari et al. (2019) : Any unit speed geodesic of a compact smooth submanifold M without boundary with reach(M) ≥ 1 κ > 0 has a curvature bounded by κ and also any so-called bottleneck, i.e. a point on the manifold that has two distinct projections onto the manifold in exactly opposite directions, has a distance of at most 1 κ to M. More precisely, it can be shown that the reach is either attained by the curvature of a unit speed geodesic or is equal to the distance of a bottleneck to the manifold. See Figure 1 for a visualization. Moreoever, M has a local Lipschitz continuous parametrization in terms of the tangent plane, see Lemma 4. We exploit this property, using that any L-Lipschitz function changes the d-dimensional Lebesgue volume at most by a factor L d , see Lemma 3. For a survey on sets with positive reach see Thäle (2008) . 
AWC revisited
The key ingredient of the AWC procedure is a so called test of no gap, which is based on a likelihood ratio test for local homogeneity Polzehl and Spokoiny (2006) . Given a sequence of radii 0 < h 0 < · · · < h K in addition to our data X 1 , . . . , X n ∈ R D and using the test of no gap, the algorithm successively screens subsets of increasing diameters.
Using information from previous steps, AWC defines at each step k around each point
that is supposed to be a maximal subset of the data in a vicinity of the given radius h k satisfying the no gap objective.
In the following, let us explain the main idea of the algorithm more formally. An exact description is given in Algorithm 1. By · we denote the euclidean norm, λ denotes the D-dimensional Lebesgue measure and B(·, ·) is the usual notation for a closed euclidean Ball in R D with given center and radius. Suppose our data X 1 , . . . , X n ∈ R D is sampled indepently from a common probablity distribution P. Using regular conditional distributions, let us treat X i and X j as deterministic for some i = j. From a given
.
In case of our distribution beeing uniform on a neighborhood of B(X i , h k ) ∪ B(X j , h k ), or more generally, having a linear density, the gap coefficient coincides with the so-called volume coefficient
In Figure 2 , we visualize the relationship between those two quantities.. The idea of a significant gap is formalized using a likelihood-ratio test of the null hypothesis
against the alternative Suppose we are given binary weights w (k−1) ij = 1( X i − X j ≤ h k−1 ) and let us denote the local cluster around X i of radius h k−1 by C
Then the corresponding test statistic can be writte as
where
denotes the empirical mass of the union, K(α, β) denotes the Kullback-Leibler divergence of two Bernoulli variables with means α and β and
is a plug-in estimator for the gap coefficient. In the AWC algorithm, the assumption of the weights being of the non-adaptive form w (k−1) ij = 1( X i − X j ≤ h k−1 ) will only be guaranteed for the first step, as the weights are successively updated as
for some parameter λ ∈ R. That is, the so called test of no gap given in (1) that is used in the procedure does not necessarily coincide with the likelihood-ratio test, complicating the theoretical study. However, the successive updates of the weights allow the weights to carry information from all previous steps and enable the algorithm the algorithm to detect gaps at any scale, in particular at a signicantly smaller scale than the size of the final clusters.
The ouput of the algorithm will be a weight matrix w
. Experiments have shown this matrix to carry relevant information about the cluster structure of the data.
However, there is no theoretical guarantee, that these weights actually describe the edge disjoint union of fully connected graphs. Adding to the remark at the end of the last paragraph, the lack of a well-defined cluster objective of AWC can be seen as a disatvantage from a theoretical point of view. But from a practical point of view, it allows the algorithm to adapt well to a very inhomogeneous and unknown cluster structure. Currently, there is a significant gap between practical and theoretical results on AWC.
Experiments have shown the algorithm to deliver a state-of-the-art performance on a Finite sample guarantees on the propagation effect are only given at a local scale under the assumption of homogeneity due to the lack of results concerning the propagation at the boundaries of the clusters. A result about consistent separation is stated for the special case of i.i.d. data X 1 , . . . , X n from a piecewise constant density supported on three neighboring regions of equal cylindric shape. A sufficient condition that allows consistency is that the density is smaller by a factor (1 − n ) on the middle cylinder than on the other two and that n 2 n (log n) -1 is large enough. It turns out that this rate is optimal up to the logarithmic factor, more precisely it is impossible for any algorithm to achieve consistent separation if n 2 n ∞. It has also been shown, that AWC adapts assymptotically to a linear submanifold structure of the data in the data if the intrinsic dimension is known. However, specific conditions on the size of the considered deviation from the linear manifold are missing. Moreover, the procedure requires a crucial tuning parameter λ. This parameter has to grow logarithmically in the data size n to ensure both propagation and separation. Unfortunatly, these results do not indicate how to scale λ, as no finite sample guarantee is given for the separation case.
In this paper, we will significantly improve the current theory for AWC, and also solving some of the open problems mentioned above. First of all we will consider distributions supported in a vicinity of closed non-linear submanifolds. In addition to generalizing the previous results to this setup, we will give finite sample guarantees both for propagation and separation and propose a theoretically justified choice for λ. We will derive those results under rather general assumptions on the structure of the clusters. Some open problems remain: Most importantly we will neither discuss the behaviour of the algorithm after the detection of the first gap nor will we discuss results at a non-local scale.
Algorithm 1 Adaptive Weights Clustering (AWC) 1: input: data X1, . . . , Xn ∈ R D , a sequence of bandwidths 0 < h0 < · · · < hK and a threshold λ ∈ R for the likelihood-ratio test 2: initialize the weights w
compute the empirical mass of the union
compute the estimation of the gap coefficient
2. Theoretical results
Inequalities for the gap coefficient
When the dimension of the data is too large, the curse of dimensionality will cause the AWC procedure to fail. That is why we want to study the case where our data is locally lying approximately on a linear subspace. We start by studying the relationship between two central quantities of the algorithm. The first is the so-called gap coefficient
where P is a probability measure on R D underlying our data, r > 0 is a bandwidth parameter that increases subsequently by a factor b ∈ (1, 2) during the procedure and
The purpose of this quotient is to measure whether there is a siqnificant gap in the data between M 1 and M 2 , e.g. a region with a lower density, by comparing it to the volume
and is given by Efimov, Adamyan and Spokoiny (2019)
where B(·, ·, ·) denotes the incomplete beta function and B(·, ·) = B(1, ·, ·) denotes the beta function. As the dimension D increases, the volume coefficient decreases approximately exponentially in D as stated in the following Lemma. This demonstrates the curse of dimensionality, as we need at least an exponential growth in the data size w.r.t. the data dimension to guarantee a reasonable estimation of the gap coefficient, which is a necessity for the AWC algorithm.
Lemma 1. For 0 ≤ s < 2, we have
By considering locally homogeneous data lying close to a lower-dimensional submanifold of dimension d, we show in the second Lemma that the gap coefficient essentially behaves locally as for homogeneous data on a linear subspace of the same dimension. We will use this in the following to prove theoretical guarantees for the AWC procedure. Let us start by listing all the assumptions on the distribution P and the tuning parameters of the algorithm that we need -these are mainly a lower bound for the reach of the manifold on which the data is concentrated, an upper bound for size of the additional noise in terms of the size of the considered vicinity and an upper bound for the radius of the considered vacinity in terms of the reach.
Assumptions A(r 0 , r 1 ):
• P is the probablity distribution of a random variable of the form X + ξ, where X is uniformly distributed on a manifold M and and ξ ≤ r ξ
Note that the upper bound for b is is not a very restrictive assumption. The complexity of the AWC algorithm with respect to b is O 1 log b , so as long as b is bounded away from 1, e.g. as long as b > 3 2 , this does not change the overall complexity.
Lemma 2. Suppose assumptions A(r, r) are satisfied and M 1 , M 2 are two points in the support of P whose distance is at most br. Then and Spokoiny (2019), we can preprocess our data in order to reduce noise and expect the second factor to be irrelevant. Thus it might also be reasonable to study a setup without noise as in the following trivial Corollary.
Corollary 1. Suppose r ξ = 0 in addition to the assumptions of Lemma 2. Then
Recall that the main Idea of the AWC algorithm is to distinguish a homogeneous area from a gap between two clusters by estimating and comparing the gap coefficient with the volume coefficient. However, due to the non-linear manifold structure as well as the noise, we cannot establish a strict inequality between the two quantities even for the uniform case. Nevertheless, Lemma 2 guarantees a strict inequality for the homogeneous case if we adjust the volume coefficient by a factor (1 + ε M ) −1 (1 + ε ξ ) −1 . Consequently, we will adjust the proposed test of the AWC procedure to
by considering an adjusted volume coefficient
Note that in practice, the parameters d, 1 κ and r ξ are unknown. We refere to Kim, Rinaldo and Wasserman (2016) for an overview of procedures dedicated to estimate the intrinsic dimension. The estimation of the noise is related to the estimation of the manifold and is particularly related to the problem of recovering the projections of the data onto the manifold, see Puchkin and Spokoiny (2019) . The estimation of the reach has been studied in Aamari et al. (2019) . However, the effect of the reach is locally small and can be ignored. Similarly, using a manifold denoising algorithm, we can assume the effect of the noise to be insignificant. In contrast, the estimation of the dimension is crucial and cannot be ignored.
Propagation in the uniform case
In the following, we generalize the results from Efimov, Adamyan and Spokoiny (2019) to our considered setup. As expected, the adjusted AWC algorithm consistently propagates homogenous areas of our data: If the threshold λ of or likelihood-ratio test is of the form C log n, then the accuracy in estimating the weights of the adjacency matrix is of order
Theorem 1. Suppose assumptions A(h k−1 , h k−1 ) hold and X 1 , X 2 , . . . , X n i.i.d. ∼ P. We assume that the AWC algorithm did not detect any gaps in the previous step. If we choose the threshold λ = C log n for some C > 0, then
Corollary 2. Suppose assumptions A(h 0 , h K ) hold and X 1 , X 2 , . . . , X n i.i.d. ∼ P. If K < n and we choose the threshold λ = C log n for C > 3, then
Separation in the gap case
For the case of a significant gap in the data, we can also generalize the results of Efimov, Adamyan and Spokoiny (2019) to the manifold setup and show that we consistently separate the data achieving nearly rate-optimality. In addition, we give a finite sample guarantee. Together with the previous results for the homogeneous case this yields a first theoretically justified proposal to choose the parameter λ. Moreover, we do not only generalize from a linear to a smooth subspace structure of our data, but also significantly generalize the definition of the considered clusters.
Assumptions B(r):
• Suppose assumptions A(r, r) hold except that X does not need to be uniformly distributed on the considered manifold M, but follows some Lebesgue density f whose support is a subset of M • C 1 , . . . , C k , are disjoint subsets of M • Spatial separation of clusters is ensured by
• Similarly as in Rigollet (2007) , we assume a thickness condition on each cluster:
We assume there is a constant f 0 > 0 s.t. for any x ∈ C i and r < r we have
• Separation of clusters is also ensured by a significant depth of the gap:
• The sample size n has to be large enough, i.e. n log n ≥ 2β z 2 k for z k := P(B(x i , r) ∪ B(x j , r)) and some β > 0.
• The depth < 1 of must be significant w.r.t. the effect of curvature and noise, and decreases not faster than (log n) 1 2 n − 1 2 , i.e. it satiesfies the lower bound ε ≥ max 7(ε M + ε ξ ) 2 , 2α log n zq d (b) 2 n for some α > β.
Theorem 2. Consider the assumptions B(h k−1 ) and X 1 , X 2 , . . . , X n+2 i.i.d.
∼ P. Suppose
x i and x j have a distance of at most h k and are r ξ -close to two different clusters. We suppose that the algorithm did not detect any gaps in the previous steps. Then
Remark 1. Under the assumptions above, the gap will be consistently detected at the step k where the considered vicinity first exceeds the width of the gap. However, as in the homogeneous case, the speed of convergence depends on the choice of the tuning parameter λ. Theorems 1 and 2 suggest to take a threshold of the form λ = C log n. Moreover, the optimal constant C * that yields the fastest convergence w (k) ij − → w ij in probability for both discussed cases according to the given lower bounds for the accuracy of the estimation of the weights is given by
The corresponding rate of misclassification is for both cases
Thoerem 2 guarantees consistent separation as long as 2 log n n . This rate turns out to be nearly optimal if we consider a noiseless setup and a density that is piecewise constant.
To be precise, ε has to decrease slightly slower than log n n , otherwise it is impossible to consistently detect the gap for any algorithm.
Assumptions C:
• C 1 , . . . , C k , are disjoint subsets of a manifold M ⊂ R D • X 1 , . . . , X n are drawn i.i.d. from a density supported on M that is constant on V := ∪C i with value f V and constant on G := M \ V with value f G Theorem 3. Let assumptions C be satisfied. We consider the null hypothesis of a uniform distribution on the manifold, i.e.
Then no test can separate the two cases consistently if nδ 2 ∞ as n → ∞.
Experimental Results
In order to verify the sensitivity of the AWC algorithm w.r.t. local gaps for data lying on non-linear submanifolds, we will study a simple artificial example where our data is distributed on the unit circle. For a comprehensive numerical study of the procedure, including much more challenging real-live data, we refere to Efimov, Adamyan and Spokoiny Our data X 1 , . . . , X n is sampled i.i.d. from the density
cf. Figure 5 . To measure the performance of the algorithm we use a modified version of
For simplificity, we refere to this measure as Rand index. It can also be defined as the accuracy of a subset of the weights (w (K) ij ) n i,j=1 . As our theoretical results only apply at a local scale, we also restrict here to a local scale h K = 1 and fix a series of bandwidths h i = 2 i 2 −2 , i = 0, . . . , 4. We only adjust the gap coefficient with respect to the intrinsic dimension, that is, we assume the reach and the noise magnitude to be zero in the compution of the adjusted gap coefficient. For each sample, we run the algorithm for different λ and consider only the best resulting Rand index, i.e. we overfit λ. Finally, for different values of , we repeat the experiment 100 times. The resulting average rand index is plottet in figure 5 on the left. Note that the Rand index is in general quite close to 1, however this is only due to the imbalance in the classification of the weights. For the evaluation of the results, we are only interested in the relatively large values, e.g. ≥ 0.99.
On the right, the quota of experiments is plottet where a rand index of 1 is achieved. This relates to our theoretical results, whereas the average rand index is a more common Average minimal lambda with best rand index for = 0.9 measure in practice. Our theoretical results show, that the the minimal , for which we can reconstruct the cluster structure with high probability, is up to logarithmic factors of order 1 n . The experiment is not exhaustive enough to verify this result. However, the results verify the asymptotics n→∞ −−−→ 0 and indicate tat decreases significantly slower than 1 n . Moreoever, we computed for each experiment the minimal value of λ that achieved the largest rand index and plotted the resulting average in Figure 7 . The results verify our proposition that λ should be scaled logarithmically w.r.t. the data size.
Proofs
Proof of Lemma 1. The main tool for the bounds will the the series representation
x n for the incomplete beta function Pearson (1968) . Also, we use the logarithmic convexity of the gamma function. For the upper bound we get
and similarly, we compute the lower bound
For the proof of Lemma 2 we will use the following two auxiliary Lemmas. By vol(·)
we denote the Lebesgue volume on a submanifold of R D . We will consider different such manifolds and not specify them explicitely, as long as it clear from the context to which manifold we refere.
Lemma 3. For any d-dimensional C 2 submanifolds M 1 , M 2 ∈ R D , a measurable subset
Proof. This inequality is also valid for the d-dimensional Hausdorff measure. In this case it is a simple consequence of the definition of the Hausdorff measure Arias-Castro, Lerman and Zhang (2017). As the Lebesgue measure is related by a constant factor Folland (1999) , it also holds for the Lebesgue measure.
For the second auxiliary Lemma we consider a C 2 submanifold M ∈ R D with reach 1 κ > 0 and for some fixed x ∈ M we denote the tangent plane of M at x by T . Proof. This lemma is given in Arias-Castro, Lerman and Zhang (2017) with some unspecified small enough constant instead of 1 16 . Following the corresponding proof, it can be easily verified that this constant is indeed small enough.
Proof of Lemma 2. Let us denote the uniform measure on the manifold with µ. For i = 1, 2, we choose a point M i on the manifold M of distance at most r ξ to M i . Because the Euclidean norm of the noise ξ is bounded by r ξ , we get
Let us denote by ± one of the symbols ∩ or ∪ and suppose r ∈ [r − 2r ξ , r + 2r ξ ]. By P we denote the orthogonal projection onto the tangent plane T of M at M 1 . Our assumptions ensure that a ball of radius 3r around M 1 contains both B(M 1 , r ) and B(M 2 , r ). Since the restriction P | M∩B(M 1 ,3r) is an injective 1-Lipschitz map with an L-Lipschitz inverse with L := 1 + 3κr, we conclude (cf. Arias-Castro, Lerman and Zhang (2017))
Moreover, the above Lipschitz constants imply
for i = 1, 2 and therefore
Note also that according to our assumptions, any intersections encountered so far are nonempty. From (4) and (5) we conclude
and obtain
In particular, considering (±, r ) = (∩, r + 2r ξ ) and (±, r ) = (∪, r − 2r ξ ) in (6), we get
where q r is defined as
for r ∈ [r − 2r ξ , r + 2r ξ ] and
For the lower bound, we similarly obtain
The quotient q r is exactly the volume coefficient defined in (2) in dimension d at P (M 1 )−P (M 2 ) r . The derivative of q d is given by
Its absolute value on [0, 2) is bounded from above by
. For the following we define s := M 1 −M 2 r . Because q d is a monotonely decreasing function on [0, 2) and
Similarly, we obtain
It remains to find upper bounds for q ∪ , c ∪,r and q ∩,r . Firstly, note that for x ∈ T , we have
Analogously, using (1 + x) d < 1 + 2xd for 0 ≤ x ≤ 1 d , we find
and
Moreover, for s :=
Finally, we derive a tractable bound for
. Using only the first term of the series Pearson (1968) B
Finally, putting (3), (7), (8), (9), (10), (11), (12), (13), (14) and (15) together, we obtain
According to our assumptions, both 24κdr and 20dr ξ r are not larger than 4. In particular, M is bounded from above by (1 + ε M )(1 + ε ξ ).
Proof of Theorem 1. Note that the proof of (Efimov, Adamyan and Spokoiny, 2019, Theorem 3.1) relies only on the inequality θ
However, this is ensured by Theorem 2 and the construction of the adjusted volume coefficient.
Proof of Corollary 2. This is a simple consequence of Theorem 1 and the union bound.
Proof of Theorem 2. For l = i, j we choose a point X l of distance of most r ξ to a cluster C k l for k i = k j . Our assumptions imply that the density in the overlap B(X i , h k−1 +2r ξ )∩ B(X j , h k−1 + 2r ξ ) ∩ S is bounded from above by (1 − )f 0 . Let us denote the uniform measure on the manifold by µ and the distribution with gap and without noise by P .
Hence, and C = µ(B(M 1 , r − 2r ξ )) + µ(B(M 2 , r − 2r ξ )).
The first factor of the latter A B is bounded from above by M q Monotonicity of q d and the lower bound of the depth of the gap lead to
Using Pinsker's inequality, we get
As n log n ≥ 2β z 2 k , we can choose some δ > 0 satisfying the inequalities 2δ 2 n ≥ β log n
and δn ≤ z k n 2 .
For the following we always assume implicitely that we condition on X i = x i and X j = x j .
By Hoeffding's inequality and (18) The assumption 2 n log n ≥ 2αp −1 q d (b) −2 , α > β > 0, implies
Note that (16) implies in particular q
ij . Since the function K(·, θ) is strictly monotone on the interval [θ, 1) and considering β α < 1, we conclude from (17) and (22) θ
The triangle inequality and Pinsker's inequality yield
From Pinsker's inequality and the assumption 2 n log n ≥ 2αp −1 q d (b) −2 we deduce
Finally, putting together (23) and (25), we conclude that any outcome of the event E satisfies T (k)
