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ABSTRACT
We investigate the plasma and magnetic environment of active region NOAA 11261 on 2 August 2011 around
a GOES M1.4 flare/CME (SOL2011-08-02T06:19). We compare coronal emission at (extreme) ultraviolet and
X-ray wavelengths, using SDO AIA and RHESSI images, in order to identify the relative timing and locations
of reconnection-related sources. We trace flare ribbon signatures at ultraviolet wavelengths, in order to pin
down the intersection of previously reconnected flaring loops at the lower solar atmosphere. These locations
are used to calculate field lines from 3D nonlinear force-free magnetic field models, established on the basis
of SDO HMI photospheric vector magnetic field maps. With this procedure, we analyze the quasi-static time
evolution of the coronal model magnetic field previously involved in magnetic reconnection. This allows us,
for the first time, to estimate the elevation speed of the current sheet’s lower tip during an on-disk observed
flare, as a few kilometers per second. Comparison to post-flare loops observed later above the limb in STEREO
EUVI images supports this velocity estimate. Furthermore, we provide evidence for an implosion of parts of
the flaring coronal model magnetic field, and identify the corresponding coronal sub-volumes associated to the
loss of magnetic energy. Finally, we spatially relate the build up of magnetic energy in the 3D models to highly
sheared fields, established due to dynamic relative motions of polarity patches within the active region.
Subject headings: Sun: flares — Sun: magnetic fields — Sun: photosphere — Sun: corona — methods: data
analysis — methods: numerical
1. INTRODUCTION
Magnetically complex active regions (ARs), including
those exhibiting a δ-configuration, are known to tend to
higher flare and CME productivity (see reviews by, e. g., Benz
(2008); van Driel-Gesztelyi & Culhane (2009) and see also,
e. g., Sammis et al. (2000)). Following the general thoughts of
the standard model of eruptive flares (Carmichael 1964; Stur-
rock 1996; Hirayama 1974; Kopp & Pneuman 1976), a verti-
cal current sheet is formed behind an outward moving CME
which drags the bipolar magnetic field of the erupting coro-
nal structure along (for a review see Priest & Forbes 2002).
The resistivity in the current sheet may be locally enhanced
so that magnetic field and plasma are decoupled, allowing the
magnetic field configuration to change within a localized dif-
fusion region. This is accompanied with the release of pre-
viously stored magnetic energy via the rapid dissipation of
stored electric currents (for recent reviews see Shibata & Ma-
gara 2011; Janvier et al. 2015).
An important feature of such events are apparent chains of
enhanced low-atmosphere emission, preferentially observed
in the chromosphere and transition region, so-called flare rib-
bons. They develop when non-thermal particles accelerated
at the coronal reconnection site, somewhere along the cur-
rent sheet, are trapped and guided along magnetic lines of
force (field lines) towards the low atmosphere (e. g., Fletcher
& Hudson (2001) and for a review see Fletcher et al. (2011)).
Since the current sheet is a horizontally elongated region, par-
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ticles may be simultaneously accelerated at multiple positions
along of it. Consequently, the arrival of the accelerated parti-
cles along neighboring field lines in the low atmosphere may
be nearly simultaneous, resulting in the observed thread-like
enhanced emission.
Since flare ribbons mark the locations where newly recon-
nected field lines connect to the lower atmosphere, they are
located in opposite-polarity regions on either side of a po-
larity inversion line (PIL). As reconnection occurs succes-
sively higher in the solar corona, the newly reconnected field
lines close down farther away from the PIL, resulting in an
apparent increasing separation of the flare-ribbon emission.
Importantly, the magnetic field rooted in the outer edges of
the flare ribbons maps back to the coronal reconnection site,
more precisely, to the lower tip of the current sheet (e. g.,
Lin 2004). The plasma that is heated by the arriving flare-
accelerated non-thermal particles at the low-atmosphere field
lines’ footpoints emits hard X-rays (HXRs). Once heated, the
low-atmosphere plasma expands upwards and fills the newly
formed coronal loops. Magnetically detached from the coro-
nal current sheet, the flare loop plasma then cools and as
a consequence is gradually observed at soft X-ray (SXR),
extreme ultra-violet (EUV), UV and Hα wavelengths (e. g.,
Vrsˇnak et al. (2006); for reviews see Benz (2008) and Fletcher
et al. (2011)).
The reconfigured active-region field which maps to the flare
ribbons observed in the lower atmosphere is left behind in the
form of a shorter (more compact) configuration when com-
pared to that of the pre-flare (pre-CME) state, as implied by
the so-called “coronal implosion” scenario, originally pro-
posed by Hudson (2000). Since the frozen-in coronal plasma
allows us to trace the structure of the coronal magnetic field
indirectly in the form of coronal loops (for a review see Reale
2014), the observable manifestations of such an implosion are
more and more frequently reported (see, e. g., Russell et al.
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22015, and references therein). Most prominent, they are in
the form of coronal loops that apparently collapse (shrink)
to lower heights. Besides, the (partial) deflation of the coro-
nal magnetic field in the course of eruptive flares is thought
to have a detectable impact on the low-atmosphere magnetic
field below, e. g., in the form of an increase of the horizontal
photospheric field (see Hudson et al. (2008) and also, e. g.,
Sun et al. (2012)).
Direct measurements of the coronal magnetic field, at a
temporal cadence sufficiently high and spatial resolution suf-
ficiently fine to allow for the investigation of eruptive solar
phenomena, are not available to date (e. g., review by Cargill
2009). Thus, indirect ways to explore their magnetic nature
are used, most widely static representations of the 3D coro-
nal magnetic field. Among the currently popular methods are
nonlinear force-free (NLFF) models (for a review see Wiegel-
mann et al. 2014). These methods are based on the vector
magnetic field information measured at photospheric levels.
They solve a set of simplified ideal MHD equations, in the
limit of negligible electric field and vanishing electron diffu-
sivity. Importantly, such methods lack a force exerted by the
magnetic field that acts on the charges that produced the mag-
netic field in first place (i. e., j × B = 0, where j denotes
the electric current density andB is the magnetic field). Such
models are valid in a low-β environment (β << 1), where
β denotes the ratio of gas and magnetic pressure. Assuming
the active-region corona to represent such a force-free equilib-
rium environment, this approach is a valid representation for
the quasi-static evolution of active-region coronal magnetic
field (for reviews see Wiegelmann & Sakurai 2012; Wiegel-
mann et al. 2015). Note that during flares, plasma of high
density and high temperature is created and the correspondent
coronal volume represents a high-β environment, for which a
non-force-free approximation is desirable. Due to the lack of
near real-time implementations of such approaches, however,
the alternative is to use a NLFF approximation in order to
model the quasi-static evolution of the coronal volume above
flaring ARs.
Given boundary conditions that fulfill the requirements of
a force-free equilibrium, NLFF models were shown to per-
form well (Schrijver et al. 2006; Metcalf et al. 2008). They,
however, encounter difficulties when using an actually mea-
sured (non force-free) magnetic field as an input (e. g. Schri-
jver et al. 2008; DeRosa et al. 2009). In particular, differ-
ent implementations for solving the force-free boundary value
problem give different answers on the associated coronal mag-
netic field structure (and related physical parameters). This
differences might be more or less pronounced, depending on
the spatial resolution of the input data (DeRosa et al. 2015).
The same method may even result in a different model mag-
netic field when using input data covering the same area on
the solar surface but measured by two different instruments
(Thalmann et al. 2012, 2013). A careful interpretation of the
resulting NLFF model and a critical testing of its quality is
therefore essential.
Despite the discussed challenges and the relative simplicity
of NLFF models, they are still capable of describing the mag-
netic nature of the active-region corona, validated by com-
parison to simultaneously observed coronal emission. Just
to name a few, this includes the rearrangement of emerg-
ing small-scale twisted magnetic fields in order to establish
the (potentially flaring) twisted active-region structure (Val-
ori et al. 2012) and the evolution of already emerged twisted
active-region fields in the course of strong (e. g., Sun et al.
2012) and weak (e. g. Gilchrist & Wheatland 2014; Thalmann
et al. 2014) flaring activity.
In the present study, we investigate the flaring activ-
ity and associated coronal magnetic field evolution of AR
NOAA 11261, around a long-duration, eruptive M1.4 flare on
2011 August 2 (SOL2011-08-02T06:19, following the con-
vention suggested in Leibacher et al. 2010). The flare-related
phenomena include well-defined flare ribbons, a coronal wave
and an Earth-directed (halo) CME. A prominent filament was
associated to the northernmost negative sunspot of the AR
and the neighboring positive-polarity plage. It was largely
unaffected by the flaring activity during August 1–3 (six M-
class flares and numerous C-flares) but erupted on August 4,
in association with a GOES X-class flare. Zuccarello et al.
(2014b,a) studied in detail the filament eruption on August 4
and suggested that it was caused by a torus instability.
The M1.4 flaring activity on August 2 was not induced from
or had an effect on the coronal structures of the ARs neighbor-
ing NOAA 11261. The relative isolation from the neighboring
ARs, as well as its location relatively close to disk center (sit-
uated at heliographic coordinates N17W12 at the peak time of
the flare), quantifies NOAA 11261 as a suitable candidate for
the purpose of this study: to investigate the temporal and spa-
tial association between the flare-related signatures observed
at (extreme) UV and X-ray wavelengths, and the underlying
coronal magnetic field (the latter resulting from NLFF mag-
netic field modeling). We attempt to reconstruct the coronal
magnetic field rooted in flaring regions in order to study the
magnetic field configuration previously established by mag-
netic reconnection, ultimately allowing us to draw conclu-
sions on the upward motion of the current sheet’s lower tip
in the corona.
2. DATA AND METHODS
2.1. Imaging data and flare pixel detection
Within this work, we present the analysis of co-temporal
(extreme) UV emission, observed with the Solar Dynamics
Observatory (SDO; Pesnell et al. 2012) Atmospheric Imaging
Assembly (AIA; Lemen et al. 2012), the Extreme UltraViolet
Imager (EUVI; Howard et al. 2008) on board the Solar Ter-
restrial Relations Observatory (STEREO; Kaiser et al. 2008),
as well as of X-ray emission, measured by the Reuven Ramaty
High Energy Solar Spectroscopic Imager (RHESSI; Lin et al.
2002).
In particular, we use the AIA 1600 Å (UV) passband which
is sensitive to plasma at temperatures around 5000 K (photo-
sphere) but also transmits emission from two transition-region
C iv lines, forming at about 0.1 MK. We use images at a 1-min
cadence and with a spatial resolution of 1.′′2 in order to trace
the evolution of the flare ribbons. We apply a 3-min running-
median filter in order to eliminate transient features which are
not related to the flaring activity. The flare ribbons, visible in
the form of ridges of enhanced emission in the UV images,
are then traced by an automated method. This method marks
pixel locations as flare-related whenever its intensity value ex-
ceeds the 98 percentile of the entire data series. Thus, only
the brightest pixels, based on the relative occurrence of in-
tensity values, are marked as flare-related. Additionally, we
use AIA 131 Å (EUV) images sensing emission from Fe viii
and Fe xxi, with peak formation temperatures at log T = 5.6
(transition region) and log T = 7.0 (flaring plasma), in order
to trace the hot flare plasma.
In order to locate flare-associated X-ray sources, we use
3Fig. 1.— Vertical magnetic field on August 2 at 06:12 UT (gray-scale
background scaled to ±2 kG, with black/white colors representing nega-
tive/positive polarity). Black (white) contours outline positive (negative)
vertical magnetic field of ±[0.5,1.5] kG. Labels N1–N4 mark the negative
polarity patches associated to four observed sunspots, while P1 and P2 mark
the associated positive polarity patches. The solid (dashed) rectangle marks
the sub-field used for description of the flare-associated emission (pre-flare
magnetic field evolution). Units are arc-seconds from Sun center. (A color
version of this figure is available in the online journal.)
RHESSI images with a spatial resolution of 2.′′3, reconstructed
using the Clean algorithm (Hurford et al. 2002) for different
energy bands, spanning the range 3–50 keV. RHESSI cover-
age was not 100% during the entire flare investigated here.
It covered part of the early (rising) phase of the flare (from
04:28 UT to 05:28 UT) and the peak and early declining phase
(from 06:04 UT to 06:58 UT).
The advantageous position of the STEREO-A spacecraft
during the event under study, in almost perfect quadrature
view (separation angle with Sun–Earth line ≈ 100◦), allowed
us to use EUVI 195 Å images for the purpose of observing the
post-flare loop arcade above the STEREO-A limb. The light
at 195 Å is primarily emitted by Fe xii and corresponds to
plasma temperatures of 1.4 MK, i. e., to the signatures of the
cooled flare loops’ plasma. We use images at a 5-min cadence
with a spatial resolution of ≈ 3.′′2.
All images are prepared and co-registered using standard
IDL mapping software, where we de-rotated all data to the
peak time of the flare (06:19 UT) in order to account for the
effects of differential rotation.
2.2. Magnetic field modeling
In order to interpret the flare-related signatures seen in coro-
nal (extreme) UV images and to establish a link to the ob-
served X-ray flare emission, we employ NLFF coronal mag-
netic field models using SDO Helioseismic and Magnetic Im-
ager (HMI; Schou et al. 2012; Hoeksema et al. 2014) vector
magnetic field data. We use an optimization algorithm that
seeks the force-free and solenoidal magnetic field configura-
tion in a 3D cubic domain, given specified boundary condi-
tions. The algorithm is halted once an approximately steady
state of minimal Lorentz force and solenoidality is found.
We use nearly flux-balanced (flux-imbalance . 3%) HMI
vector magnetic field maps with a 12-min cadence and a spa-
tial resolution of ≈ 1.′′0. We de-rotate all magnetic field maps
to the peak time of the flare, using standard IDL mapping
software and project the measured (image-plane) magnetic
field vector to a local (heliographic) coordinate system, in or-
der to minimize projection effects (following Gary & Hag-
yard 1990). In a second step, the de-projected non force-free
photospheric magnetic field vector data is driven to a more
force-free consistent configuration (simultaneously preserv-
ing agreement with the measured data; Wiegelmann et al.
2006). This improved boundary data is then supplied to the
optimization scheme as a lower boundary condition. Using
a grid refinement scheme and simultaneously accounting for
measurement uncertainties, the optimization method delivers
a near force-free and near solenoidal magnetic field solution
(for details of the method see Wiegelmann & Inhester 2010;
Wiegelmann et al. 2012, and Sect. 2.2.1 of DeRosa et al.
(2015)).
The extension of the computational domain is 290.′′4 ×
193.′′7× 129.′′0 (≈ 213.9× 142.7× 95.0 Mm), centered around
(185.′′2,179.′′2) from Sun center. The photospheric area cov-
ered in the photospheric HMI vector maps that are used as
input to the NLFF modeling is shown in Figure 1. The solid
and dashed rectangles outline the sub-field used for analysis
of the flare-associated emission and pre- (early) flare develop-
ment, respectively.
In order to quantify the goodness of the obtained NLFF
model solutions, we employ controlling metrics that have
been put forward for measuring the relative success of NLFF
modeling: the current-weighted average of the sine of the an-
gle between the model magnetic field and the electric current
density, as well as the volume-averaged fractional flux (σj
and 〈| fi|〉, respectively; see Wheatland et al. 2000). While the
former tests the success of recovering a force-free solution,
the latter quantifies how close the final state is to solenoidal-
ity. For a perfectly force-free and solenoidal solution, σj = 0
(i. e., j ×B = 0 since B ‖ j) and 〈| fi|〉 = 0 (i. e., ∇ ·B = 0),
respectively. In general, NLFF solutions based on real data
deviate from a perfectly force-free and solenoidal state, which
results in values 0 < [σj , 〈| fi|〉] ≤ 1.0. The metrics of the en-
tire series of NLFF models discussed in the present study (be-
tween 05:00 UT and 07:00 UT with a 12-min time cadence)
are σj = O(10−1) and 〈| fi|〉 = O(10−4), showing that our
NLFF models may be considered as to be qualified for the
use within the presented study.
3. RESULTS
3.1. Pre-flare configuration and development
The reason for the ongoing moderate to strong flaring ac-
tivity during 2011 August 1–4 was rooted in the complex
magnetic structure of the NOAA 11261, a βγδ-configuration.
The AR was composed of four sunspots on August 2, three
of which were dominated by a negative magnetic polarity
(marked as N1/P1, N3 and N4 in Figure 1). A less com-
pact system of mixed negative and positive polarities (N2/P2),
formed a fourth sunspot, a δ-spot (spatially separated umbrae
of opposite polarity located within a single penumbra; see also
Figure 2a). Note that the AR evolved into a three-sunspot sys-
tem within the next ≈ 24 hours. While the sunspots associated
to N1/P1 and N2/P2 kept their identities, N3 and N4 merged
to form a larger sunspot.
In Figure 2b–d, we take a closer look at the photospheric
magnetic field configuration in the AR center prior to the
M1.4 flare. Highly sheared fields (indicated by arrows in Fig-
ure 2b) are found in two places: to the south-west of the pos-
itive polarity P2 (which, together with N2 forms the δ-spot)
and to the west of the negative polarity N3 (towards the neg-
ative polarity patch N4). Note that highly sheared magnetic
fields (not necessarily together with a δ-spot) have often been
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Fig. 2.— (a) HMI continuum image showing the δ-spot configuration in the
center of NOAA 11261. Black/white contours outline the ±[0.5,1.5] kG lev-
els of positive/negative vertical magnetic fieldBz. Labels N2 and P2 mark the
mixed polarity associated to the δ-spot. N3 and N4 mark the negative polar-
ity associated to two further sunspots. (b) Orientation and strength (propor-
tional to the length of the arrows shown) of the horizontal magnetic field Bh
(blue/red color correspond to Bh being associated to positive/negative Bz).
Bz at 06:12 UT is shown as gray-scale background (scaled to ±2 kG), where
white and black color represents positive and negative polarity, respectively
(contours as in (a)). (c) Co-temporal positive (red) and negative (blue) verti-
cal electric current density, jz, calculated fromBh and scaled to ±0.07 A m−2
(calculated only where |Bz |> 1 G andBh > 10 G). Solid and dashed lines cor-
respond to black and white contours in the other panels, respectively. (d) Mo-
tion of flux-weighted polarity centers N2 (yellow crosses), P2 (blue stars), N3
(light red triangles), and N4 (dark red squares). Bz at 04:48 UT is shown as
gray-scale background. The start and end time of tracking the polarity-center
motion is indicated at the bottom left corner. Black/white contours outline
the ±[0.5,1.5] kG levels of positive/negative Bz. The FOV corresponds to the
dashed outline in Figure 1. Units are arcseconds from Sun center. (A color
version of this figure is available in the online journal.)
identified as a fruitful environment for flaring activity (e. g.
van Driel-Gesztelyi & Culhane 2009, and references therein).
Not surprisingly, the strongest vertical electric current densi-
ties are found in those places where the magnetic shear is high
(compare Figure 2c).
In order to investigate the reasons for the strong electric cur-
rent concentrations prior to the M1.4 flare, we track the mo-
tion of the individual polarity patches’ flux-weighted center
with time. We find that N3 (marked as red triangles in Fig-
ure 2d) travels a significant distance in south-western direc-
tion until shortly the flare peak (d ≈ 4.′′0 in the period 03:00–
06:24 UT, i. e. with a mean velocity of ≈ 0.24 km s−1). This
naturally resulted in an enhanced shear of the field connecting
N3 and its surrounding (represented by arrows in Figure 2b).
In contrast, none of the other polarity centers showed such a
clear motion (stars, crosses and squares in Figure 2d refer to
the flux-weighted polarity centers of P2, N2, and N4, respec-
tively). For completeness, we note that N3 continued its jour-
ney towards the south-west of the AR and merged with N4 on
August 3, when positive fields in between were canceled (see
Zuccarello et al. 2014b).
3.2. Flare-associated emission
3.2.1. Temporal evolution of (E)UV and X-ray emission
The SXR emission associated to SOL2011-08-02T06:19
starts at 05:19 UT and peaks at 06:19 UT (Figure 3a). The
SXR emission shows a complex rise-and-fall pattern towards
the peak emission. Starting from around 05:19 UT, the SXR
flux rises quickly and reaches C3-level (≈ 3 × 10−5 W m−2)
at ≈ 05:30 UT (phase I). It fluctuates around that level until
≈ 06:00 UT. This is followed by a further rise until 06:19 UT
(phase II) when the peak flux of 1.4 × 10−6 W m−2 is reached.
Afterwards, the SXR activity level does not drop to back-
ground B-level before ∼11:00 UT, classifying the event as a
long-duration event.
Since RHESSI missed part of the impulsive phase, we also
plot in Figure 3a the derivative of the GOES 1.0–8.0 Å flux,
which serves as a proxy for the evolution of the energy in
flare-accelerated electrons (Neupert effect; see, e. g., Dennis
& Zarro 1993; Veronig et al. 2002). The thermal 6–12 keV
and 12–25 keV count rate shows distinct peaks at the begin-
ning of phase I (rise to C3-level) and during large parts of
phase II (rise to M1-level). The non-thermal (25–50 keV)
emission shows only one distinct peak in phase II, around
06:08 UT (light green curve in Figure 3b).
3.2.2. Spatial distribution of (E)UV and X-ray emission
We inspect the evolution of the flare ribbons, traced at UV
wavelengths (using AIA 1600 Å images) during different evo-
lutionary steps: the pre- (early) flare phase between 05:00 UT
and 05:19 UT (ending with the nominal start time of the
flare; see Figure 4a), the impulsive phase from 05:19 UT to
06:19 UT (ending with the peak time of the flare; see Fig-
ure 4b), and the decay phase starting from the peak time, end-
ing with the nominal end time of the flare (06:48 UT; see Fig-
ure 4c). In order to visualize the progression in time, we color-
code the detected flare pixels according to the time when they
were associated to flaring emission for the first time.
We notice only localized kernels of enhanced emission dur-
ing the pre- (early) flare phase especially to the west of N3
(Figure 4a). Proper ribbons form during the impulsive phase.
In this period, the flare ribbons are characterized by a growth
in length and, depending on the position along the ribbons, a
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Fig. 3.— (a) GOES SXR flux in the 1.0–8.0 Å (solid black curve) and
0.5–4.0 Å (dashed black curve) wavelength band from 05:00 to 07:00 UT.
The gray solid curve shows the derivative of the GOES SXR flux. (b)
RHESSI X-ray counts (corrected) in the 6–12 keV (black), 12–25 keV (dark
green), 25–50 keV (magenta), and 25–50 keV (light green) energy band.
The vertical dashed lines mark the nominal start (05:19 UT) and end time
(06:48 UT) of the M1.4 flare, based on the GOES SXR flux. The solid
vertical line marks the flare peak time (06:12 UT). Horizontal arrows indicate
two distinct phases during the impulsive phase. (A color version of this
figure is available in the online journal.)
more or less pronounced increase in separation (Figure 4b).
Note that the southern ribbon intrudes the main negative-
polarity sunspot N1. During the declining phase of the flare,
the ribbons further increase their separation but do not grow
in length anymore (Figure 4c).
Inspection of the co-temporal thermal RHESSI X-ray
sources in the 4–10 keV energy band reveals a localized nar-
row source, on top of the already enhanced pre- (early) flare
AIA 131 Å emission (Figure 4d). It is associated to the
mixed polarity system P2/N2, in contrast to the observed AIA
1600 Å pre- (early) flare emission, which mainly formed co-
spatial with the region of strong shear in the south-west of the
AR (compare Figure 4a).
During the impulsive phase of the flare, the temporal evolu-
tion of thermal X-ray emission follows the ridge of bright AIA
131 Å emission to the north-east, towards the main positive-
polarity spot P1 (Figure 4e). It follows the trace of the north-
ern AIA 1600 Å flare ribbon (compare Figure 4b). Note that
during the early impulsive phase (05:19–05:30 UT) the ther-
mal X-ray sources are found only around N2/P2 and in the
south-west of it (orange and yellow contours in Figure 4e).
Only during the late impulsive phase, they progress towards
the north-east (towards P1; green and blue contours in Fig-
ure 4e). Note that this is in temporal agreement with the two
phases identified during the impulsive phase from the GOES
SXR light curve (see Sect. 3.2.1).
The decay phase is characterized by a localized source on
top of the post-flare loops seen in AIA 131 Å(Figure 4f) and
bridge the locations associated to AIA 1600 Å flare ribbon
emission in the atmosphere below (compare Figure 4c). It
apparently shrinks in size and outlines the apexes of the ob-
served post-flare loop system.
3.3. Flare-related coronal magnetic field
3.3.1. Spatio-temporal evolution
After identifying the locations associated to flaring emis-
sion in the low atmosphere, we are able to inspect the as-
sociated coronal (post-reconnection) magnetic field. To this
aim, we consider the accumulated flare pixel positions de-
tected during specific time intervals. We use 24-min intervals
for the pre- (early) flare (Figure 5a) and late decay (Figure 6j)
phase. During the rest of the flare, we use 12-min intervals,
which is dictated by the time cadence of our NLFF models.
The according start and end times are indicated at the top right
corner of the left panels in Figures 5 and 6.
We use the flare pixels as start locations to calculate field
lines from the NLFF model at the beginning of each consid-
ered time interval. We do so because we assume that any
observed chromospheric and coronal (flare) emission is due
to the reconfiguration of the magnetic field prior to the ob-
servation of the (flare) emission itself. Importantly, the field
lines deduced in that way cannot be regarded as a visualiza-
tion of the instantaneous reconfiguration due to magnetic re-
connection but rather an overall impression of the field that
has been involved during the considered time interval. A sub-
set of these calculated model field lines is shown in the middle
panels of Figures 5 and 6. Field lines are traced only from lo-
cations with a vertical magnetic field magnitude > 50 G and
are color-coded according to the mean vertical electric cur-
rent density, 〈|jz|〉, at both field line footpoints and their eight
nearest neighbors. Note that we show a subset of field lines
only in order to present the underlying coronal magnetic field
configuration in a clear manner. The findings discussed in the
following also hold for the full set of model field lines ema-
nating from flaring pixels.
On overall, we note a striking similarity of the observed
structures in the AIA 131 Å images and the NLFF model field
lines calculated from the flaring pixels, especially from the
pre- (early) flare phase until the late impulsive phase (compare
Figure 5c,e,h,k to Figure 5d,f,i,m, respectively). In particular,
field lines originating from places of strong 〈|jz|〉 (white col-
ored lines) are often found co-spatial with bright AIA 131 Å
emission, suggesting enhanced radiation due to the dissipa-
tion of strong electric currents. A system of low-lying, highly
sheared magnetic field lines connects P2 and N3 in the pre-
(early) flare phase (Figure 5b). These field lines are co-spatial
to bright connections between P2 and N3 seen in AIA 131 Å
images (Figure 5c).
The temporal evolution of the post-reconnection model
magnetic field outlines the basic mechanism of eruptive flares.
Magnetic reconnection occurs first in the highly sheared
and/or twisted core region (close to the main PIL; Figure 5)
and gradually involves the over-arching (more potential) field
during later stages of the flare (Figure 6). For completeness,
we note that this conclusion does not depend on using the
NLFF models at the beginning of the considered time inter-
vals for field line calculation. One would get the same general
picture when performing the field line calculation from, e. g.,
a single pre-flare NLFF model.
During the early impulsive phase (05:19–05:30 UT, phase
I in Figure 3a), the reconfiguration of the field connecting P2
and its negative-polarity neighborhood dominates the emis-
sion picture (Figure 5c, 5f, and 5i). Only during the late im-
pulsive phase (05:30–06:19 UT, phase II in Figure 3a), also
more and more connections to the north-east of the AR (to the
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Fig. 4.— Top panels: Locations attributed to activity in the (a) pre-flare (05:00–05:19 UT), (b) impulsive (05:19–06:19 UT), and (c) decay (06:19–06:48 UT)
phase of the M1.4 flare, based on automated tracking of flare pixels in the AIA 1600 Å images. The flare pixels are color-coded according to their time of first
appearance (minutes after the reference time t0=05:00 UT). The times of the first and last detected flaring pixel within the distinct phases are indicated as tfirst
and tlast in the upper right corners, respectively. The gray-scale background resembles Bz at a time indicated in the top right corner of each panel. Black/white
contours outline the ±[0.5, 1.5] kG levels of Bz. Labels N1–N4 in panel (a) mark the negative polarity patches associated to four observed sunspots, while P1
and P2 mark the associated positive polartiy patches. Bottom panels: AIA 131 Å images (co-temporal to the Bz shown in the top row), together with RHESSI
4–10 keV image contours. Color-coded contours are drawn at 75% of the maximum intensity at each time instance. The color-coding resembles the progression
of time (minutes after the reference time t0). Black/white contours outline Bz = ±[0.5, 1.5] kG, respectively. The FOV corresponds to the solid outline in
Figure 1. Units are arc-seconds from Sun center. (A color version of this figure is available in the online journal.)
positive polarity P1) show clearly enhanced emission (Fig-
ure 5m, Figure 6c,f), as do the corresponding connectivities
in the NLFF models (compare Figure 5k, Figure 6b,e, respec-
tively). The single non-thermal X-ray emission peak, dis-
cussed in Sect. 3.2.1, apparently originated from the flaring
loops connecting the two main polarities P1 and N1, as two
footpoints are clearly discernible from the RHESSI 25–50 keV
images (red solid contours in Figure 6f). The spatial distribu-
tion of the thermal emission (6–12 keV; green dashed con-
tours in Figure 6f), on the other hand, outlines the bulk of
bright flaring loops connecting N1/P1 to N2/P2.
During the decay phase, we find emission from a grow-
ing post-flare loop system (Figure 6i,m), again well resem-
bled by the NLFF model field lines (compare Figures 6h,k,
respectively). The latter appear to connect locations further
and further apart from each other, owing to little shear and/or
twist, and consequently connecting regions of low 〈|jz|〉. The
bright emission can therefore be attributed to plasma which
got heated during the flaring process an now looses energy
due to the cooling of the plasma to lower temperatures.
3.3.2. Height of the reconnection region
Since we determined the coronal magnetic field structure of
previously reconnected field, we can give a measure for how
fast the reconnection site elevates in the model corona. More
precisely, by tracing the model field lines rooted in flaring
pixels, we can estimate a lower limit for the coronal altitude
of the lower tip of the current sheet. In order to do so, we
compute the apexes of the full set of field lines that are rooted
in flare pixels, within the time intervals used for the discussion
of the evolving coronal model field above (Sect. 3.3.1). Note
that only a subset of these field lines is visualized in Figures 5
and 6.
For the pre- (early) flare magnetic field configuration we
find a median apex height 〈h〉 ≈ 5.′′0 (≈ 3.7 Mm; Figure 7a).
During phase I of the flare (the first impulsive rise to C3-
level), the median apex height of the magnetic field possi-
bly involved in the magnetic reconnection process sometime
before increases to 〈h〉 ≈ 9.′′0 (≈ 6.6 Mm; Figure 7b). During
phase II (until the flare peak M1-level) it further increases
to 〈h〉 ≈ 19.′′0 (≈ 14.0 Mm; Figure 7c). From this, we esti-
mate the elevation speed of the current sheet’s lower tip as
≈ 3.6 km s−1 during the impulsive phase (between ≈ 05:24 UT
and ≈ 06:12 UT).
In time series of EUVI-A 195 Å images, we observe the
successive formation of bright loops at successively higher
apparent altitudes within several hours after the M1.4 flare
(two time instances during the post-flare phase are shown in
Figure 7d,e). Bright loops seen at this temperature are sig-
natures of cooling of the initially hot flare loop plasma that
was released from the reconnection region. Thus, also for the
post-flare period, we are able to indirectly follow the eleva-
tion of the current sheet’s lower tip indirectly. To this aim,
we trace the intensity along several paths in the height range
1.0 ≤ h ≤ 1.1 RSun (colored lines in Figure 7d,e). From the in-
tensity values along the blue dashed path (Figure 7f), we find
a two-stage evolution of the post-flare loop system, composed
of a period of faster rise (with a velocity of ≈ 5.7 km s−1) and a
following slower one (rising with ≈ 2.2 km s−1). The intensity
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Fig. 5.— Spatio-temporal evolution of the flare kernels (ribbons) and magnetic fields during the pre-flare and early impulsive phase. Left panels: Accumulated
flare pixel positions, recorded within time ranges indicated at the top right of each panel (orange filled contours) on top of the AIA 1600 Å images at the
beginning of the time interval. Black and white contours outline the co-temporal ±[0.5,1.5] kG of positive and negative Bz, respectively. Middle panels: The
gray-scale background resembles Bz on the NLFF lower boundary, co-temporal to the AIA 1600 Å images and scaled to ±2 kG. NLFF field lines that originate
from the accumulated flare pixels are shown on top. The coloring of the field lines is given by the mean absolute vertical current density, 〈|jz |〉, at both field line’s
footpoints and their eight nearest neighbors. We show only field lines that originate from locations where Bz > 50 G and which close within the AR center. Right
panels: AIA 131 Å images, showing hot flare plasma, co-temporal to the AIA 1600 Å images. The FOV corresponds to the solid outline in Figure 1. Units are
arc-seconds from Sun center. (A color version of this figure is available in the online journal.)
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Fig. 6.— Same as in Fig. 5 but for the late impulsive and decay phase. (A color version of this figure is available in the online journal.)
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(g)
Fig. 7.— Upper panels: Statistical distribution of model field line apexes in the (a) pre-flare, (b) early-flare, and (c) late impulsive phase. Shown is the relative
occurrence in % of the number of considered field lines, within a certain time window (indicated by tstart and tend in the top right corner of each panel). 〈h〉
denotes the median apex height (± median absolute deviation) of the distribution (represented by a cross and a vertical line, respectively). A subset of the
corresponding model field lines are shown in Figure 5b, 5e, and 6b, respectively. Lower panels: EUVI-A 195 Å images at (d) 07:25 UT and (e) 08:05 UT. The
colored lines mark radially outward directed paths along which the intensity in the EUVI-A images is followed. Intensity stack plots along the blue dashed and
yellow dashed-dotted line is shown as a function of time in panels (f) and (g), respectively. (A color version of this figure is available in the online journal.)
along the yellow dashed-dotted path, suggests a mean velocity
of ≈ 4.2 km s−1 (Figure 7g). This also holds for slightly dif-
fering, radially outward directed paths but note that the coro-
nal loops are seen in projection so that any deduced speed
can only represent a rough estimate. Note that these velocity
estimates are remarkably similar to that based on the (post-
reconnection) NLFF model field line apexes during the im-
pulsive phase (a few km s−1).
The unambiguous identification of the post-reconnection
loops in the EUVI-A 195 Å images is restricted to times after
≈ 06:48 UT (i. e., restricted to the post-flare phase). Before
that time, the observed flaring emission is saturated and spa-
tially not well resolved (see Figure 7f,g). We can assume that
the highest apexes of flaring loops at that time are located at
h & 25.′′0 above the solar surface, but we are not able to trace
the loop growth until that time in the EUVI-A 195 Å images.
For comparison, NLFF model field lines rooted in flaring pix-
els allow us to estimate the elevation speed for the current
sheet’s lower tip in the pre- (early) flare to the late impulsive
phase only (05:00–06:12 UT), since afterwards flare pixel in-
formation is sparse. However, taking the estimated median
apex height estimated from the NLFF models at the end of
the impulsive phase (h ≈ 19.′′0 at 06:12 UT; see Figure 7c) and
assuming that the post-reconnection field continues to elevate
with a similar velocity as before (≈ 3.6 km s−1), the post-flare
loop apexes should be located at a height of ≈ 30.′′0 above the
solar surface around 06:50 UT. This is in agreement with the
flaring emission observed in the EUVI-A 195 Å images above
the solar limb at that time.
3.3.3. Coronal implosion
During the impulsive phase of the M1.4 flare an expansion
of the overall large-scale (potential) coronal loops can be ob-
served in AIA EUV images, followed by the ejection of the
CME-related material in south-western direction of the AR.
That is spatially closely related to the low-lying highly twisted
field connecting N2 and N3. As discussed above, these field
structures close to the main PIL were apparently involved in
reconnection during phase I of the flare (between ∼05:19 and
∼06:00 UT; see middle column of Fig. 5). The tracing of the
flare pixels within time intervals, partly covering this period,
allows us to investigate the overall effect of the flare/CME
process on the coronal magnetic field. As discussed in the
introduction, any flare/CME associated release of previously
stored magnetic energy should manifest itself in the form of
an (partial) implosion of that portion of the coronal field that
is directly involved in the reconfiguration process.
In order to investigate the accompanied effect on the photo-
spheric magnetic field, and consequently on the model lower
boundary, we follow the same strategy as adopted by Sun et al.
(2015). We first identify the PIL from a smoothed pre-flare
photospheric magnetic field map (at 05:12 UT) and dilate it
using a circular kernel. Similarly, we take the flare pixels
tracked during phase I of the flare and dilate that area with
a large circular kernel. The overlap of the dilated PIL and
flare pixel area – the “flare polarity inversion line” (FPIL) – is
then used to investigate the flare-related changes on the lower
boundary. We use five NLFF model fields prior to/after the
nominal flare start/end in order to estimate the flare-related
changes (covering ≈ 50 min before/after the flare, and where
considering only locations hosting a magnetic field stronger
than 100 G).
Compared to the mean pre-flare value, we find an aver-
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Fig. 8.— Statistical distribution of pre-flare (upper panels) and post-flare (lower panels) model field line apexes, calculated from the same flare pixel locations.
Shown is the relative occurrence in % of the number of considered field lines, calculated from the traced flare pixels within certain time windows during the
impulsive phase of the flare (indicated by tstart and tend in the top right corner of each panel). 〈h〉 denotes the median apex height (± median absolute deviation)
of the distribution (represented by a cross and a vertical line, respectively). (A color version of this figure is available in the online journal.)
age increase of ≈ 8% of the mean horizontal field magnitude
(compared to the pre-flare value 〈Bh〉 = 654 ± 8.86 G). This
finding supports the implosion conjecture, arguing for a less
stressed (partially deflated) and less sheared magnetic field af-
ter the flare/CME. At the same time, we find a small (≈ 2%)
decrease of the mean shear angle, compared to the corre-
sponding pre-flare value (〈θ〉 = 54.0±0.41◦), which measures
the angular difference between the actual field vector and its
potential-field counterpart. Note that this value is to be inter-
preted in context with the ongoing shearing of the field along
the main PIL during and after the analyzed period, as dis-
cussed in Sect. 3.1, which may compensate part of an eventu-
ally higher flare-induced decrease.
In a next step, we investigate the corresponding change of
the overall field configuration also in the model volume above.
To this aim, we trace field lines from a pre-flare and a post-
flare NLFF model, starting from the same locations on the
lower boundary. As start locations we chose all flare pixel
locations tracked during phase I of the flare (ranging from
05:24 to 06:00 UT; i. e., the time span within which the CME
was initiated and the first impulsive energy release occurred).
Here, we use the first/last of the series of pre-/post-flare NLFF
model fields (at 04:24/07:36 UT). The statistics correspond-
ing to the apexes of these pre- and post-flare model fields are
shown in the upper and lower panels in Fig. 8, respectively.
The flare pixels tracked during phase I and used as start lo-
cations for field line calculation are, as before, separated into
12-min time intervals, in order to disentangle the effect on in-
dividual sets of field lines.
As can be seen from Fig. 8a–c, the median apex heights
of the pre-flare model field lines range from ≈ 10.′′0 at the
beginning of phase I to ≈ 16.′′0 at the end of it. The field
lines calculated from the same start locations in the post-flare
model (Fig. 8d–f), on the other hand, show a clearly lower me-
dian apex height, being between ≈ 3.′′0 (≈ 2 Mm) and ≈ 7.′′0
(≈ 5 Mm) lower. This also implies that different portions of
the coronal volume implode by a different amount. We note
that the obtained values depend on the NLFF model used to
calculate field lines from. The results presented here, how-
ever, is only slightly affected by using different pre-/post-flare
models. The finding that the post-flare model field is more
compact, reaching on average to lower coronal heights, sup-
ports that we indeed pictured the field previously involved in
magnetic reconnection.
3.3.4. Magnetic energy
In the previous section, we successfully identified the par-
tial implosion of the coronal magnetic field, due to the sudden
release of previously stored magnetic energy. Thus, we go a
step further and analyze in more detail the coronal parts of
the flaring AR which are associated to the loss and/or gain of
magnetic energy in the course of the M1.4 flare under study.
Therefore, we inspect the magnetic pressure, pm, within the
NLFF model volumes and address how the sub-volumes of
energy loss/gain relate to the observed coronal EUV emission.
We calculate pm(t) = B(t)2/(2µ0) for t=05:24 UT (early flare
phase), t=06:12 UT (late impulsive phase), and t=07:00 UT
(post-flare phase), and subtract it from the corresponding
value of the pre-flare state (at t0=05:00 UT). The resulting val-
ues at each point within the model volume indicate the change
of the magnetic pressure, dpm = pm(t) − pm(t0). In Figure 9,
we show the volume rendering of dpm for h &2.2 Mm above
the photosphere (corresponding to the height of the coronal
base in our NLFF models).
Figure 9b indicates energy losses (i. e., dpm < 0, indicated
by blue color) co-spatial with bright coronal emission in the
pre- (early) flare phase (Figure 9a). The pre-flare energy
losses are found to be co-spatial with those during the flare,
the latter covering larger and larger areas (compare to Fig-
ure 9e,h). Correspondingly, the locations at which magnetic
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Fig. 9.— Left panels: AIA 131 Å emission, characteristic for the (a) pre-flare phase (05:12 UT), (d) early flare phase (05:24 UT), (g) late impulsive (06:12 UT)
and (j) decay phase (07:00 UT). The FOV corresponds to the solid outline in Figure 1. Middle panels: Change of the magnetic pressure dpm = pm(t) − pm(t0)
in the area associated to flaring activity (outlined by white corner elements) in the height range 3.′′0 . h . 31.′′8 (i. e., 2.2 . h . 23.4 Mm). Red/blue
corresponds to positive/negative values. Only values dpm ≥ 25 Pa are shown and values are scaled to ±50 Pa. The gray-scale background resembles
Bz on the NLFF lower boundary, co-temporal to the AIA 131 Å images and scaled to ±2 kG. Right panels: Same as middle panels but viewed along the
positive y-direction, i. e., when looking towards solar north. Units are arcseconds from Sun center. (A color version of this figure is available in the online journal.)
energy is lost are found at (on average) larger heights in the
atmosphere (compare Figure 9c to 9f,i). The post-flare phase
is characterized by energy losses comparable to those in the
late impulsive phase (compare Figure 9k and h, as well as
Figure 9m and i). Noteworthy, the energy losses in the south-
western part of the AR are found co-spatial with the coronal
magnetic field structures for which an implosive character has
been identified in Sect. 3.3.3.
At the same time, magnetic energy is stored as well
(dpm > 0, represented by red color). Already in the pre-flare
phase, the system of low-lying highly sheared magnetic field
connecting P2 and N3 (see Figure 5b) is associated to the stor-
age of magnetic energy (Figure 9a). Note that the region in
which energy is stored extends (on average) to lower heights
than that at which magnetic energy is released. As later stages
during the flare, energy storage is found more and more ex-
tended and successively higher in the model corona (compare
Figure 5f, 5i, and 5m). Additional sources of energy storage
behave similarly. One is located on top of the north-eastern
part of the AR (partly covering N1/P1) and associated to the
ongoing emergence of magnetic flux there. Another one is
associated to the strongly sheared magnetic field between N3
and N4 in the south-west of the AR (compare Figure 2b).
4. DISCUSSION
We analyzed the flare emission observed during a long-
duration M1.4 flare (SOL2011-08-02T06:19), hosted by
NOAA 11261 on 2011 August 2, as well as its underlying
coronal magnetic field configuration and evolution. We used
coronal imagery and NLFF magnetic field modeling, respec-
tively, for that purpose. We established a link between the ob-
served flare emission and the coronal magnetic field in time
and in space. The main findings can be summarized as fol-
lows.
Already in the pre- (early) flare phase, a distinct thermal
RHESSI X-ray source was present, co-spatial with bright
AIA 131 Å emission, and associated to highly twisted and/or
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sheared structures in the NLFF magnetic field models. Since
no flare was recorded from this AR within hours before the an-
alyzed M1.4 flare, we can exclude that the observed thermal
source was a remnant of a preceding flaring activity. Thus,
we interpret it as the signature of energy dissipation of elec-
tric currents stored in the sheared and/or twisted fields. The
shear and/or twist was caused by the ongoing relative motion
of the polarity patches within the AR. This relative motions
persisted until days after the M1.4 flare and served as a con-
stant source for the enhancement of shear and/or twist within
the AR, thus played an important role for its flaring activity.
From the GOES SXR light curve, two phases were iden-
tified within the impulsive phase of the M1.4 flare. A first
one characterized by the rise to C3 level (phase I), followed
by a second one when the emission rose to the peak (M1-)
level (phase II). Interestingly, the RHESSI X-ray sources as-
sociated to these two distinct (impulsive) phases were clearly
separated in space and at different locations with respect to
the bright pre-flare source. A corresponding spatial separa-
tion of the flaring loops in AIA EUV images was observed
too. Flaring loops that connected the pre-flare structure to the
south-west were observed in phase I. Only during phase II,
flaring loops also connected to the north-east and were asso-
ciated to the non-thermal RHESSI (footpoint) sources. This
indicates that, only during the late stages of the impulsive
phase, the plasma in the low solar atmosphere got heated due
to the collision with flare-accelerated (non-thermal) electrons,
propagating downwards from a coronal reconnection site.
The model magnetic field associated to those locations in
the low atmosphere which were previously involved in mag-
netic reconnection (identified by flaring pixels traced in AIA
UV images), revealed a picture consistent with the standard
model of eruptive flares. Starting from a highly sheared and/or
twisted core region (close to the main polarity inversion line),
the reconnection site evolves in coronal height, gradually in-
volving the over-arching (more potential) field (see review by
Priest & Forbes 2002).
From the post-reconnection NLFF model field lines, rooted
in flaring pixels, we deduced the growth of the post-
reconnection system as a function of time, i. e., we estimated
the elevation speed of the lower tip of the current sheet in
the model corona. We found a velocity of .5 km s−1, during
the impulsive phase of the M1.4 flare, supporting the find-
ings of earlier studies of post-flare loops observed above the
solar limb (e. g., Gallagher et al. 2002; Vrsˇnak et al. 2006),
and similar to the growth rate deduced for post-flare giant
arches (West & Seaton 2015). For the post-flare phase, we
found a very similar estimate, based on the observed rise of
the flare loop system in EUVI-A EUV images. This suggests
an upward rise of the current sheet’s lower tip at a compa-
rable velocity during the impulsive and the post-flare phase.
Importantly, the consistency of the NLFF model-based and
observation-based estimate of the post-reconnection field’s el-
evation, indicates that NLFF models may well be used for
such a purpose, especially during the early stages of solar
flares, when observations of a growing post-reconnection loop
system suffer from saturated emission in the coronal images.
The comparison of model field lines traced from a pre- and
a post-flare NLFF model, originating from an identical set of
start locations (defined by the flare pixels traced during phase
I of the flare), allowed us to reconstruct the partial implo-
sion of the coronal volume above the flare site, supporting the
conjecture put forward by Hudson (2000). We found a more
compact post-flare magnetic field, compared to the pre-flare
state (with a few Mm lower apex height, on average). The ex-
pected corresponding increase in the lower boundary’s (pho-
tospheric) average horizontal magnetic field magnitude was
found as ≈ 8% (≈ 50 G). This is in line with earlier model-
based findings on that topic as of, e. g. Sun et al. (2015), who
found an increase of & 15% for two major (GOES class >X2)
eruptive flares. Assuming the flare-induced changes to scale
with the size of the event, the values found in our study seems
reasonable, given the size of the event analyzed (GOES class
M1).
In line with the above discussed changes to the quasi-static
model magnetic field in and around NOAA 11261, we found
a mix of sub-volumes within which magnetic energy was lo-
cally stored or released. In the course of the impulsive phase,
the losses of magnetic energy appear to be located at succes-
sively larger heights, whereas they appear to remain at com-
parable heights during the decay phase. They spatially corre-
late with bright flaring emission in AIA EUV images and that
portion of the coronal model volume which had been shown
to partially implode, supporting that the bright coronal emis-
sion points to the places in the coronal volume that are asso-
ciated to the conversion of magnetic energy into kinetic en-
ergy and/or heat. In accordance to earlier studies (e. g., Sun
et al. 2012; He et al. 2014), we found the energy losses at low
heights in the corona, predominantly below ≈ 15 Mm.
We found that the volume above ongoing photospheric flux
emergence and increasingly sheared and/or twisted magnetic
fields (the latter established by the relative motion of mag-
netic structures) were dominated by the successive storage of
magnetic energy. This underlines that the consequences of
the relative motion of photospheric magnetic structures within
the AR, in combination with flux emergence and cancella-
tion, determine the fate of solar ARs from their early stages
on. Moreover, we found that the energy storage continued
to large heights even after the flare, in contrast to the energy
losses, apparently remaining at heights similar to those of the
impulsive phase.
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