Abstract. In analogy with earlier work on the forward-backward case, we consider an explicit construction of the forward-forward double stochastic product integral
s is found using a double version of the limiting procedure originally used [5] to construct the so-called time-orthogonal unitary dilation [6] .
Using their explicit form the operators →← b a W t s were shown [2] rigorously to be unitary. In [3] it was shown that the second quantisations Γ 
constitute the family of double stochastic product integrals
) in so far as they satisfy the stochastic differential equations which define these double products. The construction is motivated by the heuristic approximation
where the (a j , a † j ) and (b k , b † k ) are the creation and annihilation pairs formed from the normalised increments of the creation and annihilation processes.
The original motivation for studying double products came from quantum groups, where a purely algebraic "indefinite integral" form of them was used to construct explicit solutions of the quantum Yang-Baxter equation [8] . This motivation prompted the choice of the "forward-backward" form →← of double product for study. On the other hand "causal" double products living in the single Fock space Γ(L 2 (R)) of the form dA ⊗ dA † )) (henceforth we usually write
by methods similar to those of [2, 3] . However the method of the present paper differs from that of [2] in that, instead of embedding 2 × 2 matrices into (m + n) × (m + n) matrices by filling in the missing diagonal terms as 1s, we fill in all the missing terms as 0s. This new method allows for a direct evaluation of the limit as m, n → ∞ without going through the iterated double limit procedure of [5] . In addition it will be shown [4] that a modification of the new method allows explicit construction of the corresponding causal product, from which a quantum version of the Lévy area formula will follow.
The paper is organised as follows. In Sections 2 and 3 we recall the definition and properties of quantum stochastic double product integrals. In Section 4 we compute the matrix product
is the (m+n)×(m+n) matrix formed from a given 2×2 matrix M by embedding the four elements of M at the four intersections of the j-th and (m+k)-th rows and columns and taking all remaining elements to be 0. In Section 5 we find the limit as m, n → ∞ of the corresponding operator on
in the case when M is the rotation through the angle λ
. Unitarity of this operator is established in Section 6. In Section 7 it is shown that its second quantisation is indeed
) insofar as it satisfies the quantum stochastic differential equations defining the latter.
2. Quantum stochastic double product integrals: definition. Let I = C dA † , dA, dT denote the Itô algebra spanned by the stochastic differentials of the standard creation and annihilation processes of quantum stochastic calculus [7] and the time process T equipped with the product defined by the quantum Itô product rule
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Let dr be an element of the tensor product I ⊗ I. 
Here, in the first definition (i) the inner "decapitated" simple product integral → t s (1 + dr) is defined to be the solution X(t) at time t of the quantum stochastic differential equation
in which the superscripts 1, 2, 3 denote places in the tensor product I ⊗ P ⊗ I, where P is the algebra of iterated stochastic integral processes living in F(L 2 (R + )) and the first copy of I in I ⊗ I is taken to be the non-unital (left) system algebra, so that X ∈ I ⊗ P. Specifically, since I is nilpotent, we have
which is of the form dA † ⊗ P − + dA ⊗ P + + dT ⊗ P 0 where P − , P + and P 0 are iterated integrals over the interval ]s, t]. Thus we can define the simple product integral
in which the unital algebra P is the (right) system algebra. Similarly in the second definition (ii) the inner decapitated product integral
in which the second copy of I in I ⊗ I is taken to be the (right) system algebra, which is of the form Q − ⊗ dA † + Q + ⊗ dA + Q 0 ⊗ dT where Q − , Q + and Q 0 are iterated stochastic integrals over the interval ]a, b] and can define the simple product integral
as the solution V (t) of the stochastic differential equation
Let us prove that the two definitions (i) and (ii) are equivalent. we define I t s (α) by linear extension of the rule that for each α 0 ∈ C = 0 I, I t s (α 0 ) = α 0 1 and for each n-th rank homogeneous product tensor dL 1 ⊗ dL 2 ⊗ . . . ⊗ dL n ∈ n I with
The product αβ is defined by
Here the sum is over all 3 n ordered pairs (A, B) whose union is N n = {1, 2, . . . , n}, the notation α A |A| indicates that the homogeneous component α |A| of α of rank |A| is to be placed in the copies of I within the n-fold tensor product n I labelled by the elements of A ⊂ {1, 2, . . . , n} so that, with β Here the inner summation is over all ordered m-tuples (A 1 , A 2 , . . . , A m ) of non-empty subsets whose union is N n and the notation is as follows. For A j = {a 1 , a 2 , . . . , a |Aj | } with a 1 < a 2 < . . . < a |Aj | we define dr j,m+Aj to be the element A similar argument shows that, with a similar notation,
where now the inner summation is over all ordered n-tuples (B 1 , B 2 , . . . , B n ) of non-empty subsets whose union is N m . That the sums (4) and (5) are equal follows from the fact that
Here M m,n denotes the set of all m × n matrices
is by definition dr if M j,k = 1 and void (formally 1 in the product) if M j,k = 0 and the superscripts m + j, k refer to places in ( m I)⊗( n I). The equality of the three sums (6) is established using the
The forward-backward, backward-forward and backward-backward double products
(1 + dr) and
←←
(1 + dr) are defined by appropriately replacing stochastic differential equations driven on the right by ones driven on the left. For example
where
where, as before,
3. Quantum stochastic double product integrals: properties. By nilpotence of I each element dr of I ⊗ I has a unique quasi-inverse, that is an element dr satisfying
Theorem 3.1.
We compute the differential at time b of the product YŶ using the Leibniz-Itô formula as
Let us now compute the differential at time t of X +X + XX; again using the Leibniz-Itô formula it is
Elementary adjunction properties of quantum stochastic integrals show that
where on the left † denotes the Hilbert space adjoint and on the right the tensor product involution on I ⊗ I of the natural involution on I in which dA † and dA are mutually adjoint and dT is self-adjoint. It follows from Theorem 3.1 that the condition dr † = dr is necessary and sufficient for → b a t s (1 + dr) to be coisometric. Isometry, and hence also unitarity, is more difficult to characterise. We shall show by direct construction that, in the case dr = λ(dA
, which satisfies the coisometry condition,
4. Some matrix products. Fix m, n ∈ N throughout this section. Let M = α β γ δ be a given 2 × 2 matrix. For 1 ≤ j < j ≤ m and 1 ≤ k < k ≤ n we consider the (m + n) × (m + n) matrix
where for 1 ≤ l, l ≤ m + n the dyad |l l | is the (m + n) × (m + n) matrix with a single non-zero element 1 at the intersection of the l-th row and l -th column. We shall also find it convenient to write M (j,j ;k,k ) as a 2 × 2 matrix whose elements are themselves matrices, namely
where now the dyads |j j |, |j k |, |k j | and |k k | are respectively m × m, m × n, n × m and n × n matrices. Then given a second 2 × 2 matrixM = αβ γδ the product
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We use the abbreviated notation M (j,j;k,k) = M (j;k) . Then it follows from the fact that |l l | |l l | = 0 unless l = l that
We are interested in the discrete double product (j,k)∈Nm×Nn (I + M (j;k) ) where I is the (m + n) × (m + n) identity matrix. To evaluate it we first introduce some notation.
We temporarily denote the matrix M = α β γ δ by α 00 α 01 α 10 α 11 and raise it to the ν-th power, so that the elements of the resulting 2 × 2 matrix M ν are given by
Then we define monomials of total degree ν by
so that
For ∈ {0, 1} we denote 1 − by . Now we can state
where the monomials a 1 , 2,..., ν−1 , b 1, 2 ,..., ν−1 , c 1, 2,..., ν−1 and d 1, 2,..., ν−1 are defined by (9) and the m × m, m × n, n × m and n × n matrices A 1, 2,..., ν−1 , B 1, 2,..., ν−1 , C 1, 2,..., ν−1 and D 1 , 2,..., ν−1 are defined by
Proof. In view of (8) (j,k)∈Nm×Nm 
We are interested in the double product of (m + n) × (m + n) rotation matrices
which we can express as in the previous section as
where the 2 × 2 matrix M is given by
We use the matrix (14) to construct an operator W m,n on L 2 (R)⊕L 2 (R) by embedding the standard orthonormal basis in C m+n as the orthonormal set (χ j , 0), (0, χ k ), j = 1, 2, . . . , m, k = 1, 2, . . . , n where χ j and χ k are the normalised indicator functions
and defining W m,n to be the identity I on the orthogonal complement of the latter orthonormal set. Our objective in this section is to show informally that the limit
where I is the identity operator on L 2 (R) and A, B, C and D are integral operators on L 2 (R) whose kernels are to be determined from limiting forms of the m × m, m × n, n × m and n × n matrices A m,n , B m,n , C m,n and D m,n defined by writing
We use (14) and Theorem 4.1 (in which the dependence on m, n is suppressed) to write these matrices in the form are given by (10), (11), (12) and (13).
Let us consider the limiting form of A m,n . By (10) for j < j , A 1, 2 ,..., ν−1 m,n j,j is given by
Thus for large m, n
which is of order m 1+ 2 +...+ ν−1 n 1 + 2+...+ ν−1 +1 for generic j > j. On the other hand, 226 R. HUDSON AND P. JONES denoting by
the number of changes in parity in the sequence = 0 , 1 , 2 , . . . , ν−1 , ν = ,
which is of order (mn)
.., ν−1)) . Thus, only when 
The corresponding operator
where the function < Summing over all such ν we see from (15) and (16) 
In the same way it can be shown that as m, n → ∞ the matrix D m,n approximates the integral operator
Now consider the limiting form of
where, on the one hand
which is of order m 1 + 2+...+ ν−1 n 1+ 2+...+ ν−1 for generic j, k, and on the other hand
.., ν−1)) . Again for there to be a non-zero limiting form we must have P 0,1 ( 1 , 2 , . . . , ν−1 ) = ν, which requires that ν = 2N + 1 is odd and 
where the change of sign occurs because, instead of (18),
We summarise the results of this section in:
Theorem 5.1. As m, n → ∞ the operator W (m,n) approaches the matrix of operators 
6. Unitarity. We introduce the integral operator ∆ b a whose kernel is < b a . Then
and so
Using the fact that ker(SB) = (S ⊗ I) ker(B), ker(BS) = (I ⊗ S * ) ker(B),
where S is a bounded operator on L 2 (R 2 ) and the kernel of an integral operator is regarded as an element of
, and the relations
the kernels of 
respectively. 
To prove (28) we observe that, from (20)
Regarding A = b a A t s as a function of t ≥ s for fixed s, a and b we deduce from (32) that and so using (21)
is the integral operator with kernel
Combining (33) and (34) 
we have
and since
Hence we need to show that
To deal with the third term we use the evolution property, Theorem 6.2, together with (41) to write it as
Thus we have to prove that
To do this we use the kernels of the operators given by Theorem 4.1 to compare the terms on the two sides of (44) which are sesquilinear in (f 1 , f 2 ), (f 1 , g 2 ), (g 1 , f 2 ) and (g 1 , g 2 ), respectively. For (f 1 , f 2 ) we have, on the left, 
