Most previous approaches to hardware/software partitioning considered heuristic solutions. In contrast, this paper presents an exact algorithm for the problem based on branch-and-bound. Several techniques are investigated to speed up the algorithm, including bounds based on linear programming, a custom inference engine to make the most out of the inferred information, advanced necessary conditions for partial solutions, and different heuristics to obtain high-quality initial solutions. It is demonstrated with empirical measurements that the resulting algorithm can solve highly complex partitioning problems in reasonable time. Moreover, it is about ten times faster than a previous exact algorithm based on integer linear programming. The presented methods can also be useful in other related optimization problems.
Introduction
The requirements towards today's computer systems are tougher than ever. Parallel to the growth in complexity of the systems to be designed, the time-to-market pressure is also increasing. In most applications, it is not enough for the product to be functionally correct, but it has to be cheap, fast, and reliable as well. With the wide spread of mobile systems, size, heat dissipation, and energy consumption are also becoming crucial aspects for a wide range of computer systems [21] , especially embedded systems.
These computer systems typically consist of both hardware and software. In this context, hardware means application-specific hardware units, i.e., hardware designed and implemented specifically for the given system, whereas software means a program running on a general-purpose hardware unit, such as a microprocessor.
For much of the functionality of embedded systems, both a hardware and a software implementation is possible. Both possibilities have advantages and disadvantages: software is typically cheaper, but slower; moreover, general-purpose processors consume more power than applicationspecific hardware solutions. Hardware on the other hand is fast and energy-efficient, but significantly more expensive.
Consequently, it is beneficial to implement performance-critical or power-critical functionality in hardware, and the rest in software. This way, an optimal trade-off can be found between performance, power, and costs [4] . This is the task of hardware/software partitioning: deciding which parts of the functionality should be implemented in hardware and which ones in software. Unfortunately, finding hold in the optimal solution. These conditions help cut off large subtrees of the search tree speeding up the whole branch-and-bound procedure.
Furthermore, the effectiveness of branch-and-bound can be significantly improved using a highquality initial solution. Thus, further acceleration is possible by making use of efficient heuristics to produce such an initial solution. We utilize three different heuristics described in Section 7: the first one is a genetic algorithm, the second is a minimum cut-based algorithm, while the third one uses hierarchical clustering.
As a result of all these techniques, the algorithm is significantly faster than a simple ILP solver. Our experience with industrial benchmark problems showed an acceleration of about a factor of 10 for the biggest problem instances (see Section 8).
Previous work
In a number of related papers, the target architecture is supposed to consist of a single software and a single hardware unit [13, 17, 18, 20, 31, 32, 34, 37, 40, 44, 45, 49] , whereas others do not impose this limitation [10, 12, 25, 36] . Some limit parallelism inside hardware or software [44, 49] or between hardware and software [20, 32] . The system to be partitioned is usually given in the form of a task graph, or a set of task graphs, usually assumed to be directed acyclic graphs describing the dependencies between the components of the system.
Concerning the scope of hardware/software partitioning, further distinctions can be made. In particular, many researchers consider scheduling as part of partitioning [10, 12, 24, 31, 34, 36] , whereas others do not [13, 17, 32, 37, 49, 47] . Some even include the problem of assigning communication events to links between hardware and/or software units [12, 34] .
The proposed methods also vary significantly concerning model granularity, i.e. the semantics of a node. There have been works on low granularity, where a node represents a single instruction or a short sequence of instructions [6, 8, 40, 21] , middle granularity, where a node represents a basic block [22, 27, 38] , and high granularity, where a node represents a function or procedure [18, 36, 48, 2] , as well as flexible granularity, where a node can represent any of the above [20, 47] .
The majority of the previously proposed partitioning algorithms is heuristic. This is due to the fact that partitioning is a hard problem, and therefore, exact algorithms tend to be quite slow for bigger inputs. More specifically, most formulations of the partitioning problem are N P-hard [23, 5] , and the exact algorithms for them have exponential runtimes.
Many researchers have applied general-purpose heuristics to hardware/software partitioning. In particular, genetic algorithms have been extensively used [3, 12, 34, 41, 44] , as well as simulated annealing [13, 14, 15, 20, 28] . Other, less popular heuristics in this group are tabu search [13, 14] and greedy algorithms [10, 17] . Some researchers used custom heuristics to solve hardware/software partitioning. This includes the GCLP algorithm [24, 25] and the expert system of Lopez-Vallejo and Lopez [29, 31] , as well as the heuristics of Gupta and de Micheli [18] and Wolf [50] . There are also some families of well-known heuristics that are usually applied to partitioning problems. The first such family of heuristics is hierarchical clustering [1, 7, 30, 47, 48] . The other group of partitioningrelated heuristics is the Kernighan-Lin heuristic [26] , which was substantially improved by Fiduccia and Mattheyses [16] , and later by many others [11, 42] . These heuristics have been found to be appropriate for hardware/software partitioning as well [31, 46, 49] .
A couple of exact partitioning algorithms have also been proposed. Branch-and-bound has been presented for partitioning in the design of ASIPs (Application-Specific Instruction set Processors) [9] . Although the design of ASIPs is a related problem, it is very different in its details from the partitioning problem that we address, thus that algorithm is also very different from ours.
Algorithms based on the dynamic programming paradigm were used by Madsen et al [32] and by O'Nils et al [37] . However, both algorithms were applied to only very small problem instances (with some dozens of components only), and so it is quite doubtful whether they are scalable enough for larger problems as well. Conversely, we focus our efforts on making our algorithm scalable for systems with several hundreds of components.
The usage of integer linear programming (ILP) was first suggested in the early work of Prakash and Parker [39] . Their approach handled the whole co-design problem-including scheduling and optimization of the communication topology-in the form of a single integer program. This resulted in an algorithm that was very slow even for small problem instances and practically unusable for bigger ones. In contrast, our aim is to develop a fast exact algorithm for a more limited problem.
Integer linear programming was later also used by Niemann et al [35, 36] . However, that algorithm is only a heuristic, although it makes use of an exact ILP solver. We assume that the pure ILP algorithm would not have been scalable enough, and therefore the authors combined it with a heuristic to make it faster. However, this way the optimality of the algorithm is sacrificed.
For a more detailed survey on hardware/software co-design, see [51] .
Problem formalization
We use the model that was presented in [5] . Here, we review its most important characteristics. The system to be partitioned is modeled by a communication graph, the nodes of which are the components of the system that have to be mapped to either hardware or software, and the edges represent communication between the components. Unlike in most previous works, it is not assumed that this graph is acyclic in the directed sense. The edges are not even directed, because they do not represent data flow or dependency. Rather, their role is the following: if two communicating components are mapped to different contexts (i.e. one to hardware and the other to software, or vice versa), then their communication incurs a communication penalty, the value of which is given for each edge as an edge cost. This is assumed to be independent of the direction of the communication (whether from hardware to software or vice versa). If the communication does not cross the hardware/software boundary, it is neglected.
Similarly to the edge costs mentioned above, each vertex is assigned two cost values called hardware cost and software cost. If a given vertex is decided to be in hardware, then its hardware cost is considered, otherwise its software cost. We do not impose any explicit restrictions on the semantics of hardware costs and software costs; they can represent any cost metrics, like execution time, size, or power consumption. Likewise, no explicit restriction is imposed on the semantics of communication costs. Nor do we impose explicit restrictions on the granularity of partitioning (i.e. whether nodes represent instructions, basic blocks, procedures or memory blocks).
However, we assume that the total hardware cost with respect to a partition can be calculated as the sum of the hardware costs of the nodes that are in hardware, and similarly, the software cost with respect to a partition can be calculated as the sum of the software costs of the nodes that are in software, just as the communication cost with respect to a partition, which is the sum of the edge costs of those edges that cross the boundary between hardware and software.
While the assumption of additivity of costs is not always appropriate, many important cost factors do satisfy it. For example, power consumption is usually assumed to be additive, implementation effort is additive, execution time is additive for a single processing unit (and a multi-processor system can also be approximated by an appropriately faster single-processor system), and even hardware size is additive under suitable conditions [32] .
Furthermore, although it is a challenging problem how the cost values can be obtained, it is beyond the scope of this paper. Rather, we focus only on algorithmic issues of partitioning.
We now formalize the problem as follows. An undirected graph G = (V, E), V = {v 1 , . 
The set of crossing edges of partition P is defined as:
The hardware cost of P is: H P = v i ∈V H h i ; the software cost of P is: S P = v i ∈V S s i ; the communication cost of P is:
Thus, a partition is characterized by three metrics: its hardware cost, its software cost, and its communication cost. An example for a communication graph and a possible hardware/software partition can be seen in Figure 1 . The crossing edges are bold. Suppose that for each vertex, hardware and software costs are both 1, and the communication cost of each edge is 1. Then the hardware cost of the given partition is 2, its software cost is 3, and its communication cost is also 3. Now we consider a version of the hardware/software partitioning problem, in which two of the three metrics are added. For instance, if software cost captures execution time, and communication cost captures the extra delay generated by communication, then it makes sense to add them. (Another example would be the following: if h denotes hardware implementation effort, and c denotes the effort of implementing communication modules, then it makes sense to add them.) That is, we define the running time of the system with respect to partition P as R P = S P + C P .
A very important and frequently studied problem is the following: design the cheapest system respecting a given real-time constraint, that is the overall system execution time is limited by a constant R 0 . Since the dominant cost factor of the system is the cost of the hardware units, so the aim of the designer is to minimize the hardware cost H P 1 while satisfying the real-time constraint R P ≤ R 0 . One might note that the hardware execution time is neglected in this model and it does not contribute to the overall system execution time. The following transformation shows that in case of additive costs this can be assumed without loss of generality: let first assume that to each node v both a software execution time t s (v) and a hardware execution time t h (v) are assigned and the system execution time is the sum of the software times plus the hardware times and the communication times.
We now show an equivalent system with zero hardware times. Consider a system with hardware time everywhere zero and with a modified software execution time t s (v) − t h (v) for a node v (here we further assume that t s (v) − t h (v) ≥ 0 which generally holds). This system behaves exactly the same way, but for each partition the system running time is decreased by T h := v∈V t h (v) which is a constant. So by prescribing a limit of R 0 − T h , the modified problem becomes equivalent to the original one and has zero hardware times.
To sum up, the partitioning problem we are dealing with can be formulated as follows:
Given the graph G with the cost functions h, s, and c, and R 0 ≥ 0, find a hardware/software partition P with R P ≤ R 0 that minimizes H P among all such partitions.
In an earlier work [3] , we proved that this problem is N P-hard. Moreover, the following ILP formulation was suggested.
h, s ∈ (IR + ) n , c ∈ (IR + ) e are the vectors representing the cost functions (n is the number of nodes, e is the number of edges). E ∈ {−1, 0, 1} e×n is the transposed incidence matrix:
The definition of E suggests a directed graph, although so far we spoke about undirected graphs only.
The undirected incidence matrix of G would result in a slightly more complex ILP program, so an arbitrary direction of the edges should be chosen and the directed incidence matrix should be used. Let x ∈ {0, 1} n be a binary vector indicating the partition:
Finally, let y ∈ {0, 1} e be a binary vector indicating which edges are crossed by the partition:
if edge i crosses the hardware/software boundary 0 if edge i does not cross the hardware/software boundary Using these notations, the integer program is as follows:
It can be easily proven that the optimal solution of this integer program is also the optimum of the hardware/software partitioning problem [3] . An interesting property of this integer program is that there is no integrality constraint on y, just on x. However, it can also be proven that y will be integral in the optimal solution of the ILP problem [3] .
Although the cost values h i , s i , c i,j can be arbitrary positive numbers, it will be assumed for the sake of simplicity in the rest of this paper that they are integers. This assumption is not very strict and can be exploited in finding good necessary conditions to speed up our algorithm. See Section 6 for details.
This ILP program can be solved using any ILP solver, yielding an algorithm for solving the partitioning problem. However, our experience has shown that this is quite slow [3] .
Branch-and-bound framework
An ILP solver typically uses branch-and-bound to intelligently search the space of possible solutions. Note that there are 2 n possible partitions, which makes it intractable to check all partitions even for graphs of moderate size. x 1 = 1 The branch-and-bound algorithm traverses a search tree. Each leaf of the search tree corresponds to a possible solution, i.e. an assignment of values to the variables. 2 The internal nodes of the search tree correspond to partial solutions, i.e. assignment of values to some of the variables. In each internal node, a new, unfixed variable is chosen, and branching is performed according to the value of this variable. In our case, each variable has two possible values (0 and 1), hence each internal node of the search tree has two children. If the original communication graph has n vertices, the search tree has 2 n leaves and 2 n − 1 internal nodes.
An example with three variables is shown in Figure 2 . The nodes of the search tree are numbered according to the order in which the branch-and-bound algorithm visits them. Note that, when considering a new variable, the algorithm can either first assign the value 0 to it, and only later the value 1, or vice versa. Furthermore, the algorithm does not have to follow the same variable order in each branch of the search tree. These decisions can be made based on a static order, randomly, or according to some heuristic run-time decisions.
Branch-and-bound works well if large portions of the search tree can be cut off. For instance, using the example of Figure 2 , suppose that we are currently in node 9, i.e. x 2 is fixed to 1, but the other variables are not fixed. We have already evaluated four different partitions (nodes 4, 5, 7, and 8). Suppose that the best valid partition that has been encountered so far had a hardware cost of H 0 . This means that we are looking for partitions with R P ≤ R 0 and H P < H 0 . Suppose furthermore that some mechanism tells us that these two constraints cannot be fulfilled with x 2 = 1. Then the branch starting at node 9 can be cut off, thus saving us a lot of time.
In the case of ILP, this mechanism is typically LP-relaxation. The LP-relaxation of an ILP program is defined as the same integer program without integrality constraints. This yields an LP problem instance, which can be quickly solved using a standard LP solver, because LP is much simpler than ILP. Clearly, if not even the LP-relaxation can be solved in a given node of the search tree (i.e. after some variables were fixed), then the ILP is not solvable either, so that the current branch can be cut off.
As we will see later, other mechanisms can also be used at this point beside LP-relaxation, and this way the algorithm can be further accelerated. The skeleton of our branch-and-bound algorithm is shown in Algorithm 1. This algorithm is used as a framework for incorporating further algorithms, as described in the next sections.
The algorithm may need some explanation. The idea of the backtrack routine can be illustrated easily on the example of Figure 2 . Suppose for instance that we are currently in node 5, and we perform a backtrack. We have to go back on the tree (and undo the fixations), as long as both possible values of the lastly fixed variable are checked. This holds for node 3 because both of its children have already been visited. But it does not hold for node 2, because only one of its children has been visited. So we stop the cycle of the backtrack procedure at this point, and change the current variable, which is x 1 in the case of node 2, to its other value, which is 1. This is how we get to the next node, which is node 6.
As already mentioned, the feasibility check involves solving an LP problem instance. This LP is obtained from the original ILP by abandoning the integrality constraints and taking into account the variable fixations and any other inferred information. Moreover, the following inequality can be added to the LP: hx ≤ H 0 − 1 (where H 0 is the best objective value found so far), because all costs are assumed to be integers, and we are only interested in finding solutions that are better than the best one found so far. Actually, it would be sufficient to test if the resulting LP can be solved at all (instead of minimizing hx) in order to decide whether to go deeper in the search tree or to backtrack. However, we did not choose this alternative for the following reasons:
• It is in general not easier to test the solvability of a set of inequations than to optimize a linear function subject to those constraints [43] .
• Optimizing hx has the advantage that if accidentally all variables are integral in the optimum of the LP 3 , then the optimum of the ILP in that branch is found as well.
• Even if not all variables are integral in the optimum of the LP, their value carries important information. Namely, the strategy of fixing a variable in the next round that is not integral in the optimum of the current LP, is known to yield faster termination than the strategy of fixing a random variable.
Note that there are two possibilities for creating the LP problem instance. It can be either built from scratch, or by modifying the last one. If backtracking has been performed since the last LP, then the new LP should be built from scratch. However, if the difference since the last LP is only additional information that can be captured with linear equalities or inequalities then it is quicker to supplement the last LP with these new pieces of information. Conversely, if we keep on adding new rows to the LP, this adds to its complexity. In our algorithm, we use a trade-off: after a predefined number of modified LPs, the next LP is built from scratch.
Improvement by inference
Each round of the branch-and-bound starts by fixing a variable to either 0 or 1. In a general-purpose ILP solver, this would be followed by the solution of the slightly changed LP that takes into account the new information. However, problem-specific knowledge can be incorporated into the algorithm at this point in order to infer additional information. The following rules can be used for this (in the following, u and v denote two vertices of the communication graph connected by edge e; x u , x v , and y e are the corresponding variables):
Rule 1: If x u and x v are both fixed to the same value, then y e = 0. 
Rule 4:
If x u is fixed to 1, but x v is not yet fixed, then y e = 1 − x v . All of the above rules are obvious based on problem-specific knowledge (i.e. based on the understanding of the hardware/software partitioning problem). On the other hand, these rules are very useful because they all reduce the number of variables and thus the complexity of the problem. It would be possible to use a full-fledged, general-purpose inference engine (such as the Sicstus Prolog CLP library) to make use of these rules. However, these rules are very special, so that they can be handled more efficiently in a proprietary way. This is going to be described next.
Knowledge representation
As can be seen from the above rules, our knowledge on a variable can be one of the following: (i) no knowledge; (ii) the variable is fixed to a value; (iii) the variable has the same value as another variable; (iv) the variable has the other value than another variable.
The first two kinds of knowledge can be easily represented and handled. For the last two kinds of knowledge, we will present a novel, very compact data structure, called the star representation. But first, some notations are defined.
Let V ar denote the set of all variables, i.e. V ar = {x i : i = 1, 2, . . . , n} ∪ {y j : j = 1, 2, . . . , e}. Two relations R 1 and R 2 are defined on V ar: for any z 1 , z 2 ∈ V ar, R 1 (z 1 , z 2 ) ⇔ we know that z 1 = z 2 . Similarly, R 2 (z 1 , z 2 ) ⇔ we know that z 1 = 1 − z 2 . Clearly, R 1 and R 2 have to be disjoint. It is easy to see that both R 1 and R 2 are symmetric relations, and therefore they define two undirected graphs on V ar: H 1 = (V ar, R 1 ) and H 2 = (V ar, R 2 ). Furthermore, R 1 and R 2 have the following additional properties:
Let R 1,2 = R 1 ∪ R 2 and H 1,2 = (V ar, R 1,2 ) be the corresponding undirected graph. In this graph, each edge is marked either with the label R 1 or with the label R 2 , according to which relation it belongs to. Rules 5-8 imply the following for this graph:
the label of (z 1 , z k ) can be deduced from the labels of the edges of the path.
(ii) Each connected component of H 1,2 is a complete graph.
(iii) A(n arbitrary) spanning forest of H 1,2 with the associated labels represents it in the sense that all other information present in H 1,2 can be deduced from the spanning forest.
Proof. We prove (i) by induction. For k = 2 the statement is trivial. For the induction step assume that it holds for k − 1. That means that (z 1 , z k−1 ) ∈ R 1,2 and (z k−1 , z k ) ∈ R 1,2 . Furthermore, the labels of (z 1 , z k−1 ) and (z k−1 , z k ) are known. Rules 5-8 together imply that (z 1 , z k ) ∈ R 1,2 and define its label.
(ii) is an easy consequence of (i). Let C be a connected component of H 1,2 and u, v ∈ C two arbitrary vertices in it. Since C is connected, there is a path u = z 1 , z 2 , . . . , z k = v between u and v. Applying (i) to this path yields that (u, v) is an edge in C, hence C is complete.
(iii) From (i) it follows that each connected component of H 1,2 can be represented with a spanning tree, thus H 1,2 can be represented with a spanning forest.
Let us consider an example with seven variables: z 1 , . . . , z 7 . Assume that the following information has been inferred:
. This information is shown in Figure 3 . The corresponding H 1,2 graph contains this information, but also those pieces of information that can be inferred from this knowledge. For instance, it can be inferred using Rule 7 that R 2 (z 1 , z 3 ) holds. The corresponding H 1,2 graph is shown in Figure 4 . This graph possesses indeed the property of Proposition 1/(ii). Figure 4 : The H 1,2 graph corresponding to the example of Figure 3 As can be seen from the above, the graph H 1,2 contains all the information that has been inferred or can be inferred indirectly. Proposition 1/(iii) suggests that spanning trees of the connected components of the graph can be used for the compact representation of all this knowledge. It is also clear that at least a spanning tree has to be stored from each component because otherwise some information would be lost. Therefore, storing a spanning tree for each component is optimal concerning the size of the data structure. It only remains to decide which spanning trees to use. A complete graph has several spanning trees, which have of course the same number of edges, i.e. the size of the data structure does not depend on the choice of the spanning tree. However, the time needed to retrieve the information from the data structure does depend on the choice of the spanning tree. Specifically, determining the relation between two variables involves examining the path between them in the spanning tree, and so the time needed to retrieve the information correlates to the length of the paths in the spanning tree. It follows that the spanning tree has to be chosen in such a way that all paths in it are short. This is accomplished by a star, in which each path consists of at most two edges. This way, the relation between two variables can be retrieved in O(1) time 4 . We refer to this representation as the star representation. Note that there are several possible star representations, because each component has several star-shaped spanning trees. However, all representations yield the same, optimal performance, so we can choose one arbitrarily. Figure 5 shows a possible star representation of the previous example.
Figure 5: A possible star representation corresponding to the example of Figure 4 The following rules describe how the data structure is updated whenever new information is available:
Rule 9: If z 1 = z 2 is inferred, and z 1 and z 2 are in different components of H 1,2 , then unify the two stars to a single one.
Rule 10:
If z 1 = 1 − z 2 is inferred, and z 1 and z 2 are in different components of H 1,2 , then unify the two stars to a single one.
Rule 11:
If the value of z gets fixed, then fix all variables in the component of z appropriately.
Note that the newly inferred knowledge cannot lead to a contradiction in the H 1,2 graph-such as R 1 (z 1 , z 2 ) and R 2 (z 1 , z 2 ) holding at the same time-because all inferred information corresponds to a consistent labeling of the variables.
Unifying two stars involves detaching all nodes in the smaller star from its root and attaching them using the appropriate relation to the root of the bigger star, plus attaching the root of the smaller star to the root of the bigger star. Therefore, this operation takes time proportional to the size of the smaller star.
Continuing our example, Figure 6 shows the unification of the stars of Figure 5 after having inferred that z 3 = 1 − z 6 .
To sum up: the star representation is a data structure with optimal size, O(1) information retrieval time, and linear update time.
Inference algorithm
Each time the branch-and-bound algorithm fixes a variable, the new information is propagated to the other variables using the above rules, until no more information can be inferred. Figure 6 : Unification of the stars of Figure 5 The inferred information is stored in a stack-like data structure, the inference stack, so that the inference steps can be easily undone when backtracking. Moreover, for easier access, the currently known information is also stored separately for each variable.
Finally, a technique called constructive disjunction (CD [52] ) is applied. This means a controlled branching of given depth (typically 1). For instance, let z be a variable whose value is not yet known. CD works by first trying to substitute z = 0, checking if this leads to a contradiction with the cost constraints, and then also checking the z = 1 setting for contradiction. If both options lead to a contradiction, then the current branch can be cut off. If exactly one of the two options leads to a contradiction, then z can be set to the other value. In this case, CD was successful. If none of the two options leads to a contradiction, then nothing has been inferred, z remains unset, CD was not successful.
CD is motivated by the following facts:
• According to Rule 11, fixing a variable can lead to substantial new knowledge.
• Even the fixation of a single variable can increase H P or R P significantly. This can happen either because the corresponding node or edge of the original communication graph has a high cost, or because we fix a node of the communication graph in such a way that many edges become crossed by the partition.
In our algorithm, CD is applied to all variables that are roots in the star representation (isolated vertices also count as roots). Whenever a variable is fixed during CD, this information is propagated to the other variables using the previously described rules. The inference stack can be used to store the information inferred during CD as well, because it enables easy undoing. If CD is successful for at least one variable, then it makes sense to restart it for all variables, otherwise it does not.
Although CD involves a non-negligible time penalty, it can be very useful in pruning large regions of the search space, so that it is generally accepted in the artificial intelligence community as a very effective technique.
Finally, we note that general solvers for constraint logic programming (CLP) typically use branchand-bound and inference. This means that inference itself is a quite powerful technique that can be used even without LP-relaxation. Our method can be regarded as a combination of an ILP-solver and a CLP-solver. As another consequence, it is not necessary to solve a linear program in each step. Since solving an LP is more time-consuming than the other steps of our algorithm, it makes sense to perform LP optimization less frequently.
Necessary conditions (lower bounds on costs)
As already discussed, branch-and-bound works well if large portions of the search tree can be cut off. For this, the algorithm must be able to recognize that a given partial solution will surely not yield a valid solution that is better than the best one found so far. In other words, necessary conditions are needed that a promising partial solution has to fulfill. If the current partial solution does not fulfill a necessary condition then the current branch can be cut off. Of course, such necessary conditions should be easily checkable. Until now, only one such necessary condition has been mentioned, namely the one based on LP-relaxation. In this section, some additional, problem-specific necessary conditions are described.
Suppose we have a current partial solution such as the one shown in Figure 7 . V HW denotes the set of nodes of the communication graph that are fixed to hardware, and similarly, V SW denotes the set of nodes that are fixed to software. Let H curr = v i ∈V HW h i be the hardware cost of the nodes fixed to hardware, and S curr = v i ∈V SW s i be the software cost of the nodes fixed to software. These costs will surely be incurred. Similarly, the edges between V HW and V SW will surely be cut by the partition, which incurs a communication cost of C curr = (c i,j :
are not yet fixed, therefore it is not known whether their hardware cost or their software cost will be incurred. Similarly, it is not yet known whether the edges incident to these nodes will be cut by the partition or not. Our aim is to find as high as possible lower bounds on the costs.
To find advanced, non-trivial necessary conditions, the techniques that we introduced in another paper [5] can be used. In that paper, we addressed a slightly different partitioning problem as well, in which there is no bound on R P , but rather the objective is to minimize T P = αH P + βS P + γC P , where α, β, and γ are given non-negative weight factors. That problem is much easier and we have presented a fast, polynomial-time exact algorithm for it, which relies on finding the minimum cut in an auxiliary graph. Moreover, the algorithm could also be simply generalized to the case in which some components of the system are fixed to hardware or software.
Let us now turn back to the problem at hand. Suppose that the minimum of T P is calculated (taking into account the already fixed nodes in V HW and V SW ) for different α, β, and γ values. This minimum will be denoted by T (α, β, γ). Using the above-mentioned polynomial-time algorithm, such T values can be calculated quickly. Then, the following are necessary conditions (recall that R 0 denotes the bound on R P , and H 0 is the hardware cost of the best valid partition found so far): T (0, 1, 1) is the minimum achievable R P value, given the already fixed nodes. Testing Condition 1 decides optimally 5 whether the current partition can somehow be extended to a valid partition (i.e. satisfying R 0 ). Similarly, Condition 2 holds because T (1, 1, 1) is the minimum achievable H P + R P value, given the already fixed nodes (and because of the integrality of the cost values). Note that these conditions imply other, easier conditions, as follows:
Condition 1 holds because
Another trivial necessary condition that does not follow from any of the previous conditions is also used:
To sum up, Conditions 1, 2 and 5 should be used.
Improvement by heuristics
The speed of the branch-and-bound algorithm can be further improved using any heuristic algorithm for the partitioning problem, as shown in this section.
The main idea is the following. The speed of the algorithm depends heavily on how early branches can be cut off. If the algorithm notices a contradiction early, i.e. near the root of the search tree, then a large part of the search tree can be pruned. Clearly, if H 0 is low, then chances are good for finding a contradiction. Normally, H 0 is initialized with the value ∞, and each time a new, better solution is found, H 0 is decreased accordingly. Because of the above observations, our aim is to make H 0 as small as possible, as soon as possible.
Suppose that before running the branch-and-bound algorithm, a heuristic algorithm is run. The heuristic algorithm produces a valid partition with hardware cost H heur , which is not necessarily optimal. Nevertheless, the branch-and-bound algorithm can be started with H 0 initialized to this value afterwards. This way, the property that the optimum solution is provided is not lost. However, if the heuristic algorithm is fast, and yields high-quality results (which is exactly what makes a good heuristic algorithm), then we can accelerate the branch-and-bound algorithm significantly by entailing only a small time penalty for running the heuristic algorithm beforehand.
In the following, we describe the usage of three heuristic algorithms for this purpose: a genetic algorithm, a minimum-cut-based algorithm, and a clustering-based algorithm. Of course, the idea of pre-optimization with a heuristic can be generally applied to ILP problems. In fact, ILP solvers do use general-purpose heuristics for this purpose. In this section, however, the usage of applicationspecific heuristics is discussed, which can yield better results. The effect of these heuristics on the overall performance of the algorithm is evaluated in Section 8. Another consequence is that two of the presented heuristics (the genetic algorithm and the clustering-based algorithm) can be combined in a more sophisticated way with the exact algorithm, not just in the form of pre-optimization.
Genetic algorithm
In an earlier work [3] , we presented a genetic algorithm (GA) for the hardware/software partitioning problem. It maintains a population of (not necessarily valid) hardware/software partitions, and improves them using the standard genetic operators recombination, mutation, and selection. This heuristic algorithm can be used without any modifications as a pre-optimization step before the branch-andbound algorithm.
It is also possible to establish a stronger coupling between the two algorithms. Suppose that the two algorithms run in parallel, and maintain a common best-so-far solution. Whenever the genetic algorithm finds a better solution, H 0 can be decreased, which will-as discussed above-help the branch-and-bound algorithm prune parts of the search tree earlier. Conversely, when the branch-andabound algorithm finds a better solution, this new, high-quality partition is injected into the population of the genetic algorithm, thus hopefully improving its effectiveness.
Unfortunately, our empirical tests have shown that the latter combination of the two algorithms is not very effective. Although the branch-and-bound algorithm benefits at first from the results found by the GA, the GA is simply not able to further improve the injected partitions, because they are of much better quality than the other individuals in the population of the GA. Therefore, we kept to the original idea of running the GA first, followed by the branch-and-bound algorithm.
Heuristic based on minimum cut
In another work [5] , we have described a heuristic algorithm for the hardware/software partitioning problem, that is based on finding the minimum cut in a graph. (Note that this algorithm is not the same as the cut-based algorithm mentioned in Section 6, but it is based on that algorithm).
This algorithm, too, can be used as a pre-optimization step before the branch-and-bound algorithm.
Heuristic based on hierarchical clustering
A further possibility is hierarchical clustering, i.e. unifying vertices of the graph based on local closeness metrics until the size of the resulting graph is sufficiently small. Because of the local decisions typically employed in hierarchical clustering, this method is very fast, but of course sub-optimal. Obviously, it is an important question when the clustering process should stop. If many vertices are unified, then the resulting graph is small, so that it can be easily partitioned, but many degrees of freedom are lost. Conversely, if only few vertices are unified, then the resulting graph is quite big, so that its partitioning is still non-trivial, but the loss in degrees of freedom (and hence in potential solution quality) is not so significant.
Whenever two nodes v i and v j of the communication graph are unified, the software cost of the resulting new node will be s i +s j , and its hardware cost will be h i +h j . If parallel edges occur, they can be substituted with a single edge, the communication cost of which is the sum of the communication costs of the parallel edges. If a loop (i.e. a cycle of length 1) occurs, it can be simply abandoned because it does not participate in any cut of the graph. It follows that a partition P in the clustered graph can be expanded to a partition P in the original graph with the same hardware, software, and communication costs.
Hierarchical clustering and the branch-and-bound algorithm can be combined as follows. First, the input graph is clustered until its size reaches a range that makes it possible to quickly find its optimal solution using branch-and-bound. This works, because the branch-and-bound algorithm is rather fast on small graphs. So in the second step, the optimal partition of the clustered graph is obtained using the branch-and-bound algorithm. As discussed above, this defines a valid partition of the original graph with the same hardware cost, so that we have obtained a non-trivial H 0 value for the original graph. In the third step, the original partitioning problem is solved using the branch-andbound algorithm, starting with this H 0 value. Clearly, this strategy also yields an optimal solution for the original problem, and if the clustering algorithm is good enough, then the whole process is significantly accelerated.
This idea can be generalized to a recursive, multi-level algorithm. Let G 0 = G be the original graph, which has n 0 = n vertices. Furthermore, let µ ∈ (0, 1) be a constant. The graphs G i (i = 1, 2, . . . , k; the number of vertices in G i is denoted by n i ) are defined recursively as follows: G i is obtained from G i−1 using hierarchical clustering, so that n i = µn i−1 . k is chosen in such a way that G k is the first graph in the series that is in the range of quickly solvable problem sizes. Now, the algorithm works as follows. First, the optimal partition in G k is calculated. According to the choice of k, this can be quickly done. In a general step, after the optimal partition in G i has been calculated, this value is used to initialize H 0 , and to solve the partitioning problem in G i−1 optimally using this aid. That is, partitioning problems of increasing complexity are solved, while better and better aids (i.e. H 0 values) are available. At the end, G 0 is partitioned, which is exactly the original problem. An example for this process with n 0 = 16, µ = 0.5, and k = 2 is shown in Figure 8 . (Edges and costs are not shown for the sake of simplicity.) 
Empirical results
We implemented the presented algorithm in a C program and compared it to an implementation based on a commercial ILP solver [3] . Note that, since both algorithms are exact, only their speed had to be compared, and not the quality of the solutions they find. The empirical experiments were conducted on a Pentium III 1100MHz PC running SuSE Linux. Table 1 lists the benchmarks that were used for testing. The vertices in the graphs correspond to high-level language instructions. Software and communication costs are time-dimensional, whereas hardware costs represent the occupied area. More details on the cost functions used in the benchmarks can be found in [5] .
Note that the first three benchmarks -which are taken from MiBench [19] -have approximately the same size as the graphs that most previous algorithms were tested on 6 . The segment and fuzzy benchmarks are our own designs, and they are significantly larger. We also added some very complex benchmarks from the domains of cryptography and volume visualization as well as large random graphs to test the limits of the applicability of the algorithms.
Our algorithm adds three techniques to a pure ILP-solver-based algorithm: inference, lower bounds, and pre-optimization. In order to see the improvement by each of these techniques, we tested four versions of the algorithm:
ILP:
Standard ILP solver 7 , i.e. branch-and-bound algorithm without the suggested improvements inference: Branch-and-bound algorithm with inference but without lower bounds and pre-optimization
inference+LB:
Branch-and-bound algorithm with inference and lower bounds but without pre-optimization there is a large number of such time-consuming loops, or there are also relatively big time-consuming loops. Furthermore, in very complex systems even the relatively small parts can be huge. Our larger benchmarks are examples of such systems. 7 As ILP solver, we used version 3.2 of the package lp_solve, which is available from ftp:// ftp.es.ele.tue.nl/ pub/ lp_ solve. It uses branch-and-bound, the search tree is traversed in a depth-first-search fashion, and branching is performed each time according to a randomly chosen non-integer variable. For cutting off parts of the search tree, it uses the bound from LP-relaxation. 11 show the running time of the algorithms (the averate of five measurements) on benchmarks of low, medium, and high complexity. As can be seen from the results, the ILP algorithm is very fast on the three smallest benchmarks, but its running time explodes quickly. On the other hand, all versions of the branch-and-bound algorithm are slightly slower on the smallest benchmarks (but still fast -under 0.2 second), but much more efficient on the bigger examples. On benchmarks of medium complexity, the best version of the branch-and-bound algorithm is about 10 times faster than the ILP-based algorithm. On the largest benchmarks, only the best version of the branch-and-bound algorithm finished in acceptable time (within 1-2 hours), and in two cases also the algorithm without pre-optimization, the other versions did not finish within 10 hours. Of course, even the running time of the best version of the branch-and-bound algorithm falls victim to combinatorial explosion, but it can be seen that it can indeed solve very complex problems in reasonable time. Figure 10 shows clearly that for non-trivial problem instances, each one of the proposed techniques significantly improves the performance of the algorithm.
Finally, we would like to revisit the issue of heuristic versus exact algorithms, which was mentioned in the Introduction. Table 2 shows the deviation of the result of the genetic algorithm from the optimum, in percentage. We chose the genetic algorithm for this purpose because it is typical of the kinds of algorithms that are widely used for hardware/software partitioning (see Section 2) . In this set of experiments, we tried different R 0 values for all benchmarks, because the performance of the GA Table 2 : The deviation of the result of GA from the optimum depends significantly on this parameter [3] . The three columns of the table refer to the best, average, and worst of the results for the different R 0 values. As can be seen from the results, the GA finds almost always the optimal solution in the case of the three small benchmarks. However, as we move on to the bigger benchmarks, the relative performance of the GA also significantly worsens. In particular, the worst-case result for the ray benchmark is 171.6%, which is unacceptable in most applications. Hence, the exact algorithms offer significant rewards for their longer running times. And in the case of the small benchmarks, where the GA finds virtually always the optimum, the exact algorithms are also very fast.
Conclusions
This paper described a first attempt towards a practical exact algorithm for the hardware/software partitioning problem. We have shown that a branch-and-bound scheme can be used as a framework, into which further algorithms can be integrated. Specifically, we have integrated the following techniques into the algorithm: (i) lower bounds based on LP-relaxation; (ii) a custom inference engine; (iii) non-trivial necessary conditions based on a minimum-cut algorithm; (iv) different heuristics as a pre-optimization step. The presented methods can also be useful in other related optimization problems.
The empirical results have shown that the resulting algorithm is indeed capable of solving large problem instances in reasonable time. In particular, it is clearly more practical than a standard ILP solver.
The presented algorithm can be simply generalized to include more than one constraint (for instance, real-time constraints for different use cases of the system). Another generalization enables the system designer to prescribe that some nodes have to be in hardware, and some in software.
Several future research directions can be identified as well. A number of other algorithmic ideas can be incorporated, for instance, the Kernighan/Lin heuristic, more advanced heuristics for choosing the next variable to fix, using a custom LP solver etc. Furthermore, it should also be investigated in more depth what characteristics of a problem instance make it difficult or easy to solve optimally.
