In the standard TPCSR framework, one begins with a beta pricing model such as the Capital Asset Pricing Model (CAPM) or Arbitrage Pricing Theory (APT). In the first step, timeseries regressions of asset returns on risk factors are used to estimate the factor sensitivities, or betas, of the assets. In the second step, cross-sectional regressions of asset betas on asset returns are used to estimate the excess returns on factor mimicking portfolios and the zero beta return [Fama (1976) ]. Time series means of these portfolio returns are often used to estimate unconditional factor risk premia. TPCSR has been applied by many researchers to the estimation of factor mimicking portfolios and testing of asset pricing models.
APC is an alternative method of estimating factor mimicking portfolios which relies on an n-asymptotic version of factor analysis [see Connor and Korajczyk (1986, 1988) ]. In the spirit of the APT, the asymptotic principal components factor portfolios are not dependent on pre-specification of the nature of the economic factors but are the factor portfolios that explain the common movements across assets. Given that TPCSR requires the researcher to take a stance on the nature of the economic factors and APC allows the data to define the factors, the approaches seem to quite distinct. We show that there is a close relation between iterated TPCSR and APC.
In Section 2, we consider the case in which the zero-beta return is observed and need not be estimated. We add an extra consistency criterion to TPCSR to insure uniqueness of the factor estimates. Shanken (1983) suggests repeating the TPCSR algorithm using the outputted factor estimates as the new inputs. We go further and suggest an sequence of repetitions, each using the last steps outputted factor estimates as the new inputs. We show that this sequence always has a fixed point and the fixed point is the APC estimator. , and R denote an n×T matrix of realized excess returns on the n securities for T time periods. We assume that excess returns have independent and identical distributions across time. We will assume throughout this section that the panel of observed returns is balanced, that is there are no missing observations. Let r f denote the 1×T matrix of realized zero-beta returns. In matrix notation we can write the security returns as:
whereF is the k×T matrix of the realizations of the factors plus risk premia and φ is the n×T matrix of idiosyncratic returns. Suppose that we begin with initial estimates of F which we will call F 
Given the estimated matrix of factor betas , we can compute the excess returns on factor mimicking portfolios by second-pass, cross-sectional regressions of returns on the matrix of estimated betas [Fama (1976, Chp. 9) ]. Let denote the k×T matrix of these TPCSR estimates of the factors plus risk premia from the cross-sectional ordinary least squares regression of excess returns on B:
Equations (3) and (4) are standard and appear in many variations throughout the empirical asset pricing literature.
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Our iterative TPCSR procedure uses the "output" of (4), F 
and Lemma 1 in the appendix proves the existence of a solution to the system (5) and (6) but also shows that the solution is not unique. The non-uniqueness problem is easily remedied.
There exists a unique solution to Equations (5) and (6) which is optimal in the sense of minimizing the estimated variance idiosyncratic returns. We eliminate the indeterminancy by adding this condition to Equations (5) and (6):
We call the unique matrix which solves (5), (6) and (7) the iterative TPCSR estimate.
Connor and Korajczyk (1986) suggest APC as an alternative method of estimating factor portfolio returns. Let Ω denote the T×T cross-product matrix of excess returns: . This is referred to as the "rotational indeterminancy" of factor models. Therefore, to show the equivalence of two factor estimators, we only need to show that they are nonsingular linear transformations of each other.
Theorem 1 F is the iterative TPCSR estimate if and only if L F is the APC estimate for
some nonsingular matrix L.
Note that Theorem 1 is an algebraic, rather than probabilistic, relationship between estimators. The two estimates are exactly equal for any sample, and this equality does not require any assumptions about the true return distribution of the assets. and use them as the initial inputs for the factors. They perform one cycle of TPCSR and produce estimates of factor returns. Each factor estimate represents the excess return to a portfolio with unit sensitivity to an inputted economic shock. So, for example, the first factor captures the excess return from holding industrial production risk, the second factor captures the excess return from holding term structure risk, and so on. This relationship between estimated factors and economic variates is not preserved across rotations. Suppose that one begins as in Chen, Roll, and Ross (1986) and then iterates the TPCSR to convergence. The final factor estimates, will be identical to APC except that they will differ by a rotation.
In the case where we wish to interpret the risk premia associated with particular economic factors, the iterative TPCSR estimates might be preferred to those from APC. However, the APC factor estimates can always be re-rotated to match the economic factors [e.g., see
Connor and Korajczyk (1991)].
In many applications of TPCSR, the econometrician wishes to test for other sources of risk premia in addition to factor risk premia. For example, one might add a size proxy [e.g., Banz (1981) ] or variance proxy [e.g., Fama (1976) ] to the cross-sectional regressions along with the beta matrix. In this case, the APC procedure cannot be applied since there is no obvious way to incorporate nonfactor risk premia in the eigenvector decomposition.
One approach would be to use APC to estimate factor portfolio returns and then use these factor estimates to risk adjust the returns used as dependent variables in the cross-sectional regression [as in Brennan, Chordia, and Subrahmanyam (1998) ]. An alternative approach would be to include factor betas along with the non-factor characteristics as independent variables with non-risk adjusted returns as dependent variables.
Connor and Korajczyk (1986, p. 386) cite as one of the advantages of APC that it can be applied to individual asset returns and does not require portfolio grouping. In most applications, TPCSR is known to require portfolio grouping in order to eliminate (or at least mitigate) the error-in-variables problems from using estimated betas in the cross-sectional regressions (see Miller and Scholes (1972) or Fama and MacBeth (1973) for a discussion).
However, in the restricted form of TPCSR which we use (no non-factor characteristics, no estimation of the zero-beta return) there is no errors-in-variables bias from using estimated betas.
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With non-factor characteristics included, or with estimation of the zero-beta return, portfolio grouping is required for n-consistency. {i, t} element of R is observed and I i , t = 0 otherwise, and define the {t, τ }element of Ω as:
then they estimate factor mimicking portfolio returns from the eigenvectors of the redefined Ω. We will take a slightly different, quasi-MLE, approach here. Under stronger assumptions than are necessary for consistency of the APC estimator (i.e., φ 
The first order conditions are:
and
which correspond to the time-series and cross-sectional regressions (5) and (6) applied to the observed data in the unbalanced panel. We can obtain the MLEs of F and B by iterating between the first order conditions, Equations (11) and (12) [Stock and Watson (1998) ] which is ITPCSR applied to the observed data. An alternative approach to obtaining the MLEs is to minimize Λ using the EM algorithm of Dempster, Laird, and Rubin (1977) . Let Λ * denote the negative complete data log-likelihood function
where
is the latent value of R i , t
. The EM algorithm iteratively maximizes the expected value of the complete data log-liklihood (minimizes Λ * (B, F )), conditional on the estimates from the prior iteration. Under the assumed error structure, this amounts to minimizing at iteration j:
where R . Applying the EM algorithm amounts to an iterative application of APC until convergence.
In practice, we find that the ITPCSR and EM estimates give identical factor estimates when the data are normally distributed. Using actual return data, we find that the estimate do not always converge. There is some evidence suggesting that the EM algorithm maybe converging to a local maximum. We discuss these results in the next section.
Empirical Analysis
We first present results using actual return data from a balanced panel. Next we show results for an unbalanced panel where the return data are from simulated factor model. Finally, we
show results for an unbalanced panel of actual return data.
Balanced Panel of Asset Returns
Theorem 1 implies that, for a balanced panel of assets, iterating the two-pass cross-sectional regression converges to the same estimated factor portfolios regardless of the initial prespecified factors. This is true even if the prespecified factors have no true population relation with asset returns. To illustrate this point we compare the ITPCSR factor portfolio estimates to the APC factor portfolio estimates for a three-factor model. We choose two different initial models. For the first initial model the first factor is a monthly sunspot number
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(that is, the observation for January 2000 is the average of the daily sunspot numbers in that month). The first factor is the return, in excess of the one-month Treasury bill return, on the CRSP value-weighted portfolio. The second factor, HML, is the return on a high book-to-market equity portfolio in excess of the return on a low book-to-market equity portfolio. The third factor is the return on a portfolio of small market capitalization firms in excess of the return on a portfolio of large market capitalization firms. The ITPCSR factor portfolio estimates converge to a rotation of the APC factor portfolio estimates regardless of whether we start with the nonsensical sunspot factors or the Fama and French factors.
While there may be folk tales of a relation between sunspots and stock returns, there is no economic reason to expect that our initial factors represent risk factors in the stock market.
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Even though the population factor loading matrix, B, is zero, the sample factor loading matrix, , will be non-singular with probability one. This is all that we need to have the ITPCSR converge. Let F 0 be the initial 3×120 matrix of factors (120 time-series observations on the three factors (sunpots and two randomly generated variables). We estimate the factor loading matrix, B 0 , using Equation (3) and a new matrix of factors, F 1 , using Equation (4). The process is iterated with:
and: After each iteration we estimate the time-series regression of the k new factor portfolio estimates on the previous k factor portfolio estimates.
With k factors (k=3 in our empirical work), this is a system of k equations. We calculate the R To illustrate Theorem 1 we regress the k (k=3) ITPCSR factor estimates on the k APC factors and the k initial factors:
For each iteration we measure the k R 2 values and plot them in Figure 1 [for Equation (18)] and Figure 2 [for Equation (19) ]. We repeat the above analysis using the Fama and French three-factor model as our initial factors. As one would expect, the convergence is slightly faster when we start with the Fama and French factors than when we start with the sunspot factors. Figure 3 shows the R 2 values from Equation (18) . As predicted by Theorem 1, they converge to one. Thus, the iterated two-pass cross section regression estimates converge to the APC estimates regardless of whether we begin with the sunspot factors or the Fama/French factors. The difference, of course is that the R 2 values from Equation (19) should not converge to zero when we start with the Fama/French factors. Figure 4 shows that the R 2 converge to between 47% (for the third factor) and 70% (for the first factor).
Unbalanced Panel of Simulated Asset Returns
We construct simulated factor returns that have the same pattern of missing data as the actual CRSP return data over the same ten-year period used for the balanced panel, January 1991 through December 2000. The full sample consists of 11,641 firms, however only 2642 have complete returns over the ten-year period. In an average month there are 7430 firms with return data. We simulate return data for the 11,641 firms from a three-factor model using a return generating process similar to that in Connor and Korajczyk (1993, Section IIIB). The main difference is that we have doubled the idiosyncratic standard deviation. This four-fold increase in idiosyncratic variance should make it more difficult for the routines to extract the true factors. Factor realizations and idiosyncratic return realization are normally distributed in the simulation. Each firm/month combination in the CRSP data that has a missing observation is treated as missing in the simulation. Additionally, we excluded firms that had fewer than 24 months of data over the ten-year period.
As in the analysis of the balanced panel above we start the ITPCSR with two sets of prespecified factors, the sunspot factors and the Fama and French factors. The initial APC set of factor estimates are obtained by calculating the eigenvectors of Ω in Eq. (9) as in Connor and Korajczyk (1987) . The APC factor estimates are obtained by the iterative procedure of using the fitted factor model from the APC iteration j − 1 to "fill-in" the missing data for iteration j.
For both the ITPCSR estimates and the APC estimates, the convergence criterion is that the minimal R 2 value from the multivariate regression of estimated factor returns on the previous iteration (Eq. (17)) is greater than or equal to 0.999999. Figures 5 and 7 show that, as predicted, the ITPCSR estimates converge to the estimates from the iterated APC procedure, up to a linear transformation, L. This convergence is independent of the initial choice of either the sunspot or Fama/French factors. Figures 6 and 8 show that, at convergence, the factors are uncorrelated with the initial factors. In addition, all of the factor estimates converge to the true factors (with minimum R 2 values at convergence greater than ??.
Unbalanced Panel of Actual Asset Returns
Actual return data do deviate from the Normally distributed world in the simulations above.
In that case, there is some evidence that the EM algorithm may either be slow to converge or may converge to a local maximum of the objective function, Λ. We estimate factor mimicking portfolios for the full sample of CRSP firms for the ITPCSR and iterative APC approaches. To check for convergence we changed the convergence criterion to a minimal R 2 value in Eq.
(17) to 0.99999999 from 0.999999. This change leads to the number of iterations increasing by a factor between 865% and 1050%. The objective functions decline by a factor of 0.7%.
This seems to indicate that the alternative estimators may be finding local minima.
Conclusion
Two-pass cross-sectional regression (TPCSR) and asymptotic principal components (APC) are two possible methodologies for estimating factor portfolio returns and risk premia in a beta pricing model of asset returns. In this paper, we develop an iterative version of TPCSR. Given an observed zero-beta return, we show an equivalence between the factor estimator from APC and those from this new version of TPCSR. For balanced panels we show that the ITPCSR factor estimates converge to the APC factor estimates even if the choice of initial prespecified factors makes no economic sense. Here we use sunspot numbers and randomly generated variables as the initial factors. For unbalanced panels that have normally distributed returns the ITPCSR estimates converge to an iterative version of the APC procedure. For unbalanced panels with actual, non-normal, data we find evidence that the various estimates may be finding local maxima of the objective function.
Appendix
Lemma 1 Let H be any matrix of k eigenvectors of R R and L be any nonsingular k × k matrix. Then F = LH is a solution to (5) and (6) . Conversely, let denote any solution to (5) and (6) . Then F = LH where H is a matrix of k eigenvectors of R R and L is a nonsingular k × k matrix.
Proof of Lemma 1: Assume H is a set of k eigenvectors of R R and L is a nonsingular matrix. We must show that LH solves Equations (5) and (6) . Substituting Equation (6) into (5) gives:
Using the rule that (ABC)
to eliminate some L's gives:
Since H is a set of eigenvectors of R R, we have HR R = ΛH where Λ is a diagonal matrix.
Substituting into (21) gives:
which proves the result. Now, assume that F is a solution to Equations (15) and (16) . We will show that F = LH where H is a set of eigenvectors and L is a nonsingular k × k matrix.
. Since M is a real symmetric matrix, we can decompose it as
ΛP where Λ is T × T diagonal matrix [Searle (1982, p. 200) ]. Substituting into Equation (24) gives:
Multiplying both sides by Λ − 1 P gives:
which implies that H = P F is a set of k eigenvectors of R R. Hence, F = LH where
Q.E.D.
Proof of Theorem 1: Note that, since Ω = R R/n, the eigenvectors of Ω are proportional to the eigenvectors of R R. From Lemma 1, F solves Equations (5) and (6) (5) and (6) . We must show that such an F obeys Equation (7) if an only if it consists of the first k eigenvectors associated with the k largest eigenvalues.
From Equation (2), we can write:
where B F and φ are orthogonal. Therefore:
From Equation (6) we have:
where Λ is the diagonal matrix of eigenvalues associated with F . Since trace(XY ) = trace(Y X) for any conformable matrices X and Y ,
Since trace(Λ) is the sum of the k eigenvalues, it is maximized when F is associated with the k largest eigenvalues. From Equation (28), since trace(R R) is fixed, minimizing trace(φ φ)
is equivalent to maximizing trace(Λ). Since the eigenvectors and eigenvalues of R R are proportional to the eigenvectors and eigenvalues of Ω, the APC factor estimates solve Equations (5), (6) , and (7) 
