We present a wind-predictive controller for astronomical adaptive optics (AO) systems that is able to predict the motion of a single windblown layer in the presence of other, more slowly varying phase aberrations. This controller relies on fast, gradient-based optical flow estimation to identify the velocity of the translating layer and a recursive mean estimator to account for turbulence that varies on a time scale much slower than the operating speed of the AO loop. We derive the Cramer-Rao lower bound for the wind estimation problem and show that the proposed estimator is very close to achieving theoretical minimum-variance performance. We also present simulations using on-sky data that show significant Strehl increases from using this controller in realistic atmospheric conditions.
INTRODUCTION A. Motivation for Wind-Predictive Control
Adaptive optics (AO) systems correct dynamic wavefront aberrations in real time by removing the relative phase lag from incoming light rays, allowing for diffraction-limited imaging through a turbulent medium. When attempting to image through atmospheric turbulence, the AO system must operate at high control rates, on the order of once per millisecond, to keep up with rapidly changing atmospheric dynamics. The essential components of an AO system are a wavefront sensor, deformable mirror, and control system. The wavefront sensor measures phase aberrations using incoming guide star light. Once measured, the control system applies a control law that commands the deformable mirror to flatten phase aberrations by applying an opposite phase at a point in the optical system conjugate to the pupil plane.
Traditionally, AO systems have been controlled by a simple Type 1 feedback controller that has proportional and integral (PI) gains. These gains are manually adjusted by the system operator in order to maintain good performance under changing atmospheric conditions. More advanced control methods invoke modal reconstruction schemes in which the wavefront is decomposed using a modal basis and the gain of each modal coefficient is controlled separately. This allows for the gain of each mode to be optimized based on its individual noise characteristics and, therefore, provides superior noise rejection compared to standard zonal control. Some notable modal bases used in AO control are the Zernike modes and the Fourier modes.
A common deficiency of all control systems currently deployed on the sky is that they implicitly assume a temporally static model of the wavefront state. Under this operating assumption, the wavefront correction applied to the deformable mirror actually lags behind the true wavefront by a delay time due to reading out the wavefront sensor and computing the corresponding wavefront correction. If the error due to time delay is acceptable in the overall error budget then it is simply ignored. However, a large part of the uncorrected error is controllable, i.e., it could have been corrected by the deformable mirror if it had been known. For a typical near-infrared AO system used on astronomical telescopes, the time delay error is on the order of 60 nm in moderate wind conditions (average wind speed of 5 m=s) and 100 nm in moderate to high wind conditions (average wind speed of 10 m=s). For a currentgeneration, near-infrared AO system, the total error budget of the system is on the order of 200 nm and, therefore, time delay error can be a significant part of the error budget in high wind conditions. Time delay error will become a much larger concern in the error budgets of next-generation AO systems, especially for instruments that plan to do high-contrast imaging or diffraction-limited science in the visible wavelengths where error budgets will be tighter.
In order to deliver high-Strehl correction in the visible wavelength bands (V-band Strehl exceeding 0.3), the error budget must shrink to approximately 100 nm total. Highcontrast applications require even tighter error budgets, on the order of 60 nm or less. Simply speeding up the frame rate of AO correction is not a sustainable solution approach for astronomy because of the limited brightness of the guide star reference. Either there are not enough science targets bright enough to use as a reference, or, if using a laser-generated beacon, the power requirements on the laser become excessive. We propose to use a wind estimation and predictive control approach to improve turbulence tracking over longer wavefront sensor exposures, thereby reducing guide star brightness requirements to achieve the desired wavefront correction.
Certain astronomical science cases will benefit from this approach:
1. Exoplanets. The discovery and characterization of planets around nearby stars is a major new interest area of astronomical research with AO enabling direct imaging and characterization of exoplanets, from their own light, with ground-based telescopes. A few planet-finder instruments are now in development, among them are the Gemini Planet Imager [1] and Spectro-Polarimetric High-contrast Exo-planet Research [2] . The science target lists of these systems are limited to bright natural stars in the nearby solar region because of the need for high-speed and high-Strehl wavefront correction. Their performance metric is not the Strehl ratio, per se, but the contrast between the target star and the planet discovery region around it. Poor AO correction leaves residual speckles in this region that obscure the very dim planets. In particular, wavefront correction delay can introduce semipersistent speckles, surviving over the time scales that the windblown turbulence is coherent over the aperture. This forces exposures to be longer than desired in order to average over the coherence cycles. Wind-predictive control can remove the persistent coherence in the residual wavefront, allowing for independent realizations of residual wavefronts at a more rapid rate and, therefore, allowing for shorter science exposures.
2. Active galaxies. Laser guide stars are necessary to image in regions of the sky where there are few bright reference stars. Deep imaging of extragalactic objects requires long exposures off the galactic plane. Atmospheric wind prediction in AO control will improve the Strehl at shorter wavelengths for a given brightness of the laser guide star. High Strehl at shorter wavelengths improves the point-source sensitivity and may allow the active cores of galaxies to be resolved from the diffuse stellar populations in the surrounding regions of the galaxy.
3. Galactic center. Astrometric measurements of the motion of stars around the center of the Milky Way Galaxy provide details about the supermassive black hole region of our own galaxy. Windblown turbulence makes point sources blurry and nonsymmetric. Wind estimation and predictive control techniques can help make truer and more compact images of these objects so that they can be more readily distinguished from background objects in a crowded field.
B. Prior Work
In this paper, we present a method for wind estimation and predictive wavefront control with the dual objective of accurate bulk flow and static component estimation, and ease of implementation in a real-time control environment. This work draws on earlier findings [3, 4] that demonstrate the exact linear-quadratic-Gaussian (LQG) controller for nondynamic turbulence does not significantly improve performance over traditional control. Therefore, performance gains from optimal control [5] must result from a prediction of dynamic turbulence, likely due to frozen flow. This result suggests that adding a wind-predictive step to the traditional controller could potentially improve the Strehl performance without incurring the prohibitive computational costs of carrying along the error covariance matrices and solving a Riccati equation at each control cycle. Wiberg et al. [6] presents a method that reduces computational costs by solving for the steady-state Kalman gain matrix off-line and then using a Fourier-shift predictor for the time-update step. These results showed that the Fourier-shift time-update step produced uncorrelated wavefront residuals, confirming that time progression is a key factor in improving Strehl performance.
Currently, modern control methods for AO are being explored in depth [7] [8] [9] but have yet to receive widespread usage on sky. One approach to reducing the computational complexity of predictive control expresses the state-space model as a sequentially semiseparable system for which the Kalman filter solution can be computed using sparse matrix methods [10] . Another method, predictive Fourier control (PFC) [11] , leverages the spatially and temporally uncorrelated nature of the Fourier modal basis in order to diagonalize the LQG problem so that it is computationally feasible for real-time systems. This allows it to simultaneously predict for the motion of any number of frozen-flow layers using an off-line parameter estimator to track wind velocities. In the presence of multiple strong winds, PFC should theoretically outperform singlewind predictors such as the one in this paper. However, in atmospheres with a single strong wind layer, this method should perform similarly to PFC, and, therefore, combined with other considerations such as ease of implementation and use of a global wind model, we propose this method as an alternative that may prove more desirable in some cases.
The work presented here builds upon results of Gavel and Wiberg [6] by exploring the outcome of adding a predictive time update to a generic wavefront reconstructor along with an on-line parameter estimator that is able to determine the bulk wind speed and direction from wavefront sensor measurements. The method interfaces well with existing system architectures and requires no a priori knowledge of atmospheric parameters. We improve the single-layer model to account for errors that are static or evolve on a much slower time scale than the controller is running. These quasistatic errors could be due to dome seeing, layers of turbulence without a strong wind, or static errors in the optical system. We present an analysis of the potential performance increases that would result from its implementation through the use of computer simulations and on-sky data.
C. Paper Outline
First, we present a predictive control that assumes an atmospheric model of one frozen-flow layer embedded in more slowly varying turbulence. Included in the control method is an estimator that is able to identify the relevant atmospheric parameters during control loop operation. In the next section, we calculate the Cramer-Rao lower bound (CRLB) for any unbiased bulk-wind estimator. The CRLB is a fundamental tool that allows us to relatively evaluate various estimation methods. It provides the lower limit to how accurate any parameter estimate can be, given a stochastic model for the data. We demonstrate that the Gauss-Newton wind estimation method performs close to this lower bound in the presence of uncorrelated wavefront sensor noise. In the fourth section, we analyze the performance of the control method both in simulation and using on-sky wavefront data. Finally, we draw conclusions about wind-predictive control and explain the conditions under which it will improve AO error budgets.
APPROACH TO WIND PREDICTION
In this section we present the atmospheric model, controller design, and parameter estimation methods. We also discuss real-time implementation.
A. Atmospheric Wind Model
It is often observed that wavefront turbulent motion consists of three dominant parts: (i) a bulk windblown flow of "frozen" turbulence, (ii) the static aberrations of the telescope or slowly evolving dome seeing, and (iii) evolution of the turbulent cells within the bulk motion. A predictive controller must take into account each of these effects, and the approach we propose deals with each as follows: (i) the bulk wind estimator illustrated below, (ii) an allowance for a fixed aberration in the model, and (iii) sufficient flexibility in the predictive estimator combined with the AO controller to allow for variation in the wavefront on time scales that are slow with respect to the real-time sample rate, but fast enough to track the random evolution of the turbulent cell distribution within the bulk flow. On-sky observations have shown that coherent flow is valid on time scales of the order of tens of milliseconds [12] .
This gives rise to the model of a single windblown layer of turbulence superimposed upon a slowly evolving static phase screen. This model closely approximates atmospheric conditions observed at both the Palomar and Lick observatories. To model the motion of the windblown layer, we invoke the frozen-flow hypothesis, which states that if typical velocities within a turbulent fluid are small compared to its bulk velocity then temporal evolution of the turbulent spatial pattern, at small time scales, is pure translational motion. Given this model, temporal dynamics of the bulk-flow layer are described by 
where ϕ b ðx; tÞ is the optical phase difference due to the bulkflow layer at spatial position x, ϕ c ðx; t − 1Þ is the phase due to the static layer, and t is the discrete time index. Wind velocity, v, is normalized for subaperture diameter, d, and the delay time in the system, t d .
B. Wavefront Sensor Model
We assume a Shack-Hartmann wavefront sensor. Each subaperture of the wavefront sensor measures the mean slope of the localized wavefront region in both the x and y directions, sðx; tÞ ¼ Hϕðx; tÞ þ n s ðx; tÞ; ð4Þ where ϕðx; tÞ is the two-dimensional wavefront phase with its columns stacked to form a one-dimensional vector, sðx; tÞ is the corresponding slope vector, and n s ðx; tÞ is noise on the slope measurements. Slope noise is assumed to be a joint Gaussian random vector that is spatially and temporally uncorrelated. Its covariance is σ 2 s I n , with I n representing an n-by-n identity matrix and σ 2 s a scalar. Matrix H is the observation matrix that transforms n phases into 2ðn − 1Þ slopes.
The wavefront reconstructor takes the measured slope vector as input and estimates the total phase at each actuator position by minimizing the sum of the squared differences between slopes of the reconstructed wavefront and slopes as measured. This linear least-squares problem has a matrix pseudoinverse solution,
where H † ¼ ðH T H þ RÞ −1 H T , superscript T indicates the matrix transpose operator, and R is a regularization matrix that uses a priori knowledge to improve the reconstruction. Regularization can impose Kolmogorov spatial covariance or penalize blind modes [13] . If R is equal to the noise covariance, then it will be a minimum-variance reconstructor, and if R is a diagonal matrix, then it will penalize the total energy in the estimated phase. The covariance of the reconstructed phase error is
In the simplest case of an unregularized pseudoinverse (R ¼ 0), this expression reduces to
We use this result in Subsection 3.A to construct a stochastic model for the reconstructed wavefront as part of the derivation of the CRLB on wind velocity estimation.
C. Control Design
This control algorithm is similar to the Kalman filter in the sense that each control cycle can be represented as two steps, a measurement update and a time update. At each discretetime interval, t, the system state estimate is updated based on the residual measurement. This is the measurement update step, ϕ þ ðx; tÞ ¼ hϕðx; tÞ|sðx; tÞ; sðx; t − 1Þ; …i ¼φ − ðx; tÞ þ Ksðx; tÞ:
ð8Þ
The time update step predicts the wavefront state at the time the correction will be applied by using past data to project the current state forward in time in order to obtain the minimumvariance, conditional mean phase estimate,
ϕðx; tÞ represents the conditional mean wavefront at each deformable mirror actuator location. This conditional mean, also called "pseudo-open loop," estimate, is not explicitly calculated by most AO control systems, they either reconstruct the slopes in a different modal basis or else convert directly from slopes to actuator command voltages. In these cases, the time update step can be applied to the actuator command vector provided that translational motion is preserved in the transformation between the spatial phase basis and the actuator command basis.
In the full Kalman filter, as described by Gavel and Wiberg's Strehl-optimal control [5] , K is the Kalman gain matrix, calculated using error covariances that are carried along in the control loop. This provides a minimum variance estimate of the conditional mean wavefront but at high computational cost.
We propose to maintain the same update equations above with one major difference, we substitute a least-squares reconstructor for K instead of the Kalman gain matrix. Use of a least-squares reconstructor simplifies the measurement update, making implementation more practical for use on a real-time system.
The time update, represented by the F matrix, is done by shifting the windblown part of the wavefront but not the quasistatic components, as explained in Subsection 2.F. The final result is a controller which harnesses the Kalman filter's ability to predict frozen-flow wind motion in order to improve Strehl performance at a fraction the computational cost of a full Kalman filter implementation.
D. Model Identification
As mentioned earlier, there are three dominant components to evolving phase aberrations observed in practice: bulk wind, static, and random. Of these components, we model the bulk flow and static components as deterministic processes. In order to do proper prediction of the turbulence, we need to identify the model from known information. For this model, the parameters to identify are ϕ b , aberrations associated with bulk flow, ϕ c , quasistatic aberrations, and v, bulk flow velocity. We derive estimates of these parameters from past wavefront sensor measurements. We identify static and quasistatic wavefronts using a recursive mean estimator, equivalent to a low-pass filter with DC gain 1. Dynamic errors are identified from the difference between the total wavefront and the quasistatic wavefront.
Every AO system suffers from static aberrations caused by imperfections in calibration, alignment, and optical surface defects. Some of these static aberrations will be detectable by the wavefront sensor and appear in its measurements. There will also be quasistatic aberrations caused by processes that evolve on a time scale much longer than one control loop cycle. Quasistatic aberrations will not change appreciably from one frame to the next and should not be shifted along with the frozen-flow turbulence in the predictive wavefront time update. This method keeps track of the mean wavefront and updates it recursively with each new wavefront measurement. The mean wavefront is subtracted off of the total measured wavefront before estimating the wind vector so that the estimator is not confused by unmoving aberrations. The smoothing parameter used in the recursive mean calculation, τ c , sets the number of past measurements averaged to calculate the quasistatic layer. When multiplied by the time per control loop iteration, t l , it yields the mean coherence time of the quasistatic errors. In the datasets we examine, the optimal value of τ c t l ranges between 25 and 60 ms.
The equation for calculating the mean wavefront is
Subtracting ϕ c from the total wavefront high-pass filters the data, suppressing temporal frequencies below 1=ðτ c t l Þ Hz. A model of the translating layer dynamics is expressed in Eq. (1) . When looking at the spatial phase maps of these two wavefronts, it appears that ϕ b ðx; tÞ and ϕ b ðx; t − 1Þ are two images of the same wavefront that differ only by the translational shift vector v. In order to identify the atmospheric model, we must be able to estimate the shift vector that defines the optical flow field between the two images. This is a problem regularly encountered in image processing for applications such as image registration, video compression, and motion detection. We have surveyed the methods available and decided to use a Gauss-Newton-based estimator. We use a spatialdomain method because we are focusing on spatial-domain wavefront reconstructors and want to avoid the extra computations introduced by transforming in and out of other domains. Another advantage of a spatial domain estimator is that it identifies a global model of the wind motion using all spatial frequency modes simultaneously.
The wind estimation problem is that of finding v Ã , the value of v that minimizes a cost function, JðvÞ, the sum of squared differences between the current windblown wavefront and a shifted version of the same wavefront,
Where Δϕ b ðx; v; tÞ ¼ ϕ b ðx; tÞ − ϕ b ðx − v; t − 1Þ. This difference represents the sum of square differences between a Kolmogorov phase screen and itself shifted by v. Therefore, JðvÞ is expected to be a convex function that is close to quadratic with respect to v. This dependence means that this cost function should be generally smooth, and minimization algorithms are unlikely to be trapped by local minima.
The wind estimation method we present uses GaussNewton minimization, an iterative method used to minimize nonlinear least-squares problems. It starts with an initial guess of the parameter to be minimized and uses the gradient of the linearized cost function to determine the next guess of said parameter. The strength of this method is that it is computationally simple yet powerful: its local convergence rate approaches quadratic [14] under certain conditions. For these reasons, this method has been used for optical flow estimation with a variety of different image motion models ranging from the simple to the complex [15] . We assume that the wind vector between two consecutive wavefront images is less than one subaperture in magnitude, so hierarchical estimation is unnecessary.
We begin with an initial estimate of the wind velocity, v ð0Þ ¼ ðv ð0Þ
x ; v ð0Þ y Þ T . Generally, this initial estimate will be the wind estimate from the previous control cycle. If this is the first time the wind estimator has been run and we have no a priori wind data, then we will start from v ð0Þ ¼ ð0; 0Þ T . The next step in the Gauss-Newton algorithm is to use a Taylor expansion to linearize Eq. (11) about v ð0Þ and solve the resulting linear least-squares problem to obtain v ð1Þ ,
where dv solves
;tÞ :
We can now repeat the process using v ð1Þ as the new initial guess. Iterations continue until the algorithm has sufficiently converged to v Ã . In practice, we plan to run only a single iteration of this estimation process during each controller cycle.
The wavefront gradient, ∂ ∂x T ϕ b ðx; tÞ, and the shifted phase vector, ϕ b ðx − v; t − 1Þ, need to be known in order to implement this algorithm. Because of the discrete nature of a real system, neither of these parameters can be directly measured and, therefore, must be estimated. The methods used for this estimation will affect overall performance of the wind estimator.
In this paper, we use the output of our wavefront reconstructor,φðx; tÞ, as the estimate of ϕðx; tÞ. We calculate the recursive mean using Eq. (10) and subtract it fromφðx; tÞ to get our estimate of ϕ b ðx; tÞ. We estimate the wavefront gradient by calculating the central differences of ϕ b ðx; tÞ. The shifted phase vector is estimated by translating ϕ b ðx; t − 1Þ using Shannon interpolation, as explained in Subsection 2.F.
In frozen-flow turbulence, wavefront slopes, s, also translate in the same manner as the wavefront phase. Because of this property, using this estimator on the wavefront slope measurements instead of the phase measurements will also result in an estimate of the wind velocity. In Subsection 3.A we show that either phases or slopes can yield accurate wind velocity estimates.
We also introduce a damping coefficient, a, into the GaussNewton update equation so that the update equation becomes v ðkþ1Þ ¼ v ðkÞ þ adv. There are methods to optimize this step size at each iteration [16] ; however, we have found that a set step size of a ¼ 0:68 improves the estimator's convergence and stability to the point where more complicated step size determination is unneccesary.
In Subsection 3.A we demonstrate that the Gauss-Newton method performs close to the CRLB in uncorrelated noise and is, therefore, a very accurate estimation method. In Subsection 3.B we calculate its convergence rate and determine that running one iteration of Gauss-Newton per control cycle should be sufficient to ensure accurate wind measurements given a wind that is constant over a few consecutive control cycles. For a more in-depth look at the wind estimation process as well as alternative estimation methods that are more computationally efficient but less accurate than GaussNewton, please refer to Johnson's Ph.D. thesis [17] .
E. Aperture Effects
Around the edge of the telescope aperture, unknown turbulence is moving into the aperture and measured turbulence is moving out of the aperture. This causes us to have incomplete information for the windward edge subapertures. We deal with this problem by masking out the subapertures at the edge of the aperture for both the reference wavefront and the shifted wavefront in the wind estimator. In doing this we throw away a small amount of information about the wavefront, but the overall trade-off should be positive, especially because the edge subapertures are generally noisier than the others.
An extension of this windowing method can be used to decrease the number of computations in the wind estimator by masking out more than just the edges of the aperture so that the estimator only looks at a small portion of the total wavefront. This is preferable to simply downsampling the wavefront before wind estimation because it preserves the high-frequency spectral content.
One way to further take advantage of this aperture windowing is to use a multiprocessor computer and assign each processor to do motion estimation on a smaller portion of the aperture, leading to different wind velocity estimates in each section of the aperture. The resulting motion vectors could be averaged together to get an overall bulk wind velocity or incorporated into a more sophisticated flow-field model. Figure 1 illustrates a general block diagram for implementing wind estimation and predictive control in a closed-loop feedback controller. The parameter estimator runs parallel to the wavefront reconstruction and uses the method described in Subsection 2.D to estimate the quasistatic wavefront and the wind velocity. Figure 2 shows a detailed view of the operations necessary for one iteration of a Gauss-Newton wind estimator. The only nontrivial computation in the wind estimation process is the translational shift. In our simulations, we use an optimal Fourier-domain shift for this step; however, a faster method such as cubic or bilinear interpolation can be substituted here without significantly reducing estimator accuracy [17] .
F. Closed-Loop Control
At the end of each wind estimator iteration, the magnitude of the wind velocity estimate is compared to the standard deviation of past wind estimates. If the variance of the wind estimate is too high, then nothing is done and the control loop operates as a standard PI controller. If the standard deviation of the wind estimate is less than the magnitude of its velocity vector, then a wind is detected and an off-line process uses the wind velocity estimate and the static phase estimate to calculate F, multiply it by K, and load it into memory that is shared between the soft real-time system and the hard real-time (HRT) system. It then sends the HRT system a pointer to this new matrix that will be used in the next iteration of the control loop. This off-line calculation is expected to be able to update the control matrix every four or five control loop iterations and should easily keep up with the dynamics of the quasistatic aberrations.
The predictive time-update step is a vector-matrix multiply,
The F matrix shifts the translating portion of the reconstructed wavefront by the estimated wind velocity vector without shifting the mean wavefront. The construction of this matrix proceeds as follows:
where V is a Fourier transform matrix, V jk ¼ expð−i2πjk=NÞ and S is a diagonal matrix whose nonzero elements correspond to the phase shifts associated with a translation by vðtÞ in the spatial domain, S ¼ diagfexpð−i2πðv x u þ v y νÞ=NÞg. This method of shifting the wavefront takes advantage of the Fourier-shift property to simultaneously shift all Fourier components of the wavefront using a single matrix multiply. M is a projection matrix that projectsφ þ ðx; t − 1Þ onto ϕ mean ðtÞ, andM is the orthogonal projection to M. Given ϕ mean ðtÞ,
The projection step separates the quasistatic part of the wavefront from the dynamic part and shifts only the dynamic part using optimal Fourier interpolation. The final step in calculating F is replacing the rows corresponding to actuators on the incoming edge of the turbulence with a row of zeros and a one such that it duplicates its row in an n × n identity matrix. This method for approximating the unknown turbulence is not quite as accurate as an optimal fit using the Kolmogorov covariance properties, but as shown in previous work [6] , it is very close in accuracy to the optimal method when shifts are less than 0.5 subapertures. If the integral and proportional gains are applied directly to the slope measurements then this time-update step requires no extra computations within the HRT loop. The F and K matrices are multiplied off-line by the process that calculates F, and the resulting matrix is used in place of the traditional reconstruction matrix.
PERFORMANCE ANALYSIS A. Fundamental Limits on Wind Estimation
In this section, we derive the CRLB for any single-layer bulk wind estimator and use it both as a reference point for evaluating the wind estimation method and as a way to understand some characteristics of wind estimation in general. The CRLB is the lower limit on the variance of any unbiased estimator, calculated by examining the likelihood function of the data with respect to the parameters of interest. The curvature of this likelihood function determines how much information the data contain about a given parameter and, therefore, how accurately the parameter can be estimated. An unbiased estimator that achieves the CRLB is, therefore, a minimumvariance estimator and can be referred to as "efficient," because it makes optimal use of all information available in the data. By analyzing how the CRLB varies with different parameters we deduce general properties of any bulk wind estimator.
Assuming the regularity condition,
holds, the CRLB [18] is
where hi is the expected value operator and l ¼ ln Pðφðx; tÞ;φðx; t − 1Þ|vÞ is the natural logarithm of the data likelihood function for two consecutive phase measurements, given v. To construct this likelihood function, we first determine the likelihood of a single phase screen,φðx; t − 1Þ, reconstructed from slope measurements that are obscured by spatially and temporally uncorrelated Gaussian white noise,
where
N=2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi detðCÞ p ; r 1 ðx; tÞ ¼φðx; tÞ − ϕðx; tÞ, ϕðx; t − 1Þ is the actual phase and C is the estimated phase noise covariance calculated in Subsection 2.B. We also define a vector r 2 ðx; v; tÞ 1 ϕðx; tÞ − ϕðx − v; t − 1Þ. Applying Eq. (1), the likelihood function for the reconstructed phase screen one time step ahead is Pðφðx; tÞ|vÞ ¼ c exp
Using the assumption that slope noise is temporally uncorrelated, the joint likelihood function is the product of Eqs. (20) and (21) . The sensitivity function, the derivative of the log likelihood, is then ∂l ∂v
Substituting this into Eq. (19) leads to the CRLB,
This bound reveals important properties about the velocity information contained within two consecutive wavefront measurements. Unsurprisingly, the variance of the wind estimate is directly proportional to the variance of the ShackHartmann slope noise. Figure 3 represents the standard deviation over a simulation that was 100 time steps long. The generated wavefront had r 0 at 550 nm equal to the subaperture size and normalized wind speed of 0.1. The Gauss-Newton wind estimation method, when used on wavefronts that have been low-pass filtered to remove spatial frequencies above the Nyquist frequency of the wavefront sensor, shows a turn-off point at about 0.2 radians where the noise from aliasing becomes a limiting factor on the wind estimation error. This implies that in low-noise conditions, spatial-domain wind estimation methods will require a spatially filtered wavefront sensor [19] in order to achieve their best performance. We also observe that the wind estimator comes close to achieving the CRLB when the data contain uncorrelated noise. Reconstructed phase vectors can be decorrelated with premultiplication by ðH † ðH † Þ T Þ ð 1 2 Þ . If using the slope vectors for wind estimation, the measurement noise is uncorrelated and, therefore, the expression for the CRLB simplifies to the result obtained by Robinson and Milanfar [20] . This tells us that an equal amount of wind velocity information is contained in both the slopes and the reconstructed phase.
Another property of this bound is that the H operator can be viewed as an approximation of the spatial gradient, making . Simulations have confirmed this result [17] .
The CRLB also varies with spatial frequency. Figure 4 shows the CRLB calculated for sinusoids of varying spatial frequency. This demonstrates that more velocity information is contained in higher spatial frequencies and suggests that using high-pass filtered wavefronts for wind estimation could lead to increased estimation accuracy. Preliminary simulations show that removing spatial frequencies below one-third of the wavefront sensor Nyquist frequency reduces the variance of wind estimates by half or more.
Finally, two other important properties of this bound are that σ 2 v;CRLB is inversely proportional to the total number of subapertures in the system and the variance of the wind estimates is independent of actual wind velocity. This result means that at low wind speeds, variance of the wind velocity estimate may be higher than the magnitude of the actual wind, leading to poor estimation and compromising system performance.
B. Rate of Convergence
The asymptotic rate of convergence is expressed as the factor by which the error in the kth estimate is reduced by running through one more iteration of the algorithm,
where v Ã is the final velocity estimate. Consider the Gauss-Newton minimization as a fixed-point iteration, v ðkþ1Þ ¼ Fðv ðkÞ Þ, where Fðv ðkÞ Þ can be derived from Eqs. (12) and (13) . The rate of convergence is determined by the spectral radius of ∂F ∂v evaluated at v ¼ v Ã [21] . Therefore, the convergence rate for the wind estimator is
From this calculation, we observe that the rate of convergence should be independent of both r 0 and v due to the cancellation of terms in the numerator and denominator. Figure 5 demonstrates how convergence rate varies with σ s and shows that Eq. (25) accurately estimates the convergence rate. Figure 6 shows a calculation of how many iterations the Gauss-Newton method needs to converge to within the standard deviation set by the CRLB. It shows somewhat generally that this method will converge to a reasonable accuracy in just a few iterations even if its initial guess is not very close to v Ã . It also suggests that if the algorithm starts with a reasonably close initial estimate, then it should only need to run a single iteration of the Gauss-Newton algorithm at each controller cycle in order to maintain the correct wind speed to within the tolerances set by the CRLB. Results from Poyneer et al. [22] , as well as results presented in this paper, show frozenflow wind layers have wind velocities constant on a time scale of minutes, so one iteration per control cycle should be more than sufficient to estimate and track varying wind speeds in the atmosphere.
ESTIMATOR ERROR AND SYSTEM PERFORMANCE A. Performance in Simulation
This section demonstrates the benefits that wind prediction can have on AO systems by presenting results from computer simulations of two different AO systems. One is the VisibleLight Laser Guidestar Experiments (ViLLaGEs) AO system [23] , and the other is a hypothetical visible-light AO system on an 8 m telescope. Both systems are evaluated in terms of their Strehl performance in the V band (550 nm). ViLLaGEs is mounted on a 1 m telescope and has nine subapertures across the diameter of the primary mirror (subaperture size ¼ 11 cm). The control system runs at 1 kHz and uses a standard PI reconstructor in closed loop. The hypothetical 8 m system has 60 subapertures across the primary mirror (subaperture size ¼ 13 cm) with the same control architecture.
Our AO simulation code is written in IDL and simulates the performance of each system for an atmosphere that contains 50% of its optical path in quasistatic aberrations and the other 50% of its optical path in a windblown frozen-flow turbulence layer. Both layers are generated by generating random Fourier coefficients weighted by the Kolmogorov power spectrum and then transforming into the spatial domain. The wavefront sensor downsamples the phase screens and observes the slopes of their sum. The simulated wavefront sensor is a Shack-Hartmann slope sensor in the Fried configuration with the deformable mirror (actuators on corners of sensors) and is not spatially filtered, so that it suffers from aliasing error just as it would in a real system. We add uncorrelated Gaussian noise to the wavefront sensor measurements, the variance of which is calculated from Tyler and Fried's quad-cell formula [24] . The signal-to-noise ratio at the wavefront sensor camera is calculated assuming three electrons of read noise per pixel of the quad-cell detector and that 80% of the incoming photons are detected by the wavefront sensor CCD. The deformable mirror voltage commands are calculated from this residual measurement using a PI pseudoinverse reconstruction. From these command voltages, we use the superposition of deformable mirror influence functions to calculate the actual correction applied to the deformable mirror, progress the wavefront forward in time, and repeat the process.
For the predictive control case, wind estimation and prediction are implemented as explained in Subsection 2.F. The deformable mirror is modeled as a continuous facesheet mirror with Gaussian influence functions that have a full-width at half-maximum the size of two actuators, an approximation of the microelectromechanical system mirror used in ViLLaGEs [23] . Performance is measured by propagating the complex pupil plane residual wavefront to the focal plane to estimate the short-exposure point spread function (PSF) at each of the controller iterations. A long-exposure PSF is calculated by time averaging these short-exposure PSFs over 0:2 s, and the Strehl is measured by taking the ratio of the maximum value of the long-exposure PSF to the maximum of the diffraction-limited PSF. Each result represents five independently created atmospheric realizations, run for 200 ms each. The Strehl values reported are mean long-exposure Strehl ratios over the five atmospheres. Figure 7 shows the result of simulating a V-band correction with ViLLaGEs on a two-layer atmosphere with combined r 0 ¼ 11 cm and varying wind speed and guide star brightness. For this turbulence strength, the theoretical fitting and aliasing error add to 53 nm of the wavefront error. This corresponds to a maximum V-band Strehl of 0.7 if all other error terms are neglected. The two significant temporal error terms 
, where f c is the cutoff frequency of the controller and f G is the Greenwood frequency. In simulation, the cutoff frequency of the ViLLaGEs control system is approximately 100 Hz. The time delay error is due to pure time delays in the system and can be expressed [26] as σ 2 TD ¼ 6:88ðvτ d =r 0 Þ 5=3 , where τ d is the total time delay in the system. For ViLLaGEs, τ d is 2 ms due to the two-step control delay. With a 5 m=s wind, there should be 16 nm of bandwidth error and 22 nm of time delay error. For a magnitude 2 guide star, there is less than 5 nm of measurement error. Adding all error terms in quadrature predicts that the closed-loop Strehl with no wind prediction should be 0.63. Correcting the 22 nm of temporal error would predict a Strehl increase of 0.04. Actual Strehl results in simulation agree closely with these theoretical estimates.
The same calculation for wind speeds of 15 and 20 m=s predicts 39 and 60 nm of bandwidth error and 55 and 84 nm of time delay error, respectively. These error values correspond to a predicted Strehl of 0.38 with a 15 m=s wind and 0.27 with a 20 m=s wind. Completely correcting for the time delay error predicts Strehl ratios of 0.57 and 0.43, respectively. Our simulation results agree well with these predicted values.
As guide star luminosity decreases, AO performance passes through three stages. In the high-signal case discussed above, the time delay is a significant contributor to the error budget, and correcting for it causes a marked increase in the Strehl. As the light intensity decreases, increasing the wind estimator variance leads to a decreasing Strehl for predictive control with wind estimation. In this second stage, the time delay error is not fully corrected, so the Strehl, while still higher than in the nonpredictive case, is not as high as it would be with no wind estimation error. In the third stage, the wind estimation error becomes larger than the time delay error, causing the Strehl with wind prediction and estimation to drop below the Strehl with no wind prediction. For example, Fig. 7 shows that with a 20 m=s20 m wind, the transition from stage 1 to stage 2 happens near guide star magnitude 3 and the transition from stage 2 to stage 3 happens near guide star magnitude 6. At lower wind speeds, the time delay error is a smaller portion of the error budget, so these transitions occur at brighter guide star magnitudes.
As mentioned earlier, a predictive controller must be able to sense when it is operating in stage 3 and turn off the predictor when it is unable to detect a strong wind signal. We suggest adding a process that tracks the variance of the wind estimates and sets F to the identity matrix if this variance is larger than the mean wind speed. Figure 8 presents the results of the 8 m simulation with combined r 0 ¼ 13 cm. The fitting and aliasing terms are the same as in the previous simulation because d=r 0 is unchanged. Bandwidth and time delay errors are a few nanometers less than in the previous simulation but are very similar. The main difference between the ViLLaGEs and the 8 m simulations is that the increased aperture size and increased number of wavefront sensor subapertures allow for more accurate wind velocity estimation. Better wind estimator accuracy results in increased Strehl performance out to guide star magnitude 9 with a 15 m=s wind. This is a direct demonstration of the findings in Subsection 3.A that the accuracy of wind estimation increases with the total number of wavefront sensor subapertures and also with D=r 0 . It also suggests that telescopes with large apertures and high-order wavefront sensors stand to gain the most benefit from predictive control.
From Figs. 7 and 8, it is also apparent that the wind estimator is not converging to the true wind velocity. The estimator finds the direction of the wind but systematically underestimates wind magnitude. This is because the quasistatic layer estimation process is not completely subtracting all quasistatic aberrations. The wind estimator, therefore, sees a phase screen consisting of mostly bulk-flow motion but with some static components still present. A method that is better able to isolate the frozen-flow layer would remove this bias.
These simulations show the importance of accurate parameter estimation in a predictive controller. For accurate performance analysis, any error terms associated with atmospheric identification must be incorporated into the system's error budget. In our atmospheric model, wavefront error due to wind estimation error, σ 2 wind , is the same phenomenon as pure time delay error in a nonpredictive controller. As a result, σ 2 wind depends on the magnitude of the wind estimate error but not its direction.
If we express the wind estimate error as a vector such that
where v actual is the actual wind velocity, v estimate is the wind velocity measured by the wind estimator, and v error is their vector difference, then the wavefront correction error due to incorrect wind estimation is
where r 0 is the coherence length of the frozen-flow layer and σ 2 wind is the wavefront variance in radians squared. In a predictive AO error budget, this replaces the error budget term for pure time delay errors. Given the CRLB calculation in Subsection 3.A, one can calculate the expected value of v error and thereby determine σ evaluation of how much the system stands to gain from implementing a wind-predictive controller.
B. On-Sky Data Analysis
Work is currently under way to incorporate this windpredictive control algorithm into the ViLLaGEs real-time computer. In order to demonstrate the potential for wind prediction to work on sky, we present three datasets of wavefront sensor telemetry data. One dataset is from the ViLLaGEs AO system on the 1 m Nickel Telescope at Lick Observatory and the other two from the AO system on the 5 m Hale Telescope at Palomar Observatory. All of these datasets were collected using a Shack-Hartmann wavefront sensor pointed at a bright natural guide star to minimize estimator error. Tip and tilt were removed from the wavefront using an actively controlled flat mirror, but higher-order wavefront errors were not corrected.
Wavefront slope measurements from the telemetry data were input into simulation code from the previous section, and the results are reported for both predictive and nonpredictive controllers. All our datasets show strong bulk wind flow with a quasistatic layer of aberrations.
The ViLLaGEs dataset from 8 April 2010 shows wind speeds of approximately 3 m=s. Velocity estimates, shown in Fig. 9 , are relatively constant in magnitude and direction over the 8 s dataset. Even though this is not a fast-moving wind, the data were taken at 500 Hz, so with respect to the time delay error, it is the same as having a wind twice as fast on a 1 kHz system. This is important to emphasize because many AO systems may not always be able to run at their highest operating speed. In this case, the time delay error will consume more than its allotted chunk of the error budget, and wind prediction becomes vital to maintaining expected system performance.
For this ViLLaGEs dataset, the wind estimator gave the best results with τ c set to 25, corresponding to an averaging time of 50 ms. The wind estimator split the turbulence into two layers, and the strength of the dynamic frozen-flow layer was approximately equal to the turbulence strength of the quasistatic layer. We find the mean correlation coefficient between two phase screens from the quasistatic layer drops below 0.9 after approximately 20 ms. This implies that a real-time controller would need to recalculate F approximately every 20 ms in order to maintain an accurate estimate of the quasistatic aberrations, similar to results found by Schöck and Spillar [12] . In-band residuals from the controller with wind estimation and prediction were 80.86 compared to 85:76 nm rms from standard, nonpredictive control. This reduction in residual error corresponds to a Strehl increase of approximately 0.05, a significant improvement given the slow wind speed.
Wind estimator convergence initially takes many more cycles than was predicted in Subsection 3.B, because it is limited by the quasistatic layer subtraction process, which takes about 250 ms to converge. Another important feature shown in this data is that imperfect quasistatic layer subtraction leads to an increase in low-frequency error, because some of the slowly evolving errors are being wrongly shifted by the predictor. This increased low-frequency error is offset by a decrease in high-frequency error due to correct prediction of the frozen-flow layer, leading to an overall decrease in the closedloop residuals. A better method of isolating the frozen-flow layer would reduce the low-frequency error in the predictive controller.
The two Palomar datasets were processed in the same way and both show evidence of one frozen-flow layer and a layer of quasistatic aberrations. These wavefront slope measurements were also input into the IDL simulation, and the results matched with the theoretical error budget calculations.
In the 1 April 2002 dataset, shown in Fig. 10 , the windblown frozen-flow layer comprised approximately 36% of the total wavefront power with an average wind magnitude of 7:1 m=s. On average, the phase map associated with the quasistatic layer remains 90% correlated to itself over 130 ms time periods. With traditional PI control, simulations predict that there would be 223 nm of residual in-band error. Adding wind estimation and prediction reduces this error to 204 nm, corresponding to a Strehl increase from 0.20 to 0.26 in the J band (1100 nm).
The 26 June dataset, not pictured, shows similar results but with a slightly lower average wind speed of approximately 3:8 m=s. In this dataset, the frozen-flow layer makes up approximately 42% of the total turbulence strength, and the quasistatic layer takes, on average, 52 ms before the correlation coefficient between the static layer measurements drops below 0.9. Adding wind estimation and predictive control reduces the in-band residual error from an average of 235 to an average of 219 nm rms. This would correspond to increasing the J-band Strehl ratio from approximately 0.16 to 0.21.
These three datasets show modest gains from predictive control under normal atmospheric conditions. More importantly, they corroborate our simulation results, which predict more significant performance increases when stronger winds are present. The data also suggest that the turbulence model of one dynamic wind layer and one quasistatic layer of aberrations is accurate enough to enable increased performance under realistic atmospheric conditions. Poyneer et al.'s [22] results from the summit of Mauna Kea suggest that atmospheric conditions such as we have modeled exist only about 25% of the time at that observing site. In their results, multiple layer turbulence was detected in approximately 70% of their data. This implies that the presented method would benefit greatly if it was able to detect and predict multiple wind layers. Future work is ongoing on this problem, the method has already been extended to two layers [27] and can be expanded to n layers using a similar method.
CONCLUSIONS
We have presented a predictive control algorithm that corrects time delay errors through internal modeling of frozenflow turbulence by using wavefront sensor data to estimate and predict for frozen-flow wind motion. We also presented a wind estimator that uses Gauss-Newton minimization to identify the wind velocity from wavefront sensor measurements. We then demonstrated how it can be implemented in a real-time control system. As part of the performance evaluation, we calculated the CRLB of any unbiased wind estimator and showed that the presented Gauss-Newton method comes close to achieving this performance bound. We also presented simulations that show wind prediction has the potential to significantly increase system performance, especially in high-wind scenarios that would blur the PSF in the wind direction, making diffraction-limited observations very difficult. Analysis of onsky data has confirmed that predictive control can noticeably reduce residual wavefront error. Our next step is to install the real-time predictive controller on a visible-light AO demonstrator at Lick Observatory (ViLLaGEs) to prove the efficacy of predictive control on sky.
The algorithm can also be incorporated into a multipleguide star AO system that uses tomographic wavefront reconstruction by applying the estimation and prediction processes to each layer separately.
Finally, we have provided the design tools for incorporating a wind-predictive controller within the overall context of an AO system design along with the means of evaluating the expected performance gain as a function of atmospheric conditions. The improvements are dependent to a certain extent on the Taylor frozen-flow assumption; however, the on-sky data are supportive of this being a reasonable assumption for a significant component of the dynamic aberration.
