Abstract. In the previous three papers in this series, [WKO1]-[WKO3], Z. Dancso and I studied a certain theory of "homomorphic expansions" of "w-knotted objects", a certain class of knotted objects in 4-dimensional space. When all layers of interpretation are stripped off, what remains is a study of a certain number of equations written in a family of spaces A w , closely related to degree-completed free Lie algebras and to degree-completed spaces of cyclic words.
1. Introduction
Within the previous three papers in this series [WKO1] - [WKO3] 1 a number of intricate equations written in various graded spaces related to free Lie algebras and to spaces of cyclic words were examined in detail, for good reasons that were explained there and elsewhere. The purpose of this paper is to introduce mathematical tools (on the upper parts of pages) and computational tools (on the lower parts of pages, below the bold dividing lines C1 ) that allow for the explicit solution of these equations, at least up to a certain degree. The equations we have in mind arise in other papers and appear throughout this paper. Yet to help our impatient readers orient themselves, Figure 1 .1 contains a "flash summary" of the most important equations and their topological and algebraic significance.
Why bother? What do limited explicit computations add, given that these intricate equations are known to be soluble, and given that the conceptual framework within which these equations make sense is reasonably well understood [WKO1] - [WKO3] ? My answers are three:
(1) Personally, my belief in what I can't compute decays quite rapidly as a function of the complexity involved. Even if the overall picture is clear, the details will surely go wrong, and sooner or later, something bigger than a detail will go wrong. Even a limited computation may serve as a wonderful sanity check. In situations such as ours, where many signs and conventions need to be decided and may well go wrong, even a low-degree computation increases my personal confidence level by a great degree. Given computations that work to degree 6 (say), it is hard to imagine that a detail was missed or that conventions were established in an inconsistent manner. In fact, if the computer programs are clear enough and are shown to work, these programs become the authoritative declarations of the details and conventions. (2) The computational tools introduced here may well be useful in other contexts where free Lie algebras and/or cyclic words arise. (3) The papers [WKO1, WKO2] (and likewise [BN4] ) are about equations, but even more so, about the construction of certain knot and tangle invariants. With the tools presented computations below
The last input ("human") line above declares that by default we wish the computer to print series within graded spaces (such as free Lie algebras) to degree 4. Note that we highlight in pink input lines that affect later computations. here, the invariants of arbitrary knotted objects of the types studied in [WKO1, WKO2, BN4] may be computed.
The equations of [WKO1] - [WKO3] always involve group-like, or "exponential" elements, and are written in some spaces of "arrow diagrams" that go under the umbrella name A w . Hence a crucial first step is to find convenient presentations for the group-like elements A w exp in A w -spaces. It turns out that there are (at least) two such presentations, each with its own advantages and disadvantages. Hence in Section 2 we recall A w briefly (2.1), then discuss some free-Lie-algebra preliminaries (2.2), then describe the Alekseev-Torossian- [AT] -inspired "lower-interlaced" presentation E l of A w exp (2.3), then describe the [BN4]-inspired "factored" presentation E f of A w exp and its stronger precursor "split" presentation E s (2.4), and then describe how to convert between the two primary presentations (2.5).
We then present our computations in Section 3: Some knot and tangle invariants are computed in Section 3.1 and solutions of the Kashiwara-Vergne (KV) equations in Section 3.2. In Section 3.3 we discuss the "Twist Equation" and compute dimensions of spaces of solutions of the linearized KV equations, with and without the Twist Equation. In Section 3.4 we compute a Drinfel'd associator, in Section 3.5 we compute associators in A w starting from a solution of the KV equations, and in Section 3.6 we show how to compute a solution of KV from a Drinfel'd associator. The last computational result is in Section 3.7, where we give computational support to the existence of an action of the symmetric group S 4 on the set of solutions of the Kashiwara-Vergne Equations.
We conclude this introduction with a description of the commutative diagram in Figure 1 .2 which displays the main spaces and maps appearing in this paper, as described in detail in Section 2. The bottom row of this diagram consists of spaces of "group-like" elements inside spaces A w of "arrow diagrams"; these are the spaces that have direct knot-theoretic significance. The top row are spaces of "trees and wheels", or more precisely, various elements of free Lie algebras and various cyclic words. They are the spaces of "primitives" corresponding to the group-like elements at the bottom, via various "exponentiation" maps E l , E f , and E s . In this paper we study C2 the spaces on the bottom row by means of their presentations by elements in the top row.
The collection A w exp pSq ( of spaces we primarily wish to study (and in which most of the equations of Figure 1 .1 are written) appears on the bottom left. There are many binary and unary operations acting on the spaces within A w exp pSq ( as indicated by the circular self-arrow appearing there, which is labelled with the most important of these operations, the binary˚and the unary dm. On the top left of the diagram are the spaces tTW l pSqu of trees and wheels which represent A w exp pSq ( via the E l presentation. The same collection of operations acts here too, though notice that the operation dm is grayed-out, because we have no direct implementation for it in TW l language.
On the bottom right is a bigger collection of spaces, A ( via E f , the composition of E s with δ´1.
Note that TW l and TW s are set-theoretically the same spaces of trees and wheels. Yet the operations˚, dm, etc. act on them in a different manner, and hence they deserve to have different names 2 . Note also that TW l and TW s are in fact isomorphic via structurepreserving isomorphisms (denoted Γ and Λ " Γ´1). These isomorphisms are compositions of the relatively simple-minded δ and δ´1 with the more complex "exponentiations" E l and E s and their inverses. Thus the isomorphisms Γ and Λ are non-linear and quite complicated.
AT
We will occasionally comment on the relationship between the constructs appearing in this papers and three related topics: "topology", or more precisely certain aspects of the theory of 2-knots, "Lie theory", or more precisely certain classes of formulas that make sense in arbitrary finite-dimensional Lie algebras, and "AlekseevTorossian", or more precisely, issues related to the paper [AT] . These comments will in general be incomplete and should be regarded as "hints for the already initiated" -people familiar with the papers [WKO1, WKO2, WKO3, BN4, AT] will hopefully find that these comments help to put the current paper in context. These comments will always be labelled by one (or more) of the three logos at the head of this paragraph, which correspond, in order, to "topology", "Lie theory", and "Alekseev-Torossian".
Within the study of simply-knotted (ribbon) 2-knots, or more precisely w-knottedobjects as they appear in [WKO1, WKO2, BN4] , the rows of Figure 1 .2 correspond to 2 Much as in group theory, a direct product NˆH is set-theoretically the same as a semi-direct product N¸H, yet it is wrong to refer to them by the same name. via the "associated graded" procedure described in [WKO2] . Here K w pSq is the set of S-labelled w-tangles [WKO2] , K w pH; T q is the set of w-knotted H-labelled hoops and Tlabelled balloons [BN4] , K w pS; Sq is the same but with H " T " S, and δ is the same as in [BN4] . This correspondence is further recalled throughout the rest of this paper. 
Y Y
This correspondence is further recalled throughout the rest of this paper.
AT
In [AT] there is no good counterparts for last two columns of our diagram. The counterpart of the first (and primary) column is a mixtureÛppa n ' tder n q˙tr n q containing the most important spaces occurring in [AT] . More in the next section.
1.1. Acknowledgement. This paper was written almost entirely with Z. Dancso in the room (physically or virtually via Skype), working on various parts of our joint series [WKO1] - [WKO3] . Hence her indirect contribution to it, in a huge number of routine consultations, should be acknowledged in capitals: THANKS, ZSUZSI. I would like to further thank A. Alekseev and S. Morgan for their comments and suggestions.
2. Group-like elements in A w 2.1. A brief review of A w . Let S " ta 1 , a 2 , . . . u 3 be a finite set of "strand labels". The space A w pSq is the completed graded vector space 4 of diagrams made of (vertical) "strands" labelled by the elements of S, and "arrows" as summarized by the following picture:
Ý ÝÝ Ñ ST U2:
‚ Diagrams are connected. ‚ Vertices are 2-in 1-out. ‚ Vertices are oriented. ‚ Degree is half the number of trivalent vertices. ‚ The "skeleton" is a union of vertical strands labelled by the elements of S.
When S " t1, 2, . . . , nu we abbreviate A w pÒ n q :" A w pSq.
3 Yellow highlighting corresponds to the glossary, Section 4. 4 For simplicity we always work over Q. [AT] may care about A w because using notation from [AT] , A w pÒ n q is the completed universal enveloping algebra of pa n ' tder n q˙tr n (see [WKO2] ), and hence much of the [AT] 
(1) If S 1 and S 2 are disjoint, then given D 1 P A w pS 1 q and
, is obtained by placing them side by side as illustrated on the right.
In topology, \ corresponds to the disjoint union of 2-tangles 6 . In Lie theory, it corresponds to the map UpIgq
(2) Given D 1 P A w pSq and D 2 P A w pSq, their product D 1˚D2 P A w pSq is obtained by "stacking D 2 on top of D 1 ":
In topology, the stacking product corresponds to the concatenation operation on knotted tubes, akin to the standard stacking product of tangles. In Lie theory, it comes from the algebra structure of UpIgq bS . In [AT] , it is the product of the completed universal enveloping algebraÛppa n ' tder n q˙tr n q. Note that below and throughout this paper we use for postfix operator application and for "composition done right". Meaning that x f is equivalent to f pxq and f g is g˝f is "do f then do g".
w pSq and a P S, D dη a is the result of deleting strand a from D and mapping it to 0 if any arrow connects to a, as illustrated on the right.
In topology, dη a is the removal of one component from a 2-tangle. In Lie theory it corresponds to the co-unit η : UpIgq Ñ Q. (4) Given D P A w pSq and a P S, D dA a is the result of "flipping over stand a and multiplying by a p´q sign for each arrow whose head connects to a", as illustrated above. We denote by dA the operation of likewise flipping (with signs) all strands: dA " dA S :" ś aPS dA a .
In topology, dA a is the reversal of the 1D orientation of a knotted tube [WKO2] . In Lie theory, it is the antipode of UpIgq combined with the sign reversal ϕ Ñ´ϕ acting on the g˚factor of Ig. When elements of UpIgq bS are interpreted as differential operators acting on functions on g S , dA corresponds to the L 2 adjoint.
a is the result of "flipping over stand a and multiplying by a p´q sign for each arrow head or tail that connects to a", as illustrated above 7 . In topology, dS a is the reversal of both the 1D and the 2D orientation of a knotted tube [WKO2] . In Lie theory, it is the antipode of UpIgq. (6) Given D P A w pSq, given a, b P S, and given c R Szta, bu, D dm ab c is the result of "stitching strands a and b and calling the resulting strand c", as illustrated on the right.
In topology, dm ab c is the "internal stitching" of two tubes within a single 2-link, akin to the "stitching" operation that combines two strands of an ordinary tangle into a single "longer" one. In Lie theory, it is an "internal product" UpIgq bn Ñ UpIgq bpn´1q which "merges" two factors within UpIgq bn . (7) Given D P A w pSq, given a P S, and given b, c R Sza, D d∆ a bc is the result of "doubling" strand a, calling the resulting "daughter strands" b and c, and summing over all ways of lifting the arrows that were connected to a to either b or c (so if there are k arrows connected to a, D d∆ a bc is a sum of 2 k diagrams).
In topology, d∆ is the operation of "doubling" one component in a 2-link. In Lie theory, it is the co-product ∆ : UpIgq Ñ UpIgq b2 acting on the a factor in UpIgq bS , extended by the identity acting on all other factors. In [AT] , it is the coface maps of [AT, Example 3.14]. (8) Finally, the operation dσ a b : ApSq Ñ ApSztau \ tbuq does nothing but renaming the strand a to b (assuming a P S and b R Sztau).
2.2
We note that the product operation pD 1 , D 2 q Þ Ñ D 1˚D2 can be implemented using the union operation \, the stitching operation dm, and some renaming -namely, ifS " tā : a P Su is some set of "temporary" labels disjoint from S but in a bijection with S, then
7 The letter S is used here for both "a set of strands" and "an operation similar to an antipode". Hopefully no confusion will arise.
Therefore below we will sometimes omit the implementation of pD 1 , D 2 q Þ Ñ D 1 D 2 provided all other operations are implemented. We note that A w pSq is a co-algebra, with the co-product lpDq, for a diagram D representing an element of A w pSq, being the sum of all ways of dividing D between a "left co-factor" and a "right co-factor" so that connected components of DzpÒˆSq (D with its skeleton removed) are kept intact (compare with [BN1, Definition 3.7]). Definition 2.3. An element Z of A w pSq is "group-like" if lpZq " Z b Z. We denote the set of group-like elements in A w pSq by A w exp pSq. We leave it for the reader to verify that all the operations defined above restrict to operations A w exp Ñ A w exp . In topology, l is the operation of "cloning" an entire 2-link. It is not to be confused with d∆; one dimension down and with just one component, the pictures are:
, l is the co-product ofÛ ppa ' tderq˙trq and moding out by wheels, A w exp is TAut. In Lie theory, l is not the co-product ∆ : UpIgq Ñ UpIgq b2 . Rather, given two finite dimensional Lie algebras g 1 and g 1 , l corresponds to the map
Discussion 2.4. We seek to have efficient descriptions of the elements of A w exp pSq and efficient means of computing the above operations on such elements.
Let A w prim pSq 8 denote the set of primitives of A w pSq: these are the elements ζ P A w pSq satisfying lpζq " ζ b 1`1 b ζ. Let FLpSq denote the degree-completed free Lie algebra with generators S, and let CWpSq denote the degree-completed vector space spanned by non-empty cyclic words on the alphabet S. In [WKO2, Proposition 3.19] we have shown that there is a short exact sequence of vector spaces
where FLpSq S denotes the set of all functions S Ñ FLpSq. Hence A w prim pSq » FLpSq S ' CWpSq (not canonically!). Often in bi-algebras there is a bijection given by ζ Þ Ñ e ζ between primitive elements ζ and group-like elements e ζ . Hence we may expect to be able to present elements of A w exp pSq as formal exponentials of combinations of "trees" (elements of FLpSq S ) and "wheels" (elements of CWpSq)
We implement Equation (4) in a more-or-less straightforward way in Section 2.3 and in a less straightforward but somewhat stronger way in Section 2.4.
2.4
8 A w prim is elsewhere denoted P w .
Discussion 2.5. Why are there two presentations for elements of A w exp ? Because as we shall see, A w is a bi-algebra in two ways, using two different products, yet with the same co-product l. In A w , the notions "primitive" and "group-like", whose definition involves only l, are canonical. Yet the bijection between primitive and group-like elements, ζ Ø e ζ , depends also on the product used within the power-series interpretation of e ζ . Thus there are two different ways to describe the group-like elements A w exp of A w in terms of its primitives TW.
The first product on A w is the stacking product of Equation (1). The second will be introduced later, in Equations (18) and (42).
Very roughly speaking, A
w is a combinatorial model of "π 1˙π2 " (with homotopies replaced by isotopies; see [BN4] ). The other product on A w is the one coming from the direct product "π 1ˆπ2 ".
w is a combinatorial model of (tensor powers of a completion of) UpIgq. By PBW, UpIgq » Upgq b Spg˚q as co-algebras but not as algebras. The other product on A w is the one corresponding to the natural product on Upgq b Spg˚q. The reality is a bit more delicate, though. A w is only a model of (a small part of) the g-invariant part of UpIgq, and the co-product l of A w does not correspond to the co-product ∆ of UpIgq.
2.5
2.2. Some preliminaries about free Lie algebras and cyclic words. It should be clear from Discussion 2.4 that free Lie algebras and cyclic words play a prominent role in this paper. For the convenience of our readers we collect in this section some preliminaries about about these topics. Almost everything in this section comes either from AlekseevTorossian's [AT] , or from [WKO2, BN4] , and the detailed proofs of the assertions made here can be found in these papers.
Note that Lie algebras appear in two distinct roles in this paper. Free Lie algebras FL appear along with cyclic words CW as the primitives of A w (Equation (3)). Finite dimensional Lie algebras g appear only as motivational comments, always marked with a symbol. As already indicated, elements in A w , and hence elements of FL and of CW can represent "universal" formulas that make sense in any finite dimensional Lie algebra g. Hence part of our discussion of FL and CW is a discussion of things that make sense universally for all finite dimensional Lie algebras.
Recall that FLpSq denotes the graded completion of the free Lie algebra over a set of generators S, all considered to have degree 1. In the case when S " tx 1 , . . . , x n u, Alekseev and Torossian [AT] denote this space lie n .
C3 computations below

C3
In computer talk, generators of FLpSq are always single-character "Lyndon words" (e.g. [Re] ); in our case we set x and y to be the single-character words "x" and "y", and then α, β, and γ to be the Lie series x`rx, ys, y´rx, rx, yss, and x`y´2rx, ys (elements of FL are infinite series, in general, but these examples are finite):
Note that as we requested earlier, our example series are printed to degree 4. Note also that they are printed using "top bracket" xy :" rx, ys notation, which is easier to read when many brackets are nested.
A noteworthy element of FLpx, yq is the Baker-Campbell-Hausdorff series,
C4
BCHpx, yq :" logpe x e y q " x`y`r x, ys 2`r x, rx, yss`rrx, ys, ys 12`. . . .
Recall also that CWpSq (tr n , in [AT] ) denotes the graded completion of the vector space spanned by non-empty cyclic words in the alphabet S. Our convention is to crown cyclic words with an "arch"; thus Ŋ uvw " Ŋ vwu C5 . Note that there is a map CWpFLpSqq Ñ CWpSq by interpreting brackets within elements of FLpSq as commutators and then mapping "long" words to cyclic words. E.g., Ŕ urv, ws " Ŋ uvw´Ŋ uwv. We denote by h deg the operations FL Ñ FL and CW Ñ CW which multiply any degree k element by h k . In particular, p´1q deg acts on FL{CW as the identity in even degrees and as minus the identity in odd degrees.
C6 computations below
We then compute rα, βs and verify the Jacobi identity for α, β, and γ:
C4 In computer talk:
Just to show that we can, here are the lexicographically middle three of the 2,181 terms of the BCH series in degree 16, along with the time in seconds it took my humble laptop to compute it:
(In a few hours my laptop computed the BCH series to degree 22; in as much as I know, the farthest it was ever computed. See [BN4, CM] .) C5 Cyclic words in computer talk:
Let der S denote the Lie algebra of all derivations of FLpSq (der n in [AT] ). There is a linear map B : FLpSq S Ñ der S which assigns to every λ " pλ a q aPS P FLpSq S the unique derivation B λ for which B λ paq " ra, λ a s for every a P S.
10 C7 The image of B is a subalgebra of der S denoted tder S (tder n in [AT] ); the elements of tder S are called "tangential derivations". The kernel of B can be identified as the Abelian Lie algebra A S generated by S (a n in [AT] ), which is linearly embedded in FLpSq S as the set of all sequences λ : S Ñ FLpSq for which λ a is a scalar multiple of a for every a P S. Thus we have a short exact sequence of vector spaces
where xλ a , ay is the coefficient of a in λ a is a splitting of the above sequence, and hence FLpSq S » A S ' tder S in a canonical manner.
There is a unique Lie bracket r¨,¨s tb (the "tangential bracket") on FLpSq S which makes (5) a split exact sequence of Lie algebras, and hence pFLpSq S , r, s tb q » A S 'tder S as Lie algebras. With r¨,¨s denoting the ordinary direct-sum bracket on FLpSq S and with the action of B λ extended to B λ : FLpSq S Ñ FLpSq S in the obvious manner, we have
The λ Þ Ñ B λ action of pFLpSq S , r, s tb q on FLpSq extends to an action on the universal enveloping algebra of FLpSq, the free associative algebra FApSq on S generators, and then descends to the vector-space quotient of FApSq by commutators, namely to cyclic words. Leaving aside the empty word, we find that pFLpSq S , r, s tb q acts on CWpSq, and hence also on TWpSq.
C9
10 Using the notation of [BN4] , B λ "´ř aPS ad λa a "´ř aPS ad a tλ a u. I apologize for the minus sign which stems from a bad choice made in [BN4] .
computations below C7 An example:
C8
For example: C9 We check that up to degree 8, B rλ1,λ2s tb pω 1 q " rB λ1 , B λ2 spω 1 q (for our choice of λ 1 , λ 2 , and ω 1 , both sides vanish below degree 8):
There are two ways to assign an automorphism of the free Lie algebra FLpSq to an element λ P FLpSq S : (1) One may exponentiate the derivation B λ to get e B λ : FLpSq Ñ FLpSq. (2) One may define an automorphism C λ : FLpSq Ñ FLpSq by setting its values on the generators by C λ paq :" e λa ae´λ a " e ad λa a. We denote the inverse of C λ by RC´λ and note that it is not C´λ.
AT
In [AT] , (1) corresponds to the presentation of elements of the automorphism group TAut n as exponentials of elements of its Lie algebra tder n , while (2) corresponds to its presentation in terms of "basis conjugating automorphisms"
The following pair of propositions, which we could not find elsewhere, relates these two automorphisms:
Proposition 2.6. Given λ P FLpSq S , let t be a scalar-valued formal variable and let Γ t pλq P FLpSq S be the (unique) solution of the ordinary differential equation
Then
Proof.
The two sides L t and R t of Equation (7) are power-series perturbations of the identity automorphism of FLpSq. More fully, L t can be written L t " ř dě0 t d Lpdq where Lpdq : FLpSq Ñ FLpSq raises degrees by at least d (and so the sum converges), and where Lp0q is the identity. R t can be written in a similar way. We claim that it is enough to prove that
computations below
Note that the comparison operator " returns a "Boolean Sequence" (BS) rather than a single True/False value, as the computer has no way of knowing whether two series are equal without computing them up to a given degree. In our case, we've asked for the comparison of lhs with rhs up to degree 8, and the output, including degree 0, is a sequence of 9 affirmations, summarized as "9 True". C10 We verify that the computer-calculated Γ t pλq satisfies the ODE in (6) and then that the operator equality (7) holds, at least when evaluated on "our" γ:
Indeed, if otherwise L t ‰ R t , consider the minimal d for which Lpdq ‰ Rpdq. Then d ą 0 and the least-degree term in A t´Bt is the degree d´1 term, which equals dt d´1 Lpdq L´1 td t d´1 Rpdq R´1 t " dt d´1 pLpdq´Rpdqq L´1 t ‰ 0 (the last equality is because L´1 t " R´1 t to degree d), contradicting Equation (8). Note that in fact we have shown that if A t " B t to degree d in t, then Equation (7) holds to degree d`1.
To compute B t we need the differential of C µ (at µ " Γ t pλq) and the chain rule. The differential of C µ is quite difficult; fortunately, we have computed it in the case where µ " pu Ñ γq is supported on just one u P S, in [BN4, Lemma 10.7] . Both the result and its proof generalize simply, and so we have
ad µ RC´µ
where we have written Btmessu instead of B mess because mess is too big to fit as a subscript.
Hence by the chain rule and then by Equation (6),
On the other hand, computing A t is a simple differentiation, and we get that A t "´B λ . Comparing with the line above, we find that if Equation (7) holds to degree d, then Equation (8) also holds to degree d. But then as we noted, (7) holds to degree d`1. As Equation (7) clearly holds at t " 0, we find that it holds to all orders. l Comment 2.7. It is easier (though insufficient) to assume that there is a solution Γ t pλq to Equation (7) and deduce that it must satisfy the differential equation (6): simply differentiate (7) with respect to t and simplify as much as you can allowing yourself to use (7) as needed within the simplification process. The result is (6), and the steps follow the computational steps of the above proof rather closely. The actual proof is a bit harder because if we cannot assume (7) while deriving it, so we have to resort to an inductive process.
Proposition 2.8. As in the previous proposition, let Λ t pλq be the (unique) solution of
14
The proof of this proposition is very similar and not even a tiny bit nicer than the proof of the previous one. So we skip it and instead include a computer verification.
C11
As special cases, we denote Γ 1 pλq by Γpλq and Λ 1 pλq by Λpλq. One special case of C λ deserves to be named:
Definition 2.9. (Compare [BN4, Section 4.2]) Given u P S and γ P FLpSq let C γ u denote the automorphism of FLpSq defined by mapping the generator u to its "conjugate" e γ ue´γ " e´a d γ puq (this is simply C λ , where λ is the length 1 sequence pu Ñ γq). Let RC´γ u be the inverse of C γ u (which is not C´γ u ).
C12
Last we define/recall a number of functionals FLpSq Ñ CWpSq:
Definition 2.10. For u P S we let tr u : FLpSq Ñ CWpSq be the sum of all ways of connecting the head of γ to any of its u-labelled tails and regarding the result as an element of CWpFLpSqq Ñ CWpSq. The example on the right corresponds to the specific computation tr u rrv, us, us " Ő rv, us`Ŕ vp´uq "´Ň uv
We verify that the computer-calculated Λ t pλq satisfies the ODE in (9) and then that the operator equality (10) holds, at least when evaluated on "our" γ:
C12 Just testing:
C13 In computer talk, and using a temporary value for γ, so as not to interfere with its existing value: For u P S we let div u : FLpSq Ñ CWpSq be the functional defined schematically by the picture on the right, which corresponds to the specific computation div u rrv, us, us " Ŕ urv, us`Ŕ uvp´uq "´Ŋ uuv
C14
(more details in [BN4] ). Given also γ P FLpSq, set
C15
Definition 2.12. Let div : FLpSq Ñ CWpSq be the Alekseev-Torossian "divergence" functional, as in [AT, Section 5.1], but extended by 0 on A S . In our language, div λ " ř uPS div u λ. Let j : FLpSq Ñ CWpSq is the Alekseev-Torossian "logarithm of the Jacobian": jpλq "
B λ pdiv λq.
C16
Alekseev and Torossian prove in [AT] that j is the unique functional j : FLpSq Ñ CWpSq satisfying the "cocycle condition" j pBCH tb pλ 1 , λ 2" jpλ 1 q`e B λ 1 jpλ 2 q, where BCH tb stands for the BCH formula using the tangential bracket r¨,¨s tb on FLpSq S :
C14 In computer talk:
C15 We quote the implementation of J in FreeLie.m (FL) and, reverting to the "old" γ, compute J 1 pγq:
A quote of the computer-definition, and then div λ and jpλq, computed to degree 5:
FL and the "initial condition"
For a finite set S let TW l pSq be set-theoretically the same as TWpSq " FLpSq SˆC WpSq -we only add the "l" subscript to emphasize that TW l carries an algebraic structure, and that it is different from the algebraic structure on TW s , which we will study later. Elements of TW l pSq are ordered pairs pλ; ωq l , where λ P FLpSq S , ω P CWpSq, and the subscript l is there only to remind us of the context. Set E l pλ; ωq l :" expplλq˚exppιωq P A w exp pSq,ˆ"
where l : FLpSq S " A S ' tder S Ñ A w pSq is the "lower" Lie embedding 11 of trees into A w pSq (see [WKO2, Section 3.2]), where ι is the obvious inclusion of wheels (" CWpSq " tr S ) into A w pSq, and where exponentiation is taken using the stacking product (1) of A w pSq. A pictorial representation of E l pλ; ωq l appears on the right: Reading from the bottom up, we see "exponentially many" copies of λ (meaning, a sum over n of n copies with coefficient 1{n!). Each λ is a linear combination of trees with one head and many tails, which are attached to the strands in T with the head below the tails. Each copy of λ appears on the right as a gray "wizard's cap" whose tip corresponds to the head of λ, and is therefore tipped downward. Above expplλq is our symbolic representation of exppιωq. Figure 2 .13 also explains the name "interlaced" for this presentation, for in it heads and tails are interlaced along the strands of S (contrast with E s in Figure 2 .19 and with E f in Figure 2 .28).
It follows from the results of [WKO2, Section 3.2] that the map E l : TW l pSq Ñ A w exp pSq is a set-theoretic bijection. Hence the operations of Definition 2.2 induce corresponding operations on TW l pSq. We list these within the (long!) definition-proposition below.
11 We could have equally well used the "upper" Lie embedding u, setting E u pλ; ωq u :" exppιωq exppuλq, with only minor modifications to the formulas that follow.
computations below C17 We verify the cocycle condition and the initial condition. For the latter, we first declare ǫ to be "an infinitesimal" by declaring that ǫ 2 " 0, and then we verify that jpǫλq " ǫ div λ:
Definition-Proposition 2.14. The bijection E l intertwines the operations defined below with the operations in Definition 2.2:
C18
(1) If S 1 X S 2 " H and pλ i ; ω i q l P TW l pS i q,
where \ :
C19
(12) (3) If pλ; ωq l P TW l pSq and a P S, pλ; ωq l dη a :" ppλzaq pa Ñ 0q; ω pa Ñ 0qq l ,
where λza denotes the function λ with the element a removed from its domain (in computer talk, "remove the key a"), and pa Ñ 0q denotes the substitution a " 0, which is defined on both FL and CW and maps FLpSq Ñ FLpSzaq and CWpSq Ñ CWpSzaq.
C20
C18
We cannot verify Definition-Proposition 2.14 per se on the computer, as we have no direct computer implementation of A w . Indeed, the whole point of this paper is to provide an implementation of A w by means of E l (and later, E s and E f ). Instead, we verify below that many properties of operations on A w (the associativity of the stacking product, etc.) indeed hold for their E l implementations. We start by setting the values of some "sample" elements on which we will run our tests (note that on the computer we represent pλ; ωq l as El[λ,ω]):
C19 We quote the E l implementation of the stacking product from AwCalculus.m (AC) and verify that it is associative, at least to degree 8:
(4) For a single a P S, I don't know a simple description of the operation dA a in E l language
12
. Yet the composition dA :" 
12 A not-so-simple description would be to use the language of the factored presentation of Section 2.4, converting back and forth using the results of Section 2.5.
C21
We quote the computer-definition of dA, compute an example, verify that dA is an involution, and then that it is an anti-homomorphism relative to the stacking product:
AC C22 An example:
(6) I don't know a simple description of the operation dm ab c in E l language
12
. Yet note that Equation (2) implies that "applying dm to all strands" is manageable, being the stacking product described in (12).
where pa Ñ b`cq denotes the obvious replacement of the generator a with the sum b`c. 
where pa Ñ bq denotes the obvious "generator renaming" morphisms FLpSq Ñ FLppSzaq\ bq, FLpSq H Ñ FLppSzaq \ bq H (for any set H), and CWpSq Ñ CWppSzaq \ bq.
Proof.
Equations (11), (13), (16), and (17) are trivial and were stated only to introduce notation. The tree-level part of Equation (12) arrow heads are treated separately from arrow tails in diagrams such as the one on the right. This presentation of A w exp is more complicated than the previous one, yet it is also more powerful, and in some sense, it is made of simpler ingredients. We first enlarge the collection of spaces tA w pSqu to a somewhat bigger collection tA w pH; T qu on which a larger class of operations act. The new operations are more "atomic" than the old ones, in the sense that each of the operations of Definition 2.2 is a composition of 2-3 of the new operations. The advantage is that the new operations all have reasonably simple descriptions as operations on the group-like subsets tA w exp pH; T qu (the "split" presentation E s below), and hence even the few operations whose description in the E l presentation was omitted in Definition-Proposition 2.14 can be fully described and computed in the E f presentation.
A sketch of our route is as follows: In Section 2.4.1, right below, we describe the spaces tA w pH; T qu. In Section 2.4.2 we describe the zoo of operations acting on tA w pH; T qu. Section 2.4.3 is the tofu of the matter -we describe the operations of the previous section in terms of spaces tTW s pH; T qu of trees and wheels, whose elements are in a bijection E s with the group like elements of tA w pH; T qu. Finally in Section 2.4.4 we explain how the system of spaces tA w pSqu includes into the system tA w pH; T qu and how the operations of the former are expressed in terms of the latter, concluding the description of E f .
2.4.1. The family tA w pH; T qu. Let H " th 1 , h 2 , . . .u be some finite set of "head labels" and let T " tt 1 , t 2 , . . .u be some finite set of "tail labels" (these sets need not be of the same cardinality). Let A w pH; T q be A w pH \ T q 13 moded out by the following further relations:
‚ If an arrow tail lands anywhere on a head strand (˚1 on the right), the whole diagram is zero. ‚ The CP relation: If an arrow head is the lowest vertex on a tail strand (˚2 on the right), the whole diagram is zero. (As on the right, we indicate the bottom ends of tail strands with bullets "‚").
Comment 2.16. Using these two relations one may show that A w pH; T q is isomorphic to the set of arrow diagrams in which only arrow heads land on the head strands (obvious, by the first relation) and in which only arrow tails meet the tail strands (use Ý ÝÝ Ñ ST U 2 to slide any arrow head on a tail strand until it's near the bottom, then use the second relation; see also Comment 2.1), still modulo Ý Ñ AS, Ý ÝÝ Ñ IHX, Ý ÝÝ Ñ ST U 1 and T C. Thus a typical element of A w pH; T q is shown on the right.
In topology (see [BN4] ), head strands correspond to "hoops", or based knotted circles, and tail strands correspond to balloons, or based knotted spheres. The two relations and the isomorphism above are also meaningful [BN4] .
In Lie theory head strands represent Upgq and tail strands represent the (right) Verma module UpIgq{gUpIgq » Upg˚q » Spg˚q. The evaluation g˚Ñ 0 induces a surjection of UpIgq onto the first of these spaces whose kernel is "any word containing a letter in g˚", explaining the first relation above. The second relation is the definition of the Verma module.
Operations on tA
w pH; T qu.
Definition 2.17. Just as in Definition 2.2, there are several operations that are defined on A w pH; T q. In brief, these are: 
(2) A "stacking" product # can be defined on A w pH; T q by stitching all pairs of equallylabelled head strands and then merging all pairs of equally-labelled tail strands in a pair of diagrams D 1 , D 2 P A w pH; T q. The "merging" of tail strands is described in more detail as the operation tm below. In fact, it may be better to define # using a formula similar to Equation (2) and the operations hm, tm, hσ, and tσ defined below:
In topology, # is the stitching of hoops followed by the merging of balloons; this is not the same as the stitching of knotted tubes. In Lie theory, # corresponds to the componentwise product of Upgq bH b Spg˚q bT . Even when H and T are both singletons, this is not the same as the product of UpIgq, even though linearly UpIgq » Upgq b Spg˚q. (3) If x P H and u P T , the operations hη x and tη u drop the head-strand x or the tail-strand u similarly to the operation dη a of Definition 2.2.
22
(4) hA x reverses the head-strand x while multiplying by a p´1q factor for every arrow head on x. tA u is the identity. (5) hS x " hA x while tS u multiplies by a factor of p´1q for every arrow tail on u (by T C, there's no need to reverse u). (6) The operation hm xy z is defined similarly to dm ab c of Definition 2.2. Likewise for tm uv w , except in this case, the tail-strands u and v must first be cleared of all arrow-heads using the process of Comment 2.16. Once u and v carry only arrow-tails, all these tail can be put on a new tail-strand w in some arbitrary order (which doesn't matter, by T C). Note that tm uv w " tm vu w , so tm is "meta-commutative". In topology, tm uv w is the "merging of balloons" operation of [BN4, Section 3.1], which in itself is analogues to the (commutative) multiplication of π 2 . In Lie theory, tm uv w is the product of Spg˚q. Note that tail strands more closely represent the Verma module UpIgq{gUpIgq whose isomorphism with Spg˚q involves "sliding all g-letters in a UpIgq-word to the left and then cancelling them". This is analogous to the process of cancelling arrow-heads which is a pre-requisite to the definition of tm (9) New! Given a tail u P T , a "new" tail label v R T zu and a head x P H the operation thm ux v : A w pH; T q Ñ A w pHzx; pT zuq \ tvuq is the obvious "tail-strand head-strand stitching" -similarly to dm ab c , stitch the strand u to the strand x putting u before x, and call the resulting "new" strand v. Note that for this to be well defined, v must be a tail strand. u (where x 1 is a temporary label) is very useful. Hence we set tha ux : A w pH; T q Ñ A w pH; T q ("tail by head action on u by x") to be that combination. In words, this is "double the strand x and put one of the copies on top of u".
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In topology, tha is the action of hoops on balloons as in [BN4, Section 3.1], which is similar to the action of π 1 on π 2 . In Lie theory, it is the right action of Upgq on the Verma module UpIgq{gUpIgq, or better, the action of Upgq on Spg˚q induced from the co-adjoint action of g on g˚.
2.17
Exercise 2.18. In the cases when we did not state the topological or Lie theoretical meaning of an operation in Definition 2.17, find what it is.
2.4.3. Group-like elements in tA w pH; T qu. For any fixed finite sets H and T there is a coproduct l : A w pH; T q b A w pH; T q defined just as in the case of A w pSq (Definition 2.3), and along with the product # (and obvious units and co-units), A w pH; T q is a graded connected co-commutative bi-algebra. Hence it makes sense to speak of the group-like elements A w exp pH; T q within A w pH; T q, and they are all #-exponentials of primitives in A w pH; T q. The primitives A w prim pH; T q in A w pH; T q are connected diagrams and hence they are trees and wheels. As in Comment 2.16, the trees must have their roots on head strands and their 14 Note also that the analogous operation htm xu v "put x before u to get a tail v" is 0 and hence we can safely ignore it, and that thm leafs on tail strands, and the wheels must have all their "legs" on tail strands. As tails commute, we may think of the trees as abstract trees with leafs labelled by labels in T and roots in H, and the wheels are abstract cyclic words with letters in T . where e s pλ; ωq s is the sum over x P H of planting λ x with its root on strand x and its leafs on the strands in T so that the labels match but at an arbitrary order on any T strand, plus the result of planting ω on just the T strands so that the labels match but at an arbitrary order on any T strand. A pictorial representation of E s pλ; ωq s , using the same visual language as in Figure 2 .13, appears on the right. It is easy to verify that the operations in Definition 2.17 intertwine l and hence map group-like elements to group-like elements and hence they induce operations on TW s pH; T q. These are summarized within the following definition-proposition.
Definition-Proposition 2.20. The bijection E s intertwines the operations defined below with the operations in Definition 2.17:
16 Here we no longer state conditions such as H 1 X H 2 " H, u P T , x P H. They are the same as in Definition 2.17, and more importantly, they are "what makes sense". (1) pλ 1 ; ω 1 q s pλ 2 ; ω 2 q s " pλ 1 ; ω 1 q s \pλ 2 ; ω 2 q s :" pλ 1 \ λ 2 ; ω 1`ω2 q s 
Proof. The first 8 assertions (14 operations) are very easy. The main challenge to the reader should be to gather her concentration for the 14-times repetitive task of unwrapping definitions. If you are ready to cut corners, only go over (21), (29), (30), (31), and (32). Let us turn to the proof of the last assertion, Equation (35). That proof is in fact in [BN4] , or at least can be assembled from pieces already in [BN4] . Yet the assembly would be a bit delicate, and hence a proof is reproduced below which refers back to [BN4] only at one technical point. By inspecting the definition of tha ux , it is clear that there is some assignment γ Þ Ñ R γ u that assigns an operator R γ u : FLpT q Ñ FLpT q to every γ P FLpT q and that there is some functional K u : FLpT q Ñ CWpT q, for which a version of Equation (35) holds:
(36) Indeed, tha ux acts on E s pλ; ωq s by placing a copy of exppλ x q at the top of the tail strand u, and then re-writing the result without having any heads on strand u so as to invert E s back again. The re-writing is done by sliding the heads of exppλ x q down to the bottom of strand u, where they cancel by CP . Every time a head slides past a tail we get a contribution from Ý ÝÝ Ñ ST U 2 . Sometimes a head of a λ x will slide against a tail of another λ x , whose head will have to slide down too, leading to a rather complicated iterative process. Nevertheless, computations below (Note that the second of sample elements was set to be a random series, with a seed of 0. It is printed only to degree 2, but it extends indefinitely as a random series.) these contributions are the same for every tail on strand u, namely for every occurrence of the variable u in FLpT q H and/or in CWpT q. This explains the terms λ R λx u and ω R λx u in Equation (36). We note that the degree 0 part of the operator R λx u is the identity, and hence it is invertible.
But yet another type of term arises in the process -sometimes a head of some tree will slide against a tail of its own, and then the contribution arising from Ý ÝÝ Ñ ST U 2 will be a wheel. Hence there is an additional contribution to the output, some L u pλ x q which clearly can depend only on u and λ x . Using the invertibility of R λx u to write L u pλ x q " K u pλ x q R λx u we completely reproduce Equation (36).
We now need to show that R γ u and K u pγq are RC γ u and J u pγq of Definitions 2.9 and 2.11. Tracing again through the discussion in the previous two paragraphs, we see that at any fixed degree, R γ u and K u pγq depend polynomially on the coefficients of γ, and hence it is legitimate to study their variation with respect to γ. It is also easy to verify that R 0 u " RC 0 u " I and that K u p0q " J u p0q " 0, and hence it is enough to show that, with an indeterminate scalar
Let us compute the left-hand-sides of the above equations. If τ is an infinitesimal (so τ 2 " 0), or more precisely, computing the above left-hand-sides at τ " 0, we can re-trace the process described in the two paragraphs following Equation (36) keeping in mind that with λ x " τ γ the Ý ÝÝ Ñ ST U 2 relation can only by applied once (or else terms proportional to τ 2 will arise). The result is
where ad 
(stitching strands x and y and then stitching a copy of the result to u is the same as stitching a copy of x to u, then a copy of y, and then stitching x to y; compare [BN4, Equation (6)]). Applying the operators on the two sides of Equation (39) to E s pλ; ωq (assuming H and T are such that it makes sense), then expanding using (29) and (36), and then ignoring the computations below C25 None should believe without a verification: wheels in the resulting equality, we find that R u satisfies
(compare [BN4, Equation (16)]). Similarly, looking only at the wheel part of (39) we get
which, composing on the right with R BCHpλx,λyq u and using (40), is equivalent to
Equations (40) and (41) hold for any λ, and hence for any λ x and λ y . Specializing to λ x " τ γ and λ y " ǫγ, where ǫ is some new indeterminate scalar, and using the fact that BCHpτ γ, ǫγq " pτ`ǫqγ, Equations (40) and (41) become
Now differentiating with respect to ǫ at ǫ " 0 and using Equation (38) with τ replaced with ǫ, we get
The first of these equations is the same equation that is satisfied by RC u (see [BN4, Lemma 10 .7], with δγ proportional to γ), and hence R u " RC u . By a simple change of variables, The following definition and proposition imply that there is no loss in studying the spaces A w pH; T q rather than the spaces A w pSq.
Definition 2.21. Let δ : A w pSq Ñ A w pS; Sq be the composition of the "double every strand" map ś aPS ∆ a ha,ta : A w pSq Ñ A w phS \ tSq with the projection A w phS \ tSq Ñ A w pS; Sq (as an exception to the rule of Footnote 13 we temporarily highlight the distinction between head and tail labels by affixing them with the prefixes h and t). The next proposition shows how the operations of defined on the A w pSq-spaces in Definition 2.2 can be written in terms of the "head and tail" operations of Definition 2.17, thus completing the description of the E s presentation.
Proposition 2.26. (1) If S 1 and S 2 are disjoint and
Then δpD 1 D 2 q can be written in terms of δpD 1 q and δpD 2 q using its description in terms of \, dσ, and dm in Equation (2) and using the formulas for \, dσ, and dm that appear in parts (1), (8), and (6) of this proposition.
(6) dm computations below C26 As a sample for the whole proposition, we quote the implementation of dm and verify its metaassociativity dm . We then include our implementation of the stacking product (item (2) above) without further explanations:
The only difficulty is with items (4)-(6). Item (4) is easier to understand in the form δ´1 dA a " hA a tA a tha aa δ´1. Indeed, δ´1 plants heads ahead of tails on strand a. Applying dA a reverses that strand (and adds some signs). This reversal can be achieved by reversing the head part (with signs), then the tail part (with signs), and then by swapping the two parts across each other. The first reversal is hA a , the second is tA a , and the swap is tha aa followed by δ´1. Item (5) is proven in exactly the same way, and item (6) is proven in a similar way, where the right hand side traces the schematics pha ta hb tbq tha Ý Ý Ñ pha hb ta tbq hm tm Ý ÝÝÝ Ñ ppha hbqpta tbqq. l Discussion 2.27. It is easy to verify that δ : A w pSq Ñ A w pS; Sq is a co-algebra morphism, and hence it restricts to an isomorphism δ : A w exp pSq Ñ A w exp pS; Sq. Therefore E s δ´1 is a bijection between TW s pSq :" TW s pS; Sq and A w exp pSq. Proposition 2.26 now tells us how to write all the "d" operations of Definition 2.2 as compositions of "h" and "t" operations, and Definition-Proposition 2.20 tells us how to write these as operations on TW s pH; T q (the H and T label sets that occur here are always S with one or two labels added or removed). Hence overall E s δ´1, acting on TW s pSq, is a complete presentation of A w exp pSq. 2.5. Converting between the E l and the E f presentations. We now have two presentations for elements of A w exp pSq, and we wish to be able to convert between the two. This turns out to involve the maps Γ and Λ of Propositions 2.6 and 2.8. Definition 2.30. Define a pair of inverse maps Γ : TW l pSq Ñ TW s pSq and Λ : TW s pSq Ñ TW l pSq by Γ : pλ; ωq l Þ Ñ pΓpλq; ωq s and Λ : pλ; ωq s Þ Ñ pΛpλq; ωq l .
Theorem 2.31. The left-most triangle in Figure 1 .2 commutes. Namely,
(All other parts of Figure 1 .2 commute by definition).
Before we can prove this theorem we need a few preliminaries. For an element D P A w exp pSq, we can define three associated quantities:
‚ The projection of D to the degree 1 part of A w pSq, and especially, the projection π A pDq of the degree 1 part to its "framing" part A S (consisting of self-arrows, that begin and end on the same strand and point, say, up).
computations below AC ‚ A conjugation automorphism C D of FLpSq, defined as follows. First, embed FLpSq into A w pS \ t8uq by mapping any generator a P S to a degree 1 diagram in A w pS \ t8uq, the arrow whose tail is on strand a and whose head is on the new "8" strand and extending in a bracket-preserving way, using the commutator of the stacking product as the bracket on A w pS \ t8uq. Then note that FLpSq Ă A w pS \ t8uq is invariant under conjugation by D and let C D denote this conjugation action. This is a direct analog of the Artin action of the pure braid groups PuB n / PwB n on the free group FGpnq.
‚ π ℄ pDq is the result of adding a bullet at the bottom of every strand of D, in the same sense as in Section 2.4.1. Equivalently, π ℄ " δ ś aPS hη a is the composition of δ with "delete all head strands". The target space of π ℄ is A w pH; Sq, which is the symmetric algebra SpCWpSqq generated by wheels.
Proposition 2.32. D is determined by the above three quantities π A pDq, C D , and π ℄ pDq.
Proof. As in Section 2.3, every D P A w exp pSq can be written uniquely in the form D " e lλ e ιω , where λ P FLpSq S and ω P CWpSq. One may easily verify that π ℄ pDq is ω, that C D is the exponential of the derivation in tder S corresponding to λ, and that π A pDq determines the part of λ lost by the projection FLpSq S Ñ tder S . A simple degree 1 calculation shows that π A pAq " π A pBq " 0. The CP relation of Section 2.4.1 shows that π ℄ pAq " π ℄ pBq " 0. Finally, it is easy to verify that C A " e´B λ while C B " C λ 1 , and hence C A " C B follows from Proposition 2.6. w (more precisely, its logarithm), in as much as possible, using both the TW l pSq-valued [AT]-presentation E l or using the TW s pSq-valued factored presentation E f (recall Figure 1. 2).
We let Rl pa, bq and Rs pa, bq denote the value Rpa, bq " Z Rĺ pa, bq E l " Rś pa, bq E s .
One may easily verify that Rl ,s pa, bq " pa Ñ 0, b Ñ˘a; 0q l,s C27 , and it is a simple exercise to verify that R satisfies the Yang-Baxter / Reidemeister 3 relation Rl ,s p1, 2q˚Rl ,s p1, 3qRl
,s p2, 3q " Rl ,s p2, 3q˚Rl ,s p1, 3q˚Rl ,s p1, 2q For the 8-crossing knot 8 17 we need to take 8 copies of Rs with strands labelled 1 through 16 as in Figure 3 .1, and then stitch strands 1 to 2, 2 to 3, etc C29 . This is done using dm operations, and hence we cannot use the E l presentation. For computations, we use the E s presentation for V . As V is presented in TW s ptx, yuq, it is of the form V " ppx Ñ α, y Ñ βq; γq s , where α, β P FLpx, yq and γ P CWpx, yq, and where the coefficients of α, β, and γ, what we call the αs, the βs, and the γs, will be determined later. The first line below sets α, β, and γ to be series with yet-unknown coefficients, and the second line sets V to be the appropriate combination of α, β, and γ:
(for a technical reason, in computations we use the symbol V 0 to denote V ). C32 Similarly, Cap is presented in TW s pxq. As it is made only of wheels, its tree part is 0, or the Lie series In the language of this paper, and denoting the three strands x, y, and z, this equation becomes V˚pRpx, zq d∆ . The wheels part of Cap is a series κ P CWpxq whose coefficients are the yet-unknown κs:
C33 The three equations in (44) and (45) are coded as follows:
and Cap "´Ň xx{96`Ő xxxx{11, 520´Ŕ xxxxxx{725, 760`. . .
C34
. Note that according to [WKO3] , Cap is always ř a n Ň x n , where ř a n n "
We can also write V in the lower-interlaced presentation: (Cap is the same in both presentations).
We set the initial condition for α in degree 1, then declare that α, β, γ, and κ are the series which solve equations R4Eqn, UnitarityEqn, and CapEqn, and then print the values of V and κ (note the ´1 that comes with R4Eqn -it indicates a degree shift -R4Eqn in degree k only puts conditions on our unknowns at degree k´1):
The solutions of (44) and (45) are not unique, and hence occasionally SeriesSolve encounters a coefficient whose value is not determined by the equations. When this happens its default action is to set the missing coefficient to 0. In the computation this happened to the coefficient of u x in κ and to the coefficient of xy y in α. C35 Indeed, the series below matches with the computation of κ, above. C36 We could re-compute V in E l by making some simple modifications to the input lines in C33, but it is easier to use our tools and convert between the two presentations:
Recall from [WKO2, Section 4.4] and from Comment 2.15 that the tree part of "our" V , taken in the lower-interlaced presentation, is log F 21 , where F is the solution of "generalized KV problem" of [ Next, we'd like to compute a solution of the original Kashiwara-Vergne equations of [KV] . These are the two equations below, written for unknowns f, g P FLpx, yq: V " τ pV q.
In topology, the Twist Equation is essential for the compatibility between Z u and Z w ; see [WKO2, Section 4.7]. So it is not known if "every Z w is compatible with some Z u ". Below the dark line we verify that to degree 6, "our" V satisfies the Twist Equation (48) C39 .
computations below
We can then verify that pf, gq indeed satisfy Equations (46) and (47), at least to degree 9:
Of course, we could have simply solved Equations (46) and (47) directly:
Fuller output: [WKO4]/KVDirect.nb (To the degree shown, the results are the same. But starting at degree 8 they diverge as the solutions are non-unique.) C39 We define Θl[x,y,s] to be e st in the E l presentation in a straightforward manner, then convert it to the E s presentation, and then print its value in both the E l and E s presentations:
Following that, we reproduce the results of Albert, Harinck, and Torossian [AHT] , who studied the linearizations rx, As`ry, Bs " 0 and div x A`div y B " 0 with A, B P FLpx, yq
of Equations (46) and (47) (which are equivalent to (44) and (45)), and the linearization of Equation (48), Apx, yq " Bpy, xq.
We find C40 that up to degree 16, the dimensions of the spaces of solutions of (49) and of (49)^(50) are the same and are given by the following table: computations below
This done, the computation of τ pV 0 q and the verification that it is equal to V 0 to degree 6 s routine: C40 We solve for series A and B satisfying (49). These equations are linear, so the printed solution is 0. Yet we store messages produced by LinearSolve in a stream called msgs. As LinearSolve progresses, it outputs messages detailing which coefficients were set in an arbitrary manner in each degree, and the dimension of the space of solutions in each degree can be read from that information:
Next, we read the stream msgs, just to explore its format:
Next we compute A to degree 12, and read only the dimensions information contained in msgs: deg A, B 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 dimension 1 0 0 0 0 0 0 1 0 1 1 2 2 3 3 5 (51)
Assuming that every solution of the KV equations to degree k can be extended to a solution at all degrees (and similarly for KV^Twist)
18 , the above table shows the number of degrees of freedom for the solutions of KV (and/or KV^Twist), in each degree.
3.4. Drinfel'd Associators. It pains me to say so little about Drinfel'd associators, but this is a computational paper and everything we need about associators was already said elsewhere; e.g., in Drinfel'd's original papers [Dr1, Dr2] , in my [BN2, BN3] , and in earlier papers in this series [WKO2, WKO3] . Hence here I will only recall the few things that are necessary in order to understand the computations below.
Recall that the Drinfel'd-Kohno algebra t n is the completed graded Lie algebra with degree 1 generators tt ij " t ji : 1 ď i ‰ j ď nu and relations rt ij , t kl s " 0 when i, j, k, l are distinct ("locality relations") and rt ij`tik , t jk s " 0 when i, j, k are distinct ("4T relations") C41 . For any fixed 2 ď k ď n the k´1 elements tt ik : 1 ď i ă ku form a free subalgebra FL k´1 of t n , and t n is an iterated semi-direct product of these subalgebras: Hence as a vector space, t n has a basis with elements ordered pairs pk, wq, where 2 ď k ď n and w is a Lyndon word in the letters t1, . . . , k´1u (which really stand for tt 1k , . . . , t k´1,k u)
C42 . The collection tt n u of all Drinfel'd-Kohno algebras forms an "operad" (e.g. [Fr] ). We only need to mention a part of that structure here: that for any n and m, there are many maps t n Ñ t m . Namely, whenever ts i u n i"1 is a collection of disjoint subsets of t1, . . . , mu (some of which may be empty), we have a morphism of Lie algebras Ψ Þ Ñ Ψ s 1 ,...,sn mapping t n to t m , and defined by its values on the generators of t n as follows: pt ij q s 1 ,...,sn :" ÿ αPs i , βPs j t αβ .
C43
Note also that by regarding elements of t n as formal exponentials and using the BCH product each t n also acquires a (non-commutative) group structure.
C44 By convention, when we think of t n as a group, we refer to it as "exp t n ". computations below C42 Hence for example, rt 13 , t 12 s "´rt 13 , t 23 s (the bracket of a generator of FL 3 with the generator of FL 2 is an element of FL 3 ). In computer speak, this is Note that the head DK represents "a basis element in a Drinfel'd-Kohno algebra", and that the Lyndon word 12 becomes rt 13 , t 23 s when interpreted in FL 3 Ă t 3 . We could make the last output a bit friendlier by turning it into a "Drinfel'd-Kohno Series" (DKS):
C43 As an example we repeat a single evaluation of a map t 4 Ñ t 9 twice. First using a complete and somewhat cumbersome notation, and then using a shortened notation that works only if all indices are single-digit:
C44 For example, in t 3 the elements t 12 and t 23 do not commute, and hence the product e t12{2 e t23{2 is messy. Yet by a 4T relation the elements t 12 and pt 12 q 12,3 " t 13`t23 do commute, and hence the product e t12{2`et12{2˘1 2,3 is much simpler:
We are finally in position to recall the definition of a Drinfel'd associator. With R " e t 12 {2 P exp t 2 , a Drinfel'd associator is an element Φ P exp t 3 which satisfies the "unitarity condition" (52), the pentagon equation (53), and the hexagon equations (54): 
A surprising result by Furusho [Fu] (see also [BND1] ) states that in the context of exp t n the hexagon equations follow from unitarity and the pentagon, provided Φ is initialized to degree 2 by Φ " exp prt 13 , t 23 s{24`higher termsq. In the language of [WKO2] , this is the statement that V is the Z w -value of a vertex, that four vertices can make a tetrahedron, and that the Z w -value Φ V of a tetrahedron is an associator in A w (see the figure on the right). Specifically, Φ V " pV dAq 12,3 pV dAq 1,2 V 2,3 V 1,23 ,
C46
where we use standard notation: V 2,3 , for example, means "V with its x strand renamed 2 and its y strand renamed 3" and V 1,23 means "V with its x strand renamed 1 and its y computations below
C45
Here's an associator Φ 0 , computed to degree 6. The data file [WKO4]/Phi.nb contains a computation of an associator to degree 10, higher than was previously computed [BN2, Br] .
Fuller output: [WKO4]/Phi.nb To be on the safe side, we verify that Φ 0 satisfies the hexagon equations to degree 6: strand doubled to become strands 2 and 3". With the language of Definition 2.2, this is V 2,3 " V dσ Φ V satisfies the pentagon equation. C47 If our V also satisfies the Twist Equation, then Φ V also satisfies the hexagon equations (though we do not test that here). Finally, Alekseev and Torossian [AT] prove that if the tree part of Φ V is written as an exponential expplφq of an element φ of tder 3 , then in fact φ P sder 3 , where as in [AT] , sder n is the space of "special derivations in tder n ", the derivations which annihilate the sum of all generators on FL n C48 .
The topological meaning of "φ P sder 3 " is that one may perform a sequence of four R4 moves to slide a strand underneath a tetrahedron, as shown on the right.
