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Reconstruction of Missing Big Sensor Data
Yongshuai Shao and Zhe Chen
Abstract—With ubiquitous sensors continuously monitoring
and collecting large amounts of information, there is no doubt
that this is an era of big data. One of the important sources for
scientific big data is the datasets collected by Internet of things
(IoT). It’s considered that these datesets contain highly useful
and valuable information. For an IoT application to analyze big
sensor data, it is necessary that the data are clean and lossless.
However, due to unreliable wireless link or hardware failure in
the nodes, data loss in IoT is very common. To reconstruct the
missing big sensor data, firstly, we propose an algorithm based on
matrix rank-minimization method. Then, we consider IoT with
multiple types of sensor in each node. Accounting for possible
correlations among multiple-attribute sensor data, we propose
tensor-based methods to estimate missing values. Moreover,
effective solutions are proposed using the alternating direction
method of multipliers. Finally, we evaluate the approaches using
two real sensor datasets with two missing data-patterns, i.e.,
random missing pattern and consecutive missing pattern. The
experiments with real-world sensor data show the effectiveness
of the proposed methods.
Index Terms—Big Sensor Data, Data Reconstruction, Rank
Minimization, Tensor Completion, ADMM.
I. INTRODUCTION
W ITH ubiquitous sensors continuously monitoring andcollecting large amounts of information, there is no
doubt this is an era of big data. One of the important sources
for scientific big data is the datasets collected by Internet
of things (IoT) [1], [2]. It’s considered that these datesets
contain highly useful and valuable information. Learning from
these large amounts of sensor data is expected to bring
significant science advances and improvements in quality of
life. For example, scientists understand the demand for plant
evolution based on light condition in forest [3], discover the
eruption omen by monitoring the shake of the volcano [4],
and provide valuable information to individual by analyzing
the data relevant to the health of patient [5]. All of these
scientific research work heavily depends on the accuracy of
original sensor data.
However, due to unreliable wireless link or hardware fail-
ure in the nodes, big data from sensors are often subject
to corruption and losses. Furthermore, missing data become
larger as sensor networks grow in scale [6]. These missing
values cause great difficulties for data analysis methods such as
classification, prediction, and other machine learning methods,
which often fail to deal with missing values, especially when
the amount of missing data is very large. Therefore, in order
to better analyze big sensor data for IoT applications, it is
necessary that the received data are clean and lossless. As a
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result, it is urgent and important to design effective methods
to reconstruct missing values in big sensor data.
A. Existing Approaches and Their Limitations
A great deal of existing work has devoted to predict missing
sensor data. Most techniques are based on temporal meth-
ods, spatial methods, or spatial-temporal methods. Temporal
methods include last seen [7] and linear interpolation. These
methods leverage temporal correlations among readings in the
same node. K-Nearest-Neighbor (KNN) [8] is a classical local
interpolation method. KNN simply utilizes the values of the
nearest K neighbors to estimate the missing one. Window
association rule mining (WARM) [9] and freshness association
rule mining (FARM) [10] study the estimation of missing data
based on association rules among spatially-correlated neigh-
bors. These techniques belong to spatial-correlation based
missing-data estimation methods. A general method for re-
construction of missing data is suggested in [11], which
exploits both temporal and spatial redundancy to characterize
the phenomenon being monitored. This method considers
model hierarchies and selects a proper model from state-
space or input/output linear and nonlinear models for each
sensor, which may result in great complexity when dealing
with massive sensors. In data estimation using statistical model
(DESM) [12], a missing reading is predicted using the linear
combination of the previous reading of the sensor and the
current reading of the neighboring sensor, weighted by the
Pearson correlation between the two sensors. The applying
k-nearest neighbor estimation (AKE) method [13] adopts the
linear regression model to describe the spatial correlation of
sensor data among different sensor nodes and utilizes the data
information of all neighboring nodes to estimate the missing
data. These techniques belong to spatial-temporal correlation
based missing-data estimation methods.
The above methods may suffer from over-relying on as-
sumptions about data. For example, when the sensors have a
long-time sampling interval, the usefulness of temporal meth-
ods may drop rapidly as the number of consecutively missing
reading increases. Besides, using spatial correlation can often
lead to worse estimation results as non-existent correlations
are imposed between nearby sensors. Moreover, some sensor
datasets favor spatial correlation over temporal correlation or
vice versa. In general, on one hand, such assumptions may
not hold for various datasets. On the other hand, the exactness
of assumption based models directly affects the accuracy of
prediction results. So it is necessary to find a new way to learn
latent structures from sensor data without heavily relying on
such a priori knowledge.
Recently, the intrinsic low-rank property of high-
dimensional data has been considered. In contrast to
2many existing approaches that make strong assumption about
data, Li et al. applies matrix factorization (MF)-based method
to recover missing data [14], which learns inter-sensor and
intra-sensor correlations by exploiting their latent similarity.
Finally, they extend the methods to account for possible
correlations among multiple types of sensors. In paper [15]–
[18], matrix completion theory is used to recover the missing
data in sink node for large-scale wireless sensor networks.
However, their main work focuses on energy saving by
selecting a sample of entries from each node uniformly
and randomly. In paper [19]–[22], compressive sensing
technique is applied to the reconstruction of sensor data. A
novel approach based on compressive sensing to reconstruct
massive missing sensor data is proposed in [19]. By analyzing
real sensor data, the features of spatial correlation, temporal
stability, and low-rank structure are exhibited. A multiple-
attributes-based recovery algorithm is proposed in paper [20].
This algorithm combines the benefits of compressive sensing
and the correlation of attributes. In paper [21], an algorithm
combining the benefits of compressive sensing, spatial-
temporal correlation, and multi-attribute correlation features
is proposed. And a novel sensory data recovery algorithm
is proposed in [22], which exploits the spatial and temporal
joint-sparse feature. However, to the best of our knowledge,
little research has been conducted on multi-attribute sensor
data reconstruction.
Other related work for estimating missing values is focused
on tensor completion. Gandy et al. [23] applies the alternative
direction method of multipliers algorithm (ADMM) to solve
the tensor completion problem with Gaussian observation
noise. And Liu et al. [24] proposes a high-accuracy low-rank
tensor completion algorithm (HaLRTC) to solve the tensor
completion problem without consideration of noises. However,
both of them mainly estimate the missing data in visual
datasets.
B. Our Work and Contribution
Based on the aforementioned existing related works, in this
paper, we investigate the methods of reconstructing missing
big sensor data. Our work is fourfold.
Firstly, based on the fact that most sensor data have low-rank
structures, we utilize rank minimization technique to recover
missing sensor data. In order to solve the rank minimization
problem, we propose an ADMM-based rank minimization
algorithm, namely ADRM. ADRM takes full advantage of the
low-rank structure feature of real sensor data by computing
the minimal low-rank approximations of the incomplete sensor
data matrix.
Secondly, considering that nodes in IoT often have multiple
sensor types and monitor multi-attribute data, we propose a
tensor-based method to reconstruct the multi-attribute sensor
data as well as an ADMM-based multi-attribute sensor data
reconstruction algorithm, namely ADMAR, to reconstruct the
big sensor data. ADMAR is based on the assumption that the
constructed tensor sensor data is jointly low-rank in all modes.
Thirdly, considering that the constructed tensor through
multi-attribute sensor data may not always be low-rank in
all modes, we propose a relaxed version of ADMAR (R-
ADMAR), which only requires that the tensor is low-rank in
certain modes.
Finally, we evaluate the effectiveness of our proposed
approaches using two real datasets. We study two patterns
of missing data, i.e., the random missing pattern and the
consecutive missing pattern. In the experiment of reconstruct-
ing single-attribute sensor data, we compare ADMR with the
classical interior point method and KNN. It shows that ADMR
performs the best with the aforementioned missing patterns. In
the experiment of reconstructing tensor-based multi-attribute
sensor data, we demonstrate that ADMAC outperforms the
existing EM-based Tucker decomposition algorithm and shows
a little advantage over HaLRTC. In addition, R-ADMAR
performs better than ADMAR when the constructed tensor
is low-rank only in certain modes.
Our contributions are summarized as follows.
Firstly, we use rank minimization technique to recover
missing sensor data and propose an algorithm, named ADMR,
based on ADMM method.
Secondly, to the best of our knowledge, this is the first work
to apply tensor-based method to sensor data reconstruction
problem.
Thirdly, we propose a tensor-based algorithm, named AD-
MAC, to reconstruct multi-attribute sensor data.
Finally, in order to overcome the shortcoming of ADMAC,
we propose a relaxed version of the ADMAC algorithm,
namely R-ADMAC.
The rest parts of the paper are organised as follows. In
Section II, we formulate the big sensor data reconstruction
problem. Section III proposes the algorithm for reconstructing
single-attribute sensor data. Section IV proposes the algorithm
for reconstructing multi-attribute sensor data. Section V pro-
poses the R-ADMAC algorithm. The performance is evaluated
in Section VI. And Section VII concludes this paper.
II. PROBLEM FORMULATION
Suppose n nodes are deployed in an area, each of which
equips k sensors to monitor different attributes at the same
time. The monitoring period consists of t time slots. The
gathered sensor data in one node can be organized in the
following format [20], where sensor ID stands for sensor
Sensor ID Time Stamp Attribute 1 Attribute 2 ...
identity number, time stamp represents sampling time, and the
attributes can be temperature, humidity, and so on.
Firstly, we consider single-attribute sensor data reconstruc-
tion problem. Let M denote a matrix of sensor data with one
attribute collected by n node within t time slots. Each M is
an n × t matrix. Due to data loss in IoT, M is usually an
incomplete matrix. The available information ofM is a set of
entries mp,q, (p, q) ∈ Ω, where Ω is the set of sampled entries
of M. This process is represented using a sampling operator
PΩ(·), which is defined by:
[PΩ(X)]ij =
{
xi,j , if (i, j) ∈ Ω
0, othewise.
(1)
3Therefore, the single-attribute sensor-data reconstruction prob-
lem can be defined as follows.
Given subsets of M, which is denoted as PΩ(M), find an
optimal solution denoted as Mˆ,
minimize ‖Mˆ−M‖F
subject to PΩ(Mˆ) = PΩ(M),
(2)
where ‖ · ‖F represents the Frobenius norm of matrix.
Then we consider the multi-attribute sensor-data recon-
struction problem. Here we get k matrices of sensor data,
M1,M2, ..,Mk, each of which denotes one attribute collected
by n node within t time slots. Due to data loss in IoT,
the matrices we finally obtain are PΩi(Mi), i = 1, ..., k.
Our problem is to recover a series of raw data M1, ...,Mk
from sampled incomplete matrices PΩ1(M1), ...,PΩk(Mk)
as precisely as possible.
In order to solve this problem we constitute a third-
order tensor using the series of sampled incomplete matrices
PΩ1(M1), ...,PΩk(Mk). The three modes represent sensor
time stamp It, sensor ID IID, and attributes Ia, respectively.
Thus we finally obtain a tensor of multi-attribute sensor
data, i.e., T ∈ RIt×IID×Ia . The multi-attribute sensor data
reconstruction problem is defined as follows:
Given subsets of T denoted as PΩ(T ), find an optimal
solution Tˆ ,
minimize ‖Tˆ − T ‖F
subject to PΩ(Tˆ ) = PΩ(T ),
(3)
where ‖ · ‖F is the Frobenius norm of tensor.
III. RECONSTRUCTION OF SINGLE-ATTRIBUTE SENSOR
DATA
In this section, we propose an ADMM based rank mini-
mization algorithm, namely ADRM, to address single-attribute
sensor-data reconstruction problem. ADRM takes full advan-
tage of the low-rank structure feature of real sensor data
by computing the minimal low-rank approximations of the
incomplete sensor data matrix.
A. Matrix Rank-Minimization Based Approach
Let M denote received single-attribute sensor data matrix,
M ∈ Rn×t. Due to low rank structure feature, which has been
revealed in many papers such as [15], [19], the missing values
in M can be recovered using rank minimization.
minimize
X
rank(X)
subject to xi,j = mi,j , (i, j) ∈ Ω,
(4)
where the elements of M in the set Ω are given while the
remaining elements are missing. rank(X) denotes the rank of
matrix X. For the sake of simplicity, the constraint condition
can be summarized using PΩ(X) = PΩ(M). However, the
problem shown in Eq. (4) is an NP-hard problem, hence it
cannot be easily used in practice. A widely used alternative is
the convex relaxation,
minimize
X
‖X‖∗
subject to PΩ(X) = PΩ(M),
(5)
where ‖X‖∗ is the nuclear norm of matrix X, that is, the
sum of singular values of X. The nuclear norm minimization
problem is the general model of matrix completion [25].
In practical terms, the noises in sensory data may lead to the
over-fitting problem. Thus, we consider the following relaxed
problem:
minimize
X
‖X‖∗ + (1/2λ)‖PΩ(X)−PΩ(M)‖
2
F , (6)
where parameter 0 < λ ≤ 1, which controls the fit to
the constraint PΩ(X) = PΩ(M). Consider a continuation
technique for decreasing the value of λ towards convergence,
the PΩ(X) is close to but not equal to PΩ(M).
For convenience, we define sampling matrix B, where
bi,j =
{
1, if (i, j) ∈ Ω
0, otherwise.
(7)
Obviously, B is an n× t binary matrix and indicates whether
data in M are missing or not.
We now define the single-attribute sensor-data reconstruc-
tion problem.
Definition 1 B is the sampling matrix andM is the incom-
plete sensor data matrix that is to be recovered. Then the
missing values inM can be effectively estimated by solving
the following convex optimization problem,
minimize
X
‖X‖∗ + (1/2λ)‖B ·X−B ·M‖
2
F , (8)
where (·) denotes the element-wise production of matrix, λ
is a parameter.
Problem (8) is a typical convex optimization problem. It
can be transformed to a semidefinite programming problem
and solved using interior point methods. In our experiment,
in order to solve problem (8), we use CVX, a package for
specifying and solving convex programs [26] as a contrast
experiment.
Because CVX uses interior point methods to solve con-
vex optimization, it has very high computation complexity.
Especially when dealing with large-scale data, CVX takes
much time or even cannot run. So, recently many first-order
methods based algorithms have been proposed to solve convex
optimization problems.
In this paper, we propose a matrix-rank minimization based
algorithm, namely ADRM, based on ADMM method to solve
problem (8).
B. ADMM
The ADMM is a convex optimization algorithm dating back
to the early 1980’s. It has attracted attention again recently due
to the fact that it is efficient to tackle large-scale problems and
may be implemented in parallel and distributed computational
environments.
The general ADMM model is expressed as follows [27]:
minimize f(x) + g(z)
subject to Ax+Bz = c,
(9)
4with variables x ∈ Rn and z ∈ Rm, where A ∈ Rp×n,
B ∈ Rp×m, and c ∈ Rp. Assume that f and g are convex.
By introducing a Lagrange multiplier y ∈ Rp to the equality
constraint Ax+Bz = c, we form the augmented Lagrangian
function,
Lρ(x, z,y) = f(x) + g(z) + y
T (Ax+Bz− c)
+ (ρ/2)‖Ax+Bz− c‖22.
(10)
ADMM consists of the following iterations.
xk+1 = argmin
x
Lρ(x, z
k,yk)
zk+1 = argmin
z
Lρ(x
k+1, z,yk)
yk+1 = yk + ρ(Axk+1 +Bzk+1 − c)
(11)
The parameter ρ can be any positive number. The conver-
gence of the general ADMM algorithm is guaranteed [27] and
the convergence rate is affected by ρ. In ADMM, x and z are
updated in an alternating or sequential fashion, which accounts
for the term alternating direction.
C. ADRM Algorithm for Reconstruction of Single-Attribute
Sensor Data
In order to apply the ADMM method to problem (8), we
need to transform it into the ADMM form. We first rephrase
(8) as below.
We introduce a new variable Z. Then, Eq. (11) is equivalent
to
minimize
X
‖X‖∗ + (1/2λ)‖B · Z−B ·M‖
2
F
subject to X− Z = 0.
(12)
The augmented Lagrangian of (12) becomes
Lρ(X,Z,Y) = ‖X‖∗ + (1/2λ)‖B · Z−B ·M‖
2
F
+YT (X− Z) + (ρ/2)‖X− Z‖2F .
(13)
For convenience, by combining the linear and quadratic
terms in the augmented Lagrangian and scaling the dual
variable, Eq. (13) can be simplified as
Lρ(X,Z,Y) = ‖X‖∗ + (1/2λ)‖B · Z−B ·M‖
2
F
+ (ρ/2)‖X− Z+U‖2F + const,
(14)
where const represents a constant term, U is the scaled dual
variable [27]. Using the scaled dual variable, we can get the
iterations of ADMM as follows.
Xk+1 = argmin
X
(‖X‖∗ + (ρ/2)‖X− Z
k +Uk‖2F ),
Zk+1 = argmin
Z
((1/2λ)‖B · Z−B ·M‖2F ,
+ (ρ/2)‖Z−Xk+1 −Uk‖2F )
Uk+1 = Uk +Xk+1 − Zk+1.
(15)
1) Update X:
Before giving the update step for X, we need the following
definition and theorem.
Definition 2 Assume that the singular value decomposition
of matrix X is given by X = Udiag(σ)VT , where σ is the
singular values vector of X. (·)T is the transpose operator,
and U and V are orthogonal matrices. For any τ > 0, the
matrix shrinkage operator Dτ (·) is defined as [28].
Dτ (X) = UΣτV
T , (16)
where Στ = diag(max(σ − τ, 0)).
Theorem 1 For any τ > 0, X := Dτ (Y) is a closed form
solution for the following optimization problem [28].
minimize
X
f(X) = τ‖X‖∗ + (1/2)‖X−Y‖
2
F . (17)
The proof of Theorem 1 is detailed in [28].
According to Eq. (15), Definition 2, and Theorem 1, we can
obtain the update of X.
Xk+1 = D1/ρ(U
k − Zk). (18)
2) Update Z:
Before giving the update step for Z, we give the following
proposition.
Proposition 1 Let Zleft = (1/λ)B + ρI, Zright =
(1/λ)(B ·M)+ ρ(X+U). Then Z := Zright./Zleft is the
closed form solution for the following optimization problem.
minimize
Z
(1/2λ)‖B ·Z−B ·M‖2F +(ρ/2)‖X−Z+U‖
2
F ,
(19)
where (./) represents element-wise division of matrix and I
is the identity matrix whose entries are all ones.
Proof: Suppose Z∗ is the optimal solution to Eq. (19), if
and only if
0 = (1/λ)(B ·Zk+1−B ·M)+ρ(Zk+1−Xk+1−Uk), (20)
which is equivalent to
((1/λ)B+ρI)·Zk+1 = (1/λ)(B ·M)+ρ(Xk+1+Uk). (21)
Thus Z∗ = Zright./Zleft. 
According to Eq. (15) and Proposition 1, the update for
variable Z becomes
Zk+1 = Zright./Zleft. (22)
3) The ADRM Algorithm:
After discussing the appearing subproblem, we now present
the complete ADRM algorithm for reconstruction of single-
attribute sensor-data.
The algorithm inputs the sampling binary index matrix
B, incomplete sensor data matrix M, and the parameters
λ, ρ, cλ, λ
∗. It iteratively minimizes (8) by decreasing λ to-
wards convergence. λ∗ is set to be the lower bound of
parameter λ. Alg. 1 details the ADRM algorithm.
5Algorithm 1 ADRM algorithm for reconstruction of single-
attribute sensor data
1: Given B,M, λ, ρ, cλ, λ
∗
2: Initialize Z0 = U0 = 0, k = 0
3: for k = 0, 1, ... do
4: Xk+1 = D1/ρ(U
k − Zk)
5: Calculate Zleft = (1/λ)B+ ρI
6: Zright = (1/λ)(B ·M) + ρ(X
k+1 +Uk)
7: Zk+1 = Zright./Zleft
8: Uk+1 = Uk +Xk+1 − Zk+1
9: λk+1 = max(cλλ
k, λ∗)
10: end for
11: return Xk
IV. RECONSTRUCTION OF MULTI-ATTRIBUTE SENSOR
DATA
Tensor is the higher-order generalization of vector and
matrix. It may better represent practical data structures. For
example, sensor nodes in Internet of things can sense multiple-
attribute data simultaneously, e.g., node in data sensing
lab [29] senses temperature, humidity and microphone. Using
tensor-based model to represent multiple-attribute sensor data
can take full advantage of the correlations between attributes.
It may further improve the accuracy of data reconstruction. In
this section, we will follow the tensor completion method to
solve the multi-attribute sensor-data reconstruction problem.
A. Notation for Tensor
We follow paper [30] to denote tensors with calligraphic
font (e.g., X ). An N -order tensor is defined as X ∈
R
I1×I2×...×IN . The “unfold” operation along the kth mode
on a tensor X is defined as unfoldk(X ) := X(k) ∈
R
Ik×(I1...Ik−1Ik+1...IN ). The opposite operation “fold” is de-
fined as foldk(X(k)) := X . ‖X‖F is the Frobenius norm
of tensor. The inner product of two identical-sized tensors
X ,Y ∈ RI1×I2×...×IN is the sum of the products of their
entries, i.e.,
< X ,Y >=
n1∑
i1=1
n2∑
i2=1
· · ·
nN∑
iN=1
xi1i2...iN yi1i2...iN . (23)
B. Tensor Low n-Rank Minimization Based Approach
Assume T is the constructed n-order tensor sensor data,
T ∈ RI1×I2×...×IN . Due to low-rank structure feature, the
missing data in T can also be recovered by rank minimization.
Generalize the matrix rank minimization model to higher-order
tensor by solving the following optimization problem.
minimize
X
‖X‖∗
subject to PΩ(X ) = PΩ(T ),
(24)
where tensor nuclear norm is defined in [24],
‖X‖∗ :=
N∑
i=1
αi‖X(i)‖∗, (25)
where αi can be regarded as a weight to X(i). Without loss of
generality, here we let αi = αi+1, i = 1, 2, ..., N , which means
each X(i) gets equal importance. Following this definition, the
optimization in Eq. (24) can be written as
minimize
X
N∑
i=1
‖X(i)‖∗
subject to PΩ(X ) = PΩ(T ).
(26)
Consider that in practice, noises in sensory data may lead
to over-fitting problem if strict satisfaction is required. Thus,
we consider the following unconstrained problem.
minimize
X
N∑
i=1
‖X(i)‖∗ + (1/2λ)‖PΩ(X ) −PΩ(T )‖
2
F ,
(27)
where parameter 0 < λ ≤ 1. The parameter λ controls the fit
to constraint PΩ(X ) = PΩ(T ). Considering a continuation
technique for decreasing the value of λ towards convergence,
the PΩ(X ) is close to but not equal to PΩ(T ).
Likewise, for convenience, we define sampling tensor B,
bij..n =
{
1, if (i, j, .., n) ∈ Ω
0, otherwise,
(28)
where Ω is the observing data set.
Now, we define the multi-attribute sensor-data reconstruc-
tion problem.
Definition 3 Let B denote binary sampling tensor and T
denote incomplete tensor of multi-attribute sensor data.
Then the missing values in T can be effectively estimated
by solving the convex optimization problem below,
minimize
X
N∑
i=1
‖X(i)‖∗ + (1/2λ)‖B · X − B · T ‖
2
F , (29)
where (·) denotes the element-wise production of tensor, λ
is the parameter.
In the following part of this section, we propose an ADMM
based multi-attribute sensor-data reconstruction algorithm,
namely ADMAR, to solve Eq. (29).
C. ADMAC Algorithm for Reconstruction of Multi-Attribute
Sensor Data
In order to apply the ADMM method to Eq. (29), we need
to transform it into ADMM form. Thus we need to perform
variable splitting.
We introduce N new tensor-valued variables, Y1, ...,YN .
Let Yi = X , i ∈ {1, ..., N}. With these new variables Yi,
Eq. (29) can be rephrased as follows.
minimize
X ,Y
N∑
i=1
‖Yi,(i)‖∗ + (1/2λ)‖B · X − B · T ‖
2
F
subject to Yi = X , i = 1, ..., N.
(30)
6The augmented Lagrangian of Eq. (30) is
Lρ(Yi,X ,Ui) =
N∑
i=1
‖Yi,(i)‖∗ + (1/2λ)‖B · X − B · T ‖
2
F
+ (ρ/2)
N∑
i=1
‖Yi −X + Ui‖
2
F ,
(31)
where Ui, i = 1, ..., N is the scaled dual variable. We can get
the iterations of ADMM.
Yk+1i = argmin
Yi
(‖Yi,(i)‖∗ + (ρ/2)‖Yi −X
k + Uki ‖
2
F ),
X k+1 = argmin
X
((1/2λ)‖B · X − B · T ‖2F
+ (ρ/2)
N∑
i=1
‖X − Yk+1i − U
k
i ‖
2
F ),
Uk+1i = U
k
i + Y
k+1
i −X
k+1.
(32)
1) Update Y:
Variable Yi can be solved independently by the matrix
shrinkage operator introduced in Section III. So the update
for Yi becomes
Yk+1i = foldi(D1/ρ(X
k − Uki )(i)). (33)
2) Update X :
Before giving the update for X , we provide the following
proposition.
Proposition 2 Let Y = (1/N)
N∑
i=1
Yi, U = (1/N)
N∑
i=1
Ui,
Xleft = (1/λ)B+NρI, Xright = (1/λ)(B · T )+Nρ(Y +
U). Then X := Xright./Xleft is the closed form solution to
min
X
(1/2λ)‖B · X − B · T ‖2F + (ρ/2)
N∑
i=1
‖X − Yi − Ui‖
2
F
(34)
where I is a tensor with all its entries set to one and (·/)
denotes the element-wise division of tensor.
Proof: Suppose X ∗ is the optimal solution to Eq. (34), if
and only if
0 = (1/λ)(B · X ∗ −B · T ) + ρ(NX ∗ −
N∑
i=1
(Yi + Ui)). (35)
Substitute Y and U into the above equation, then Eq. (35) is
equivalent to
((1/λ)B +NρI) · X ∗ = (1/λ)(B · T ) +Nρ(Y + U). (36)
Thus X ∗ = Xright./Xleft. 
According to Eq. (32) and Proposition 2, we obtain the
update for X k+1
X k+1 = Xright./Xleft. (37)
3) The ADMAC Algorithm:
After discussing the appearing subproblem, we present the
complete ADMAC algorithm for multi-attribute sensor-data
reconstruction, shown in Alg. 2.
The algorithm inputs the binary sampling tensor B, incom-
plete sensor data tensor T , and the parameters λ, ρ, cλ, λ
∗.
It iteratively minimizes Eq. (29) by decreasing λ towards
convergence. λ∗ is set to be the lower bound of parameter
λ.
Algorithm 2 ADMAC algorithm for multi-attribute sensor-
data reconstruction
1: Given B, T , λ, ρ, cλ, λ
∗
2: Initialize X 0 = U0i = 0, i = 1, ..., N, k = 0
3: for k = 0, 1, ... do
4: for i = 1 : N do
5: Yk+1i = foldi(D1/ρ(X
k − Uki )(i))
6: end for
7: Calculate Y
k+1
= (1/N)
N∑
i=1
Yk+1i
8: U
k
= (1/N)
N∑
i=1
Uki
9: Xleft = (1/λ)B +NρI
10: Xright = (1/λ)(B · T ) +Nρ(Y
k+1
+ U
k
)
11: X k+1 = Xright./Xleft
12: for i = 1 : N do
13: Uk+1i = U
k
i + Y
k+1
i −X
k+1
14: end for
15: λk+1 = max(cλλ
k, λ∗)
16: end for
17: return X k
D. The HaLRTC Algorithm
In this subsection, we briefly introduce the HaLRTC algo-
rithm, which is proposed in [24] to estimate the missing values
in visual data without observation noise. In this paper, how-
ever, we use it to reconstruct missing sensor data and compare
its performance with our proposed ADMAC algorithm.
Instead of using relaxation technique to relax Eq. (26)
into unconstrained formulation, HaLRTC algorithm handles
this equality directly. By introducing N new tensor-valued
variables, Y1, ...,YN , and let Yi,(i) = X(i), i ∈ {1, ..., N},
then Eq. (26) becomes
minimize
X
N∑
i=1
‖Yi,(i)‖∗
subject to PΩ(X ) = PΩ(T )
Yi = X , i = 1, ..., N.
(38)
The augmented Lagrangian function is as follows.
Lρ(X ,Yi,Ui) =
N∑
i=1
(‖Yi,i‖∗+(ρ/2)‖Yi−X +Ui‖
2
F ), (39)
where Ui, i = 1, ..., N is the scaled dual variable. According to
the framework of ADMM, Yi,X ,Ui can be iteratively updated.
The HaLRTC algorithm is listed in Alg. 3.
7Algorithm 3 HaLRTC algorithm for multi-attribute sensor-
data reconstruction
1: Given B, T , ρ
2: Initialize U0i = 0, i = 1, ..., N, k = 0
3: Set PΩ(X ) = PΩ(T ) and PΩ(X
0) = 0, whereΩ
denotes the complementary set of Ω, X 0 = PΩ(X ) +
PΩ(X
0)
4: for k = 0, 1, ... do
5: for i = 1 : N do
6: Yk+1i = foldi(D1/ρ(X
k − Uki )(i))
7: end for
8: PΩ(X
k+1) = (1/N)PΩ(
N∑
i=1
(Yk+1i + U
k
i ))
9: X k+1 = PΩ(X ) + PΩ(X
k+1)
10: for i = 1 : N do
11: Uk+1i = U
k
i + Y
k+1
i −X
k+1
12: end for
13: end for
14: return X k
V. RELAXED VERSION OF MULTI-ATTRIBUTE
SENSOR-DATA RECONSTRUCTION
In Section IV, we assume that the constructed tensor using
multiple-attribute sensor data is jointly low-rank in all modes,
which might be too strict to be satisfied in practice. The
mixture model for a low-rank tensor is introduced in [31],
which only requires the tensor to be the sum of a set of
component tensors, and each of which is low-rank in the
corresponding mode, i.e., X =
N∑
i=1
Xi, where Xi,(i) is a
low-rank matrix for each i-mode. It is shown in [31] that
the mixture model can automatically detect the rank-deficient
mode and yield better recovery performance when the original
tensor is low-rank only in certain modes.
Based on this mixture model, we modify Definition 3 and
redefine the multi-attribute sensor-data reconstruction problem.
Definition 4 Let B denote binary sampling tensor and T
denote the incomplete tensor of multi-attribute sensor data.
Then the missing values in T can be effectively estimated
by solving the convex optimization problem below.
minimize
X
N∑
i=1
‖Xi,(i)‖∗+(1/2λ)‖B·
N∑
i=1
Xi−B·T ‖
2
F , (40)
where (·) denotes the element-wise production of tensor.
In the following part of this section, we utilize the ADMM
method to solve Eq. (40) and propose an algorithm named
relaxed version of ADMM based multi-attribute sensor-data
completion algorithm, namely, R-ADMAC.
A. R-ADMAC Algorithm for Multi-Attribute Sensor-Data Re-
construction
Likewise, we first transform Eq. (40) into ADMM form
by introducing N new tensor-valued variables Z1, ...,ZN . Let
Xi = Zi, i ∈ {1, ..., N}. With these new variables Zi, Eq. (40)
can be rewritten as follows.
minimize
Xi,Zi
N∑
i=1
‖Xi,(i)‖∗ + (1/2λ)‖B ·
N∑
i=1
Zi − B · T ‖
2
F
subject to Xi −Zi, i = 1, ..., N.
(41)
The augmented Lagrangian of Eq. (41) is
Lρ(Xi,Zi,Ui) =
N∑
i=1
‖Xi,(i)‖∗ + (1/2λ)‖B ·
N∑
i=1
Zi − B · T ‖
2
F
+ (ρ/2)
N∑
i=1
‖Xi −Zi + Ui‖
2
F ,
(42)
where Ui, i = 1, ..., N , is the scaled dual variable. Let
fi(Xi) = ‖Xi,(i)‖∗, g(
N∑
i=1
Zi) = (1/2λ)‖B ·
N∑
i=1
Zi−B · T ‖
2
F .
We can get the iterations of ADMM.
X k+1i = argmin
Xi
(fi(Xi) + (ρ/2)‖Xi −Z
k
i + U
k
i ‖
2
F ),
Zk+1 = argmin
Zi
(g(
N∑
i=1
Zi) + (ρ/2)
N∑
i=1
‖Zi −X
k+1
i − U
k
i ‖
2
F ),
Uk+1i = U
k
i + X
k+1
i −Z
k+1
i .
(43)
From the iteration equations introduced in Eq. (43), it can
be seen that Xi and Ui can be carried out independently in
parallel for each i = 1, ..., N . However, it is tricky for Z-
update. In the following part, we will provide a method to
solve this problem.
Proposition 3 The Z-update is equal to solving the follow-
ing unconstrained problem,
minimize
Z
g(NZ) + (ρ/2)
N∑
i=1
‖Z − X
k+1
− U
k
‖2F . (44)
where Z = (1/N)
N∑
i=1
Zi,X
k+1
= (1/N)
N∑
i=1
X k+1i ,U
k
=
(1/N)
N∑
i=1
Uki .
Proof: In order to simplify notations, let Pi = X
k+1
i +U
k
i .
Then, based on Eq. (43) the Z-update can be rewritten as
minimize g(NZ) + (ρ/2)
N∑
i=1
‖Zi − Pi‖
2
F
subject to Z = (1/N)
N∑
i=1
Zi,
(45)
By minimizing over Z1, ...,ZN with additional variable Z and
fixed Z, we get the following solution.
Zi = Pi + Z − P. (46)
8So the Z-update can be computed by solving the uncon-
strained problem.
minimize
Z
g(NZ) + (ρ/2)
N∑
i=1
‖Z − P‖2F . (47)

Then, substituting Eq. (46) for Zk+1i in the U-update yields
Uk+1i = U
k
+ X
k+1
−Z
k+1
, (48)
which shows that the dual variables Uki are all equal and can
be replaced by a single dual variable U . By substituting for
Zki in the X -update, the final iterations of ADMM becomes
X k+1i = argmin
Xi
(fi(Xi) + (ρ/2)‖Xi −Z
k
i + X
k
−Z
k
+ Uk‖2F ),
Z
k+1
= argmin
Z
(g(NZ) + (Nρ/2)‖Z − X
k+1
− Uk‖2F ),
Uk+1 = Uk + X
k+1
−Z
k+1
.
(49)
1) Update the X -Variables:
Variable Xi can be solved independently by the matrix
shrinkage operator introduced in Section III. So the update
for Yi becomes
X k+1i = foldi(D1/ρ(Z
k
i −X
k
+ Z
k
− Uk)(i)). (50)
2) Update the Z-Variable:
The Z-update is computed by solving the following equa-
tion
minimize g(NZ) + (Nρ/2)‖Z − X
k+1
− Uk‖2F . (51)
Suppose Z
∗
is the optimal solution of (51), if and only if
0 = (1/λ)(B ·NZ
∗
−B · T ) +Nρ(Z
∗
−X
k+1
−Uk), (52)
which is equivalent to
((1/λ)(B+ρI) ·Z
∗
= ρ(X
k+1
+Uk)+(1/(Nλ))B·T . (53)
Let Zleft = (1/λ)B + ρI, Zright = ρ(X
k+1
+ Uk) +
(1/(Nλ))B · T . We get the Z-update solution
Z
k+1
= Z
∗
= Zright./Zleft. (54)
3) The R-ADMAC Algorithm:
After discussing the appearing subproblem, we present the
complete R-ADMAC algorithm for multi-attribute sensor-data
reconstruction, as shown in Alg. 4.
The algorithm inputs the sampling binary index tensor B, in-
complete sensor data tensor T and the parameters λ, ρ, cλ, λ
∗.
It iteratively minimizes Eq. (40) by decreasing λ toward
convergence. λ∗ is set to be the lower bound of λ.
VI. PERFORMANCE EVALUATION
In this section we evaluate the performance of the proposed
algorithms and compare them with existing algorithms for
missing data estimation in sensor data reconstruction.
Algorithm 4 R-ADMAC algorithm for multi-attribute sensor-
data reconstruction
1: Given B, T , λ, ρ, cλ, λ
∗
2: Initialize Z
0
= U0 = X 0i = 0, i = 1, ..., N
3: for k = 0, 1, ... do
4: for i = 1 : N do
5: X
k
= (1/N)
N∑
i=1
X ki
6: X k+1i = foldi(D1/ρ(Z
k
i −X
k
+ Z
k
− Uk)(i))
7: end for
8: Calculate X
k+1
= (1/N)
N∑
i=1
X k+1i
9: Zleft = (1/λ)B + ρI
10: Zright = ρ(X
k+1
+ Uk) + (1/(Nλ))B · T
11: Z
k+1
= Zright./Zleft
12: Uk+1 = Uk + X
k+1
−Z
k+1
13: λk+1 = max(cλλ
k, λ∗)
14: end for
15: return
N∑
i=1
X k+1i
A. Experiment Setup
We perform our study using two datasets, i.e., the “Intel
Berkeley” dataset and the “Data Sensing Lab” dataset. For
each dataset, we study two missing patterns of sensor data, i.e.,
“random missing” and “consecutive missing”. In this section,
we will describe these datasets and patterns, as well as the
parameter settings for our proposed algorithms.
1) Intel Berkeley Dataset:
The data of Intel Berkeley experiment [32] are gathered by
Intel Berkeley Research lab from February 28th to April 5th,
2004. There are 54 Mica2Dot nodes placed in a 40m×30m
room. Every node reports once every 30 seconds. Sensor data
include temperature, light, humidity, and voltage data.
2) Data Sensing Lab Dataset:
The data in the data sensing lab [29] are gathered by around
50 sensor motes distributed at the O’Reilly Strata Conference
venue in Santa Clara in February, 2013. These motes are
distributed around the conference venue and report back during
the conference. Sensor data contain temperature, humidity, and
microphone data.
3) Missing Data:
Although both datasets have missing readings, we cannot
directly use those for evaluation because their actual values are
unknown. Instead, we first get complete raw sensor data from
these two datasets, then produce artificial missing data with
either random missing pattern or consecutive missing pattern.
The consecutive missing pattern means that some nodes
miss all data after a certain sampling time point due to damage
or running out of energy. In our consecutive missing pattern
experiment, we randomly choose 10% nodes as objective
nodes occurring consecutive data missing and let each objec-
tive node miss last x% of all its data.
4) Parameter Settings:
We employ error ratio to measure the differences between
the predicted values and the actual values. The error ratio is
9a metric for measuring the reconstruction error and is defined
as
ǫ =
√∑
(i,j)∈Ω(x(i, j)− xˆ(i, j))
2
√∑
(i,j)∈Ω(x(i, j))
2
, (55)
where Ω denotes the missing dataset.
In our experiment, sampling ratio means the observation
ratio of sensor data, which is defined as
ε =
∑
(i,j)∈Ω 1∑
(i,j)∈(Ω∪Ω) 1
, (56)
where Ω denotes the observation dataset.
As all the proposed algorithms are based on ADMM, we
choose identical parameters for them. Specifically, λ = 1, c =
1/4, λ∗ = 1e− 6. ρ can be any positive number and its value
affects the speed of convergence of the ADMM algorithm. In
our experiment, we choose ρ = 0.1/std(y) [31], where y is
a vector composed of all the observation values and std(y) is
the standard deviation of the observed values y.
All the algorithms are implemented using MATLAB run-
ning on a desktop computer with 3.2-GHz Intel i5-3470 CPU
and 4 GB RAM. The experiments are repeated 30 times.
B. Experiments of Single-Attribute Sensor-Data Reconstruc-
tion
In this section, we evaluate ADRM algorithm in the case of
single-attribute sensor-data reconstruction. In order to verify
the effectiveness of ADRM, we choose other two methods for
comparison. One is the K-nearest neighbor (KNN) method.
The other is the interior point method based on CVX [26].
1) Random Missing Pattern:
In this experiment, we calculate error ratios with different
sampling ratios. The sampling ratios range from 10% to
90%. Fig. 1 shows the experiment results, where X-axis
represents sampling ratios, and Y-axis shows resulting error
ratios. Generally speaking, error ratios decrease with sampling
ratios.
Fig. 1(a), 1(b), and 1(c) are obtained using the Intel Berkeley
dataset. In these figures, ADRM and CVX show the best
performance. With roughly 25% of the data, ADRM and CVX
can reconstruct all the data with an error ratio of less than
2%. In contrast, the error ratio of KNN is close to 5%. It can
be seen that, with the Intel Berkeley dataste, even KNN can
achieve a good performance when sampling ratio is more than
30%. This is because that the Intel Berkeley dataset contains
indoor data gathered by nodes placed in a 40m× 30m room,
which means that nodes are relatively close to each other.
Therefore, the nodes have relatively high spatial correlations.
With the Data Sensing Lab dataset, ADRM and CVX
show obvious advantage over KNN compared with the Intel
Berkeley dataset, as shown in Fig. 1(d), 1(e), and 1(f). With
temperature and humidity data and a sampling ratio of 30%,
ADRM and CVX can reconstruct the original sensor data with
an error ratio of less than 3%, whereas that of KNN is closed
to 15% and 18%, respectively. The reason is that the nodes in
data sensing lab are distributed around a conference venue with
many separate session rooms and two floors. So the spatial
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Fig. 1: Performances of the three algorithms, namely, ADMR,
CVX, and KNN, with random missing pattern.
correlation between the nodes is not as strong as that of the
nodes in the Intel Berkeley dataset. As a result, KNN performs
worse.
It can be seen that all the three algorithms perform poorly
with the Data Sensing Lab microphone data. This is because
that the sound is much more random, which results in that
the microphone data are not in exact low-rank. Yet ADRM
and CVX much rely on the low-rank feature of the original
data. Thus, the performance of reconstruction of microphone
data is not so good as that of temperature and humidity
data. Furthermore, due to the intrinsic property of sound,
even neighbouring sensor nodes may gather very different
microphone data, which means that the assumption of spatial
correlation may fail for microphone data.
In the meantime, from Fig. 1 we can find two interesting
points.
Firstly, when sampling ratio exceeds a certain threshold,
the error ratios of the three algorithms tend to be steady.
For example, with Intel Berkeley temperature data, when
sampling ratio exceeds 30%, the error ratios of ADRM and
CVX remains at about 2%, while that of KNN is closed to
5%. This indicates that the Intel Berkeley dataset has much
redundancy and the whole sensor dataset can be replaced by
a small amount of data.
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Fig. 2: Run time of ADRM and CVX, with random missing
pattern.
Secondly, the error ratios of ADRM and CVX are almost the
same. This is because that these two algorithms solve the same
convex optimization model (Definition 1) and both achieve the
optimal solution. The difference lies in that ADRM is based
on the ADMM method which is a first-order method, whereas
CVX is based on the interior point method which is a second-
order method. Generally speaking, algorithms based on first-
order methods run faster but obtain low- or medium-accuracy
solutions. Interior point methods have very high computation
complexity and run slower, but they can achieve solutions with
higher accuracy. As the error ratio of ADRM is almost the
same as that of CVX, we say that our proposed ADRM gets a
good reconstruction accuracy. On the other side, from Fig. 2
we can see that ADRM runs evidently faster than CVX. Here
we only take the Intel Berkeley temperature data and Data
Sensing Lab temperature data as an example. Other sensor
data achieve similar results.
In a word, the proposed ADRM algorithm runs faster and
obtains optimal solutions with lower error ratios.
2) Consecutive Missing Pattern:
In this experiment, we calculate error ratios of the three
algorithms with consecutive missing pattern, as shown in
Fig. 3. The X-axis presents the percentage of consecutive
missing. It can be seen that with consecutive missing pattern,
when the percentage of consecutive missing exceeds 70%, the
error ratios of ADRM and CVX increase rapidly. However,
since KNN utilizes nearby nodes to predict local missing data,
the percentage of missing nodes has little impact on error ratio.
As a result, the error ratio of KNN remains stable. For the
same reason mentioned in the previous sub-section, all the
three algorithms still perform worse with microphone data.
Moreover, we can see that before the turning point, the error
ratio of ADRM is almost the same as that of CVX. However,
after the turning point, the error ratio of CVX is lower, which
means that CVX achieves a higher reconstruction accuracy.
The reason is that both ADRM and CVX solve the same
convex optimization problem, and before the turning point
both of them obtain optimal solutions. But after the turning
point, due to the percentage of consecutive missing getting
too large, the optimization model of single-attribute sensor-
data reconstruction, or Eq. (8), fails to predict missing data.
In this case, the ADRM algorithm, which is based on a first-
order method, achieves lower accuracy than CVX.
From Fig. 4, it can be seen that ADRM runs much faster
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Fig. 3: Performances of the three algorithms, namely, ADMR,
CVX, and KNN, with consecutive missing pattern.
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Fig. 4: Run time of ADRM and CVX, with consecutive
missing pattern.
than CVX. Here we only take Intel Berkeley humidity data
and Data Sensing Lab humidity data as an example. Other
sensor data achieve similar results.
C. Experiments of Multi-Attribute Sensor-Data Reconstruc-
tion
In this section, we evaluate the performance of the proposed
ADMAC algorithm in reconstructing multi-attribute sensor
data. We first use multi-attribute sensor data to constitute a
third-order tensor, where the three modes represent sensor time
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Fig. 5: Tensor-based multi-attribute sensor-data reconstruction, with random missing pattern.
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Fig. 6: Tensor-based multi-attribute sensor-data reconstruction, with consecutive missing pattern.
stamp, sensor node ID, and attributes (such as temperature,
humidity, and so on), respectively. Thus, we finally obtain a
tensor of multi-attribute sensor data.
In this experiment, in order to verify the effectiveness of
ADMAC, the ADMAC algorithm is compared with HaLRTC
algorithm [24] and EM-based Tucker decomposition algo-
rithm [33]. Applying Tucker decomposition to the Intel Berke-
ley dataset and the Data Sensing Lab dataset, we get Tucker
rank of the two constructed tensors. For those datasets, the
Tucker rank is approximately rank-[2,2,2]. Then, in contrast,
we use the correct rank (rank-[2,2,2]) and a higher rank (here
we get rank-[5,5,2]) to do Tucker decomposition.
Fig. 5 shows the results of multi-attribute sensor-data re-
construction using the two datasets with random missing
pattern. It can be seen that the proposed ADMAC algorithm
performs as good as Tucker decomposition of correct rank-
[2,2,2] when sampling ratio is more than 30%. However,
with a slightly higher rank-[5,5,2], Tucker decomposition gets
poor performance. It means that, in order to use Tucker de-
composition based algorithms to accurately reconstruct tensor
data, we should first get the correct n-rank. However, this is
usually intractable in practice, especially when the tensor is
incomplete. Moreover, our proposed ADMAC algorithm gets
slight advantage over HaLRTC when sampling ratio is less
than 20%.
Fig. 6 shows the results with consecutive missing pattern.
The results are similar to that of random missing pattern. For
Tucker decomposition based methods, prior knowledge about
n-rank of original tensor is critical to reconstruct the tensor
with missing data accurately.
In general, the proposed ADMAC algorithm outperforms
other algorithms with the two datasets and the two missing
patterns.
D. Experiments of the Relaxed Version of Multi-Attribute
Sensor-Data Reconstruction
In this section, we compare R-ADMAC with ADMAC and
HaLRTC. Firstly, we employ simulation to verify the effec-
tiveness of R-ADMAC. We randomly generate a 50×50× 50
tensor with a rank of [50,50,5] and apply R-ADMAC to
the generated tensor. From Fig. 7(a) we can see that the R-
ADMAC performs the best, whereas ADMAC and HaLRTC
perform poorly.
Then we use the Data Sensing Lab dataset to further
evaluate R-ADMAC. Fig. 7(b) shows the experiment results.
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Fig. 7: Performance comparison of R-ADMAC, ADMAC, and
HaLRTC, with random missing pattern. (a) Random data (a
50×50×50 tensor with a rank of [50,50,5]). (b) Data Sensing
Lab dataset.
which means R-ADMAC performs poorly in this case. It
should be noted that R-ADMAC assumes that the original
tensor is only low-rank in certain modes, whereas ADMAC
and HaLRTC require the original tensor to be jointly low-rank
in all modes. That is why R-ADMAC performs poorly with
the Data Sensing Lab dataset. With more and more multiple-
attribute sensor data getting available publicly, we believe the
R-ADMAC algorithm will also play an important role for
reconstructing multiple-attribute sensor data in practice.
VII. CONCLUSION
In this paper, we study the methods of reconstructing
missing big sensor data. In order to solve the missing data
problem in Internet of things, firstly, we propose a matrix-rank
minimization based algorithm, namely, ADRM. ADRM takes
full advantage of the low-rank structure of real-world sensor
data by computing the minimal low-rank approximations of
the incomplete sensor data matrix. Secondly, we consider
sensor networks with multiple types of sensors in each node.
Accounting for possible correlations among multiple-attribute
sensor data, we provide a tensor-based method to estimate
missing data and propose an algorithm based on ADMM,
namely, ADMAC. ADMAC is based on the assumption that
the constructed tensor sensor data is jointly low-rank in all
modes. Thirdly, considering that the constructed tensor of
multiple-attribute sensor data may not always be low-rank in
all modes, we propose a relaxed version of ADMAC, namely,
R-ADMAC, which only requires that tensor is low-rank in
certain modes. Finally, we evaluate the algorithms using
two real-world sensor network datasets with two missing-
data patterns, i.e., random missing pattern and consecutive
missing pattern. Experimental results show that the proposed
algorithms outperform existing ones.
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