We will discuss a bar/coalgebra construction of strong homotopy Leibniz algebras. We will give a generalized framework of derived bracket construction. We will prove that a deformation derivation of differential graded Leibniz algebra induces a strong homotopy Leibniz algebra by derived bracket method.
various Hamiltonian formalisms (Hamiltonian-, BV-, AKSZ-formalism and so on).
In general, even if a first bracket is Lie, the derived bracket is not skewsymmetric, and, in the case of dd = 0, the derived bracket has a Leibniz anomaly, except special cases. Usually, this anomaly is controlled by some cocycle conditions. It is wellknown that a certain collection of derived brackets satisfies a strong homotopy Lie (sh Lie-or L ∞ -) algebra structure, under some good assumptions (see [14] ). In Voronov [18] , he introduced a derived bracket up to projection (so-called higher derived bracket). It was shown that a collection of Voronov's derived brackets also generates a strong homotopy Lie algebra. In Vallejo [17] , he researched a n-ary derived bracket of differential forms, along Koszul's original theory. He gave a necessary and sufficient condition for a n-ary derived bracket becomes a Numbu-Lie bracket.
As a general framework of derived bracket construction, we will consider strong homotopy Leibniz algebras (sh Leibniz algebras or Leibniz ∞-algebras). Since the operad of Leibniz algebra is Koszul (see [8] ), by using bar construction, we can define the concept of sh Leibniz algebra. We will introduce an explicit formula of sh Leibniz algebra multiplication. We will prove that a deformation differential of dg Leibniz algebra induces a sh Leibniz algebra structure by derived bracket construction, without assumptions (Theorem 3.13). This result is considered as a complete version of the classical derived bracket construction in [4] .
Remark. In Loday and collaborators works [8, 9, 10] , they study right Leibniz algebras. In the following, we study the left version, or opposite Leibniz algebras.
Hence we should translate their results to the left version.
Preliminaries
Let (x 1 , ..., x n ) be a n-tensor power of words. An (i, n − i)-unshuffle permutation is defined as (x σ(1) , ..., x σ(i) )(x σ(i+1) , .., x σ(n) ), where σ ∈ S n such that σ(1) < ... < σ(i), σ(i + 1) < ... < σ(n).
The "dual" of unshuffle permutation is called a shuffle permutation which is defined by (x σ −1 (1) , ..., x σ −1 (n) ).
Here the word "dual" is used in the sense of usual linear dual.
We logically introduce a noncommutative version of unshuffle permutation. Let (x τ (1) , ..., x τ (i) )(x τ (i+1) , .., x τ (n) ) be an (i, n − i)-unshuffled tensor product. Insert the left component into the left of x 1+τ (i) , (x τ (i+1) , .., (x τ (1) , ..., x τ (i) ), x 1+τ (i) , ..., x τ (n) ).
(
We put k := τ (i). Then (1) is equal with (2)
Replace τ with σ along the table,
Then (2) becomes (3) below.
Remark that σ is a (k − i, i − 1)-unshuffle permutation. (3) is considered as a noncommutative version of unshuffle permutation, because it does not admit commutativity of x k and x * <k .
The following lemma is obvious.
Lemma 2.1.
where τ is (i, k − i)-unshuffle such that τ (i) := k is fixed, and ν is (i,
Proof. (2) By the fact, i ≤ ν(i) ≤ n − 1.
Main results
In the following, we assume that the characteristic of a ground field K is zero, and a tensor product is defined over the field, ⊗ := ⊗ K . The mathematics of graded linear algebra is due to Koszul sign convention. For instance, a linear map
where |g| and |x| are degrees of g and x. We assume that a graded vector space is a complex.
Bar construction
In this subsection, we quickly recall the fundamental properties of (dual-)Leibniz algebra in [8, 9, 10] . And, in Proposition 3.9, we will introduce a multiplication formula of strong homotopy Leibniz algebra.
) be a differential graded (dg) vector space, or a complex equipped with a binary bracket product. Without loss of generality, we assume that the degree of bracket product is zero (see Remark 3.1). The space is called a dg Leibniz algebra or sometimes called a dg Loday algebra, if d is a graded derivation with respect to [, ] and the bracket satisfies a graded Leibniz identity,
where x, y, z ∈ V , | · | means the degree of element. A dg Lie algebra is a special example such that the bracket is graded commutative, or skewsymmetric. In this sense, Leibniz algebras are considered as noncommutative version of Lie algebras.
In the following, we denote (−1) |x| by simply (−1) x , without miss reading.
Remark 3.1. If the degree of a bracket product is n, then the Leibniz identity is redefined by
We define a new degree |x| ′ := |x| + n. Then the new degree of the bracket becomes 0. We will discuss the cases of |d| = ±1 in Remarks 3.7 and 3.12.
The Koszul dual of Leibniz identity has the following form (see Loday [9, 10] )
Hence the notion of dual-Leibniz algebra is defined as a (graded) space with a binary multiplication satisfying the dual-Leibniz identity (4) . From the standard argument, the notion of dual-Leibniz coalgebra is defined by the following identity of comultiplication ∆.
Definition 3.2.
A dual-Leibniz coalgebra is a (graded) space (C, ∆) equipped with a comultiplication ∆ : C → C ⊗ C which satisfies the following identity,
where σ ∈ S 2 .
It is well-known that a Fermi commutator, {x, y} = x * y + (−1) xy y * x, of dualLeibniz multiplication is a commutative associative multiplication (see [9, 10] ). Of course, its opposite version also holds. (1 ⊗ σ∆)σ∆. By using the two identities, the corollary is shown.
Let V be a graded vector space. We set a nonunital tensor spacē
We denote an element
where
Proof. In [9] , he showed that the free dual-Leibniz algebra isT V with a dual-Leibniz multiplication of the form,
where σ is (m, n)-shuffle. This is a kind of shuffle product, and the unshuffle coproduct ∆ is the dual of this shuffle product (correctly, the sum of duals). Thus (6) is a dual-Leibniz comultiplication.
The duality in the proof of Proposition 3.4 implies that the tensor coalgebra is cofree in the category of nilpotent dual-Leibniz coalgebras (see [13] for a general construction of tensor coalgebras). Namely, for a given nilpotent dual-Leibniz coalgebra (C, ∆ c ) and a linear map f : C → V , we have a unique coalgebra mapping F : C →T V . In fact, the tensor coalgebra is nilpotent, because ∆(V ) = 0. We notice that F is given by F := n≥0 f n+1 ∆ n c , where ∆ n c is a n-composition of ∆ c such that ∆ n c :
In the full category of dual-Leibniz coalgebras, F is not well-defined. Thus we should restrict to the subcategory of nilpotent coalgebras.
Corollary 3.5. Let Sym(V ) be the space of graded symmetric tensors on V ,
Sym(V ) is a subcoalgebra of the cocommutative coassociative coalgebra (T V, ∆+σ∆).
It is identified with the cofree cocommutative nilpotent coalgebra over V .
Proof. This corollary is also the dual of a result in [9] .
By a standard argument in operad/deformation theory, we have
Here Coder(T V ) is the space of coderivations onT V , i.e., D c ∈ Coder(T V ) is satisfying,
This proposition is an example of more general result (cf. [11] , [13] ). We need an explicit formula of the isomorphism in order to give sh Leibniz multiplication explicitly.
maps. It is suffcient to define a derivation associated with an i-ary component. For
where σ is (k − i, i − 1)-unshuffle. One can easily check thatf c is a coderivation.
The operad of dual-Leibniz algebras, Leib ! , is a collection {S n } n∈N with canonical symmetry (see [10] ), i.e., the nth-component of dual-Leibniz operad, Leib ! (n), is a single generated module over a group ring KS n for any n ≥ 1. Roughly, this single generator becomes a n-ary multiplication of sh Leibniz algebra. Thus the cardinal number of n-ary multiplications of sh Leibniz algebra is one for any n ≥ 1. From this observation, we can define the notion of sh Leibniz algebra by the following method.
Let l i : V ⊗i → V be an i-ary multiplication on V with degree i − 2. We define an associated coderivation on (T sV, ∆) by
and
where s (resp. s −1 ) is the shift operator of degree +1 (resp. −1). It is obvious that the degree of ∂ i is −1. without the change of s and s −1 , and then the degree of ∂ i becomes +1. More in general, if |l 1 | := n (odd), then we put |l i | := n + (i|s| − |s|), and then |∂ i | = n.
Especially, we can put |s| := −n, and then we have |l 2 | = 0. This degree convention is the same as the one of Remark 3.1. In this general case, the sign of (9) should be redefined by the manner of Proposition 3.6.
Out of Remark, we put |d| := ±1, because we study a complex.
A general definition of strong homotopy operad-algebras was given in Ginzburg and Kapranov [3] (see also Loday [10] , Markl [12] ). The following definition is an application of the opposite version of Proposition 4.2.15 [3] . We give an explicit formula of sh Leibniz algebra multiplication.
Proposition 3.9. The system (V, l 1 , l 2 , ...) is a sh Leibniz algebra if and only if
Proof. We assume ∂ 2 = 0, which implies i+j=Const ∂ i ∂ j (sx 1 , ..., sx i+j−1 ) = 0.
We defineσ byσ
We have
where we put σ(k) := k,...,σ(i + j − 1) := i + j − 1. (11) is equal with k≥j σ
From the definition of ∂ · , we have
where we put a := k + 1 − j. We denote the i-tensor power of s −1 by simply s −1 (i).
. We apply (−1) i+j on the both side. Then we obtain
, is a linear isomorphism, it is equivalent with,
which is the same as (10).
The converse is easy. We briefly describe a proof. We denote by x an element inT sV . Compute i+j=Const (∂ i ∂ j + ∂ j ∂ i )(x), then we have terms of the form,
where x 1 -x 10 are appropriate variables and (±) 1,2 are appropriate signs. By only Koszul sign convention, the sum of such terms becomes zero. Thus we have
where the lengths of x 2 , y 2 are both i + j − 1. By Koszul sign convention again, one can show that if x 1 = y 1 , x 2 = y 2 and
By the assumption and the result above, we have ∂ 2 = 0. Proof. We put
By (1) in Lemma 2.1, we replace σ with τ . Then (10) becomes i+j=Const τ χ(σ)(−1) (k+1−j)(j−1) (−1)
χ(σ) is also replaced with χ(τ ) along the sign rule below.
Remark that ǫ(τ ) is a Koszul sign. Simply, we have
Namely, our L ∞ -algebra relation is given by
This sign convention is the same as the one in [2] , and it is related with the one in [6, 7, 12] (10) is the sum of subterms such that σ(n) = n (i.e. regular),
where we put a := k + 1 − j. (13) is a defining relation of A ∞ -algebras.
We roughly see the operad of sh Leibniz algebras, which is denoted by Leib ∞ .
We consider the subterms of (12), including l 1 , that is,
where n := i + j − 1. We define a boundary operator, b(l n ), by this identity.
When l 1 ∈ End(V ), b is a boundary operator on End(V ). The collection of multiendomorphisms, ({End(V ⊗n , V )} n≥1 , b), becomes a dg operad, which is a typical example of operad. The collection {l n } n≥2 generates a suboperad of the operad of endomorphisms. This suboperad is a representation of Leib ∞ . This will be enough for our purpose. (12) has the form,
(14) is a representation of the dg-structure of Leib ∞ . When n = 3, we have
where [, ] := l 2 . Thus the homology group H 0 (Leib ∞ , b) which is generated by l 2 produces a Leibniz algebra structure.
We recall an example.
Example ( [16] ). He introduced the concept of (weak-)Lie 2-algebra (The original notion was given in Crans [1] ). It is an internal category of the usual category of vector spaces with a Lie bracket functor. Roughly, it is a Lie algebra of category. He showed that a (weak-)Lie 2-algebra is equivalent with an "2-term EL ∞ -algebra". It is a 2-term complex, C 1 d → C 0 , with a sh Leibniz algebra structure and a skewsymmetric homotopy of l 2 satisfying some properties. Since the graded space is 2-term, the Leibniz anomaly has the following simple form
where x 1 , x 2 , x 3 ∈ C 0 and [·, ·, ·] := l 3 .
Derived bracket construction
) be a dg Leibniz algebra of |δ 0 | := +1. In this subsection, we will study cohomology complexes. Hence the degree of a differential is +1. We assume a perturbation or a deformation of differential, 
where |s| := +1 and [...] is a canonical i-ary multibracket product on V ,
Remark that the degree of i-ary derived bracket is 2 − i on sV . We see an old fashioned expression of derived brackets. 
We compute the derived degree,
Remark 3.12. When |δ i | = n, we should assume deg(x) := x + n. This degree convention is compatible with one of Remark 3.7.
..) becomes a sh Leibniz algebra.
Lemma 3.14. 
We note that [D ′ , ...] is a n-ary multibracket product and [D] is 1-ary. This identity is a special one of the following general formula.
Lemma 3.15. For any n and for any (i, j) such that i + j = n,
where σ is unshuffle, [D, ...] is i + 1-ary and [D ′ , ...] is j-ary and
Remark that the second term of (17) is equal with 
We put
Lemma 3.14, the second term of (18) becomes
where E 1 and E 2 are appropriate signs defined by the manner in the lemma above.
We compute E(σ, k − i)
where we replace σ with an unshuffle permutation τ along the table,
and we put
In (20) below, it will be shown that ǫ(τ ) is a Koszul sign. By (2) in Lemma 2.1, the first term of (19) becomes
Thus the sum of first terms of (18) and (19) becomes the first term of (17),
by (20)
We compute E(σ, k − i)E 2 = = ǫ(σ)(−1)
where σ is replaced with τ along the table,
We remark that τ is a (k + a − 1 − i, i)-unshuffle. In (22) below, we will see that ǫ(τ ) is a Koszul sign.
It is not difficult to check that the second term of (19) becomes the second of (17),
where m := k + a − 1. In (22), first assume the right-hand side, then one can easily verify the left-hand side, because i ≤ τ (m) ≤ i + j − 1. The sum of (21) and (22) becomes (17) .
From the derived brackets, the associated coderivations
is defined by the same manner with (8) and (9),
Proof.
(Proof of Theorem 3.13)
Proof. By Lemmas 3.15, 3.16 and the definition of coderivation onT V , we have
where D and D ′ are replaced with δ i−1 and δ j−1 respectively, and thus the subscripts in δ i−1 and δ j−1 are fixed. By the assumption, we obtain
In Proposition 3.11 we saw that the derived brackets are induced on (V, deg),
where deg is the derived degree defined in the proposition.
Corollary 3.17. The collection of derived brackets on V is a sh Leibniz algebra structure on (V, deg).
Proof. From (10) in Proposition 3.9, we obtain i+j=Const k≥j σ χ(σ)(−1) (k+1−j)(j−1) (−1)
The derived degree is compatible with the sign part, because deg(x) = |sx|. We consider the bracket part. From Proposition 3.11, we obtain We discuss the identity (23). We introduce the notion of annihilator by analogy with differential-operators in [17] . We consider the cases of dg Lie algebras. 
