are to be discussed, including communication between the vehicles, coordination of actions, performing negotiations, and many others.
INTRODUCTION
Nowadays, research activities concerning generally understood robotics are frequently oriented on the use of teams of cooperating robots performing tasks which cannot be performed, or will be performed less efficiently by a single robot. Such a situation can be observed in underwater robotics where concepts are developed for certain tasks to be performed by a team of underwater vehicles. These tasks most often include exploration and inspection activities, which in general can be done by a single robot but a team of robots can do them faster and more effectively. Another kind of tasks of this type are transport activities in which overall dimensions and the shape of the transported structure make the task to be only done by a team of cooperating vehicles.
A team of cooperating robots reveals numerous advantages, such as high resistance to failures, for instance, which makes it possible to perform the task even if one of robots beaks down. Moreover, in some cases the decomposition of the task to be performed by the team of robots allows us to use robots with simpler structure than that of a single robot performing the same task. However, the problem of controlling the team of cooperating robots is much more difficult than controlling a single vehicle. In case of a team of robots, additional issues underwater vehicle. The information on the area to be searched and the corresponding passing trajectory is obtained by each vehicle from the docking station, together with the order to start work.
AGENT
The literature on the subject does not deliver any precise definition of an agent. Generally we can say that the agent is an element which is used for creating decentralised systems [2] . Another definition says that the agent is an object which can both observe the environment and act on it [15] . The most precise definition describes the agent as a system situated in a given environment which can make use of certain resources and be able to act autonomously in order to achieve assumed goals [4, 13, 14] . To make the underwater vehicle fulfil the above definition, it has to be equipped with sensors to record input signals coming from the environment, and effectors using which it can act on the environment. Additionally, is should have sort of internal awareness which will secure its autonomy manifesting itself as making decisions on actions to be performed to achieve the assumed goal. We can say that the agent can adapt its behaviour to a current situation. It should be noted, however, that the goal to be performed by one agent can differ from that assigned to another agent, and in case of common task realisation the request coming from the other agent can be realised only when it is in line with the interest of the asked agent.
To describe formally the action of the agent we introduce the following notations: S = {s 1 , s 2 , ...} represents possible environment states, and A = {a 1 , a 2 , ...} possible actions of the agent. In this situation the action can be meant as the function [13, 4] : action: S * → A (1) where: S * -the selected sequence of environment states.
The environment can be defined as the function: environment: S × A → S (2) The above notations mean that the undertaken action results from the environment state, while the environment modifies its state due to the action of the agent.
We should also define a function which allows the agent to read input signals. This action can be written as the function:
perception: S → P (3) which maps the state of environment into perception P. Consequently, the action function takes the following form: action: P * → A (4) where: P * -the perception sequence.
Assigning the property of autonomy to the agent consists in defining the function of actions which are to be initiated by the agent depending on input signals composing the perception.
To do so, we should select a method of implementation of the decision function, at the same time selecting an appropriate type of agent. In case of underwater vehicles it seems a best solution to use the hierarchical layer architecture, the advantages of which include no need to define the decision making mechanism and simplicity of action. A popular sample of this type of architecture is the InterRRaP architecture ( Fig. 1) [11, 12] . It consist of a series of layers, the lowest of which is responsible for reflex actions, the middle layer for planning, and the top layer for cooperation with other agents [4, 11, 12] . Each layer has its database which represents the state of environment attributed to this layer. The flow of control in this architecture is realised in two directions: first the control signal is transmitted from lower to higher layers, and then from higher to lower layers. If the lower layer, making use of its database, is not able to take a relevant action, it sends the signal to the higher layer. That means that the higher the layer, the more rarely it is activated. Fig. 1 . Flow of control in InteRRaP type architecture [4] According to the adopted assumptions, a single underwater vehicle is an agent whose task is to search the water region in cooperation with other vehicles. Therefore the lowest layer of the agent is responsible for avoiding obstacles [17] . The middle layer is responsible for precise motion of the underwater vehicle along the given trajectory [16] , while the role of the highest layer is to cooperate with the remaining vehicles in the team.
MULTI-AGENT SYSTEM

Structure of the multi-agent system
A team of cooperating underwater vehicles in which each vehicle is an agent composes a multi-agent system. The agents in this system communicate with each other, at the same time preserving the autonomy of their operation and decision making, which is reflected in actions undertaken by particular agents. Such an interaction between the agents leads to the modification of knowledge and actions performed by individual agents based on the observation of the behaviour of other agents and information transmitted in the communication process. An individual agent is equipped with the strategy leading it to achieving the assumed goal. However, being part of the multiagent system it has to put in practice the strategy of cooperation with other agents, especially when this strategy facilitates reaching the goal common for the entire team. Cooperation and competition between the agents in a multi-agent system is its key feature [9] . To make it possible, we should define the structure and formulate protocols of interaction to provide opportunities for describing message exchange scenarios and allow making decisions.
The multi-agent system can have a hierarchic structure, in which a decision about future actions is made by the team leader, or a flat structure, in which all agents are equal and decisions are made as a result of negotiations. The advantage of the hierarchical structure is high speed of decision making, as the time-consuming process of negotiations can be avoided here. Its disadvantage is relatively poor use of all team potential, as the team leader can make decisions based on the information on the environment and other agents which is insufficient to make the right decision. The problem also arises when the current leader breaks down and mechanisms of selection of a new leader are to be applied. In case of flat structure this problem does not exist and decisions are made collectively. Unfortunately, decision making in this structure is a very time consuming process.
Either of these two structures can be successfully used in the task of water region search realised by a team of autonomous underwater vehicles. However, since the water environment is very dangerous and unfriendly to technical equipment, we should assume that failures of vehicles can happed relatively often. Moreover, search tasks can be performed in relatively long times, which means no limits concerning the speed of decision making processes. That is why the flat structure seems more appropriate and better promises success in the realisation of tasks of the above type.
Data exchange
The essence of the multi-agent system is coherent behaviour of all agents composing the team. Difficulties in the realisation of this task result from the fact that multi-agent systems have no central control, and securing coherent action of particular agents requires data exchange via mutual communication. Therefore we should assume that each agent has ability to send, receive an analyse the data, and that there is a well-defined protocol of interaction, the same for all agents.
The interaction protocols are divided, in general, into coordination protocols and communication protocols. The coordination protocols are used for periodical exchange of information on current condition of particular agents, including redundancy avoiding, while the cooperation protocols are used for settling cooperation between particular agents, i.e. task decomposition and distribution. The action of both protocols requires a relevant mechanism of data exchange. An interesting solution in this context seems to be the interaction mechanism of Blackboard type, the idea of which consists in the existence of common memory, frequently bearing the name of a blackboard, in which agents can write and read data. This way each agent has access to the data recorded by other agents and can, at an arbitrary time, write and read data in the blackboard. The data stored in the blackboard are valid for certain time, or until they are updated by more current data. Since the adopted structu re is flat without a defined leader which would be responsible for data storage, the common memory will be stored by each agent. In other words, each agent will have a copy of the information stored in the blackboard. In this case data modification in the blackboard will consist in transmitting new data by one agent to all remaining agents, after which the data will be updated in the blackboard.
Since the underwater vehicles perform their tasks in the water environment, the common transmission medium of all agents is water, and the transmitted messages will have the form of mechanical (sound) waves. In this context it seems reasonable to use a token ring mechanism, which was successfully used in computer networks. The action of this data exchange mechanism makes use of the exchange of authorisation, or a so-called token. The vehicles are numbered in accordance with the increased distance of the area to be searched by them from the docking place. The agents, one by one, receive a token which allows them to pass a message, and then pass the token over to the next vehicle. The last vehicle passes the token to the first one. The agent which wants to pass the message waits for a free token, and having received it changes it into the occupied token and passes the data block bearing the name of a frame.
Cooperative action
The cooperative action in multi-agent systems can be described as a multiplayer cooperative game. The cooperative game will be an ordered pair having the form [1] : Г = (N, υ) (5) where: N = {1, ..., n, ..., N} -the set of player numbers υ:2 N →ℜ l -the characteristic function of the game.
The characteristic function of the game assigns to each set S ⊂ N, where S represents all possible coalitions in the team of agents including those composed of single agents, a total maximal secured payment υ(S) which can be obtained by the members of coalition S irrespective of the action undertaken by the remaining players. It is additionally assumed that υ(∅) = 0 and υ(·) is super-additive i.e.: υ(S) + υ(T) ≤ υ(S ∪ T); S, T ⊂ N; S ∩ T = ∅ (6) A solution to the multiplayer cooperative game can be presented as the solution to the multi-criteria optimisation of the following type: (X, F, R) (7) where: X -the nonempty set of feasible solutions, F:X→ℜ N -the vector quality index, and R defines the relation of domination.
When analysing the cooperation between the agents performing the task of water region search, the set of feasible solutions is the set of all possible coalitions which can be formed between these agents. The criterion function assigns to each feasible solution x ∈ X its numerical valuation, important for selecting the best solution. In search-type tasks we tend to minimise the time of task realisation, which is directly connected with the minimisation of the length of the path to be covered by each vehicle. Since the cooperation game is played when one of agents cannot do the assigned task and another agent, or coalition of agents, is to take it over, we will want the profit from the task done by this vehicle or coalition of vehicles to be the maximal, the cost borne by each vehicle to perform the supplementary work to be the minimal, and the coalition performing the supplementary work to be the largest. The above assumptions would allow the team of vehicles to do the water region search task at the shortest possible time. Consequently, the quality index can be defined as:
F(x) = {Z, K, L} (8) where: Z -the profit which can be obtained as a result of supplementary action undertaken by the coalition of agents, K -the cost borne by each agent composing the coalition formed to do the supplementary work, L -the number of coalition members.
Let W D represent the cost which a given agent has to bear to reach the place from which the supplementary action begins. This cost can be identified with the length of the path between the last point of its own trajectory and the point from which the supplementary action begins. Additionally, let W T represent the cost connected with covering the remaining part of the trajectory within the framework of the realisation of the supplementary task, which can be identified with the length of the trajectory to be covered in this supplementary action. In this case the cost K max is the maximal cost borne by a single vehicle performing the supplementary task with the longest approach path, which can be written as: (9) where: i -the agent number from within a set of all efficient agents.
When a coalition between a number of agents is formed, the task will be performed simultaneously by all coalition members. Therefore the cost borne by a single agent composing the coalition will be the sum of the cost borne for realisation of the remaining trajectory part and the cost of approach, taking into account the number of agents composing the coalition, which can be written as: (10) The profit Z obtained by the given coalition of agents will be defined as: Z = K max -K (11) which means that it is the difference between the maximal cost of realisation of the supplementary work by a single agent with the longest approach path and the cost to be borne by the agent as a coalition member.
A set of all values of the criterion function F which it takes over a set X creates the criteria space Y: Y = {y = F(x) ∈ ℜ N ⏐x ∈ X} (12) being the map of the set X in ℜ N .
To select a desired solution x from the set X we have to compare different solutions. This comparison is realised by comparing numerical values of particular estimations F n (x) attributed to the compared solutions. Therefore we can say that the decision whether solution x 1 is better than solution x 2 is made by comparing their numerical images F(x 1 ) and F(x 2 ). We should define the relation R ⊂ Y × Y, i.e. the relation of domination which will make it possible to decide whether the estimation of the image F(x 1 ) = y 1 is better than that of F(x 2 ) = y 2 , or not.
The relation R can be defined using the propositional function in the following way: (13) where the propositional function ϕ: Y × Y → {0,1} has the form:
ϕ(y 1 , y 2 ) ≡ y 1 is better than y 2 (14) In the analysed case, for the quality index having the form of (3.16) the relation of domination can be defined in the following way:
Condition (15) says that the coalition performing the supplementary task is to be as large as possible. Condition (16) says that the profit to be obtained as a result of coalition formation is to be the maximal, and at least L times as big as the maximal profit of all coalition members, where L is the number of coalition members. Condition (17) says that each coalition member is to have an attributed search trajectory with the length larger or at least equal to two lengths of the approach path to the point at which the supplementary action starts.
DIVISION OF ACTION SPACE
When a team of cooperating underwater vehicles performs a task, a problem which is to be decided upon is how to divide the action space. The division of the action space consists in allocating an individual task to each of cooperating underwater vehicles is such a way that all individual tasks compose the globally defined task. In case of water region search task performed by a number of underwater vehicles, the division of the action space will consist in physical separation of water region areas to be searched by a single underwater vehicle. Searching all areas of the water region divided in the above way will be equivalent with the realisation of the search of the entire water region.
A solution to this problem consists in geometrical division of the water region treated as a polygon into smaller polygons, being separate areas for which probing lines and underwater vehicle passing trajectories are then determined [3, 7, 8, 10] . However, this solution has some disadvantages. For instance, in this solution the time needed for reaching the searched area by the underwater vehicle, a parameter of certain importance, cannot be estimated. Moreover, when determining probing lines and passing trajectories for each of the separated areas, it may happen at the border between the adjoining areas that some area parts are omitted, or are searched twice or more times. These disadvantages can be eliminated by introducing another method of action space division, which consists in determining first the probing lines and passing trajectories for the entire searched water region, and then dividing the trajectories into segments, each of which to be covered by a single underwater vehicle. Such a solution has certain advantages, the most important of which is elimination of time-consuming procedures of geometrical division of the water region and substituting it by a simple iterative algorithm of trajectory division into segments. Moreover, after combining together, the data recorded by all underwater vehicles performing the water region search task have the same form as those obtained, hypothetically, by a single underwater vehicle. The proposed solution also secures uniform distribution of work over all underwater vehicles and provides opportunities for covering the entire area of the water region by technical observation means without multiplying the observation. Figure 2 shows differences between dividing the action space on the geometrical basis and using the passing trajectory division. The basic idea of the proposed solution consists in dividing the full trajectory worked out for the entire searched water region into segment explored by particular underwater vehicles. In order to meet the condition that all underwater vehicles taking part in the search are similarly loaded the trajectory is to be divided in such a way that each segment has approximately the same length, including the paths of vehicle approach to the starting point of search operation and return to the docking place.
The task consisting in trajectory division into segments can be defined in the following way: let n ≥ 2 represent the number of segments into which the trajectory is to be divided. We assume the existence of such points A i belonging to the trajectory that:
and that (19) where: d i is the total length of the shortest path of approach to point A i and return from point A i+1 , i.e.:
Condition (18) secures that the entire trajectory will be used when dividing the trajectory into segments, while condition (19) means that each trajectory segment, together with the approach and return paths, will have the same length.
RESULTS OF INVESTIGATIONS
In previous sections a solutions was proposed which allows controlling a team of underwater vehicles cooperating within the framework of the multi-agent system. The control algorithms making use of the multi-agent system and combined with the algorithm of control along a given trajectory 516 were implemented on the computer, which provided opportunities for performing their tests.
As a test sample, the task of Gdynia harbour search was performed by a team consisting of eight cooperating underwater vehicles. It was assumed in the test that the underwater vehicle 2 broke down after covering 3 947. 6 [m] of the trajectory attributed to it. According to the adopted solution the remaining underwater vehicles started negotiations to settle which vehicle, or coalition of vehicles will complete the task started by vehicle 2. After negotiations, the vehicles presented costs of realisation of the supplementary task, see table 1.
As a result of the performed negotiations, profits from particular coalitions were calculated, and then coalitions securing highest profits were selected in groups of different numbers of coalition members (table 2). It was checked for each coalition whether the conditions (15) (16) and (17) are met. Based on that it was concluded that the most profitable solution will take place when the supplementary task is taken over by a coalition of agents consisting of vehicle 3 and vehicle 5. Since the coalition consists of two members the profit will be 2.96 times as high as in case of single vehicle coalition, while the cost of search will be 5.75 times as high, compared to the cost of approach of vehicle 3, and 3.76 times as high as for vehicle 5. In case of larger coalitions, condition (17) is not met for one or more vehicles. For coalitions composed of more than 3 vehicles condition (16) is not met either. Table 3 collects the numerical data describing the performed task, while Figure 3 shows the passing trajectories of each underwater vehicle against the electronic map of the searched water region. Based on the performed tests we can conclude that the use of many vehicles for searching a water region leads to considerable reduction of time needed for doing this task. It is noteworthy, however, that this time does not decrease proportionally to the number of the used vehicles, which results from the fact that the time of approach of each vehicle to the area of its operation is to be taken into account. Another advantage of coalition which should be mentioned here is that the search task for the entire water region can be successfully completed, which would not be possible in case of one vehicle performing the search and its subsequent failure during task realisation.
CONCLUSIONS
Controlling a team of autonomous underwater vehicles is a complicated issue, especially in case when the motion of vehicles is subject to limitations oriented on minimisation of the task realisation time. The problem becomes even more difficult when the vehicles have to cooperate to perform supplementary tasks after a failure of one or more vehicles taking part in the search action. Taking into account water as unfriendly environment and difficulties connected with precise realisation of the set trajectory, as well as with navigation and communication, we should conclude that the problem of controlling the team of underwater vehicles is extremely nontrivial. Its solution needs an untypical combined approach, which will link the knowledge from within the fields of automation, computer science, communication, and sociology. All these features can be found in multi-agent systems which are still in the phase of tests an definition of principles. Their basic idea secures cooperation of a team of robots acting to achieve a common goal which is the realisation of the formulated task.
The performed tests have revealed that controlling the team of underwater vehicles with the aid of a multi-agent system provides opportunities for efficient realisation of the task defined as searching a given water region. Adopting the above concept to the underwater search task resulted in doing the task in much shorter time than in case of a single vehicle performing the same task, simultaneously securing higher chances of success of the mission even when one or more underwater vehicles break down. The proposed solutions permit more efficient distribution of individual tasks, being parts of the global task, over individual vehicles composing the team. The proposed communication solutions make it possible to exchange efficiently the information between the agents, which secures fluent realisation of both coordination and cooperation actions. Moreover, defining the cooperative actions as the multiplayer cooperative game with vector criteria function allows us to use multi-criteria optimisation to solve problems of supplementary actions to be undertaken after failure of one or more agents. The adopted quality indices and the defined functions of domination secure the realisation of the water region search task by a team of underwater vehicles in minimal time and at minimal costs. The proposed algorithms of agent's operation along with the defined actions of cooperation performed during the negotiations secure proper behaviour of individual agents and, consequently, of the entire team.
It is noteworthy that the combined use of a number of cooperating underwater vehicles in water region search tasks result in shortening the time needed for doing the task. However, the time reduction is not proportional to the increasing number of the used vehicles, which is connected with extra time expenses to be covered by each vehicle to reach the area of its action. Taking this into account when dividing the action space makes it possible to assign optimally partial tasks, while at the stage of cooperation actions it allows to choose the coalition of vehicles performing the supplementary action in such a way that both the time of operation of the entire team and cost of the supplementary operation are minimal. The adopted solutions make it possible to determine the minimal time needed for performing the search action by the team of underwater vehicles in the given water region, even after assuming the failure of one or more vehicles before the start of the search. Moreover the proposed solutions make it possible to determine the optimal number of underwater vehicles which will perform the action in the given water region, thus minimising both the time of search and the number of vehicles.
