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Capitolo 1
Funzioni olomorfe
1.1 Il piano complesso
Non vogliamo trattare le teorie algebriche che introducono i numeri com-
plessi in maniera astratta, ma li consideriamo come una estensione naturale
dei numeri reali basata sull’esistenza di un numero, l’unita` immaginaria, che
indicheremo sempre con la lettera i e che soddisfa la regola algebrica:
i2 = −1 (1.1)
(la qualifica “immaginaria” tradisce la natura puramente matematica di tale
numero, in quanto nessuna esperienza fisica fornisce come risultato il numero
i, ma sempre uno o piu` numeri reali).
Combinando aritmeticamente l’unita` immaginaria con gli ordinari numeri
reali otteniamo i numeri complessi. Possiamo allora assumere che un numero
complesso z e` univocamente determinato da una coppia di numeri reali x, y
ed useremo la notazione (forma cartesiana):
z = x+ i y . (1.2)
Con tale rappresentazione le operazioni con i numeri complessi sono eseguite
con le usuali regole aritmetiche, tenendo pero` sempre presente la convenzione
(1.1) precedente. Non ci sono novita` sostanziali nella struttura algebrica dei
numeri complessi rispetto a quella dei numeri reali. L’unita` moltiplicativa
rimane l’unita` reale 1, l’elemento neutro additivo coincide lo zero reale 0.
Dati due numeri complessi:
z1 = x1 + i y1 , z2 = x2 + i y2 ,
la somma e la moltiplicazione risultano:
z1 + z2 = (x1 + x2) + i (y1 + y2) ,
1
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z1 · z2 = (x1 x2 − y1 y2) + i (x1 y2 + x2 y1) .
Lasciamo come esercizio per il lettore la determinazione della differenza e
della divisione tra due numeri complessi.
I numeri reali x e y della rappresentazione (1.2) sono detti rispettivamente
parte reale e parte immaginaria di z e indicati anche con:
<e z ≡ x
=m z ≡ y .
(1.3)
Dato un numero complesso z = x+ i y, il numero complesso:
z = x− i y (1.4)
viene detto complesso coniugato di z, o semplicemente coniugato e indicato a
volte con z∗. Algebricamente abbiamo:
<e z = 1
2
(z + z)
=m z = 1
2 i
(z − z) .
(1.5)
L’insieme di tutti i numeri complessi viene indicato tradizionalmente con
il simbolo C (in analogia con la notazione R per i numeri reali). Chiaramente
C risulta isomorfo a R2 e i numeri x e y della forma cartesiana possono essere
visti come coordinate cartesiane ortogonali di un punto di un piano, per cui
si e` soliti visualizzare i numeri complessi con un piano, detto piano complesso
o di Gauss, oppure di Argand. In tale piano possiamo identificare i numeri
reali (del tipo x+ i 0) con l’asse x (asse reale) e i numeri immaginari puri (del
tipo 0 + i y) con l’asse y (asse immaginario).
La visualizzazione geometrica dei numeri complessi permette di introdurre
in maniera naturale la forma polare di un numero complesso, considerando le
coordinate polari del piano (Fig. 1.1):
x = % cosϑ
y = % sinϑ
% ≥ 0 , 0 ≤ ϑ < 2pi , (1.6)

% =
√
x2 + y2
ϑ = tan−1
(y
x
)
.
0 ≤ ϑ < 2pi . (1.7)
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Figura 1.1: Il piano complesso.
e quindi:
z = % (cosϑ+ i sinϑ) . (1.8)
% viene detto il modulo del numero complesso z, e viene indicato con |z|,
mentre ϑ e` detto argomento o fase di z. Risulta chiaro che la fase e` in
realta` determinata a meno di un multiplo intero di 2pi per la periodicita` delle
funzioni trigonometriche, e l’argomento propriamente detto risulta:
arg z = ϑ+ 2 k pi , k = 0,±1,±2, . . . (1.9)
se ϑ lo consideriamo compreso tra 0 e 2 pi. Generalmente si indica la scelta
0 ≤ arg z < 2pi (oppure −pi < arg z ≤ pi) come determinazione principale
dell’argomento.
Il modulo di un numero complesso gode di proprieta` simili al modulo o
valore assoluto di un numero reale. Una scrittura alternativa per il modulo
di z = x+ i y e`:
|z| =
√
x2 + y2 =
√
z z (1.10)
ed e` facile verificare che:
|z1 z2| = |z1| |z2| (1.11)
|z1 + z2| ≤ |z1|+ |z2| , (disuguaglianza triangolare) (1.12)
Il modulo costituisce anche un caso particolare del concetto di norma (di
un vettore in uno spazio normato) che vedremo piu` avanti.
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Un numero reale x si puo` sempre pensare come numero complesso con
una parte immaginaria nulla e le definizioni di modulo, sia come numero
reale, sia come numero complesso, sono consistenti tra loro:
|x| =
√
x2 =
√
x2 + 02 = |x+ i 0| .
Cio` porta alla nomenclatura di valore assoluto di un numero complesso
per indicare il suo modulo, come estensione del concetto di valore assoluto
introdotto nei numeri reali.
Tornando alla rappresentazione polare e ricordando gli sviluppi in serie
delle funzioni trigonometriche (convergenti per ogni valore di ϑ):
cosϑ =
∞∑
k=0
(−1)k ϑ
2k
(2 k)!
sinϑ =
∞∑
k=0
(−1)k ϑ
2k+1
(2 k + 1)!
abbiamo formalmente:
cosϑ+ i sinϑ =
∞∑
k=0
(−1)k ϑ
2k
(2 k)!
+ i
∞∑
k=0
(−1)k ϑ
2k+1
(2 k + 1)!
=
∞∑
k=0
(i)2k
ϑ2k
(2 k)!
+
∞∑
k=0
(i)2k+1
ϑ2k+1
(2 k + 1)!
=
∞∑
n=0
(i ϑ)n
n!
= ei ϑ
Vedremo in seguito come definire in generale l’esponenziale di un numero
complesso e la convergenza della corrispondente serie. La relazione sopra,
che puo` essere assunta come definizione di ei ϑ con ϑ reale, e` nota come
formula di Eulero:
ei ϑ = cosϑ+ i sinϑ , (ϑ reale) , (1.13)
e sono garantite le usuali proprieta` algebriche della funzione esponenziale.
Per un numero complesso abbiamo quindi la seguente scrittura in forma
polare:
z = % ei ϑ . (1.14)
Si puo` facilmente verificare che:
z = % e−i ϑ . (1.15)
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Formalmente, data una espressione complessa, l’operazione di coniuga-
zione equivale a cambiare ogni occorrenza dell’unita` immaginaria col suo
opposto:
i←→ −i
Mentre la rappresentazione cartesiana (1.2) risulta molto comoda quando
si eseguono addizioni e sottrazioni tra numeri complessi, la forma polare
risulta invece utile per eseguire moltiplicazioni e divisioni.
z1 = %1 e
iϑ1
z2 = %2 e
iϑ2
=⇒

z1 z2 = %1 %2 e
i(ϑ1+ϑ2)
z2
z2
=
%1
%2
ei (ϑ1−ϑ2)
La formula di Eulero puo` essere invertita fornendo le seguenti relazioni:
cosϑ =
ei ϑ + e−i ϑ
2
(1.16)
sinϑ =
ei ϑ − e−i ϑ
2 i
(1.17)
Inoltre abbiamo la seguente relazione (formula di De Moivre):
cos(nϑ) + i sin(nϑ) = ei n ϑ =
(
ei ϑ
)n
= (cosϑ+ i sinϑ)n (1.18)
per cui, sviluppando la potenza del binomio ed eguagliando tra loro le parti
reali e le parti immaginarie otteniamo facilmente le espressioni per i seni e i
coseni dei multipli di un angolo.
Osservazione. Risulta chiaro, dalla relazione fondamentale della trigonome-
tria, che ei ϑ (con ϑ reale) rappresenta un numero complesso a modulo uno,
o unitario: ∣∣ei ϑ∣∣ =√cos2 ϑ+ sin2 ϑ = 1 ,
ed in particolare si ha:
1 = ei 0 , i = ei
pi
2 .
Notiamo inoltre che, dato un numero compless z, la moltiplicazione per un
fattore di fase eiθ. con θ reale, z eiθ, ruota il punto z di un angolo θ nel piano
complesso.
Avendo identificato l’insieme dei numeri complessi con i punti del piano
complesso le usuali nozioni topologiche ed insiemistiche in R2 si trasportano
in maniera ovvia su C. Notiamo inoltre che la distanza euclidea tra due
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Figura 1.2: Il cerchio unitario.
punti (x1, y1), (x2, y2) diviene semplicemente il modulo della differenza tra i
corrispondenti numeri complessi:
|z1 − z2| =
√
(x1 − x2)2 + (y1 − y2)2 , z1 = x1 + i y1 , z2 = x2 + i y2 .
La topologia in C permette quindi i concetti di punto di accumulazione,
punto interno ed esterno ad un insieme, come pure i concetti di convergenza
per una successione o per una serie.
Esercizio 1.1 Esprimere i seguenti numeri complessi in forma polare esponen-
ziale:
−1, −i, 1− i,
√
3
2
+
1
2
i .
Esercizio 1.2 Esprimere ciascuno dei seguenti numeri complessi nella forma
cartesiana a+ i b:
e3−i
pi
2 ,
1
1− i , (1− i)
3 , |4 + 3 i| .
Esercizio 1.3 Trovare le radici complesse delle seguenti equazioni:
z3 = −1 , z4 = 1 , z4 − 2z2 + 2 = 0 .
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Esercizio 1.4 Verificare i seguenti risultati:
z + w = z + w
|z| − |w| ≤ |z − w|
<e z ≤ |z|
|w z + w z| ≤ 2 |w z|
1.2 Funzioni di variabile complessa
Definire una funzione su un insieme M ⊆ C equivale a dare una legge che ad
ogni punto z ∈M associa un unico numero complesso w:
f : M −→ C , w = f(z) . (1.19)
Secondo tale definizione ogni funzione risulta univoca, o ad un sol valore
(vedremo in seguito la nozione di funzione multivoca o a molti valori).
Se si separano in una funzione f e nel suo argomento z la parte reale ed
immaginaria possiamo scrivere:
f(z) = u(x, y) + i v(x, y) , (1.20)
con u, v funzioni reali degli argomenti reali x e y. Risulta evidente che la
teoria delle funzioni di variabile complessa rientra nella teoria piu` generale
delle trasformazioni da R2 a R2. Noi saremo interessati ad una classe piu`
ristretta, quella delle funzioni analitiche, che soddisfano opportune richieste
di regolarita`, o piu` specificatamente di differenziabilita`. Spiegheremo tra
breve cosa cio` significhi ma possiamo gia` dire che, sebbene le condizioni
richieste impongano limitazioni, si ottiene una teoria che e` sia estremamente
elegante, sia estremamente potente in pratica.
Risulta semplice introdurre i concetti di limite e continuita` per funzioni
complesse, deducendoli dai corrispondenti concetti per le trasformazioni da
R2 a R2.
Def. 1.1 Se f e` definita in un intorno di un punto a ∈ C, escluso al piu` il
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punto a, diremo che A ∈ C e` il limite di f per z che tende ad a e scriviamo:
lim
z→a
f(z) = A (1.21)
se per ogni intorno UA del punto A esiste un intorno Ua di a tale che per
ogni z ∈ Ua, z 6= a, si ha f(z) ∈ UA. Equivalentemente, per ogni  > 0
esiste un δ tale che:
0 < |z − a| < δ =⇒ |f(z)− A| <  . (1.22)
Lasciamo al lettore l’estensione del concetto di limite ai casi a = ∞ o
A = ∞. Risulta facile verificare che f tende a A se e solo se convergono
separatamente le parti reale ed immaginaria di f alle corrispondenti parti
reale ed immaginaria di A. Grazie alla evidente somiglianza della definizione
di limite con quella del caso reale, i teoremi elementari sui limiti si estendono
automaticamente al caso complesso ed eviteremo di enunciarli e dimostrarli.
Def. 1.2 Sia f una funzione definita in un intorno di un punto a ∈ C.
Diremo che f e` continua in a se:
lim
z→a
f(z) = f(a) . (1.23)
Per le stesse ragioni precedenti, i teoremi elementari sulle funzioni conti-
nue noti nel caso reale si estendono pari pari al caso complesso.
Generalmente le funzioni di variabile complessa elementari sono esten-
sioni delle corrispondenti funzioni di variabile reale e definite in modo tale
che valgano le stesse proprieta` note nel caso reale. Per definire tali funzioni
spesso si usa lo sviluppo in serie di potenze noto nel caso reale, sostituendo
formalmente la variabile reale con una variabile complessa. Occorre quindi
provare che lo sviluppo formale ottenuto e` convergente in un opportuno domi-
nio (generalmente un disco nel piano complesso), e con le funzioni elementari
spesso si ha convergenza in tutto il piano complesso.
Un esempio e` fornito dalla funzione esponenziale. Nel caso reale sappiamo
che:
ex =
∞∑
n=0
xn
n!
, x ∈ R ,
e la sua estensione al caso compleso e` definita da:
ez =
∞∑
n=0
zn
n!
, z ∈ C . (1.24)
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Si puo` dimostrare che tale serie formale e` sempre convergente per ogni valore
complesso di z.
Convergenza significa che la successione delle ridotte:
SN(z) =
N∑
n=0
zn
n!
definisce una successione di punti nel piano complesso che risulta convegente
ad un punto definito come ez. Infatti la successione SN soddisfa il criterio di
convergenza di Cauchy:
|SN − SM | =
∣∣∣∣∣
N∑
n=M+1
zn
n!
∣∣∣∣∣ ≤
N∑
n=M+1
|z|n
n!
−→
N,M→∞
0
(abbiamo assunto N > M).
Analogamente si definiscono il seno ed il coseno di un numero complesso:
sin z =
∞∑
k=0
(−1)k z
2k+1
(2k + 1)!
, (1.25)
cos z =
∞∑
k=0
(−1)k z
2k
(2k)!
, (1.26)
che risultano serie convergenti. Dalla manipolazione algebrica di tali serie e`
facile dedurre una generalizzazione delle formule di Eulero:
ei z = cos z + i sin z , (1.27)
cos z =
ei z + e−i z
2
, (1.28)
sin z =
ei z − e−i z
2 i
, (1.29)
ed e` immediato verificare la relazione fondamentale della trigonometria:
sin2 z + cos2 z = 1 , (1.30)
con tutte le conseguenze algebriche che essa comporta. Analogamente si
possono estendere al caso complesso tutte le altre funzioni trigonometriche,
tangente, cotangente, ecc.
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Mediante gli sviluppi in serie, in maniera non sempre agevole, e` possibile
dimostrare tutte le proprieta` algebriche fondamentali dell’esponenziale e delle
funzioni trigonometriche. Ad esempio e` facile scomporre l’esponenziale nella
sua parte reale ed immaginaria (z = x+ i y):
ez = ex+i y = ex ei y = ex cos y + i ex sin y ,
da cui:
|ez| = |ex cos y + i ex sin y| = ex = e<e z .
Anche le funzioni iperboliche possono essere estese al piano complesso
mediante una estensione del loro sviluppo in serie oppure, piu` semplicemente,
tramite le relazioni:
sinh z =
ez − e−z
2
, (1.31)
cosh z =
ez + e−z
2
, (1.32)
da cui e` facile verificare la relazione fondamentale:
cosh2 z − sinh2 z = 1 , (1.33)
e le relazioni con le funzioni trigonometriche:
sin(i z) = i sinh z ,
cos(i z) = cosh z ,
(1.34)

sinh(i z) = i sin z ,
cosh(i z) = cos z .
(1.35)
Ponendo z = x+ i y, abbiamo anche:
sin z = sinx cosh y + i cosx sinh y ,
cos z = cosx cosh y − i sin x sinh y ,
Per le fuzioni inverse dell’esponenziale e delle funzioni trigonometriche ed
iperboliche occorrono particolari cautele. Si tratta in realta` di invertire delle
trasformazioni non banali da R2 a R2, ed in generale non e` possibile farlo in
maniera univoca. Tratteremo il problema piu` avanti.
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1.2.1 Differenziabilita` ed olomorfismo.
Poniamoci ora il problema della differenziabilita` di una funzione complessa
di variabile complessa. Poiche` questa puo` essere vista come una applicazione
da R2 a R2 ricordiamo dapprima il concetto di differenziabilita` per funzioni
di due variabili reali, a valori in un insieme arbitrario.
Sia Ω un aperto di R2 e sia f(x, y) una funzione definita su Ω. Si dice che
f e` differenziabile in un punto (x0, y0) ∈ Ω se esiste una forma lineare del
tipo αh + β k, con α , β ∈ R2, detta differenziale, nelle variabili h e k, tale
che:
f(x0 + h, y0 + k)− f(x0, y0) = αh+ β k + ω(h, k)
√
h2 + k2 , (1.36)
con:
ω(h, k) −→
h,k→0
0 .
Cioe` la differenza tra l’incremento f(x0+h, y0+k)− f(x0, y0) e l’espressione
lineare αh+β k e` un infinitesimo di ordine superiore a
√
h2 + k2 per (h, k)→
(0, 0).
Se f e` differenziabile nel punto (x0, y0) sappiamo che α e β sono determi-
nate in maniera unica e coincidono con le derivate parziali:
α =
∂f
∂x
(x0, y0)
β =
∂f
∂y
(x0, y0)
ma notiamo che, viceversa, l’esistenza delle derivate parziali di f nel punto
(x0, y0) non e` affatto sufficiente perche` la funzione sia differenziabile in tale
punto, ma occorre qualcosa in piu`, ad esempio che le derivate parziali esistano
in tutto un intorno del punto e che siano continue nel punto (x0, y0). In
effetti l’esistenza pura e semplice delle derivate parziali fornisce indicazioni
di differenziabilita` solo lungo le direzioni degli assi coordinati (k = 0, h = 0),
lungo una sola dimensione alla volta, mentre la condizione (1.36) e` globale a
due dimensioni.
Veniamo ora al caso particolare delle funzioni complesse di una variabile
complessa z = x + i y (x, y reali). La richiesta di differenziabilita` (1.36)
e` perfettamente lecita (α e β risultano quantita` complesse), ma saremo in-
teressati alle funzioni differenziabili con una richiesta ulteriore sulla forma
dell’espressione lineare αh+ β k, cioe` che in essa h e k compaiano solo nella
combinazione w = h+ i k.
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Def. 1.3 Una funzione f definita su un aperto Ω di C e` detta olomorfa in
un punto z0 ∈ Ω se esiste γ ∈ C tale che:
f(z0 + w)− f(z0) = γ w + ω(w) |w| , (1.37)
con:
ω(w)−→
w→0
0 .
Chiaramente, ponendo z0 = x0 + i y0, w = h + i k, la condizione di
olomorfismo in un un punto implica la differenziabilita` di f , ma con una
condizione ulteriore sui coefficienti α e β ottenuta da un confronto tra le
relazioni (1.36) e (1.37): {
α = γ
β = i γ
(1.38)
cioe` α e β devono essere espressi tramite un’unica quantita` γ. Risulta evi-
dente che la richiesta di olomorfismo e` equivalente a richiedere l’esistenza del
limite del rapporto incrementale nel punto z0, cioe` la derivabilita` di f in tale
punto:
γ = lim
w→0
f(z0 + w)− f(z0)
w
= f ′(z0) =
d f
d z
(z0) . (1.39)
Notiamo che il limite (1.39) e` in effetti un limite doppio, nel senso che sia
la parte reale di w che quella immaginaria devono tendere separatamente a
zero. La richiesta e` quindi che tale limite esista e sia indipendente dal modo
in cui w tende a zero.
La definizione di olomorfismo si trasporta naturalmente da un punto a
tutto un sottoinsieme del piano complesso. Diremo che f e` olomorfa in un
sottoinsieme D di C se e` olomorfa in ogni punto z ∈ D.
Vediamo ora di determinare delle condizioni pratiche che ci permetta-
no di verificare l’esistenza della derivata per un funzione f(z) in un punto
z = x + i y. La condizione (1.38) ci fornisce la risposta. Dobbiamo ave-
re sostanzialmente la derivabilita` di f rispetto a x e y e le derivate devono
verificare: 
∂f
∂x
= γ
∂f
∂y
= i γ
(1.40)
cioe`:
∂f
∂x
+ i
∂f
∂y
= 0 . (1.41)
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Separando la parte reale e la parte immaginaria di f :
f(z) = u(x, y) + i v(x, y) , (1.42)
ed operando la medesima separazione nella (1.41), otteniamo le condizioni di
olomorfismo di Cauchy-Riemann:
∂u
∂x
=
∂v
∂y
∂u
∂y
= −∂v
∂x
(1.43)
Come sottoprodotto delle relazioni precedenti abbiamo anche (valida solo per
funzioni olomorfe):
d f
d z
=
∂f
∂x
. (1.44)
Per capire meglio il significato delle condizioni di Cauchy-Riemann for-
niamo qualche ulteriore relazione. Considerando le relazioni:

z = x+ i y
z = x− i y

x =
1
2
(z + z)
y =
1
2 i
(z − z)
(1.45)
possiamo considerarle formalmente come un semplice cambio algebrico di
variabili nel piano R2 (non e` un vero cambio di coordinate nel paino a
causa dei fattori complessi i) ed otteniamo formalmente la corrispondente
trasformazione per le derivate di una funzione f :
∂f
∂z
=
1
2
(
∂f
∂x
− i ∂f
∂y
)
∂f
∂z
=
1
2
(
∂f
∂x
+ i
∂f
∂y
) (1.46)
Possiamo allora dire che la condizione di olomorfismo risulta essere:
∂f
∂z
= 0 . (1.47)
Possiamo quindi capire subito se una funzione e` un buon candidato per essere
olomorfa: non deve dipendere esplicitamente da z, ma solo da z. In altri
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termini le variabili reali x e y devono comparire solo nella combinazione
z = x+ i y.
La definizione data di funzione olomorfa viene spesso assunta come de-
finizione di funzione analitica. In realta` il concetto di analiticita` e` diverso
e riconducibile alla sviluppabilita` in serie. Per la precisione diremo che una
funzione f(z) a valori reali o complessi, di una variabile reale o complessa z,
definita in un aperto Ω, si dice analitica in Ω se, per tutti i punti z0 ∈ Ω, f(z)
e` sviluppabile in serie di potenze di (z − z0), cioe` esiste un reale ρ(z0) > 0 e
una serie di potenze con raggio di convergenza ≥ ρ(z0) tale che
f(z) =
∞∑
n=0
an(z − z0)n per |z − z0| < ρ(z0) . (1.48)
In realta` dimostreremo che tutte le funzioni olomorfe su un aperto Ω sono
anche analitiche (sviluppabili in serie). Viceversa, ogni funzione analitica in
Ω e` anche olomorfa. Quindi per le funzioni di una variabile complessa, si ha
equivalenza tra i concetti di olomorfismo e analiticita`. Notiamo che il con-
cetto di analiticita` si puo` porre anche per funzioni di variabile reale, mentre
quello di olomorfismo e` definito solo per funzioni di variabile complessa (a
valori complessi). Nel caso di funzioni di piu` variabili complesse la cosa si
complica ed occorre fare molta attenzione, ma poiche` cio` esula dai nostri sco-
pi, non tratteremo qui il problema. Vediamo ora qualche semplice esempio
di funzione olomorfa.
Esempio 1.1 Polinomi. La piu` semplice, sebbene banale, funzione olomorfa e`
la funzione costante:
p0(z) = cost.
la cui derivata esiste ed e` ovviamente nulla.
Consideriamo ora la funzione
p1(z) = z .
Chiaramente si ha
p1(z +∆z)− p1(z)
∆z
=
z +∆z − z
∆z
= 1 ,
dp1(z)
dz
= 1 .
Consideriamo ora una potenza zn; abbiamo
(z +∆z)n − zn
∆z
=
(
n
1
)
zn−1 +
n∑
k=2
∆zk−1zn−k
(
n
k
)
−→
∆z→0
nzn−1 ,
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con manipolazioni algebriche perfettamente identiche a quelle che dimostrano
la derivata della funzione reale di variabile reale xn. D’altra parte zn verifica
le condizioni di Cauchy-Riemann. Infatti, posto z = x+ iy:
zn = (x+ iy)n ,
∂(zn)
∂x
= n(x+ iy)n−1 ,
∂(zn)
∂y
= i n(x+ iy)n−1 ,
∂(zn)
∂x
+ i
∂(zn)
∂y
= n(x+ iy)n−1(1 + i2) = 0 .
Possiamo cos`ı dire che ogni polinomio in z esprime una funzione olomorfa in
tutto il piano complesso.
Esempio 1.2 Potenze negative. Consideriamo la funzione:
f(z) =
1
z
z 6= 0 ,
se z = x+ iy allora:
f(z) =
1
x+ iy
=
x− iy
x2 + y2
,
∂f
∂x
+ i
∂f
∂y
= − 1
(x+ iy)2
(1 + i2) = 0 ,
per cui f risulta olomorfa per z 6= 0, e:
df
dz
=
∂f
∂x
= − 1
(x+ iy)2
= − 1
z2
z 6= 0 .
1.3 Curve e domini.
Dopo il concetto di differenziabilita`, o meglio, quello di derivabilita` per una
funzione vogliamo vedere quello di integrabilita`. Poiche` tratteremo princi-
palmente l’integrazione lungo una curva nel piano complesso, vediamo prima
il concetto di curva.
Def. 1.4 Si chiama cammino γ una applicazione continua di un intervallo
[α, β] dell’asse reale in C. I punti a = γ(α) e b = γ(β) sono detti estremi.
Il cammino e` detto chiuso se γ(α) = γ(β).
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In altri termini un cammino e` definito da una sua parametrizzazione
continua tramite una variabile reale che varia su un intervallo. Risulta a
volte conveniente distinguere il concetto di cammino da quello di curva, che
risulta meno dipendente dalla parametrizzazione scelta. Per definire meglio
cio` diremo che due cammini:
γ1 : [α1, β1] −→C , γ2 : [α2, β2] −→C ,
sono equivalenti (e scriveremo γ1 ∼ γ2) se esiste una funzione continua,
suriettiva e strettamente crescente:
τ : [α1, β1]
su−→ [α2, β2] ,
tale che γ1(t) = γ2(τ(t)) per ogni t ∈ [α1, β1]. In altri termini una parame-
trizzazione si ottiene dall’altra mediante un opportuno cambio di variabile.
Si verifica facilmente che tale relazione tra cammini e` una relazione di equi-
valenza e porta al concetto astratto di curva come classe di equivalenza. In
pratica una curva e` individuata solamente dal suo percorso geometrico (la
traiettoria) e non dal modo in cui viene percorsa.
Def. 1.5 Si chiama curva una classe di cammini equivalenti secondo la
relazione precedente.
Una curva e` quindi un insieme di punti ordinati con continuita` dai valori
crescenti di un parametro. Non ha importanza in che modo viene percorsa,
ma ha comunque importanza il verso di percorrenza. Abbiamo infatti ri-
chiesto che il cambio di variabile sia espresso tramite una funzione crescente,
che mantiene l’ordine dei punti lungo la curva, e risulta quindi implicito un
orientamento della curva.
Un cammino e` detto di Jordan se la parametrizzazione γ e` continua e
biiettiva. Lasciamo al lettore la definizione di cammino chiuso di Jordan.
Un cammino e` detto differenziabile, oppure regolare, se la parametrizza-
zione γ ammette una derivata γ′(t) continua e non nulla in ogni punto.
Un cammino e` detto rettificabile se γ(t) = x(t) + i y(t) ammette quasi
ovunque una derivata γ′(t) assolutamente integrabile, cioe` esiste:
Lγ =
∫ β
α
|γ′(t)| dt =
∫ β
α
√
[x′(t)]2 + [y′(t)]2 dt , (1.49)
che definisce la lunghezza del cammino. Risulta chiaro che se un cammino e`
differenziabile a tratti e` anche rettificabile. Notiamo subito che la lunghezza
non dipende dalla parametrizzazione scelta (lasciamo al lettore la dimostra-
zione) ed e` quindi una proprieta` della curva, cioe` comune a tutti i cammini
equivalenti tra loro.
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Le medesime condizioni si estendono alle curve, definendo in maniera ana-
loga i concetti di curva di Jordan, regolare, rettificabile, con una precisazione
ulteriore per il concetto di regolarita`. Per non violare la richiesta di differen-
ziabilita` nel cambio di parametrizzazione dobbiamo richiedere che il cambio
di variabile τ risulti una funzione differenziabile con continuita` e con derivata
strettamente positiva.
Saranno utili in seguito anche alcune caratterizzazioni che potremo dare
per un sottoinsieme dei numeri complessi.
Def. 1.6 Un dominio (o regione) D e` un insieme di punti di C che risulta:
i) Aperto.
ii) Connesso per archi, cioe` due punti qualunque a, b ∈ D possono
essere collegati da un cammino di estremita` a e b tutto contenuto in
D.
La connessione per archi risulta un caso particolare del concetto di insieme
connesso, cioe` costituito essenziamente da una sola parte.
Def. 1.7 Un insieme M e` detto connesso se non puo` essere ripartito in
due parti non vuote N1 e N2, cioe` non esistono due parti N1, N2, non
vuote, tali che M = N1 ∪N2 con N1 ∩N2 = ∅ e N1 ∩N2 = ∅.
Notiamo che si richiede che nessuna delle due parti abbia punti di ade-
renza per l’altra, ma non resta esclusa la possibilita` che le chiusure si inter-
sechino, cioe` N1 ∩N2 6= ∅.
Notiamo inoltre che un insieme connesso per archi e` connesso, ma il reci-
proco e` generalmente falso. Le due nozioni sono pero` equivalenti nel caso di
insiemi aperti.
Diremo inoltre che un dominio D e` semplicemente connesso se il suo bor-
do ∂D e` un insieme connesso (in caso contrario lo diremo molteplicemente
connesso). Si veda la figura 1.3 per un esempio di dominio semplicemente
connesso ed un esmpio di dominio molteplicemente connesso.
1.3.1 Integrali di contorno.
Veniamo ora alla integrazione vera e propria. Sia f(z) una funzione della
variabile complessa z = x + iy e consideriamo una curva γ nel piano com-
plesso, che supponiamo regolare, nel senso che puo` essere espressa mediante
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Figura 1.3: Regioni semplicemente e molteplicemente connesse.
una equazione parametrica:
z = z(t) = x(t) + iy(t) t1 ≤ t ≤ t2 (1.50)
dove t e` un parametro reale e x(t), y(t) sono funzioni univoche reali, continue
derivabili, con derivate prime continue (possiamo considerare piu` in generale,
curve regolari a tratti).
-
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Figura 1.4: Integrazione.
Come mostrato in figura 1.4, dapprima suddividiamo l’arco a b (se a, b
sono i punti terminali della curva) in n intervalli, introducendo n + 1 punti
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sulla curva:
z0 = a, z1, ... zn−1, zn = b .
Quindi su ogni arco zk−1 zk scegliamo un ulteriore punto ξk e valutiamo la
somma
In =
n∑
k=1
f(ξk)(zk − zk−1) ,
quindi valutiamo il limite per n→∞ con la condizione:
|zk − zk−1| → 0 per ogni k .
Questo limite, nel caso esista, e che sia indipendente dal modo in cui sono
scelti i punti zk e ξk, e` detto integrale di contorno di f(z) lungo la curva γ e
indicato con:
I =
∫
γ
f(z)dz . (1.51)
A volte si scrive anche
∫ b
a
f(z)dz ma la notazione puo` essere imprecisa poiche´
il valore dell’integrale dipende in generale dal percorso, cioe` dalla curva scelta
per congiungere i punti a e b. Nel caso che la curva γ sia chiusa, cioe´ i punti
terminali coincidono (a ≡ b), si scrive:
I =
∮
γ
f(z)dz . (1.52)
Separando f(z) e z nelle loro parti reale ed immaginaria, l’integrale
curvilineo puo´ essere espresso anche come (f = u+ i v, z = x+ i y):
I =
∫
γ
(udx− vdy) + i
∫
γ
(vdx+ udy) , (1.53)
e questo a sua volta puo` considerarsi come un integrale ordinario rispetto ad
un parametro reale t, rispetto a cui e` parametrizzata la curva
dx =
dx
dt
dt
dy =
dy
dt
dt
dz =
dz
dt
dt ,
I =
∫ tb
ta
(
u
dx
dt
− vdy
dt
)
dt+
∫ tb
ta
(
v
dx
dt
+ u
dy
dt
)
dt
=
∫ tb
ta
f(z(t))
dz(t)
dt
dt .
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Osservazione. Le formule date che definiscono l’integrazione lungo un cam-
mino sono ben poste, nel senso che non dipendono dalla parametrizzazione
della curva. Scegliendo un altro cammino equivalente per la medesima cur-
va si ottiene lo stesso risultato in base al teorema del cambio di variabile
nell’integrazione noto dai corsi di analisi. Si lascia al lettore interessato la
verifica come esercizio. Il concetto di integrale al contorno dipende quindi
dalla curva e non dalla particolare scelta della parametrizzazione.
Notiamo inoltre che una curva e` un insieme ordinato di punti, cioe` im-
plicito nella sua costruzione e` inteso anche un orientamento. Questo e` par-
ticolarmente importante nel caso di curve chiuse in cui non esplicitiamo un
punto iniziale e un punto finale particolare.
Supponiamo ora che in una regione R del piano complesso che contenga
la curva γ la funzione f(z) possa essere espressa come la derivata di un’altra
funzione F (z) (che risultera` quindi olomorfa in R). In tal caso F (z) e` detta
primitiva di f(z):
f(z) =
dF (z)
dz
, (1.54)
e abbiamo:
f(z)
dz
dt
=
dF (z)
dz
dz
dt
=
d
dt
F (z(t)) ,∫
γ
f(z)dz =
∫ tb
ta
dF (z(t))
dt
dt = F (b)− F (a) , (1.55)
che esprime il cosiddetto teorema fondamentale del calcolo integrale. (In tal
caso l’integrale non dipende dal percorso, ma solo dai punti estremi a e b).
Le proprieta` fondamentali degli integrali di contorno sono analoghe a quelle
degli integrali ordinari, cioe`:∫
γ
af(z)dz = a
∫
γ
f(z)dz con a costante , (1.56)∫
γ
[f(z) + g(z)] dz =
∫
γ
f(z)dz +
∫
γ
g(z)dz , (1.57)∫
γ1∪γ2
f(z)dz =
∫
γ1
f(z)dz +
∫
γ2
f(z)dz , (1.58)
con γ = γ1 ∪ γ2. Se invece una curva γ e` percorsa in senso inverso (diremo
che percorriamo la curva −γ o γ−), avremo:∫
−γ
f(z)dz = −
∫
γ
f(z)dz . (1.59)
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Inoltre, se esistono tutte le derivate:
d
dz
(fg) = f
dg
dz
+
df
dz
g ,∫
γ
df
dz
gdz = f · g∣∣z=b
z=a
−
∫
γ
df
dz
gdz . (1.60)
E` spesso molto utile poter avere delle maggiorazioni di certi integrali di
contorno. Consideriamo l’integrale:
I =
∫
γ
f(z)dz ,
con γ curva regolare a tratti e |f(z)| limitata su γ. Allora l’integrale stesso
risulta il limite, per n→∞, della somma:
In =
n∑
k=1
(zk − zk−1)f(ξk) ,
per cui:
|In| ≤
n∑
k=1
|f(ξk)||zk − zk−1|
≤ sup
γ
|f(z)|
n∑
k=1
|zk − zk−1| ≤ sup
γ
|f(z)|Lγ ,
con Lγ lunghezza della curva γ. Otteniamo cos`ı, per n→∞, la disuguaglianza
di Darboux: ∣∣∣∣∫
γ
f(z)dz
∣∣∣∣ ≤ sup
γ
|f(z)|Lγ (1.61)
(Lγ lunghezza della curva γ).
1.4 Teorema di Cauchy.
Abbiamo visto che, quando dobbiamo integrare una funzione f(z) lungo un
percorso in una regione in cui f(z) ammette una primitiva il valore del-
l’integrale dipende solo dai punti estremi. In generale invece una generica
funzione di variabile complessa non possiede una primitiva univoca, e l’inte-
grale di contorno dipende inevitabilmente dal cammino scelto che congiunge
i due punti. D’altra parte le funzioni analitiche hanno una proprieta` fonda-
mentale. Vedremo che all’interno di regioni semplicemente connesse, queste
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possiedono una primitiva univoca (a meno di una costante additiva), ed il
risultato della loro integrazione non dipende dal percorso. Tutto cio` e` una
conseguenza del famoso teorema di Cauchy, che gioca un ruolo centrale nella
teoria delle funzioni olomorfe.
Teo. 1.1 (Teorema integrale di Cauchy) Sia f(z) olomorfa in una re-
gione aperta semplicemente connessa D, allora se γ e` una curva chiusa
semplice, regolare a tratti, contenuta in D, si ha:∮
γ
f(z)dz = 0 . (1.62)
Nella sua forma originale il teorema richiedeva una ipotesi supplementare,
cioe` non solo che f(z) fosse derivabile, ma anche che tale derivata fosse
continua (una semplice dimostrazione del teorema con tale ipotesi e` dovuta a
Stoke). Successivamente Goursat ha mostrato che la continuita` della derivata
non e` necessaria, ma la dimostrazione risulta alquanto piu` laboriosa.
Omettiamo la dimostrazione rimandando chi ne fosse interessato ai testi
piu` noti sulle funzioni analitiche. Ci basti qui notare che la dimostrazione e`
basata sul fatto che f(z) ammetta una derivata nella regione racchiusa dalla
curva γ (compresa la curva stessa).
Una conseguenza immediata di tale teorema e` che l’integrale di contorno
tra due punti in un dominio di olomorfismo semplicemente connesso non
dipende dal percorso scelto che collega i due punti. Siano infatti C1 e C2 due
curve arbitrarie che collegano due estremi fissi a e b (vedi figura 1.5). Allora
l’unione dei due cammini, di cui uno percorso in senso inverso, formano una
curva chiusa e:
0 =
∮
C1∪{−C2}
f(z)dz =
∫
c1
f(z)dz −
∫
C2
f(z)dz
In questo caso ha senso parlare di
∫ b
a
f(z)dz in quanto l’integrale non dipende
dal percorso.
La formulazione data del teorema richiede l’olomorfismo in una regione
semplicemente connessa. Questa condizione puo` essere indebolita prendendo
in considerazione anche regioni multiplamente connesse che si rendono sem-
plicemente connesse mediante la formazione di barriere, linee di taglio. In
tal caso occorre pero` fare attenzione alla orientazione della curva γ su cui si
integra, o meglio, alla orientazione relativa delle varie curve che compongono
la curva totale. Le varie curve devono avere un orientamento relativo tra loro
tale che, da una loro medesima parte (in genere si intende a sinistra per curve
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Figura 1.5: Indipendenza dal cammino.
orientate positivamente) racchiudano una regione connessa in cui la funzione
e` olomorfa.
Osservazione. Una curva chiusa semplice, oppure illimitata senza punti ter-
minali finiti, divide il piano in due regioni separate, una delle quali si puo`
pensare interna (nel caso di una curva chiusa), o a sinistra, mentre l’altra
esterna o a destra, rispetto all’orientamento prescelto sulla curva.
Si puo` cos`ı generalizzare il teorema dicendo che se f(z) e` olomorfa in una
regione D (che possiamo supporre connessa) e γ e` una curva chiusa in D,
orientata in modo tale che il suo interno sia tutto contenuto nella regione di
olomorfismo della funzione, allora∮
γ
f(z)dz = 0 .
L’idea sostanziale di tale estensione e` data dal fatto che mediante opportuni
tagli la regione considerata puo` essere resa semplicemente connessa e la curva
γ resa equivalente ad una curva chiusa semplice, regolare a tratti, compresa
in tale regione semplicemente connessa. Cerchiamo di chiarire (senza entrare
nella dimostrazione generale) con una figura di esempio.
Sia D un dominio aperto come in figura 1.6 (a) in cui una funzione f(z)
risulta olomorfa e γ = γ1∪γ2. L’orientamento e` tale che le curve γ1, γ2 hanno
in comune alla loro sinistra una regione tutta contenuta in D. Modifichiamo
le curve γ1 e γ2 aprendole e aggiungendo dei tratti orientati che congiungono
le due curve formando un’unica curva chiusa Γ (vedi figura 1.6 (b)). So-
stanzialmente abbiamo scelto due punti vicini A, A′ su γ1, ottenendo l’arco
C1, due punti vicini B e B
′ su γ2, con il conseguente arco C2, e aggiunto
i segmenti AB e B′A′. Senza variare gli orientamenti precedenti abbiamo
ottenuto un’unica curva Γ chiusa, regolare a tratti, che racchiude una una
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Figura 1.6: Modifica del percorso di integrazione.
regione semplicemente connessa in cui f(z) e` analitica per cui:
0 =
∮
Γ
f(z)dz =
(∫
C1
+
∫
AB
+
∫
C2
+
∫
B′A′
)
f(z)dz .
Facendo ora tendere A e B verso A′ e B′ rispettivamente, gli integrali lungo i
segmenti si annullano tra loro e gli integrali sugli archi tendono agli integrali
sulle curve chiuse γ1, γ2:(∮
γ1
+
∮
γ2
)
f(z)dz =
∮
γ
f(z)dz = 0 .
1.4.1 Rappresentazione integrale di Cauchy.
Dal teorema di Cauchy e` possibile derivare una formula integrale che e` molto
importante per lo sviluppo della teoria, nonche` per una ampia varieta` di
applicazioni in problemi fisici.
Teo. 1.2 (Rappresentazione integrale di Cauchy) Sia f(z) una fun-
zione olomorfa in una regione aperta semplicemente connessa D, e sia γ
una curva semplice chiusa, regolare a tratti, contenuta in D, allora, se z
non appartiene a γ, si ha:
1
2pii
∮
γ
f(z′)
z′ − zdz
′ =

f(z) se z e` interno a γ
0 ss z e` esterno a γ
(1.63)
dove l’integrazione lungo γ si deve prendere in senso antiorario (positivo).
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Dim. 1.2 Se z e` esterno alla curva γ il risultato e` immediato in quanto la
funzione integranda:
g(z′) =
f(z′)
z′ − z
risulta olomorfa in tutto l’interno della curva γ, sia sulla curva, sia in un
intorno opportuno della curva, quindi in una regione semplicemente connessa
che contiene γ e quindi, per il teorema integrale di Cauchy,∮
γ
g(z′)dz′ = 0 ,
in accordo con la (1.63).
Se invece z e` interno alla curva γ consideriamo il rapporto:
f(z′)− f(z)
z′ − z
Poiche´ f e` olomorfa, essa e` anche continua (conseguenza della derivabilita`)
quindi, fissato , abbiamo:
|f(z′)− f(z)| <  quando |z′ − z| < δ() ,
con δ() opportuno. Sia allora Γ un cerchio contenuto in D, di centro z e
raggio r < δ(). Parametrizziamo il cerchio in direzione antioraria:
z′(θ) = z + reiθ 0 ≤ θ ≤ 2pi ,
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Figura 1.7: Rappresentazione di Cauchy.
allora, per z′ ∈ Γ: ∣∣∣∣f(z′)− f(z)z′ − z
∣∣∣∣ = |f(z′)− f(z)|r < r ,
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per cui, utilizzando la disuguaglianza di Darboux:∣∣∣∣∮
Γ
f(z′)− f(z)
z′ − z dz
′
∣∣∣∣ ≤ r2pir = 2pi
lim
→0
∮
Γ
f(z′)− f(z)
z′ − z dz
′ = 0 ,
(si noti che Γ dipende da  tramite r < δ()). Una parte dell’integrale sopra
e` eseguibile direttamente:∮
Γ
f(z)
z′ − zdz
′ = f(z)
∫ 2pi
0
1
reiθ
ireiθdθ = 2piif(z)
lim
→0
∮
Γ
f(z′)
z′ − zdz
′ = lim
→0
∮
Γ
f(z′)− f(z)
z′ − z + lim→0
∮
Γ
f(z)
z′ − zdz
′ = 2piif(z) .
D’altra parte, compiendo ragionamenti analoghi a quelli del paragrafo pre-
cedente, l’integrale sulla curva Γ e` uguale all’integrale sulla curva γ:∮
γ
f(z′)
z′ − zdz
′ =
∮
Γ
f(z′)
z′ − zdz
′
in quanto la funzione integranda risulta olomorfa in ogni punto di D diverso
da z. In questo modo il parametro  sparisce e abbiamo∮
γ
f(z′)
z′ − zdz
′ = 2piif(z) , (1.64)
che conclude la prova del teorema.
Vorremmo far notare come qualsiasi percorso possa essere modificato a
piacere (senza pero` variare le sue caratteristiche topologiche) con continuita`,
con l’unica condizione che le sue variazioni avvengano rimanendo sempre
all’interno della regione di olomorfismo della funzione integranda.
Osservazione. Poiche´ la maggior parte dei risultati sono basati sulla formula
integrale di Cauchy, per evitare ambiguita`, d’ora in poi adottiamo la con-
venzione che ogni integrazione lungo un percorso chiuso avvenga in senso
antiorario, a meno di specificare il contrario. Piu` in generale sceglieremo
sempre il verso sulla curva chiusa in modo tale che la regione interna si trovi
alla sinistra della curva. Ogni integrazione in senso opposto comporta un
cambiamento di segno.
La (1.64) e` nota anche sotto il nome di formula integrale di Cauchy, ed
esprime un risultato veramente potente, ricco di conseguenze.
1.4. TEOREMA DI CAUCHY. 27
Una prima conseguenza della formula integrale e` che la derivata di una
funzione olomorfa in un aperto e` a sua volta derivabile, cioe` olomorfa. Infatti
possiamo scrivere:
f(z) =
1
2pii
∮
γ
f(z′)
z′ − zdz
′ , (1.65)
dove γ e` una curva regolare chiusa che racchiude il punto z al suo interno,
e nessuna altra singolarita` di f(z′). Vedremo ora come sia possibile deriva-
re la (1.65) quante volte si voglia sotto il segno di integrale, sfruttando la
continuita` di f(z′):
f(z +∆z)− f(z)
∆z
=
1
2pii
∮
γ
{
f(z′)
z′ − z −∆z −
f(z′)
z′ − z
}
dz′
∆z
=
1
2pii
∮
γ
f(z′)dz′
(z′ − z)2
+
1
2pii
∮
γ
{
f(z′)
z′ − z −∆z −
f(z′)
z′ − z −
f(z′)∆z
(z′ − z)2
}
dz′
∆z
,
Inoltre: ∣∣∣∣∮
γ
{
f(z′)
∆z(z′ − z −∆z) −
f(z′)
∆z(z′ − z) −
f(z′)
(z′ − z)2
}
dz′
∣∣∣∣
=
∣∣∣∣∮
γ
f(z′)
(z′ − z)2(z′ − z −∆z)dz
′
∣∣∣∣ |∆z| −→∆z→0 0 ,
in quanto z non appartiene a γ e l’integrando e` limitato. Cio` prova che anche
per la derivata di f(z) vale una rappresentazione integrale:
df
dz
(z) =
1
2pii
∮
γ
f(z′)
(z′ − z)2dz
′ , (1.66)
e si puo` proseguire nella derivazione sotto il segno di integrale, per cui df
dz
e`
a sua volta derivabile, quindi olomorfa e vale:
dn
dzn
f(z) =
n!
2pii
∮
γ
f(z′)
(z′ − z)n+1dz
′ (z interno a γ) (1.67)
Questo risultato e` molto importante ed e` da notare che non ha una sua
controparte nelle funzioni di variabile reale. Nel caso di variabili reali la
derivabilita` non implica affatto che le derivate siano a loro volta continue e
derivabili ulteriormente. Per le funzioni di variabile complessa e` sufficien-
te avere la derivabilita` una volta per avere la continuita` e derivabilita` ad
ogni ordine con conseguenze di regolarita` altissime. Le funzioni olomorfe
sono quindi molto “dolci” e nel loro dominio di olomorfismo non presentano
irregolarita` di alcun genere. (salti, cuspidi, ecc.)
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1.5 La serie di Taylor.
Le funzioni olomorfe hanno la prerogativa molto importante della sviluppabi-
lita` in serie di Taylor. Supponiamo infatti che f(z) sia una funzione olomorfa
all’interno di un disco D centrato in z = z0, e raggio ρ. Allora se z ∈ D,
abbiamo:
f(z) =
1
2pii
∮
γ
f(z′)
z′ − zdz
′ ,
dove γ e` una circonferenza centrata in z0 e che racchiuda z al suo interno.
Allora possiamo scrivere:
1
z′ − z =
1
(z′ − z0)− (z − z0) =
1
z′ − z0
1
1− (z−z0)
(z′−z0)
=
=
1
z′ − z0
∞∑
n=0
(
z − z0
z′ − z0
)n
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Figura 1.8: Serie di Taylor.
dove lo sviluppo in serie geometrico e` giustificato in quanto (vedi figura 1.8)∣∣∣∣ z − z0z′ − z0
∣∣∣∣ < 1 .
Pertanto
f(z) =
1
2pii
∮
γ
dz′
∞∑
n=0
f(z′)
(z′ − z0)n+1 (z − z0)
n ,
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e poiche´ ogni serie di potenze e` uniformemente convergente all’interno del
suo raggio di convergenza, possiamo integrare termine a termine ottenendo
uno sviluppo in serie di Taylor per f(z):
f(z) =
∞∑
n=0
[
1
2pii
∮
γ
f(z′)
(z′ − z0)n+1dz
′
]
(z − z0)n =
∞∑
n=0
an(z − z0)n ,(1.68)
an =
1
2pii
∮
γ
f(z′)
(z′ − z0)n+1dz
′ =
1
n!
dn
dzn
f(z)
∣∣∣∣
z=z0
, (1.69)
ricordando la formula integrale di Cauchy per le derivate.
Il risultato mostra come ogni funzione olomorfa sia quindi anche analitica,
e viceversa, sara` una semplice conseguenza del teorema di Morera vedere
come ogni funzione analitica sia anche olomorfa.
Sorge ora spontanea una questione. Quale e` il raggio di convergenza della
serie (1.68)? La risposta e` fornita direttamente dalla formula (1.69) su cui
si basa l’espansione in serie di Taylor. Sostanzialmente tale formula cessa
di valere quando il cerchio γ incontra una singolarita` (cioe` un punto di non
olomorfismo) per f(z).
Ricordiamo che una funzione viene detta olomorfa in un punto z0 se in tale
punto essa risulta derivabile, e in tal caso diremo anche che essa e` analitica in
tale punto. L’insieme dei punti del dominio in cui una funzione e` olomorfa e`
detto dominio di analiticita` della funzione. Se il dominio di analiticita` coincide
con tutto il piano complesso, la funzione viene detta intera (chiaramente essa
risulta sviluppabile in serie di potenze in un intorno di ogni punto con raggio
di convergenza infinito).
Un punto in cui la funzione risulta olomorfa si dice anche punto regolare
della funzione. Se una funzione non e` olomorfa in un punto, tale punto
viene detto punto singolare della funzione. Puo` capitare che una funzione sia
regolare in un intorno complesso di un dato punto escluso il punto stesso. In
tal caso il punto viene detto punto singolare isolato per la funzione.
1.5.1 Comportamento locale di una funzione analitica.
Consideriamo una funzione f(z) analitica in un aperto D contenente z0 e sia
Γ un cerchio di raggio r contenuto in D e centro z0. Il cerchio puo` essere
parametrizzato come:
z(θ) = z0 + re
iθ 0 ≤ θ ≤ 2pi ,
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e possiamo scrivere:
f(z0) =
1
2pii
∮
Γ
f(z)
z − z0dz =
1
2pii
∫ 2pi
0
f(z0 + re
iθ)
reiθ
ireiθdθ
f(z0) =
1
2pi
∫ 2pi
0
f(z0 + re
iθ)dθ Proprieta` della media (1.70)
La relazione sopra dice sostanzialmente che il valore di una funzione ana-
litica in un punto regolare eguaglia il valore medio della funzione su una
circonferenza centrata nel punto e interna al suo dominio di analiticita`.
Come conseguenza abbiamo che:
|f(z0)| ≤ max
z∈Γ
|f(z)| , (1.71)
per cui si ha che in qualsiasi punto interno al dominio non si puo` avere
un massimo locale per il modulo di f(z) a meno che f(z) non sia costante
(Principio del massimo modulo).
Si puo` mostrare anche che |f(z)| non puo` avere un minimo in un punto
regolare interno z0 al dominio di analiticita`, a meno che non sia f(z0) = 0 o
f costante. Infatti, se f(z0) 6= 0 la funzione 1f(z) risulta regolare in z0 e
∣∣∣ 1f(z) ∣∣∣
non puo` avere un massimo.
Un risultato analogo vale sia per la parte reale che la parte immaginaria
di una funzione analitica, come si puo` vedere considerando le funzioni
ef(z) e−f(z) eif(z) e−if(z)
che hanno lo stesso dominio di analiticita` di f(z), e abbiamo∣∣e±f(z)∣∣ = e±<e f(z) ∣∣e±if(z)∣∣ = e∓=m f(z) .
Un’altra conseguenza della formula integrale di Cauchy e` costituito dal
seguente teorema:
Teo. 1.3 (Liouville) Una funzione intera e limitata deve essere costante.
Infatti, per la derivata abbiamo∣∣∣∣dfdz
∣∣∣∣ = ∣∣∣∣ 12pii
∮
γ
f(z′)
(z′ − z)2dz
′
∣∣∣∣ ≤ 12pi maxz′∈γ |f(z′)|R2 ≤ CR ,
dove γ e` una circonferenza di raggio R, centrata in z, per cui, per R→∞:
df
dz
= 0 f(z) = cost. .
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1.5.2 Teorema di Morera.
Veniamo ora all’importante teorema di Morera che fornisce l’inverso del
teorema di Cauchy.
Teo. 1.4 (Morera) Se l’integrale∮
γ
f(z)dz
di una funzione continua in una regione aperta D si annulla per ogni curva
chiusa γ interna alla regione D, allora f(z) e` olomorfa in D.
Dim. 1.4 L’annullarsi: ∮
γ
f(z)dz = 0 ,
per ogni curva γ qualsiasi, implica che l’integrale di f(z) non dipende dal
percorso, per cui, scelto un punto z0 ∈ D possiamo definire:
F (z) =
∫ z
z0
f(z′)dz′ ,
con z variabile in D. Vediamo ora che F (z) e` olomorfa con derivata f(z),
per cui essendo la derivata di una funzione olomorfa, olomorfa a sua volta,
avremo che f e` olomorfa. Abbiamo:
F (z +∆z)− F (z)
∆z
=
1
∆z
(∫ z+∆z
z0
−
∫ z
z0
)
f(z′)dz′
=
1
∆z
∫ z+∆z
z
f(z′)dz′ =
1
∆z
∫ z+∆z
z
(f(z) + f(z′)− f(z)) dz′
= f(z) +
1
∆z
∫ z+∆z
z
(f(z′)− f(z))dz′ .
Scegliendo un tratto rettilineo tra z e z + ∆z, per la disuguaglianza di
Darboux, abbiamo:∣∣∣∣ 1∆z
∫ z+∆z
z
[f(z′)− f(z0] dz′
∣∣∣∣ ≤ maxz′∈z,z+∆z |f(z′)− f(z)| −→∆z→0 0 ,
per la continuita` di f , per cui il limite del rapporto incrementale di F esiste
e possiamo scrivere:
dF
dz
(z) = f(z)
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per cui F (z) e f(z) sono olomorfe.
Mediante tale teorema possiamo mostrare che una funzione analitica, cioe`
sviluppabile in serie di potenze, e` anche olomorfa. Infatti se f e` sviluppata
in serie di potenze in un intorno dell’origine (non e` restrittivo considerare
l’origine), allora all’interno del disco di convergenza:
f(z) =
∞∑
n=0
anz
n |z| < ρ ,
e la convergenza risulta uniforme, per cui integrando la serie su una curva
γ chiusa e interna al disco di convergenza, possiamo integrare termine a
termine: ∮
γ
f(z)dz =
∮
γ
{ ∞∑
n=0
anz
n
}
dz =
∞∑
n=0
an
∮
γ
zndz = 0 ,
in quanto zn e` olomorfa per ogni n. Pertanto f(z) verifica il teorema di
Morera e all’interno del disco di convergenza risulta olomorfa.
1.6 La serie di Laurent.
Abbiamo visto prima che se una funzione e` olomorfa in un punto z0 e in tutto
un suo intorno circolare, allora questa e` sviluppabile in una serie di Taylor
attorno a quel punto. Puo` capitare spesso che una funzione f(z) sia olomorfa
in tutta una regione anulare, cioe` a forma di corona circolare, attorno a un
punto z0 (il centro della corona), senza per questo essere necessariamente
olomorfa per z = z0. In tal caso vale ancora uno sviluppo in serie di potenze
di z− z0 per f(z), ma in generale con potenze sia positive che negative, cioe`:
f(z) =
+∞∑
n=−∞
an(z − z0)n , (1.72)
anche con n < 0.
Osservazione. La parte di potenze negative si puo` scrivere:∑
n<0
an(z − z0)n =
∑
n>0
a−n
(
1
z − z0
)n
,
e quindi sara` convergente all’esterno di un opportuno raggio di convergenza
(anzi, in tal caso, uniformemente convergente).
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La serie (1.72 risultera` convergente (uniformemente) all’interno di una
corona circolare, centrata in z0 e di raggi r1 e r2. Una serie siffatta viene
detta di Laurent. Il risultato notevole e` il seguente.
Teo. 1.5 Se f(z) e` olomorfa in una regione a corona circolare di centro
z0 e compresa tra due raggi r1, r2,
r1 < |z − z0| < r2 ,
allora f(z) e` sviluppabile in serie di Laurent attorno a z0, cioe` esprimibile
mediante la serie uniformemente convergente:
f(z) =
+∞∑
n=−∞
an(z − z0)n , (1.73)
in ogni punto z interno alla corona, con:
an =
1
2pii
∮
γ
f(z)
(z′ − z0)n+1dz
′ , (1.74)
e dove γ e` una qualsiasi curva chiusa interna alla corona circolare e che
contiene z0 al suo interno.
Notiamo che la relazione (1.74) e` la stessa dello sviluppo in serie di Taylor.
Nel caso del teorema di Taylor avevamo in piu` l’espressione del coefficiente
n-esimo, per n > 0, anche tramite la derivata n-esima di f(z) nel punto z0.
Dim. 1.5 Sia z interno alla corona circolare e sia C la curva in figura 1.9
composta dai due cerchi −Γ1 e Γ2, dal cerchio −γ e dai tratti di segmenti
orientati. C racchiude una regione di olomorfismo semplicemente connessa
per f(z) per cui: ∮
C
f(z′)
z′ − zdz
′ = 0 .
Eliminando i segmenti,∮
Γ1
f(z′)
z′ − zdz
′ −
∮
Γ2
f(z′)
z′ − zdz
′ −
∮
γ
f(z′)
z′ − zdz
′ = 0∮
γ
f(z′)
z′ − zdz
′ =
∮
Γ2
f(z′)
z′ − zdz
′ −
∮
Γ1
f(z′)
z′ − zdz
′
f(z) =
1
2pii
∮
γ
f(z′)
z′ − zdz
′ =
1
2pii
∮
Γ2
f(z′)
z′ − zdz
′ − 1
2pii
∮
Γ1
f(z′)
z′ − zdz
′
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Figura 1.9: Serie di Laurent.
Il primo integrale puo` essere espresso in potenze positive di z−z0 esattamente
come nel caso della serie di Taylor, in quanto:
z′ − z = z′ − z0 − (z − z0)
1
z′ − z =
1
z′ − z0
1
1− z − z0
z′ − z0
=
1
z′ − z0
∞∑
n=0
(
z − z0
z′ − z0
)n
=
∞∑
n=0
1
(z′ − z0)n+1 (z − z0)
n ,
grazie al fatto che, con z′ ∈ Γ2, abbiamo:∣∣∣∣ z − z0z′ − z0
∣∣∣∣ < 1 .
Pertanto:
1
2pii
∮
Γ2
f(z′)
z′ − zdz
′ =
∑
n≥0
an(z − z0)n
an =
1
2pii
∮
Γ2
f(z′)
(z′ − z0)n+1dz
′ ,
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in perfetta analogia con la serie di Taylor.
Per l’integrale su Γ1 abbiamo invece:∣∣∣∣z′ − z0z − z0
∣∣∣∣ < 1 ,
e possiamo allora sviluppare il denominatore:
1
z′ − z = −
1
z − z′ = −
1
z − z0 − (z′ − z0)
= − 1
(z − z0)
1
1− z
′ − z0
z − z0
= − 1
z − z0
∞∑
n=0
(
z′ − z0
z − z0
)n
= −
∞∑
n=0
(z′ − z0)n
(z − z0)n+1
= −
∑
n<0
1
(z′ − z0)n+1 (z − z0)
n .
In questo modo si ottiene una serie uniformemente convergente per cui si puo`
integrare termine a termine e si ha:
1
2pii
∮
Γ1
f(z′)
z′ − zdz
′ = − 1
2pii
∑
n<0
[∮
Γ1
f(z′)
(z′ − z0)n+1dz
′
]
(z − z0)n
= −
∑
n<0
an(z − z0)n
an =
1
2pii
∮
Γ1
f(z′)
(z′ − z0)n+1dz
′ .
Otteniamo cos`ı la serie di Laurent:
f(z) =
n=+∞∑
n=−∞
an(z − z0)n ,
e poiche´ le curve di integrazione nella regione di olomorfismo possono essere
variate a piacere, possiamo unificare Γ1 e Γ2 in una unica curva chiusa Γ (che
racchiuda z0 al suo interno):
an =
1
2pii
∮
Γ
f(z′)
(z′ − z0)n+1dz
′ .
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Esempio 1.3 Determiniamo lo sviluppo in serie di Laurent delle seguenti
funzioni, relativamente ai punti indicati:
• f(z) = e
2z
(z − 1)3 ; z0 = 1
Conviene porre z − 1 = u, z = 1 + u,
e2z
(z − 1)3 = e
2 e
2u
u3
=
e2
u3
{
1 + 2u+
(2u)2
2!
+
(2u)3
3!
+ ...
}
=
e2
(z − 1)3 +
2e2
(z − 1)2 +
2e2
(z − 1) +
4e2
3
+
2e2
3
(z − 1) + ... ,
z = 1 e` quindi un polo di ordine 3 (polo triplo).
• f(z) = (z − 3) sin
(
1
z + 2
)
; z0 = −2 .
z + 2 = u; z = u− 2
(z − 3) sin
(
1
z + 2
)
= (u− 5) sin 1
u
= (u− 5)
{
1
u
− 1
3!u3
+
1
5!u5
− ...
}
= 1− 5
u
− 1
6u2
+
5
6u3
+
1
120u4
− 1
24u5
+ ...
= 1− 5
z + 2
− 1
6(z + 2)2
+
5
6(z + 2)3
+
1
120(z + 2)4
− ... ,
z = −2 e` quindi una singolarita` essenziale e la serie converge per ogni
valore di z 6= −2.
• f(z) = z − sin z
z3
; z0 = 0 .
z − sin z
z3
=
1
z3
{
z −
(
z − z
3
3!
+
z5
5!
− ...
)}
=
1
6
− z
2
5!
− z
4
7!
+ ... ,
z = 0 e` una singolarita` removibile e la serie e` convergente per ogni z.
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Esercizio 1.5 Determinare lo sviluppo in serie di Laurent della funzione:
f(z) =
z
(z + 1)(z + 2)
,
attorno al punto z0 = −2.
Esercizio 1.6 Espandere:
f(z) =
1
(z + 1)(z + 3)
in serie di Laurent valida nei seguenti casi:
1) 1 < |z| < 3
2) |z| > 3
3) 0 < |z + 1| < 2
4) |z| < 1
1.6.1 Zeri e punti singolari isolati.
Diamo una nomenclatura relativa a punti particolari di una funzione.
Zeri. Se una funzione f(z) si annulla in un punto z = z0 allora tale punto e`
detto zero di f(z). Diremo che tale zero e` di ordine n se f e` olomorfa in z0 e:
f(z0) =
df
dz
(z0) = ... =
dn−1f
dzn−1
(z0) = 0 , (1.75)
ma:
dnf
dzn
(z0) 6= 0 . (1.76)
Se f e` olomorfa in un intorno di z0 possiamo svilupparla in serie di Taylor
con i primi n coefficienti a0, a1, ... an−1 nulli:
f(z) = an(z − z0)n + an+1(z − z0)n+1 + ...
= (z − z0)n
∞∑
k=0
an+k(z − z0)k = (z − z0)ng(z) ,
con g(z) regolare e non nulla per z = z0, e per continuita` non nulla in tutto
un intorno di z0. Questo implica che gli zeri di una funzione analitica sono
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isolati, oppure f(z) = 0 identicamente in tutto un intorno. Possiamo cos`ı
dire che una funzione analitica non puo` avere punti di accumulazione di zeri
a meno che non sia identicamente nulla.
Punti singolari isolati. Supponiamo ora che f(z) abbia una singolarita` isolata
in un punto z = z0 e sia analitica all’interno di un disco centrato in quel
punto, escluso quindi z0. Possiamo allora sviluppare in serie di Laurent la
funzione attorno al punto z0:
f(z) =
∞∑
n=0
an(z − z0)n + a−1
z − z0 +
a−2
(z − z0)2 + . . .
E` chiaro dall’espansione che se f(z) e` singolare in z0, almeno uno dei coef-
ficienti a−n e` non nullo. Se il coefficiente a−n e` non nullo, mentre tutti i
successivi sono nulli:
a−(n+1) = a−(n+2) = ... = a−(n+k) = ... = 0 ,
allora il punto z0 e` detto un polo di ordine n, e in tal caso la somma:
a−1
z − z0 +
a−2
(z − z0)2 + ... +
a−n
(z − z0)n
e` detta parte principale di f(z) in z = z0. Se n = 1, cioe` a−1 6= 0 mentre tutti
gli altri coefficienti sono nulli, allora z0 e` detto polo semplice. Se f(z) ha un
polo di ordine n possiamo scrivere:
f(z) =
∑
k≥0
ak(z − z0)k + a−1
z − z0 +
a−2
(z − z0)2 + ... +
a−n
(z − z0)n
=
1
(z − z0)n
[
a−n + ... + a−1(z − z0)n−1 +
∑
k≥0
ak(z − z0)n+k
]
=
1
(z − z0)n
∞∑
k=0
a−n+k(z − z0)k
=
h(z)
(z − z0)n ,
con h(z) regolare e non nulla in z0 (e per continuita` in tutto un intorno).
Risulta quindi facile verificare se una funzione ha un polo di ordine n, in
quanto in tal caso la funzione reciproca 1/f(z) ha uno zero di ordine n nel
medesimo punto.
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Una funzione che sia analitica in una regione (aperta) del piano comples-
so, escluso al piu` un insieme di punti dove la funzione ha dei poli, e` detta
meromorfa in tale regione.
Quando nella espansione di Laurent attorno ad un punto singolare isolato
si presentano un numero infinito di coefficienti non nulli a−k per le potenze
negative, il punto z0 viene detto una singolarita` essenziale isolata. La carat-
teristica piu` importante di una singolarita` essenziale e` fornita dal seguente
teorema di Weierstrass (che non dimostriamo).
Teo. 1.6 (Weierstrass) Se una funzione f(z) ha una singolarita` essen-
ziale isolata in un punto z0, allora per qualsiasi  > 0 e δ > 0, e per ogni
numero complesso a si ha:
|f(z)− a| <  , (1.77)
per qualche punto z con |z − z0| < δ.
Esprimendo tale risultato in maniera diversa possiamo dire che in un
qualsiasi intorno di una singolarita` essenziale isolata la funzione oscilla cos`ı
rapidamente e ampiamente che assume qualsiasi valore.
Punto all’infinito. Fino ad ora ci siamo limitati a considerare il compor-
tamento di una funzione analitica in un generico punto z = z0, supposto
al finito. Tuttavia le considerazioni fatte sono immediatamente estensibili
allo studio del comportamento di una funzione analitica f(z) nell’intorno del
punto all’infinito. Infatti, operando la sostituzione:
z =
1
ζ
, (1.78)
e definendo:
ϕ(ζ) = f
(
1
ζ
)
, (1.79)
possiamo studiare il punto all’infinito per f(z) esaminando il punto ζ = 0
per ϕ(ζ). Diremo cos`ı che z =∞ e` uno zero di ordine n, un polo di ordine n,
o una singolarita` essenziale isolata, se ζ = 0 e` uno zero di ordine n, un polo
di ordine n, o una singolarita` essenziale isolata, rispettivamente, per ϕ(ζ).
1.7 Teorema dei residui.
Sia f(z) una funzione analitica in una regione D (aperta) escluso un punto z0
interno a D, dove f(z) puo` avere una singolarita` isolata. Allora, se γ e` una
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curva chiusa semplice che racchiude z0, l’integrale (γ e` supposta orientata in
senso antiorario):
1
2pii
∮
γ
f(z)dz ,
che si annullerebbe se z0 fosse un punto regolare, non si annulla in generale.
Tale quantita` definisce il residuo di f(z) nel punto z0:
Resf(z)
∣∣
z=z0
≡ 1
2pii
∮
γ
f(z)dz , (1.80)
(ovviamente l’integrale non dipende dalla scelta della curva γ che circonda
il punto, purche´ essa sia semplice, cioe´ compia un solo giro attorno al punto
z0, sia contenuta all’interno del dominio di analiticita` della funzione e non
racchiuda altre singolarita` all’infuori di z = z0).
Supponiamo ora che la curva γ racchiuda, invece di una sola singolarita`
isolata, un certo numero m di singolarita` isolate di f(z). Possiamo procedere
nello stesso modo usato per derivare l’espansione di Laurent. Racchiudiamo
ogni singolarita` zj (j = 1, ...m) all’interno di un piccolo cerchio γj che con-
tenga solo zj (e nessuna altra singolarita`) e colleghiamo ogni cerchietto con
la curva γ mediante coppie di segmenti infinitesimamente separati che fac-
ciamo tendere a coincidere. Fissando il verso di integrazione su ogni cerchio
γj concordemente con la curva γ arriviamo al risultato:∮
γ
f(z)dz =
m∑
j=1
∮
γj
f(z)dz .
Dalla definizione di residui abbiamo quindi∮
γ
f(z)dz = 2pii
m∑
j=1
Resf(z)
∣∣
z=zj
(1.81)
Tale relazione esprime l’importante teorema dei residui. Malgrado l’appa-
rente banalita` di tale teorema, la sua portata e` in realta` straordinaria, come
si avra` occasione di rilevare in seguito. Per esempio, e` sul calcolo dei residui
che si basa la possibilita` di valutare un grande numero di integrali definiti
che sarebbero assolutamente inattaccabili con i metodi elementari del calcolo
integrale imparati nei corsi di analisi.
Osservazione. E` importante che le singolarita` siano tutte isolate per poterle
racchiudere ognuna, da sola, all’interno di una circonferenza. Questo non e`
possibile se abbiamo un punto di accumulazione di singolarita` in quanto una
qualsiasi circonferenza centrata in tale punto conterrebbe infinite singolarita`.
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1.7.1 Calcolo dei residui.
Il problema di calcolare degli integrali di contorno per una funzione che abbia
solo delle singolarita` isolate si riduce quindi al calcolo dei residui di tale
funzione. Vediamo quindi come eseguire il calcolo di tali residui, a seconda
del tipo di singolarita`.
Polo di ordine n.
Consideriamo dapprima il caso in cui z = z0 sia un polo di ordine n per f(z).
In tal caso, in un intorno di z0 possiamo scrivere:
f(z) =
g(z)
(z − z0)n , (1.82)
con g(z) funzione regolare e non nulla in z0; allora:
Resf(z)
∣∣
z=z0
=
1
2pii
∮
γ
g(z)
(z − z0)ndz
con γ che racchiude solo il polo z0. ricordando la rappresentazione integrale
di Cauchy per le derivate, abbiamo:
Resf(z)
∣∣
z=z0
=
1
(n− 1)!
dn−1
dzn−1
g(z)
∣∣
z=z0
,
Resf(z)
∣∣
z=z0
=
1
(n− 1)! limz→z0
dn−1
dzn−1
[(z − z0)nf(z)] . (1.83)
L’equazione (1.83) fornisce un metodo per valutare i residui in singolarita` di
tipo polare, basato su semplici operazioni di derivazione e di limite.
Polo semplice.
Nel caso, particolarmente importante, in cui il punto z = z0 sia un polo
semplice, per cui:
f(z) =
g(z)
z − z0 , (1.84)
la (1.83) diviene semplicemente:
Resf(z)
∣∣
z=z0
= lim
z→z0
(z − z0)f(z) . (1.85)
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Generalmente un polo semplice deriva dall’annullarsi di un denominatore,
cioe´:
f(z) =
p(z)
q(z)
q(z0) = 0 , (1.86)
con p(z) regolare in z0, mentre q(z) ha uno zero semplice in z0; allora la
(1.84) porta a:
Resf(z)
∣∣
z=z0
= lim
z→z0
(z − z0)p(z)
q(z)
= lim
z→z0
(z − z0)
q(z)− q(z0)p(z) =
p(z0)
q′(z0)
(1.87)
che risulta una formula molto pratica.
Metodo della serie di Laurent.
Se f(z) e` analitica in una regione circolare (a corona circolare) attorno ad
un punto z0 essa e` sviluppabile in serie di Laurent. Esaminando l’espressione
per i coefficienti an osserviamo in particolare che:
a−1 =
1
2pii
∮
γ
f(z)dz , (1.88)
quindi il coefficiente a−1 dello sviluppo in serie di Laurent fornisce diretta-
mente il residuo della funzione:
a−1 = Resf(z)
∣∣
z=z0
. (1.89)
1.8 Calcolo di integrali col metodo dei resi-
dui.
Ci proponiamo ora di calcolare degli integrali definiti senza esplicitare una
funzione primitiva della funzione integranda, ma deducendo il valore dell’in-
tegrale come una somma dei residui relativi ai punti singolari di una funzione
olomorfa scelta in maniera opportuna. Non esiste pero` un metodo genera-
le che permetta di trattare il problema. Ci limiteremo a considerare alcuni
tipi classici di integrali, indicando, per ognuno di essi, quale procedimento
permetta di ricondurre l’integrazione ad un calcolo di residui.
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1.8.1 Funzioni di seno e coseno.
Consideriamo un integrale della forma:
I1 =
∫ 2pi
0
R(cos t, sin t)dt , (1.90)
con R(x, y) funzione razionale (rapporto di due polinomi) priva di singolarita`
sul cerchio x2 + y2 = 1.
Poniamo:
z = eit , (1.91)
quando t varia tra 0 e 2pi il punto z descrive un cerchio unitario nel piano
complesso. Abbiamo:
cos t =
1
2
(
eit + e−it
)
=
1
2
(
z +
1
z
)
sin t =
1
2i
(
eit − e−it) = 1
2i
(
z − 1
z
)
dz = ieitdt = izdt
dt =
1
iz
dz ,
Quindi I1 puo` pensarsi come ottenuto dalla parametrizzazione di un integrale
di contorno sul cerchio |z| = 1 di una opportuna funzione R˜(z):
I1 =
∮
|z|=1
1
iz
R
(
1
2i
(
z +
1
z
)
,
1
2
(
z − 1
z
))
dz =
∮
|z|=1
R˜(z)dz . (1.92)
L’integrando, essendo R una funzione razionale, e` ancora una funzione razio-
nale in z, pertanto analitica, escluso al piu` un numero finito di poli, che posso-
no essere interni od esterni alla circonferenza (non sulla circonferenza |z| = 1,
in quanto cio` comporterebbe una singolarita` di R(x, y) per x2 + y2 = 1,
contrariamente alle ipotesi fatte). Pertanto, per il teorema dei residui:
I1 = 2pii
∑
Res R˜(z)
∣∣∣
z=zk
, (1.93)
dove la somma e` estesa a tutti i poli contenuti all’interno del cerchio di raggio
unitario.
Esercizio 1.7 Verificare che:∫ 2pi
0
dt
a+ sin t
=
2pi√
a2 − 1 a > 1
44 CAPITOLO 1. FUNZIONI OLOMORFE
1.8.2 Integrazione di funzioni razionali su tutto l’asse
reale.
Consideriamo integrali della forma:
I2 =
∫ +∞
−∞
R(x)dx , (1.94)
con R(x) funzione razionale di x senza singolarita` per x reale. Affinche` tale
integrale risulti convergente si deve avere:
lim
|x|→∞
xR(x) = 0 . (1.95)
L’integrale I2 si puo` pensare come il limite per L→∞:
I2 = lim
L→∞
∫ +L
−L
R(x)dx = lim
L→∞
I2(L) . (1.96)
Consideriamo allora la complessificazione di R(x) sostituendo l’argomento
reale x con una variabile complessa z = x + iy, R(z) risulta una funzione
razionale (rapporto di due polinomi) e presentera` un numero finito di singo-
larita` di tipo polare in punti zk al di fuori dell’asse reale. Sia ΓL il cammino
chiuso nel piano complesso come in figura 1.10.
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Figura 1.10: Integrale I2.
Se L e` sufficientemente grande la curva racchiude tutti i poli (sono un numero
finito) del semipiano superiore =m z > 0. Pertanto:∮
ΓL
R(z)dz =
∑
=m zk>0
ResR(z)
∣∣
z=zk
.
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D’altra parte: ∮
ΓL
R(z)dz = I2(L) +
∫
CL
R(z)dz
Come vedremo fra poco la condizione zR(z) −→
|z|→∞
0 ci garantisce che:
lim
L→∞
∫
CL
R(z)dz = 0 , (1.97)
per cui otteniamo:
I2 = lim
L→∞
∮
ΓL
R(z)dz =
∑
=m zk>0
ResR(z)
∣∣
z=zk
. (1.98)
Esercizio 1.8 Mostrare che: ∫ ∞
0
dx
1 + x6
=
pi
3
.
Vediamo ora come garantire il risultato (1.97).
Lem. 1.7 Sia f(z) una funzione definita in un settore:
θ1 ≤ θ ≤ θ2 ,
allora, se:
lim
|z|→∞
zf(z) = 0 (θ1 ≤ arg z ≤ θ2) , (1.99)
(nota bene: il limite si deve annullare uniformemente rispetto a arg z nel
settore), l’integrale di f(z) su un arco di circonferenza Cr di raggio r (e
centro nell’origine) nel settore considerato si annulla per r →∞:∫
Cr
f(z)dz −→
r→∞
0 . (1.100)
Dim. 1.7 Posto M(r) l’estremo superiore di |f(z)| su Cr, abbiamo, per il
teorema di Darboux: ∣∣∣∣∫
Cr
f(z)dz
∣∣∣∣ ≤M(r)r(θ2 − θ1) ,
ma per la (1.99) rM(r) −→
r→∞
0, da cui il risultato.
Osservazione. Notiamo che, se la (1.99) veniva sostituita con un analogo limite
per |z| → 0, allora (1.100) vale anche per r → 0.
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Figura 1.11: Lemma del grande cerchio.
Lem. 1.8 Se f(z) e` definita in un settore θ1 ≤ θ ≤ θ2 e se (uniformemen-
te) in tale settore:
lim
|z|→0
zf(z) = 0 , (1.101)
allora: ∫
Cr
f(z)dz−→
r→0
0 . (1.102)
I due lemmi precedenti sono a volte noti come lemma del grande cerchio e
lemma del piccolo cerchio rispettivamente.
1.8.3 Integrali contenenti eix
Ci proponiamo ora di studiare integrali della forma:
I3 =
∫ +∞
−∞
f(x)eixdx , (1.103)
dove supponiamo che l’estensione complessa f(z) sia olomorfa nel semipiano
=m z ≥ 0, escluso al piu` un numero finito di singolarita` che supponiamo non
essere situate sull’asse reale. In particolare vogliamo studiare l’integrale:
Ir =
∫ +r
−r
f(x)eixdx , (1.104)
nel limite per r → ∞. (La convergenza di Ir non implica la convergenza di
I3, ma nel caso che che I3 sia convergente, allora I3 = limr→∞ Ir). L’idea
e` quella di procedere come nel caso precedente considerando il percorso in
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Figura 1.12: Integrale I3.
figura 1.12, formato dal segmento reale tra −r e r e dalla semicirconferenza
di raggio r e centro l’origine.
In tal caso:∮
Γr
f(z)eizdz =
∫ +r
−r
f(x)eixdx+
∫
Cr
f(z)eizdz = Ir +
∫
Cr
f(z)eizdz (1.105)
e l’integrale su Γr puo` essere valutato col teorema dei residui. Se possiamo
dire che l’integrale su Cr tende ad un valore (possibilmente nullo), allora
abbiamo una ricetta per studiare la convergenza dell’integrale Ir.
Ovviamente, se la funzione f(z) verifica il lemma precedente (1.99) nel
semipiano superiore, allora il gioco e` fatto, in quanto il fattore eiz non
disturba: ∣∣eiz∣∣ = ∣∣ei(x+iy)∣∣ = e−y ≤ 1 (y ≥ 0) ,
ma proprio la presenza di tale fattore (che si annulla per =m z = y → +∞)
potrebbe permettere una condizione meno restrittiva su f(z).
Consideriamo l’integrale di f(z) su un arco di circonferenza di raggio
r, centro nell’origine tra due angoli θ1 e θ2 (vedi figura 1.11). Posto M(r)
l’estremo superiore di |f(reiθ)| su tale arco, abbiamo (supponiamo 0 ≤ θ1 ≤
θ2 ≤ pi):∣∣∣∣∫
Cr
f(z)eizdz
∣∣∣∣ = ∣∣∣∣∫ θ2
θ1
f(reiθ)eire
iθ
ireiθdθ
∣∣∣∣
≤
∫ θ2
θ1
∣∣f(reiθ)∣∣ re−r sin θdθ ≤M(r)∫ θ2
θ1
re−r sin θdθ
≤ M(r)
∫ pi
0
re−r sin θdθ = 2M(r)
∫ pi
2
0
re−r sin θdθ .
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Ora, se 0 ≤ θ ≤ pi
2
:
2
pi
≤ sin θ
θ
≤ 1
e−r sin θ ≤ e− 2pi rθ
∫ pi
2
0
re−r sin θdθ ≤
∫ pi
2
0
re−
2
pi
rθdθ =
pi
2
∫ 1
0
e−xdx ≤ pi
2
.
Quindi abbiamo: ∣∣∣∣∫
Cr
f(z)eizdz
∣∣∣∣ ≤ piM(r) ,
ed e` quindi sufficiente che M(r) tenda a zero.
Esercizio 1.9 Verificare che:
I =
∫ ∞
0
cosx
x2 + 1
=
pi
2e
.
Nel paragrafo sopra abbiamo in pratica dimostrato il lemma di Jordan.
Lem. 1.9 Se f(z) e` una funzione definita sul semipiano superiore =m z >
0 e se:
lim
|z|→∞
f(z) = 0 , (1.106)
uniformemente in un settore 0 ≤ θ1 ≤ θ2 ≤ pi, detto Cr l’arco di circonfe-
renza in tale settore: ∫
Cr
f(z)eizdz −→
r→∞
0 . (1.107)
Analogamente si puo` mostrare che se:
lim
|z|→0
f(z) = 0 , (1.108)
allora: ∫
Cr
f(z)eizdz−→
r→0
0 . (1.109)
Osservazione. Se, invece di avere:∫ +∞
−∞
f(x)eixdx ,
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avessimo avuto: ∫ +∞
−∞
f(x)e−ixdx , (1.110)
cioe´ un coefficiente negativo all’esponente, il fattore e−iz con z complesso
e` divergente nel semipiano superiore mentre al contrario tende a zero nel
semipiano inferiore (=m z < 0) per |z| → ∞. In tal caso occorre “chiudere”
con un semicerchio nel semipiano inferiore ottenendo una curva Γr orientata
in senso negativo.
-
6
r−r
.
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
...
.....
..
......
..
.......
.
........ ........ ........ ........ ........ ........ ........
........
........
........
........
........
.......
.......
........
........
........
........
........
........
........
-
ff
............................................................................................................................................................
Figura 1.13: Integrale I∗3 .
Questo comporta un cambiamento di segno e il calcolo dei residui nel
semipiano inferiore. Si puo` mostrare, con ragionamenti analoghi, che il lem-
ma di Jordan vale ancora anche nel semipiano inferiore (col cambiamento
di segno nell’esponente). In generale, in presenza di un fattore eαz con α
complesso, occorre considerare il semipiano per cui |eαz| ≤ 1.
1.8.4 Poli semplici in prossimita` del cammino di inte-
grazione.
Puo` capitare a volte che la funzione integranda f(z) possieda un punto singo-
lare lungo il cammino di integrazione ed occorra “evitare” la singolarita` con
un percorso che passi “vicino”. Nel caso di poli semplici esiste una formula
generale per dedurre il contributo all’integrazione.
Supponiamo, per semplicita`, che f(x) abbia un polo semplice in un punto
reale x = x0 e consideriamo l’integrale di f(z) su un percorso semicircolare
(orientato positivamente) come in figura 1.14, di raggio  attorno a x0 e
vediamo di valutare: ∫
γ
f(z)dz per → 0 .
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Figura 1.14: Contorno di un polo semplice.
Essendo x0 un polo semplice possiamo scrivere (in un intorno di x0, e non
e` restrittivo supporre che contenga la semicirconferenza γ):
f(z) =
a−1
z − x0 + g(z) , (1.111)
con g(z) regolare in x0,
lim
z→x0
(z − x0)g(z) = 0 . (1.112)
In questo modo possiamo dire che:∫
γ
g(z)dz = 0 , (1.113)
mentre, cosiderando su γ la parametrizzazione z = x0 + e
iθ (0 ≤ θ ≤ pi):∫
γ
a−1
z − x0dz = a−1
∫ pi
0
idθ = piia−1 .
Quindi ricordando il significato di a−1:
lim
→0
∫
γ
f(z)dz = piiResf(z)
∣∣
z=x0
polo semplice . (1.114)
Esercizio 1.10 Verificare che: ∫ ∞
0
sin x
x
dx =
pi
2
,
utilizzando il cammino in figura 1.15 e la funzione e
iz
z
.
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Figura 1.15: Integrale dell’esercizio.
1.9 Cenni sulle funzioni polidrome.
La teoria delle funzioni analitiche sviluppata fino ad ora era basata sull’assun-
zione che le funzioni considerate, e le loro derivate fossero ad un sol valore.
A prima vista sembra che le funzioni a piu` valori debbano essere trattate
in modo completamente differente. Fortunatamente la teoria delle funzioni
analitiche puo` essere estesa in modo da includere una vasta classe di fun-
zioni a piu` valori usando una ingegnosa costruzione geometrica nota come
superficie di Riemann. Vedremo cio` con qualche esempio, mediante funzioni
elementari.
1.9.1 Logaritmo.
Poniamoci il problema di voler definire il logaritmo naturale di un numero
complesso z. Sappiamo che nel caso reale il logaritmo di un numero com-
plesso e` definito come l’esponente che si deve dare al numero di Nepero e per
ottenere in numero assegnato (e` la funzione inversa dell’esponenziale):
y = log x ⇐⇒ ey = x .
Poiche` sappiamo valutare l’esponenziale nel caso complesso, possiamo impo-
stare l’equazione:
ew = z , (1.115)
con z complesso assegnato, e w complesso, incognita, e assumiamo che questa
equazione definisca w come il logaritmo di z. Assumendo:
w = u+ iv (u, v reali) ,
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e ponendo z in forma polare:
z = ρeiθ ρ = |z| 0 ≤ θ < 2pi ,
eu+iv = ρeiθ
eu = ρ ⇐⇒ u = log ρ = log |z| v = θ + 2kpi, k = 0,±1,±2, ...
Pertanto vediamo che non esiste una soluzione unica del problema, ma si
viene cos`ı a definire una funzione a piu` valori in corrispondenza ad uno stesso
punto z. Siamo cioe` in presenza di una funzione polidroma. Possiamo scrivere:
log z = log |z|+ i arg z , (1.116)
dove la polidromia e` racchiusa nelle possibili scelte per arg z. Ad ogni
scelta corrrisponde una determinazione del logaritmo. Se vogliamo mette-
re maggiormente in evidenza tutti i possibili valori del logaritmo scriveremo
anche:
log z = log |z|+ i arg z + 2piki k ∈ Z , (1.117)
(notiamo che la funzione arg z e` essa stessa una funzione polidroma definita
dalla relazione:
z = |z|ei arg z ,
analoga a quella che definisce il logaritmo). Scegliendo 0 ≤ arg z < 2pi si
ottiene la cosidetta determinazione principale del logaritmo:
log z = log |z|+ iθ 0 ≤ θ = arg z < 2pi .
Notiamo inoltre che, con le dovute precauzioni, continuano a valere le pro-
prieta` dei logaritmi:
log z1z2 = log |z1z2|+ i arg(z1z2) + 2piki
= log |z1|+ log |z2|+ i arg z1 + i arg z2 + 2pik′i
= log z1 + log z2 + 2pini ,
cioe`, a meno di multipli di 2pii il logaritmo del prodotto e` la somma dei
logaritmi.
In genere si opera una scelta per la determinazione del logaritmo, ottenen-
do una funzione ad un sol valore, ma in ogni caso la peculiarita` del logaritmo
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Figura 1.16: Percorso attorno all’origine.
puo` essere visualizzata considerando un percorso semplice chiuso C attorno
all’origine (figura 1.16).
Supponiamo di scegliere un punto iniziale z0 su tale curva, di fissare una
determinazione del logaritmo, cioe` una soluzione dell’equazione (1.115), con
z = z0, e seguiamo idealmente la soluzione facendo variare z con continuita`
lungo la curva (scegliendo in ogni punto la soluzione piu` vicina alla soluzione
del punto precedente) fino a tornare al punto di partenza. La funzione log z
cos`ı ottenuta varia con continuita` lungo la curva, ma dopo il completamento
di un giro, abbiamo incrementato il logaritmo di 2pii:
(log z0)finale = (log z0)iniziale + 2pii ,
cioe´ non siamo tornati allo stesso valore.
In generale un punto del piano complesso per il quale, dopo aver fatto un
giro completo attorno ad esso, una data funzione f(z) non ritorna al valore
iniziale, e` detto punto di diramazione (branch point) della funzione.
Pertanto il punto z = 0 e` un punto di diramazione per f(z) = log z (in
effetti, nemmeno nel caso reale si puo` definire log 0). Considerando f(1/z′) =
log(1/z′) troviamo analogamente che anche il punto all’infinito e` un branch
point. Si puo` verificare che non si hanno altri punti di diramazione per log z.
Supponiamo ora di tracciare una curva che congiunge i due punti di di-
ramazione z = 0 e z = ∞, cioe` da z = 0 fino all’infinito ed eliminiamo dal
dominio della funzione tutti i punti di tale curva (generalmente si sceglie
una semiretta uscente dall’origine), dicendo che abbiamo “tagliato” il piano
54 CAPITOLO 1. FUNZIONI OLOMORFE
complesso lungo un taglio di diramazione (branch line). Nel dominio cos`ı ot-
tenuto definiamo una successione di funzioni continue ad un sol valore fn(z)
che risolvono l’equazione (1.115). Ad esempio assumiamo un taglio lungo il
semiasse reale negativo e definiamo le funzioni:
fn(z) = fn(r, θ) = log r + i(θ + 2pin) z = re
iθ − pi < θ < pi .
-
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Figura 1.17: Taglio del logaritmo.
In questo modo otteniamo funzioni analitiche. Questo puo` essere visto
considerando in tale dominio la funzione analitica 1
z
ed integrandola tra un
punto iniziale (arbitrario) z0 e un punto finale z:
g(z) =
∫ z
z0
dz′
z′
.
L’integrale, indipendente dal percorso, puo` essere calcolato esplicitamente
secondo il percorso di figura 1.18:
g(z) =
∫ b
z0
dz′
z′
+
∫ z
b
dz′
z′
=
∫ r
r0
dr′eiθ0
r′eiθ0
+
∫ θ
θ0
ireiθ
′
dθ′
reiθ′
=
∫ r
r0
dr′
r′
+ i
∫ θ
θ0
dθ′ = log r + iθ − (log r0 + iθ0)
= fn(z)− fn(z0) ,
da cui, essendo g(z) analitica, lo e` anche fn(z).
1.9. CENNI SULLE FUNZIONI POLIDROME. 55
-
6
r
z0
r
r
z
b
. ........................................................................................
.
..................................................
.........
........
......
......
........
.........
Figura 1.18: Il logaritmo.
Ogni funzione fn(z) risulta discontinua lungo il taglio, nel senso che:
lim
→0+
[fn(r, pi − )− fn(r,−pi + )] = 2pii .
D’altra parte notiamo che:
lim
→0+
fn(r, pi − ) = lim
→0+
fn+1(r,−pi + ) .
Questo suggerisce la seguente costruzione geometrica. Consideriamo il piano
complesso come sovrapposizione di infiniti piani, ognuno dei quali corrispon-
dente ad un valore di n (n = 0,±1,±2, ...) e colleghiamo piani adiacenti
lungo il taglio, in modo che il bordo superiore del taglio sul piano n e` colle-
gato col bordo inferiore del taglio nel piano n + 1. Il punto di diramazione
z = 0 e` comune a tutti i piani. Pertanto attraversare il taglio equivale ad un
passaggio da un piano all’altro. La superficie geometrica ottenuta da questa
sovrapposizione ad elica e` chiamata superficie di Riemann ed ogni piano e` det-
to una falda di Riemann per la funzione log z. In questo modo, mediante una
sequenza di funzioni ad un sol valore definita su un singolo piano, otteniamo
una funzione continua ad un sol valore definita sulla superficie di Riemann.
L’unico punto in cui la funzione logaritmo risulta non analitica e` nei punti
di diramazione.
Si puo` dare una classificazione dei punti di diramazione per una funzione.
Un punto di diramazione e` di ordine n se facendo n+ 1 giri (ma non meno)
completi attorno ad esso la funzione ritorna al valore originale. Altrimenti il
punto e` detto di ordine infinito (come nel caso del logaritmo).
I punti di diramazione sono punti singolari per la funzione, ma di un
carattere diverso da un polo o da una singolarita` essenziale.
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Figura 1.19: Superfici di Riemann del logaritmo.
1.9.2 La radice quadrata.
Un altro esempio e` fornito dalla radice di un numero complesso. Supponiamo
di impostare l’equazione:
w2 = z ;
ponendo z = |z|eiθ, w = |w|eiϕ, dobbiamo avere:
|w|2e2iϕ = |z|eiθ ,
|w| =
√
|z| ϕ = θ
2
+ kpi .
Abbiamo quindi due valori distinti di w:
w =
√
|z|ei θ2
w =
√
|z|ei θ2+ipi = −
√
|z|ei θ2
che corrispondono a due determinazioni della radice
√
z.
In questo caso z = 0 e` un punto di diramazione (di ordine 1) ed e` possibile
scegliere una superficie di Riemann a due falde scegliendo un taglio (arbitrario
tra z = 0 e z =∞) a partire da z = 0. Questo puo` essere scelto sul semiasse
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reale positivo, definendo due funzioni di:
z = %eiθ 0 < θ < 2pi ,
f1(z) =
√
%ei
θ
2 = f1(%, θ)
f2(z) = −√%ei θ2 = f2(%, θ) .
0
....
Figura 1.20: Superfici di Riemann della radice.
Abbiamo:
lim
θ→0+
f1(%, θ) = lim
θ→2pi−
f2(%, θ)
lim
θ→2pi−
f1(%, θ) = lim
θ→0+
f2(%, θ) ,
e quindi scegliendo una superficie di Riemann come in figura otteniamo una
funzione ad un sol valore definita per tutti i punti della superficie.
Con l’aiuto della superficie di Riemann otteniamo una descrizione unica
di funzioni a molti valori. Il trucco consiste essenzialmente nel rimpiazzare
una funzione a molti valori definita su un insieme semplice (il piano com-
plesso originario) con una funzione ad un sol valore definita su una struttura
geometrica complicata (la superficie di Riemann).
In pratica, e` spesso sufficiente focalizzare la propria attenzione su una
falda particolare della superficie di Riemann, trattando tale parte della su-
perficie come un piano complesso con un taglio. I valori della funzione corri-
spondono ad una particolare determinazione valida per la falda considerata.
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Da un punto di vista generale non c’e` alcun motivo per preferire una falda
rispetto ad un’altra, e il taglio puo` essere scelto in modo arbitrario (solo i
punti terminali, di diramazione, sono obbligati). Nelle applicazioni fisiche si
da` una preferenza a certi particolari tagli, per ragioni puramente fisiche, che,
in generale, non hanno nulla a che fare con la matematica.
1.9.3 Calcolo di integrali che coinvolgono funzioni po-
lidrome.
Consideriamo integrali del tipo:
I4 =
∫ ∞
0
R(x)
xα
dx 0 < α < 1 , (1.118)
e supponiamo che R(x) sia una funzione razionale senza poli per x > 0
e che tenda a zero all’infinito in modo da avere garantita la convergenza
dell’integrale.
lim
x→∞
R(x) = 0 .
In tale integrale abbiamo la presenza del fattore xα che comporta qualche
problema nella sua generalizzazione nel campo complesso. zα e` una funzione
a molti valori come la
√
z discussa in precedenza.
Notiamo che per x reale abbiamo:
xα = eα log x
e generalizzando al caso complesso:
zα = eα log z = eα log |z|+iαθ+2piiα = |z|αeiα(θ+2kpi) ,
e i vari valori di k corrispondono a diverse determinazioni della potenza ge-
nerica zα (per α = 1
2
ritroviamo la definizione precedente di radice). Occorre
quindi precisare quale determinazione si sceglie per zα, e dove si opera il
taglio.
Per calcolare il nostro integrale scegliamo il taglio proprio sul semiasse reale
positivo su cui si integra (!). In questo modo zα e` ben definita per:
z = %eiθ 0 < θ < 2pi
da
zα = |z|αeiαθ ,
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Figura 1.21: Integrazione polidroma.
e consideriamo l’integrale sulla curva chiusa in figura 1.21 di: R(z)
zα
:
∫
Γ(R,)
R(z)
zα
dz = 2pii
∑
z 6=0
Res
R(z)
zα
.
D’altra parte, essendo:
lim
|z|→∞
z
R(z)
zα
= 0 lim
|z|→0
z
R(z)
zα
= 0 ,
(R(z) e` razionale col denominatore di grado piu` alto del numeratore), gli
integrali su CR e γ tendono a zero per R → ∞ e  → 0 per cui rimangono
gli integrali su L+ e L−.
L+ e` un “pelo” sopra il taglio, per cui:
R(z)
zα
=
R(x)
xα
z = xei0
+
mentre L− e` un “pelo” sotto
R(z)
zα
=
R(x)
xα
e−2piiα z = xei2pi
−
,
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abbiamo:
2pii
∑
z 6=0
Res
R(z)
zα
= (
∫
L+
+
∫
L−
)
R(z)
zα
dz
=
∫ ∞
0
R(x)
xα
dx− e2piiα
∫ ∞
0
R(x)
xα
dx
= (1− e−2piiα)
∫ ∞
0
R(x)
xα
dx
I4 =
2pii
1− e−2piiα
∑
z 6=0
Res
R(z)
zα
Esercizio 1.11 Verificare:
I =
∫ ∞
0
dx
xα(1 + x)
=
pi
sin piα
0 < α < 1 .
E, in particolare: ∫ ∞
0
dx√
x
1
1 + x
= pi
Vediamo ora integrali del tipo:
I5 =
∫ ∞
0
R(x) log xdx , (1.119)
dove R(x) e` una funzione razionale senza poli per x ≥ 0 e tale che:
lim
x→∞
xR(x) = 0 ,
(in modo da avere la convergenza dell’integrale).
Consideriamo lo stesso percorso dell’integrale precedente e scegliamo la
determinazione del logaritmo con l’argomento di z compreso tra 0 e 2pi (0 <
θ < 2pi) estremi esclusi.
log z = log |z|+ iθ 0 < θ = arg z < 2pi ,
e consideriamo l’integrale della funzione
R(z) log2(z)
lungo tale percorso. log2 z non ha singolarita` interne alla curva Γ(R, ) e:
zR(z) log2 z −→
|z|→∞
0 uniformemente ,
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in quanto R(z) e` una funzione razionale con un denominatore di grado su-
periore di almeno 2 rispetto al numeratore. Inoltre, essendo R(z) regolare
nell’origine:
zR(z) log2 z −→
|z|→0
0 .
Pertanto possiamo scrivere:
2pii
∑
Res
(
R(z) log2 z
)
= (
∫
L+
+
∫
L−
)R(z) log2 zdz .
Ora, su L+, z = xe
i0+ abbiamo:
log z = log x+ i0+ = log x ,
mentre su L−:
log z = log x+ i2pi ,
pertanto:
(
∫
L+
+
∫
L−
)R(z) log2(z)dz =
∫ ∞
0
R(x)[log2 x− (log x+ 2pii)2]dx
=
∫ ∞
0
R(x)[−4pii log x+ 4pi2]dx
= 4pi2
∫ ∞
0
R(x)dx− 4pii
∫ ∞
0
R(x) log xdx .
Quindi, essendo i due integrali sopra reali:∫ ∞
0
R(x) log xdx =
1
2pi
<e
{∑
z 6=0
Res
(
R(z) log2 z
)}
∫ ∞
0
R(x)dx = −1
2
=m
{∑
z 6=0
Res
(
R(z) log2 z
)}
.
Esercizio 1.12 Come esempio possiamo vedere che:∫ ∞
0
log x
(1 + x)3
dx = −1
2∫ ∞
0
1
(1 + x)3
dx =
1
2
.
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Se invece di considerare la funzione R(z) log2 z consideriamo R(z) log z
avremmo avuto:
2pii
∑
z 6=0
Res(R(z) log z) =
∫ ∞
0
R(x)(log x−log x−2pii)dx = −2pii
∫ ∞
0
R(x)dx
Per cui abbiamo un altro modo per eseguire un integrale:
∫ ∞
0
R(x)dx = −
∑
z 6=0
Res(R(z) log z) .
Il metodo precedente si puo` applicare, in certi casi, anche quando R(x)
presenta un polo semplice per x = 1. In questo caso:
∫ ∞
0
R(x) log xdx
esiste ancora in quanto log x si annulla (in maniera lineare) per x = 1 (zero
semplice). In questo caso occorre pero` modificare il percorso di integrazione,
in particolare il tratto L− (infatti, a causa della determinazione scelta per il
logaritmo, lungo L− non abbiamo piu` uno zero semplice per x = 1 per cui
R(z) log z risulterebbe singolare per z = |z|ei2pi = 1. Tale singolarita` viene
allora evitata con un semicerchio di raggio  (vedi figura 1.22).
In tal caso abbiamo
2pii
∑
z 6=0,1
Res
(
R(z) log2(z)
)
=
∫ ∞
0
R(x)(log x)2dx
−
(∫ 1−
0
+
∫ ∞
1+
)
R(x)(log x+ 2pii)2dx
−
∫
C+1 ()
R(z) log2 zdz
=
(∫ 1−
0
+
∫ ∞
1+
)[
log2 x− (log x+ 2pii)2] dx
−
∫
C1()
R(z) log2 zdz ,
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Figura 1.22: Integrazione logaritmo.
lungo C1() abbiamo
z = 1 + eiθ pi < θ < 2pi
log z = log(1 + eiθ) = 2pii+O()
lim
→0
∫
C1()
R(z) log2 zdz = −4pi2 lim
→0
∫
C1()
R(z)dz = −4pi2piiResR(z)|z=1 ,
da cui la formula
2pii
∑
z 6=0, z 6>0
Res(R(z) log2 z) = 4pi2P
∫ ∞
0
R(x)dx− 4pii
∫ ∞
0
R(x) log xdx
+4pi3iRes(R(z))z=1 .
Esercizio 1.13 Si verifichi:
I =
∫ ∞
0
log x
x2 − 1dx =
pi2
4
.
Svolgendo il procedimento precedente abbiamo anche il risultato
P
∫ ∞
0
dx
x2 − 1 = 0 .
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Capitolo 2
Topologia.
La topologia puo` essere definita, in prima approssimazione, come lo studio
dei concetti di intorno di un punto, passaggio al limite e continuita`. Que-
ste nozioni esprimono sostanzialmente il concetto di “vicinanza” tra oggetti
matematici. Uno studio preliminare della topologia in astratto e` importante
per stabilire un linguaggio corretto per la formulazione dei risultati matema-
tici, specialmente quando gli oggetti trattati sono difficilmente visualizzabili
geometricamente. Le nozioni topologiche forniscono gli strumenti di base per
operare in matematica. Le definizioni rigorose dei concetti di insieme aperto,
insieme chiuso, di intorno, di limite e continuita`, risultano molto importanti
nel caso di spazi a dimensione infinita, piu` di quanto non lo siano negli spazi
finito dimensionali. Possiamo individuare ad esempio due ragioni:
1) Nel caso di Cn esiste essenzialmente un solo modo in cui un vettore od
una matrice possono tendere ad un limite. Le relazioni:
lim
m→∞
x(m) = x , x(m), x ∈ Cn ,
lim
m→∞
A(m) = A , A(m), A matrici complesse,
possono significare indifferentemente che:
lim
m→∞
x
(m)
i = xi , i = 1, 2, . . . n ,
lim
m→∞
A
(m)
ij = Aij , i, j = 1, 2, . . . n ,
oppure, usando la norma dei vettori:
lim
m→∞
|x(m) − x| = 0 ,
lim
m→∞
|(A(m) − A)x| = 0 , per ogni x ∈ Cn .
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Invece nel caso generale cio` non e` piu` vero. Possono esistere diversi modi non
equivalenti tra di loro in cui si puo` tendere ad un limite. Ad esempio quando
affermiamo che una successione di funzioni fn converge ad una funzione limite
f possiamo intendere un semplice limite puntuale:
lim
n→∞
fn(x) = f(x) ∀x ,
oppure una convergenza in media:
lim
n→∞
∫
R
|fn(x)− f(x)| dx ,
a seconda del contesto e delle necessita`, e i due modi non sono, in generale,
equivalenti tra loro. Stabilire un contesto univoco per la definizione di limite
definisce la topologia in cui si opera.
2) Nel caso di spazi finito dimensionali l’analogia con lo spazio ordinario R3
e` ancora abbastanza stretta, per cui si “vede” abbastanza bene il significato
della frase “x vicino a y”. Invece in spazi a dimensioni infinite risulta spesso
piu` difficile farsi una idea geometrica intuitiva dei concetti in questione ed
occorre appellarsi al ragionamento ed a definizioni rigorose.
2.1 Spazi topologici.
Alla base della topologia si trova il concetto di insieme aperto. Tramite gli
insiemi aperti vengono stabiliti infatti i concetti di continuita` e di limite.
Solitamente si introducono dapprima le nozioni fondamentali degli spazi me-
trici (in cui cioe` si definisce una distanza tra i punti), quindi, basandosi sulle
proprieta` della distanza, si definiscono gli insiemi aperti. Si puo` del resto
agire altrimenti, senza introdurre una metrica nel dato insieme, ma definire
in esso un sistema di insiemi aperti in maniera assiomatica e richiedendo
solo le proprieta` essenziali. Questo metodo garantisce una maggiore liberta`
d’azione e conduce alla classse degli spazi topologici nei confronti dei quali gli
spazi metrici rappresentano un caso particolare.
Def. 2.1 (Spazio topologico) Sia X un insieme non vuoto (il supporto
della topologia), una topologia su X e` una famiglia O di sottoinsiemi U ⊆
X, detti aperti con le seguenti caratteristiche:
i) L’insieme vuoto e tutto il supporto sono aperti:
∅ ∈ O , X ∈ O . (2.1)
2.1. SPAZI TOPOLOGICI. 67
ii) L’unione di una collezione arbitraria di insiemi aperti e` un insieme
aperto:
Uα ∈ O , α ∈ A =⇒
⋃
α∈A
Uα ∈ O , (2.2)
con A insieme di indici.
iii) L’intersezione di una collezione finita di insiemi aperti e` un insieme
aperto:
Ui ∈ O , i = 1, 2, . . . , N (finito) =⇒
N⋂
i=1
Ui ∈ O . (2.3)
L’insieme X con la topologia O in esso assegnata, cioe` la coppia (X,O),
viene detto spazio topologico.
Tramite l’appartenenza di diversi elementi dello spazio al medesimo sot-
toinsieme aperto o ad aperti disgiunti si formalizzano le nozioni intuitive di
“vicinanza” o “lontananza” tra essi, senza ricorrere ad una valutazione di
natura metrica.
Esempio 2.1 Consideriamo sulla retta reale la seguente definizione elementare
di insiemi aperti: un aperto e` un qualsiasi sottoinsieme della retta che risulti
unione (arbitraria) di intervalli del tipo a < x < b, oppure l’insieme vuoto ∅.
E` immediato verificare le proprieta` della definizione 2.1. Riguardo all’ultima
proprieta` osserviamo che l’intersezione di infiniti intervalli aperti del tipo
−a < x < a con a positivo
risulta costituito dal solo punto {x = 0} che non e` un insieme aperto. Si puo`
allora capire che e` necessario limitare l’intersezione ad un numero finito di
aperti per avere ancora un aperto.
Esempio 2.2 Se X 6= ∅, possiamo definire come aperto un qualsiasi sottoin-
sieme di X (compreso X stesso e l’insieme vuoto ∅). La topologia risultante
viene detta discreta oppure massimale. La denominazione discreta deriva dal
fatto che con questa topologia ogni punto e` separato dagli altri ed e` “vicino”
solo a se` stesso.
Esempio 2.3 Sia X un insieme arbitrario e definiamo come soli aperti l’insie-
me vuoto ∅ e X stesso: O = {∅, X}. Otteniamo in questo modo la topologia
detta banale o minimale e si ottiene uno spazio di “punti incollati” (la topolo-
gia non riesce a distinguere tra un punto e l’altro, tutti i punti sono “vicini”
tra loro).
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Esempio 2.4 Sia X = {a, b, c} costituito da soli tre elementi e definiamo la
famiglia di aperti:
O = {∅, X, {a}, {a, b}} .
Le proprieta` della definizione 2.1 sono verificabili direttamente.
Notiamo che, in base alla definizione assiomatica data, il concetto di aper-
to non e` una proprieta` dell’insieme in se`, ma dipende da come sono definiti
globalmente tutti gli aperti. Preso singolarmente non possiamo dire a priori
se un insieme e` aperto oppure no, tale proprieta` dipende dalle sue relazioni
con gli altri insiemi aperti, cioe` dal contesto topologico in cui operiamo.
Una volta definiti gli aperti possiamo definire gli insiemi chiusi banalmen-
te come i loro complementari.
Def. 2.2 Gli insiemi del tipoW = X \U , complementari di insiemi aperti
U in uno spazio topologico X sono detti chiusi:
W chiuso⇐⇒ X \W aperto. (2.4)
Dagli assiomi sugli aperti, utilizzando le relazioni di dualita`:
1) il complementare dell’unione e` uguale all’intersezione dei complemen-
tari:
X \
⋃
α
Aα =
⋂
α
(X \ Aα) ; (2.5)
2) il complemetare dell’intersezione e` uguale all’unione dei complementari:
X \
⋂
α
Aα =
⋃
α
(X \ Aα) ; (2.6)
si ottengono facilmente le proprieta` dei chiusi (notiamo che nelle relazioni
di dualita` non viene richiesta alcuna restrizione alle unioni ed intersezioni e
valgono per collezioni arbitrarie di insiemi Aα).
Teo. 2.1 Sia X uno spazio topologico. Allora la famiglia C costituita
dagli insiemi chiusi in X gode delle seguenti proprieta`:
i) L’insieme vuoto ∅ e tutto X sono chiusi:
∅ ∈ C , X ∈ C . (2.7)
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ii) L’intersezione di una collezione arbitraria di insiemi chiusi e` un
insieme chiuso:
Wα ∈ C , α ∈ A =⇒
⋂
α∈A
Wα ∈ C , (2.8)
con A insieme di indici.
iii) L’unione di un numero finito di insiemi chiusi e` un insieme chiuso:
Wi ∈ C , i = 1, 2, . . . , N (finito) =⇒
N⋃
i=1
Wi ∈ C . (2.9)
Osservazione. Risulta evidente che la topologia poteva essere definita trami-
te i chiusi e le loro proprieta`, definendo in seguito gli aperti come i loro
complementari e deducendone le proprieta` mediante le relazioni di dualita`.
Riguardo alla necessita` che per garantire la chiusura occorre limitare l’u-
nione di chiusi ad un numero finito, si consideri il seguente esempio sulla
retta reale. L’unione di infiniti intervalli chiusi del tipo:
{x ; 1
n
≤ x ≤ 1} , n ∈ N , n > 0 ,
risulta l’intervallo 0 < x ≤ 1, non chiuso.
Notiamo che non e` proibito avere insiemi contemporaneamente sia aperti
che chiusi. Nel caso della topologia discreta tutti i sottoinsiemi di X sono
sia aperti che chiusi.
Esempio 2.5 Riprendendo l’esempio 2.4 i chiusi sono costituiti dagli insiemi:
C = {∅, X, {b, c}, {c}} ,
e si possono verificare direttamente le relative proprieta`.
Una volta definita una topologia in un insieme X, un qualsiasi suo sot-
toinsieme Y puo` essere considerato uno spazio topologico definendo in Y ⊆ X
la topologia indotta da X in questo modo:
Def. 2.3 Un sottoinsieme O ⊆ Y e` aperto in Y se esiste un aperto O′ di
X tale che O = O′
⋂
Y .
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e, come conseguenza abbiamo che W ⊆ Y e` chiuso in Y se e solo se esiste un
chiuso W ′ di X tale che W = W ′
⋂
Y . E` semplice verificare che gli insiemi
aperti in Y cos`ı definiti verificano le condizioni degli aperti per cui Y diviene
uno spazio topologico a tutti gli effetti. Mediante il concetto di topologia
indotta si vuole mettere in evidenza la compatibilita` tra la topologia di Y
e quella di X. Notiamo pero` che Y stesso risulta contemporaneamente sia
aperto che chiuso (Y = X
⋂
Y ) nella topologia indotta senza essere necessa-
riamente aperto o chiuso nella topologia di X. Analogamente non possiamo
affermare in generale che se O e` aperto in Y esso risulti aperto anche nella
topologia di X.
Mediante gli aperti e` possibile caratterizzare i punti relativamente ad un
insieme. Sia quindi X uno spazio topologico, A un suo sottoinsieme, e diamo
le seguenti definizioni.
Def. 2.4 Un punto x ∈ A e` detto interno ad A se esiste un aperto O
contenente x e tutto contenuto in A: x ∈ O ⊆ A. L’insieme dei punti
interni ad A viene detto interno di A e indicato con Int(A) oppure A◦.
Def. 2.5 Un punto x e` detto di aderenza ad A se per ogni aperto O con-
tenente x si ha O
⋂
A 6= ∅. L’insieme dei punti di aderenza costituisce la
chiusura di A e viene indicato con A−.
Con tali definizioni si comincia a formalizzare la nozione di vicinanza.
Intuitivamente infatti i punti interni sono quelli che hanno come vicini solo
punti dell’insieme e sono separati, cioe` lontani, dal complementare. Quelli
di aderenza risultano invece i punti che hanno vicino a se` elementi dell’in-
sieme. Notiamo che un punto di aderenza per A non deve necessariamente
appartenere ad A.
Come conseguenza delle definizioni poste abbiamo che:
Teo. 2.2 Int(A) rappresenta l’aperto piu` grande (massimale rispetto alla
relazione d’ordine di inclusione insiemistica) contenuto in A, e coincide
con l’unione di tutti gli aperti contenuti in A:
A◦ =
⋃
O⊆A
O , (O aperto). (2.10)
inoltre se A e` aperto si ha A = A◦, cioe` A e` aperto se e solo se tutti i suoi
punti sono interni.
La chiusura A− risulta invece l’insieme chiuso piu` piccolo (minimale
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rispetto alla relazione d’ordine di inclusione insiemistica) contenente A, e
coincide con l’intersezione di tutti i chiusi contenenti A:
A− =
⋂
C⊇A
C , (C chiuso). (2.11)
e se A e` chiuso allora A = A−, cioe` A e` chiuso se e solo se tutti i suoi
punti di aderenza appartengono a A.
Dim. 2.2 La caratterizzazione dell’interno e` immediata. Infatti se x e` interno
ad A (x ∈ A◦), allora esiste un aperto O contenente x e contenuto in A per
cui x appartiene all’unione di tutti gli aperti contenuti in A. Viceversa, se x
appartiene a tale unione (x ∈ ⋃O⊆AO), x apparterra` ad almeno un aperto
contenuto in A, per cui x e` interno ad A. Questo prova la relazione (2.10),
ed in particolare A◦ risulta aperto. Chiaramente si ha sempre A◦ ⊆ A, e se
A e` aperto allora esso stesso e` un aperto contenuto in A e quindi contenuto
in A◦ (equazione 2.10), per cui A = A◦.
Per quanto riguarda la caratterizzazione della chiusura, consideriamo un
punto x di aderenza per A e sia C un qualsiasi chiuso contenente A. Se, per
assurdo x non appartenesse a C, allora x apparterrebbe al complementare
X \ C, aperto e ad intersezione vuota con A, e cio` contraddice l’ipotesi che
x sia di aderenza. Viceversa se x appartiene a tutti i chiusi C contenenti A,
consideriamo un aperto O contenente x. Se, per assurdo, fosse O
⋂
A = ∅,
allora il complementare di O risulterebbe un chiuso contenente A ma non x,
che contraddice l’ipotesi fatta su x. Pertanto O
⋂
A 6= ∅ e x e` di aderenza.
Cio` prova la relazione (2.11) e che A− e` un insieme chiuso. Chiaramente per
ogni insieme A si ha A ⊆ A−, e se A e` chiuso egli stesso forma uno dei chiusi
contenenti A, per cui (vedi l’equazione 2.11) A− ⊆ A, e A = A−.
Altre caratteristiche relative tra un punto ed un insieme danno luogo alle
seguenti definizioni.
Def. 2.6 Sia A un insieme in uno spazio topologico X. Allora un punto
x ∈ X e` detto di accumulazione per A se per ogni aperto O contenente
x si ha (O \ {x})⋂A 6= ∅. L’insieme dei punti di accumulazione per un
insieme A viene detto derivato di A e lo indicheremo con D(A).
Def. 2.7 Se x ∈ A e x non e` di accumulazione per A allora x e` detto
punto isolato di A. In caso contrario, se x ∈ A e x e` di accumulazione per
A, viene detto non isolato.
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Osservazione. Notiamo che un punto di accumulazione risulta anche di aderen-
za. L’unica distinzione nella differenza tra le definizioni di punto di aderenza
e punto di accumulazione e` di togliere x dall’aperto che lo contiene, per cui si
prescinde dall’appartenenza o meno di x all’insieme. Un punto di accumula-
zione deve avere vicino punti dell’insieme diversi da se` stesso. Chiaramente
aggiungendo ai punti di accumulazone i punti dell’insieme stesso otteniamo
tutti i punti di aderenza per cui se A e` un insieme possiamo dire:
A− = A
⋃
D(A) . (2.12)
Inoltre possiamo dire che A e` chiuso se contiene tutti i suoi punti di accu-
mulazione:
A = A− ⇐⇒ D(A) ⊆ A . (2.13)
Def. 2.8 Sia A un insieme in uno spazio topologico X. Allora un punto
x ∈ X e` detto esterno per A se e` interno al complementare di A. x e` detto
di frontiera per A se x non e` ne` interno ne` esterno per A.
Mediante gli aperti si possono definire gli intorni di un punto.
Def. 2.9 Sia X uno spazio topologico e x ∈ X. Definiamo un intorno di x
un qualsiasi insieme U che contiene un aperto O della topologia contenente
il punto x: x ∈ O = O◦ ⊆ U .
Sostanzialmente un intorno di x e` un qualsiasi insieme contenente x al
suo interno. Non imponiamo che un intorno sia aperto o chiuso, ma solo il
fatto che un intorno debba contenere un aperto, cioe` che x risulti un punto
interno. Cio` permette spesso di poter usare gli intorni alla stessa maniera
degli aperti, senza preoccuparsi del fatto che un intorno possa essere non
aperto. Nelle definizioni precedenti avremmo potuto usare intorni al posto di
aperti. Potremmo ad esempio definire che un punto e` interno ad un insieme
se esiste un intorno del punto tutto contenuto nell’insieme. Quando sara`
necessario si specifichera` che l’intorno e` aperto, e in tal caso si indichera` in
pratica un aperto contenente il punto.
Supponiamo ora che su un medesimo insieme di supporto X siano definite
due topologie τ1 e τ2, cioe` due collezioni di aperti che verificano le richieste
2.1. Risultano allora definiti due spazi topologici (X, τ1) e (X, τ2). Si pone
immediatamente il problema della confrontabilita` tra le due topologie.
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Def. 2.10 Si dice che la topologia τ2 e` piu` forte o piu` fine di τ1 se ogni
aperto di τ1 e` un aperto di τ2. Possiamo anche dire in tal caso che τ1 e` piu`
debole di τ2.
In pratica cio` significa che la topologia piu` forte ha un numero di aperti
maggiore di quella piu` debole. Confrontando le collezioni di aperti abbiamo
insiemisticamente τ1 ⊆ τ2. Non e` detto in generale che due topologie siano
confrontabili tra loro, comunque la collezione di tutte le topologie possibili
in X risulta parzialmente ordinata in modo naturale (la topologia τ1 precede
τ2 se τ1 e` piu` debole di τ2, cioe` τ1 ⊆ τ2). Tale collezione di topologie possibili
ha pero` un elemento massimale, identificabile con la topologia in cui tutti gli
insiemi sono aperti (topologia discreta) che risulta ovviamente piu` forte di
qualsiasi altra topologia, ed un elemento minimale, cioe` la topologia banale
in cui sono aperti solo il vuoto e X (topologia dei punti incollati).
Teo. 2.3 L’intersezione di un insieme qualsiasi di topologie τ =
⋂
α τα in
X e` ancora una topologia e risulta piu` debole di ciascuna topologia τα.
Dim. 2.3 E` chiaro che l’intersezione
⋂
α τα contiene sia X che il vuoto ∅. Inol-
tre, dal fatto che ciascuna topologia τα sia chiusa rispetto a unioni arbitrarie
e ad intersezioni finite, risulta che anche τ gode di tali proprieta`.
Come conseguenza abbiamo che se B e` una famiglia qualsiasi di sottoin-
siemi diX allora esiste una topologia minimale inX contenente B (l’esistenza
di topologie contenenti B e` garantita dal fatto che nella topologia discreta
tutti gli insiemi sono aperti), e tale topologia coincide con l’intersezione di
tutte le topologie contenenti B.
Def. 2.11 Sia B una famiglia di insiemi in uno spazio X. L’intersezione
di tutte le topologie contenenti B e` detta topologia generata dal sistema
B e la indicheremo con τ(B).
2.1.1 Sistemi fondamentali di intorni.
Come si e` visto, assegnare una topologia nello spazio X vuol dire assegnarvi
un sistema di insiemi aperti. Nei problemi concreti e` comodo assegnare
non tutta la topologia ma solo una famiglia di insiemi aperti in base alla
quale si determina la collezione di tutti gli insiemi aperti. Questo porta alla
definizione di base di uno spazio topologico come una famiglia B di insiemi
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aperti tale che ogni aperto di X possa esprimersi come unione di insiemi di B.
Volendo essere piu` formali possiamo dare la seguente definizione equivalente:
Def. 2.12 Una famiglia B di insiemi e` una base per una topologia su X
se valgono le seguenti condizioni:
i) Il vuoto e` un elemento della base:
∅ ∈ B . (2.14)
ii) Il supporto X si ottiene dalla base:⋃
B∈B
B = X . (2.15)
iii) Se B1 e B2 appartengono alla famiglia B, la loro intersezione si
ottiene dalla base stessa:
B1
⋂
B2 =
⋃
B∈B
B (2.16)
per un opportuno sottoinsieme B ⊆ B.
Le basi di una topologia costituiscono spesso lo strumento principe per
considerare proprieta` relative ai singoli punti x ∈ X, per cui forniscono dei
sistemi fondamentali di intorni per lo studio delle proprieta` topologiche.
Mostriamo ora che la definizione e` ben posta, cioe` che una base secondo
la definizione 2.12 definisce effettivamente una topologia.
Teo. 2.4 SiaX un insieme eB una base per una topologia suX. Poniamo
UB = {U ⊆ X ; U unione di elementi di B} ,
cioe`:
U ∈ UB ⇐⇒ U =
⋃
B∈BU
B , (2.17)
con BU ⊆ B collezione di insiemi della base. Allora UB e` una topologia
su X, coincidente con la topologia τ(B) generata da B:
τ(B) = UB . (2.18)
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Dim. 2.4 L’insieme UB definisce una topologia su X. Infatti:
– Il vuoto ∅ ∈ B, per cui ∅ ∈ UB, mentre, per la proprieta` ii) della definizione
2.12 di base, X stesso risulta unione di elementi di B, per cui X ∈ UB.
– Se V ⊆ UB allora risulta
⋃
V ∈V
V =
⋃
V ∈V
( ⋃
B∈BV
B
)
=
⋃
B∈eB
B ,
con BV collezione di insiemi della base che compongono V , e:
B˜ =
⋃
V ∈V
BV ,
per cui la proprieta` di chiusura rispetto all’unione e` verificata.
– La proprieta` di chiusura rispetto alla intersezione finita si dimostra fa-
cilmente per induzione utilizzando la proprieta` iii) della definizione 2.12 di
base.
Risulta inoltre evidente che τ(B) = UB. Infatti, essendo UB una topologia
contenente gli insiemi di B, e` sicuramente piu` fine della topologia minimale
τ(B): τ(B) ⊆ UB. D’altra parte, se U ∈ UB allora U e` unione di elementi di
B e deve appartenere a qualsiasi topologia contenente B, per cui UB ⊆ τ(B).
Sostanzialmente una topologia puo` essere definita specificando una fa-
miglia di insiemi che verificano la definizione 2.12. Mediante tali insiemi di
base, che risultano ovviamente aperti, costruiamo qualsiasi altro aperto. Ad
esempio sulla retta reale gli intervalli aperti ] a, b [ = {x ∈ R; a < x < b}
costituiscono la base naturale per la topologia ordinaria dei numeri reali.
Se abbiamo due basi B1, B2 per due topologie su X allora le due basi si
dicono equivalenti se generano la stessa topologia UB1 = UB2 .
Teo. 2.5 Sia X un insieme e B1, B2 basi per due topologie su X. Le due
basi sono equivalenti se e solo se:
i) Per ogni x ∈ X ed ogni B1 ∈ B1 con x ∈ B1 esiste un aperto B2 ∈ B2
tale che x ∈ B2 ⊆ B1.
ii) Per ogni x ∈ X ed ogni B2 ∈ B2 con x ∈ B2 esiste un aperto B1 ∈ B1
tale che x ∈ B1 ⊆ B2.
76 CAPITOLO 2. TOPOLOGIA.
......
.....
.....
.....
.....
.....
.....
.....
.....
........................................
.....
....
.
....
.
....
.
....
.
....
.
....
.
....
.
....
.
....
.
....
.
....
.
....
.
..... ..... ..... ..... ..... ..... ..... .....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
q
x
Figura 2.1: Equivalenza di topologie.
Dim. 2.5 Assumiamo dapprima come ipotesi che le due basi siano equivalenti
e sia x ∈ B1 ∈ B1. Allora B1 ∈ UB1 = UB2 , per cui
B1 =
⋃
B2∈eB2
B2 ,
per un opportuno sottoinsieme B˜2 ⊆ B2, per cui, dato x ∈ B1, possiamo
selezionare un elemento B2(x) ∈ B˜2 che verifica la proprieta` i) del teorema.
Analogamente si dimostra la proprieta` ii).
Viceversa supponiamo valide le proprieta` i) e ii) e sia B1 ∈ B1. Allora,
per la proprieta` i), per ogni x ∈ B1 esiste B2(x) ∈ B2 tale che B2(x) ⊆ B1.
Allora possiamo dire che:
B1 ⊆
⋃
x∈B1
B2(x) ⊆ B1 ,
cioe` B1 e` unione di insiemi della base B2:
B1 =
⋃
x∈B1
B2(x) ,
da cui B1 ∈ UB2 e UB1 ⊆ UB2 . Nello stesso modo la proprieta` ii) del teorema
implica che UB2 ⊆ UB1 e quindi UB1 = UB2 .
Esempio 2.6 In R2 possiamo definire una base come la collezione di dischi
aperti:
{(x, y) ∈ R2 ; (x− x0)2 + (y − y0)2 < r2} ,
oppure possiamo definire una base tramite i rettangoli aperti:
{(x, y) ∈ R2 ; x1 < x < x2 , y1 < y < y2} .
Le due basi sono evidentemente equivalenti in quanto ogni cerchio lo
possiamo pensare interno ad un rettangolo ed ogni rettangolo lo possiamo
pensare incluso all’interno di una circonferenza (vedi figura 2.1).
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2.1.2 Spazi metrici.
Vediamo ora un caso importante di spazi topologici, i cosidetti spazi metrici,
nei quali ha senso parlare di distanza tra i punti.
Def. 2.13 Sia X un insieme in cui sia definita una applicazione:
d : X ×X −→ R ,
che goda delle seguenti proprieta` (x, y, z ∈ X):
i) E` una funzione positiva:
0 ≤ d(x, y) <∞ . (2.19)
ii) E` strettamente definita positiva:
d(x, y) = 0 ⇐⇒ x = y . (2.20)
iii) E` una funzione simmetrica:
d(x, y) = d(y, x) . (2.21)
iv) Verifica la disuguaglianza triangolare:
d(x, y) ≤ d(x, z) + d(z, y) . (2.22)
Allora l’applicazione d e` detta distanza e si dice che nello spazio X e`
definita una metrica. La coppia (X, d) definisce uno spazio metrico, o piu`
semplicemente che X e` uno spazio metrico.
Esempio 2.7 Nello spazio Rn la distanza usuale e` definita da:
d(x, y) =
√√√√ n∑
j=1
(xj − yj)2 . (2.23)
Una distanza alternativa puo` essere invece:
d(x, y) = max
1≤j≤n
|xj − yj| . (2.24)
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Figura 2.3: Distanze in R2.
Notiamo che con la distanza (2.23) in R2 abbiamo l’usuale rappresenta-
zione geometrica delle circonferenze di dato raggio, mentre la distanza (2.24)
da luogo a “circonferenze” di forma quadrata coi bordi paralleli agli assi
coordinati (figura 2.3).
Esempio 2.8 Sia X un insieme qualsiasi e consideriamo l’insieme F(X) delle
funzioni limitate su X:
F(X) =
{
f : X −→ R ; sup
x∈X
|f(x)| <∞
}
, (2.25)
e definiamo in F(X) la distanza:
d(f, g) = sup
x∈X
|f(x)− g(x)| , (2.26)
(la condizione di limitatezza imposta nella costruzione di F(X) ci garanti-
sce l’esistenza di tale estremo superiore per ogni scelta di f e g). L’unica
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proprieta` non immediata e` la disuguaglianza triangolare. Dalle proprieta` del
valore assoluto in R sappiamo che:
|f(x)− g(x)| ≤ |f(x)− h(x)|+ |h(x)− g(x)|
per ogni x ∈ X, per cui considerando l’estremo superiore al variare di x ∈ X
otteniamo la disuguaglianza triangolare per la distanza in F(X):
sup
x∈X
|f(x)− g(x)| ≤ sup
x∈X
|f(x)− h(x)|+ sup
x∈X
|h(x)− g(x)| .
Esempio 2.9 Sia X un insieme arbitrario (non vuoto) e definiamo in X la
metrica discreta:
d(x, y) =
{
1 se x 6= y
0 se x = y
(2.27)
Questa definizione verifica banalmente le proprieta` di distanza, ma in pratica
distingue solamente i punti tra di loro.
Notiamo che dalla proprieta` iv) della definizione 2.13 abbiamo anche:
|d(x, z)− d(z, y)| ≤ d(x, y) ∀ x, y, z . (2.28)
Infatti:
d(x, z) ≤ d(x, y) + d(y, z) =⇒ d(x, z)− d(z, y) ≤ d(x, y) ,
d(z, y) ≤ d(z, x) + d(x, y) =⇒ d(z, y)− d(x, z) ≤ d(x, y) ,
e si formalizza un risultato di base della geometria: “ogni lato di un triangolo
e` minore della somma e maggiore della differenza degli altri due lati”.
La proprieta` dei triangoli iv) puo` essere estesa per induzione a sequenze
(finite) di punti nello spazio (cioe` a un poligono):
d(x, y) ≤
n∑
j=0
d(xj, xj+1) , con x0 = x, xn+1 = y
e xk arbitrari, k = 1, ..., n.
Vediamo ora come costruire una topologia tramite la distanza. Definiamo
la sfera (aperta) centrata in un punto x e raggio r:
Def. 2.14 Sia x ∈ X con X spazio metrico, r un numero reale (positivo).
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Definiamo la sfera (aperta) di centro x e raggio r l’insieme:
S(x, r) = {y ∈ X : d(x, y) < r} , (2.29)
e diciamo che:
Def. 2.15 Un sottoinsieme O ⊆ X (metrico) e` aperto se risulta vuoto
oppure unione di sfere del tipo S(x, r):
O =
⋃
α∈A
S(xα, rα) , (2.30)
con A opportuno insieme di indici.
Osservazione. Abbiamo ristretto i possibili raggi a numeri positivi. Potevamo
anche lasciare arbitrario il raggio, facendo rientrare nella definizione di sfera
anche l’insieme vuoto, ma vogliamo garantirci che quando diremo “esiste
una sfera” questa sia non vuota (conterra` almeno il suo centro) ed abbia un
raggio finito e positivo. Questo implica l’inserzione del vuoto stesso nella
costruzione della topologia costruita con le sfere.
Occorre mostrare che la definizione posta ha senso, cioe` che la famiglia
di aperti di cui sopra definisce una topologia. Ovviamente l’insieme vuoto ∅
risulta aperto mentre X stesso si puo` ottenere considerando l’unione di tutte
le possibili sfere con un raggio prefissato (ad esempio 1):
X =
⋃
x∈X
S(x, 1) .
Se consideriamo una collezione arbitraria di aperti Oα, essendo ognuno di
essi una unione di sfere, anche la loro unione e` ancora una unione di sfere,
per cui la proprieta` dell’unione e` banalmente soddisfatta.
Per mostrare la proprieta` dell’intersezione cominciamo col mostrare che
l’intersezione di due sfere e` un aperto (cioe` a sua volta unione di sfere).
Siano S1 = S(x1, r1), S2 = S(x2, r2) due sfere a intersezione non vuota (in
caso contrario abbiamo che il vuoto e` un insieme aperto), e sia x ∈ S1
⋂
S2,
allora d(x, x1) < r1, d(x, x2) < r2, ed esiste un numero positivo ρ(x) tale che
d(x, x1) + ρ(x) < r1 ,
d(x, x2) + ρ(x) < r2 ,
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Figura 2.4: S1
⋂
S2 =
⋃
x∈S1
T
S2
S(x, ρ(x)).
allora tutta la sfera S(x, ρ(x)) e` sicuramente contenuta nell’intersezione S1
⋂
S2,
infatti, se z ∈ S(x, ρ(x)):
d(x1, z) ≤ d(x1, x) + d(x, z) < d(x1, x) + ρ(x) < r1 ,
d(x2, z) ≤ d(x2, x) + d(x, z) < d(x2, x) + ρ(x) < r2 .
L’intersezione risulta allora unione di sfere cos`ı costruite:
S1
⋂
S2 =
⋃
x∈S1
T
S2
S(x, ρ(x))
ed e` quindi un aperto secondo la definizione data.
Supponiamo ora di avere un numero finito di aperti Oj, j = 1, . . . , N ,
ognuno dei quali costruito come unione di sfere:
Oj =
⋃
α∈Aj
S(xα, rα) .
Abbiamo
O1
⋂
O2 =
( ⋃
α1∈A1
S(xα1 , rα1)
)⋂( ⋃
α2∈A2
S(xα2 , rα2)
)
=
⋃
α1,α2
(
S(xα1 , rα1)
⋂
S(xα2 , rα2)
)
,
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ma abbiamo visto che l’intersezione di due sfere e` un aperto, per cui an-
che l’intersezione O1
⋂
O2 risulta un aperto. Per induzione otteniamo che
l’intersezione di un numero finito N di aperti e` ancora un aperto.
In pratica abbiamo verificato che le sfere aperte costituiscono una base per
la topologia di uno spazio metrico. Potremmo ridefinire un insieme aperto
se per ogni suo punto x esiste una sfera aperta centrata nel punto e tutta
contenuta nell’insieme. Infatti se x appartiene ad un aperto O come definito
sopra, allora x apparterra` ad una sfera centrata in un punto y e raggio r e
contenuta nell’aperto O:
d(x, y) < r ,
allora scelto un numero reale r1, positivo e inferiore a r − d(x, y):
r1 < r − d(x, y) ,
tutta la sfera S(x, r1) risulta contenuta in S(y, r) e nell’insieme O.
Con la definizione di distanza ordinaria (esempio 2.7) tra elementi in
Rn ritroviamo l’usuale topologia degli aperti in Rn, mentre con la distanza
discreta (esempio 2.9) determiniamo la topologia discreta.
Abbiamo puntualizzato nella definizione di sfera (2.29) come questa sia
aperta (ancora prima di definire gli aperti) per distinguerla dalla definizione
di sfera chiusa:
Sc(x, r) = {y ∈ X : d(x, y) ≤ r} , (2.31)
che risulta un insieme chiuso. Sia infatti z appartenente al complementare di
Sc(x, r); allora d(z, x) > r, e, scelto un numero reale positivo r1 < d(z, x)−r,
la sfera (aperta) di raggio r1 e centro z e` tutta contenuta nel complementare
di Sc(x, r). Infatti se y ∈ S(z, r1) abbiamo
d(z, x) ≤ d(y, x) + d(z, y) < d(y, x) + r1 ,
=⇒ d(y, x) > d(z, x)− r1 > r =⇒ y /∈ Sc(x, r) .
Esempio 2.10 Notiamo che possono esistere delle metriche in cui vi sono degli
insiemi che sono contemporaneamente sia aperti che chiusi. Consideriamo
ad esempio la metrica discreta dell’esempio 2.9. Abbiamo
S(x, r) =
{
X r > 1
{x} r ≤ 1
Sc(x, r) =
{
X r ≥ 1
{x} r < 1
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e qualsiasi insieme inX risulta contemporaneamente aperto e chiuso (essendo
il suo complementare aperto).
Inoltre tale esempio mostra anche che non e` detto che S(x, r)− = Sc(x, r),
oppure che Sc(x, r)
◦ = S(x, r). Infatti con la metrica discreta abbiamo:
S(x, 1) = {x}
Sc(x, 1) = X
S(x, 1)− = {x}
Sc(x, 1)
◦ = X
La metrica permette di dare un significato al concetto di insieme limitato.
Infatti possiamo definire un insieme come limitato se esiste una sfera (di raggio
finito) che contiene tutto l’insieme.
2.2 Funzioni continue e spazi topologici.
Veniamo ora ad una delle motivazioni principali per la costruzione di una
topologia, il concetto di continuita`. Riprendiamo la definizione di funzione
continua da R in R che possiamo esprimere nel seguente modo.
Sia f : R −→ R, sappiamo che f e` continua in x0 se per ogni ε > 0 esiste
δ(ε) > 0 tale che:
|x− x0| < δ() =⇒ |f(x)− f(x0)| <  .
Possiamo esprimere piu` in generale questa definizione in termini di spazi
topologici:
Def. 2.16 Siano X e Y due spazi topologici e
f : X −→ Y .
Sia x0 ∈ X, allora f e` detta continua in x0 se per ogni aperto V contenente
f(x0) esiste un aperto U contenente x0 tale che U ⊆ f−1(V ), o equivalen-
temente f(U) ⊆ V , con l’immagine e la retroimmagine di insiemi definite
rispettivamente da:
f(U) = {y ∈ Y ; y = f(x) con x ∈ U} , (2.32)
f−1(V ) = {x ∈ X ; f(x) ∈ V } . (2.33)
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Osservazione. Notiamo che, in base alle definizioni di immagine e retroimma-
gine di un insieme, queste esistono sempre indepententemente dalla inverti-
bilita` della trasformazione, ma in generale, se A ⊆ X, allora A ⊆ f−1(f(A))
che non coincide necessariamente con A, mentre e` sempre vero che A =
f(f−1(A)), con A ⊆ Y . Ovviamente si ha anche:
A ⊆ B ⊆ X =⇒ f(A) ⊆ f(B) ⊆ Y ,
A ⊆ B ⊆ Y =⇒ f−1(A) ⊆ f−1(B) ⊆ X ,
ma sulle implicazioni in senso contrario possiamo affermare solamente:
f−1(A) ⊆ f−1(B) ⊆ X =⇒ A ⊆ B ⊆ Y .
La definizione precedente e` equivalente a dire che:
Teo. 2.6 f e` continua in x0 se e solo se per ogni intorno W di f(x0),
f−1(W ) e` un intorno di x0.
Dim. 2.6 Supponiamo f continua in x0 e sia W un intorno di f(x0), allora
esiste un aperto V contenente f(x0), con V ⊆ W . Pertanto:
f−1(W ) ⊇ f−1(V ) ⊇ U ,
con U aperto contenente x0, per cui f
−1(W ) e` un intorno di x0. Viceversa,
possiamo scegliere come intorno W un aperto V e abbiamo f−1(V ) intorno
di x0, per cui esiste un aperto U contenente x0 tale che f
−1(V ) ⊇ U .
Def. 2.17 f e` detta continua se e` continua in tutti i suoi punti.
Abbiamo diversi modi per verificare la continuita`.
Teo. 2.7 Siano X, Y spazi topologici e f : X −→ Y . Allora le seguenti
affermazioni sono equivalenti:
i) f e` continua.
ii) Per ogni aperto O, con O ⊆ Y , si ha che f−1(O) e` un aperto di X.
iii) Per ogni chiuso C, con C ⊆ Y , si ha che f−1(C) e` un chiuso di X.
iv) Per ogni insieme A ⊆ X si ha che A− ⊆ f−1(f(A)−), oppure
equivalentemente: f(A−) ⊆ f(A)−.
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Dim. 2.7 Vediamo con ordine le equivalenze tra le varie affermazioni.
i) ⇒ ii) Sia f continua e O un aperto in Y . Se x ∈ f−1(O) si ha che
f(x) ∈ O, per cui esiste un aperto U contenente x tale che f(U) ⊆ O, cioe`
U ⊆ f−1(f(U)) ⊆ f−1(O) che risulta quindi aperto.
ii) ⇒ i) Deriva direttamente dalla definizione di continuita`.
ii) ⇔ iii) Sono equivalenti in maniera ovvia, considerando che un chiuso e` il
complementare di un aperto e che:
X \ f−1(A) = f−1(Y \ A) , ∀ A ⊆ Y .
iii)⇒ iv) L’insieme f(A)− e` chiuso, quindi f−1(f(A)−) e` chiuso e contiene A,
A ⊆ f−1(f(A)−) = f−1(f(A)−)−, per cui secondo la definizione di chiusura
come il piu` piccolo chiuso contenente A, A− ⊆ f−1(f(A)−).
iv) ⇒ iii) Se C e` un chiuso di Y allora considerando vera l’ipotesi per
l’insieme A = f−1(C), abbiamo:
A− ⊆ f−1(f(A)−)
f−1(C)− ⊆ f−1(C−) = f−1(C) =⇒
f−1(C)− = f−1(C) .
Per cui f−1(C) e` chiuso.
L’equivalenza nella seconda parte dell’ultima affermazione deriva dalle con-
siderazioni fatte nell’osservazione precedente. Infatti:
A− ⊆ f−1(f(A)−) =⇒ f(A−) ⊆ f(f−1(f(A)−)) = f(A)− ,
f(A−) ⊆ f(A)− =⇒ A− ⊆ f−1(f(A−)) ⊆ f−1(f(A)−) ,
ragionando con gli insiemi A− e f(A)−.
Osservazione. Osserviamo che l’immagine diretta di insiemi aperti non e` ne-
cessariamente aperta. Consideriamo ad esempio la seguente funzione:
f : R −→ [0,∞[ , f(x) = x2 .
Abbiamo che l’immagine dell’intervallo aperto ]− 1, 1[ non e` aperto:
f : ]− 1, 1[−→ [0, 1[ .
L’insieme di partenza e` aperto, quello di arrivo no.
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Osservazione. Abbiamo visto come, dati due spazi topologici, possiamo ve-
rificare se una funzione e` continua o meno. Viceversa, data una funzione
f : X −→ Y , con Y spazio topologico, possiamo costruire in X una topo-
logia tale che f risulti continua. Basta prendere in X la topologia generata
dalle retroimmagini degli aperti in Y .
Un esempio di cio` si ha nella costruzione di una topologia per il prodotto
cartesiano di due spazi topologici.
X1
X2
O1
O2
p−11 (O1)
p−12 (O2)O1 ×O2
  
 

Figura 2.5: Prodotto cartesiano di topologie.
Esempio 2.11 Siano X1, X2 due spazi topologici e consideriamo il prodotto
cartesiano:
X1 ×X2 = {(x1, x2) ; x1 ∈ X1, x2 ∈ X2} . (2.34)
Possiamo definire allora le funzioni pj : X1 ×X2 −→ Xj, j = 1, 2, definite
da:
pj(x1, x2) = xj , j = 1, 2 , (2.35)
che danno le componenti dei punti nel prodotto cartesiano. Le retroimmagini
di insiemi aperti in X1 e X2 (sono delle strisce) costituiscono una collezione
di insiemi che generano una topologia nel prodotto cartesiano. Risulta chiaro
che in tale topologia le funzioni pj sono continue.
Questa topologia puo` essere vista come generata dai “rettangoli aperti”
del tipo O1 × O2. Ad esempio in R2 un aperto e` una unione di rettangoli
{a1 < x1 < b1 , a2 < x2 < b2}.
In maniera analoga al prodotto cartesiano di due spazi topologici si puo`
definire una topologia nel prodotto cartesiano di una arbitraria collezione di
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spazi topologici Xα, con α ∈ A insieme di indici, ma in generale non risulta
espressa tramite “polirettangoli”, se non nel caso che gli spazi topologici Xα
siano in numero finito. Il motivo consiste nel fatto che possiamo intersecare
le strisce aperte solo in numero finito per avere un aperto, cioe` possiamo
considerare “intervalli aperti” solo lungo un numero finito di dimensioni.
Osservazione. Considerando l’esempio 2.11 con due copie di uno spazio metri-
co X, la cui topologia e` sostanzialmente determinata dalla metrica, possiamo
vedere che la distanza d risulta una funzione continua da X ×X a R.
s
x0
sx
s
y0
sy
 
 
 
A
A
A
A
   
  
Figura 2.6: Continuita` della distanza.
Siano infatti (x0, y0), (x, y) due punti nel prodotto cartesiano X × X.
Abbiamo, applicando la disuguaglianza triangolare:
d(x, y) ≤ d(x, x0) + d(x0, y) ≤ d(x, x0) + d(x0, y0) + d(y0, y) ,
d(x, y)− d(x0, y0) ≤ d(x, x0) + d(y0, y) ,
e analogamente (partendo da d(x0, y0)):
d(x0, y0)− d(x, y) ≤ d(x0, x) + d(y, y0) .
Cioe`:
|d(x, y)− d(x0, y0)| ≤ d(x, x0) + d(y, y0) . (2.36)
Allora per ogni intorno V di d(x0, y0) ∈ R, che possiamo assumere un in-
tervallo aperto di raggio , possiamo scegliere come intorno U di (x0, y0)
l’insieme aperto:
U = S(x0,

2
)× S(y0, 
2
) ,
ottenendo la continuita` della distanza come funzione.
Ricordiamo ora che se abbiamo tre spazi topologici X, Y e Z e due
funzioni f : X −→ Y , g : Y −→ Z, possiamo costruire la funzione composta
g ◦ f : X −→ Z, definita da:
(g ◦ f)(x) = g(f(x)) . (2.37)
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Se f e g sono entrambe continue allora anche la funzione composta g ◦ f e`
continua.
Sia infatti V un aperto di Z, allora, essendo g continua abbiamo che
g−1(V ) e` un aperto in Y , e, per la continuita` di f , f−1(g−1(V )) = (g◦f)−1(V )
e` un aperto di X.
Def. 2.18 Sia f : X −→ Y . Se f(x) = f(x′) implica che x = x′ allora
diremo che f e` iniettiva o 1− 1 (a volte e` detta anche semplicemente in).
Se f(X) = Y diremo che f e` suriettiva o semplicemente su.
Se f e` 1 − 1 e su e` detta biiettiva o una biiezione, e, in tal caso, esiste
un’unica funzione inversa f−1 tale che f−1 ◦ f = idX , e f ◦ f−1 = idY :
f−1(f(x)) = x ∀ x ∈ X ; f(f−1(y)) = y ∀ y ∈ Y . (2.38)
Con idX e idY denotiamo le applicazioni identiche in X e Y rispettiva-
mente.
Osservazione. Se f e` continua ed esiste l’inversa, non e` detto che l’inversa
sia continua. Notiamo inoltre che f : X −→ Y e` invertibile se possiamo
applicare f−1 a qualsiasi elemento di Y .
Consideriamo ad esempio la semplice identita` id in R, ma pensata tra
R con la topologia discreta (come spazio di partenza) e R con la topologia
ordinaria (come spazio di arrivo):
id : x 7→ x . (2.39)
Con l’identita` ogni insieme coincide con la sua immagine e con la sua retroim-
magine (indipendentemente dalla topologia). Con le topologie introdotte l’i-
dentita` risulta continua (la retroimmagine di un aperto e` aperto in quanto,
nella topologia discreta, tutti gli insiemi sono aperti), ma la sua inversa (che
e` ancora l’identita`) non e` continua in quanto nella topologia ordinaria un
qualsiasi insieme non e` necessariamente aperto.
Def. 2.19 Siano X, Y due spazi topologici. Una biiezione di X su Y e`
detta un omeomorfismo se sia f che f−1 sono continue.
Due spazi topologici sono detti omeomorfi se esiste fra loro un omeomor-
fismo.
In pratica occorre poter mutare ogni aperto di uno spazio in un aperto
dell’altro spazio e i due spazi sono, da un punto di vista topologico, la stessa
cosa.
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2.3 Compattezza.
Def. 2.20 Sia Y un insieme di uno spazio topologico X. Una collezione
di insiemi R = {Aα, α ∈ A} e` detto un ricoprimento di Y se
Y ⊆
⋃
α∈A
Aα ,
e il ricoprimento e` detto finito se l’insieme degli indici A e` finito.
Se il ricoprimento e` formato con insiemi aperti in X allora il ricopri-
mento e` detto ricoprimento aperto.
Se R = {Aα, α ∈ A} e` un ricoprimento di Y , R′ ⊆ R, e R′ e` esso
stesso un ricoprimento di Y , si dice che R′ e` un sottoricoprimento.
Def. 2.21 Sia X uno spazio topologico. Esso si dice compatto se da ogni
ricoprimento aperto:
X =
⋃
α
Oα , Oα aperto ,
e` possibile estrarre un sottoricoprimento finito:
X =
N⋃
i=1
Oαi .
Def. 2.22 Sia X uno spazio topologico, allora Y ⊆ X e` detto compatto
se e` compatto come spazio topologico con la topologia indotta da X su Y .
In pratica Y e` compatto se da ogni ricoprimento aperto di Y :
Y ⊆
⋃
α
Oα ,
e` possibile estrarre un sottoricoprimento finito come nella definizione valida
per tutto lo spazio (l’unica differenza consiste nel fatto che il ricoprimento
puo` essere sovrabbondante). Abbiamo immediatamente il seguente risultato:
Teo. 2.8 Sia X uno spazio topologico compatto. Allora ogni sottoinsieme
chiuso C di X e` compatto.
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Dim. 2.8 Supponiamo di avere un ricoprimento aperto di C:
C ⊆
⋃
α
Oα ,
gli insiemi Oα, assieme al complementare di C, X \ C, formano un ricopri-
mento aperto di X. E` allora possibile estrarre un sottoricoprimento finito
(che non e` restrittivo assumere che contenga anche X \ C) di X:
X =
N⋃
i=1
(Oαi)
⋃
(X \ C) .
Eliminando X\C (sicuramente C non e` sottoinsieme del suo complementare)
otteniamo un ricoprimento finito di C.
Il viceversa (cioe` che un insieme compatto sia anche chiuso) non e` imme-
diato e vedremo in seguito sotto quali condizioni verificare cio`.
Consideriamo ora una funzione tra due spazi topologici.
Teo. 2.9 Siano X e Y due spazi topologici e f : X −→ Y una funzione
continua e suriettiva tra i due spazi. Allora se X e` compatto anche Y e`
compatto.
Dim. 2.9 Consideriamo un ricoprimento aperto di Y :
Y =
⋃
α
Oα ,
allora le retroimmagini f−1(Oα) formano un ricoprimento aperto di X. Pos-
siamo selezionarne quindi un numero finito:
X =
N⋃
i=1
f−1(Oαi) ,
ed essendo f suriettiva e f(f−1(Oα)) = Oα, otteniamo che gli aperti Oαi
formano un sottoricoprimento finito di Y che risulta compatto.
Come conseguenza abbiamo:
Cor. 2.10 Se f : X −→ Y e` continua e X e` compatto, allora f(X) e`
compatto.
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Osservazione. Le funzioni continue sui compatti trasportano le informazioni
di compattezza in avanti (dallo spazio di partenza allo spazio di arrivo).
Invece le proprieta` di chiusura o apertura sono trasportate all’indietro (la
retroimmagine di un aperto (chiuso) tramite una funzione continua e` un
aperto (chiuso)).
2.3.1 Assiomi di separazione.
Osserviamo ora che se siamo in uno spazio metricoM , possiamo definire una
topologia, ma la struttura dello spazio risulta molto piu` ricca di un semplice
spazio topologico. Ad esempio, grazie alla nozione di distanza, possiamo
sempre separare nettamente tra loro i punti. Se abbiamo x, y ∈M con x 6= y
allora esistono due sfere aperte S(x, ), S(y, η) a intersezione vuota:
S(x, )
⋂
S(y, η) = ∅ .
Essendo i punti distinti la loro distanza e` non nulla, d(x, y) > 0, e basta
allora scegliere  e η positivi e tali che  + η < d(x, y). In questo modo e`
impossibile trovare un punto z appartenente all’intersezione delle due sfere
perche` in tal caso si avrebbe:
d(x, y) ≤ d(x, z) + d(z, y) < + η ,
in contraddizione con la scelta operata.
Per gli spazi topologici in generale si possono individuare quelli che per
le loro proprieta` sono piu` simili a quelli metrici. Per fare cio` occorrono delle
condizioni aggiuntive dette assiomi di separazione.
Def. 2.23 (Assioma T0) (assioma di Kolmogorov). Uno spazio topolo-
gico X e` detto un T0–spazio o di Kolmogorov, se per ogni x, y ∈ X, con
x 6= y, esiste un intorno di x che non contiene y, oppure esiste un intorno
di y che non contiene x.
Esempio 2.12 Sulla retta reale definiamo come aperti le semirette:
Sy = {x ∈ R ; x > y} .
Le proprieta` degli aperti sono banalmente verificate, come pure l’assioma di
Kolmogorov. Infatti se x < y, allora, scelto z con x < z < y, y appartiene
a Sz, intorno aperto di y non contenente x (ma non possiamo trovare un
intorno aperto di x che non contenga y).
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Def. 2.24 (Assioma T1) (assioma di Fre´chet). Uno spazio topologico
X e` detto un T1–spazio o spazio di Fre`chet, se per ogni x, y ∈ X, con
x 6= y, esistono un intorno Ox del punto x non contenente y e un intorno
Oy del punto y non contenente x.
Osservazione. In un T1–spazio un punto singolo costituisce un insieme chiuso.
Infatti se x 6= y esiste un intorno Oy di y non contenente x, per cui Oy e` tutto
contenuto nel complementare dell’insieme {x}. Tale complementare e` quindi
aperto (ogni punto e` interno). Ricordiamo che un intorno di un punto deve
contenere un aperto contenente il punto. Vale anche il viceversa, cioe` se la
topologia e` tale che {x} e` chiuso per ogni x allora vale l’assioma di Fre´chet.
Infatti se y 6= x il complemetare di {x} e` un intorno di y non contenente x e
il complementare di {y} e` un intorno di x non contenente y.
Osservazione. L’esempio 2.12 non verifica T1, ma ogni spazio T1 e` chiaramente
anche T0.
Def. 2.25 (Assioma T2) (assioma di Hausdorff). Uno spazio topologico
X e` detto spazio separato o spazio di Hausdorff oppure T2–spazio, se per
ogni x, y ∈ X con x 6= y esistono un intorno Ox di x e un intorno Oy di y
disgiunti tra loro:
Ox
⋂
Oy = ∅ .
Osservazione. Chiaramente, l’assioma T2 implica T1, e in particolare abbia-
mo ancora che ogni punto costituisce un insieme chiuso, ma non e` vero il
viceversa, cioe` che T1 implichi T2. Consideriamo ad esempio il seguente
esempio.
Esempio 2.13 SiaX un insieme infinito e definiamo gli aperti come la famiglia:
O = {∅, X, (X \ F ), con F sottoinsieme finito di X} ,
cioe` un insieme e` aperto se si ottiene da X togliendo un numero finito di
punti. Con tale topologia X risulta T1 ma non T2. Infatti, dati x e y
distinti, gli insiemi Ox = X \ {y} e Oy = X \ {x} verificano l’assioma di
Fre´chet, ma, essendo X infinito non e` possibile trovare due aperti non vuoti
disgiunti tra loro.
La proprieta` di Hausdorff, che per quanto visto sopra e` verificata dagli
spazi metrici, garantisce il seguente risultato che completa sostanzialmente
il teorema 2.8.
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Teo. 2.11 Sia X uno spazio di Hausdorff, allora ogni sottoinsieme K
compatto risulta anche chiuso.
Dim. 2.11 Basta mostrare che il complementare di K e` aperto, cioe` che per
ogni x /∈ K esiste un aperto (o un intorno) Ux contenente x e a intersezione
vuota con K.
Essendo X di Hausdorff per ogni y ∈ K esistono due insiemi aperti
e disgiunti Uy e Vy contenenti x e y rispettivamente (x lo teniamo fisso e
costruiamo gli aperti Uy e Vy al variare di y ∈ K):
Uy
⋂
Vy = ∅ .
La famiglia di insiemi {Vy ; y ∈ K} e` un ricoprimento aperto di K (non con-
tenente x). K e` compatto per cui possiamo considerare un sottoricoprimento
finito {Vyi ; i = 1, . . . , n} di K non contenente x:
K ⊆
n⋃
i=1
Vyi .
Considerando i corrispondenti insiemi Uyi , i = 1, . . . , n, e la loro intersezione:
Ux =
n⋂
i=1
Uyi ,
Ux risulta un aperto contenente x e a intersezione nulla con K:
Ux
⋂
K ⊆ Ux
⋂(⋃
i
Vyi
)
= ∅ .
Per l’arbitrarieta` di x /∈ K, K risulta chiuso.
Da tale dimostrazione, considerando gli insiemi aperti Ux (contenente x)
e il ricoprimento di K:
V =
n⋃
i=1
Vyi ,
aperto e chiaramente disgiunto da Ux possiamo dedurre anche il seguente
risultato.
Teo. 2.12 Sia X uno spazio di Hausdorff, allora per ogni punto x e com-
patto K disgiunti, cioe` con x /∈ K, esistono due aperti Ux, V disgiunti,
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contenenti x e K rispettivamente:
Ux
⋂
V = ∅ , x ∈ Ux , K ⊆ V .
Questa separazione puo` essere estesa a coppie di compatti:
Teo. 2.13 Sia X uno spazio di Hausdorff, allora dati due compatti di-
sgiunti H, K, H
⋂
K = ∅, esistono due aperti U e V disgiunti e contenenti
H e K rispettivamente:
U
⋂
V = ∅ , H ⊆ U , K ⊆ V .
Dim. 2.13 Per ogni x ∈ H possiamo trovare Ux e Vx aperti tali che (teorema
2.12):
x ∈ Ux , K ⊆ Vx , Ux
⋂
Vx = ∅ .
La collezione degli insiemi Ux al variare di x in H e` quindi un ricoprimento
per H da cui possiamo estrarre un sottoricoprimento finito:
H ⊆
n⋃
j=1
Uxj = U .
Considerando ora i corrispondenti aperti Vxj , ognuno contenente K, abbiamo
che la loro intersezione:
V =
n⋂
j=1‘
Vxj ,
e` disgiunta da U e contiene K.
Siamo ora in grado di mostrare un importante risultato relativo agli spazi
metrici a dimensioni finite:
Teo. 2.14 Un insieme in Rn e` compatto se e solo se e` chiuso e limitato.
Osservazione. La nozione di limitatezza e` legata alla nozione di distanza e un
insieme puo` essere limitato in una metrica ma non in un’altra. La limitatezza
e` una nozione metrica e non topologica.
Dim. 2.14 Consideriamo un compatto K in Rn. Sappiamo che Rn e` uno
spazio metrico con la distanza ordinaria (esempio 2.7) per cui risulta uno
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spazio topologico separato. In uno spazio di Hausdorff ogni insieme compatto
risulta anche chiuso (teorema 2.11). Occorre mostrare che e` anche limitato.
Supponiamo per assurdo che non sia limitato, allora per ogni m intero
positivo possiamo trovare un elemento xm ∈ K con d(0, xm) = |xm| ≥ m.
Consideriamo l’insieme S = {xm, m = 1, 2, . . .}. Esso e` un insieme chiuso
in quanto il suo complementare e` aperto: all’interno di ogni sfera (di raggio
percio` finito) centrata in un punto non appartenente a S possiamo trovare al
piu` un numero finito di punti di S e quindi possiamo restringere la sfera in
modo che non contenga alcun punto di S. Il centro della sfera risulta quindi
un punto interno al complementare di S. Essendo S chiuso e sottoinsieme
del compatto K, anche S e` compatto. Se consideriamo il ricoprimento di
S formato mediante sfere centrate nei punti di S, e ognuna con un proprio
raggio j:
S ⊆
⋃
xj∈S
S(xj, j) ,
ogni sfera potra` contenere al massimo un numero finito di punti di S e quindi
non e` possibile che S sia compatto. Questo assurdo porta a concludere che
K deve essere limitato, oltre che chiuso.
Supponiamo ora di avere un insieme K ⊆ Rn chiuso e limitato e vediamo
che deve essere compatto. Intanto se e` limitato deve essere contenuto in un
poli-intervallo (o poli-rettangolo) chiuso:
K ⊆ B = {x = (x1, . . . , xn) ∈ Rn; aj ≤ xj ≤ bj} .
Se mostriamo che B e` compatto anche K, essendo chiuso (in Rn e quindi
anche in B secondo la topologia indotta su B), e` compatto.
Sia quindi:
O =
⋃
α
Oα ,
un ricoprimento arbitrario di B, e supponiamo per assurdo che non esista
un sottoricoprimento finito. Bisecando ogni lato del polirettangolo possiamo
costruire 2n sottorettangoli di cui almeno uno di questi, B1, non e` ricoperto
da un sottoricoprimento finito. Siano a
(1)
j , b
(1)
j le coordinate degli estremi di
tale sottorettangolo, allora:
aj ≤ a(1)j < b(1)j ≤ bj ; b(1)j − a(1)j =
bj − aj
2
,
ed e` chiaro che B1 ⊆ B. Possiamo reiterare il ragionamento bisecando
ulteriormente B1, costruendo B2 non compatto e di lati con ampiezza:
b
(2)
j − a(2)j =
bj − aj
22
.
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Proseguendo su questa via possiamo costruire una successione decrescente
(secondo l’inclusione) di polirettangoli Bm ⊇ Bm+1:
Bm = {x ∈ Rn ; a(m)j ≤ xj ≤ b(m)j } , b(m)j − a(m)j =
bj − aj
2m
,
di dimensioni sempre piu` ridotte. In particolare otteniamo una successione
a
(m)
j , m = 1, 2, . . ., monotona crescente (e limitata da bj), ed una successione
monotona decrescente b
(m)
j , m = 1, 2, . . ., convergenti ad un certo cj comune:
a
(m)
j ↗ cj ↙ b(m)j , a(m)j ≤ cj ≤ b(m)j ,
Si viene quindi a definire un punto c ∈ B che sara` contenuto in un aperto Oα
del ricoprimento, e quindi in una sfera di raggio opportuno α, S(c, α) ⊆ Oα.
Tale sfera, essendo c il limite comune delle successioni di estremi, conterra`
uno almeno (e quindi tutti i successivi) dei polirettangoli Bm, che risultano
ricoperti da un solo Oα. Cio` contraddice il fatto che Bm non sia compatto,
per cui B deve essere compatto.
La proprieta` di Hausdorff ha conseguenze anche sulla continuita`. In
particolare come conseguenza del corollario 2.10 e del precedente risultato
abbiamo il teorema di Weierstrass:
Teo. 2.15 Se f e` una funzione reale e continua su un compatto allora f
ammette massimo e minimo.
Dim. 2.15 E` una conseguenza immediata del fatto che f muta compatti in
compatti e un compatto in R e` un insieme chiuso e limitato, quindi dotato
di massimo e minimo.
Teo. 2.16 Se f e` una trasformazione continua tra uno spazio topologico
compatto X e uno spazio di Hausdorff Y allora f manda insiemi chiusi
in insiemi chiusi.
Dim. 2.16 Sia C chiuso in X, allora C risulta compatto (vedi teorema 2.8)
e il suo trasformato f(C) e` compatto (corollario 2.10). Poiche` siamo in uno
spazio di Hausdorff f(C) e` chiuso.
Volendo avvicinarsi sempre piu` alle proprieta` topologiche degli spazi me-
trici si estendono le proprieta` di separazione dei teoremi 2.12 e 2.13 dai
compatti ai chiusi.
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Def. 2.26 (Assioma T3) (assioma di Vietoris). Uno spazio topologico
X e` detto un T3–spazio se per ogni chiuso C = C
− e per ogni x /∈ C
esistono due aperti disgiunti U e Ux con C ⊆ U e x ∈ Ux.
Osservazione. Uno spazio T3 puo` non essere T1 (e quindi puo` non essere T2).
Vediamolo con un esempio.
Esempio 2.14 Sia X = {a, b, c}, con a, b, c distinti e definiamo una topologia
tramite gli aperti:
O = {∅, X, {a}, {b, c} } .
I chiusi di tale spazio sono tutti e soli gli elementi di O. Allora X risulta
ovviamente T3, ma non e` T1 perche`, ad esempio, {b} non e` chiuso.
L’esempio 2.14 mostra anche che uno spazio T3 puo` non essere T0. Infatti
considerando i punti b e c non riusciamo a trovare un aperto che contenga
uno solo dei punti.
Def. 2.27 Uno spazio T3 che sia anche T1 e` detto regolare.
Osservazione. Se X e` regolare consideriamo x, y ∈ X, x 6= y. Abbiamo che
x /∈ {y} ({y} e` chiuso, essendo X uno spazio T1), per cui esistono un intorno
U di x e un aperto V contenente {y} come sottoinsieme, con U e V disgiunti.
Ma y ∈ V ovviamente, per cui abbiamo verificato l’assioma T2. Uno spazio
regolare risulta quindi anche T2, ma consideriamo il seguente esempio.
Esempio 2.15 Sia X = R2 con la topologia generata dalla base di aperti
σ(x, ), con x ∈ R2,  > 0, e:
σ(x, ) =
{
y ∈ R2 ; y = x oppure (y1 − x1)2 + (y2 − x2)2 < 2 , y1 6= x1
}
.
Alle sfere aperte della topologia ordinaria viene tolto un diametro (ma non il
centro) lungo la seconda direzione. Come le sfere questi insiemi generano uno
spazio topologico di Hausdorff, ma non e` uno spazio T3. Infatti se prendiamo
l’insieme:
C = {(0, ξ) ; 0 < ξ ≤ 1} ,
questo risulta chiuso (l’unico punto che lo potrebbe rendere non chiuso e`
l’origine, che pero` risulta un punto esterno grazie alla particolare costruzione
della topologia). D’altra parte non e` possibile trovare due aperti disgiunti
che contengano l’uno C e l’altro l’origine.
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Def. 2.28 (Assioma T4) (assioma di Tietze). Uno spazio topologico X
e` detto un T4–spazio se per ogni coppia di insiemi chiusi e disgiunti:
C1 = C
−
1 , C2 = C
−
2 , C1 ,
⋂
C2 = ∅
esistono due aperti disgiunti contenenti i due chiusi rispettivamente:
C1 ⊆ O1 = O◦1 , C2 ⊆ O2 = O◦2 , O1
⋂
O2 = ∅ .
Osservazione. Uno spazio T4 puo` non essere T1 (e quindi puo` non essere T2)
e puo` non essere T3, come risulta dal seguente esempio.
Esempio 2.16 Sia X = {a, b, c}, con a, b, c distinti. Definiamo una topologia
tramite gli aperti:
O = {∅, X, {a}, {b}, {a, b}} .
I chiusi sono dati da:
C = {∅, X, {b, c}, {a, c}, {c}} .
Una rapida analisi mostra che X e` T4 in quanto non abbiamo chiusi (non
banali) disgiunti, ma non e` T1 in quanto {a} non e` chiuso, e non e` T3 in
quanto non riusciamo a separare tramite aperti disgiunti il punto a e {c}
(come insieme chiuso).
Def. 2.29 Uno spazio T4 che sia anche T1 e` detto normale.
Osservazione. Chiaramente uno spazio normale risulta uno spazio regolare.
Infatti, se x ∈ X e C = C−, con x /∈ C, possiamo separare tramite aperti
disgiunti C e {x} (chiuso in quantoX e` uno spazio T1). Viceversa, il seguente
esempio mostra che uno spazio regolare puo` non essere normale.
Esempio 2.17 Sia X il semipiano reale:
X =
{
x = (x1, x2) ∈ R2 ; x2 ≥ 0
}
.
Se x = (x1, x2) ∈ X e x2 >  > 0, poniamo:
σ(x, ) =
{
y = (y1, y2) ∈ X ; (y1 − x1)2 + (y2 − x2)2 < 2
}
;
se invece x2 = 0, poniamo ( > 0):
σ(x, ) =
{
y = (y1, y2) ∈ X ; (y1 − x1)2 + (y2 − )2 < 2
}⋃{(x1, 0)} .
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Gli insiemi σ(x, ) forniscono una base per una topologia per X; il corrispon-
dente spazio topologico (detto piano di Moore) risulta uno spazio T3 ma non
T4.
Limitiamoci a provare che non e` T4. Siano (con Q indichiamo l’insieme
dei numeri razionali):
C1 = {(ξ, 0) ; ξ ∈ Q} ,
C2 = {(ξ, 0) ; ξ ∈ R \Q} ,
allora C1 e C2 sono chiusi, ma se O1 e O2 sono aperti con C1 ⊆ O1 e C2 ⊆ O2,
abbiamo necessariamente O1
⋂
O2 6= ∅.
T0 - T1 - T2 T3 T4
?
@
@
@R
 
 
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T1+T3
?
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A
A
A
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Figura 2.7: Gerarchia di spazi topologici.
Osservazione. Ogni spazio metrico risulta normale. Innanzitutto, come ab-
biamo visto, uno spazio metrico e` di Hausdorff, quindi anche T1. Si tratta
quindi di vedere che due chiusi disgiunti possono essere separati tramite due
aperti. Siano A e B due insiemi chiusi e disgiunti:
A = A− , B = B− , A
⋂
B = ∅ ,
allora ogni punto a ∈ A e` esterno a B e ogni punto b ∈ B e` esterno ad A.
Percio` se a ∈ A e b ∈ B, esistono a e b positivi tali che:
S(a, a)
⋂
B = ∅ , S(b, b)
⋂
A = ∅ .
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Poniamo
U =
⋃
a∈A
S(a,
a
2
) , V =
⋃
b∈B
S(b,
b
2
) .
Chiaramente A ⊆ U , B ⊆ V , U e V sono aperti, e mostriamo che sono
disgiunti. Infatti se per assurdo esistesse x ∈ U ⋂V , allora:
x ∈ S(a, a
2
) , x ∈ S(b, b
2
) ,
per opportuni a ∈ A e b ∈ B, e si avrebbe:
d(a, b) ≤ d(a, x) + d(x, b) < 1
2
(a + b) .
Se a ≤ b allora risulta d(a, b) < b e a ∈ S(b, b) da cui l’assurdo:
S(b, b)
⋂
A 6= ∅ .
Analogamente se b ≤ a, si avrebbe b ∈ S(a, a). Pertanto U
⋂
V = ∅, e lo
spazio metrico e` T4.
2.3.2 Densita` e separabilita`.
Spesso risulta complicato dimostrare direttamente una proprieta` per tutti gli
elementi di un insieme ma puo` risultare piu` facile la verifica per “quasi tutti”
gli elementi e poi trasportarla su tutto l’insieme. Il concetto di “quasi tutti”
gli elementi puo` essere formalizzato nel concetto di densita`.
Def. 2.30 Siano A e B due insiemi in uno spazio topologicoX con A ⊆ B.
Allora A e` detto denso in B se B ⊆ A−.
Sostanzialmnte questo significa che per ogni punto b ∈ B possiamo trovare
un elemento a ∈ A “vicino” topologicamente a b, cioe` in ogni intorno di b
possiamo trovare un elemento a ∈ A (b e` un punto di aderenza per A).
Spesso gli elementi su cui verificare una proprieta` sono caratterizzati da
interi, cioe` costituiscono un insieme numerabile. Questo porta al concetto di
separabilita` (da non confondere con la “separazione” discussa in precedenza).
Def. 2.31 Uno spazio topologico X e` detto separabile se esiste un sottoin-
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sieme denso in X e numerabile:
{xn ∈ X , n = 1, 2, . . . }− = X . (2.40)
Topologicamente abbiamo visto come le basi di aperti permettano di de-
terminare tutta la topologia dello spazio. Una base di aperti e` in generale un
insieme infinito e puo` essere comodo averla indicizzata tramite interi. Questo
e` strettamente connesso con la separabilita` dello spazio, per lo meno in uno
spazio metrico.
Teo. 2.17 Sia X uno spazio metrico. Allora X e` separabile se e solo se
esiste una base di aperti numerabile.
Dim. 2.17 Consideriamo prima l’affermazione diretta e poi l’inversa.
Separabilita`⇒ base numerabile. Sia X separabile, allora abbiamo un insieme
numerabile Y = {xj} denso in X. Consideriamo le sfere di centro xj e raggio
1/n:
Sj,n = S(xj,
1
n
), j, n = 1, 2, . . . , (2.41)
(le coppie di numeri interi formano un insieme numerabile) e mostriamo che
queste formano una base di aperti. Per fare cio` basta mostrare che qualsiasi
sfera S(x, δ) (mediante le sfere costruiamo la topologia in uno spazio metrico)
e` unione di sfere del tipo (2.41). Sia y appartenente ad una sfera S(x, δ),
d(x, y) < δ, allora, essendo Y denso (inX), in ogni intorno di y, in particolare
una sfera S(y, η) di raggio arbitrario η, posso trovare un elemento xj ∈ Y :
d(xj, y) < η ,
e y ∈ S(xj, η). Scegliendo η = 1/n in modo da rimanere sempre all’interno
della sfera originaria S(x, δ), anche con la sfera S(xj, η):
2η + d(x, y) =
2
n
+ d(y, x) < δ ,
ottengo xj ∈ S(x, δ), y ∈ Sj,n, con Sj,n ⊆ S(x, δ). Questo dimostra che
all’interno di S(x, δ) troviamo delle sfere Sj,n in corrispondenza ad ogni punto
e che:
S(x, δ) =
⋃
Sj,n⊆S(x,δ)
Sj,n .
Base numerabile ⇒ separabilita`. Supponiamo l’esistenza di una base nu-
merabile di aperti O = {On}. Scegliamo un punto xn in ogni aperto On
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(escludendo l’insieme vuoto che possiamo assumere coincidente con O0). Ot-
teniamo in questo modo un insieme Y = {xn} denso in X. Infatti se x ∈ X
e W e` un intorno aperto di x, W e` unione di aperti della base numerabile
W =
⋃
i
Oni ,
e in corrispondenza ad ogni Oni troviamo un elemento xni ∈ Y . x e` quindi
di aderenza per Y .
Notiamo che la metrica e` stata usata solo nella dimostrazione dell’affer-
mazione diretta (separabilita` ⇒ base numerabile). Per la validita` dell’affer-
mazione inversa (base numerabile ⇒ separabilita`) tale richiesta puo` essere
omessa.
2.4 Successioni.
Def. 2.32 Sia X uno spazio topologico e {xn , n = 1, 2, . . . } una succes-
sione di elementi di X. Diremo che xn converge verso x se per ogni intorno
U di x esiste n(U) tale che xn ∈ U per ogni n ≥ n(U), e scriveremo:
x = lim
n→∞
xn , (2.42)
oppure:
xn−→x per n −→∞ ; (2.43)
xn −→
n→∞
x . (2.44)
In pratica significa che da ogni intorno di x risultano esclusi solo un
numero finito di elementi della successione, e gli elementi della successione si
“avvicinano” sempre piu` a x.
Il concetto di limite e` quindi strettamente legato alla topologia dello spa-
zio. Quando esiste il limite siamo abituati a pensare che tale limite sia unico,
ma tale proprieta` e` una prerogativa garantita solo negli spazi separati di
Hausdorff.
Teo. 2.18 Sia X uno spazio topologico di Hausdorff. Se xn e` una succes-
sione convergente, allora il limite e` unico.
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Dim. 2.18 Infatti se xn −→ x e contemporaneamente xn −→ y (cioe` sia x
che y verificano la definizione 2.32 di limite), allora da un certo punto in poi
i punti xn si troveranno sia in un intorno arbitrario di x che in un intorno
arbitrario di y, ma se x 6= y cio` non e` possibile perche` possiamo scegliere gli
intorni disgiunti. Pertanto si deve avere x = y.
Il concetto di convergenza di una successione e` molto simile al concetto
di continuita` per una funzione. Abbiamo in effetti il seguente risultato.
Teo. 2.19 Se f : X −→ Y e` una trasformazione fra due spazi topolo-
gici X e Y ed e` continua in un punto x, allora per ogni successione xn
convergente a x abbiamo che f(xn) e` una successione in Y convergente a
f(x).
Dim. 2.19 Sia U un intorno di f(x). Per la continuita` f−1(U) e` un intorno
di x, per cui xn ∈ f−1(U) per n ≥ n(U), e f(xn) ∈ U .
In generale, per spazi topologici arbitrari, il viceversa non e` vero, cioe` la
convergenza per successioni non implica la continuita`. Per avere cio` occorre
aggiungere delle ipotesi sulla struttura topologica degli intorni.
Essendo interessati alla convergenza e continuita` in un singolo punto x,
consideriamo il concetto di base di intorni di un punto.
Def. 2.33 Sia X uno spazio topologico e x ∈ X. Chiameremo base di
intorni di x una famiglia di intorni di x tali che ogni intorno (arbitrario)
di x contiene un intorno della famiglia.
Osservazione. Se X e` uno spazio metrico, allora ogni punto x possiede una
base di intorni numerabile. Basta considerare le sfere
Sn = S(x,
1
n
) .
Supponiamo che un punto x ammetta una base di intorni {Un} numerabi-
le. Allora e` possibile costruire la base di intorni {Vn} in modo tale che sia
ordinata rispetto all’inclusione (in senso decrescente):
V1 ⊇ V2 ⊇ V3 ⊇ · · · .
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Basta definire:
V1 = U1 ,
V2 = U1
⋂
U2 ,
V3 = U1
⋂
U2
⋂
U3 ,
...
Vn = U1
⋂
U2
⋂
· · ·
⋂
Un ,
...
L’esistenza di una base numerabile di intorni e` la proprieta` topologica
necessaria per far discendere la continuita` dalla continuita` per successione.
Teo. 2.20 Siano X, Y spazi topologici. x ∈ X possieda una base di
intorni numerabile e sia f : X −→ Y una applicazione fra i due spazi. Se
e` vero che per ogni successione xn convergente a x si ha che f(xn) converge
a f(x):
xn −→ x =⇒ f(xn) −→ f(x) , (2.45)
allora f e` continua in x.
Osservazione. Sostanzialmente nel caso di spazi topologici con basi di intor-
ni numerabili si puo` studiare la continuita` per mezzo della convergenza di
successioni.
Dim. 2.20 Se, per assurdo, f non e` continua in x esiste un intorno U di
f(x) tale che f−1(U) non e` un intorno di x. Questo implica che, avendo
costruito un base numerabile, decrescente, di intorni Vj ⊇ Vj+1 di x, f−1(U)
non contiene nessun intorno Vj, e per ogni Vj possiamo trovare xj ∈ Vj con
xj /∈ f−1(U), cioe` f(xj) /∈ U . Questo comporta che f(xj) non converge a f(x)
(altrimenti U dovrebbe contenere f(xj) da un certo punto in poi). D’altra
parte xj converge verso x. Infatti se W e` un intorno arbitrario di x esso
conterra` un intorno della base Vj e tutti i successivi (essendo essi decrescenti),
e conterra` xj e tutti i successivi punti della successione. L’ipotesi del teorema
e` che di conseguenza anche f(xj) converga a f(x). Da tale contraddizione
abbiamo che f deve essere continua in x.
Tramite l’esistenza di basi di intorni numerabili possiamo dare un’altra
caratterizzazione alla chiusura di un insieme A.
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Teo. 2.21 Sia X uno spazio topologico tale che ogni suo punto ammetta
una base di intorni numerabile e sia A un sottoinsieme di X. Allora vale
A− =
{
x ∈ X;x = lim
n→∞
xn , con xn ∈ A
}
. (2.46)
Dim. 2.21 Ricordiamo che abbiamo definito la chiusura come l’insieme dei
punti di aderenza:
A− = {x ∈ X; ogni intorno Ux di x contiene punti di A} .
Se x ∈ A− allora per ogni U intorno di x esiste y ∈ A⋂U . Consideriamo gli
intorni Vj della base e sia yj ∈ A il corrispondente punto in Vj. Chiaramente
otteniamo una successione yj ∈ A convergente a x.
Viceversa sia xn −→ x, con xn ∈ A. Allora per ogni intorno U di x
abbiamo xj ∈ U da un certo punto in poi. Ma xj ∈ A per cui x e` di aderenza
per A. Notiamo che questo e` sempre vero, indipendentemente dall’esistenza
della base numerabile. Il limite di una successione convergente e` sempre
un punto di aderenza per la successione e l’insieme di appartenenza della
successione.
Mediante le successioni si puo` costruire una nozione leggermente diversa
di compattezza, quella di sequenziale compattezza.
Def. 2.34 Un sottoinsieme K di uno spazio topologico X e` detto sequen-
zialmente compatto se da ogni successione di elementi di K e` possibile
estrarre una sottosuccessione convergente.
Osservazione. Notiamo che non e` necessario che la sottosuccessione sia con-
vergente nell’insieme K, e` importante che esista il limite in X. Se K e` chiuso
allora possiamo dire che il limite appartiene a K.
Nella pratica, quando abbiamo a disposizione una metrica, le due defini-
zioni, di compattezza e di sequenziale compattezza, sono equivalenti (a parte
la chiusura). Infatti abbiamo il seguente risultato.
Teo. 2.22 Sia X uno spazio metrico. Allora un sottoinsieme K e` com-
patto se e solo se K e` chiuso e sequenzialmente compatto.
Dim. 2.22 Sia K compatto. Essendo X metrico e quindi di Hausdorff, K
risulta chiuso. Supponiamo per assurdo che K non sia sequenzialmente com-
patto, allora esiste un successione di elementi xn di K che non ha alcuna
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sottosuccessione convergente. Tale successione deve avere quindi infiniti ele-
menti diversi tra loro (in caso contrario otterremo una sottosuccessione sta-
zionaria e convergente). Se prendo un generico punto x dello spazio deve
esistere un suo intorno (aperto) contenente al piu` un numero finito di punti
della successione (non possiamo convergere con una sottosuccessione da nes-
suna parte, per cui x non verifica la definizione di limite). Tramite gli intorni
di ogni punto cos`ı costruiti formiamo quindi un ricoprimento aperto di K.
Ogni collezione finita di aperti puo` contenere quindi al massimo un numero
finito di elementi della successione e quindi (essendo la successione in K),
non puo` formare un ricoprimento di K. Cio` contraddice l’ipotesi per cui K
deve risultare sequenzialmente compatto.
Viceversa sia ora K chiuso e sequenzialmente compatto. Mostriamo inna-
zitutto cheK e` separabile costruendo un suo sottoinsieme denso e numerabile.
Anticipiamo prima un risultato che approfondiremo in seguito. Se abbiamo
una successione xn convergente in uno spazio metrico, cioe` esiste il limite:
x = lim
n→∞
xn ,
allora necessariamente si ha (criterio di Cauchy):
d(xn, xm) ≤ d(xn, x) + d(x, xm) −→
m,n→∞
0 .
Consideriamo ora un punto x0 ∈ K e sia:
0 = sup
x∈K
d(x, x0) .
L’estremo superiore esiste ed e` finito. Infatti se non lo fosse potremmo
scegliere y1 ∈ K tale che:
d(y1, x0) > 1 ,
poi y2 in modo tale che:
d(y2, x0) > d(y1, x0) + 1 ,
e cosi via:
d(yn, x0) > d(yn−1, x0) + 1 ,
per cui:
d(yn, yn−1) ≥ |d(yn, x0)− d(yn−1, x0)| > 1 ,
e, in generale:
d(yn, x0) > d(ym, x0) + (n−m) , n > m ,
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d(yn, ym) > (n−m) , ∀n > m .
Allora per ogni sottosuccessione estratta da {yn} si avrebbe:
d(ynj , ynk) > |nj − nk| ≥ 1 ,
e la sottosuccessione non puo` convergere. Cio` costituisce una contraddizione
per cui 0 esiste ed e` finito. In pratica la sfera S(x0, 0) e` la sfera di ampiezza
minore che racchiude tutto K (“toccando” K sul bordo, vedi figura 2.8).
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Figura 2.8: Costruzione di un sottoinsieme denso di un compatto.
Appurata l’esistenza di 0, scegliamo un punto x1 ∈ K tale che:
0 ≥ d(x1, x0) ≥ 0
2
Dati i due punti x0, x1 consideriamo la funzione (limitata):
d1(x) = min{d(x, x0), d(x, x1)} ≤ d(x, x0) ≤ 0 ,
per cui, posto:
1 = sup
x∈K
d1(x) ≤ 0 ,
possiamo selezionare x2 tale che:
1 ≥ d1(x2) ≥ 1
2
.
Di nuovo abbiamo racchiuso l’insieme K nell’unione delle due sfere centrate
in x0 e x1 di raggio comune e minimo possibile 1 (figura 2.8).
Procedendo per ricorsione costruisco una successione di punti xn, e una
successione di reali n tale che:
n−1 ≥ min
0≤j≤n−1
d(xn, xj) ≥ n−1
2
,
n = sup
x∈K
(
min
0≤j≤n
d(x, xj)
)
≤ n−1 .
108 CAPITOLO 2. TOPOLOGIA.
La successione n e` decrescente per cui convergente. Essa deve tendere a
zero. Infatti, se cio` non fosse vero, esisterebbe η > 0 tale che:
n−1 ≥ min
0≤j≤n−1
d(xn, xj) ≥ n−1
2
> η ,
e non sarebbe possibile estrarre una sottosuccessione convergente dalla suc-
cessione xn. Cio` e` assurdo per cui n → 0.
Allora mediante i punti xn possiamo “approssimare” qualsiasi x ∈ K.
Dato  e scelto n <  abbiamo, per ogni x ∈ K:
min
0≤j≤n
d(x, xj) ≤ n <  ,
per cui esiste xj (j ≤ n) tale che:
d(x, xj) <  .
K risulta quindi separabile. Essendo K uno spazio metrico, ammette una
base di aperti numerabile {Vj}, con Vj aperto in K e:
K =
⋃
j
Vj .
Supponiamo ora di avere un ricoprimento aperto di K:
K ⊆
⋃
λ
Oλ ,
K =
⋃
λ
O′λ , O
′
λ = Oλ
⋂
K .
Sappiamo che ogni aperto O′λ e` unione di elementi della base numerabile
{Vj}. Costruiamo l’insieme di indici:
J = {j ; ∃ λ , Vj ⊆ O′λ} ,
allora:
K =
⋃
λ
O′λ =
⋃
j∈J
Vj .
Infatti ogni Vj, con j ∈ J, e` contenuto, per la scelta fatta, in almeno uno
degli aperti O′λ, e quindi nella loro unione. D’altra parte, ogni O
′
λ si ottiene
come unione di aperti della base Vj, e gli aperti che concorrono a tale unione
sono contenuti in O′λ, per cui deve esistere un sottoinsieme J
′ di J, tale che:
O′λ =
⋃
j∈J′
Vj , J
′ ⊆ J ,
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e l’unione di tutti gli aperti O′λ e` contenuta nell’unione dgli aperti Vj, j ∈ J.
Possiamo ora rinumerare l’insieme numerabile di aperti {Vj ; j ∈ J},
ottenendo sempre (non e` piu`, in generale, una base di aperti):⋃
j
Vj =
⋃
λ
O′λ = K ;
Per ogni j possiamo ora scegliere O′λ(j) tale che:
Vj ⊆ O′λ(j) ⊆ Oλ(j) ,
per cui abbiamo estratto un sottoricoprimento numerabile:
K =
⋃
j
Vj ⊆
⋃
j
Oλ(j) .
Vediamo ora che possiamo estrarre un sottoricoprimento finito. Se per
assurdo non fosse possibile, possiamo costruire una successione xn tale che:
x1 ∈ K , x1 /∈ Oλ(1) ,
x2 ∈ K , x2 /∈ Oλ(1)
⋃
Oλ(2) ,
...
xn ∈ K , xn /∈
n⋃
j=0
Oλ(j) ,
realizzando una successione in K tale che ogni Oλ(j) contiene solo un numero
finito di punti. Non e` quindi possibile estrarre una sottosuccessione conver-
gente in K. Di nuovo un assurdo per cui deve esistere un sottoricoprimento
finito e K e` compatto.
2.4.1 Completezza.
Come abbiamo visto nella dimostrazione del teorema 2.22, se abbiamo una
successione convergente in uno spazio metrico, la distanza tra gli elementi
della successione deve tendere a zero. Tale proprieta` e` detta di Cauchy.
Def. 2.35 Sia X uno spazio metrico. Allora una successione {xn} e` detta
di Cauchy se per ogni  > 0 esiste un n tale che:
d(xn, xm) <  ∀ n,m ≥ n . (2.47)
110 CAPITOLO 2. TOPOLOGIA.
Se abbiamo una successione xn convergente a x sappiamo che per ogni 
possiamo determinare n tale che se n ≥ n:
d(xn, x) <

2
,
per cui, se n,m ≥ n:
d(xn, xm) ≤ d(xn, x) + d(xm, x) <  .
Il viceversa non e` vero in generale, e quando le proprieta` dello spazio
metrico X sono tali da verificare cio` ci troviamo in presenza di uno spazio
completo.
Def. 2.36 Uno spazio metrico X e` detto completo se ogni successione di
Cauchy ammette un limite in X.
In pratica in uno spazio completo la condizione di Cauchy diventa un
criterio di convergenza non solo necessario ma anche sufficiente. Esempi di
spazi completi sono Rn e Cn in cui e` noto che il criterio di Cauchy e` il metodo
principale per verificare la convergenza di una successione.
Vediamo subito una semplice applicazione del concetto di completezza.
Def. 2.37 Sia X uno spazio metrico e f : X −→X una trasformazione
in tale spazio. f e` detta una contrazione se esiste una costante α, con
0 ≤ α < 1, tale che:
d(f(x), f(y)) ≤ α d(x, y) . (2.48)
Se ci troviamo in uno spazio metrico completo possiamo garantire allora
che:
Teo. 2.23 In uno spazio metrico completo ogni contrazione ammette un
unico punto fisso, cioe` un punto x tale che:
f(x) = x . (2.49)
Dim. 2.23 L’unicita` e` immediata. Supponiamo esistano due punti x, y tali
che f(x) = x, f(y) = y, allora:
d(f(x), f(y)) ≤ α d(x, y) ,
d(x, y) ≤ α d(x, y) ,
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con α < 1 si giunge ad un assurdo se x 6= y, per cui il punto fisso e` unico
(indipendentemente dalla completezza).
Vediamo ora l’esistenza della soluzione dell’equazione (2.49). Sia x0 un
qualsiasi punto (un “guess” iniziale per la soluzione), e costruiamo la succes-
sione:
xn = f(xn−1) , n = 1, 2, . . .
Allora abbiamo:
d(xn, xm) = d(f(xn−1), f(xm−1)) ≤ α d(xn−1, xm−1)
≤ α2 d(xn−2, xm−2) ≤ αm d(xn−m, x0) , (n > m) ,
d(xq, x0) ≤
q−1∑
j=0
d(xq−j, xq−j−1) ≤
q−1∑
j=0
αq−j−1 d(x1, x0)
=
(
q−1∑
j=0
αj
)
d(x1, x0) =
1− αq
1− α d(x1, x0) ,
d(xn, xm) ≤ αm 1− α
n−m
1− α d(x1, x0) ≤
αm
1− α d(x1, x0) ,
e, notando che 1−α > 0, αm −→ 0 per m→∞, abbiamo che la successione
xn e` di Cauchy. Essendo lo spazio completo, abbiamo l’esistenza del limite,
xn−→x, ed essendo ovvio che una contrazione e` anche una funzione continua:
xn = f(xn−1)
↓ ↓ n→∞
x = f(x) ,
provando il risultato.
Osservazione. Dalla relazione:
d(xn, xm) ≤ αm 1− α
n−m
1− α d(x1, x0)
mandando n all’infinito a fissato m, abbiamo:
lim
n→∞
d(xn, xm) ≤ α
m
1− α d(x1, x0) ,
e, poiche` la distanza e` essa stessa una funzione continua:
d(x, xm) ≤ α
m
1− α d(f(x0), x0) ,
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ottenendo una stima (anche se rozza) della rapidita` di convergenza. Un’altra
stima la otteniamo con un ragionamento gia` fatto, notando che:
d(xn+p, xn) ≤
p∑
j=1
d(xn+j, xn+j−1) ≤
p∑
j=1
αj d(xn, xn−1)
≤ α
1− α d(xn, xn−1) ,
da cui, passando al limite per p→∞:
d(x, xn) ≤ α
1− α d(xn, xn−1) .
In uno spazio metrico, possiamo raffinare ulteriormente il concetto di
continuita`.
Def. 2.38 Siano X e Y due spazi metrici dotati di distanze dX e dY
rispettivamente. Diremo che f : X −→Y e` uniformemente continua se
per ogni  > 0 esiste δ() tale che:
dY (f(x), f(y)) < 
ogni volta che
dX(x, y) < δ() ,
con δ() indipendente dalla scelta del punto x (o y) in cui si verifica la
continuita`.
Osservazione. Notiamo che la nozione di continuita` uniforme e` un concetto
metrico, non topologico, in quanto esprime una proprieta` della misura degli
intorni coinvolti nella definizione di continuita`.
Teo. 2.24 Siano X e Y spazi metrici, con X compatto e f : X −→Y
continua. Allora f e` uniformemente continua.
Dim. 2.24 Se f non fosse uniformemente continua allora esisterebbe un  > 0
e due successioni xn, yn tali che:
dY (f(xn), f(yn)) >  , dX(xn, yn) <
1
n
.
Ora, per la compattezza di X e la sua sequenziale compattezza, esiste una
sottosuccessione xnj −→x. Allora anche ynj −→x:
dX(ynj , x) ≤ dX(ynj , xnj) + d(xnj , x) <
1
n
+ d(xnj , x) .
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Siccome f e` continua, si deve avere f(xnj)−→ f(x) e f(ynj)−→ f(x), che
contraddice la relazione iniziale dY (f(xn), f(yn)) > .
La nozione di uniforme continuita` e` importante ai fini del prolungamento
continuo di applicazioni continue fra due spazi metrici.
Teo. 2.25 Siano X e Y due spazi metrici, X1 un sottoinsieme denso di
X e f una applicazione continua da X1 a Y . Se Y e` completo e f uni-
formemente continua, allora esiste una applicazione f˜ unica da X a Y ,
uniformemente continua, che prolunga f , cioe`:
f(x) = f˜(x) ∀ x ∈ X1 . (2.50)
Dim. 2.25 Vediamo subito l’unicita` dell’estensione che risulta verificata anche
se Y non e` completo e f e` semplicemente continua. Infatti se x ∈ X e x /∈ X1,
esiste una successione xn ∈ X1 tale che xn−→x. Per la continuita` di f e
della sua estensione f˜ , f(xn) = f˜(xn)−→ f˜(x), e per l’unicita` del limite si
ha l’unicita` di f˜(x).
Vediamo ora l’esistenza. Sia x ∈ X, allora esiste una successione xn ∈ X1
tale che xn−→x (x potrebbe non appartenere a X1). Ora, per la continuita`
uniforme, f(xn) risulta di Cauchy:
dY (f(xn), f(xm)) <  se dX(xn, xm) < δ() ,
(con δ() indipendente da xn e xm), che e` verificata se n e m sono abbastanza
grandi. Essendo Y completo f(xn) converge ad un limite ξ ∈ Y :
f(xn)−→ ξ .
Consideriamo ora un’altra possibile successione in X1 convergente verso x,
yn−→x, allora f(yn) e` di Cauchy e converge verso un limite η. Abbiamo
(per la continuita` della distanza):
dY (ξ, η) = lim
n→∞
dY (f(xn), f(yn)) .
Siccome xn−→x, e yn−→x, la distanza dX(xn, yn) puo` essere resa piccola
a piacere e di conseguenza, per l’uniforme continuita` di f anche la distanza
dY (f(xn), f(yn)) puo` essere resa piccola a piacere. Pertanto ξ = η indipen-
dente dalla scelta della successione convergente a x. Abbiamo definito quindi
in maniera univoca una funzione f˜(x) per ogni x ∈ X:
f˜(x) = lim
n→∞
f(xn) , con xn −→
n→∞
x .
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Se x ∈ X1 possiamo considerare una successione stazionaria {xn = x}, per
la quale f(xn) = f(x)−→ f(x), per cui f˜ e` una estensione di f .
Vediamo ora che f˜ e` uniformemente continua. Sia  > 0, allora tramite
f (uniformemente continua in X1) possiamo trovare un δ() tale che:
dX(x, y) < δ(), x, y ∈ X1 =⇒ dY (f(x), f(y)) <  .
Siano allora x, y ∈ X, e xn, yn ∈ X1, tali che:
dX(x, y) <
δ()
3
, dX(x, xn) <
δ()
3
, dX(y, yn) <
δ()
3
;
allora:
d(xn, yn) ≤ d(xn, y) + d(y, x) + d(x, xn) < δ() =⇒ dY (f(xn), f(yn)) <  ,
e passando al limite per n→∞:
dY (f˜(x), f˜(y)) ≤  ,
per cui f˜ risulta uniformemente continua.
Osservazione. Una applicazione non si sa estendere con continuita` se Y non
e` completo. Sia X qualsiasi con X1 denso in X e Y = X1 con f(x) = x. Se
potessimo prolungare con continuita` giungeremmo ad un assurdo, malgrado
l’identita` sia uniformemente continua. Se esiste f˜ allora per ogni x ∈ X esiste
una successione xn−→x in X e xn = f(xn) = f˜(xn)−→ f˜(x) in Y = X1,
ma allora x ∈ X1 che e` assurdo.
Osservazione. Se Y e` completo, ma f non e` uniformemente continua, puo`
succedere che il prolungamento non esista. Si consideri il seguente esempio:
X = [ 0, 1 ] , X1 = ] 0, 1 ] , Y = R ,
f(x) =
1
x
, x ∈ X1 ,
che non puo` essere estesa a tutto l’inervallo [ 0, 1 ].
Il fatto che una successione di Cauchy possa non convergere puo` lasciare
perplessi essendo abituati a considerare tale condizione un criterio di con-
vergenza fondamentale. In effetti si puo` sempre fare in modo che il criterio
di Cauchy sia sufficiente aggiungendo, in un certo senso, allo spazio anche i
punti limite delle successioni di Cauchy. Per vedere cio` introduciamo prima
il concetto di isometria.
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Def. 2.39 Una applicazione f da uno spazio metrico X ad uno spazio
metrico Y e` detta isometrica se lascia invariate le distanze:
dY (f(x1), f(x2)) = dX(x1, x2) , (2.51)
e i due spazi sono detti isometrici qundo esiste una applicazione isometrica
tra loro.
Chiaramente l’applicazione isometrica fra i due spazi risulta una appli-
cazione continua, anzi uniformemente continua e, da un punto di vista me-
trico (e quindi anche topologico) lo spazio X e la sua immagine f(X) sono
perfettamente identificabili fra loro.
Def. 2.40 Sia X uno spazio metrico non completo, diremo che lo spazio
metrico completo X˜ e` un completamento di X, se esiste una applicazione
isometrica di X in X˜, tale che l’immagine di X e` densa in X˜.
Teo. 2.26 Ogni spazio metrico X non completo ammette un completa-
mento X˜. Inoltre due qualsiasi completamenti sono tra loro omeomorfi
tramite una isometria, cioe` il completamento e` unico a meno di isometrie.
Dim. 2.26 Vediamo subito l’unicita` del completamento. Siano X1 e X2 i
sottoinsiemi densi dei completamenti X˜1, X˜2, isometrici a X.
Allora siano fj : X −→Xj, j = 1, 2 le due corrispondenti applicazioni
isometriche (che sono su sulle loro immagini Xj). Esse sono invertibili e:
f2 ◦ f−11 : X1−→X2 ,
f1 ◦ f−12 : X2−→X1
sono una l’inversa dell’altra e isometriche. Ora f2 ◦ f−11 e` prolungabile uni-
vocamente in una applicazione T : X˜1−→ X˜2 continua e quindi isometri-
ca. Analogamente f1 ◦ f−12 e` prolungabile univocamente in una applicazione
S : X˜2−→ X˜1 continua e isometrica.
Sia ora x ∈ X˜1, allora esiste una successione xj in X1 con xj −→x in X˜1.
Vale:
(S ◦ f2 ◦ f−11 )(xj) = xj ,
e passando al limite per j →∞ si ha:
S(T (x)) = x .
Analogamente:
T (S(z)) = z , ∀ z ∈ X˜2 .
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Le distanze sono preservate per cui T e S sono le isometrie (una l’inversa
dell’altra) richieste fra X˜1 e X˜2 che rendono i due spazi omeomorfi.
Vediamo ora come individuare un completamento. Si consideri l’insieme
delle successioni di Cauchy in X. Su questo insieme poniamo una relazione
di equivalenza:
{xn} ∼ {yn} se lim
n→∞
d(xn, yn) = 0 .
E` chiaro che si tratta di una relazione di equivalenza che divide l’insieme delle
successioni di Cauchy in classi di equivalenza [ {xn} ]. Sia X˜ l’insieme di que-
ste classi. Possiamo costruire una corrispondenza φ fra X e un sottoinsieme
di X˜:
φ(x) = [ {x} ] ,
che associa sostanzialmente a x la successione stazionaria {xn = x} e tutte
le successioni equivalenti. La corrispondenza φ e` 1-1 perche`:
φ(x) = φ(y) ⇒ [ {x} ] = [ {y} ] ⇒ x = lim
n→∞
x = lim
n→∞
y = y .
Dotiamo ora X˜ di una metrica. Siano {xn} e {yn} due successioni di Cauchy.
Abbiamo:
d(xn, yn) ≤ d(xn, xm) + d(xm, ym) + d(ym, yn) ,
|d(xn, yn)− d(xm, ym)| ≤ d(xn, xm) + d(yn, ym) .
Essendo le successioni di Cauchy, anche la successione, in R, {d(xn, yn)} e` di
Cauchy e quindi convergente (R e` completo), cioe` esiste:
d˜ = lim d(xn, yn) .
Se {xn} ∼ {x′n} e {yn} ∼ {y′n}, allora:
d(xn, yn) ≤ d(xn, x′n) + d(x′n, y′n) + d(y′n, yn) ,
|d(xn, yn)− d(x′n, y′n)| ≤ d(xn, x′n) + d(y′n, yn) .
Per cui d˜ e` indipendente dalle successioni scelte all’interno delle classi di
equivalenza, ma dipende solo dalle classi [ {xn} ] e [ {yn} ]. Definiamo allora:
d˜([ {xn} ], [ {yn} ]) = lim
n→∞
d(xn, yn) ,
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e lo spazio X˜ risulta metrico. Infatti possiamo verificare le proprieta` metri-
che:
d˜([ {xn} ], [ {yn} ]) ≥ 0 .
d˜([ {xn} ], [ {yn} ]) = 0 =⇒ lim d(xn, yn) = 0
=⇒ {xn} ∼ {yn} =⇒ [ {xn} ] = [ {yn} ] .
d˜([ {xn} ], [ {yn} ]) = d˜([ {xn} ], [ {yn} ]) .
d˜([ {xn} ], [ {yn} ]) = lim d(xn, yn) ≤ lim d(xn, zn) + lim d(zn, yn)
= d˜([ {xn} ], [ {zn} ]) + d˜([ {zn} ], [ {yn} ]) .
Considerando X1 = φ(X), e` chiaro che φ e` una isometria:
d˜(φ(x), φ(y)) = lim
n→∞
d(x, y) = d(x, y) .
Vediamo ora che X1 e` denso in X˜. Sia [ {xn} ] ∈ X˜, abbiamo:
d˜([ {xn} ], φ(xm)) = lim
n→∞
d(xn, xm) .
Essendo {xn} di Cauchy, dato  > 0, possiamo imporre d(xn, xm) <  per
n,m ≥ N(), da cui:
d˜([ {xn} ], φ(xm)) ≤  ,
(ogni successione di Cauchy e` approssimata dai suoi elementi).
Rimane da vedere la completezza di X˜. Sia x˜n una successione di Cauchy
in X˜. Per ogni n intero e positivo possiamo scegliere xn ∈ X tale che:
d˜(x˜n, φ(xn)) <
1
n
.
Gli elementi xn formano essi stessi una successione di Cauchy:
d(xn, xm) = d˜(φ(xn), φ(xm)) ≤ d˜(φ(xn), x˜n) + d˜(x˜n, x˜m) + d˜(x˜m, φ(xm))
<
1
n
+
1
m
+ d˜(x˜n, x˜m) .
E abbiamo che x˜ = [ {xn} ] costituisce proprio il limite della successione x˜n:
d˜(x˜n, x˜) ≤ d˜(x˜n, φ(xn)) + d˜(φ(xn), x˜) < 1
n
+ lim
k→∞
d(xn, xk) −→
n→∞
0 .
Essendo x˜n una successione di Cauchy arbitraria, X˜ risulta completo.
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Capitolo 3
Spazi lineari.
Vogliamo ora generalizzare le buone proprieta` degli spazi Rn e Cn al caso di
spazi vettoriali astratti, definiti assiomaticamente. In particolare, gli spazi
vettoriali che definiremo possono avere un numero arbitrario di dimensio-
ni. Questa generalizzazione e` di grande interesse per le applicazioni fisiche
in quanto e` spesso necessario considerare spazi a dimensioni infinite per la
descrizione matematica di un sistema. Un esempio e` fornito dalla trattazio-
ne quantistica dell’atomo di idrogeno, che pur costituendo un sistema molto
semplice, implica la costruzione di uno spazio vettoriale infinito-dimensionale.
3.1 Strutture algebriche.
Per giungere alla definizione di spazio vettoriale ripercorriamo la costruzione
delle varie strutture algebriche astratte, senza soffermarci troppo su di esse.
Def. 3.1 (Gruppo) Sia X un insieme in cui sia definita una operazione
binaria (detta anche legge di composizione) · che ad ogni coppia di elementi
a, b ∈ X associa un elemento di X indicato con a · b, o semplicemente a b:
· : (a, b)−→ a · b. (3.1)
Allora l’insieme X si chiama gruppo se l’operazione binaria verifica le
condizioni:
i) Vale la legge associativa:
∀ a, b, c ∈ X , (a · b) · c = a · (b · c) . (3.2)
ii) Esiste un elemento neutro u ∈ X tale che:
a · u = u · a = a, ∀ a ∈ X . (3.3)
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iii) Ogni elemento a ∈ X ammette l’elemento inverso a−1 tale che:
a · a−1 = u = a−1 · a . (3.4)
Per mettere in evidenza la legge di composizione binaria il gruppo viene
a volte indicato con la coppia (X, ·).
Def. 3.2 Un gruppo X si dice abeliano se vale la legge commutativa, cioe`
se:
a · b = b · a ∀ a, b ∈ X . (3.5)
Osservazione. Quando X e` un gruppo abeliano, spesso l’operazione binaria
viene detta addizione e indicata con +. In tal caso l’elemento neutro viene
detto zero e indicato con 0. L’inverso viene indicato con −a e si pone (per
convenzione):
a− b = a+ (−b) .
Il gruppo X viene anche detto, in questo caso, gruppo additivo.
Def. 3.3 Una applicazione f : X −→Y da un gruppo X ad un altro Y
si chiama omomorfismo se preserva l’operazione:
f(a · b) = f(a) · f(b) , ∀ a, b ∈ X . (3.6)
Se f e` anche biiettiva allora f viene detta un isomorfismo e i due gruppi
X e Y sono detti isomorfi.
Def. 3.4 Se f : X −→Y e` un omomorfismo, allora il nucleo di f e` definito
come l’insieme degli elementi di X che si trasformano, tramite f , nell’ele-
mento neutro u di Y :
N(f) = {a ∈ X ; f(a) = u } . (3.7)
Def. 3.5 (Anello) Sia A un insieme non vuoto in cui siano definite due
operazioni binarie, una detta addizione (o a volte somma) +, e una detta
moltiplicazione (o anche prodotto) ·:
+ : A× A −→A , (a , b)−→ a+ b , (3.8)
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· : A× A −→A , (a , b)−→ a · b = a b . (3.9)
A viene detto anello se sono verificate le proprieta`:
i) A e` un gruppo abeliano rispetto alla addizione.
ii) Vale la proprieta` associativa per la moltiplicazione:
(a · b) · c = a · (b · c) ∀ a, b, c ∈ A . (3.10)
iii) Vale la proprieta` distributiva della moltiplicazione rispetto alla addi-
zione:
a · (b+ c) = a · b+ a · c
(b+ c) · a = b · a+ c · a ∀ a, b, c ∈ A . (3.11)
Spesso l’anello viene indicato con la notazione (A,+, ·) per mettere in
evidenza le operazioni binarie della sua struttura.
Def. 3.6 Un anello A e` detto commutativo se la proprieta` commutativa
vale anche per la moltiplicazione:
a · b = b · a ∀ a, b ∈ A . (3.12)
Un anello A e` detto unitario se esiste un elemento neutro, detto unita`
e indicato con 1, per la moltiplicazione:
∃ 1 ∈ A ; 1 · x = x · 1 = x ∀ x ∈ A . (3.13)
Def. 3.7 (Campo) Un anello commutativo e unitario K e` definito campo
se ogni elemento a ∈ K, con a diverso dall’elemento neutro additivo (lo
zero), a 6= 0, ammette un inverso a−1 rispetto alla moltiplicazione:
∀ a ∈ K , a 6= 0 ∃ a−1 ∈ K , a · a−1 = a−1 · a = 1 . (3.14)
L’inverso moltiplicativo a−1 di a viene spesso detto reciproco e indicato
anche con 1
a
, per distinguerlo dall’inverso additivo, detto opposto e indicato
con −a.
Osservazione. Esempi importanti di campi sono l’insieme dei numeri reali R
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e l’insieme dei numeri complessi C. In pratica saranno gli unici campi che
useremo in seguito.
Dopo queste premesse giungiamo alla definizione vera e propria di spazio
vettoriale.
Def. 3.8 (Spazio vettoriale) Sia K un campo, i cui elementi sono detti
scalari, V un gruppo abeliano additivo, i cui elementi sono detti vettori. Se
esiste una applicazione, detta moltiplicazione per uno scalare per la quale
non useremo alcun simbolo particolare:
K× V −→ V ,
(k, x) −→ k x , (3.15)
tale che:
i) vale la proprieta` distributiva della moltiplicazione per uno scalare
rispetto alla somma tra vettori:
k (u+ v) = k u+ k v , ∀ k ∈ K, u, v ∈ V ; (3.16)
ii) vale la proprieta` distributiva della moltiplicazione per uno scalare
rispetto alla somma tra scalari:
(k + h)u = k u+ hu , ∀ k, h ∈ K, u ∈ V ; (3.17)
iii) vale la proprieta` associativa:
(k h)u = k (hu) , ∀ k, h ∈ K, u ∈ V ; (3.18)
iv) l’unita` 1 di K risulta elemento neutro anche per la moltiplicazione
per uno scalare:
1u = u , ∀ u ∈ V ; (3.19)
allora V viene detto spazio vettoriale o spazio lineare sul campo K.
Se K = R lo spazio vettoriale viene detto spazio vettoriale reale, mentre
se K = C, lo spazio e` detto spazio vettoriale complesso.
Abbiamo usato le stesse notazioni per indicare sia la somma tra vettori
che la somma tra scalari, come pure le stesse notazioni per la moltiplicazione
tra scalari e la moltiplicazione per uno scalare. Risulta evidente che si tratta
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di operazioni distinte, ma compatibili tra loro, e risultera` sempre chiaro dal
contesto di quale operazione si tratta.
Osservazione. Notiamo che nella definizione di spazio vettoriale non si fa uso
del fatto che K sia un anello commutativo dotato di inverso per ogni elemento
non nullo. In effetti si potrebbero richiedere esattamente le stesse proprieta`
con un anello unitario K invece di un campo. In questo modo si otterrebbe
una sruttura nota come K–modulo, che rappresenta una generalizzazione del
concetto di spazio vettoriale (gli scalari appartengono ad un anello invece che
ad un campo).
Osservazione. La moltiplicazione di un vettore per uno scalare e` definita con
lo scalare a sinistra del vettore, ma e` convenzione comune dare significato
anche al prodotto con lo scalare a destra del vettore assumendo:
v h ≡ h v h ∈ K, v ∈ V ,
ottenendo in ogni caso il multiplo del vettore v secondo il fattore di propor-
zionalita` h.
Vediamo qualche esempio di spazio vettoriale.
Esempio 3.1 Sia V = Rn formato dalle n-uple di numeri reali (x1, . . . , xn),
xj ∈ R, j = 1, 2, . . . , n. Rn diviene uno spazio vettoriale reale definendo la
somma tra vettori e la moltiplicazione per uno scalare tramite le relazioni:
(x1, x2, . . . , xn) + (y1, y2, . . . , yn) = (x1 + y1, x2 + y2, . . . , xn + yn) ,
α (x1, x2, . . . , xn) = (αx1, α x2, . . . , α xn), α ∈ R .
Esempio 3.2 Sia Cn formato dalle n-uple di numeri complessi (z1, . . . , zn), esso
diviene uno spazio vettoriale complesso definendo la somma tra vettori e la
moltiplicazione per uno scalare formalmente nella stessa maniera di Rn:
(x1, x2, . . . , xn) + (y1, y2, . . . , yn) = (x1 + y1, x2 + y2, . . . , xn + yn) ,
α (z1, z2, . . . , zn) = (α z1, α z2, . . . , α zn), α ∈ C .
Se lo scalare α lo restringo a R, mantenendo sempre come vettori gli
elementi di Cn, ottengo ancora uno spazio vettoriale, reale anziche` complesso
(ma di dimensione doppia).
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Esempio 3.3 Sia Y un insieme qualsiasi (non vuoto) e consideriamo l’insieme
delle funzioni da Y a R:
RY = {f : Y −→R} .
Esso diviene uno spazio vettoriale reale se lo strutturiamo con le usuali
operazioni algebriche tra funzioni:
(f + g)(y) = f(y) + g(y) ,
(α f)(y) = α f(y) , α ∈ R .
Osservazione. Con la notazione BA, con A e B insiemi, si denota l’insieme di
tutte le applicazioni da A a B, e la notazione deriva dal fatto che se A e B
sono finiti, anche l’insieme delle possibili applicazioni da A a B e` finito, e la
sua cardinalita` # e` proprio espressa dalla relazione:
#(BA) = (#B)#A
Esempio 3.4 Sia K = R oppure C, a scelta. Definisco X come l’insieme
delle sequenze (infinite) (x1, x2, . . . , xn, . . .) di elementi di K in cui solo un
numero finito di elementi xj e` non nullo. Con le definizioni abituali di somma
e moltiplicazione per uno scalare, X diviene uno spazio vettoriale su K. Si
possono verificare come esercizio tutte le proprieta` di spazio vettoriale.
Essendo uno spazio vettoriale un gruppo abeliano additivo, il suo elemen-
to neutro viene indicato con il simbolo 0, oppure, quando si vuole mettere
in evidenza la sua natura vettoriale, con i simboli 0 o ~0, distinguendolo
dall’elemento neutro additivo del campo K, indicato sempre con 0.
Osservazione. Risulta banale verificare che uno spazio costituito dal solo vet-
tore nullo, {0}, costituisce uno spazio vettoriale, denotato come spazio nullo,
ma in seguito, quando considereremo uno spazio vettoriale, assumeremo ge-
neralmente uno spazio non nullo, a meno di non menzionare esplicitamente
il fatto che sia uno spazio nullo.
Le definizioni di campo e spazio vettoriale comportano alcune conseguenze
di natura algebrica intuitive.
A) Gli elementi neutri (sia additivi che moltiplicativi) sono unici e per ogni
coppia di vettori x, y esiste un unico vettore z tale che:
x = y + z , (3.20)
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e vale:
z = x− y . (3.21)
B) Per ogni vettore x e per ogni scalare α:
0x = ~0 , α~0 = ~0 . (3.22)
C) La relazione (α scalare, x vettore):
αx = 0 , (3.23)
implica che o α = 0, oppure x = 0.
E` ovvio inoltre che la somma di un numero qualsiasi (finito) di elementi
(sia per gli scalari che per i vettori) e` univocamente definita indipendente-
mente dall’ordine con il quale eseguire le operazioni.
La struttura di spazio vettoriale puo` indurre tale proprieta` anche su un
sottoinsieme, che puo` divenire spazio vettoriale se strutturato con le mede-
sime operazioni, e per il quale si parla di sottospazio vettoriale. Non e` pero`
necessario verificare tutte le proprieta` di spazio vettoriale per il sottoinsieme,
ma e` sufficiente garantire la chiusura dell’insieme rispetto alle operazioni di
addizione tra vettori e di moltiplicazione per uno scalare. Tutte le proprieta`
di spazio vettoriale risultano automaticamente verificate in quanto valide per
lo spazio totale. Possiamo allora dare la seguente definizione equivalente di
sottospazio:
Def. 3.9 Un sottoinsieme L di uno spazio vettoriale X su un campo K e`
un sottospazio vettoriale (o sottospazio lineare) se verifica le proprieta`:
1) chiusura (algebrica) rispetto alla addizione fra vettori:
x , y ∈ L =⇒ x+ y ∈ L ; (3.24)
2) chiusura (algebrica) rispetto alla moltiplicazione per uno scalare:
α ∈ K , x ∈ L =⇒ αx ∈ L . (3.25)
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Osservazione. La chiusura algebrica di cui sopra non e` da confondere con
la chiusura in senso topologico. Non abbiamo ancora introdotto alcuna
topologia in uno spazio lineare.
Le proprieta` di spazio vettoriale per il sottoinsieme L sono garantite in
pratica se L e` chiuso rispetto alle combinazioni lineari (finite), cioe` possiamo
inglobare le condizioni (3.24) e (3.25) in una unica condizione:
α , β ∈ K , x , y ∈ L =⇒ αx+ β y ∈ L . (3.26)
E` immediato verificare che se abbiamo due sottospazi vettoriali L1 e
L2 di un medesimo spazio vettoriale V , la loro intersezione (non vuota in
quanto contiene almeno il vettore nullo) risulta un sottospazio. Al massi-
mo l’intersezione contiene solo il vettore nullo, ma risulta in ogni caso un
sottospazio.
Per quanto riguarda l’unione, in generale l’unione di sottospazi non e` piu`
un sottospazio, ma si puo` sempre costruire un sottospazio che la contenga.
3.1.1 Dipendenze lineari e basi.
Tramite le operazioni definite nello spazio vettoriale si possono costruire com-
binazioni lineari di vettori, generando nuovi vettori dipendenti dai precedenti.
Sorge allora il problema di determinare dei criteri per stabilire se un vettore
puo` essere o non essere esprimibile come combinazione lineare di altri vettori
assegnati. Questo porta alla definizione rigorosa del concetto di dipendenza
o indipendenza tra vettori.
Def. 3.10 Sia X uno spazio vettoriale sul campo K. Un insieme non
vuoto Σ ⊆ X di vettori e` detto linearmente indipendente se l’annullarsi
di una combinazione lineare finita di vettori arbitrari di Σ implica che i
corrispondenti coefficienti della combinazione sono nulli (xj ∈ Σ , αj ∈
K , j = 1, . . . , N):
N∑
j=1
αj xj = 0 =⇒ αj = 0 , j = 1, . . . N . (3.27)
Cioe` l’annullarsi dei coefficienti di una combinazione lineare non e` solo una
condizione sufficiente ma anche necessaria per ottenere il vettore nullo. In
caso contrario abbiamo un insieme di vettori dipendenti fra di loro.
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Def. 3.11 Sia X uno spazio vettoriale sul campo K. Un insieme non vuo-
to Σ ⊆ X di vettori e` detto linearmente dipendente se non e` linearmente in-
dipendente, cioe` se esiste un numero finito di vettori xj ∈ Σ , j = 1, . . . N ,
tali che:
N∑
j=1
αj xj = 0 , con αj 6= 0 , j = 1, . . . N . (3.28)
Osservazione. Notiamo che non abbiamo posto alcuna condizione sulla cardi-
nalita` dell’insieme Σ, questo puo` quindi essere finito, infinito, numerabile o
non numerabile, ma in ogni caso la verifica della dipendenza o indipendenza
lineare coinvolge sempre un numero finito N di vettori.
Chiaramente in un sistema di vettori linearmente indipendenti questi sono
non nulli e distinti fra loro. Infatti, se x1 = x2, abbiamo x1−x2 = 0, e quindi
troviamo una combinazione lineare nulla con coefficienti non nulli: α1 = 1,
α2 = −1.
Considerando i possibili sistemi di vettori linearmente indipendenti pos-
siamo distinguere due situazioni:
1) esistono dei sistemi di vettori linearmente indipendenti formati da un
numero arbitrariamente grande di vettori;
2) oppure in ogni sistema di vettori linearmente indipendenti il numero di
vettori che ne fanno parte e` limitato, cioe` il numero massimo di vettori
linearmente indipendenti e` finito.
Nel secondo caso diremo che lo spazio e` finito dimensionale e il numero
massimo n di vettori linearmente indipendenti viene chiamato dimensionalita`
dello spazio. Cio` significa che i gradi di liberta` sono in numero finito ed
ogni elemento dello spazio puo` essere espresso tramite un numero finito di
parametri. Per convenzione assumiamo inoltre che lo spazio nullo abbia
dimensione zero.
Nel primo caso abbiamo invece a che fare con uno spazio vettoriale detto
a infinite dimensioni.
Def. 3.12 Sia X uno spazio vettoriale su un campo K. Un insieme di
vettori Σ ⊆ X e` detto una base se e` un insieme linearmente indipendente
massimale, ovvero che non puo` essere ingrandito con l’aggiunta di ulteriori
vettori.
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Teo. 3.1 Un sistema di vettori Σ e` una base per uno spazio vettoriale
X se e solo se Σ e` formato da vettori linearmente indipendenti ed ogni
x ∈ X e` esprimibile in maniera univoca come combinazione lineare finita
di elementi di Σ:
x =
∑
α∈F
cα xα , xα ∈ Σ , F finito , (3.29)
Dim. 3.1 Se Σ e` una base allora e` formata per definizione da vettori linear-
mente indipendenti, e se aggiungiamo un vettore non nullo x ∈ X, x /∈ Σ,
{x}⋃Σ non e` piu` linearmente indipendente. Pertanto esistono degli scalari
d, dα, non tutti nulli ed in numero finito, tali che:
d x+
∑
α
dα xα = 0 , xα ∈ Σ .
La combinazione lineare e`, in base alle definizioni di dipendenza e indipen-
denza lineare, finita, e il coefficiente d di x e` non nullo (in caso contrario
avremmo solo una combinazione lineare nulla di xα ∈ Σ, indipendenti tra
loro, a coefficienti obbligatoriamente nulli). Pertanto:
x =
∑
α
(−dα)
d
xα =
∑
α
cαxα .
Chiaramente, se x ∈ Σ, la relazione (3.29) e` banalmente verificata (un
solo termine, x = x), mentre se x = 0, i coefficienti cα = 0 verificano
immediatamente e univocamente la relazione.
La combinazione lineare (3.29) che esprime x e` inoltre unica. Assumia-
mo l’esistenza di due combinazioni lineari finite che esprimano il medesimo
elemento x:
x =
∑
α∈A
aα xα (A finito)
=
∑
β∈B
bβ xβ (B finito),
con xα, xβ ∈ Σ, α ∈ A, β ∈ B. Gli insiemi di vettori di Σ, {xα , α ∈ A},
{xβ , β ∈ B}, sono finiti e considerando l’unione dei due insiemi (che risulta
ancora finito) possiamo estendere le somme su un medesimo insieme finito di
indici C = A ∪B:
x =
∑
γ∈C
aα xγ =
∑
γ∈C
bγ xγ ,
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dove abbiamo posto aγ = 0 se γ /∈ A, e analogamente bγ = 0 se γ /∈ B, per
cui:
0 =
∑
γ∈C
aγ xγ −
∑
γ∈C
bγ xγ =
∑
γ∈C
(aγ − bγ)xγ .
Ma i vettori xγ ∈ Σ sono linearmente indipendenti per cui aγ = bγ e le
espansioni del tipo (3.29) sono univocamente determinate da x.
Viceversa, se Σ e` linearmente indipendente ed ogni vettore x ∈ X si puo`
sviluppare univocamente come:
x =
∑
α
cαxα ,
con al piu` un numero finito di termini non nulli, allora Σ e` massimale, per-
che` l’aggiunta di un qualsiasi elemento non nullo e distinto da Σ distrugge
l’indipendenza dell’insieme.
Osservazione. Notiamo che, in base alle definizioni poste, lo sviluppo (3.29)
e` una somma finita, quindi senza problemi di convergenza. Non possiamo
considerare somme infinite, cioe` serie, fino a quando non introduciamo una
topologia nello spazio mediante la quale poter stabilire la convergenza. In
seguito, dopo avere introdotto una topologia, potremo modificare il concetto
di base, ammettendo anche un numero infinito di termini nelle somme, anche
se necessariamente numerabile.
I coefficienti scalari cα dello sviluppo (3.29) sono detti componenti di x
lungo xα.
Sorge ora il problema dell’esistenza di una base, e, nel caso di spazi
vettoriali a dimensione finita, se basi distinte abbiano la stessa cardinalita`.
Nel caso di uno spazio vettoriale a dimensioni finite il problema e` facil-
mente risolubile. Ricordiamo che X ha dimensione n se il numero massimo
di vettori linearmente indipendenti e` n (finito).
Teo. 3.2 Sia X uno spazio vettoriale finito dimensionale di dimensione n.
AlloraX ammette almeno una base formata da n vettori ed ogni altra base
ha lo stesso numero n di elementi. Inoltre se {e1, e2, . . . , ek}, con k < n,
e` un sistema di vettori linearmente indipendenti, si possono aggiungere
n− k vettori opportuni ek+1, . . . , en, formando una base {e1, . . . , en}.
Dim. 3.2 E` immediato vedere che esiste una base di n elementi. Essendo
lo spazio di dimensione n, esiste, per definizione, un insieme {e1, e2, . . . , en}
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di vettori linearmente indipendenti. Essendo n il massimo numero di vettori
linearmente indipendenti nello spazio, questo forma automaticamente una
base.
Chiaramente una qualsiasi base di X non puo` avere piu` di n elementi,
altrimenti tale base costituirebbe un insieme di vettori linearmente indipen-
denti che contraddice l’ipotesi fatta sulla dimensionalita` di X. Se avessimo
anche una base {f1, f2, . . . , fm} con m < n, allora, per il teorema precedente,
potremmo sviluppare i vettori della base precedente nella nuova base:
ej =
m∑
k=1
αjk fk , j = 1, . . . , n ,
con coefficienti αjk non tutti nulli. Considerando ora il sistema omogeneo di
m equazioni nelle n incognite cj:
n∑
j=1
cj αjk = 0 , k = 1, . . . ,m ,
essendo m < n, ammette una soluzione non nulla, cioe` cj non tutti nulli.
Cio` porta ad un assurdo in quanto otterremmo una combinazione nulla dei
vettori ej (linearmente indipenenti), con coefficienti non nulli:
n∑
j=1
cj ej =
n∑
j=1
m∑
k=1
cjαjk fk = 0 .
per cui si deve avere necessariamente n = m, e tutte le basi hanno lo stesso
numero di elementi.
Si forma quindi una base scegliendo una qualsiasi n-upla di vettori linear-
mente indipendenti. Il fatto che un sistema di vettori linearmente indipen-
denti possa essere completato per dare una base e` ora ovvio. Se tale sistema
e` formato da k vettori, con k < n, non essendo un sistema massimale, esiste
un vettore dello spazio linearmente indipendente che possiamo aggiungere al
sistema, e possiamo proseguire aggiungendo un vettore dopo l’altro fino ad
ottenere una base (il procedimento necessariamente finisce quando abbiamo
n vettori linearmente indipendenti).
Nel caso infinito dimensionale non possiamo invocare lo stesso ragiona-
mento (basato sostanzialmente sull’algebra lineare) e le cose si complica-
no. L’esistenza di una base e` ancora garantita, ma trovarla puo` non essere
semplice.
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Teo. 3.3 Ogni spazio vettoriale non nullo X ammette una base. Ogni
sistema di vettori linearmente indipendenti, se non forma una base puo`
essere completato in modo da formare una base.
Dim. 3.3 La dimostrazione e` basata su una proprieta` generale delle relazioni
d’ordine nota come lemma di Zorn. Ricordiamo che, dato un insieme S non
vuoto, una relazione d’ordine parziale  e` una relazione definita nell’insieme
S che verifica le proprieta`:
i) riflessiva:
x  x , ∀ x ∈ S ; (3.30)
ii) antisimmetrica:
x  y , y  x , x, y ∈ S , =⇒ x = y ; (3.31)
iii) transitiva:
x  y , y  z , x, y, z ∈ S , =⇒ x  z . (3.32)
Se in S risulta definita una relazione d’ordine parziale allora S e` detto
parzialmente ordinato o semi-ordinato.
La qualifica parziale deriva dal fatto che non e` richiesto che due elementi
di S siano necessariamente in relazione tra loro. Un sottoinsieme S ′ ⊆ S e`
detto linearmente ordinato se due qualsiasi elementi di S ′ sono in relazione
(cioe` confrontabili) tra loro:
x , y ∈ S ′ =⇒ x  y oppure y  x . (3.33)
Se S ′ ⊆ S, si dice che S ′ e` limitato superiormente se esiste b ∈ S, detto
limite superiore, tale che a  b per ogni a ∈ S ′. Un limite superiore s per S ′ e`
detto estremo superiore per S ′ se ogni altro limite superiore b verifica s  b.
Un elemento m ∈ S ′ e` detto un massimale per S ′ se le ipotesi in contem-
poranea, p ∈ S ′ e m  p, implicano m = p, cioe` non esiste un elemento di S ′
distinto da m che sia successivo a m secondo la relazione d’ordine.
Osservazione. Notiamo che non e` detto che un elemento massimale (secon-
do tale definizione) sia anche un limite superiore o un estremo superiore, in
quanto potrebbero esistere degli elementi di S ′ non confrontabili col massi-
male. Un limite superiore, e in particolare un estremo superiore, deve essere
confrontabile con tutti gli elementi di S ′.
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Inoltre possono esistere piu` elementi massimali. Il massimale non e` quin-
di da confondere con il massimo, cioe` un elemento di S ′ che risulta anche
estremo superiore, cioe` confrontabile con tutti gli elementi di S ′ e successi-
vo ad essi secondo la relazione d’ordine. Quando esiste il massimo e` unico
per la proprieta` antisimmetrica della relazione d’ordine (se abbiamo m e m′
massimi appartenenti a S ′, allora necessariamente m  m′, e m′  m, per
cui m = m′).
Con una relazione d’ordine parziale vale il seguente:
Lem. 3.4 (Lemma di Zorn) Se in un insieme S (non vuoto) e` definita
una relazione d’ordine parziale, ed ogni sottoinsieme linearmente ordinato
risulta limitato superiormente, allora esiste un elemento massimale m ∈ S
per tutto l’insieme S.
A seconda di come si imposta assiomaticamente la teoria degli insiemi,
il lemma di Zorn puo` essere assunto come postulato, oppure derivabile in
ultima analisi dall’assioma della scelta di Zermelo. Lo possiamo assumere
come assioma equivalente a quello di Zermelo.
Siamo ora in grado di provare l’esistenza di una base, notando che tra in-
siemi la relazione di inclusione ⊆ costituisce proprio una relazione d’ordine.
Consideriamo allora come S l’insieme di tutti i sistemi Σ linearmente indi-
pendenti, con la relazione di inclusione (tra insiemi). Sicuramente S non e`
vuoto in quanto ogni sistema costituito da un solo vettore non nullo e` linear-
mente indipendente. Se consideriamo un sottoinsieme S ′ ⊆ S linearmente
ordinato, esso e` limitato superiormente dal sistema:⋃
Σ∈S′
Σ ,
che si puo` provare facilmente essere linearmente indipendente, quindi un ele-
mento di S. Allora possiamo applicare il lemma di Zorn ed asserire l’esistenza
di un sistema Σm, massimale per S. Questo costituisce quindi una base in
quanto non puo` piu` essere aumentato senza distruggere la sua indipendenza
lineare (in caso contrario non sarebbe un massimale).
Analogamente si puo` dimostrare la seconda affermazione sul completa-
mento di un qualsiasi sistema di vettori linearmente indipendenti, consideran-
do l’insieme S formato da tutti i sistemi linearmente indipendenti contenenti
il sistema dato.
Osservazione. Notiamo che la dimostrazione non offre alcuno spunto costrutti-
vo per la determinazione della base, che puo` costituire un notevole problema
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in molti casi. E` un po` come il problema dei numeri trascendenti, si sa che so-
no la maggioranza dei numeri reali, ma e` difficilissimo provare che un numero
sia trascendente.
Esempio 3.5 Gli esempi 3.1 (Rn) e 3.2 (Cn) sono esempi di spazi vettoriali
finito dimensionali e una base si ottiene considerando le n-uple:
ej = (0, 0, . . . , 0, 1, 0, . . . , 0) ,
con l’elemento non nullo posto nella posizione j, j = 1, 2 . . . , n. Le combi-
nazioni lineari dei vettori ej a coefficienti reali generano tutto Rn, mentre le
combinazioni lineari complesse generano Cn.
Pensando Cn come spazio vettoriale reale una base e` invece fornita dalle
n-uple:
e2j−1 = (0, 0, . . . , 0, 1, 0, . . . , 0) ,
e2j = (0, 0, . . . , 0, i, 0, . . . , 0) , i =
√−1 ,
sempre con l’elemento non nullo in posizione j, j = 1, . . . , n. Si ottengono
2n vettori linearmente indipendenti le cui combinazioni lineari a coefficienti
reali esprimono qualsiasi elemento di Cn.
Esempio 3.6 L’esempio 3.3 puo` essere finito dimensionale se la cardinalita`
di Y e` finita, oppure infinito dimensionale se la cardinalita` di Y e` infinita.
In questo ultimo caso risulta difficile stabilire una base per tutto lo spazio,
mentre nel primo caso si puo` operare in analogia con Rn.
Esempio 3.7 Nell’esempio 3.4 dell’insieme delle sequenze con un numero finito
di elementi non nulli, una base puo` essere costruita mediante le sequenze:
ej = (0, 0, . . . , 0, 1, 0, . . . ) ,
sempre con l’unico elemento non nullo in posizione j, j = 1, 2 . . .. Conside-
rando le combinazioni lineari (finite) di tali vettori si ottengono tutti i vettori
dello spazio (sequenze con un numero finito di termini non nulli).
Sia ora S un sottoinsieme non vuoto di uno spazio vettoriale X. Se S
non ha la struttura di spazio vettoriale, cioe` S non e` un sottospazio vetto-
riale, possiamo ricercare il minimo sottospazio lineare di X che contenga S,
ottenendo il cosidetto sottospazio lineare generato da S:
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Def. 3.13 Sia S ⊆ X, con X spazio vettoriale sul campo K. Definiamo
sottospazio lineare generato da S il minimo sottospazio L(S), intersezione
di tutti i sottospazi contenenti S:
L(S) =
⋂
L⊇S
L L sottospazio lineare di X . (3.34)
Una definizione alternativa e` quella di definire L(S) come l’insieme delle
combinazioni lineari finite di elementi di S:
L(S) = {x ∈ X ; x =
N∑
j=1
cj xj , cj ∈ K , xj ∈ S} . (3.35)
Infatti l’insieme delle combinazioni lineari finite e` sicuramente un sottospazio
lineare contenente S e rientra tra i sottospazi L di cui si opera l’intersezione.
D’altra parte ogni sottospazio contenente S deve (essendo algebricamente
chiuso) contenere una qualsiasi combinazione lineare finita di elementi di S.
La caratterizzazione (3.35) risulta quindi il minimo sottospazio contenente
S.
Se l’insieme S e` finito, S = {x1, x2, . . . , xn}, n finito, allora e` ovvio che il
sottospazio generato L{x1, x2, . . . , xn} risulta finito-dimensionale e contiene
al piu` n vettori linearmente indipendenti. Se S e` infinito, ma in S possiamo
trovare al piu` un numero finito n di vettori linearmente indipendenti, allora
L(S) risulta ovviamente a dimensioni finite.
Per mettere in evidenza la generazione del sottospazio mediante combina-
zioni lineari di elementi di S si usa anche la notazione Span (S) per l’insieme
(3.35).
3.2 Applicazioni lineari.
Consideriamo ora le trasformazioni tra spazi vettoriali che mantengono la
struttura algebrica.
Def. 3.14 Siano X e Y due spazi vettoriali sul medesimo campo K, allora
una applicazione:
A : X −→Y ,
e` lineare oppure un omomorfismo se verifica l’additivita` e l’omogeneita`:
A(x+ y) = Ax+ Ay ∀ x, y ∈ X , (3.36)
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A(αx) = αAx ∀ α ∈ K , x ∈ X . (3.37)
Indicheremo inoltre con L(X, Y ) l’insieme delle applicazioni lineari da X
a Y .
Nel caso particolare di una applicazione lineare da X al campo stesso
K (che puo` essere visto come spazio vettoriale unidimensionale):
ρ : X −→K ,
ρ(x+ y) = ρ(x) + ρ(y) , ∀ x, y ∈ X , (3.38)
ρ(αx) = α ρ(x) , ∀ α ∈ K , x ∈ X , (3.39)
parliamo piu` propriamente di funzionale lineare.
Esempio 3.8 In Rn consideriamo una n-upla di numeri reali fissati:
a1, a2, . . . , an ,
allora l’applicazione:
ρ(x) =
n∑
j=1
aj xj , x = (x1, x2, . . . , xn) , (3.40)
risulta lineare, anzi un funzionale lineare.
Nel caso di spazi vettoriali complessi puo` aver senso defininire un’altro
tipo di trasformazioni, quelle antilineari.
Def. 3.15 Una trasformazione A : X −→Y , tra due spazi vettoriali
complessi, e` detta antilineare se verifica le proprieta`:
A(x+ y) = Ax+ Ay , ∀ x, y ∈ X , (3.41)
A(αx) = αAx ∀ α ∈ C , x ∈ X , (3.42)
dove α denota il complesso coniugato di α.
Nel caso che Y coincida con C, allora il funzionale ρ : X −→C, e`
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detto coniugato omogeneo o semplicemente antilineare se:
ρ(x+ y) = ρ(x) + ρ(y) , ∀ x, y ∈ X , (3.43)
ρ(αx) = α ρ(x) , ∀ α ∈ C , x ∈ X . (3.44)
Esempio 3.9 Considerando lo spazio vettoriale Cn, in analogia e con le stesse
notazioni dell’esempio 3.8, il funzionale:
ρ(x) =
n∑
j=1
aj xj ,
risulta un funzionale coniugato omogeneo (possiamo assumere in generale
aj ∈ C).
Ricordiamo brevemente alcune notazioni riguardo alle applicazioni lineari
tra due spazi vettoriali E e F (in realta` molte notazioni valgono in generale
per applicazioni tra insiemi qualsiasi).
Se A : E−→F e` una applicazione, allora l’insieme dei punti y ∈ F
immagine di un qualche punto x ∈ E e` detto range di A e indicato con R(A):
R(A) = {y ∈ F ; y = Ax , x ∈ E} . (3.45)
Essendo A lineare e` facile vedere che R(A) forma un sottospazio lineare. La
dimensione di R(A) e` detto rango di A.
Per una applicazione lineare risulta un sottospazio anche il suo nucleo,
detto anche kernel:
N(A) = {x ∈ E ; Ax = 0} . (3.46)
Se il nucleo e` non banale, cioe` esiste x 6= 0 tale che Ax = 0, allora A e` detta
singolare, mentre e` detta non singolare se il kernel risulta uno spazio nullo,
cioe`:
Ax = 0 =⇒ x = 0 . (3.47)
Una applicazione lineare iniettiva, cioe` tale che:
Ax1 = Ax2 =⇒ x1 = x2 , (3.48)
risulta necessariamente non singolare e viceversa.
Se A e` iniettiva allora per ogni y ∈ R(A) esiste un unico x ∈ E tale che y =
Ax, cioe` risulta definita univocamente una applicazione B : R(A)−→E,
tale che:
BAx = x ∀ x ∈ E . (3.49)
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Tale applicazione risulta anch’essa 1-1, per cui se y ∈ R(A), y = Ax, x ∈ E,
allora B, definita dalla (3.49), verifica:
AB y = ABAx = Ax = y ,
per cui si ha anche:
AB y = y ∀ y ∈ R(A) . (3.50)
E` chiaro che se R(A) = F , cioe` A e` surietttiva, allora B risulta definita
su tutto F , A e` invertibile, e B e` detta l’inversa di A e indicata con A−1.
Essendo A lineare anche A−1 e` lineare e A risulta un isomorfismo tra i due
spazi vettoriali.
Nel caso particolare di applicazioni lineari in cui lo spazio di arrivo coin-
cide sostanzialmente con lo spazio di partenza parliamo di operatori lineari.
Piu` propriamente:
Def. 3.16 Sia X uno spazio vettoriale. Una applicazione lineare tra un
sottospazio E di X, e X stesso:
A : E−→X , (3.51)
e` detta operatore lineare dello spazio X. Il sottospazio E dei vettori per i
quali e` definita l’applicazione e` detto dominio dell’operatore A e indicato
con D(A), per cui scriveremo:
A : D(A)−→X . (3.52)
Osservazione. La definizione del dominio assume particolare importanza negli
spazi infinito dmensionali (a dimensioni finite ogni operatore si puo` sempre
pensare equivalente ad una trasformazione lineare associata ad una matrice
di scalari, e puo` essere estesa senza particolari problemi a tutto lo spazio). In
particolare il dominio assume importanza nella verifica dell’uguaglianza tra
operatori lineari. Non e` cioe` sufficiente controllare la validita` della relazione:
Ax = B x ,
ma occorre anche verificare l’uguaglianza dei domini di definizione:
D(A) = D(B) .
Osservazione. Abbiamo formalmente distinto la definizione di operatore li-
neare da quella di applicazione lineare, ma compiremo spesso un abuso di
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linguaggio chiamando operatori lineari anche le applicazioni lineari tra spazi
vettoriali distinti. Risultera` chiaro dal contesto se si tratta di veri operatori
(definiti su un unico spazio), oppure piu` in generale, di applicazioni lineari.
Teo. 3.5 Due spazi vettoriali finito-dimensionali sono isomorfi se e solo
se hanno la stessa dimensione.
Dim. 3.5 Siano E e F i due spazi isomorfi tramite una applicazione A, e sia
{e1 . . . en} una base di E. Allora i vettori f1 = Ae1, . . . , fn = Aen generano
R(A) = F . Essi sono linearmente indipendenti in quanto A e` 1-1. E ed F
hanno quindi la stessa dimensione n.
Viceversa se E ed F hanno la stessa dimensione, siano {e1, . . . , en},
{f1, . . . , fn} due basi per E e F rispettivamente, e definiamo la trasforma-
zione lineare A tramite la richiesta che Aej = fj, j = 1, . . . , n. Allora
chiaramente R(A) = F e Ax = 0 ⇒ x = 0, per cui A e` un isomorfismo.
Osservazione. Assegnata una base {eα , α ∈ A}, una trasformazione lineare A
risulta univocamente determinata tramite la sua azione sugli elementi della
base. Infatti se:
x =
∑
α
cα eα ,
allora per linearita`:
Ax =
∑
α
cαAeα ,
L’insieme L(E,F ) risulta chiaramente uno spazio vettoriale sul medesimo
campo K di E e F , se lo strutturiamo con le usuali operazioni di somma e
moltiplicazione per uno scalare α:
(A+B)x = Ax+B x ∀ x ∈ E , (3.53)
(αA)x = α (Ax) ∀ x ∈ E . (3.54)
3.3 Somme dirette.
Abbiamo visto che l’intersezione di due sottospazi vettoriali L1 ed L2 costitui-
sce a sua volta un sottospazio vettoriale (eventualmente nullo), ma general-
mente l’unione non e` un sottospazio. Possiamo pero` determinare in generale
il sottospazio generato dall’unione stessa. Risulta importante il caso in cui i
due (o piu`) sottospazi sono “disgiunti” o meglio “indipendenti”, per i quali
si puo` parlare di somma diretta.
3.3. SOMME DIRETTE. 139
Def. 3.17 SiaX uno spazio vettoriale e E, F due suoi sottospazi. Diremo
che X e` la somma diretta di E e F , e scriveremo:
X = E ⊕ F , (3.55)
se ogni elemento x ∈ X puo` esprimersi univocamente come somma di un
elemento e ∈ E e di un elemento f ∈ F :
∀ x ∈ X ∃! e ∈ E , f ∈ F ; x = e+ f . (3.56)
In questo caso diremo anche che F ed E sono ciascuno un sottospazio
supplementare dell’altro.
Osservazione. Il fatto che e ed f debbano essere univocamente determinati
da x implica necessariamente che i due sottospazi siano disgiunti, cioe` che la
loro intersezione concida con lo spazio nullo: E
⋂
F = {0}. Infatti se, per
assurdo, avessimo un vettore x non nullo nell’intersezione, avremmo:
x = 0 + x = x+ 0 =
x
2
+
x
2
,
con le possibili scelte:{
e = 0
f = x
{
e = x
f = 0
{
e = x
2
f = x
2
che distruggono l’univocita`.
Viceversa se abbiamo due sottospazi E ed F disgiunti: E
⋂
F = {0}, e
ogni x ∈ X lo possiamo decomporre come:
x = e+ f , e ∈ E , f ∈ F ,
allora la decomposizione e` unica. Se infatti abbiamo due decomposizioni:
x = e+ f = e′ + f ′ , e, e′ ∈ E , f, f ′ ∈ F ,
allora le differenze:
e− e′ = f ′ − f ,
appartengono a entrambi i sottospazi e devono essere nulle:
e− e′ = 0 = f ′ − f .
Pertanto possiamo dire che X = E ⊕ F .
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Due sottospazi E, F a intersezione nulla sono anche detti linearmente
indipendenti, intendendo con cio` la proprieta` che l’annullarsi della somma di
due vettori appartenenti ad E ed F rispettivamente comporta l’annullarsi
dei vettori stessi. Infatti, se E e F sono disgiunti e:
e+ f = 0 , e ∈ E , f ∈ F ,
allora e = −f e sia e che f appartengono allo stesso sottospazio, intersezione
dei due sottospazi. Essendo il vettore nullo l’unico elemento dell’intersezione,
devono essere nulli sia e che f . Viceversa se:
e+ f = 0 , e ∈ E , f ∈ F =⇒ e = f = 0 ,
allora se x ∈ E⋂F , la somma x − x = 0, pensando x ∈ E e −x ∈ F ,
comporta x = 0.
Ovviamente la decomposizione di uno spazio nella somma diretta di due
sottospazi puo` essere estesa alla somma diretta di piu` sottospazi E1, . . . , En:
X = E1 ⊕ E2 ⊕ · · · ⊕ En , (3.57)
allorquando ogni vettore x dello spazio puo` essere decomposto in maniera
unica come somma di vettori nei sottospazi:
x =
n∑
j=1
xj , xj ∈ Ej , j = 1, . . . , n , (3.58)
ed ovviamente i vari sottospazi devono essere disgiunti tra loro.
Se invece abbiamo degli spazi vettoriali Ej, j = 1, . . . , n, non necessaria-
mente sottospazi di un medesimo spazio vettoriale, ma definiti sul medesimo
campo K, possiamo costruire uno spazio vettoriale che sia sostanzialmente
la somma diretta degli spazi Ej. Definiamo infatti nel prodotto cartesiano:
X = E1 × E2 × · · · × En
una struttura di spazio vettoriale mediante le operazioni:
(x1, . . . , xn) + (y1, . . . , yn) = (x1 + y1, . . . , xn + yn) , (3.59)
α (x1, . . . , xn) = (αx1, . . . , α xn) . (3.60)
Lo spazio X e` detto (in analogia con le definizioni precedenti) somma diretta
degli spazi Ej, e indicato di nuovo con:
n⊕
j=1
Ej = E1 ⊕ E2 ⊕ · · · ⊕ En ,
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in quanto e` immediato vedere che esiste una corrispondenza biunivoca tra
Ej e il sottospazio:
E ′j = {(0, . . . , 0, xj, 0, . . . , 0) ; xj ∈ Ej} , j = 1, . . . , n .
In questo modo possiamo costruire nuovi spazi vettoriali in maniera ge-
rarchica. Risulta immediato verificare che se E1, . . . , En hanno dimensione
finita, lo stesso vale per la loro somma diretta, e la dimensione risulta la
somma delle dimensioni dei singoli spazi:
dim
n⊕
j=1
Ej =
n∑
j=1
dimEj . (3.61)
Esempio 3.10 Sia X = RR lo spazio vettoriale formato dalle funzioni reali di
variabile reale, e definiamo i sottospazi:
Vp = {f : R−→R ; f(x) = f(−x)} ,
Vd = {f : R−→R ; f(x) = −f(−x)} .
Vp e Vd sono costituiti dalle funzioni pari e dispari rispettivamente, e sono
chiaramente disgiunti (solo la funzione identicamente nulla e` contempora-
neamente pari e dispari). Ora, se f e` una funzione arbitraria, possiamo
decomporla come:
f(x) =
f(x) + f(−x)
2
+
f(x)− f(−x)
2
,
ottenendo la decomposizione dello spazio vettoriale nei suoi sottospazi:
RR = Vp ⊕ Vd .
Abbiamo visto come verificare se uno spazio vettoriale sia esprimibile
come somma diretta di suoi sottospazi vettoriali, o come costruire la somma
diretta di spazi (e sottospazi) vettoriali. Sorge ora la questione dell’esistenza
o meno di sottospazi la cui somma diretta generi lo spazio vettoriale. Piu`
precisamente ci poniamo la questione: dato uno spazio vettoriale X e un suo
sottospazio Y , e` possibile determinare un sottospazio Z, disgiunto da Y , che
ne sia il supplementare, cioe`:
X = Y ⊕ Z .
La risposta e` affermativa, e vediamo quindi come costruire tale sottospazio.
142 CAPITOLO 3. SPAZI LINEARI.
Sia Y un sottospazio di uno spazio vettorialeX. Cominciamo col costruire
lo spazio quoziente X/Y . Nello spazio X introduciamo una relazione di
equivalenza ∼ definita da (x, x′ ∈ X):
x ∼ x′ ⇐⇒ x− x′ ∈ Y . (3.62)
Questa relazione e` di equivalenza in quanto, grazie alla struttura di gruppo
additivo del sottospazio Y , sono verificate le proprieta`:
riflessiva:
x− x = 0 ∈ Y =⇒ x ∼ x ;
simmetrica:
x ∼ x′ =⇒ x− x′ ∈ Y =⇒ x′ − x ∈ Y =⇒ x′ ∼ x ;
transitiva:
x ∼ x′ , x′ ∼ x′′ =⇒ x− x′ ∈ Y , x′ − x′′ ∈ Y
=⇒ x− x′′ = (x− x′) + (x′ − x′′) ∈ Y
=⇒ x ∼ x′′ .
Lo spazio vettoriale X risulta allora decomposto in classi di equivalenza
distinte e si definisce insieme quoziente X/Y la collezione di tali classi:
X/Y = { x˜ = [x]∼ ; x ∈ X} (3.63)
Possiamo dotare l’insieme quoziente di una struttura di spazio vettoriale
definendo la somma e la moltiplicazione per uno scalare:
[x]∼ + [y]∼ = [x+ y]∼ , (3.64)
α [x]∼ = [αx]∼ . (3.65)
Occorre pero` verificare che le definizioni (3.64) e (3.65), basate sulle operazio-
ni tra i rappresentativi interni alle classi, siano ben poste, cioe` indipendenti
dalla scelta dei rappresentativi. Cio` e` assicurato dalla struttura di sottospazio
vettoriale di Y . Se x ∼ x′, y ∼ y′, e α ∈ K, allora:
(x+ y)− (x′ + y′) = (x− x′) + (y − y′) ∈ Y
=⇒ (x+ y) ∼ (x′ + y′) ,
α x− αx′ ∈ Y =⇒ αx ∼ αx′ .
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Le proprieta` di spazio vettoriale dell’insieme quoziente sono facilmente
verificabili e abbiamo cos`ı costruito lo spazio vettoriale quoziente. Notiamo
che il sottospazio Y costituisce da solo una classe di equivalenza che definisce
l’elemento nullo delle spazio quoziente (ogni elemento di Y e` equivalente allo
zero). Inoltre abbiamo anche una corrispondenza lineare pi tra X e X/Y :
pi : X −→ X/Y ,
x −→ pi(x) = [x]∼ , x ∈ X , (3.66)
una sorta di ‘proiezione’ che associa a x la sua classe di appartenenza [x]∼. La
corrispondenza e` chiaramente suriettiva in quanto ogni classe di equivalenza
ammette un elemento rappresentativo in X, la cui immagine secondo pi e` la
classe stessa. La linearita` e` conseguenza immediata della consistenza della
struttura vettoriale introdotta nello spazio quoziente (α, β ∈ K, x, y ∈ X):
pi(αx+ β y) = [αx+ β y]∼ = α [x]∼ + β [y]∼ = αpi(x) + β pi(y) .
Inoltre pi si annulla sul sottospazio Y che costituisce il suo nucleo:
pi(x) = 0 ⇐⇒ x ∈ Y .
-
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Figura 3.1: Esistenza del supplementare.
Siamo ora in grado di costruire un supplementare Z del sottospazio Y .
Essendo X/Y uno spazio vettoriale, questo ammette una base {fλ , λ ∈ Λ},
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formata ovviamente da classi di equivalenza. Allora per ogni λ ∈ Λ scegliamo
un eλ ∈ X nella corrispondente classse di equivalenza, cioe`:
eλ ∈ pi−1(fλ) , pi(eλ) = fλ .
I vettori eλ sono linearmente indipendenti in quanto:∑
λ
cλ eλ = 0 =⇒
∑
λ
cλ pi(eλ) = 0
=⇒
∑
λ
cλ fλ = 0 =⇒ cλ = 0 ∀ λ .
Notiamo che tale ragionamento mostra come tramite le immagini inverse di
una applicazione lineare possiamo costruire vettori linearmente indipendenti.
Mediante l’immagine diretta e` necessaria invece l’iniettivita`.
Mediante i vettori eλ possiamo generare un sottospazio vettoriale:
Z = L {eλ ; λ ∈ Λ} ,
che costituisce proprio un suppementare di Y . Sia infatti x ∈ X e conside-
riamo la sua classe di equivalenza pi(x), allora in maniera univoca abbiamo
lo svilupppo:
pi(x) =
∑
λ
cλ fλ =
∑
λ
cλ pi(eλ) .
Una volta determinate le componenti cλ, abbiamo:
pi
(
x−
∑
λ
cλ eλ
)
= 0 =⇒ x−
∑
λ
cλ eλ = y ∈ Y .
e quindi, essendo
∑
λ cλ eλ = z ∈ Z, abbiamo la decomposizione di x:
x = y + z , y ∈ Y , z ∈ Z .
Inoltre i due sottospazi Y e Z sono disgiunti. Infatti se x ∈ Y ⋂Z, si ha
che pi(x) = 0 perche` x ∈ Y , e
x =
∑
λ
cλ eλ ,
in quanto x ∈ Z. Ma allora:
0 = pi(x) =
∑
λ
cλ pi(eλ) =
∑
λ
cλ fλ =⇒ cλ = 0 ,
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per cui x = 0, e i due spazi sono vettorialmente disgiunti. Concludendo, Z e`
proprio il sottospazio cercato:
X = Y ⊕ Z .
Ovviamente il supplementare non e` unico in quanto dipende in ultima
analisi dalla scelta del vettore eλ per ogni classe di equivalenza fλ di base
per lo spazio quoziente. Tale scelta determina la “direzione” dei vettori che
individuano il sottospazio Z.
Sostanzialmente abbiamo mostrato il seguente risultato:
Teo. 3.6 Ogni sottospazio Y di uno spazio vettoriale X ammette un
sottospazio supplementare Z tale che:
X = Y ⊕ Z .
Vediamo ora un’altra applicazione del concetto di insieme quoziente. Sup-
poniamo di avere una trasformazione lineare tra due spazi vettoriali E ed
F :
A : E−→F ,
e sia N un sottospazio di E tale che:
Ax = 0 ∀ x ∈ N ,
cioe` N e` un sottospazio del nucleo di A. Allora esiste una ed unica applica-
zione lineare Â : E/N −→F , tale che:
A = Â ◦ pi
dove pi e` la corrispondenza (3.66), vista in precedenza, tra un elemento di E
e la sua classe di equivalenza in E/N .
Sia infatti ξ ∈ E/N , allora esiste x ∈ E tale che pi(x) = ξ, e definiamo:
Â ξ = Ax .
La definizione e` ben posta, perche` se consideriamo x′ nella stessa classe di
equivalenza di x, allora x− x′ ∈ N :
A (x− x′) = 0 =⇒ Ax′ = Ax = Â ξ .
Pertanto, per ogni x ∈ E:
Â pi(x) = Ax .
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Figura 3.2: Decomposizione della applicazione A
L’unicita` dell’applicazione Â e` una conseguenza immediata della suriet-
tivita` dell’applicazione pi. Infatti se esistesse un’altra applicazione B̂ tale
che:
Ax = Â pi(x) = B̂ pi(x) ∀ x ∈ E
allora Â ξ = B̂ ξ per ogni ξ ∈ E/N .
Se in piu` imponiamo che N coincida esattamente con il nucleo di A,
N = N(A), allora l’applicazione Â risulta anche iniettiva:
Â ξ = 0 , ξ = pi(x) =⇒ Ax = 0 =⇒ x ∈ N(A) =⇒ ξ = 0 .
Abbiamo costruito in questo modo un isomorfismo tra l’insieme quozien-
te E/N(A) e R(A), e di conseguenza, ricordando il teorema precedente di
esistenza del supplementare, un isomorfismo tra un sottoinsieme di E, sup-
plementare di N(A), e R(A). Nel caso che E sia finito dimensionale abbiamo
immediatamente il seguente risultato.
Teo. 3.7 Siano E ed F spazi vettoriali, con E finito dimensionale, e sia
A : E−→F una applicazione lineare tra i due spazi. Allora, indicando
con dim la dimensione di uno spazio o sottospazio lineare:
dim(N(A)) + dim(R(A)) = dimE . (3.67)
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3.4 Dualita`.
Abbiamo visto che nel caso di applicazioni lineari tra uno spazio vettoriale
X ed il suo campo di definizione K, queste sono dette funzionali lineari.
L’insieme di tali funzionali costituisce uno spazio vettoriale detto duale.
Def. 3.18 Sia X uno spazio vettoriale sul campo K. L’insieme di tutti
i funzionali lineari f : X −→K, costituisce uno spazio vettoriale detto
duale, o meglio duale algebrico, di X, e indicato con X∗:
X∗ = L(X,K) . (3.68)
Osservazione. La qualifica algebrico e` stata messa per distinguere tale spazio
duale dal cosidetto duale topologico, che definiremo una volta introdotta una
topologia nello spazio vettoriale.
Una volta definito lo spazio duale, essendo questo uno spazio vettoriale
posso considerare il suo duale (X∗)∗ = X∗∗, e cos`ı via. In pratica la catena si
arresta molto presto, perche` lo spazio di partenza X puo` essere identificato
con un sottospazio dello spazio X∗∗ (da cui la parola duale).
Teo. 3.8 Sia X uno spazio vettoriale sul campo K. Allora esiste una
corrispondenza iniettiva e lineare J : X −→X∗∗, tale che:
(J(x)) (f) = f(x) , ∀ f ∈ X∗ . (3.69)
Dim. 3.8 Sia f un funzionale lineare su X per cui f(x) ∈ K e` ben definito
per ogni x ∈ X. Allora, a fissato x, l’applicazione Tx : X∗−→K:
f
Tx−→ f(x) ,
risulta lineare (α, β ∈ K, f, g ∈ X∗):
(α f + β g)(x) = α f(x) + β g(x) =⇒
Tx(α f + β g) = αTx f + β Tx g ,
e Tx ∈ X∗∗. Pertanto, considerando ora x variabile, l’equazione (3.69)
definisce un elemento del biduale:
J(x) = Tx .
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Chiaramente la corrispondenza x−→ J(x) e` lineare. Per ogni f ∈ X∗, e per
ogni α, β ∈ K, x, y ∈ X, si ha:
(J(αx+ β y)) (f) = f(αx+ β y) = α f(x) + β f(y)
= α (J(x))(f) + β (J(y))(f) = (αJ(x) + β J(y)) (f) .
La corrispondenza J risulta iniettiva, infatti:
J(x1) = J(x2) ⇐⇒ J(x1)(f) = J(x2)(f) ∀ f ∈ X∗
⇐⇒ f(x1) = f(x2) ∀ f ∈ X∗
⇐⇒ f(x1 − x2) = 0 ∀ f ∈ X∗ .
Ma questo equivale a dire che x1 = x2. Infatti se x1 − x2 6= 0, possiamo
costruire il sottospazio unidimensionale non nullo:
L = {y ∈ X ; y = λ (x1 − x2) , λ ∈ K} ,
considerare un suo supplemento M , X = L ⊕M , e definire un funzionale
lineare f0 ∈ X∗:
f0(λ (x1 − x2) +m) = λ , m ∈M ,
che non si annulla in (x1 − x2) (in effetti f0(x1 − x2) = 1). Pertanto la tra-
sformazione J risulta iniettiva e permette di identificare X con il sottospazio
J(X), immagine di X in X∗∗.
Osservazione. Spesso l’espressione f(x), con f ∈ X∗ e x ∈ X, viene indicata
con la notazione:
〈f , x〉
X∗X ,
per mettere in evidenza l’aspetto di dualita` tra i due spazi vettoriali e poterla
pensare sia come applicazione lineare tra X e K, cioe` come elemento di X∗:
X −→ K ,
x −→ 〈f , x〉
X∗X ,
che come applicazione lineare tra X∗ e K, cioe` come elemento di X∗∗:
X∗ −→ K ,
f −→ 〈f , x〉
X∗X .
E` facile vedere che:
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Teo. 3.9 Sia X uno spazio vettoriale finito dimensionale di dimensione
n. Allora anche X∗ e` finito dimensionale di dimensione n.
Dim. 3.9 Sia {e1, . . . , en} una base per X, per cui ogni x ∈ X puo` essere
sviluppato nella base:
x =
n∑
k=1
xk ek . (3.70)
Se f ∈ X∗ e` un funzionale lineare, allora (tralasciando i suffissi relativi alla
dualita`):
〈f , x〉 =
n∑
k=1
xk 〈f , ek〉 ,
e f risulta definito dai valori assunti sugli elementi di base. Consideriamo
allora i funzionali lineari j, definiti sulla base {ek} dalle relazioni:
j(ek) = 〈j , ek〉 = δj k , j, k = 1, . . . , n .
Chiaramente abbiamo, usando lo sviluppo (3.70):
j(x) = xj ,
f(x) =
n∑
k=1
f(ek)k(x) ,
f =
n∑
k=1
f(ek)k =
n∑
k=1
〈f , ek〉 k .
I funzionali j generano quindi X
∗ (essendo f arbitraria), ed essendo
linearmente indipendenti (αj ∈ K):∑
j
αj j = 0 =⇒
0 =
〈∑
αj , x
〉
=
n∑
j=1
αj〈j , x〉 =
n∑
j=1
αjxj , ∀xj ∈ K
=⇒ αj = 0 , j = 1, . . . , n .
essi risultano una base per X∗, con la stessa cardinalita` fnita delle basi di X.
Chiaramente, nel caso finito dimensionale, anche X∗∗ ha la stessa dimen-
sionalita` di X∗ e quindi di X. Pertanto nel caso finito dimensionale X e X∗∗
sono isomorfi e perfettamente identificabili tra loro.
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3.5 Spazi normati.
Vogliamo ora arricchire la struttura degli spazi vettoriali introducendo in essi
una topologia. La struttura di spazio vettoriale e la struttura topologica non
devono essere arbitrarie, ma compatibili tra loro. Le due strutture devono
essere tali da interferire in modo costruttivo ed armonico nello sviluppo della
teoria. In questo modo si ottiene uno spazio lineare topologico.
Def. 3.19 Un insieme X e` detto spazio lineare topologico se:
i) X e` uno spazio lineare.
ii) X e` uno spazio topologico di Hausdorff.
iii) La somma x+ y di due vettori x, y ∈ X e` una funzione continua di
x e y.
iv) Il prodotto c x di un vettore x ∈ X per uno scalare c e` una funzione
continua di c e x.
In particolare X si dira` reale o complesso se lo spazio vettoriale risulta
reale o complesso rispettivamente.
Non discuteremo in generale gli spazi lineari topologici, ma introdurre-
mo subito negli spazi vettoriali delle particolari topologie, sostanzialmente
derivate da una metrica e discuteremo le loro proprieta`, ma ovviamente mol-
ti risultati, specialmente se di natura prettamente topologica, saranno in
generale validi in un qualsiasi spazio vettoriale topologico. Inoltre, se non
specificheremo il campo degli scalari su cui e` definito uno spazio vettoriale,
sottointenderemo il campo dei numeri complessi.
3.5.1 Norme.
Introduciamo ora il concetto di norma, mediante la quale renderemo lo spazio
vettoriale uno spazio metrico, e quindi topologico. La norma corrisponde al
concetto intuitivo di lunghezza di un vettore. Quando, in fisica, si introduco-
no in maniera pratica le grandezze vettoriali, si dice che sono caratterizzate
da tre grandezze: intensita`, direzione e verso. L’intensita`, o modulo, del
vettore si generalizza in maniera astratta nel concetto di norma. La norma
di un vettore costituisce anche una generalizzazione del valore assoluto di un
numero reale o complesso, e i campi dei numeri reali e complessi costituiscono
degli esempi elementari di spazi normati, metrici, e quindi topologici.
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Def. 3.20 Uno spazio lineare reale o complesso X e` detto normato se ad
ogni elemento x ∈ X e` associato un numero reale (detto norma) di x:
x −→ ‖x‖ ∈ R , (3.71)
tale che:
i) ‖x‖ e` una funzione non negativa:
‖x‖ ≥ 0 ∀ x ∈ X . (3.72)
ii) ‖x‖ e` strettamente definita positiva:
‖x‖ = 0 ⇐⇒ x = 0 . (3.73)
iii) La norma e` omogenea in valore assoluto:
‖αx‖ = |α| ‖x‖ ∀ α ∈ K , x ∈ X . (3.74)
iv) Vale la disuguaglianza triangolare:
‖x+ y‖ ≤ ‖x‖+ ‖y‖ ∀ x, y ∈ X . (3.75)
Osservazione. La condizione ii) della definizione di norma e` cruciale per poter
definire una topologia di Hausdorff nello spazio vettoriale. Se tale condizione
e` eliminata e sostituita dalla:
x = 0 =⇒ ‖x‖ = 0 ,
che e` una conseguenza della condizione iii) con α = 0, allora la funzione ‖x‖
e` detta seminorma e indicata generalmente con p(x).
Ovviamente la disuguaglianza triangolare puo` essere estesa, procedendo
ricorsivamente, ad una somma di piu` vettori xk ∈ X, k = 1, . . . , n:∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥ ≤
n∑
k=1
‖xk‖ . (3.76)
Inoltre, sempre dalla disuguaglianza triangolare, e` possibile dedurre la
validita` della relazione:
| ‖x‖ − ‖y‖ | ≤ ‖x− y‖ , (3.77)
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valida per ogni coppia di vettori x, y nello spazio normato.
Esempio 3.11 Lo spazio Cn e` ovviamente uno spazio normato, con la norma
ordinaria definita da:
‖x‖ =
√√√√ n∑
j=1
|xj|2 , x = (x1, . . . , xn) ∈ Cn (3.78)
Esempio 3.12 Lo spazio C([a, b]) delle funzioni (reali o complesse) continue
nell’intervallo [a, b], diviene uno spazio normato con la norma definita da:
‖f‖ = sup
t∈[a,b]
|f(t)| ,
detta anche norma uniforme.
Esempio 3.13 Nello spazio R3 si puo` definire una seminorma nel modo se-
guente:
p(x) =
√
x21 + x
2
2 , x = (x1, x2, x3) ∈ R3 .
E` allora chiaro che tutti i vettori del tipo (0, 0, x3) hanno seminorma nulla.
Teo. 3.10 Se p(x) e` una seminorma in uno spazo vettoriale X, l’insieme
N dei vettori x tali che p(x) = 0 forma un sottospazio vettoriale. E` possi-
bile definire una norma nello spazio vettoriale quoziente X/N assegnando
ad ogni classe di equivalenza [x] la funzione numerica:
‖[x]‖ = p(x) , x ∈ [x] . (3.79)
Dim. 3.10 Se x, y ∈ N , si ha:
p(x) = p(y) = 0 .
Ma allora, se α e` uno scalare:
p(αx) = |α| p(x) = 0 ,
0 ≤ p(x+ y) ≤ p(x) + p(y) = 0 .
Pertanto αx e x+ y appartengono a N che risulta un sottospazio.
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Vediamo ora che la definizione (3.79) e` ben posta, cioe` che definisce una
funzione della classe, indipendente dalla scelta del rappresentante di cui si
calcola la seminorma. Siano infatti x, y appartenenti alla stessa classe di
equivalenza, per cui la loro differenza appartiene a N :
p(x− y) = p(y − x) = 0 ;
allora abbiamo:
p(y) = p(x+ y − x) ≤ p(x) + p(y − x) = p(x) ,
p(x) = p(y + x− y) ≤ p(y) + p(x− y) = p(y) ,
per cui p(x) = p(y) e la definizione e` ben posta.
La funzione ‖[x]‖ eredita immediatamente le proprieta` i), iii), iv) della
definizione di norma e seminorma. Rimane da verificare la proprieta` della
positivita` stretta. Abbiamo che:
‖[x]‖ = p(x) = 0 ⇐⇒ [x] = N ,
ma N costituisce proprio l’elemento nullo dello spazio quoziente X/N .
Mediante una norma e` possibile introdurre in uno spazio vettoriale una
metrica. Definiamo infatti la distanza tra due vettori x, y in uno spazio
normato X tramite la formula:
d(x, y) = ‖x− y‖ , (3.80)
ed e` immediato verificare le proprieta` della definizione di distanza. Lo spazio
normato diviene immediatamente uno spazio topologico metrico di Hausdorff.
Osservazione. Notiamo che mediante una norma e` sempre possibile definire
una distanza, ma non e` vero il viceversa, in quanto uno spazio metrico puo`
non essere lineare. Inoltre la condizione di omogenita`:
d(αx, α y) = |α| d(x, y) ,
che vale in conseguenza della definizione (3.80), non e` in genere richiesta da
una distanza.
Con la metrica e la conseguente topologia indotta nello spazio vettoriale
questo risulta in effetti uno spazio lineare topologico.
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Teo. 3.11 Uno spazio normato X risulta uno spazio lineare topologico.
Dim. 3.11 Le condizioni di spazio vettoriale e di spazio topologico di Hau-
sdorff sono gia` verificate per costruzione (la topologia e` indotta dalla metri-
ca). Rimangono da verificare le condizioni di compatibilita` tra la struttura
vettoriale e la struttura topologica, cioe` la continuita` della somma tra vettori
e della moltiplicazione per uno scalare.
Se consideriamo gli intorni di due punti x0 e y0:
S(x0, ) = {x ∈ X ; ‖x− x0‖ < } ,
S(y0, ) = {y ∈ X ; ‖y − y0‖ < } ,
e x ∈ S(x0, ), y ∈ S(y0, ), abbiamo:
‖(x+ y)− (x0 + y0)‖ ≤ ‖x− x0‖+ ‖y − y0‖ < 2 .
da cui la continuita` della somma.
Inoltre, se x ∈ S(x0, ), e |α− α0| < :
‖αx− α0 x0‖ = ‖αx− α0 x+ α0 x− α0 x0‖
= ‖(α− α0) (x− x0 + x0) + α0 (x− x0)‖
≤ |α− α0| ‖x− x0‖+ |α− α0|‖x0‖+ |α0|‖x− x0‖
< 2 + (‖x0‖+ |α0|) ,
che, essendo ‖x0‖+ |α0| ≥ 0, puo` essere reso piccolo a piacere scegliendo op-
portunamente . Otteniamo quindi anche la continuita` della moltiplicazione
per uno scalare.
L’introduzione di una topologia tramite la norma comporta immediata-
mente che la norma stessa, intesa come funzione tra X e R, risulta una
funzione continua. Infatti, se x e x0 appartengono a X, allora:
| ‖x‖ − ‖x0‖ | ≤ ‖x− x0‖ ,
e f(x) = ‖x‖ e` vicino a f(x0) = ‖x0‖ (nella topologia dei reali) ogni volta
che x e` vicino a x0 (nella topologia di X). Notiamo che la continuita` risulta
inoltre uniforme (δ() = , indipendentemente da x0 e x) su tutto lo spazio.
3.5.2 Spazi di Banach.
Avendo introdotto una topologia tramite la norma dei vettori, sorge ora
immediata la questione della completezza dello spazio.
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Def. 3.21 Uno spazio lineare normato completo e` detto spazio di Banach.
Esempio 3.14 Lo spazio C([a, b]) dell’esempio 3.12, con la norma uniforme
definita da:
‖f‖∞ = sup
t∈[a,b]
|f(t)| , (3.81)
costituisce uno spazio di Banach. Notiamo infatti che la norma (3.81), e la
corrispondente distanza:
d(f, g) = sup
t∈[a,b]
|f(t)− g(t)| ,
tra funzioni continue nell’intervallo (chiuso) [a, b], equivalgono ad imporre
la convergenza uniforme delle successioni di funzioni, ed e` un risultato noto
dall’analisi che il limite di una successione uniformemente convergente di
funzioni continue, nell’intervallo [a, b], e` una funzione continua nell’intervallo
[a, b].
Potevamo dotare invece lo spazio C([a, b]) con la norma:
‖f‖1 =
∫ b
a
|f(t)|dt , (3.82)
ottenendo ancora uno spazio normato, ma con una topologia diversa dalla
precedente, e lo spazio non risulta piu` completo.
Infatti, consideriamo ad esempio l’intervallo [−1, 1] e la successione di
funzioni continue:
fn(t) =

−1 −1 ≤ t < − 1
n
n t − 1
n
≤ t ≤ + 1
n
+1 + 1
n
< t ≤ +1
n = 1, 2, . . . .
fn risulta di Cauchy (con la norma ‖ · ‖1):
‖fn+k − fn‖1 = 1
n
− 1
n+ k
=
k
n(n+ k)
<
1
n
−→
n→∞
0 ∀ k ,
ma il limite puntuale f(t):
f(t) =

−1 −1 ≤ t < 0
0 t = 0
+1 0 < t ≤ 1
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Figura 3.3: Una successione in C([a, b]).
che eventualmente verificherebbe la definizione di limite della successione fn,
non e` una funzione continua, per cui la successione di Cauchy non converge
nello spazio C([a, b]).
Notiamo che nella topologia della norma uniforme la successione fn non
risulta neanche di Cauchy:
‖fn+k − fn‖∞ = k
n+ k
(non tende a zero in maniera indipendente da k per n→∞).
Abbiamo visto che uno spazio metrico non completo puo` sempre essere
completato considerando l’insieme delle successioni di Cauchy. Uno spazio
normato risulta metrico, per cui esiste un completamento anche per uno
spazio normato. In piu`, essendo lo spazio originale normato, e` possibile
rendere normato anche il completamento.
Teo. 3.12 Uno spazio normato non completo X ammette sempre come
completamento uno spazio di Banach X˜.
Dim. 3.12 Noi abbiamo visto in precedenza come costruire il completamen-
to tramite l’insieme delle successioni di Cauchy in X, con una relazione di
equivalenza tra le successioni. In questo modo abbiamo ottenuto uno spazio
metrico X˜ con una distanza d˜ dedotta dalla distanza in X. Tale costruzione
rimane valida anche in uno spazio normato. Nel completamento risulta pero`
definita una distanza (con relativa topologia), e non una norma, ma si puo`
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intuire che questa possa essere definita estendendo la norma definita in X.
Per avere che tale spazio sia uno spazio di Banach occorre mostrare che:
(1) X˜ e` uno spazio lineare;
(2) X˜ e` uno spazio normato completo secondo la topologia definita dalla sua
norma.
La prima affermazione e` praticamente immediata introducendo una ovvia
struttura vettoriale nello spazio X˜. Se {xn} e {yn} sono due successioni di
Cauchy in X allora anche la successione “somma” {xn + yn} e` di Cauchy, in
virtu` della disuguaglianza triangolare:
‖(xn + yn)− (xm + ym)‖ ≤ ‖xn − xm‖+ ‖yn − ym‖ .
e si puo` vedere facilmente che tale nozione di somma e` in realta` una nozione
di classe, cioe`:
{xn} ∼ {x′n} , {yn} ∼ {y′n} =⇒ {xn + yn} ∼ {x′n + y′n} .
Analogamente, possiamo provare che {αxn}, con α scalare, e` di Cauchy
al pari di {xn}, e definisce una operazione di classe. Le operazioni cos`ı
introdotte verificano facilmente tutte le proprieta` di spazio vettoriale per cui
otteniamo uno spazio lineare.
Per mostrare che X˜ e` uno spazio normato, notiamo innanzitutto che la
distanza d in X, definita tramite la norma (equazione (3.80)), verifica le
proprieta` di omogeneita` ed invarianza per traslazione:
d(αx, α y) = |α| d(x, y) , (3.83)
d(x+ z, y + z) = d(x, y) , (3.84)
valide per ogni x, y, z ∈ X e α ∈ C, e per continuita`, tali proprieta` vengono a
valere anche per la distanza d˜ in X˜. Allora possiamo introdurre la seguente
norma nel completamento X˜:
‖x‖∼ = d˜(x, 0) , x ∈ X˜ . (3.85)
Sicuramente tale definizione estende la norma di X, infatti se x ∈ X, ed e`
identificato col corrispondente elemento di X˜, abbiamo:
‖x‖∼ = d˜(x, 0) = d(x, 0) = ‖x‖ .
‖x‖∼ e` una funzione chiaramente positiva e le proprieta` della norma sono
ovviamente verificate (x, y,∈ X˜, α ∈ K):
‖x‖∼ = d˜(x, 0) = 0 ⇐⇒ x = 0 ;
‖αx‖∼ = d˜(αx, 0) = |α| d˜(x, 0) = |α| ‖x‖∼ ;
‖x+ y‖∼ = d˜(x+ y, 0) ≤ d˜(x+ y, y) + d˜(y, 0)
= d˜(x, 0) + d˜(y, 0) = ‖x‖∼ + ‖y‖∼ .
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Inoltre, la relazione:
‖x− y‖∼ = d˜(x− y, 0) = d˜(x, y) ,
implica immediatamente che la topologia indotta dalla norma coincide con
la topologia indotta dalla metrica d˜, e X˜ e` uno spazio di Banach, con la
topologia indotta proprio dalla sua norma.
Mediante una topologia abbiamo ovviamemente ben definito il concetto
di convergenza, ed in particolare possiamo definire la convergenza di una serie
di vettori in uno spazio normato:
∞∑
k=1
xk = x1 + x2 + · · ·+ xn + · · ·
tramite la convergenza della successione delle ridotte della serie:
s =
∞∑
k=1
xk ⇐⇒ ‖s− sn‖ −→
n→∞
0 , (3.86)
con:
sn =
n∑
k=1
xk . (3.87)
Ovviamente, se siamo in uno spazio di Banach, il criterio di Cauchy di-
viene sufficiente per garantire la convergenza, detta convergenza in norma per
mettere in evidenza la sottostante struttura topologica.
Per una serie possiamo anche parlare di assoluta convergenza:
Def. 3.22 Una serie:
x1 + x2 + · · ·+ xk + · · · ,
e` detta assolutamente convergente se e` convergente la serie numerica in R:
‖x1‖+ ‖x2‖+ · · ·+ ‖xk‖+ · · · .
Se ci troviamo in uno spazio di Banach, la disuguaglianza triangolare
garantisce che una serie assolutamente convergente converge in norma. In-
fatti se consideriamo il criterio di Cauchy per la serie, abbiamo (assumendo
n > m): ∥∥∥∥∥
n∑
k=1
xk −
m∑
k=1
xk
∥∥∥∥∥ =
∥∥∥∥∥
n∑
k=m+1
xk
∥∥∥∥∥ ≤
n∑
k=m+1
‖xk‖ ,
che tende a zero in R per n,m→∞.
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3.6 Applicazioni lineari tra spazi normati.
Con l’introduzione di una topologia abbiamo la possibilita` di trasformazioni
continue tra spazi normati. In particolare siamo interessati alle trasforma-
zioni lineari. Se A e` una trasformazione lineare tra due spazi normati X e Y
(sul medesimo campo reale o complesso):
A : X −→Y ,
possiamo dire che A e` continua (secondo le topologie indotte negli spazi X
e Y dalle corrispondenti norme vettoriali) in un punto x0 ∈ X, se per ogni
 > 0 esiste δ() tale che:
‖x− x0‖ < δ() =⇒ ‖Ax− Ax0‖ <  .
In linea di principio δ puo` dipendere anche dal punto x0 in cui si verifica la
continuita`, ma la linearita` dell’applicazione rende δ indipendente dal punto
x0, e la continuita` stessa risulta una proprieta` globale indipendente dal punto,
come sara` messo in evidenza tra poco.
Ovviamente le norme sono da intendersi nel corrispondente spazio nor-
mato. Se x ∈ X, ‖x‖ esprime la norma nello spazio X, mentre ‖Ax‖ esprime
la norma dello spazio Y , che, anche in caso di coincidenza fra i due spazi, puo`
risultare definita in modo diverso. Risultera` chiaro in generale dal contesto
quale norma debba essere considerata, senza bisogno di specifiche ulteriori.
Per le trasformazioni lineari tra spazi normati si puo` introdurre anche
un’altra proprieta`.
Def. 3.23 Una applicazione lineare A : X −→Y tra due spazi normati
e` detta limitata se esiste una costante reale (finita) C, tale che:
‖Ax‖ ≤ C‖x‖ ∀ x ∈ X . (3.88)
Notiamo che la costante C (ovviamente non negativa) della (3.88) deve
essere indipendente da x.
La nozione di limitatezza per una trasformazione lineare e` diversa dalla
nozione usuale di funzione limitata. A causa della linearita` non ha senso
dire che, come funzione, una applicazione lineare possa essere limitata. La
condizione di omogeneita`:
A(λx) = λAx ,
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comporta la non limitatezza ordinaria, per cui si e` modificata la definizione,
e vedremo come questa risulta molto utile in pratica.
Osservazione. Ovviamente i concetti di continuita` e limitatezza sono validi
anche nel caso di funzionali lineari f : X −→C, in quanto C stesso puo`
essere visto come spazio normato con la norma definita dall’operazione di
modulo o valore assoluto.
Il concetto di limitatezza e di continuita` per trasformazioni lineari sono
in realta` coincidenti, infatti abbiamo il seguente risultato generale:
Teo. 3.13 SianoX e Y spazi normati e sia A : X −→Y una applicazione
lineare tra i due spazi. Allora le seguenti affermazioni sono equivalenti:
1) A e` continua (in ogni punto).
2) A e` continua nell’origine.
3) A muta insiemi limitati in insiemi limitati.
4) A e` limitata.
5) Esiste (finito) l’estremo superiore:
sup
‖x‖≤1
‖Ax‖ =M <∞ . (3.89)
Inoltre, se A e` continua:
sup
‖x‖≤1
‖Ax‖ = sup
‖x‖=1
‖Ax‖ = sup
x 6=0
‖Ax‖
‖x‖
(3.90)
= inf{C ∈ R ; ‖Ax‖ ≤ C‖x‖ ∀x ∈ X} .
Notiamo che in uno spazio normato possiamo dire che un insieme e`
limitato se e` contenuto in una sfera centrata nell’origine.
Dim. 3.13 Vediamo le varie equivalenze, una alla volta.
1)⇒ 2). Se A e` continua in ogni punto, a maggior ragione lo sara` nell’origine.
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2)⇒ 1). A risulta continua nell’origine, per cui, se  > 0, esiste δ tale che:
‖Ax‖ <  ∀ x con ‖x‖ < δ =⇒
‖Ax− Ax0‖ = ‖A (x− x0)‖ <  ∀ x con ‖x− x0‖ < δ ,
e A risulta continua in qualsiasi punto x0 (inoltre δ non dipende da x0,
essendo stato scelto in riferimento all’origine).
2)⇒ 3). Sia B un insieme limitato in X, per cui esiste R > 0 tale che:
‖b‖ ≤ R ∀ b ∈ B .
Ma possiamo scalare ogni vettore b ∈ B all’interno di una sfera (aperta) di
raggio piccolo a piacere: ∥∥∥∥ δ2R b
∥∥∥∥ ≤ δ2 < δ ,
rendendo piccola a piacere, per la continuita` nell’origine, la sua immagine:∥∥∥∥A ( δ2R b
)∥∥∥∥ <  =⇒ ‖Ab‖ < 2Rδ .
Cio` mostra la limitatezza dell’immagine A(B).
3⇒ 4). Sia:
B = {x ∈ X ; ‖x‖ ≤ 1} ,
allora, per ipotesi, esiste un raggio R > 0 per una sfera contenente l’immagine
di B:
‖x‖ ≤ 1 =⇒ ‖Ax‖ ≤ R .
Sia ora x qualsiasi e non nullo. Lo posso sempre ridurre in B:∥∥∥∥ x‖x‖
∥∥∥∥ = 1 =⇒ ∥∥∥∥A ( x‖x‖
)∥∥∥∥ ≤ R =⇒ ‖Ax‖ ≤ R‖x‖ ,
per cui A e` limitata. Se x = 0 la relazione e` banalmente verificata per ogni
R positivo.
4)⇒ 2). Sia C una costante tale che:
‖Ax‖ ≤ C‖x‖ ∀ x .
Allora:
‖x‖ < δ =⇒ ‖Ax‖ < Cδ ,
che puo` essere resa piccola a piacere, per cui A e` continua nell’origine.
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4) ⇒ 5). Come conseguenza della limitatezza tramite una costante C ≥ 0,
abbiamo:
0 ≤ ‖Ax‖ ≤ C ∀ x tale che ‖x‖ ≤ 1 .
Pertanto l’insieme numerico {‖Ax‖ ; ‖x‖ ≤ 1} e` limitato ed esiste l’estremo
superiore.
5) ⇒ 4). Sappiamo che ‖Ax‖ ≤ M se ‖x‖ ≤ 1. Allora se x e` arbitrario e
non nullo:∥∥∥∥ x‖x‖
∥∥∥∥ = 1 =⇒ ∥∥∥∥A x‖x‖
∥∥∥∥ ≤M =⇒ ‖Ax‖ ≤M‖x‖ ,
(di nuovo se x = 0 la verifica e` banale).
Abbiamo cos`ı chiuso il ciclo delle cinque equivalenze. Assumendo A con-
tinua, vediamo di ottimizzare la costante C della definizione di limitatezza.
Dalla dimostrazione precedente 4)⇒ 5) risulta chiaro che M ≤ C, per ogni
costante C che verifica la limitatezza:
M ≤ inf{C ; ‖Ax‖ ≤ C ‖x‖} .
Dalla dimostrazione 5) ⇒ 4) notiamo invece che M costituisce una delle
costanti C che verificano la limitatezza:
‖Ax‖ ≤M ‖x‖ ,
pertanto:
sup
‖x‖≤1
‖Ax‖ = inf{C ∈ R ; ‖Ax‖ ≤ C‖x‖ ∀x ∈ X} .
Possiamo restringere la ricerca dell’estremo superiore fra i vettori di lunghez-
za unitaria. Poniamo:
M = sup
‖x‖≤1
‖Ax‖ , M ′ = sup
‖x‖=1
‖Ax‖ ,
ed e` immediato che M ′ ≤ M (essendo M ′ un estremo su un insieme piu`
ristretto). D’altra parte se x 6= 0 e ‖x‖ ≤ 1:∥∥∥∥A x‖x‖
∥∥∥∥ = ‖Ax‖‖x‖ ≥ ‖Ax‖ ,
considerando l’estremo superiore della parte sinistra (dove A e` applicato ad
un vettore unitario):
M ′ ≥ ‖Ax‖ ∀ x con ‖x‖ ≤ 1 ,
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e quindi, operando ora l’estremo superiore della parte destra, M ′ ≥M , e:
sup
‖x‖≤1
‖Ax‖ = sup
‖x‖=1
‖Ax‖ .
E risulta ovvio che (essendo
∥∥∥ x‖x‖∥∥∥ = 1):
sup
‖x‖=1
‖Ax‖ = sup
‖x‖6=0
‖Ax‖
‖x‖ ,
completando in questo modo la verifica delle relazioni (3.90).
La condizione che A e` continua se e e solo se muta insiemi limitati in
insiemi limitati viene spesso usata per verificare la non continuita`, nel senso
che si cerca una successione di vettori xn limitata, cioe` ‖xn‖ ≤ C per ogni n,
per la quale risulta ‖Axn‖ divergente.
Esempio 3.15 Vediamo un esempio di applicazione lineare che puo` essere con-
tinua oppure non continua, a seconda della scelta di un parametro. Sia X
l’insieme dei polinomi (complessi) in una variabile reale:
X = {p : R −→C ; p(x) polinomio nella variabile x} .
Chiaramente l’insieme dei polinomi forma uno spazio vettoriale (a dimensioni
infinite se non restringiamo il grado dei polinomi). Dotiamo X della seguente
norma uniforme nell’intervallo [0, 1]:
‖p‖ = sup
0≤t≤1
|p(t)| .
Essa verifica facilmente le proprieta` della norma, ed in particolare:
‖p‖ = 0 =⇒ p(t) = 0 ∀ t ,
in quanto l’annullarsi identicamente nell’intervallo [0, 1] comporta, per il prin-
cipio di identita` dei polinomi, l’annullarsi identicamente ovunque. Notia-
mo che la restrizione della variabile indipendente vale solo nel calcolo della
norma, mentre il polinomio e` definito ovunque sull’asse reale.
Sia ora A : X −→C l’applicazione definita da:
Ap = p(x0) ,
con x0 prefissato. La trasformazione A e` chiaramente lineare:
A (α p+ β q) = (α p+ β q)(x0) = α p(x0) + β q(x0) = αAp+ β A q ,
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con α, β ∈ C, p, q polinomi arbitrari.
Abbiamo: ‖Ap‖
‖p‖ =
|p(x0)|(
sup0≤x≤1 |p(x)|
) ,
ed e` chiaro che, se x0 appartiene all’intervallo [0, 1], l’espressione sopra risulta
limitata da una costante unitaria C = 1, e la trasformazione A e` continua. Se
invece |x0| > 1, non e` possibile limitare tale espressione. Basta considerare i
monomi:
pn(x) = x
n ,
e l’espressione:
‖Apn‖
‖pn‖ = |x0|
n ,
puo` essere resa grande a piacere scegliendo n in maniera opportuna, e l’ap-
plicazione A non risulta continua.
Lasciamo al lettore lo studio del caso −1 ≤ x0 < 0.
Esempio 3.16 Sia ancoraX l’insieme dei polinomi dell’esempio precedente, con
la medesima norma uniforme nell’intervallo [0, 1]. Definiamo ora l’operatore
lineare:
A : X −→ X ,
(Ap)(x) = x p(x) .
Allora:
‖Ap‖ = sup
[0,1]
|x p(x)| ≤ sup
[0,1]
|p(x)| ≤ ‖p‖ ,
per cui A e` limitato e continuo.
Esempio 3.17 Sempre nel medesimo insieme X dei polinomi con la norma
uniforme nell’intervallo [0, 1], consideriamo l’operatore lineare:
A : X −→ X ,
(Ap)(x) =
d p
d x
(x) ,
che associa ad un polinomio la sua derivata. Otteniamo ancora un polinomio,
ma la trasformazione, pur essendo lineare, non e` continua. Basta considerare
di nuovo i monomi pn(x) = x
n, n = 1, 2, . . ., per mostrare la non limitatezza:
‖pn‖ = 1 , ‖Apn‖ = sup
[0,1]
|nxn−1| = n .
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L’insieme degli operatori lineari e continui tra due spazi normati X e Y ,
viene indicato con Lc(X, Y ):
Lc(X, Y ) = {A : X −→Y ; A continuo} (3.91)
oppure con B(X, Y ), dall’inglese “bounded”, per mettere in evidenza il ca-
rattere di limitatezza delle applicazioni. Chiaramente Lc(X, Y ) risulta uno
spazio vettoriale, sottospazio di L(X, Y ), inoltre puo` essere dotato di una
norma definendo la norma operatoriale:
‖A‖ = inf{C ∈ R ; ‖Ax‖ ≤ C‖x‖ ∀ x ∈ X} . (3.92)
La norma ‖A‖ e` sostanzialmente la migliore costante utilizzabile per mag-
giorare uniformemente ‖Ax‖:
‖Ax‖ ≤ ‖A‖ ‖x‖ . (3.93)
Teo. 3.14 Siano X e Y due spazi normati. Allora:
1) Lc(X, Y ) e` uno spazio normato, con la norma definita dalla relazione
(3.92).
2) Se Y e` uno spazio di Banach, anche Lc(X, Y ) e` uno spazio di Banach.
Dim. 3.14 Per la prima affermazione si tratta di verificare che la corrispon-
denza (3.92) verifica le proprieta` di una norma. Chiaramente ‖A‖ ≥ 0 e,
(per ogni A,B ∈ Lc(X, Y ), λ ∈ C):
‖A‖ = 0 ⇐⇒ ‖Ax‖ = 0 ∀ x ∈ X ⇐⇒ Ax = 0 ∀ x ∈ X ⇐⇒ A = 0 ;
‖λA‖ = sup
‖x‖≤1
‖λAx‖ = |λ| sup
‖x‖≤1
‖Ax‖ = |λ| ‖A‖ ;
‖(A+B)x‖ = ‖Ax+B x‖ ≤ ‖Ax‖+ ‖B x‖ ≤ (‖A‖+ ‖B‖) ‖x‖ ∀ x ∈ X
=⇒ ‖A+B‖ ≤ ‖A‖+ ‖B‖ .
Per la seconda affermazione dobbiamo vedere che Lc(X, Y ) e` completo,
nell’ipotesi che Y sia completo (indipendentemente dalla completezza o meno
del dominio X).
Sia An una successione di Cauchy di applicazioni continue, allora per ogni
 > 0 esiste n() tale che:
‖An − Am‖ <  ∀ n,m ≥ n() .
166 CAPITOLO 3. SPAZI LINEARI.
Quindi, per ogni x ∈ X:
‖An x− Am x‖ ≤ ‖An − Am‖ ‖x‖ ≤ ‖x‖ , (3.94)
e la successione An x e` di Cauchy in Y , per cui converge (Y e` completo) ad
un punto y ∈ Y :
y = lim
n→∞
An x .
Il limite y dipende linearmente da x per cui definisce una trasformazione
lineare A : X −→Y . La linearita` e` conseguenza del fatto che il limite della
somma e` uguale alla somma dei limiti:
An x+ An x
′ −→
n→∞
Ax+ Ax′ ,
cioe` deriva dalla continuita` della somma nella topologia indotta dalla norma.
Analogamente vale per la moltiplicazione per uno scalare:
λAn x −→
n→∞
λAx ,
conseguenza di nuovo della compatibilita` richiesta tra la struttura topologica
e la struttura algebrica. La relazione (3.94), valida per ogni x ∈ X, passando
al limite per m→∞, ci fornisce inoltre l’informazione che l’operatore An−A
e` continuo, per cui, essendo An continuo, anche A = An−(An−A) e` continuo
(e limitato), cioe` A ∈ Lc(X, Y ). Inoltre:
‖An − A‖ ≤ 
per cui A e` proprio il limite della successione An nella topologia di Lc(X, Y ).
Osservazione. La condizione:
‖An − A‖ −→
n→∞
0 , (3.95)
esprime il concetto di convergenza in norma degli operatori, e si dice che A e`
il limite in norma della successione An. Tale nozione di convergenza e` spesso
molto stringente, per cui si introdurranno in seguito nozioni di convergenza
meno restrittive per successioni di operatori.
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3.7 Norme equivalenti.
Su un medesimo spazio vettoriale possiamo introdurre diverse norme, ognuna
delle quali determina una propria metrica e una corrispondente topologia. Se
le due topologie sono uguali (ogni aperto di una topologia e` un aperto anche
dell’altra topologia) allora le due norme sono dette equivalenti.
Def. 3.24 Sia X uno spazio vettoriale. Due norme su X sono dette
equivalenti se inducono la medesima topologia.
Ci si puo` porre il problema di individuare un criterio per stabilire se due
norme sul medesimo spazio vettoriale X sono equivalenti. Siano ‖ · ‖1, ‖ · ‖2
le due norme e indichiamo con X1, X2 rispettivamente i due spazi topologici
risultanti, col medesimo supporto X. Per vedere se un aperto in X1 e` aperto
anche in X2 e viceversa, consideriamo la trasformazione identica:
id : X1 −→ X2 ,
id(x) = x .
e le sue proprieta` di continuita`. Chiaramente id e` lineare, iniettiva e su-
riettiva, cioe` invertibile. Ricordando che la continuita` e` verificabile tramite
l’apertura delle retroimmagini di aperti, e che tramite l’identita` ogni insieme
e` immagine e retroimmagine di se stesso, possiamo dire che:
id e` continua se e solo se ogni aperto in X2 e` aperto in X1.
id−1 e` continua se e solo se ogni aperto in X1 e` aperto in X2.
Ma la continuita` e` equivalente alla limitatezza per cui id e` continua se e
solo se esiste una costante C tale che:
‖x‖2 = ‖id(x)‖2 ≤ C ‖x‖1 , ∀ x ∈ X .
Analogamente id−1 e` continua se e solo se esiste una costante C ′ tale che:
‖x‖1 = ‖id−1(x)‖1 ≤ C ′ ‖x‖2 , ∀ x ∈ X .
Ovviamente le costanti C e C ′ sono non nulle, essendo le norme non identi-
camente nulle.
In definitiva:
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Teo. 3.15 Due norme ‖ · ‖1, ‖ · ‖2, definite sul medesimo spazio vettoriale
X, sono equivalenti, cioe` inducono la stessa topologia, se e solo se esistono
due costanti D e C positive, tali che:
D‖x‖1 ≤ ‖x‖2 ≤ C‖x‖1 , ∀ x ∈ X . (3.96)
Come conseguenza immediata di cio` abbiamo che in uno spazio a dimen-
sione finita tutte le norme sono equivalenti. Notiamo infatti che se ‖ · ‖1 e`
equivalente a ‖ · ‖2 e ‖ · ‖2 e` equivalente a ‖ · ‖3 allora ‖ · ‖1 e` equivalente a
‖ · ‖3 (si lascia la dimostrazione al lettore come esercizio).
Teo. 3.16 In uno spazio vettoriale finito-dimensionale X e´ sempre possi-
bile definire una norma, e tutte le norme sono equivalenti tra loro.
Dim. 3.16 Sia {e1, e2, . . . , en} una base di X (n = dimX), e costruiamo una
norma di riferimento. Se:
x =
n∑
j=1
xj ej , xj ∈ C ,
poniamo:
‖x‖2 =
(
n∑
j=1
|xj|2
) 1
2
.
Sia ora ‖ · ‖ una norma qualsiasi definita in X. Allora:
‖x‖ =
∥∥∥∥∥
n∑
j=1
xjej
∥∥∥∥∥ ≤
n∑
j=1
|xj| ‖ej‖
≤
(
n∑
j=1
|xj|2
) 1
2
(
n∑
j=1
‖ej‖2
) 1
2
= C‖x‖2 ,
dove abbiamo fatto uso della disuguaglianza di Schwarz in Rn (il prodotto
scalare di due vettori e` minore del prodotto delle lunghezze dei vettori).
Dobbiamo ora provare l’altra disuguaglianza della equivalenza tra norme,
cioe` che esiste C ′ tale che ‖x‖2 ≤ C ′‖x‖. A questo proposito costruiamo la
funzione:
φ : Cn −→ R ,
φ(x1, . . . , xn) =
∥∥∥∥∥
n∑
j=1
xj ej
∥∥∥∥∥ .
3.7. NORME EQUIVALENTI. 169
φ risulta una funzione continua. Infatti:
|φ(x1, . . . , xn)− φ(y1, . . . , yn)| =
∣∣∣∣∣
∥∥∥∥∥
n∑
j=1
xj ej
∥∥∥∥∥−
∥∥∥∥∥
n∑
j=1
xj ej
∥∥∥∥∥
∣∣∣∣∣
≤
∥∥∥∥∥
n∑
j=1
(xj − yj) ej
∥∥∥∥∥ ≤
n∑
j=1
|xj − yj| ‖ej‖
≤
(
n∑
j=1
|xj − yj|2
) 1
2
(
n∑
j=1
‖ej‖2
) 1
2
≤ K
(
n∑
j=1
|xj − yj|2
) 1
2
,
da cui la continuita` in Cn.
Consideriamo ora in Cn la superficie sferica di raggio unitario:
n∑
j=1
|xj|2 = 1 ,
che costituisce un insieme chiuso e limitato, cioe` compatto. Ma una funzione
continua su un insieme compatto ammette massimo e minimo, per cui esiste
un punto di minimo (x˜1, . . . x˜n) su tale superficie, tale che, per ogni punto
sulla sfera unitaria:
φ(x1, . . . , xn) ≥ φ(x˜1, . . . , x˜n) = µ .
Il valore µ del minimo non puo` essere nullo:
φ(x˜1, . . . , x˜n) = 0 ⇐⇒
∥∥∥∥∥
n∑
j=1
x˜j ej
∥∥∥∥∥ = 0
⇐⇒ x˜j = 0 , j = 0, . . . , n ,
e la n-upla nulla non appartiene alla superficie sferica unitaria. Pertanto
essendo φ l’espressione della norma ‖x‖ come funzione delle componenti di
x, abbiamo:
‖x‖ ≥ µ > 0 se ‖x‖2 = 1 .
Sia ora x arbitrario e non nullo:∥∥∥∥ x‖x‖2
∥∥∥∥ ≥ µ =⇒ ‖x‖‖x‖2 ≥ µ =⇒ ‖x‖2 ≤ 1µ‖x‖ ,
e abbiamo completato l’equivalenza tra le norme.
Una conseguenza immediata di questo risultato e` che in uno spazio vet-
toriale finito-dimensionale la nozione di continuita` non dipende dalla norma
scelta. Inoltre:
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Teo. 3.17 Se X e Y sono spazi vettoriali a dimensioni finite allora ogni
applicazione lineare A : X −→Y risulta continua.
Dim. 3.17 Sia infatti {e1, e2, . . . , en} una base nello spazio X. La continuita`
e` conseguenza di:
x =
n∑
j=1
xj ej , =⇒ Ax =
n∑
j=1
xj Aej , =⇒
‖Ax‖ ≤
n∑
j=1
|xj| ‖Aej‖ ≤
(
n∑
j=1
|xj|2
) 1
2
(
n∑
j=1
‖Aej‖2
) 1
2
= K ‖x‖2 .
Osservazione. La disuguaglianza di Schwarz in Rn puo` essere vista come una conseguenza
della banale disuguaglianza:
2αβ ≤ α2 + β2 , (3.97)
valida per ogni α , β ∈ R, e derivante dalla non negativita` del quadrato della differenza
tra due numeri. Allora, se abbiamo due n-uple di numeri reali, abbiamo: n∑
j=1
aj bj
2 = n∑
j=1
aj bj
n∑
k=1
ak bk =
n∑
j=1
a2j b
2
j +
∑
1≤j<k≤n
2aj bk ak bj
≤
n∑
j=1
a2j b
2
j +
∑
1≤j<k≤n
[
(aj bk)2 + (ak bj)2
]
=
n∑
j=1
a2j b
2
j +
n∑
j 6=k=1
a2j b
2
k =
 n∑
j=1
a2j
 ( n∑
k=1
b2k
)
,
dove abbiamo usato la disuguaglianza (3.97) con α = aj bk e β = ak bj . Pertanto, estraen-
do la radice quadrata, otteniamo la disuguaglianza di Schwarz usata nelle dimostrazioni
precedenti: ∣∣∣∣∣∣
n∑
j=1
aj bj
∣∣∣∣∣∣ ≤
 n∑
j=1
a2j
 12 ( n∑
k=1
b2k
) 1
2
. (3.98)
3.8 Spazi Lp.
Vogliamo ora discutere un importante esempio di spazi normati, quello delle
funzioni p–sommabili.
Sia Ω un aperto di Rn (eventualmente coincidente con tutto Rn) e sia p
positivo, 0 < p < ∞. Consideriamo la totalita` delle funzioni f : Ω−→C,
misurabili e tali che: ∫
Ω
|f(x)|p d x <∞ , (3.99)
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tale insieme, se strutturato con la usuale somma tra funzioni e con la mol-
tiplicazione per uno scalare, diviene uno spazio vettoriale. Una funzione
misurabile che verifica la condizione (3.99) e` detta p–sommabile. L’unica dif-
ficolta` nella verifica della struttura di spazio vettoriale consiste nel mostrare
che la somma di due funzioni p–sommabili e` ancora p–sommabile. Cio` diviene
evidente, per p ≥ 1, considerando la validita` della disuguaglianza:
|f(x) + g(x)|p ≤ 2p−1 (|f(x)|p + |g(x)|p) , (3.100)
conseguenza della convessita` della funzione tp per t ≥ 0. Una disuguaglianza
meno stringente, ma valida anche per 0 ≤ p < 1, e utile allo stesso scopo e`:
|f(x) + g(x)|p ≤ 2p (|f(x)|p + |g(x)|p) . (3.101)
In quanto segue saremo interessati principalmente al caso p ≥ 1, per il quale
riusciremo a costruire uno spazio di Banach.
Lavorando con le funzioni p–sommabili si opera principalmente mediante
l’integrazione sull’insieme Ω e sappiamo che un integrale non dipende dal
valore assunto dall’integrando in un punto particolare. Cio` e` particolarmente
vero se si intende l’integrazione secondo Lebesgue, per cui ad esempio due
funzioni f e g danno luogo allo stesso integrale (3.99) se differiscono fra loro
solo in un insieme di misura nulla. Conviene pertanto identificare le funzioni
uguali fra loro quasi dappertutto introducendo una relazione di equivalenza
tra le funzioni sommabili:
f ∼ g ⇐⇒ f(x) = g(x) q.d. , (3.102)
dove la qualifica q.d. e` una abbreviazione per “quasi dappertutto”, e indica
che f(x) = g(x) per ogni x ∈ Ω \ N con N insieme a misura nulla. La
relazione ∼ suddivide l’insieme delle funzioni p–sommabili in classi disgiunte
e due funzioni appartenenti a classi distinte sono effettivamente diverse ai
fini dell’integrazione. E´ allora chiaro che:∫
Ω
|f(x)|p d x =
∫
Ω\N
|f(x)|pd x+
∫
N
|f(x)|pd x
=
∫
Ω\N
|g(x)|p d x =
∫
Ω
|g(x)|p d x ,
e l’integrale (3.99) risulta in realta` una funzione della classe [f ] cui appartiene
f . L’insieme dele classi di equivalenza puo` essere dotato di una struttura di
spazio vettoriale e viene indicato con Lp(Ω). La struttura e` uguale a quella
di uno spazio quoziente vista in precedenza. Infatti l’insieme delle funzioni
p–sommabili e nulle quasi ovunque:
N = {f : Ω−→C ; f = 0 q.d.}
172 CAPITOLO 3. SPAZI LINEARI.
forma un sottospazio vettoriale e f ∼ g se e solo se f − g ∈ N.
Essendo l’integrale (3.99) una funzione di classe definiamo:
‖[f ]‖p =
(∫
Ω
|f(x)|p d x
) 1
p
. (3.103)
Abbiamo immediatamente che:
‖[f ]‖p = 0 =⇒ [f ] = 0 .
Cioe` la classe [f ] coincide con il sottospazio N, elemento nullo dello spazio
quoziente. In genere si omette la notazione della classe [f ] e si indicano gli
elementi con f sottointendendo, quando serve, l’intera classe di equivalenza
contenente f . A volte la notazione Lp viene usata per indicare l’insieme delle
funzioni p–sommabili, senza la divisione in classi di equivalenza, e si evince
dal contesto di quale struttura si parla, cioe` se un risultato e` una proprieta`
di classe o di una singola funzione.
La nozione di spazio Lp puo` essere estesa anche al caso p =∞, definendo
lo spazio L∞(Ω), come l’insieme delle funzioni misurabili su Ω e limitate
quasi ovunque:
{f : Ω−→C ; f misurabile e limitata q.d.} , (3.104)
suddiviso a sua volta in classi di equivalenza. Dire che f e` limitata quasi
dappertutto significa che esiste una costante K tale che |f(x)| ≤ K quasi
ovunque. In questo modo possiamo definire la funzione di classe:
‖f‖∞ = inf {K ∈ R ; |f(x)| ≤ K q.d.} . (3.105)
Con le dovute cautele possiamo anche scrivere formalmente:
‖f‖∞ = sup
x∈Ω
|f(x)| ,
dove pero` tale estremo superiore e` da intendersi quasi ovunque, escludendo
l’insieme a misura nulla in cui f puo` non essere limitata. Il significato esatto
e` da intendersi tramite la relazione (3.105) e viene detto estremo superiore
essenziale:
‖f‖∞ = ess sup
x∈Ω
|f(x)| ,
e in ogni caso abbiamo:
|f(x)| ≤ ‖f‖∞ q.d. . (3.106)
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Vogliamo ora mostrare che la quantita` ‖f‖p definisce in effetti una norma
e che Lp(Ω) risulta uno spazio normato, anzi di Banach. Notiamo che la sud-
divisione in classi di equivalenza e` necessaria per avere la positivita` stretta
della norma. In caso contrario l’espressione (3.99) definisce solo una semi-
norma. La proprieta` non banale da provare e` la disuguaglianza triangolare.
A tale scopo premettiamo un utile lemma e un’importante disuguaglianza.
Lem. 3.18 Siano a, b due numeri reali non negativi, a, b ≥ 0, p, q reali,
con 1 < p, q <∞, tali che:
1
p
+
1
q
= 1 . (3.107)
Allora vale la disuguaglianza:
a b ≤ 1
p
ap +
1
q
bq (3.108)
e l’uguaglianza vale solo se ap = bq.
Dim. 3.18 Consideriamo la funzione:
f(a) =
1
p
ap +
1
q
bq − a b ,
con a variabile, b fisso, e
1
p
+
1
q
= 1 ⇐⇒ q = p
p− 1 ⇐⇒ p =
q
q − 1 .
Compiendo un rapido studio di tale funzione, abbiamo:
-
6
a
f(a)
.
.....
....
.....
...
.....
..
.....
.
.... ... .. .. .. .... ....
...
...
.....
......
.......
........
.........
..........
...........
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f ′(a) = ap−1 − b ,
f ′(a) = 0 ⇐⇒ b = ap−1 ⇐⇒ bq = ap ,
f ′′(a) = (p− 1) ap−2 ≥ 0 ∀ a ≥ 0 ,
f(b
q
p ) =
(
1
p
+
1
q
)
bq − b qp+1 = bq − bq = 0 ,
per cui f(a) ≥ 0 per ogni a non negativo, e risulta dimostrata la disugua-
glianza (3.108), ed il corrispondente caso di uguaglianza.
Siamo ora in grado di mostrare la cosidetta disuguaglianza di Ho¨lder.
Teo. 3.19 (Disuguaglianza di Ho¨lder) Siano p, q, con 1 ≤ p, q ≤ ∞,
tali che:
1
p
+
1
q
= 1 . (3.109)
Allora, se f ∈ Lp(Ω) e g ∈ Lq(Ω), il prodotto f g ∈ L1(Ω), e vale la
disuguaglianza:
‖f g‖1 ≤ ‖f‖p ‖g‖q . (3.110)
Dim. 3.19 Per il lemma precedente 3.18 sappiamo che, per ogni x ∈ Ω:
|f(x) g(x)| ≤ 1
p
|f(x)|p + 1
q
|g(x)|q ,
se 1 < p < ∞. Ma questa disuguaglinza implica la sommabilita` di f g, cioe`
f g ∈ L1(Ω). Inoltre, integrando su Ω otteniamo:
‖f g‖1 ≤ 1
p
(‖f‖p)p + 1
q
(‖g‖q)q ,
che possiamo applicare alle funzioni normalizzate a uno:∥∥∥∥ f‖f‖p g‖g‖q
∥∥∥∥
1
≤ 1
p
+
1
q
= 1
da cui la disuguaglianza di Ho¨lder (3.110).
Se p = 1, e quindi q =∞, come pure nel caso p =∞, q = 1, l’affermazione
risulta ovvia in base alla discussione precedente sulla relazione (3.106).
Osservazione. Spesso la disuguaglianza di Ho¨lder viene scritta in forma inte-
grale: ∫
Ω
|f(x) g(x)| d x ≤
(∫
Ω
|f(x)|p
) 1
p
(∫
Ω
|g(x)|q
) 1
q
.
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e nel caso p = q = 2 e` nota anche col nome di disuguaglianza integrale di
Schwarz.
La disuguaglianza di Ho¨lder puo` essere generalizzata al prodotto di piu`
funzioni sommabili.
Cor. 3.20 Siano date n funzioni fj ∈ Lpj(Ω), con 0 < pj ≤ ∞, j =
1, . . . , n. Allora
∏n
j=1 fj ∈ Lr(Ω), dove:
1
r
=
n∑
j=1
1
pj
, (3.111)
e vale la disuguaglianza: ∥∥∥∥∥
n∏
j=1
fj
∥∥∥∥∥
r
≤
n∏
j=1
‖fj‖pj . (3.112)
Dim. 3.20 Possiamo procedere ricorsivamente. Se f1 ∈ Lp1(Ω), f2 ∈ Lp2(Ω),
allora, determinato r2 in modo tale che:
1
r2
=
1
p1
+
1
p2
,
possiamo considerare le funzioni:
g1 = |f1|r2 ∈ Lq1 , q1 = p1
r2
,
g2 = |f2|r2 ∈ Lq2 , q2 = p3
r2
,
per cui:
1
q1
+
1
q2
= 1 , q1, q2 ≥ 1 ,
il prodotto g1 g2 ∈ L1(Ω), con:
‖g1 g2‖1 ≤ ‖g1‖q1 ‖g2‖q2 ,
allora il prodotto f1 f2 ∈ Lr2(Ω), e:
‖ |f1 f2|r2‖1 ≤ ‖ |f1|r2‖q1 ‖ |f2|r2‖q2 ,
(‖f1 f2‖r2)r2 ≤ (‖f1‖p1)r2 (‖f2‖p2)r2 ,
‖f1 f2‖r2 ≤ ‖f1‖p1 ‖f2‖p2 .
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Abbiamo cos`ı dimostrato il risultato per n = 2. Procedendo ora per indu-
zione, assumiamo valido il corollario per n − 1 funzioni, per cui il prodotto
f1 · · · fn−1 ∈ Lrn−1(Ω), con:
1
p1
+ · · ·+ 1
pn−1
=
1
rn−1
,
1
rn−1
+
1
pn
=
1
r
,
di conseguenza il prodotto f1 · · · fn ∈ Lr(Ω), e:∥∥∥∥∥
n∏
j=1
fj
∥∥∥∥∥
r
=
∥∥∥∥∥
(
n−1∏
j=1
fj
)
fn
∥∥∥∥∥
r
≤
∥∥∥∥∥
n−1∏
j=1
fj
∥∥∥∥∥
rn−1
‖fn‖pn ≤
n∏
j=1
‖fj‖pj .
Osservazione. Notiamo che non abbiamo dovuto imporre la condizione pj ≥ 1,
j = 1, . . . , n, e abbiamo generalizzato la disuguaglianza di Ho¨lder anche
quando 0 < pj < 1.
Siamo ora in grado di mostrare la disuguaglianza triangolare:
‖f + g‖p ≤ ‖f‖p + ‖g‖p , (3.113)
valida per ogni f, g ∈ Lp(Ω), con 1 ≤ p ≤ ∞, e che prende il nome di
disuguaglianza di Minkowski.
Se p = ∞, oppure p = 1, la disuguaglianza e` banale e deriva dal fatto che il modulo
della somma di due numeri e` minore o uguale alla somma dei due moduli. Sia pertanto
1 < p <∞ e f, g ∈ Lp(Ω), per cui sappiamo che f + g ∈ Lp(Ω), e:∫
Ω
|f(x) + g(x)|p =
∫
Ω
|f(x) + g(x)| |f(x) + g(x)|p−1 .
Ma se |f + g| ∈ Lp(Ω) allora |f + g|p−1 ∈ Lq(Ω), con:
q (p− 1) = p , 1
q
+
1
p
= 1 .
Allora, possiamo applicare la disuguaglianza di Ho¨lder:
‖f + g‖pp ≤
∫
Ω
|f(x)| |f(x) + g(x)|p−1 +
∫
Ω
|g(x)| |f(x) + g(x)|p−1
≤ ‖f‖p‖ |f + g|p−1‖q + ‖g‖p‖ |f + g|p−1‖q
= (‖f‖p + ‖g‖p)
(∫
Ω
|f(x) + g(x)|(p−1)q
) 1
q
= (‖f‖p + ‖g‖p)
(∫
Ω
|f(x) + g(x)|p
) p−1
p
= (‖f‖p + ‖g‖p) ‖f + g‖p−1p .
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Da cui, semplificando il fattore comune, la disuguaglianza triangolare nota in questo
contesto come disuguaglianza di Minkowski, specialmente nella sua forma integrale:(∫
Ω
|f(x) + g(x)|p
) 1
p
≤
(∫
Ω
|f(x)|p
) 1
p
+
(∫
Ω
|g(x)|p
) 1
p
. (3.114)
Il risultato precedente ci garantisce che gli spazi Lp sono spazi vettoriali
normati, ma possiamo dire qualcosa in piu`, essi sono completi.
Teo. 3.21 Sia Ω un aperto di Rn, e 1 ≤ p ≤ ∞. Allora Lp(Ω) e` uno
spazio di Banach.
Dim. 3.21 Consideriamo prima il caso p = ∞. Sia un una successione di
Cauchy in L∞(Ω). Allora, quasi ovunque abbiamo:
|un(x)| ≤ ‖un‖∞ , q.d.
|un(x)− um(x)| ≤ ‖un − um‖∞ q.d. .
pertanto, quasi ovunque, un(x) converge uniformemente ad una funzione
u(x). Come limite quasi ovunque di funzioni misurabili, anche il limite u(x)
e` misurabile e siccome ‖un‖∞ converge (forma una successione di Cauchy in
R), allora anche il limite puntuale u(x) risulta una funzione limitata quasi
ovunque, cioe` u ∈ L∞(Ω), con:
‖un − u‖∞ −→
n→∞
0 .
Sia ora 1 ≤ p < ∞, e un una successione di Cauchy in Lp(Ω). Allora
‖un − um‖p puo` essere resa piccola a piacere e operiamo nel seguente modo.
Scegliamo n1 in modo tale che:
‖un − un1‖p ≤
1
2
∀ n ≥ n1 ,
Poi determiniamo n2 > n1 tale che:
‖un − un2‖p ≤
1
22
∀ n ≥ n2 ,
e cos`ı via:
‖un − unk‖p ≤
1
2k
∀ n ≥ nk .
Otteniamo allora una successione unj che verifica:
‖unj+1 − unj‖p ≤
1
2j
, j = 1, 2, . . . ,
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Poniamo ora:
vm(x) =
m∑
j=1
|unj+1(x)− unj(x)| ,
per cui vm ∈ Lp(Ω) e la sua norma e` limitata:
‖vm‖p ≤
m∑
j=1
1
2j
< 1 ∀ m.
Per il lemma di Fatou, sappiamo che:∫
Ω
lim inf
m→∞
vpm(x) d x ≤ lim inf
m→∞
∫
Ω
vpm(x) d x ≤ 1 .
La successione vpm, monotona crescente e formata da funzioni positive (per
cui il limite inferiore coincide con il limite), converge quindi quasi ovunque
ad una funzione (finita) appartenente a Lp(Ω). Considerando la successione:
unm+1 = un1 + (un2 − un1) + · · ·+ (unm+1 − unm) ,
vista come serie e` assolutamente convergente quasi ovunque, per cui e` pun-
tualmente convergente quasi ovunque ad una funzione misurabile u. Ora
abbiamo anche (sempre per il lemma di Fatou):∫
Ω
lim inf
j→∞
|unj(x)− unk(x)|p ≤ lim inf
j→∞
(‖unj − unk‖p)p ,
(‖u− unk‖p)p ≤ lim inf
j
(‖unj − unk‖p)p .
Essendo un di Cauchy, per ogni  > 0, esiste N() tale che se n,m ≥ N():
‖un − um‖p <  ,
allora, se nk ≥ N():
‖u− unk‖p ≤  ,
Pertanto, u− unk ∈ Lp(Ω), come pure u = unk + u− unk . Ma, se m ≥ N():
‖u− um‖p ≤ ‖u− unk‖p + ‖unk − um‖ ≤ 2 ,
quindi l’intera successione um, e non solo la sottosuccessione unk , converge a
u ∈ Lp(Ω) nella topologia di Lp(Ω), che risulta completo, cioe` di Banach.
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Appendice: lim sup e lim inf.
I concetti di lim sup e lim inf possono risultare non famigliari, per cui li ricordiamo. Sia
A ⊂ R un insieme contenente infiniti elementi. Se A ammette dei punti di accumulazione,
allora il maxlimite, o limite sup, di A e` definito come:
lim supA = sup{x ∈ R ; x di accumulazione per A} , (3.115)
e analogamente si definisce il minlimite, o limite inf, per A:
lim inf A = inf{x ∈ R ; x di accumulazione per A} . (3.116)
Se A e` limitato (e infinito) allora l’insieme dei suoi punti di accumulazione e` chiara-
mente non vuoto e la definizione ha senso. Nel caso che A sia illimitato superiormente
estendiamo la definizione accettando l’infinito come punto di accumulazione, e definendo
lim supA =∞. Se A e` limitato superiormente, e non ha punti di accumulazione (per cui
essendo infinito deve essere illimitato inferiormente), poniamo lim supA = −∞. Chiara-
mente estensioni analoghe si pongono per il lim inf. Sostanzialmente si accettano come
punti di accumulazione anche i punti all’infinito, e qualsiasi insieme non finito ammette
un massimo limite ed un minimo limite.
Possiamo dare la seguente caratterizzazione, che non dimostriamo, per il lim sup (e
analoga per lim inf):
Teo. 3.22 Sia A un insieme contenente infiniti punti, b = lim supA. Allora, per ogni
 > 0, l’insieme {a ∈ A ; a > b + } e` finito (o vuoto), mentre l’insieme {a ∈ A ; a >
b− } e` infinito.
Con ovvie modifiche nel caso di estensioni all’infinito. La definizione viene spesso usata
quando A consiste in una successione di numeri reali an. In tal caso la definizione viene
leggermente estesa per poter comprendere anche le successioni stazionarie (o in generale
quando non si hanno infiniti elementi distinti nella successione). Si considerano cioe` tutti i
possibili punti b che sono limite di una qualche sottosuccessione ank , comprendendo come
limiti eventuali anche +∞ e −∞, poi si ricercano l’estremo superiore e l’estremo inferiore,
definendo il massimo limite ed il minimo limite, rispettivamente. Questi punti limite b
comprendono quindi tutti i punti di accumulazione della successione, intesa come insieme,
ma si accettano anche i punti limite di sottosuccessioni stazionarie che non sono necessa-
riamente di accumulazione per la successione. Ricordiamo che otteniamo una sottosucces-
sione selezionando una successione di interi nk, k = 1, 2, . . ., con nk → ∞ per k → ∞, e
considerando poi la successione ank . Allora possiamo dire che b e` un punto limite per la
successione an, se per ogni N ed ogni , esiste un n > N con |b− an| < . L’estremo supe-
riore dell’insieme di tali punti limite (includendo anche l’infinito) e` detto lim supn→∞ an,
mentre l’estremo inferiore e` detto lim infn→∞ an. Osserviamo che tale caratterizzazione
significa che (b,+∞) e` un punto di accumulazione per le coppie (an, n) ∈ R×N. In questo
modo ritroviamo una definizione solo in termini di punti di accumulazione.
Per una successione il massimo limite ed il minimo limite possono essere valutati
tramite le relazioni:
lim sup
n→∞
an = lim
k→∞
(
sup
m≥k
am
)
, (3.117)
lim inf
n→∞ an = limk→∞
(
inf
m≥k
am
)
. (3.118)
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Risulta chiaro che (comprendendo i casi infiniti) il massimo limite e il minimo limite
di una successione esistono sempre (al massimo divergono).
Chiaramente, se una successione e` convergente, l’unico punto limite e` il limite stesso
della successione, per cui possiamo dire che una successione e` convergente se il lim sup e
lim inf coincidono con un numero finito.
Possiamo dire che valgono le seguenti proprieta` (tutte valide nel caso di insiemi limitati,
alcune anche con insiemi non limitati):
lim sup
n→∞
(an + bn) ≤ lim sup
n→∞
an + lim sup
n→∞
bn ,
lim sup
n→∞
an bn ≤ (lim sup
n→∞
an) (lim sup
n→∞
bn) ,
lim sup
n→∞
(c an) = c lim sup
n→∞
an c > 0 ,
lim sup
n→∞
(c an) = c lim inf
n→∞ an c < 0 ,
Il cosidetto lemma di Fatou viene espresso proprio tramite i concetti di maxlimite e
minlimite:
Lem. 3.23 (Lemma di Fatou) Se fn e` una successione di funzioni sommabili, fn ∈
L1, e non negative, fn(x) ≥ 0, e se:
lim inf
n→∞ ‖fn‖1 <∞ ,
allora:
f(x) = lim inf
n→∞ fn(x) ,
e` una funzione sommabile e:
‖f‖1 ≤ lim inf
n→∞ ‖fn‖1 .
Notiamo che nulla viene detto sulla differenza ‖f − fn‖1, e sulla sua eventuale conver-
genza.
Capitolo 4
Operatori continui.
Vogliamo ora vedere alcune proprieta` importanti delle applicazioni lineari
continue tra spazi normati.
4.1 Applicazioni lineari limitate tra spazi nor-
mati.
Abbiamo visto che l’insieme delle applicazioni lineari continue forma uno
spazio vettoriale normato. In generale, per le trasformazioni non risulta solo
definita una struttura algebrica di natura vettoriale, ma possiamo considerare
anche un’altra operazione, quella di composizione. Nel caso di applicazioni
lineari la composizione definisce ancora una trasformazione lineare, per cui e`
lecito porsi la questione sulla continuita` o meno della applicazione composta.
Teo. 4.1 Siano X, Y, Z spazi normati, A ∈ Lc(X, Y ), B ∈ Lc(Y, Z).
Allora BA ∈ Lc(X,Z), e:
‖BA‖ ≤ ‖B‖ ‖A‖ . (4.1)
Dim. 4.1 La continuita` e` ovvia in quanto e` noto che la composizione di
funzioni continue e` ancora una funzione continua. Lo stesso vale per la
linearita`, inoltre, se x ∈ X:
‖BAx‖ ≤ ‖B‖ ‖Ax‖ ≤ ‖B‖ ‖A‖ ‖x‖ ,
da cui:
‖BA‖ ≤ ‖B‖ ‖A‖ .
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Consideriamo ora una semplice conseguenza del teorema del punto fisso in
uno spazio di Banach. SiaX uno spazio di Banach e consideriamo l’operatore
identita` in tale spazio:
1 : X −→X .
Chiaramente l’identita` 1 risulta un operatore lineare, continuo, (‖1‖ = 1),
iniettivo, suriettivo e quindi invertibile, con inversa continua. Supponiamo
ora che un operatore sia “vicino” all’identita` nella topologia degli operatori
continui, ci possiamo aspettare che abbia anch’esso le medesime proprieta`.
In effetti sia:
T : X −→X ,
una applicazione lineare, continua e tale che:
‖T‖ < 1 ,
allora l’operatore 1− T e` abbastanza vicino all’identita` da godere delle stes-
se proprieta` di continuita` e invertibilita`. Infatti l’operatore 1 − T risulta
iniettivo, biettivo e quindi invertibile.
L’iniettivita` e` conseguenza del teorema del punto fisso e del fatto che T ,
essendo a norma minore di uno, risulta una contrazione:
‖T x− T y‖ ≤ ‖T‖‖x− y‖ , ‖T‖ < 1 .
In uno spazio di Banach una contrazione ammette un unico punto x tale che:
T x = x .
Essendo T lineare, l’equazione precedente ammette la soluzione nulla che
risulta quindi unica, e l’operatore 1− T risulta iniettivo:
(1− T )x = 0 =⇒ x = 0 .
Il fatto che un operatore sia iniettivo non implica in generale la surietti-
vita`, ma consideriamo nel nostro caso l’equazione (nell’incognita x):
y = (1− T )x = x− T x ,
con y ∈ X. Allora, con y fisso, l’applicazione:
f(x) = y + T x ,
risulta una contrazione:
‖f(x)− f(x′)‖ = ‖T x− T x′‖ ≤ ‖T‖ ‖x− x′‖ ,
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per cui esiste un unico punto fisso di tale trasformazione, cioe` un unico punto
x tale che:
x = y + T x . (4.2)
Essendo y un elemento arbitrario di X, cio` dimostra la suriettivita` della ap-
plicazione 1−T , che risulta invertibile. Formalmente, risolvendo l’equazione
(4.2) precedente, abbiamo definito l’operatore inverso:
x = (1− T )−1y , (4.3)
per ogni y ∈ X. Abbiamo anche:
‖x‖ = ‖y + T x‖ ≤ ‖y‖+ ‖T x‖ ≤ ‖y‖+ ‖T‖ ‖x‖ ,
(1− ‖T‖) ‖x‖ ≤ ‖y‖ , (4.4)
e l’applicazione inversa risulta limitata (e quindi continua):
‖x‖ = ∥∥(1− T )−1 y∥∥ ≤ 1
1− ‖T‖ ‖y‖ ,
∥∥(1− T )−1∥∥ ≤ 1
1− ‖T‖ .
Ricordando il procedimento seguito per determinare il punto fisso (vedi
pagina 110), partendo da un guess iniziale x0 arbitrario:
x1 = y + T x0 ,
x2 = y + T x1 = y + T y + T
2 x0 ,
...
xn = y + T xn−1 = y + T y + T 2 y + · · ·+ T n−1 y + T n x0
...
Sapendo che T n x0 converge al punto fisso di T , che e` nullo, abbiamo dato un
significato operativo di convergenza alla serie operatoriale, detta anche serie
di Neumann:
1+ T + T 2 + · · ·+ T n + · · · ,
come espressione dell’operatore inverso (1− T )−1, quando ‖T‖ < 1. Questa
serie estende il concetto di serie geometrica con ragione reale, nota dagli studi
di analisi matematica, ad una serie con ragione operatoriale.
Possiamo riassumere quanto sopra nel seguente risultato:
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Teo. 4.2 Sia X uno spazio di Banach e T : X −→X un operatore
limitato tale che:
‖T‖ < 1 . (4.5)
Allora l’operatore 1−T risulta lineare, continuo, iniettivo, biettivo, quindi
invertibile, con inverso continuo. Inoltre, vale la seguente limitazione sulla
norma dell’operatore inverso:
‖(1− T )−1‖ ≤ 1
1− ‖T‖ . (4.6)
Esempio 4.1 Nello spazio L2(−pi, pi) consideriamo la seguente equazione inte-
grale:
f(x) = g(x) +
1
2pi
∫ pi
−pi
cos(x− y)f(y) dy ,
con g ∈ L2(−pi, pi) assegnata, ed f ∈ L2(−pi, pi) funzione incognita. Notiamo
che, come funzione di y, cos(x− y) appartiene a L2(−pi, pi), e per la disugua-
glianza di Ho¨lder, il prodotto cos(x−y) f(y), con f ∈ L2(−pi, pi), e` sommabile
nell’intervallo ]− pi, pi [. Definendo l’operatore T : L2(−pi, pi)−→L2(−pi, pi)
tramite la relazione:
(T f)(x) =
1
2pi
∫ pi
−pi
cos(x− y)f(y) dy ,
abbiamo una equazione del tipo:
(1− T ) f = g .
Per la disuguaglianza di Ho¨lder:
|(T f)x)| ≤ 1
2pi
∫ pi
−pi
| cos(x− y)f(y)| dy
≤ 1
2pi
‖ cos(x− ·)‖ ‖f‖ = 1
2
√
pi
‖f‖ ,
dove abbiamo usato le notazioni:
‖ cos(x− ·)‖2 =
∫ pi
−pi
cos2(x− y) dy = pi .
Pertanto:
‖T f‖2 =
∫ pi
−pi
|(T f)(x)|2 dx ≤ 1
4pi
‖f‖2
∫ pi
−pi
dx =
1
2
‖f‖2 ,
‖T f‖ ≤ 1√
2
‖f‖ =⇒ ‖T‖ ≤ 1√
2
< 1 ,
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per cui T verifica le ipotesi del teorema 4.2 precedente (in realta` si puo`
dimostrare che ‖T‖ = 1
2
). Tornando ad esaminare l’equazione integrale,
possiamo scrivere:
f(x) = g(x) +
1
2pi
cos(x)
∫ pi
−pi
cos(y) f(y) dy
+
1
2pi
sin(x)
∫ pi
−pi
sin(y) f(y) dy
= g(x) + α cos(x) + β sin(x) ,
con α e β, dipendenti dalla scelta della funzione f , ma indipendenti dal punto
x ∈ ]−pi, pi[ . Sostituendo questa ultima espressione nell’equazione originaria:
g(x) + α cos(x) + β sin(x) =
g(x) +
1
2pi
cos(x)
∫ pi
−pi
cos(y)[g(y) + α cos(y) + β sin(y)] dy
+
1
2pi
sin(y)
∫ pi
−pi
sin(y)[g(y) + α cos(y) + β sin(y)] dy ,
e sapendo che:∫ pi
−pi
cos2(y) dy = pi ,
∫ pi
−pi
sin2(y) dy = pi
∫ pi
−pi
cos(y) sin(y) dy = 0 ,
abbiamo:
α cos(x) + β sin(x) = cos(x)
{
1
2pi
∫ pi
−pi
cos(y) g(y) dy +
α
2
}
+ sin(x)
{
1
2pi
∫ pi
−pi
sin(y) g(y) dy +
β
2
}
.
Essendo cos(x) e sin(x) funzioni linearmente indipendenti in L2(−pi, pi):
α =
1
2pi
∫ pi
−pi
cos(y) g(y) dy +
α
2
β =
1
2pi
∫ pi
−pi
sin(y) g(y) dy +
β
2

α =
1
pi
∫ pi
−pi
cos(y) g(y) dy
β =
1
pi
∫ pi
−pi
sin(y) g(y) dy
ottenendo una espressione delle costanti α e β come dipendenti dalla funzione
g. In questo modo possiamo esprimere in maniera univoca la soluzione f come
dipendente dal termine noto g. Essendo la funzione g arbitraria in L2(−pi, pi),
otteniamo una espressione esplicita dell’operatore inverso (1− T )−1:
f(x) = g(x) +
1
pi
cos(x)
∫ pi
−pi
cos(y)g(y) dy +
1
pi
sin(x)
∫ pi
−pi
sin(y)g(y) dy
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(
(1− T )−1 g) (x) = g(x) + 1
pi
∫ pi
−pi
cos(x− y) g(y) y .
Notiamo che, accidentalmente:
(1− T )−1 = 1+ 2T ,
per cui l’operatore T verifica l’equazione:
T 2 =
1
2
T .
Inoltre:
‖(1− T )−1‖ = ‖1+ 2T‖ ≤ 1 + 2‖T‖ ≤ 1 +
√
2 ,
che risulta una stima migliore di:
1
1− ‖T‖ ≤
1
1−
√
2
2
= 2 +
√
2 .
Anche per l’operatore inverso si puo` dare una valutazione esatta della norma,
e in realta` si ha ‖1+ 2T‖ = 2.
4.1.1 Convergenza forte di applicazioni continue.
Supponiamo di avere una successione di operatori fra due spazi normati X
e Y , ed assumiamo che per ogni x ∈ X, An x converga in Y ad un vettore
y, chiaramente dipendente linearmente da x. La sequenza An x viene quindi
a definire, per n → ∞, un operatore lineare A fra X e Y e si dice che An
converge fortemente a A:
Def. 4.1 Una successione di applicazioni lineari An : X −→Y tra due
spazi normati X e Y converge fortemente se, per ogni x ∈ X, esiste il
limite in Y della successione An x, ed in questo caso il limite definisce una
trasformazione lineare A:
Ax = lim
n→∞
An x ∀ x ∈ X . (4.7)
Osservazione. Notiamo che tale nozione di convergenza risulta piu` debole
della convergenza in norma. Anche se assumiamo che gli operatori siano
continui, nulla garantisce che questi siano convergenti in norma. Viceversa
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la convergenza in norma di una sequenza di operatori continui implica la
convergenza forte:
‖An−A‖ −→
n→∞
0 =⇒ ‖An x−Ax‖ ≤ ‖An−A‖ ‖x‖ −→
n→∞
0 ∀ x ∈ X .
Il termine convergenza forte viene riservato generalmente per una con-
vergenza vettoriale, stabilita mediante l’uso dei vettori nella topologia dello
spazio di appartenenza di tali vettori.
La questione che ci poniamo ora e` proprio quella di stabilire se tale conver-
genza possa definire una trasformazione A continua, assumendo ovviamente
che tutte le trasformazioni lineari An siano continue. La risposta sara` affer-
mativa se lavoriamo in spazi di Banach, cioe` se X e Y sono spazi completi.
Per arrivare a cio` occorrono pero` delle conoscenze preliminari.
Teo. 4.3 Sia X uno spazio metrico completo e {Fj}∞j=1 una collezione
numerabile di sottoinsiemi chiusi di X tali che:
X =
∞⋃
j=1
Fj . (4.8)
Allora esiste un chiuso Fn0 della famiglia che contiene un aperto.
Notiamo che l’affermazione non e` banale perche` possiamo avere degli
insiemi chiusi talmente “magri” da non riuscire a contenere alcun aperto. Si
pensi in R2 ad un insieme rappresentato da un segmento rettilineo, compresi
gli estremi.
Dim. 4.3 Consideriamo il primo chiuso F1. Se F1 = X allora F1 risulta anche
aperto e siamo a posto. Se F1 6= X, allora il suo complementare e` aperto ed
esiste un punto x1 e una sfera S(x1, δ1) tale che tutta la chiusura della sfera
e` contenuta nel complementare:
S(x1, δ1)
−⋂F1 = ∅ .
A questo punto si presentano due casi: o S(x1, δ1) ⊂ F2 e il risultato e` pro-
vato, oppure esiste una sfera S(x2, δ2) contenuta in S(x1, δ1), la cui chiusura
non interseca F2:
S(x2, δ2) ⊂ S(x1, δ1) , S(x2, δ2)−
⋂
F2 = ∅ ,
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e possiamo supporre (eventualmente restringendo δ2) che:
δ2 ≤ δ1
2
.
Se S(x2, δ2) ⊂ F2, il risultato e` dimostrato, altrimenti il procedimento puo`
essere iterato per F3, F4, . . ., costruendo una sequenza di sferette con le
proprieta`:
S(xj, δj) ⊂ S(xj−1, δj−1), δj ≤ δ1
j
S(xj, δj)
−⋂Fj = ∅ .
Il processo deve avere termine per un certo valore n0, altrimenti abbiamo
costruito una successione di centri delle sfere xj che risulta di Cauchy:
d(xn, xm) < δm ≤ δ1
m
, ∀ n > m ,
e quindi, essendo X completo, convergente ad un punto x˜ ∈ X che deve
appartenere alla chiusura di ogni sfera (la successione potrebbe avvicinar-
si sempre piu` al bordo di qualche sfera, per cui abbiamo richiesto la non
intersezione fra i vari Fj e le chiusure delle sfere corrispondenti):
x˜ ∈ S(xm, δm)− , ∀ m,
ed ogni sfera chiusa non interseca il corrispondente Fm. Ma allora x˜ non puo`
appartenere ad alcun Fj, e nemmeno alla loro unione, ma cio` e` assurdo in
quanto gli insiemi Fj formano un ricoprimento di X. Pertanto deve esistere
almeno un chiuso Fn0 contenente una sfera aperta, cioe` un aperto.
Siamo ora in grado di mostrare il seguente risultato noto come principio
di uniforme limitatezza.
Teo. 4.4 (Principio di uniforme limitatezza) Sia {Aλ ; λ ∈ Λ} una
famiglia di applicazioni lineari e continue tra due spazi di Banach X e Y ,
Aλ ∈ Lc(X, Y ), tali che:
∀ x ∈ X sup
λ∈Λ
‖Aλ x‖ =M(x) <∞ . (4.9)
Allora anche le norme delle applicazioni sono uniformemente limitate:
sup
λ∈Λ
‖Aλ‖ <∞ . (4.10)
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Di nuovo abbiamo una affermazione non banale, perche` dall’uniformita`
per ogni vettore abbiamo l’uniformita` sulle norme operatoriali, indipendenti
dal vettore a cui si applicano le trasformazioni.
Dim. 4.4 Consideriamo l’insieme (λ ∈ Λ e n ∈ N fissi):
{x ∈ X ; ‖Aλ x‖ ≤ n} ,
e l’applicazione:
Φ(x) = ‖Aλ x‖ .
Φ e` continua in quanto composizione di Aλ e della norma che sono applica-
zioni continue. L’insieme di cui sopra, retroimmagine di un chiuso, e` quindi
chiuso, e chiusa risulta l’intersezione:
Fn =
⋂
λ∈Λ
{x ∈ X ; ‖Aλ x‖ ≤ n} .
Vediamo ora che gli insiemi Fn, n ∈ N, formano un ricoprimento chiuso e
numerabile di X. Infatti, utilizzando l’ipotesi (4.9), sia x ∈ X arbitrario, se
n > M(x) allora x ∈ Fn. Essendo M(x) finito, un tale n esiste, e quindi:
X =
⋃
n∈N
Fn .
X e` di Banach, pertanto metrico e completo, per il risultato precedente esiste
un intero n0 e una sfera (aperta) S(x0, δ0) contenuta in Fn0 , cioe`:
‖x− x0‖ < δ0 =⇒ ‖Aλ x‖ ≤ n0 ∀ λ ∈ Λ .
Consideriamo allora un punto y in un intorno sferico dell’origine:
‖y‖ < δ0 =⇒ x = x0 + y ∈ S(x0, δ0) ,
=⇒ ‖Aλ y‖ ≤ ‖Aλ x‖+ ‖Aλ x0‖ ≤ 2n0 .
Sia ora z non nullo ed arbitrario in X. Mediante una trasformazione di scala
(omotetia) opportuna possiamo ricondurci all’intorno sferico dell’origine di
raggio δ0: ∥∥∥∥ z‖z‖ δ02
∥∥∥∥ = δ02 < δ0 ,
e, per ogni λ ∈ Λ:∥∥∥∥Aλ z‖z‖ δ02
∥∥∥∥ ≤ 2n0 , ‖Aλ z‖ ≤ 4n0δ0 ‖z‖ , ‖Aλ‖ ≤ 4n0δ0 .
190 CAPITOLO 4. OPERATORI CONTINUI.
Essendo 4n0
δ0
una costante indipendente da λ abbiamo l’uniforme limitatezza
delle norme operatoriali.
Questo risultato permette di rispondere affermativamente al quesito pre-
cedente sulla continuita` del limite forte.
Teo. 4.5 Sia An una successione di applicazioni lineari e continue fra due
spazi di Banach X, Y : An ∈ Lc(X, Y ). Allora, se per ogni x ∈ X esiste il
limite:
lim
n→∞
An x ∈ Y ,
questo limite definisce una applicazione lineare e continua A ∈ Lc(X, Y ).
Dim. 4.5 La definizione basata sull’esistenza del limite forte:
Ax = lim
n→∞
An x .
comporta immediatamente la linearita` di A. Infatti, ad esempio:
An x+ An y −→
n→∞
Ax+ Ay
An (x+ y) −→
n→∞
A (x+ y)
}
=⇒ A (x+ y) = Ax+ Ay .
Per quanto riguarda la continuita` sappiamo che se una successione ha limite
allora questa e` limitata (da un certo punto in poi gli elementi della successione
sono vicino al limite, quelli prima sono in numero finito, per cui limitati).
Allora ‖Anx‖ (essendo convergente) e` limitata, cioe`:
sup
n
‖An x‖ =M(x) <∞ ,
e, per il teorema precedente di uniforme limitatezza, esiste una costante C
tale che:
‖An‖ ≤ C <∞ , ∀ n ‖An x‖ ≤ C ‖x‖ , ∀ n .
Passando al limite per n→∞:
‖An x‖−→‖Ax‖ , ‖Ax‖ ≤ C ‖x‖ ,
e A e` continuo.
La continuita` forte non implica necessariamente la convergenza in norma.
Vediamolo con un esempio.
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Esempio 4.2 Consideriamo come spazio vettoriale una versione discretizzata
dello spazio Lp, il cosidetto spazio lp, con 1 ≤ p <∞:
lp =
{
x = (x1, x2, . . . , xn, . . .) ; xn ∈ C ,
∞∑
j=1
|xj|p <∞
}
, (4.11)
con la norma (l’integrale dello spazio Lp(Ω) e` sostituito da una somma):
‖x‖p =
( ∞∑
j=1
|xj|p
) 1
p
. (4.12)
Gli spazi lp godono formalmente delle stesse proprieta` degli spazi L
p(Ω), ma
tutto in maniera piu` semplice (non dobbiamo suddividere in classi di equi-
valenza). In pratica abbiamo sostituito l’aperto Ω, su cui sono definite le
funzioni p–sommabili, con l’insieme dei numeri naturali, N. Possiamo esten-
dere la definizione anche al caso p =∞, definendo lo spazio l∞, richiedendo
che le sequenze (x1, x2, . . .) siano limitate e definendo:
‖x‖∞ = sup
n
|xn| . (4.13)
Valgono inoltre anche negli spazi lp le disuguaglianze di Ho¨lder e di Minkow-
ski, e risultano anch’essi spazi di Banach.
In uno spazio lp (1 ≤ p <∞) definiamo, per ogni n, l’operatore di “shift”
An:
An : (x1, x2, . . .)−→(xn+1, xn+2, . . .) .
e vediamo che la successione An converge fortemente ma non in norma.
Analizziamo la norma ‖An x‖:
‖An x‖ =
( ∞∑
j=n+1
|xj|p
) 1
p
.
Questa risulta il resto n-esimo (a parte l’esponente 1
p
) della serie:
∞∑
j=1
|xj|p ,
che e` convergente per ipotesi. Quindi, per ogni x ∈ lp (l’estrazione di radice
p-esima e` una funzione continua):
∞∑
j=n+1
|xj|p −→
n→∞
0 , An x −→
n→∞
0 =⇒ An −→
n→∞
0 fortemente .
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Notiamo inoltre che:
∞∑
j=n+1
|xj|p ≤
∞∑
j=1
|xj|p , ‖An x‖ ≤ ‖x‖ =⇒ ‖An‖ ≤ 1 ,
per cui An e` continuo (come pure l’operatore limite forte, identicamente
nullo).
Vediamo maggiormente in dettaglio la norma dell’operatore An. Sappia-
mo gia` che se x 6= 0:
‖An x‖
‖x‖ ≤ 1 ,
e vogliamo far vedere che esistono dei vettori x per i quali vale l’uguaglianza
(a fissato n). Prendiamo un vettore non nullo x con le prime n componenti
nulle. Allora si ha: ∞∑
j=1
|xj|p =
∞∑
j=n+1
|xj|p ,
e quindi:
‖An x‖ = ‖x‖ , x1 = x2 = · · · = xn = 0 , sup
‖x‖=1
‖An x‖ = 1 ,
‖An‖ = 1 .
Sulla base di questo fatto possiamo dire che An non puo` convergere in nor-
ma. Infatti se, per assurdo, An convergesse in norma ad un operatore B, si
avrebbe:
1) An−→B fortemente.
2) ‖An‖−→‖B‖ per la continuita` della norma stessa, in quanto:
| ‖An‖ − ‖B‖ | ≤ ‖An −B‖ .
Ma An−→ 0 fortemente, per cui dovrebbe essere B = 0, che contraddice
‖An‖ = ‖B‖ = 1.
La richiesta che gli spazi siano completi puo` essere cruciale per le pro-
prieta` del limite forte di una successione di applicazioni lineari e continue.
Possiamo vedere cosa succede se An x e` una successione convergente per ogni
x appartenente ad un sottospazio D non completo, per il quale possiamo
anche assumere che sia denso in uno spazio completo X: D− = X. L’infor-
mazione di convergenza vettoriale dei vettori An x risulta troppo povera per
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la mancanza di completezza dell’insieme di definizione (anche se x e` un punto
prefissato che non varia con n, per cui non e` richiesta alcuna convergenza nel
dominio), in quanto viene a mancare l’informazione di uniforme limitatezza
sulle norme delle applicazioni. Vediamo con un esempio cosa puo` succedere.
Esempio 4.3 Consideriamo di nuovo lo spazio X = lp come nell’esempio pre-
cedente, e sia D l’insieme dei vettori in lp con solo un numero finito di com-
ponenti non nulle (il numero di componenti non nulle puo` essere arbitrario,
ma finito per ogni elemento di D):
D = {x = (x1, x2, . . .) ∈ lp ; ∃ N ∈ N tale che xj = 0 ∀ j > N} .
e in tale insieme (che risulta ovviamente un sottospazio di lp, 1 ≤ p ≤ ∞)
definiamo gli operatori:
An : D −→ lp ,
(x1, x2, . . . , xk, . . .) −→ n (xn+1, xn+2, . . . , xk+n, . . .)
Sostanzialmente abbiamo lo stesso operatore dell’esempio precedente molti-
plicato per il fattore n. In modo analogo al caso precedente abbiamo quindi
che An e` continuo e:
‖An‖ = n .
Inoltre, se x ∈ D, allora esiste N ∈ N, dipendente da x, tale che xj = 0 se
j > N . Allora An x = 0 se n > N e:
An x −→
n→∞
0 ∀ x ∈ D .
Quindi An converge fortemente all’operatore nullo 0 nello spazio D. Anche
se D e` denso in lp, e An puo` essere definito anche su tutto lp nella stessa
maniera (la definizione precedente ha senso in tutto lo spazio lp) e risulta
continuo (‖An‖ = n), la successione An non puo` convergere fortemente in
tutto lo spazio lp. Se An x convergesse per ogni x ∈ lp, allora, per il teorema
di uniforme limitatezza, ‖An‖ sarebbe limitato, ma cio` non e` vero per cui
devono esistere dei punti x ∈ lp per i quali An x non converge.
Per inciso possiamo notare che il sottospazio D e` denso in lp in quanto se
x = (x1, x2, . . .) e` un elemento arbitrario di lp, allora:
x(N) = (x1, x2, . . . , xN , 0, . . . , 0, . . .) ∈ D
forma una successione che “approssima” x ∈ lp. Infatti:
‖x− x(N)‖ =
( ∞∑
j=N+1
|xj|p
) 1
p
−→
N→∞
0 ,
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in quanto, se x ∈ lp, la serie:
∞∑
j=1
|xj|p <∞
e` convergente. D risulta quindi denso in lp.
4.1.2 Estensione continua di applicazioni continue.
Spesso, dato uno spazio lineare topologico, si riesce a definire una applica-
zione lineare solo su un suo sottospazio, magari denso. Ci possiamo quindi
chiedere se e` possibile estendere tale applicazione lineare a tutto lo spazio, e
se, in caso affermativo, tale estensione e` unica, lineare e continua.
In generale possiamo dire:
• Se l’operatore non e` continuo non si riesce ad estendere a tutto lo spazio
(al massimo lo si riesce ad estendere ad uno spazio un po` piu` grande di
quello di partenza, ma non di piu`).
• Se l’operatore e` continuo invece l’estensione e` possibile e unica.
Possiamo far riferimento al teorema generale 2.25 di estensione di una
funzione uniformemente continua per determinare l’esistenza e l’unicita` della
estensione. Nel caso particolare di una applicazione lineare e continua questo
puo` essere formulato nella maniera seguente.
Teo. 4.6 Siano X e Y spazi di Banach, D un sottospazio lineare di X
denso in X:
D− = X , (4.14)
e A una applicazione lineare e continua tra D e Y , A ∈ Lc(D, Y ). Allora
esiste un’unica applicazione lineare e continua A˜ ∈ Lc(X, Y ), che risulta
una estensione di A a tutto lo spazio X:
Ax = A˜ x ∀ x ∈ D . (4.15)
Inoltre vale:
‖A‖ = ‖A˜‖ . (4.16)
Rispetto al teorema 2.25 abbiamo, come conseguenza della linearita` della
applicazione A, le informazioni aggiuntive sulla linearita` e norma operatoriale
dell’estensione.
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Dim. 4.6 Notiamo subito che una applicazione lineare e continua risulta
immediatamente uniformemente continua. La relazione:
‖Ax− Ax0‖ ≤ ‖A‖ ‖x− x0‖ , ∀ x0, x ∈ D ,
comporta che, assegnato  > 0, abbiamo:
‖x− x0‖ < ‖A‖ =⇒ ‖Ax− Ax0‖ <  ,
indipendentemente dalla scelta del punto x0. Possiamo allora invocare il
risultato 2.25 per garantire l’esistenza e l’unicita` dell’estensione a tutto lo
spazio X.
Rimane da vedere la linearita` e l’invarianza della norma. Ricordando la
dimostrazione del teorema di estensione di funzioni uniformemente continue,
l’estensione puo` essere definita mediante il limite di una successione:
y(x) = lim
n→∞
Axn con x = lim
n→∞
xn ,
dove xn ∈ D e` una qualsiasi successione convergente a x ∈ X. Allora la
linearita` dell’estensione e` immediata. Se α, β ∈ C, x, x′ ∈ X:
xn −→
n→∞
x , xn ∈ D
x′n −→
n→∞
x′ , x′n ∈ D
 =⇒ αxn + β x′n −→n→∞αx+ β x′ ,
y(αx+ β x′) = lim
n→∞
A(αxn + β x
′
n)
= α lim
n→∞
Axn + β lim
n→∞
Ax′n = α y(x) + β y(x
′) .
Questo permette di definire l’applicazione lineare A˜, estensione di A:
A˜ x = y(x) , x ∈ X .
Sappiamo che:
‖Axn‖ ≤ ‖A‖ ‖xn‖ , xn ∈ D ,
lim
n→∞
‖Axn‖ ≤ lim
n→∞
‖A‖ ‖xn‖ ,
ma la norma e` una funzione continua per cui se xn → x ∈ X:
‖A˜ x‖ ≤ ‖A‖ ‖x‖ , ‖A˜‖ ≤ ‖A‖ .
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Poiche` A˜ e` una estensione di A e` chiaro che:
sup
x∈X
x6=0
‖A˜ x‖
‖x‖ ≥ supx∈D
x6=0
‖A˜ x‖
‖x‖ = supx∈D
x6=0
‖Ax‖
‖x‖ ,
per cui:
‖A˜‖ ≥ ‖A‖ , ‖A˜‖ = ‖A‖ .
4.2 Serie di potenze.
Alcune funzioni dell’analisi sono spesso definite tramite il loro sviluppo in
serie, specialmente quando il loro argomento e` un numero complesso z. Si
pensi ad esempio al caso della funzione esponenziale:
ez =
∞∑
n=0
zn
n!
, z ∈ C .
Il contesto giusto in cui operare in questo caso e` quello delle funzioni ana-
litiche, cioe` sviluppabili in serie di potenze. Vogliamo ora poter estendere
le definizioni di tali funzioni al caso in cui l’argomento non e` una semplice
variabile complessa, ma un operatore lineare definito su uno spazio di Bana-
ch. L’insieme degli operatori limitati su uno spazio di Banach X, Lc(X,X),
forma a sua volta uno spazio di Banach. In relta` Lc(X,X) ha una struttura
piu` ricca, in quanto in esso risulta definito, tramite la legge di composizione,
anche il prodotto tra due operatori, che gode delle proprieta` associativa e
distributiva rispetto alla somma:
A (B C) = (AB)C ,
(A+B)C = AC +B C ,
A (B + C) = AB + AC ,
A , B , C ∈ Lc(X,X) ,
formando in questo modo un’algebra associativa. Noi abbiamo gia` visto du-
rante la discussione sull’invertibilita` dell’operatore 1−T un esempio di serie
di potenze di un operatore, e vogliamo generalizzare la problematica.
Un risultato fondamentale sulle serie di potenze e` costituito dal teorema di
Cauchy-Hadamard, che fornisce informazioni sulla convergenza. Formuliamo
tale risultato nel caso di spazi di Banach.
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Teo. 4.7 (Cauchy–Hadamard) Sia E uno spazio di Banach (sul cam-
po complesso), data una successione di elementi aj ∈ E e due numeri
complessi z0, z ∈ C, si consideri la serie di potenze con punto iniziale z0:
a0 + a1 (z − z0) + · · ·+ an (z − z0)n + · · · , (4.17)
al variare di z ∈ C. Allora, posto:
ρ =
(
lim sup
n→∞
‖an‖ 1n
)−1
, (4.18)
la serie (4.17) converge assolutamente per ogni z tale che |z − z0| < ρ, e
non converge per ogni z tale che |z − z0| > ρ.
Dim. 4.7 Consideriamo la serie:
∞∑
n=0
‖an‖ |z − z0|n ,
e il massimo limite:
M = lim sup
n→∞
‖an‖ 1n .
Assumiamo dapprima M < ∞, altrimenti il teorema perde la sua utilita`,
venendo a stabilire solo la divergenza quasi ovunque della serie. Ricordiamo
che il massimo limite M e` caratterizzato dalla seguente proprieta`: dati due
numeri qualsiasi M1,M2, con M1 < M < M2, tutti gli elementi della suc-
cessione xn = ‖an‖ 1n , escluso un numero finito, verificano xj ≤M2, ed esiste
una infinita` numerabile di elementi xj con xj ≥M1. Allora, se:
|z − z0| < ρ = 1
M
,
esiste  > 0 tale che:
|z − z0| < 1
M + 
,
e, per le proprieta` del limite sup, per tutti gli n a partire da un opportuno
N() si ha:
‖an‖ 1n ≤M + 
2
.
Pertanto:
∞∑
n=N
‖an‖ |z − z0|n ≤
∞∑
n=0
(
M + 
2
M + 
)n
= 2
M + 

<∞ .
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Sia ora:
|z − z0| > ρ = 1
M
,
allora esiste  > 0 tale che:
|z − z0| > 1
M −  ,
ed esistono infiniti valori di n che verificano:
‖an‖ 1n > M −  ,
per cui:
‖an‖ |z − z0|n > 1 ,
per infiniti valori di n per cui la serie (4.17) non risulta di Cauchy, quindi
non convergente.
Ovviamente, se M =∞ e |z − z0| > ρ = 0, la serie diviene divergente in
quanto esiste M ′ <∞ con:
|z − z0| > 1
M ′
,
ed esistono infiniti valori di n per i quali:
‖an‖ 1n > M ′ ,
e la serie non e` di Cauchy. Quando z = z0 la serie e` invece ovviamente
convergente in quanto tutte le potenze sono nulle.
Osservazione. Il valore ρ dato dalla (4.18) e` detto raggio di convergenza della
serie di potenze. La serie (4.17) definisce, per |z − z0| < ρ, cioe` all’interno
del raggio di convergenza, una funzione f(z) della variabile complessa z, e a
valori in uno spazio di Banach E:
f(z) =
∞∑
n=0
an (z − z0)n .
Tale funzione risulta derivabile ovunque all’interno del raggio di convergenza,
cioe` esiste ovunque il limite del rapporto incrementale:
f ′(z) = lim
h→0
f(z + h)− f(z)
h
, h ∈ C ,
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(naturalmente il limite e` calcolato mantenendo il punto z + h all’interno del
disco di convergenza), e tale derivata puo` essere calcolata derivando la serie
termine a termine:
f ′(z) =
∞∑
n=0
n an (z − z0)n−1 =
∞∑
n=0
(n+ 1) an+1(z − z0)n ,
ottenendo una serie con lo stesso raggio di convergenza in quanto:
lim
n→∞
n
1
n = lim
n→∞
e
1
n
lnn = 1 .
Tale risultato e` una semplice conseguenza algebrica della formula di de-
composizione della differenza tra due potenze:
f(z + h)− f(z)
h
=
∞∑
n=0
an
(z + h− z0)n − (z − z0)n
h
=
∞∑
n=1
an{(z + h− z0)n−1 + (z − z0) (z + h− z0)n−2
+ · · ·+ (z − z0)n−1} .
Se |h| < , in modo tale che anche z + h sia all’interno del raggio di conver-
genza, |z + h− z0| < |z − z0|+  = δ < ρ:
‖an {(z + h− z0)n−1 + · · ·+ (z − z0)n−1}‖ ≤ n‖an‖δn−1 ,
otteniamo una serie uniformemente convergente, per cui possiamo scambiare
il limite per h → 0 con la serie, cioe` derivare la serie termine a termine,
ottenendo il risultato.
Di conseguenza si ha che f ′(z) e` derivabile ulteriormente, cioe` f(z) am-
mette derivate di ogni ordine, risulta cioe` di classe C∞, e in realta` definisce
una funzione analitica, cioe` sviluppabile in serie di potenze nell’intorno di
ogni punto z1 interno al cerchio di convergenza.
Analogamente alla derivata, si puo` costruire una primitiva, integrando
formalmente termine a termine:
g(z) =
∞∑
n=0
an
n+ 1
(z − z0)n+1 ,
e si ha che g(z) ha il medesimo raggio di convergenza della serie originale
f(z), e g′(z) = f(z).
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Osservazione. Il teorema di Cauchy–Hadamard non dice nulla quando z si
trova sul bordo del cerchio di convergenza, cioe` quando |z − z0| = ρ. La
situazione puo` essere molto varia. Possiamo avere non convergenza in alcun
punto della frontiera, come nel caso della serie geometrica:
1 + (z − z0) + (z − z0)2 · · ·+ (z − z0)n + · · · ,
con raggio di convergenza ρ = 1, oppure possiamo avere convergenza in tutti
i punti della frontiera, come nella serie:
∞∑
n=1
(z − z0)n
n2
,
in quanto, per |z−z0| = 1 (raggio di convergenza di tale serie), questa risulta
assolutamente convergente:
∞∑
n=1
|z − z0|n
n2
=
∞∑
n=1
1
n2
=
pi2
6
<∞ ,
oppure possiamo avere convergenza in alcuni punti e non convergenza in altri,
come per la serie:
∞∑
n=1
(z − z0)n
n
,
divergente quando z − z0 = 1, e convergente (semplicemente e non assoluta-
mente) quando z − z0 = −1.
Tutti sanno che la funzione esponenziale:
ez =
∞∑
n=0
zn
n!
,
ha raggio di convergenza infinito in quanto:
lim
n→∞
(n!)
1
n = lim
n→∞
e
1
n
(lnn+ln(n−1)+···+ln 1) =∞ ,
deducibile dal fatto che (vedi figura 4.1):
1
n
(lnn+ ln(n− 1) + · · ·+ ln 1) > 1
n
∫ n
1
ln(x) dx
=
1
n
[x lnx− x]x=nx=1 =
1
n
(n ln(n)− n+ 1)−→∞ .
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Figura 4.1: Valutazione per difetto della somma ln(1) + · · ·+ ln(n).
La nozione di esponenziale puo` essere generalizzata. Sia X uno spazio di
Banach e A ∈ Lc(X,X). Allora, per ogni z ∈ C (o anche solo R) definiamo:
ez A =
∞∑
n=0
An
n!
zn . (4.19)
Abbiamo infatti che: ∥∥∥∥Ann!
∥∥∥∥ ≤ ‖A‖nn! ,
per cui il raggio di convergenza e` infinito e la serie esponenziale (4.19) risulta
assolutamente convergente per ogni z ∈ C e definisce una funzione analitica
in tutto il piano complesso e a valori in Lc(X,X). La serie esponenziale
risulta infatti un operatore continuo, cioe` limitato, con:
∥∥ez A∥∥ ≤ ∞∑
n=0
|z|n ‖A‖n
n!
= e|z| ‖A‖ . (4.20)
Notiamo che il prodotto di due esponenziali di operatori non e` in generale
uguale all’esponenziale della somma, ma se i due operatori commutano fra
di loro allora cio` e` vero.
Teo. 4.8 Siano A,B ∈ Lc(X,X) con X spazio di Banach. Se:
[A , B ] = AB −BA = 0 , (4.21)
allora:
ez A ez B = ez (A+B) . (4.22)
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Dim. 4.8 Abbiamo:
ez A ez B =
∞∑
n=0
cn z
n ,
con:
cn =
n∑
k=0
1
k!
Ak
1
(n− k)! B
n−k .
Se i due operatori non commutano tra di loro siamo obbligati a mantenere
ordinatamente gli operatori B alla destra degli operatori A, ma se invece com-
mutano tra loro, possiamo operare algebricamente come coi numeri complessi
o reali, e ricondurci allo sviluppo algebrico di un binomio:
cn =
1
n!
(A+B)n ,
ottenendo l’espansione in serie di potenze dell’esponenziale ez (A+B).
Osservazione. Poiche` un operatore A commuta ovviamente con se stesso
abbiamo che:
ez1 A ez2 A = e(z1+z2)A . (4.23)
Un altro esempio di sviluppo in serie di potenze di un operatore e` dato
dalla serie di Neumann: ∞∑
n=0
An zn , (4.24)
il cui raggio di convergenza e` dato da:
ρ =
(
lim sup
n→∞
‖An‖ 1n
)−1
. (4.25)
(Assumiamo sempre che A ∈ Lc(X,X), con X spazio di Banach)
In realta` in questo caso il lim sup risulta un limite normale in quanto:
r(A) = lim sup
n→∞
‖An‖ 1n = lim
n→∞
‖An‖ 1n = inf
n
‖An‖ 1n . (4.26)
Infatti, posto:
a = inf
n
‖An‖ 1n , r(A) = lim sup
n→∞
‖An‖ 1n ,
chiaramente si ha:
a ≤ lim inf
n→∞
‖An‖ 1n ≤ r(A) ,
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e se mostriamo che vale anche la disuguaglianza inversa, allora vale il risultato
(4.26). Sia  > 0 e, grazie alle proprieta` dell’estremo inferiore, scegliamo m
tale che ‖Am‖ 1m < a + . Se n e` arbitrario, possiamo dire che n = mq + p
con 0 ≤ p ≤ m− 1. Allora:
‖An‖ 1n = ‖Amq Ap‖ 1n ≤ ‖Amq‖ 1n ‖Ap‖ 1n
≤ ‖Am‖ qn ‖A‖ pn < (a+ ) qmn ‖A‖ pn ,
p e` limitato dam (indipendente da n), per cui i valori p
n
, p = 0, 1, . . . ,m−1 si
accumulano nell’origine, mentre i valori q m
n
= q m
qm+p
(in cui varia q al variare
di n) si accumulano verso il valore unitario:
lim sup
n→∞
(a+ )
qm
n = sup
0≤p≤m−1
{
lim sup
q→∞
(a+ )
mq
mq+p
}
= a+  ,
lim sup
n→∞
‖A‖ pn = 1 ,
lim sup
n→∞
‖An‖ 1n ≤ (a+ )
ed essendo  arbitrario:
r(A) ≤ a ,
dimostrando l’uguaglianza e il risultato (4.26) (chiaramente, questo prova
anche l’esistenza del limite semplice, compreso tra i due estremi coincidenti).
Possiamo a questo punto generalizzare il risultato 4.2 mediante una serie
di potenze dell’operatore A.
Teo. 4.9 Sia A ∈ Lc(X,X), con X spazio di Banach, e definiamo per
ogni z ∈ C, con:
|z| < 1
r(A)
, (4.27)
dove r(A) e` espresso dalla relazione (4.26), la serie di Neumann per l’ope-
ratore A:
f(z) =
∞∑
n=0
An zn . (4.28)
Allora, l’operatore lineare 1− z A e` invertibile per |z| < 1
r(A)
, e vale:
f(z) = (1− z A)−1 . (4.29)
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Dim. 4.9 Sia:
fn(z) =
n∑
k=0
Ak zk .
allora:
(1− z A) fn(z) = fn(z) (1− z A) = 1− zn+1An+1 .
Ora, zn+1An+1−→ 0 in norma per n→∞, perche` la serie di Neumann (4.28)
e` convergente, per cui, per n→∞ otteniamo:
(1− z A) f(z) = f(z) (1− z A) = 1 .
Osservazione. Notiamo che ‖An‖ ≤ ‖A‖n, per cui r(A) ≤ ‖A‖, e il raggio di
convergenza:
ρ =
1
r(A)
≥ 1‖A‖ ,
puo` risultare superiore a quanto stabilito dal risultato (4.2) basato sul teo-
rema del punto fisso, in cui si richiede semplicemente ‖z A‖ < 1.
Finora abbiamo considerato serie di potenze nella variabile complessa z,
con i coefficienti appartenenti ad uno spazio di Banach, ma possiamo consi-
derare anche le serie di potenze di un operatore A, con coefficienti complessi,
generalizzando le serie di potenze complesse ordinarie.
Sia:
f(z) =
∞∑
n=0
cnz
n ,
una serie di potenze nel piano complesso (cioe` cn, z ∈ C) con raggio di
convergenza ρ, determinato dal teorema di Cauchy-Hadamard. Cio` significa
che per ogni z con |z| < ρ, la suddetta serie in C e` assolutamente convergente:
∞∑
n=0
|cn| |z|n <∞ .
Sappiamo che per ogni A ∈ Lc(X,X) vale ‖An‖ ≤ ‖A‖n, per cui:∥∥∥∥∥
∞∑
n=0
cnA
n
∥∥∥∥∥ ≤
∞∑
n=0
|cn| ‖A‖n .
Pertanto, se:
‖A‖ < ρ , (4.30)
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la serie:
f(A) =
∞∑
n=0
cnA
n , (4.31)
risulta sicuramente convergente in Lc(X,X), anzi assolutamente convergente,
se X e` uno spazio di Banach.
Un esempio e` fornito dall’esponeziale stesso:
ez =
∞∑
n=0
zn
n!
,
da cui otteniamo l’esponeziale di un operatore:
eA =
∞∑
n=0
An
n!
.
Oppure considerando la serie geometrica:
1
1− z =
∞∑
n=0
zn , |z| < 1 ,
ritroviamo la trasformazione inversa:
(1− A)−1 =
∞∑
n=0
An , ‖A‖ < 1 .
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Capitolo 5
Spazi di Hilbert.
Vogliamo ora parlare di una categoria spazi molto importante dal punto di
vista delle applicazioni alla meccanica quantistica: i cosidetti spazi di Hilbert,
in cui si puo` definire un prodotto scalare che rende tali spazi geometricamente
simili agli spazi vettoriali finito-dimensionali.
5.1 Forme sesquilineari e prodotti scalari.
Iniziamo discutendo il concetto generale di forma sesquilineare.
Def. 5.1 Sia E uno spazio vettoriale sul campo K (K = R o C). Una
applicazione:
q : E × E−→K ,
e` detta una forma sesquilineare se q(x, y) e` lineare in y e antilineare in x:
q(x, α y1 + β y2) = α q(x, y1) + β q(x, y2) (5.1)
q(αx1 + β x2, y) = α q(x1, y) + β q(x2, y) (5.2)
con α, β ∈ K, x, x1, x2, y, y1, y2 ∈ E e dove α, β denotano i complessi
coniugati di α e β. Nel casoK = R l’antilinearita` e` sostituita dalla linearita`
semplice e la forma q e` detta anche semplicemente una forma bilineare.
Una forma sesquilineare q su E e` detta hermitiana se:
q(x, y) = q(y, x) ∀ x, y ∈ E . (5.3)
Se K = R una forma hermitiana e` detta piu` semplicemente simmetrica.
Una forma sesquilineare q su E e` detta non degenere se:
q(x, y) = 0 ∀ y ∈ E =⇒ x = 0 . (5.4)
In caso contrario e` detta degenere.
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Supponiamo E finito dimensionale e {ej}1≤j≤n una sua base. Allora, se:
x =
n∑
j=1
xj ej , y =
n∑
j=1
yj ej ,
per una qualsiasi forma sesquilineare q, , usando le proprieta` di linearita` e
antilinearita`:
q(x, y) =
n∑
j,k=1
xj yk q(ej, ek) ,
e la forma sesquilineare e` completamente determinata dai valori assunti sulla
base, cioe` dalla matrice αjk = q(ej, ek). Se q e` hermitiana si ha αjk = αkj, e
se q e` non degenere la matrice αjk e` invertibile.
Viceversa, assegnata una base {ej}1≤j≤n ed una matrice quadrata n × n
di numeri complessi o reali, posso costruire una forma sesquilineare tramite
la formula:
q(x, y) =
n∑
j,k=1
xj yk αjk ,
e l’hermiticita` della matrice e la sua invertibilita` comportano rispettivamente
l’hermiticita` e la non degenerazione della forma sesquilineare.
Teo. 5.1 Sia q una forma sesquilineare su E, spazio vettoriale sul campo
K.
1) Sia K = C. Allora:
a) q e` completamente determinata dai suoi valori diagonali q(x, x)
al variare di x ∈ E.
b) q e` hermitiana se e solo se q(x, x) ∈ R per ogni x ∈ E.
2) Sia K = R. Allora se q e` simmetrica e` completamente determinata
dai suoi valori diagonali q(x, x) al variare di x ∈ E.
Dim. 5.1 Per la prima parte (caso K = C) si puo` verificare direttamente
(usando le proprieta` di linearita` e antilinearita`) la validita` (per ogni forma
sesquilineare q) della seguente identita` di polarizzazione:
q(x, y) =
1
4
{q(x+ y, x+ y)− q(x− y, x− y)
−i q(x+ i y, x+ i y) + i q(x− i y, x− i y)} , (5.5)
da cui si provano direttamente le affermazioni (a) e (b).
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La seconda parte e` conseguenza del fatto che se q e` simmetrica si ha, ad
esempio:
q(x, y) =
1
2
{q(x+ y, x+ y)− q(x, x)− q(y, y)} , (5.6)
identicamente per ogni x, y ∈ E.
Osservazione. L’affermazione (1a) non e` vera in generale se K = R. Ad
esempio in R2 consideriamo la forma antisimmetrica:
q(x, y) = x1 y2 − x2 y1 ,
abbiamo q(x, x) = 0 per ogni x ∈ R2 ma q non e` identicamente nulla, come
suggerito invece dalla identita` di polarizzazione. Per avere una identita` simile
alla identita` di polarizzazione deve essere appunto richiesta esplicitamente la
simmetria nel caso reale.
Def. 5.2 Una forma sesquilineare hermitiana e` detta positiva se verifica
q(x, x) ≥ 0 per ogni x ∈ E, e definita positiva se q(x, x) > 0 per ogni x 6= 0.
Sia K = C, la positivita` di q(x, x) implica l’hermiticita`, in quanto e`
sottinteso che un numero positivo e` anche reale, mentre se K = R l’ipotesi
di simmetria non e` deducibile dalla positivita`, per cui deve essere richiesta
esplicitamente.
Teo. 5.2 Sia E uno spazio vettoriale sul campo K, e q una forma sesqui-
lineare hermitiana positiva su E. Allora:
i) Vale la seguente disuguaglianza di Schwarz:
|q(x, y)| ≤ q(x, x) 12 q(y, y) 12 ∀ x, y ∈ E . (5.7)
Se q e` definita positiva vale l’uguaglianza se e solo se i vettori x e y
sono l’uno multiplo dell’altro: x = λ y, λ ∈ K.
ii) Vale la seguente disuguaglianza:
q(x+ y, x+ y)
1
2 ≤ q(x, x) 12 + q(y, y) 12 ∀ x, y ∈ E . (5.8)
Se q e` definita positiva l’uquaglianza vale se e solo se i vettori x e y
sono lineamente dipendenti: x = λ y, con λ ≥ 0 (assumendo y non
nullo).
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Dim. 5.2 Sia che si tratti di uno spazio reale o complesso la positivita` implica
che:
0 ≤ q(x+ λ y, x+ λ y) = q(x, x) + 2<e {λ q(x, y)}+ |λ|2q(y, y) ,
per ogni x, y ∈ E e λ ∈ K. Posto:
λ = µ e−i arg q(x,y) ,
con µ reale ed arbitrario, otteniamo la seguente disuguaglianza in R verificata
per ogni µ:
q(x, x) + 2µ |q(x, y)|+ µ2q(y, y) ≥ 0 .
Se q(y, y) = 0, la validita` della precedente relazione per ogni valore reale di µ
comporta che q(x, y) = 0, e la disuguaglianza di Schwartz e` banalmente ve-
rificata. Se invece q(y, y) 6= 0 la condizione di postivita` implica la negativita`
del discriminante:
∆ = 4 |q(x, y)|2 − 4 q(x, x) q(y, y) ≤ 0 ,
da cui la disuguaglianza di Schwarz.
Chiaramente se x e y sono proporzionali tra loro vale l’uguaglianza nella
(5.7). Supponendo ora la forma definita positiva, con y 6= 0, se, x non e`
proporzionale a y, allora x + λy non potra` mai essere nullo, per cui si deve
avere, ripetendo il ragionamento precedente:
q(x, x) + 2µ |q(x, y)|+ µ2q(y, y) > 0 ,
per ogni µ reale e di conseguenza ∆ < 0, per cui non puo` valere l’uguaglianza
nella (5.7).
Consideriamo ora la seconda disuguaglianza. Quadrando entrambi i mem-
bri, questa e` equivalente alla disuguaglianza:
q(x+ y, x+ y) ≤ q(x, x) + q(y, y) + 2q(x, x) 12 q(y, y) 12 ,
e, sviluppando algebricamente la parte sinistra:
<e q(x, y) ≤ q(x, x) 12 q(y, y) 12 ,
garantita a sua volta dalla precedente disuguaglianza di Schwarz:
<e q(x, y) ≤ |q(x, y)| ≤ q(x, x) 12 q(y, y) 12 ,
Sia ora q definita positiva, per avere l’uguaglianza:
<e q(x, y) = q(x, x) 12 q(y, y) 12 ,
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devo avere anche la validita` dell’uguaglianza nella disuguaglianza di Sch-
warz, per cui x e y sono proporzionali tra loro, x = λy, con λ opportuno
(assumendo, senza essere restrittivi, y non nullo). Inoltre deve valere anche
l’uguaglianza:
<e q(x, y) = |q(x, y)| ,
<eλq(y, y) = |λ| q(y, y)
possibile solo se λ e` reale con λ ≥ 0.
Viceversa, se x = λ y, con λ ≥ 0, possiamo verificare direttamente
l’uguaglianza:
q(x+ y, x+ y)
1
2 = (λ+ 1)
1
2 q(y, y)
1
2
q(x, x)
1
2 + q(y, y)
1
2 = (λ+ 1)
1
2 q(y, y)
1
2 .
Una forma sesquilineare definita positiva costituisce quello che si chiama
un prodotto scalare.
Def. 5.3 Si definisce prodotto scalare una forma sesquilineare (hermitia-
na) definita positiva. Nel caso di uno spazio vettoriale complesso la forma
e` detta piu` propriamente un prodotto scalare hermitiano. Nel caso di uno
spazio reale la dizione esatta e` prodotto scalare euclideo. In generale ri-
sultera` chiaro dal contesto di quale caso si tratti ed useremo la forma
semplificata di prodotto scalare.
Spesso si usa indicare il prodotto scalare di due vettori x e y mediante
la notazione 〈x , y 〉 con le parentesi angolari (come per i funzionali lineari
dello spazio duale algebrico), oppure mediante le parentesi semplici (x , y ).
Altre notazioni usate sono 〈x | y 〉, oppure (x | y ).
In definitiva posiamo dire che un prodotto scalare definito su uno spazio
vettoriale E (in generale complesso) e` una applicazione:
E × E −→ K ,
(x, y) −→ 〈 x , y〉 ,
che gode delle seguenti proprieta`:
〈x , x 〉 ≥ 0 , ∀ x ∈ E (5.9)
〈x , x 〉 = 0 =⇒ x = 0 , (5.10)
〈 y , x 〉 = 〈x , y 〉 , ∀ x, y ∈ E (5.11)
〈x , α y 〉 = α 〈x , y 〉 , ∀ x, y ∈ E, α ∈ K (5.12)
〈x , y1 + y2 〉 = 〈x , y1 〉+ 〈x , y2 〉 , ∀ x, y1, y2 ∈ E (5.13)
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Def. 5.4 Uno spazio vettoriale E su K dotato di prodotto scalare e` detto
pre-hilbertiano oppure euclideo.
Come conseguenza immediata del teorema 5.2 abbiamo che se q e` una
forma sesquilineare definita positiva, allora q(x, x)
1
2 definisce una norma, per
cui uno spazio pre-hilbertiano risulta uno spazio normato con la norma indotta
dal prodotto scalare:
‖x‖ =
√
〈x , x 〉 . (5.14)
e la disuguaglianza di Schwarz diviene in uno spazio pre-hilbertiano:
|〈x , y 〉| ≤ ‖x‖ ‖y‖ , (5.15)
Uno spazio pre-hilbertiano risulta quindi anche uno spazio normato, me-
trico e topologico, e sorge quindi naturale chiedersi se sia completo. Essendo
il prodotto scalare una qualsiasi forma sesquilineare hermitiana e definita po-
sitiva, la completezza non e` in generale assicurata, per cui e` una proprieta` ag-
giuntiva che eventualmente deve essere richiesta. Quando si ha completezza
si parla piu` propriamente di uno spazio di Hilbert.
Def. 5.5 Uno spazio vettoriale H e` detto spazio di Hilbert se verifica le
seguenti condizioni:
i) H e` uno spazio pre-hilbertiano (ovvero in H e` definito un prodotto
scalare).
ii) H e` completo come spazio metrico con la metrica indotta dalla
norma a sua volta indotta dal prodotto scalare:
d(x, y) = ‖x− y‖ =
√
〈x− y , x− y 〉 , (5.16)
cioe` H ha la struttura di spazio di Banach.
iii) H e` a dimensione infinita (cioe` per ogni n possiamo trovare n vettori
linearmente indipendenti).
Osservazione. Come risulta dalla definizione uno spazio di Hilbert propria-
mente detto deve essere a dimensioni infinite ma tutti i risultati che de-
durremo in uno spazio di Hilbert sono validi anche in uno spazio vettoriale
a dimensioni finite. In effetti uno spazio vettoriale a dimensioni finite e`
identificabile con Cn, in cui si introduce il prodotto scalare ordinario:
〈x , y 〉 =
n∑
j=1
xj yj ,
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e Cn e` completo. Per questo motivo e` invalso l’uso in fisica di prescindere dalla
condizione delle dimensioni infinite e si considerano spazi di Hilbert anche
spazi a dimensione finita. Pertanto seguiremo anche noi tale convenzione e
chiameremo spazi di Hilbert anche spazi a dimensione finita.
Esempio 5.1 Un esempio importante di spazio di Hillbert e` costituito dallo
spazio L2(Ω), in cui si puo` definire il prodotto scalare:
〈 f , g 〉 =
∫
Ω
f(x) g(x) dx , (5.17)
da cui si ottiene la norma in L2(Ω):
‖ f ‖2 =
(∫
Ω
|f(x)|2 dx
) 1
2
=
√
〈 f , f 〉
e sappiamo che con tale norma lo spazio e` completo.
Esempio 5.2 Analogamente allo spazio precedente, risulta di Hilbert anche lo
spazio l2 in cui si definisce il prodotto scalare:
〈x , y 〉 =
∞∑
j=1
xj yj . (5.18)
Vediamo subito un aspetto importante della topologia introdotta tramite
il prodotto scalare, la continuita` stessa del prodotto scalare rispetto ai suoi
argomenti.
Lem. 5.3 Sia E uno spazio pre-hilbertiano. Allora l’applicazione:
φ : H ×H −→ K ,
(x, y) −→ 〈 x , y 〉 ,
e` continua.
Dim. 5.3 Per la disuguaglianza di Schwarz abbiamo:
|φ(x, y)− φ(x0, y0)| = |〈x , y 〉 − 〈x0 , y0 〉|
= |〈x0 + x− x0 , y0 + y − y0 〉 − 〈x0 , y0 〉|
= |〈x0 , y − y0 〉+ 〈x− x0 , y0 〉+ 〈x− x0 , y − y0 〉|
≤ ‖x0‖ ‖y − y0‖+ ‖x− x0‖ ‖y0‖+ ‖x− x0‖ ‖y − y0‖
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che puo` essere reso piccolo a piacere quando ‖x− x0‖−→ 0 e ‖y− y0‖−→ 0.
Una conseguenza immediata di tale lemma e` data dal fatto che uno spazio
pre-hilbertiano puo` essere completato in uno spazio di Hilbert.
Teo. 5.4 Ogni spazio pre-hilbertiano E ammette come completamento
uno spazio di Hilbert H.
Dim. 5.4 Ricordando il risultato generale sul completamento di uno spazio
metrico, sappiamo costruire il completamento mediante le classi di equiva-
lenza di successioni di Cauchy in E. Occorre mostrare che in tale spazio
H e` possibile definire un prodotto scalare ‘coerente’ con il prodotto scalare
definito in E. Siano x∗ e y∗ gli elementi del completamento individuati dalle
successioni di Cauchy {xn} e {yn}, e poniamo:
〈x∗ , y∗ 〉 = lim
n→∞
〈xn , yn 〉 .
E` immediato verificare che i numeri 〈xn , yn 〉 formano una successione di
Cauchy e pertanto convergenti.
Poiche` il prodotto scalare risulta una funzione continua dei suoi argo-
menti la definizione sopra e` indipendente dalla scelta delle successioni {xn} e
{yn} mediante le quali ‘approssimiamo’ gli elementi x∗ e y∗, e inoltre sempre
per continuita` continuano a valere tutte le proprieta` del prodotto scalare.
Pertanto la definizione e` ben posta, e sempre per continuita` la norma e la
distanza in H sono esprimibili tramite il prodotto scalare teste` definito.
Non ci soffermeremo oltre sulle proprieta` degli spazi pre-hilbertiani, ma
assumeremo in quanto segue di avere uno spazio di Hilbert, anche se alcuni
risultati (se non coinvolgono la completezza) possono essere validi piu` in
generale in uno spazio pre-hilbertiano.
5.1.1 Geometria di uno spazio di Hilbert
La disuguaglianza di Schwarz permette di introdurre delle nozioni di carattere
geometrico in uno spazio di Hilbert. Consideriamo due vettori non nulli x e
y, allora i vettori:
x
‖x‖ ,
y
‖y‖ ,
individuno due direzioni (o sottospazi unidmensionali) in tale spazio, e, nel
caso di uno spazio di Hilbert reale, la disuguaglianza di Schwarz comporta
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che:
−1 ≤ 〈x , y 〉‖x‖ ‖y‖ ≤ +1
con le uguaglianze possibili quando i due vettori sono collineari, cioe` propor-
zionali l’uno con l’altro. Questo permette di definire l’angolo compreso tra i
due vettori, o meglio il coseno dell’angolo tra i due vettori:
cos θ =
〈x , y 〉
‖x‖ ‖y‖ , (5.19)
Effettivamente i due vettori x e y, se indipendenti, individuano una varieta`
lineare a due dimensioni, cioe` un piano e la relazione (5.19) definisce una
valutazione dell’angolo geometrico tra i due vettori.
Con la definizione (5.19) ritroviamo la definizione elementare di prodotto
scalare come prodotto dei moduli per il coseno dell’angolo compreso tra i
vettori:
〈x , y 〉 = ‖x‖ ‖y‖ cos θ , (5.20)
Nel caso di uno spazio reale l’espressione (5.19) definisce un angolo reale che
puo` essere scelto nell’intervallo [ 0, pi ], mentre nel caso complesso la relazione
(5.19) perde di significato (non determina un ‘angolo complesso’), anche se
la quantita`:
| 〈 x , y 〉 |
‖x‖ ‖y‖ ,
compresa rigorosamente tra 0 e 1 (compresi gli estremi) puo` servire a definire
un angolo (nell’intervallo [ 0, pi/2 ]) tra le ‘direzioni’ dei due vettori.
La scelta di un prodotto scalare viene quindi a definire una geometria nello
spazio ed in particolare introduce il concetto di ortogonalita` tra vettori.
Def. 5.6 Due vettori sono detti ortogonali se e` nullo il loro prodotto
scalare.
Osservazione. La definizione ha senso geometricamente quando i vettori sono
non nulli, ma la possiamo considerare estesa anche al caso di vettori nulli,
notando che il vettore nullo risulta in questo modo ortogonale a qualsiasi
vettore dello spazio.
Con il concetto di ortogonalita` ritroviamo un fondamento della geometria
euclidea, il teorema di Pitagora. Infatti, se x e y sono non nulli e ortogonali
tra loro, e` immediato verificare che:
〈x , y 〉 = 0 , =⇒ ‖x− y‖2 = ‖x+ y‖2 = ‖x‖2 + ‖y‖2 ,
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dove interpretiamo geometricamente la norma ‖x − y‖, o ‖x + y‖, come
l’ipotenusa del triangolo rettangolo di cateti ‖x‖ e ‖y‖ (Figura 5.1).





HHHHHH






HHHHHH
‖x‖2
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‖x− y‖2
Figura 5.1: Teorema di Pitagora.
Il concetto di ortogonalita` si puo` estendere a sottoinsiemi formati da piu`
vettori.
Def. 5.7 Sia F un sottoinsieme di uno spazio di Hilbert H. Definiamo
il complemento ortogonale F⊥ come l’insieme dei vettori ortogonali a tutti
gli elementi di F :
F⊥ = {y ∈ H ; 〈 y , x 〉 = 0 ∀ x ∈ F} =
⋂
x∈F
{y ∈ H ; 〈 y , x 〉 = 0} .
Ricordando che la varieta` lineare L(F ) generata da un insieme di vettori
F e` costituita dalle combinazioni lineari finite di elementi di F , abbiamo:
Lem. 5.5 Se F e` un sottoinsieme di uno spazio di Hilbert H, l’insieme
F⊥ costituisce un sottospazio vettoriale chiuso e:
F⊥ = (F−)⊥ = L(F )⊥ =
(
L(F )−
)⊥
. (5.21)
Dim. 5.5 Sia x ∈ H fissato, allora l’insieme {y ∈ H ; 〈 y , x 〉 = 0}, formato
dai vettori ortogonali a x forma un sottospazio (conseguenza immediata delle
proprieta` di linearita` e antilinearita` del prodotto scalare) chiuso di H. La
chiusura e` conseguenza della continuita` del prodotto scalare, in particolare
della continuita` della applicazione y −→ 〈 y , x 〉, in quanto tale insieme
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risulta la retroimmagine, mediante una applicazione continua dell’insieme
chiuso {0} ⊂ K.
La seconda parte della (5.21) nella definizione di complemento ortogonale
comporta che F⊥ e` chiuso in quanto intersezione di insiemi chiusi.
In generale, se A ⊆ B e` chiaro che B⊥ ⊆ A⊥ per cui (L(F ))⊥ ⊆ F⊥.
D’altra parte se un vettore y e` ortogonale ai vettori di F , per la linearita` del
prodotto scalare, risulta ortogonale anche a qualsiasi combinazione lineare
finita di elementi di F :〈
y ,
N∑
j=1
αj xj
〉
=
N∑
j=1
αj 〈 y , xj 〉 = 0 ,
per cui F⊥ ⊆ L(F )⊥ e F⊥ = L(F )⊥.
Vediamo ora le chiusure dei vari insiemi. Chiaramente F ⊆ F− per cui
(F−)⊥ ⊆ F⊥. Sia ora y ortogonale ad ogni elemento di F e sia x0 ∈ F−.
Allora esiste una successione xn di elementi di F convergente a x0. Per la
continuita` del prodotto scalare:
0 = 〈 y , xn 〉 −→
n→∞
〈 y , x0 〉 ,
per cui y e` ortogonale a x0, cioe` F
⊥ ⊆ (F−)⊥, e valgono le uguaglianze anche
nella (5.21).
Una proprieta` utile negli spazi vettoriali a dimensioni finite e` costituito
dal fatto che se M e` un sottospazio di uno spazio vettoriale E, allora si puo`
considerare il sottospazio complemento ortogonale M⊥ e tutto lo spazio E
puo` decomporsi nella somma diretta di M e M⊥. Ci proponiamo ora di
generalizzare tale risultato al caso di uno spazio a dimensione infinita. La
differenza cruciale tra i due casi e` costituita dal fatto che in uno spazio a di-
mensione finita ogni sottospazio risulta anche chiuso, mentre questo non e` piu`
garantito a dimensioni infinite, anche se ci troviamo in uno spazio di Hilbert,
cioe` completo. La proprieta` di chiusura e` importante e la decomposizione e`
garantita quando sappiamo che il sottospazio e` chiuso.
Teo. 5.6 Sia H uno spazio di Hilbert e M un suo sottospazio chiuso.
Allora vale:
H =M ⊕M⊥ . (5.22)
cioe` ogni vettore di H e` decomposto in maniera univoca come somma di
un vettore di M e un vettore in M⊥.
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Dim. 5.6 Notiamo subito che se esiste la decomposizione questa e` unica, in
quanto:
M
⋂
M⊥ = {0} .
Sia ora x ∈ H, con x /∈M , e definiamo:
d(x,M) = inf
y∈M
‖y − x‖ .
Vogliamo mostrare che esiste un elemento x1 ∈M in cui si raggiunge il valore
d(x,M), cioe` tale che:
d(x,M) = ‖x− x1‖ .
Sia yn una successione in M tale che si approssimi sempre piu` l’estremo
inferiore, cioe`:
d(x,M) = lim
n→∞
‖x− yn‖ .
Allora, usando la definizione di norma derivante dal prodotto scalare, e` facile
vericare che:
‖(yn − x)− (ym − x)‖2 + ‖(yn − x) + (ym − x)‖2
= 2‖yn − x‖2 + 2‖ym − x‖2
‖yn − ym‖ = 2‖yn − x‖2 + 2‖ym − x‖2 − 4‖x− yn + ym
2
‖2
≤ 2‖yn − x‖2 + 2‖ym − x‖ − 4d(x,M)2 −→
n,m→∞
0
La successione minimizzante yn e` quindi di Cauchy, per cui (H e` di Banach)
convergente. Essendo M chiuso il limite deve appartenere a M stesso:
x1 = lim
n→∞
yn ∈M , d(x,M) = ‖x− x1‖ .
Riusciamo quindi a dimostrare il teorema se x2 = x− x1 e` ortogonale a M .
Consideriamo un qualsiasi elemento y ∈M :
‖x2 − λ y‖2 = ‖x− (x1 − λ y)‖2 ≥ d(x,M) = ‖x2‖2 ,
|λ|2 ‖y‖2 + 2<e {λ 〈x2 , y 〉} ≥ 0 , ∀ λ ∈ K .
Scegliendo λ dapprima reale, poi immaginario puro, ci si rende conto che cio`
e` possibile solo se 〈x2 , y 〉 = 0, per cui x2 ∈M⊥ e:
x = x1 + x2 , x1 ∈M , x2 ∈M⊥ .
Dato un sottospazio chiusoM di uno spazio di Hilbert H, per ogni x ∈ H
risulta quindi univocamente determinato un vettore x1 ∈M con la proprieta`
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di avere distanza minima dal vettore x, e tale che x si puo` decomporre in
componenti ortogonali tra loro:
x = x1 + x2 x1 ∈M 〈x1 , x2 〉 = 0 . (5.23)
La componente x1 viene detta proiezione ortogonale di x sul sottospazio M
(analogamente x2 e` la proiezione ortogonale sul complemento ortogonaleM
⊥)
e definisce un operatore lineare PM :
PM x = x1 , (5.24)
detto proiettore ortogonale su M .
Osservazione. Durante la dimostrazione del teorema abbiamo usato la rela-
zione valida in uno spazio di Hilbert H:
‖a+ b‖2 + ‖a− b‖2 = 2‖a‖2 + 2‖b‖2 , ∀ a, b ∈ H , (5.25)
che esprime una proprieta` geometrica dei parallelogrammi (la somma dei qua-
drati delle diagonali eguaglia la somma dei quadrati dei lati). Tale proprieta`,
derivabile direttamente dalla definizione di norma tramite un prodotto sca-
lare, non e` una proprieta` di tutte le norme in generale, e quindi non vale in
generale per uno spazio normato, ma e` una caratteristica propria degli spazi
di Hilbert. In effetti, se abbiamo uno spazio di Banach (pertanto normato
e completo) la cui norma soddisfa la regola del parallelogramma (5.25), que-
sto diviene uno spazio di Hilbert introducendo il prodotto scalare tramite
l’identita` di polarizzazione nel caso di uno spazio complesso (la norma ‖x‖2
definisce 〈x , x 〉):
〈x , y 〉 = 1
4
{‖x+ y‖2 − ‖x− y‖2 − i ‖x+ i y‖2 + i ‖x− i y‖2} , (5.26)
oppure, nel caso di uno spazio reale, tramite la relazione:
〈x , y 〉 = 1
4
(‖x+ y‖2 − ‖x− y‖2) . (5.27)
Si lascia al lettore il compito di mostrare che in questo modo si definisce
in effetti un prodotto scalare, quando si assume come ipotesi la validita` della
regola del parallelogramma.
Teo. 5.7 Sia F un sottoinsieme di uno spazio di Hilbert H, allora:
(F⊥)⊥ = L(F )− .
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Dim. 5.7 Chiaramente si ha:
F ⊆ (F⊥)⊥ ,
pertanto (F⊥)⊥ e` un sottospazio chiuso che contiene anche tutte le combi-
nazioni lineari di elementi di F , ed essendo chiuso, contiene anche la loro
chiusura:
L(F )− ⊆ (F⊥)⊥ .
Consideriamo (F⊥)⊥ come spazio di Hilbert (tutte le proprieta` sono verifi-
cate, compresa la completezza, conseguenza del fatto che e` chiuso). Allora,
per il teorema precedente puo` essere decomposto:
(F⊥)⊥ = (L(F ))− ⊕K ,
con K complemento ortogonale di (L(F ))−. Se k ∈ K allora k e` ortogonale
a L(F )− e a F stesso, k ∈ F⊥. D’altra parte k ∈ (F⊥)⊥ per cui k deve essere
ortogonale anche a se` stesso:
〈 k , k 〉 = 0 , =⇒ k = 0 .
K risulta quindi il sottospazio nullo e:
(F⊥)⊥ = (L(F ))− .
Come conseguenza immediata dei risultati precedenti abbiamo il seguente
corollario.
Cor. 5.8 Sia M un sottospazio chiuso di uno spazio di Hilbert H, allora
M = (M⊥)⊥ .
5.1.2 Duale topologico.
Sia H uno spazio di Hilbert (che assumiamo in generale complesso), x ∈ H
fissato, e consideriamo l’applicazione:
H −→ C ,
y −→ 〈x , y 〉 ,
questa e` lineare (per la linearita` del prodotto scalare), e continua, cioe`
limitata, per la disuguaglianza di Schwarz:
| 〈 x , y 〉 | ≤ ‖x‖ ‖y‖ = C‖y‖ ,
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con C = ‖x‖, indipendente da y. Pertanto per ogni elemento x risulta definito
un elemento appartenente a Lc(H,C) = H∗, detto duale dello spazio H, o,
piu` precisamente duale topologico, per distinguerlo dal duale algebrico visto
in precedenza, in cui non era richiesta la continuita`. In generale per spazio
duale si sottointende quello topologico (sottoinsieme del duale algebrico), in
quanto l’assenza della continuita` non comporta alcun risultato o applicazione
importante.
Sostanzialmente, tramite il prodotto scalare, abbiamo costruito una cor-
rispondenza tra H e il suo duale H∗:
x
J−→ Jx ∈ H∗
con Jx definito da:
Jx(y) = 〈x , y 〉 . (5.28)
Essendo un funzionale continuo, cioe` limitato, possiamo valutare anche la
sua norma (in senso operatoriale):
‖Jx‖ = sup
y 6=0
| 〈 x , y 〉 |
‖y‖ .
Sappiamo che, per ogni x, y, con y 6= 0:
| 〈 x , y 〉 |
‖y‖ ≤ ‖x‖ ,
per cui:
‖Jx‖ ≤ ‖x‖ ,
ma se x = y, o piu` in generale se x e y sono proporzionali tra loro, vale
l’uguaglianza. Questo significa che l’estremo superiore e` raggiunto quando
y = x e tale limitazione e` la migliore possibile al variare di y e:
‖Jx‖ = ‖x‖ .
Quindi J : H −→H∗ e` una applicazione che preserva la norma, cioe`
isometrica.
Vediamo inoltre che la trasformazione J e` antilineare (lineare nel caso di
uno spazio di Hilbert reale):
Jα1 x1+α2 x2(y) = 〈α1 x1 + α2 x2 , y 〉 = α1 〈x1 , y 〉+ α2 〈x2 , y 〉
= α1 Jx1(y) + α2 Jx2(y) , α1, α2 ∈ C , x1, x2, y ∈ H ,
Jα1 x1+α2 x2 = α1 Jx1 + α2 Jx2 ,
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e iniettiva:
Jx1 = Jx2 =⇒ 〈x1 , y 〉 = 〈x2 , y 〉 ∀ y ∈ H , =⇒ 〈x1 − x2 , y 〉 = 0 ∀ y ∈ H .
Scegliendo in particolare:
y = x1 − x2 =⇒ ‖x1 − x2‖2 = 0 =⇒ x1 = x2 .
Ma il risultato piu` importante e` costituito dal fatto che l’applicazione J
risulta suriettiva.
Teo. 5.9 (Fisher-Riesz) Per ogni funzionale lineare e continuo f ∈ H∗
esiste un unico elemento x ∈ H tale che:
f(y) = 〈x , y 〉 ∀ y ∈ H . (5.29)
Sostanzialmente tale teorema afferma che il prodotto scalare costituisce
il piu` generale funzionale lineare e continuo su uno spazio di Hilbert. Questo
risultato costituisce appunto il motivo per l’uso delle medesime notazioni per
indicare sia i funzionali lineari (e continui) che il prodotto scalare. Inoltre
permette di identificare lo spazio duale topologico di uno spazio di Hilbert
con lo spazio di Hilbert stesso.
Dim. 5.9 Se f = 0 (funzionale identicamente nullo) basta prendere x = 0. Se
f 6= 0 consideriamo il sottospazio lineare:
N = {y ∈ H ; f(y) = 0}
(si vede facilmente per la linearita` di f che N e` un sottospazio) che risulta
chiuso essendo la retroimmagine dell’insieme chiuso {0} in C. Essendo f non
nullo N non coincide con H ed esiste x0 ∈ N⊥ con:
f(x0) 6= 0 .
Sia ora y ∈ H arbitrario:
f
(
y − f(y)x0
f(x0)
)
= f(y)− f(y)
f |(x0) f(x0) = 0
y − f(y)x0
f(x0)
∈ N ,
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y =
f(y)
f(x0)
x0 +
(
y − f(y)x0
f(x0)
)
∈ N⊥ ⊕N .
Solo la componente in N⊥ contribuisce al prodotto scalare di x0 con y, per
cui:
〈x0 , y 〉 = f(y)
f(x0)
‖x0‖2 , f(y) =
〈
f(x0)
‖x0‖2 x0 , y
〉
,
cioe` abbiamo determinato l’elemento x richiesto:
x =
f(x0)
‖x0‖2 x0 .
L’unicita` deriva dalla iniettivita` della corrispondenza J discussa in preceden-
za.
5.2 Sistemi ortonormali.
Discutiamo ora alcune nozioni sugli insiemi di vettori ortonormalizzati, cioe`
normalizzati all’unita` e ortogonali tra loro.
Def. 5.8 Un insieme di vettori {xα}α∈A appartenenti ad uno spazio di
Hilbert H e` detto un sistema ortonormale se i vettori soddisfano la relazio-
ne:
〈xα , xβ 〉 =
{
1 α = β
0 α 6= β ∀ α, β ∈ A , (5.30)
Osservazione. Notiamo che nella definizione l’insieme degli indici A e` arbi-
trario, e non e` detto che sia numerabile, per cui la definizione rimane valida
anche per famiglie di vettori dipendenti da un parametro continuo. In ogni
caso un sistema ortonormale di vettori risulta linearmente indipendente. In-
fatti, se consideriamo una combinazione lineare finita nulla di vettori del
sistema:
N∑
j=1
cj xαj = 0, cj ∈ C ,
moltiplicando scalarmente per i vettori xαk , k = 1, . . . , N , otteniamo l’annul-
larsi dei coefficienti:
0 =
〈
xαk ,
N∑
j=1
cj xαj
〉
=
N∑
j=1
cj
〈
xαk , xαj
〉
= ck .
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Un sistema puo` essere finito o infinito, il caso interessante si ha quando i
vettori sono infiniti.
Lem. 5.10 Sia {xα}, α ∈ A un sistema ortonormale numerabile in uno
spazio di Hilbert H, allora la serie:∑
α∈A
cα xα
e` convergente se e solo se: ∑
α∈A
|cα|2 <∞ ,
e in questo caso: ∥∥∥∥∥∑
α∈A
cα xα
∥∥∥∥∥
2
=
∑
α∈A
|cα|2 . (5.31)
Quando c’e` la convergenza la somma della serie
∑
α∈A cα xα non dipende
dall’ordine dei termini.
Dim. 5.10 Essendo l’insieme degli indici numerabile, lo possiamo identifcare
con l’insieme dei numeri naturali. Supponiamo M, N interi con M > N ,
essendo i vari vettori ortonormali abbiamo:∥∥∥∥∥
M∑
α=1
cα xα −
N∑
α=1
cα xα
∥∥∥∥∥
2
=
M∑
α=N+1
|cα|2 ,
per cui la convergenza di una serie e` garantita dalla convergenza dell’altra
serie (ricordiamo che sia lo spazio di Hilbert H, sia C sono completi, per cui
vale il criterio di Cauchy).
Mostriamo ora che la serie vettoriale non dipende dall’ordine dei termini.
Siano:
x =
∞∑
α=1
cα xα , y =
∞∑
α=1
cβ(α) xβ(α) ,
con β(α) una permutazione degli indici. Notiamo che il sistema {xβ(α)}
e` ancora ortonormale perche`, essendo β : N−→N iniettiva e suriettiva,
abbiamo solo un diverso ordinamento dei vettori xα. Abbiamo:
‖x− y‖2 = ‖x‖2 + ‖y‖2 − 〈x , y 〉 − 〈 y , x 〉 ,
5.2. SISTEMI ORTONORMALI. 225
e, sfruttando la continuita` del prodotto scalare:
〈x , y 〉 = lim
N→∞
N∑
α=1
cα 〈xα , y 〉 ,
ogni indice α risulta immagine di un unico indice γ∗ tramite la permutazione
β, per cui:
〈xα , y 〉 = lim
M→∞
M∑
γ=1
cβ(γ)
〈
xα , xβ(γ)
〉
= cβ(γ∗) = cα .
Pertanto, essendo la serie numerica a termini positivi e reale:
‖x‖2 =
∞∑
α=1
|cα|2 ,
‖y‖2 =
∞∑
γ=1
|cβ(γ)|2 =
∞∑
α=1
|cα|2 ,
〈x , y 〉 = 〈 y , x 〉 =
∞∑
α=1
|cα|2 ,
‖x− y‖2 = 0 , x = y .
Nel corso della dimostrazione abbiamo sostanzialmente visto che, con un
sistema ortonormale numerabile, posto:
x =
∞∑
α=1
cα xα ,
si ha:
cα = 〈xα , x 〉 .
Ci chiediamo ora cosa possiamo dire sui coefficienti cα con un siste-
ma ortonormale generale {xα}α∈A con A non necessariamente numerabile
e considerando formalmente sempre l’espressione:
x =
∑
α∈A
cα xα .
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Teo. 5.11 (Disuguaglianza di Bessel) Sia {xα}α∈A un sistema orto-
normale (non necessariamente numerabile) in uno spazio di Hilbert H e
sia x ∈ H. Allora i numeri 〈xα , x 〉 sono non nulli al piu` per una infinita`
numerabile di indici α e vale la disuguaglianza di Bessel:∑
α
| 〈 xα , x 〉 |2 ≤ ‖x‖2 , (5.32)
dove la somma e` estesa all’infinita` numerabile di valori dell’indice α per
cui 〈xα , x 〉 6= 0.
Inoltre la serie: ∑
α∈A
xα 〈xα , x 〉 , (5.33)
(sempre con le medesime restrizioni sugli indici della somma) risulta con-
vergente e indipendente dall’ordine dei termini non nulli, e converge al-
la proiezione ortogonale di x sulla chiusura del sottospazio generato dal
sistema {xα}.
Dim. 5.11 Consideriamo un qualsiasi sottoinsieme finito di indici αj ∈ A,
j = 1, . . . , N , i corrispondenti vettori del sistema ortonormale {xαj} generano
un sottospazio finito dimensionale (quindi chiuso) L. Se x ∈ H possiamo
ricercare la sua proiezione ortogonale su tale sottospazio minimizzando:∥∥∥∥∥x−
N∑
j=1
cj xαj
∥∥∥∥∥
2
= ‖x‖2 +
N∑
j=1
|cj|2 − 2<e
N∑
j=1
cj
〈
xαj , x
〉
= ‖x‖2 −
N∑
j=1
| 〈 xαj , x 〉 |2 + N∑
j=1
{| 〈 xαj , x 〉 |2 + |cj|2 − 2<e cj 〈 xαj , x 〉}
= ‖x‖2 −
N∑
j=1
| 〈 xαj , x 〉 |2 + N∑
j=1
∣∣cj − 〈 xαj , x 〉∣∣2 ≥ 0 .
Da tale espressione risulta chiaro che la minima distanza si raggiunge quando:
cj =
〈
xαj , x
〉
,
per cui si annulla l’ultima somma precedente, ed il corrispondente vettore:
xL =
N∑
j=1
〈
xαj , x
〉
xαj ,
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costituisce la proiezone ortogonale di x su tale sottospazio. La positivita`
della distanza tra x e la sua proiezione ortogonale (valutabile con il teorema
di Pitagora):
0 ≤ ‖x− xL‖2 = ‖x‖2 − ‖xL‖2 ,
comporta la validita` della disuguaglianza di Bessel nel caso di un sistema
ortonormale finito:
‖x‖2 −
N∑
j=1
| 〈 xαj , x 〉 |2 ≥ 0 , N∑
j=1
| 〈 xαj , x 〉 |2 ≤ ‖x‖2 .
Quest’ultima relazione, valida per ogni N comporta che i prodotti scala-
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Figura 5.2: Proiezione ortogonale.
ri 〈xα , x 〉 siano non nulli al piu` per una inifinita` numerabile di termini.
Consideriamo infatti i sottoinsiemi di indici:
A1 = {α ∈ A ; | 〈 xα , x 〉 | ≥ 1} ,
A2 = {α ∈ A ; 1 > | 〈 xα , x 〉 | ≥ 1
2
} ,
...
An = {α ∈ A ; 1
n− 1 > | 〈 xα , x 〉 | ≥
1
n
} ,
...
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Ognuno di tali insiemi deve essere finito altrimenti, con infiniti termini a
disposizione, potremmo sceglierne un numero finito N con:∑
αj∈An
| 〈 xαj , x 〉 |2 ≥ ∑
αj∈An
1
n2
=
N
n2
,
grande a piacere, mentre sappiamo che tale somma deve essere limitata da
‖x‖2.
Essendo ogni An finito, l’insieme:
A0 = {α ∈ A ; 〈xα , x 〉 6= 0} =
∞⋃
n=1
An ,
e` numerabile ed essendo valida la disuguaglianza di Bessel per ogni sottoin-
sieme finito di indici, vale per tutto l’insieme numerabile A0:∑
α∈A0
| 〈 xα , x 〉 |2 ≤ ‖x‖2 ,
e ha senso considerare la serie:∑
α∈A0
xα 〈xα , x 〉 .
che risulta convergente indipendentemente dall’ordine dei termini e converge
ad un elemento della chiusura (L({xα}))−. Vediamo ora che questo vettore
e` proprio la proiezione ortogonale su tale sottospazio mostrando che cio` che
rimane e` ortogonale a esso. Considerando l’identita`:
x =
[
x−
∑
α∈A0
xα 〈xα , x 〉
]
+
∑
α∈A0
xα 〈xα , x 〉 ,
abbiamo visto che 〈xα , x 〉 6= 0 solo se α ∈ A0 e il vettore:
y = x−
∑
α∈A0
xα 〈xα , x 〉
risulta ortogonale ad ogni xβ:〈
xβ , x−
∑
α∈A0
xα 〈xα , x 〉
〉
= 〈xβ , x 〉− lim
M→∞
M∑
j=1
〈
xβ , xαj
〉 〈
xαj , x
〉
= 0 .
Infatti, se β /∈ A0, allora 〈xβ , x 〉 = 0,
〈
xβ , xαj
〉
= 0, mentre se β ∈ A0,
allora nella somma sopra (perM grande) sopravvive solo l’unico termine con
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αj = β e si ottiene 〈xβ , x 〉 − 〈 xβ , x 〉 = 0. Abbiamo quindi che il vettore
y ∈ (L({xα}))⊥ = (L({xα})−)⊥.
Vediamo ora come possiamo estendere il concetto di base tramite i sistemi
ortonormali.
Def. 5.9 Un sistema ortonormale in uno spazio di HilbertH e` detto com-
pleto se e` massimale, cioe` se non puo` essere esteso ulteriormente con l’ag-
giunta di ulteriori vettori. In questo caso esso viene detto anche base
hilbertiana oppure base ortonormale.
L’utilita` delle basi hilbertiane e` espressa dal seguente teorema che fornisce
sostanzialmente delle definizioni equivalenti di base hilbertiana.
Teo. 5.12 Sia {xα}α∈A un sistema ortonormale in uno spazio di Hilbert
H. Allora le seguenti affermazioni sono equivalenti.
1) {xα}α∈A e` una base ortonormale.
2) Il sistema ortonormale genera tutto H, nel senso che:
(L({xα , α ∈ A}))− = H . (5.34)
3) Ogni vettore x ∈ H puo` essere decomposto mediante la relazione:
x =
∑
α
〈xα , x 〉 xα , (5.35)
dove la somma e` estesa ai valori di α (al piu` numerabili) per cui si
ha 〈xα , x 〉 6= 0.
4) Per ogni x ∈ H vale la seguente relazione di Parseval:
‖x‖2 =
∑
α
| 〈 xα , x 〉 |2 , (5.36)
dove la somma, come nel caso precedente, risulta estesa al piu` ad
una infinita` numerabile di termini non nulli.
5) Per ogni x, y ∈ H vale la seguente relazione di completezza (e con
le medesime convenzioni sulla somma):∑
α
〈x , xα 〉 〈xα , y 〉 = 〈x , y 〉 . (5.37)
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Dim. 5.12 Poniamo, per semplificare le notazioni:
M = (L({xα}))− .
(1)⇒ (2). Se il sistema ortonormale e` comleto non posso aggiungere ad esso
alcun vettore ortogonale e quindi, decomponendo lo spazio di Hilbert:
H =M ⊕M⊥ ,
il complemento ortogonaleM⊥ deve essere nullo (in caso contrario potremmo
allargare il sistema ortonormale), e M = H.
(2)⇒ (1). Poiche` M = H, se il sistema non fosse completo (cioe` massimale)
potremmo trovare un nuovo vettore ortonormale agli altri, cioe` un vettore
non nullo ortogonale a M , ma cio` contraddice l’ipotesi.
(2) ⇒ (3). La somma∑α 〈xα , x 〉 xα converge alla proiezione ortogonale di
x su M , e, essendo M = H, tale proiezione coincide con x stesso.
(3) ⇒ (4). Risulta ovvia per la continuita` del prodotto scalare:
‖x‖2 = 〈x , x 〉 = lim
N→∞
N∑
α=1
〈xα , x 〉 〈x , xα 〉 =
∑
α
| 〈 xα , x 〉 |2 .
(4) ⇒ (2). Decomponiamo un vettore x secondo M e il suo complemento
ortogonale:
x = xM + x⊥ , xM ∈M, x⊥ ∈M⊥ ,
xM =
∑
α
〈xα , x 〉 xα .
Allora, per il teorema di Pitagora:
‖x‖2 = ‖xM‖2 + ‖x⊥‖2 =
∑
α
| 〈 xα , x 〉 |2 + ‖x⊥‖2 = ‖x‖2 + ‖x⊥‖2 ,
da cui ‖x⊥‖2 = 0, e, per l’arbitrarieta` di x, M⊥ = {0}.
(3) ⇒ (5). Se:
x =
∑
α
〈xα , x 〉 xα , y =
∑
α
〈xα , y 〉 xα ,
allora, per la continuita` del prodotto scalare:
〈x , y 〉 = lim
N→∞
N∑
α=1
〈x , xα 〉 〈xα , y 〉 .
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(5) ⇒ (3). Basta considerare il caso x = y.
Osservazione. Notiamo che nella definizione di base hilbertiana non viene piu`
richiesto che un vettore sia espresso come combinazione lineare finita degli
elementi di base. Cio` costituisce una generalizzazione del concetto di base
reso possibile dal fatto che uno spazio di Hilbert risulta topologico, e abbiamo
garantito la convergenza della serie che rappresenta lo sviluppo.
Osservazione. Notiamo che in uno spazio di Hilbert H, possiamo verificare
che un sottoinsieme D ⊆ H e` denso in H osservando se il suo complementare
e` nullo:
D− = H ⇐⇒ D⊥ = {0} .
Ci potremmo porre ora il problema dell’esistenza di basi hilbertiane. Es-
sendo queste definite come sistemi ortonormali massimali, possiamo ripetere
lo stesso tipo di ragionamento (molto astratto e non costruttivo), basato sul
lemma di Zorn, che ha condotto all’esistenza di una base per un qualsiasi
spazio vettoriale, ottenendo quindi come risposta che ogni spazio di Hilbert
ammette una base ortonormale. Notiamo inoltre che se lo spazio di Hilbert
ha dimensioni finite, una base ortonormale risulta anche una base ordinaria.
Nel caso di spazi vettoriali a dimensioni finite avevamo anche l’importante
risultato che due basi diverse hanno la stessa cardinalita`. Questo risultato lo
si puo` estendere anche alle basi hilbertiane di uno spazio di Hilbert, anche a
dimensione infinita. Si ha cioe` che una base ortonormale non puo` essere piu`
grande di un’altra. Il confronto e` effettuato stabilendo una corrispondenza
tra le due basi. La costruzione di tale corrispondenza, che risulta iniettiva
e suriettiva, e che risulta alquanto laboriosa dovendo valere anche con basi
non numerabili (per cui la omettiamo), permette appunto di affermare che
due basi qualsiasi hanno la stesa cardinalita`.
In molte situazioni si ha a disposizione un insieme numerabile di vettori,
cioe` una successione di vettori, che generano un sottospazio di uno spazio
di Hilbert, e puo` sorgere la necessita` di costruire un sistema ortonormale
che generi il medesimo sottospazio, ottenendo una base ortonormale del sot-
tospazio. Esiste a tale scopo un procedimento standard, detto metodo di
Gram-Schmidt.
Teo. 5.13 Sia data una successione di vettori {xj}∞j=1 (quindi un insie-
me numerabile) in uno spazio di Hilbert H. Allora esiste un sistema
ortonormale numerabile {yk}∞k=1, tale che:
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1) Ogni vettore xn e` combinazione lineare dei vettori y1, y2, . . . , yn,
con n = 1, 2, . . .
2) Il sottospazio generato dai vettori xj, coincide col sottospazio gene-
rato dai vettori yk:
L({xj}) = L({yk}) . (5.38)
Dim. 5.13 Eliminiamo dapprima dalla successione x1, . . . , xn, . . . i vettori
che dipendono linearmente dai precedenti, per cui resteranno dei vettori
(una sottosuccessione della successione originale) xn1 , . . . , xnk , . . . (nk ≥ k)
linearmente indipendenti tra loro.
Consideriamo ora la seguente costruzione:
u1 = xn1 , y1 =
u1
‖u1‖ ,
u2 = xn2 − 〈 y1 , xn2 〉 y1 , y2 =
u2
‖u2‖ ,
...
uk = xnk −
k−1∑
j=1
〈 yj , xnk 〉 yj , yk =
uk
‖uk‖ .
...
Risulta allora evidente che i vettori y1, y2, . . . sono ortogonali tra loro ed
essendo normalizzati formano un sistema ortonormale. Inoltre ogni vettore
xnk risulta combinazione lineare di y1, y2, . . . , yk, da cui la validita` della prima
affermazione (ricordiamo che nk ≥ k). Inoltre il sottospazio generato da
xn1 , . . . , xnk coincide col sottospazio generato da y1, . . . , yk, per ogni k, per
cui:
L({xn}) = L({xnk}) = L({yj}) .
Ricordando la definizione di spazio separabile, abbiamo una immediata
conseguenza del procedimento di ortonormalizzazione di Gram-Schmidt.
Teo. 5.14 Sia H uno spazio di Hilbert. Allora H e` separabile se e solo
se H ha una base ortonormale numerabile.
Dim. 5.14 Supponiamo che H ammetta una base hilbertiana numerabile
e1, . . . , en, . . ., e consideriamo il sottoinsieme formato dalle combinazioni li-
neari finite a coefficienti razionali (intendendo, nel caso di numeri complessi,
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che sia la parte reale che la parte immaginaria sono razionali). Le combinazio-
ni lineari finite formano ovviamente un insieme denso nello spazio di Hilbert,
ed ognuna di esse puo` essere approssimata con una corrispondente combi-
nazione lineare a coefficienti razionali. Otteniamo quindi un sottoinsieme
numerabile e denso in H.
Viceversa, supponiamo che H sia separabile, per cui esiste un suo sottoin-
sieme {x1, x2, . . . , } denso e numerabile. Con i vettori xj, possiamo costruire
un sistema ortonormale {yk} che genera il medesimo sottospazio dei vettori
xj:
L({xj}) = L({yk}) .
D’altra parte:
H = {xj}− ⊆ (L({xj}))− = (L({yk}))−
per cui i vettori yk formano un sistema ortonormale completo.
5.2.1 Serie di Fourier.
Dato un sistema ortonormale {xα} in uno spazio di Hilbert H ed un vettore
x ∈ H, i numeri 〈xα , x 〉 sono detti coefficienti di Fourier di x. La terminologia
deriva dalle cosidette serie di Fourier o serie trigonometriche:
+∞∑
n=−∞
cn e
i n x , x ∈ ]− pi, pi [ , (5.39)
mediante cui si e` soliti esprimere una funzione periodica di periodo 2pi.
Vogliamo ora discutere alcune proprieta` della serie trigonometrica (5.39),
con particolare riguardo al suo comportamento come elemento dello spazio
di Hilbert L2( ]− pi, pi [).
Osservazione. La scelta dell’intervallo ] − pi, pi [ non e` restrittiva in quan-
to mediante una trasformazione lineare qualsiasi intervallo ] a, b [ puo` esse-
re mappato nell’intervallo ] − pi, pi [ e viceversa. La scelta fatta rende solo
piu` semplici le notazioni in quanto e` l’intervallo naturale di definizione delle
funzioni trigonometriche.
Notiamo subito che le funzioni:
ϕn(x) =
1√
2pi
ei nx , n ∈ Z , (5.40)
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formano un sistema ortonormale in L2( ] − pi, pi [ ). Infatti, abbiamo esplici-
tamente:
〈ϕn , ϕm 〉 = 1
2pi
∫ pi
−pi
ei (m−n)x dx
=

∫ pi
−pi
1
2pi
dx = 1 , m = n
1
2pii (m− n)
[
ei (m−n)x
]x=pi
x=−pi = 0 , m 6= n
Sia ora f ∈ L2( ] − pi, pi [), allora possiamo considerare i coefficienti di
Fourier:
〈ϕn , f 〉 = 1√
2pi
∫ pi
−pi
e−i nx f(x) dx ,
Questo integrale, tuttavia, ha senso anche quando f ∈ L1( ]−pi, pi [). Notiamo
in effetti che, essendo l’intervallo ]−pi, pi [ limitato, anche la funzione costante
1 e` in L2( ]− pi, pi [), per cui f = 1 · f appartiene a L1( ]− pi, pi [) e:
‖f‖1 = ‖1 · f‖1 ≤ ‖1‖2 ‖f‖2 =
√
2pi‖f‖2 ,
per cui L2( ]− pi, pi [) ⊂ L1( ]− pi, pi [).
Se f ∈ L1( ]− pi, pi [) definiamo il coefficiente di Fourier di f di ordine n:
f˜(n) =
1
2pi
∫ pi
−pi
e−i nx f(x) dx , (5.41)
ed associamo a f la serie di Fourier:
+∞∑
n=−∞
f˜(n) ei nx . (5.42)
Ci possiamo porre il problema della convergenza di tale serie. Se f ∈
L2( ]− pi, pi [) l’ortonormalita` delle funzioni (5.40) ci garantisce che la serie e`
sicuramente convergente in L2( ]−pi, pi [) e in maniera indipendente dall’ordine
dei termini, e si pone la questione se tale serie converga effettivamente alla
funzione f che definisce i suoi coefficienti.
In generale, se f non appartiene necessariamente a L2( ]− pi, pi [), si pone
anche la questione di come intendere la convergenza, ad esempio possiamo
richiedere la convergenza della successione:
(Sn f)(x) =
n∑
k=−n
f˜(k)ei kx , (5.43)
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oppure separatamente delle due serie:
∞∑
k=0
f˜(k)ei kx ,
∞∑
k=0
f˜(−k)e−i kx .
Ci sono inoltre diverse possibilita` di convergenza: puntualmente (anche solo
q.d.), uniformemente, secondo la norma in L1, secondo la norma in L2, ed
altre ancora. Affronteremo di seguito solo alcuni aspetti di questi problemi
senza avere la pretesa di essere esaurienti.
Se f ∈ L1( ]− pi, pi [), consideriamo la primitiva F (x) definita da:
F (x) =
∫ x
−pi
f(t) dt , x ∈ [−pi, pi ] .
Chiaramente F risulta una funzione continua ed il suo annullarsi iden-
ticamente nell’intervallo [−pi, pi ] comporta l’annullarsi quasi ovunque della
funzione f :
F (x) = 0 ∀ x ∈ [−pi, pi ] =⇒ f(x) = 0 q.d.
Infatti abbiamo che, per ogni x, y ∈ [−pi, pi ]:∫ y
x
f(t) dt = F (y)− F (x) ,
per cui se F = 0 identicamente, allora si annulla:∫
B
f(t) dt
su ogni sottoinsieme (misurabile) B di [−pi, pi ] ed e` noto dalla teoria dell’in-
tegrazione che questo implica l’annullarsi quasi ovunque dell’integrando f .
La primitiva F (x), essendo continua e limitata risulta anche sommabile
nell’intervallo [−pi, pi ], per cui possiamo calcolare i suoi coefficienti di Fourier
e legarli (quando possibile) a quelli di f . Sia n 6= 0, abbiamo:
F˜ (n) =
1
2pi
∫ pi
−pi
e−i nx F (x) dx =
1
2pi
∫ pi
−pi
dx
∫ x
−pi
dt e−i nx f(t)
=
1
2pi
∫ pi
−pi
dt
∫ pi
t
dx e−i nx f(t) =
1
2pi
∫ pi
−pi
dtf(t)
i
n
(
e−i npi − e−i nt)
=
1
2pi i n
(∫ pi
−pi
e−i nt f(t) dt+ (−1)n+1
∫ pi
−pi
f(t) dt
)
=
1
i n
(
f˜(n) + (−1)n+1f˜(0)
)
.
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dove abbiamo usato il teorema di Fubini per poter scambiare l’ordine di in-
tegrazione. Per quanto riguarda il coefficiente F˜ (0), non abbiamo un legame
altrettanto diretto:
F˜ (0) =
1
2pi
∫ pi
−pi
F (x) dx =
1
2pi
∫ pi
−pi
dx
∫ x
−pi
dt f(t)
=
∫ pi
−pi
dt
∫ pi
t
dx
1
2pi
f(t) =
1
2pi
∫ pi
−pi
dtf(t) (pi − t)
=
1
2
f˜(0)− 1
2pi
∫ pi
−pi
t f(t) dt .
Il vantaggio della funzione primitiva F e` costituito dalla sua continuita`.
Operando con funzioni continue otteniamo con relativa facilita` alcuni semplici
risultati.
Lem. 5.15 Sia f : [−pi, pi ] −→C una funzione continua. Allora se
f(0) 6= 0 esiste n ∈ Z tale che f˜(n) 6= 0.
Dim. 5.15 Supponiamo di aver dimostrato il risultato quando f e` a valori
reali. Poiche` sia la parte reale che la parte immaginaria di f sono funzioni
continue a valori reali, almeno una delle due e` non nulla nell’origine, ed esiste
n tale che il corrispondente coefficiente e` non nullo. Si vede facilmente che:
(˜<e f)(n) = 1
2
(f˜(n) + f˜(−n))
˜(=m f)(n) = 1
2 i
(f˜(n)− f˜(−n))
e di conseguenza (il determinante della suddetta trasformazione lineare 2×2
e` non nullo) almeno un coefficiente tra f˜(n) e f˜(−n) deve essere non nullo.
Vediamo ora la validita` del risultato nel caso f a valori reali. Possiamo
supporre c = f(0) > 0 (in caso contrario consideriamo −f). Essendo f
continua esiste un intervallo [−δ, δ ] dove f(x) ≥ c
2
, e 0 < δ < pi. Poniamo:
h(x) = 1 + cos(x)− cos(δ) .
h e` una funzione pari e strettamente decrescente nell’intervallo [0, pi]. In
particolare, se −pi ≤ x ≤ pi:
h(x) = h(|x|) ≥ h(pi) = − cos(δ) ≥ −1 ,
al di fuori dell’intervallo ]− δ, δ[:
h(x) ≤ h(δ) = 1 ,
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mentre all’interno dell’intervallo ]− δ, δ[:
h(x) > h(δ) = 1 .
Poniamo:
-
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Figura 5.3: La funzione h(x).
q = h(
δ
2
) > 1 .
e sia m ∈ N tale che
qm >
4pi
cδ
sup
[−pi,pi]
|f(x)| .
Allora:∣∣∣∣∫
δ≤|x|≤pi
(h(x))mf(x) dx
∣∣∣∣ ≤ ∫
δ≤|x|≤pi
|h(x)|m |f(x)| dx
≤ sup
[−pi,pi]
|f(x)|
∫
δ≤|x|≤pi
dx ≤ 2pi sup
[−pi,pi]
|f(x)| .
∫ pi
−pi
(h(x))m f(x) dx =
∫ δ
−δ
(h(x))m f(x) dx+
∫
δ≤|x|≤pi
(h(x))m f(x) dx
≥
∫ δ
−δ
(h(x))m f(x) dx−
∣∣∣∣∫
δ≤|x|≤pi
(h(x))m f(x) dx
∣∣∣∣
≥
∫ δ
−δ
(h(x))m f(x) dx− 2pi sup
[−pi,pi]
|f(x)| .
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Sull’intervallo [−δ, δ] abbiamo (h(x))mf(x) ≥ 0, per cui possiamo continuare
la catena di disuguaglianze e:∫ pi
−pi
(h(x))m f(x) dx ≥
∫ δ
2
− δ
2
(h(x))m f(x) dx− 2pi sup
[−pi,pi]
|f(x)|
≥ δ c
2
qm − 2pi sup
[−pi,pi]
|f(x)| > 0 .
Osserviamo ora che:
h(x) = 1− cos δ + e
i x
2
+
e−i x
2
,
e` combinazione lineare finita delle funzioni ϕn(x), e lo stesso vale per (h(x))
m:
(h(x))m =
p∑
j=0
cje
−i nj x , cj 6= 0 .
Pertanto:
0 6= 1
2pi
∫ pi
−pi
(h(x))mf(x) =
∑
j
cj f˜(nj) ,
e qualche coefficiente f˜(n) deve essere non nullo.
Notiamo ora che se una funzione f appartiene a L1( ]−pi, pi [) la possiamo
pensare come la restrizione di una funzione (che indicheremo ancora con
f) definita su tuto R e periodica di periodo 2pi. In questo modo possiamo
traslare la funzione (spostando quindi l’origine in un qualsiasi punto) di una
quantita` a:
(Ta f)(x) = f(x+ a) = fa(x)
e considerandone la restrizione all’intervallo ] − pi, pi [, possiamo calcolare i
suoi coefficienti di Fourier:
(˜Ta f)(n) =
1
2pi
∫ pi
−pi
e−i nx f(x+ a) dx
=
ei n a
2pi
∫ pi
−pi
e−i nx f(x) dx = ei n af˜(n) .
Con il trucco della traslazione possiamo generalizzare il risultato prece-
dente a qualsiasi punto (la continuita` impone pero` anche condizioni periodi-
che).
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Cor. 5.16 Sia f : [−pi, pi ] −→C una funzione continua che soddisfa la
condizione ai bordi f(−pi) = f(pi). Allora se f˜(n) = 0 per ogni n ∈ Z si
ha che f(x) = 0 per ogni x ∈ [−pi, pi ].
Dim. 5.16 Possiamo prolungare f ad una funzione continua e periodica (di
periodo 2pi) a tutto l’asse reale, che indicheremo ancora con f . Sia a apparte-
nente all’intervallo [−pi, pi ] e sia Ta f la funzione traslata (ancora continua e
periodica di periodo 2pi). Essa ha tutti i coefficienti di Fourier nulli, per cui,
in base al lemma precedente, deve necessariamente essere nulla nell’origine:
0 = (Ta f)(0) = f(a) .
Per l’arbitrarieta` di a, otteniamo l’annullarsi della funzione originaria f in
tutto l’intervallo [−pi, pi ].
Siamo ora in grado di stabilire un importante risultato in tutto lo spazio
L1( ]− pi, pi [).
Teo. 5.17 Sia f ∈ L1( ] − pi, pi [). Allora, se f˜(n) = 0 per ogni n ∈ Z, si
ha che f(x) = 0 q.d.
Dim. 5.17 Lavoriamo con le primitive della funzione f .
F (x) =
∫ x
−pi
f(t) dt , G(x) = F (x)− F˜ (0) ,
Allora G(x) risulta una funzione continua e:
G(pi) = F (pi)− F˜ (0) =
∫ pi
−pi
f(t) dt− F˜ (0)
= 2pif˜(0)− F˜ (0) = −F˜ (0)
= G(−pi) ,
G˜(0) =
1
2pi
∫ pi
−pi
(F (x)− F˜ (0)) dx = 1
2pi
∫ pi
−pi
F (x) dx− F˜ (0)
= F˜ (0)− F˜ (0) = 0 ,
G˜(n) = F˜ (n) = 0 , n 6= 0.
Allora, per il corollario precedente, si deve avere:
G(x) = 0 , ∀ x ∈ [−pi, pi ] ,
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e, in particolare, per x = −pi:
0 = G(−pi) = −F˜ (0) .
Allora:
F (x) = G(x) = 0 , ∀ x ∈ [−pi, pi ] ,
da cui, per quanto detto in precedenza, f(x) = 0 q.d.
I risultati ottenuti non dicono nulla in generale sulla convergenza della
serie di Fourier, ma sono basati sulle proprieta` dei singoli coefficienti di Fou-
rier. Se ci poniamo in L2( ] − pi, pi [), sappiamo pero` che la serie di Fourier
risulta convergente e l’ultimo teorema ci fornisce informazioni anche sul li-
mite. In effetti, essendo L2( ] − pi, pi [) ⊂ L1( ] − pi, pi [), se f ∈ L2( ] − pi, pi [)
ha tutti i coefficienti di Fourier nulli, come vettore risulta f = 0, cioe` se f
e` ortogonale ai componenti del sistema ortonormale {ϕn}+∞n=−∞ esso risulta
nullo. Ma allora il complemento ortogonale di tale sistema e` nullo e il sistema
e` completo.
Teo. 5.18 Il sistema ortonormale in L2( ]− pi, pi [):
ϕn(x) =
1√
2pi
ei nx , n ∈ Z , (5.44)
forma un sistema ortonormale completo.
Osservazione. Se invece dello spazio di Hilbert L2( ]−pi, pi [) abbiamo lo spazio
di Hilbert L2( ]a, b [) relativo ad un intervallo limitato ] a, b [ della retta reale,
il sistema ortonormale completo risulta:
ϕn(x) =
1√
b− a e
i 2pi
b−a nx . (5.45)
e i coefficiendi di Fourier di una funzione f ∈ L1( ]a, b [) sono espressi da:
f˜(n) =
1
b− a
∫ b
a
e−i
2pi
b−a nx f(x) dx . (5.46)
Come abbiamo detto, nulla garantisce la convergenza della serie di Fourier
quando, in generale, f ∈ L1( ] − pi, pi [), e spesso si studia la convergenza
della successione (5.43) Sn f , in cui si considerano assieme i coefficienti di
Fourier f˜(n) e f˜(−n), ottenendo la cosidetta serie trigonometrica. Quando
tale successione converge in L1 si puo` mostrare che converge proprio a f .
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Teo. 5.19 Siano f, g ∈ L1(−pi, pi). Se
‖Sn f − g‖1 −→
n→∞
0 ,
allora f(x) = g(x) q.d.
Osservazione. Qesto risultato ci dice sostanzialmente che, se Sn f converge
(nella topologia di L1), il limite e` proprio f , ma non ci garantisce nulla sulla
convergenza.
Dim. 5.19 Considerando i coefficienti di Fourier del limite g e del termine ge-
nerico della successione Sp f , entrambi appartenenti a L
1( ]−pi, pi [), possiamo
dire che:∣∣∣g˜(n)− (˜Sp f)(n)∣∣∣ = 1
2pi
∣∣∣∣∫ pi−pi e−i nx (g(x)− (Sp f)(x)) dx
∣∣∣∣
≤ 1
2pi
‖g − Sp f‖1 −→
p→∞
0 ,
cioe` si ha una convergenza puntuale dei corrispondenti coefficienti di Fourier:
g˜(n) = lim
p→∞
(˜Sp f)(n) .
D’altra parte, appena p ≥ |n|, si ha:
(˜Sp f)(n) =
1
2pi
∫ pi
−pi
e−i nx(Sp f)(x) dx
=
1
2pi
p∑
k=−p
∫ pi
−pi
f˜(k) ei (k−n)x dx
=
p∑
k=−p
f˜(k) δk,n = f˜(n) ,
pertanto per ogni n si ha:
g˜(n) = f˜(n) .
La differenza f − g ∈ L1( ] − pi, pi [) ha quindi tutti i coefficienti di Fourier
nulli e, per il teorema 5.17 possiamo dire che f(x) = g(x) q.d.
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5.2.2 Polinomi ortogonali.
Una volta costruito un sistema ortonormale completo risulta facile costruir-
ne altri, e di particolare importanza risultano i sistemi ortonormali costruiti
mediante polinomi. Nelle applicazioni pratiche si usa spesso sviluppare una
funzione in serie di potenze di un qualche parametro, sperando che la serie
risulti convergente in qualche senso. Le approssimazioni ottenute troncando
la serie sono delle espressioni polinomiali in tale parametro. Lavorando con
funzioni appartenenti ad uno spazio di Hilbert risulta allora naturale chieder-
si se e` possibile costruire una base ortonormale formata da polinomi. Ogni
polinomio e` combinazione lineare finita di monomi, per cui la tecnica usual-
mente adottata e` quella di considerare i monomi e da questi mediante una
procedura di ortonormalizzazione di Gram-Schmidt, ottenere delle funzioni
polinomiali con buone proprieta` ai fini dell’integrazione.
Poniamoci nello spazio di Hilbert L2( ]a, b [) con ] a, b [ intervallo limitato
della retta reale. Abbiamo il seguente risultato.
Teo. 5.20 Il sistema ortonormale costruito, mediante il processo di or-
tonormalizzazione di Gram-Schmidt, dai monomi {1, x, x2, . . . , xn, . . .}
costituisce un sistema ortonormale completo in L2( ]a, b [), con a e b finiti,
−∞ < a < b <∞.
Dim. 5.20 Notiamo innanzitutto che i monomi, intesi come elementi di
L2( ]a, b [), costituiscono un sistema di vettori linearmente indipendenti. In-
fatti l’annullarsi di una loro combinazione lineare finita equivale ad affermare
che un polinomio risulta identicamente nullo:
a0 + a1 x+ · · ·+ aN xN = 0 ∀ x ∈ ] a, b [ ,
e per il principio di identita` dei polinomi, tutti i coefficienti devono essere
nulli:
a0 = a1 = · · · = aN = 0 .
I sottospazi generati dai monomi (l’insieme formato dai polinomi) e dal si-
stema di polinomi ortonormali generati col procedimento di Gram-Schmidt
coincidono per cui e` sufficiente mostrare che il loro complemento ortogonale
e` nullo. Cioe` e` sufficiente verificare che;
u ∈ L2( ]a, b [) ,
∫ b
a
xn u(x) dx = 0 ∀ n =⇒ u(x) = 0 q.d.
Assumiamo quindi l’ortogonalita` di u ∈ L2( ]a, b [) a qualsiasi monomio e
consideriamo le onde piane ϕj(x) (5.45) viste in precedenza, che costituiscono
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un sistema ortonormale completo. Abbiamo:∫ b
a
ϕj(x)u(x) dx =
∫ b
a
e−i
2pi
b−a jx u(x)
dx√
b− a
=
∫ b
a
lim
n→∞
n∑
k=0
(
−i 2pi
b− a j
)k
xk
k!
u(x)
dx√
b− a .
Vediamo ora che possiamo portare il limite fuori dall’integrale determinando
una maggiorazione per l’integrando uniforme in n e sommabile:∣∣∣∣∣
n∑
k=0
(
−i 2pi
b− a j
)k
xk
k!
u(x)
∣∣∣∣∣ ≤
n∑
k=0
(
2pi
b− a j
)k |x|k
k!
|u(x)|
≤
∞∑
k=0
∣∣∣∣ 2pib− a j
∣∣∣∣k |x|kk! |u(x)| = e 2pib−a |j x| |u(x)| .
La sommabilita` e` garantita dal fatto che sia e
2pi
b−a |j x| che |u(x)| appartengono
a L2( ]a, b [), per cui, per Ho¨lder, il loro prodotto appartiene a L1( ]a, b [).
La maggiorazione risulta abbastanza brutale, ma permette l’applicabilita` del
teorema di Lebesgue (scambio di limite con integrale), ottenendo:∫ b
a
ϕj(x)u(x) dx = lim
n→∞
n∑
k=0
(
−i 2pi
b− a j
)k ∫ b
a
xk
k!
u(x)
dx√
b− a = 0 .
u risulta quindi ortogonale al sistema di onde piane, completo, per cui, per
quanto visto nel paragrafo precedente, u(x) = 0 q.d. Il sottospazio generato
dai monomi, e dai polinomi ortogonali, risulta quindi denso in L2( ]a, b [) e il
sistema di polinomi ortogonali risulta completo.
Vediamo ora che, assegnato lo spazio funzionale di Hilbert, il sistema di
polinomi ortonormali e` sostanzialmente unico. Consideriamo ad esempio lo
spazio L2(a, b) e supponiamo di aver determinato in qualche modo due sistemi
ortonormali di polinomi {pn} e {qn}, con la proprieta` che sia pn che qn hanno
grado n, allora pn e qn coincidono a meno di una costante di proporzionalita`
di modulo unitario:
pn(x) = θn qn(x) , |θn| = 1 . (5.47)
Tale relazione puo` essere vista per induzione. Per n = 0 i polinomi sono
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costanti e la relazione risulta ovvia:
p0(x) = c1 , q0(x) = c2 ,
‖p0(x)‖ = |c1|
√
b− a = 1 , ‖q0(x)‖ = |c2|
√
b− a = 1 ,
p0(x)
q0(x)
=
c1
c2
,
∣∣∣∣p0(x)q0(x)
∣∣∣∣ = ∣∣∣∣c1c2
∣∣∣∣ = 1
Supponiamo quindi la relazione (5.47) valida per k = 0, 1, . . . , n−1 e mostria-
mo che vale per k = n. I polinomi {p0, p1, . . . , pn} (linearmente indipendenti)
generano lo stesso sottospazio generato dai monomi {1, x, . . . , xn}, per cui
possiamo dire che:
pn(x) = an x
n +
n−1∑
k=0
αk pk(x) ,
con an non nullo, essendo il grado esattamente n. L’ortonormalita` permette
di deteminare i coefficienti αk:
0 = 〈 pj , pn 〉 = an 〈 pj , xn 〉+
n−1∑
k=0
αk 〈 pj , pk 〉
= an 〈 pj , xn 〉+ αj , j = 0, 1, . . . , n− 1 ,
αj = −an 〈 pj , xn 〉 , j = 0, 1, . . . , n− 1
e quindi:
pn(x) = an
(
xn −
n−1∑
k=0
〈 pk , xn 〉 pk(x)
)
.
Analogamente il medesimo ragionamento porta a:
qn(x) = bn
(
xn −
n−1∑
k=0
〈 qk , xn 〉 qk(x)
)
.
con bn 6= 0 coefficiente in qn del monomio di grado piu` elevato xn.
Per ipotesi i polinomi pk e qk (k = 0, 1, . . . , n− 1) sono proporzionali tra
loro mediante una costante θk a modulo unitario, per cui:
pn(x) = an
(
xn −
n−1∑
k=0
θk 〈 qk , xn 〉 θk qk(x)
)
= an
(
xn −
n−1∑
k=0
〈 qk , xn 〉 qk(x)
)
=
an
bn
qn(x) .
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I polinomi pn e qn sono quindi proporzionali tra loro e la normalizzazione dei
polinomi impone che la costante di proporzionalita` sia a modulo unitario:∣∣∣∣anbn
∣∣∣∣ = ‖pn‖‖qn‖ = 1 .
Quanto sopra mostra sostanzialmente che non ha importanza il modo
in cui si costruiscono i polinomi e questi sono distinti tra loro dal grado. Se
consideriamo lo spazio L2( ]−1, 1 [) i corrispondenti polinomi ortogonali sono
detti polinomi di Legendre, e, a meno di un fattore di normalizzazione, sono
di solito espressi dalla relazione:
Pn(x) =
1
2n n!
dn [(x2 − 1)n]
dxn
. (5.48)
I primi polinomi di Legendre sono dati da:
P0(x) = 1 ,
P1(x) = x ,
P2(x) =
3
2
x2 − 1
2
,
P3(x) =
5
2
x3 − 3
2
x ,
P4(x) =
35
8
x4 − 15
4
x2 +
3
8
.
Con un po` di algebra si puo` vedere che:
Pn(x) =
1
2n n!
n∑
j=0
(−1)n−j
(
n
j
)
(2 j)!
(2 j − n)! x
2j−n , (5.49)
dove le potenze negative sono eliminate ponendo, per convenzione, (−k)! =
∞.
Nel caso di un intervallo finito [ a, b ], una possibile espressione per i
polinomi ortogonali e` data da:
Qn(x) =
(
d
dx
)
[(x− a)(x− b)]n (5.50)
246 CAPITOLO 5. SPAZI DI HILBERT.
che, a parte una costante moltiplicativa, concidono con i polinomi di Legendre
quando [ a, b ] coincide con [−1, 1 ]. Lasciamo al lettore la verifica (basata
sull’integrazione per parti) della ortogonalita` dei polinomi:∫ b
a
Qn(x)Qm(x) dx = 0 , n 6= m.
Eseguendo il calcolo diretto dell’integrale precedente nel caso n = m, si
puo` calcolare una costante di normalizzazione per i polinomi. A meno di un
fattore di fase, i polinomi ortonormalizzati risultano:
φn(x) =
√
2n+ 1
2
1
2n n!
dn [(x2 − 1)n]
dxn
,
nel caso dell’intervallo [−1, 1 ], mentre, per un intervallo generico [ a, b ] la
normalizzazione comporta:
ψn(x) =
√
2n+ 1
b− a
1
(b− a)n n!
(
d
dx
)n
[(x− a)(x− b)]n .
Il concetto di polinomio ortogonale dipende direttamente dalla definizione
di prodotto scalare. Ad esempio, possiamo modificare la “misura” dell’inte-
grazione considerando lo spazio di Hilbert L2( ]− 1, 1 [, dµ), con la misura µ
definita da: ∫ 1
−1
f(x) dµ(x) =
∫ 1
−1
f(x)
dx√
1− x2 .
In tale spazio il prodotto scalare risulta definito da:
〈 f , g 〉 =
∫ 1
−1
f(x) g(x)
dx√
1− x2 ,
e i polinomi ortogonali secondo tale prodotto scalare sono detti polinomi di
Chebyshev. A meno di una costante di normalizzazione questi possono essere
espressi dalla relazione:
Tn(x) = cos
(
n cos−1(x)
)
, n = 0, 1, 2, . . . (5.51)
Utilizzando la trigonometria e` facile convincersi che tale espressione definisce
un polinomio. I primi polinomi di Chebyshev risultano:
T0(x) = 1 ,
T1(x) = x ,
T2(x) = 2x
2 − 1 ,
T3(x) = 4x
3 − 3x
5.2. SISTEMI ORTONORMALI. 247
e si puo` verificare che soddisfano la condizione di ortogonalita`:
∫ 1
−1
Tm(x)Tn(x)
dx√
1− x2 =
pi
2
δm,n =

pi
2
m = n ,
0 m 6= m.
(5.52)
I polinomi di Chebyshev sono usati ad esempio nella ricerca di buone inter-
polazioni polinomiali per una funzione. Nella approssimazione polinomiale
di una funzione definita nell’intervallo [−1, 1 ]:
f(x) ≈
n∑
m=0
am Tm(x) ,
i coefficienti am possono essere espressi dalla relazione:
am =
2
pi
∫ 1
−1
Tm(x) f(x)
dx√
1− x2 =
2
pi
∫ pi
0
f(cos θ) cos(mθ) dθ .
L’approssimazione risulta generalmente buona nel senso che risulta piccola
la differenza massima (in valore assoluto) tra f(x) e lo sviluppo in polinomi
di Chebyshev troncato ad un certo ordine prefissato.
Possiamo ora chiederci cosa succede se al posto di un intervallo finito [ a, b ]
avessimo avuto tutto l’asse reale. In L2(R) i polinomi non sono sommabili
(e neppure quadrato-sommabili), ma possono contribuire alla costruzione di
un sistema ortonormale completo. Consideriamo le funzioni:
ϕn(x) = x
n e−
x2
2 , n = 0, 1, 2 . . .
che, grazie al fattore esponenziale, definiscono degli elementi di L2(R). Que-
ste funzioni, una volta ortonormalizzate, vengono a definire un sistema orto-
normale completo in L2(R).
Il procedimento di ortonormalizzazione di Gram-Schmidt coinvolge com-
binazioni lineari di ϕn e poiche` il fattore gaussiano compare in tutti i ter-
mini, e` possibile fattorizzarlo ottenedo dei polinomi, detti polinomi di Her-
mite, moltiplicati per il fattore gaussiano. In meccanica quantistica si ri-
trovano tali funzioni nella discussione dell’oscillatore armonico quantistico
unidimensionale.
Teo. 5.21 Il sistema ortonormale costruito ortonormalizzando le funzioni
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(linearmente indipendenti):
ϕn(x) = x
n e−
x2
2 , n = 0, 1, 2 . . .
forma un sistema ortonormale completo in L2(R).
La dimostrazione di tale teorema e` completamente analoga al caso di
L2( ]a, b [) visto in precedenza. L’unica differenza consiste nel fatto che al
posto delle onde piane “discrete”:
ei
2pi
b−a nx , n ∈ Z ,
definite nell’intervallo ] a, b [, occorre considerare la versione “continua”:
ei k x , k ∈ R ,
definite in tutto l’asse reale (non sono pero` funzioni sommabili o quadrato
sommabili su tutto R). Tutto e` basato su un risultato delle trasformate di
Fourier che vedremo piu` avanti:
f ∈ L1(R) ,
∫
R
e−i k xf(x)dx = 0 ∀k ∈ R =⇒ f(x) = 0 q.d.
e che costituisce l’analogo del teorema 5.17 visto in precedenza. Notiamo che,
se u ∈ L2(R), allora, essedo exp(−x2
2
) ∈ L2(R), il prodotto u(x) exp(−x2
2
)
appartiene a L1(R).
Il sistema di funzioni ortogonali in L2(R) viene indicato con:
Hn(x) e
−x2
2 ,
dove Hn(x) e` il polinomio di Hermite:
Hn(x) = (−1)n ex2 d
n
dxn
e−x
2
, (5.53)
(si vede facilmente che tale espressione da luogo ad un polinomio).
I polinomi di grado inferiore risultano:
H0(x) = 1 ,
H1(x) = 2x ,
H2(x) = 4x
2 − 2 ,
H3(x) = 8x
3 − 12x ,
H4(x) = 16x
4 − 48x2 + 12
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L’ortogonalita` dei polinomi di Hermite e` espresso dall’equazione:∫ ∞
−∞
e−x
2
Hn(x)Hm(x) dx = 2
n n!
√
pi δn,m . (5.54)
da cui e` possibile dedurre il fattore di normalizzazione per rendere il sistema
ortonormale.
Se invece di considerare tutto l’asse reale, consideriamo una semiretta
reale, L2(] 0,∞ [), si considera generalmente il sistema ortonormale ottenuto
dalle funzioni:
xn e−x ,
definte per x > 0. Il procedimento di ortonormalizzazione di Gram-Scmidt
porta ai cosidetti polinomi di Laguerre Ln(x) moltiplicati per il fattore espo-
nenziale e−x:
Ln(x) = e
x d
n
dxn
(
xn e−x
)
. (5.55)
I primi polinomi sono dati da:
L0(x) = 1 ,
L1(x) = 1− x ,
L2(x) = 2− 4x+ x2 ,
L3(x) = 6− 18x+ 9x2 − x3 ,
L4(x) = 24− 96x+ 72x2 − 16x3 + x4 .
Si lascia al lettore, come esercizio, il calcolo della costante di normalizza-
zione di tali polinomi.
5.3 Operatore aggiunto.
Consideriamo ora uno spazio di Hilbert H ed un operatore A definito su H.
Supponiamo cioe` X = Y = H. In uno spazio vettoriale finito-dimensionale
un operatore lineare e` sempre riconducibile ad una matrice di coefficienti
ed una operazione semplice che si puo` eseguire su una matrice e` quella di
ottenere la matrice hemitiana coniugata operando le operazioni di trasposi-
zione (scambio righe con colonne) e di coniugazione complessa. Quello che
ci proponiamo e` lo studio della generalizzazione di tale operazione al caso di
dimensioni infinite, cioe` per operatori in uno spazio di Hilbert.
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Dato un operatore lineare A la proprieta` fondamentale che si vuole uti-
lizzare per la costruzione dell’aggiunto, che indicheremo con A† oppure A∗,
e` espressa tramite i prodotti scalari:
〈x , A y 〉 = 〈A† x , y 〉 .
Vogliamo studiare quando tale equazione ha senso e definisce A†.
Poniamoci per ora in condizioni buone. Supponiamo di avere un ope-
ratore lineare e continuo A ∈ Lc(H,H) e consideriamo, a fissato x, la
corrispondenza tra H e C:
y −→ 〈x , A y 〉 . (5.56)
Questa, essendo composizione di applicazioni continue e lineari (A e il pro-
dotto scalare), definisce un funzionale lineare e continuo. Per il teorema di
Fisher-Riesz esiste un unico elemento x∗ ∈ H tale che:
〈x , A y 〉 = 〈x∗ , y 〉 ,
che definisce l’operatore aggiunto A†:
A† x = x∗ ,
〈
A† x , y
〉
= 〈x , A y 〉 (5.57)
per ogni x ∈ H.
L’operatore cos`ı definito risulta lineare in conseguenza della linearita` del
prodotto scalare:
〈αx+ β x′ , A y 〉 = α 〈x , A y 〉+ β 〈x , A y 〉〈
A† (αx+ β x′) , y
〉
= α
〈
A† x , y
〉
+ β
〈
A† x , y
〉〈
A† (αx+ β x′) , y
〉
=
〈
αA† x+ β A† x′ , y
〉
,
ed essendo cio` valido per ogni y ∈ H:
A† (αx+ β x′) = αA† x+ β A† x′ .
Inoltre l’operatore A† risulta limitato al pari di A, infatti abbiamo:
‖A† x‖2 = 〈A† x , A† x 〉 = 〈 x , AA† x 〉 ≤ ‖x‖ ‖A‖ ‖A† x‖ ,
da cui, semplificando:
‖A† x‖ ≤ ‖A‖ ‖x‖ , ‖A†‖ ≤ ‖A‖ .
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L’operatore A† risulta definito su tutto H e possiamo operarne l’aggiunto ul-
teriore. Prendendo il complesso coniugato dell’equazione (5.57) risulta ovvio
che, per operatori limitati:
(A†)† = A ,
e i ruoli di A e A† possono essere scambiati, per cui ‖A‖ ≤ ‖A†‖ e:
‖A†‖ = ‖A‖ .
Apriamo una breve parentesi per introdurre un metodo alternativo per il
calcolo della norma di un operatore limitato in uno spazio di Hilbert H. Se
A ∈ Lc(H,H), abbiamo:
‖A‖ = sup
‖x‖, ‖y‖≤1
| 〈 x , A y 〉 | = sup
‖x‖=‖y‖=1
| 〈 x , A y 〉 | = sup
x, y 6=0
| 〈 x , A y 〉 |
‖x‖ ‖y‖ .
(5.58)
Infatti, per la disuguaglianza di Schwarz e la limitatezza di A:
| 〈 x , A y 〉 | ≤ ‖x‖ ‖Ay‖ ≤ ‖A‖ ‖x‖ ‖y‖ ,
per cui ognuna delle espressioni della (5.58) risulta limitata superiormente
da ‖A‖. Inoltre, se z e` un qualsiasi elemento dello spazio di Hilbert, dalla
disuguaglianza di Schwarz abbiamo:
sup
‖x‖≤1
| 〈 x , z 〉 | ≤ ‖z‖ ,
d’altra parte scegliendo:
x =
z
‖z‖
raggiungiamo l’estremo superiore in un punto a norma unitaria e in cui vale
l’uguaglianza, per cui:
‖z‖ = sup
‖x‖≤1
| 〈 x , z 〉 | = sup
‖x‖=1
| 〈 x , z 〉 | = sup
x 6=0
| 〈 x , z 〉 |
‖x‖ .
Pertanto abbiamo ad esempio:
‖A‖ = sup
‖y‖≤1
‖Ay‖ = sup
‖y‖≤1
(
sup
‖x‖≤1
| 〈 x , A y 〉 |
)
≤ sup
‖x‖, ‖y‖≤1
| 〈 x , A y 〉 | ,
ed in maniera analoga si ottiene una limitazione superiore di ‖A‖ con qualsiasi
delle espressioni (5.58) da cui la validita` di tale equazione. In particolare
abbiamo anche immediatamente:
‖A‖ = sup
‖x‖, ‖y‖≤1
| 〈 x , A y 〉 | = sup
‖x‖, ‖y‖≤1
| 〈 y , A† x 〉 | = ‖A†‖ .
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Nel caso di operatori continui, l’operazione di aggiunzione definisce degli
operatori continui, e si possono dare alcune semplici proprieta`, oltre a quelle
viste.
Teo. 5.22 Sia A ∈ Lc(H,H), con H spazio di Hilbert. Allora:
i) A† e` continuo e ‖A†‖ = ‖A‖.
ii) Se B ∈ Lc(H,H), allora il prodotto AB risulta continuo e:
(AB)† = B†A† . (5.59)
iii) Il prodotto A†A verifica:
‖A†A‖ = ‖A‖2 . (5.60)
iv) Il biaggiunto di A coincide con A:
A†† = A . (5.61)
Dim. 5.22 Abbiamo gia` visto la prima e la quarta proprieta`. La seconda e`
conseguenza immediata della definizione di aggiunto:
〈x , AB y 〉 = 〈A† x , B y 〉 = 〈B†A† x , y 〉 .
Per quanto riguarda la terza affermazione, abbiamo:
‖Ax‖2 = 〈Ax , Ax 〉 = 〈A†Ax , x 〉 ≤ ‖A†Ax‖ ‖x‖ ≤ ‖A†A‖ ‖x‖2 ,
‖Ax‖ ≤ ‖A†A‖ 12 ‖x‖ , ‖A‖ ≤ ‖A†A‖ 12 , ‖A‖2 ≤ ‖A†A‖ .
D’altra parte considerandolo come prodotto di operatori:
‖A†A‖ ≤ ‖A†‖ ‖A‖ = ‖A‖2 ,
per cui:
‖A†A‖ = ‖A‖2 .
Vogliamo ora discutere la possibilita` di definire l’aggiunto per un opera-
tore in generale non limitato. Con x fissato, consideriamo di nuovo l’appli-
cazione:
y −→ 〈x , A y 〉 , y ∈ D(A) ,
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essa e` lineare ma non abbiamo in generale la garanzia della continuita` a
causa della non continuita` dell’operatore. L’applicazione dipende pero` da x
e potrebbe capitare che per particolari valori di x questa risulti continua.
Assumiamo A definito su un dominio D(A) denso in H (notiamo che
il dominio di un operatore lineare e` sempre un sottospazio vettoriale), e
consideriamo l’insieme:
D∗ = {x ∈ H ; y−→〈x , A y 〉 risulti continua per ogni y ∈ D(A)} . (5.62)
D∗ risulta non vuoto in quanto contiene almeno il vettore nullo (l’applicazione
identicamente nulla risulta ovviamente continua). Allora, se x ∈ D∗, l’appli-
cazione:
l : D(A) −→ C ,
definita da:
l(y) = 〈x , A y 〉 ,
risulta lineare e continua, definita su un sottoinsieme denso in H per cui puo`
essere estesa con continuita` a tutto lo spazio di Hilbert H. Possiamo allora
invocare il teorema di Fisher-Riesz e affermare che esiste un vettore x∗ ∈ H
(che risulta anche unico) tale che:
〈x , A y 〉 = l(y) = 〈x∗ , y 〉 , ∀ y ∈ D(A) (5.63)
L’unicita` e` conseguenza della densita` del dominio. Infatti se avessimo un
ulteriore vettore z∗ tale che:
〈x∗ , y 〉 = 〈 z∗ , y 〉 ∀ y ∈ D(A) ,
〈x∗ − z∗ , y 〉 = 0 ∀ y ∈ D(A) .
ma l’unico vettore ortogonale ad un sottoinsieme denso risulta il vettore nullo
per cui x∗ = z∗.
In conclusione se D(A) e` denso in H, abbiamo costruito una corrispon-
denza univoca tra D∗ e H:
x −→ x∗ ,
che risulta ovviamente lineare, infatti se z ∈ D∗ e z −→ z∗, allora, per ogni
α, β ∈ C:
〈αx+ β z , A y 〉 = α 〈x , A y 〉+ β 〈 z , A y 〉 = α 〈x∗ , y 〉+ β 〈 z∗ , y 〉
= 〈αx∗ + β z∗ , y 〉 ∀ y ∈ D(A) ,
α x+ β z −→ αx∗ + β z∗ .
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Tale corrispondenza lineare definisce l’operatore aggiunto A† con dominio D∗:
D(A†) = D∗ , A†x = x∗ ,
con la proprieta`:
〈x , A y 〉 = 〈A† x , y 〉 , ∀ x ∈ D∗, ∀ y ∈ D(A) .
Possiamo quindi riassumere il tutto nel risultato:
Teo. 5.23 Sia A un operatore lineare definito su un dominio D(A) denso
in uno spazio di Hilbert H:
A : D(A) −→H ,
allora, esiste un unico operatore lineare A† definito sul dominio:
D(A†) = D∗ = {x ∈ H ; ∃ C > 0 ,
| 〈 x , A y 〉 | ≤ C ‖y‖ ∀ y ∈ D(A)} , (5.64)
tale che:
〈x , A y 〉 = 〈A† x , y 〉 , ∀ x ∈ D∗ , ∀ y ∈ D(A) . (5.65)
Notiamo come sia stato necessario, per poter invocare il teorema di Fisher-
Riesz, richiedere la densita` del dominio D(A). Sul dominio dell’aggiunto, D∗
possiamo solo dire che esiste, in quanto contiene almeno il vettore nullo, ma
puo` anche risultare molto “piccolo”, cioe` cattivo da un punto di vista pratico.
Notiamo inoltre la definizione alternativa del dominio dell’aggiunto D∗,
conseguenza del fatto che la continuita` di una applicazione lineare equivale
alla sua limitatezza.
5.3.1 Operatori autoaggiunti, unitari, e proiettori or-
togonali.
Veniamo ora a delle definizioni importanti nello studio della meccanica quan-
tistica. Vogliamo cioe` discutere i concetti di operatore autoaggiunto, sim-
metrico, unitario, e il problema delle proiezioni ortogonali in uno spazio di
Hilbert.
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Def. 5.10 Sia A un operatore lineare densamente definito su uno spazio
di Hilbert H. Allora A e` detto autoaggiunto se:
A = A† ,
cioe` se:
D(A) = D(A†) , e Ax = A† x ∀ x ∈ D(A) .
A e` invece detto simmetrico se A† e` una estensione di A e scriveremo:
A ⊆ A†
intendendo con cio`:
D(A) ⊆ D(A†) , e Ax = A† x ∀ x ∈ D(A) .
Osservazione. Possiamo dire che un operatore autoaggiunto rientra nella ca-
tegoria generale degli operatori simmetrici, mentre nel caso di un operatore
definito su tutto lo spazio di HilbertH la distinzione tra operatore simmetrico
ed operatore autoaggiunto perde di significato.
In pratica un operatore e` simmetrico se verifica la relazione:
〈x , A y 〉 = 〈Ax , y 〉 ∀ x, y ∈ D(A) , (5.66)
per cui l’aggiunto esiste e risultera` una estensione di A che, a seconda del
suo dominio, puo` coincidere o non coincidere con A. Ponendo x = y nell’e-
quazione precedente:
〈x , Ax 〉 = 〈Ax , x 〉 = 〈x , Ax 〉
che risulta reale per ogni x ∈ D(A). Viceversa se 〈x , Ax 〉 e` reale per ogni
x ∈ D(A) possiamo considerare la seguente relazione (x, y ∈ D(A)):
〈x+ y , A (x+ y) 〉 = 〈A (x+ y) , x+ y 〉 ,
〈x , Ax 〉+ 〈x , A y 〉+ 〈 y , A x 〉+ 〈 y , A y 〉
= 〈Ax , x 〉+ 〈Ax , y 〉+ 〈Ay , x 〉+ 〈Ay , y 〉 ,
〈x , A y 〉+ 〈 y , A x 〉 = 〈Ax , y 〉+ 〈Ay , x 〉 ,
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Essendo cio` vero per ogni x, y ∈ D(A) allora e` vero anche operando il
cambiamento y−→ i y:
〈x , A (i y) 〉+ 〈 i y , A x 〉 = 〈Ax , i y 〉+ 〈A (i y) , x 〉 ,
i 〈x , A y 〉 − i 〈 y , A x 〉 = i 〈Ax , y 〉 − i 〈Ay , x 〉 ,
〈x , A y 〉 − 〈 y , A x 〉 = 〈Ax , y 〉 − 〈Ay , x 〉 ,
ed operando la semisomma con la precedente relazione:
〈x , A y 〉 = 〈Ax , y 〉 , ∀ x, y ∈ D(A) .
La validita` di tale relazione comporta che se x ∈ D(A), allora x ∈ D(A†) e
A e` simmetrico.
Riassumendo, abbiamo mostrato la seguente affermazione:
Teo. 5.24 Sia A densamente definito su uno spazio di Hilbert H. Allora
A e` simmetrico se e solo se 〈x , Ax 〉 e` reale per ogni x ∈ D(A).
Un altro concetto importante e` quello di operatore unitario.
Def. 5.11 Un operatore lineare U definito su tutto uno spazio di Hilbert
H:
U : H−→H ,
e` detto unitario se e` suriettivo e conserva il prodotto scalare:
〈U x , U y 〉 = 〈x , y 〉 , ∀ x, y ∈ H . (5.67)
Osservazione. Un operatore unitario conserva quindi anche le norme:
‖U x‖2 = 〈U x , U x 〉 = 〈x , x 〉 = ‖x‖2 .
e risulta quindi isometrico, ma nel concetto di operatore isometrico non e`
richiesta la suriettivita`. Affinche` un operatore isometrico risulti in effetti
unitario occorre verificare la suriettivita`.
Esempio 5.3 A titolo di esempio si consideri l’operatore di “shift” definito
su uno spazio di Hilbert H separabile tramite la sua azione su un sistema
ortonormale completo {ej}∞j=0:
T ej = ej+1 , j = 0, 1, . . . (5.68)
che risulta isometrico ma non e` suriettivo (il primo vettore e0 non si ottiene
mai come immagine di qualche vettore).
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Teo. 5.25 Un operatore U definito su uno spazio di Hilbert H risulta
unitario se e solo se:
U † U = 1 = U U † , (5.69)
cioe` U e` invertibile con l’inverso coincidente con l’aggiunto:
U−1 = U † . (5.70)
Dim. 5.25 Supponiamo U unitario, cioe` definito su tutto H, suriettivo e che
conservi il prodotto scalare. La relazione (5.67) comporta che U x appartiene
al dominio D(U †) e:
U † U x = x , ∀ x ∈ H .
per cui:
U † U = 1 .
Poiche` il range di U coincide con tutto lo spazio H allora la medesima rela-
zione comporta anche che D(U †) = H, per cui, dato x ∈ H esiste y ∈ H tale
che U y = x e:
U U † x = U U † U y = U y = x ,
per cui si ha l’uguaglianza operatoriale:
U † U = U U † = 1 .
Viceversa, supponiamo valida la relazione operatoriale (5.69). Tale equa-
zione indica anche l’identita` dei domini dei vari operatori, per cui:
D(U) = D(U †) = D(1) = H .
Inoltre:
U † U x = x ∀ x =⇒ R(U †) = H ,
U U † x = x ∀ x =⇒ R(U) = H ,
e si ottiene la conservazione del prodotto scalare:
〈U x , U y 〉 = 〈U † U x , y 〉 = 〈x , y 〉 ∀ x, y ∈ H .
La proprieta` di conservazione del prodotto scalare, tipica degli operatori
unitari, ha una piccola conseguenza sulle immagini di un sottospazio.
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Lem. 5.26 Se L e` un sottospazio di uno spazio di Hilbert H, e:
U : H−→H
e` unitario, allora:
(U(L))⊥ = U(L⊥) .
Dim. 5.26 Sia z ∈ (U(L))⊥, allora, essendo U suriettivo, z = U y, con y ∈ H
e:
〈U y , U x 〉 = 0 ∀ x ∈ L ,
〈 y , x 〉 = 0 ∀ x ∈ L ,
per cui y ∈ L⊥ e U y = z ∈ U(L⊥). Viceversa, assumiamo z ∈ U(L⊥), per
cui z = U y, con y ∈ L⊥, per cui:
〈 y , x 〉 = 0 ∀ x ∈ L ,
〈U y , U x 〉 = 〈 z , U x 〉 = 0 ∀ x ∈ L ,
cioe` z ∈ (U(L))⊥, e l’identita` tra gli insiemi risulta provata.
Esaminiamo ora le proprieta` di aggiunzione degli operatori di proiezione
ortogonali definiti quando abbiamo discusso la possibilita` di decomporre uno
spazio di Hilbert in sottospazi ortogonali tra loro (vedi il teorema 5.6).
Se M e` un sottospazio chiuso di uno spazio di Hilbert H, allora vale la
decomposizione:
H =M ⊕M⊥ ,
ed ogni vettore x ∈ H puo` essere decomposto in maniera unica nella somma:
x = x′ + x′′ , x′ ∈M, x′′ ∈M⊥ ,
e la componente (univocamente determinata da x) x′ definisce l’operatore di
proiezione ortogonale su M :
P x = x′ ,
definito su tutto H.
Per il teorema di Pitagora la proiezione ortogonale x′ ha una norma
sicuramente inferiore a ‖x‖, ‖x′‖ ≤ ‖x‖, per cui:
‖P x‖ ≤ ‖x‖ ∀ x ∈ H ,
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e P risulta limitato con ‖P‖ ≤ 1. D’altra parte, se x ∈M , allora la proiezione
di x coincide con x stesso e:
P x = x ∀ x ∈M ,
per cui coincidono anche le norme e:
‖P‖ = 1 .
Se invece x ∈ M⊥ la sua proiezione su M risulta nulla, per cui abbiamo
anche:
P x = 0 ∀ x ∈M⊥ .
Inoltre, proiettando una proiezione su M , si riottiene ancora la proiezione,
cioe` risulta valida l’equazione:
P 2 = P .
e si dice che P e` un operatore idempotente.
Poiche` P e` un operatore limitato, non ci sono problemi per la defini-
zione dell’operatore aggiunto P †, che risulta anch’esso definito su tutto H.
Consideriamo ora due vettori x, y arbitrari e le loro proiezioni su M :
x′ = P x , y′ = P y ,
la decomposizione in sottospazi ortogonali comporta che i vettori x − x′ e
y − y′ risultano ortogonali a M , per cui abbiamo:
〈P x , y 〉 = 〈x′ , y′ + y − y′ 〉 = 〈x′ , y′ 〉+ 〈x′ , y − y′ 〉 = 〈x′ , y′ 〉 ,
〈x , P y 〉 = 〈x′ + x− x′ , y′ 〉 = 〈x′ , y′ 〉+ 〈x− x′ , y′ 〉 = 〈x′ , y′ 〉 ,
〈x , P y 〉 = 〈P x , y 〉 ,
ed essendo cio` valido per ogni x, y ∈ H, l’operatore di proiezione ortogonale
risulta autoaggiunto:
P † = P .
Osservazione. La proprieta` di autoaggiunzione e l’unitarieta` della norma ope-
ratoriale sono una conseguenza dell’ortogonalita` dei sottospazi che decom-
pongono lo spazio di Hilbert. In mancanza di tale ortogonalita` tali proprieta`
vengono a cadere, ma permangono le altre, in particolare la proprieta` di
idempotenza tipica delle proiezioni.
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Riassumendo, dato un sottospazio chiuso M di uno spazio di Hilbert
H, risulta determinato un operatore limitato P definito su tutto H con le
proprieta`:
P 2 = P , (5.71)
P † = P , (5.72)
il cui range coincide con il sottospazio M stesso e:
P x = x ∀ x ∈M , (5.73)
P x = 0 ∀ x ∈M⊥ . (5.74)
Queste ultime proprieta` rendono unico l’operatore in quanto se P ′ verifica
anch’esso:
P ′ x = x ∀ x ∈M , P ′ x = 0 ∀ x ∈M⊥ .
Allora, per ogni x ∈ H, decomponendolo nella somma:
x = x′ + x′′ , x′ ∈M , x′′ ∈M⊥ ,
abbiamo:
P ′ x = P ′ x′ + P ′ x′′ = x′ = P x′ + P x′′ = P x .
La corrispondenza tra sottospazi chiusi ed operatori idempotenti ed au-
toaggiunti e` in realta` biunivoca, in quanto dato un operatore lineare P defini-
to su tuttoH e che verifica le condizioni (5.71) e (5.72), possiamo costruire un
sottospazio chiuso M il cui proiettore ortogonale risulta proprio l’operatore
P . Vediamo innanzitutto che P risulta limitato. Se x ∈ H, abbiamo:
‖P x‖2 = 〈P x , P x 〉 = 〈 x , P † P x 〉
=
〈
x , P 2 x
〉
= 〈x , P x 〉 ≤ ‖x‖ ‖P x‖ ,
‖P x‖ ≤ ‖x‖ ,
Definiamo ora il sottospazio M come:
M = {x ∈ H ; P x = x} . (5.75)
Essendo P limitato esso risulta un sottospazio chiuso, infatti se xn ∈ M e`
una successione convergente, xn−→x ∈ H, per continuita` abbiamo:
P xn = xn , =⇒ P x = x ,
per cui x ∈M e M e` chiuso.
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Vediamo inoltre che M coincide con il range dell’operatore P . Infatti se
x ∈ M allora, essendo l’immagine di se stesso, x ∈ R(P ). Se, viceversa,
x ∈ R(P ) allora x e` l’immagine di un elemento y ∈ H:
x = P y =⇒ P x = P 2 y = P y = x ,
per cui x ∈M e:
R(P ) =M =M− .
Vediamo ora che P si annulla sul complemento ortogonale diM . Sia x ∈M⊥,
per cui se y e` un arbitrario elemento di H, allora P y ∈M e:
〈 y , P x 〉 = 〈P y , x 〉 = 0 , =⇒ P x = 0 .
L’operatore P verifica quindi le relazioni (5.73) e (5.74) con il sottosapzio M
definito da (5.75).
Osservazione. In coppia con P possiamo definire anche l’operatore:
Q = 1− P ,
che gode anch’esso delle medesime proprieta` di idempotenza ed autoaggiun-
zione:
Q2 = (1− P )2 = 1− 2P + P 2 = 1− P = Q
Q† = (1− P )† = 1− P = Q .
Inoltre:
P Q = P (1− P ) = P − P 2 = 0 = (1− P )P = QP ,
e Q risulta chiaramente il proiettore ortogonale sul sottospazio chiuso com-
plemento ortogonale M⊥.
Volendo estrarre delle conclusioni, abbiamo stabilito la validita` della se-
guente proposizione.
Teo. 5.27 Ogni decomposizione di uno spazio di Hilbert H in sottospazi
chiusi M e M⊥, ortogonali tra loro:
H =M ⊕M⊥
puo` essere posta in corrispondenza biunivoca (iniettiva e suriettiva) con
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una coppia di operatori P , Q, definiti su tutto H, con le proprieta`:
P 2 = P , Q2 = Q ,
P † = P , Q† = Q ,
P +Q = 1 , P Q = QP = 0 ,
e che verificano:
P x = x , Qx = 0 , ∀ x ∈M ,
P x = 0 , Q x = x , ∀ x ∈M⊥ .
Poiche` un sottospazio chiuso di uno spazio di Hilbert risulta a sua volta
uno spazio di Hilbert, l’affermazione puo` essere estesa induttivamente a piu`
di due sottospazi.
Teo. 5.28 Ogni decomposizione di uno spazio di Hilbert H in sottospazi
chiusi M1, M2, . . .MN , ortogonali tra loro:
H =M1 ⊕M2 ⊕ · · · ⊕MN ,
Mj⊥Mk ∀ j 6= k = 1, 2, . . . N ,
puo` essere posta in corrispondenza biunivoca (iniettiva e suriettiva) con
una N -upla di operatori P1, P2, . . . PN , definiti su tutto H, con le pro-
prieta`:
Pj Pk = δjkPk , j, k = 1, . . . , N
P †j = Pj , j = 1, . . . , N
P1 + P2 + · · ·+ PN = 1
e che verificano, per j = 1, . . . , N :
Pj x = x , ∀ x ∈Mj ,
Pj x = 0 , ∀ x ∈M⊥j .
Capitolo 6
Convoluzione di funzioni.
Vogliamo ora dedicare un po` di attenzione ad una importante operazione che
puo` essere eseguita (quando possibile) tra due funzioni, il cosidetto prodotto
di convoluzione. Date due funzioni:
f : Rn−→C , g : Rn−→C ,
il prodotto di convoluzione f ∗ g e` definito come la funzione:
(f ∗ g)(x) =
∫
Rn
f(x− y) g(y) dy . (6.1)
Il prodotto di convoluzione puo` essere visto, da un punto di vista puramen-
te algebrico, come una operazione binaria nello spazio delle funzioni e puo`
dare informazioni, da un punto di vista statistico, sulla correlazione tra due
quantita` f e g.
6.1 Disuguaglianza di Young.
Vediamo ora sotto quali condizioni possiamo garantirci l’esistenza del pro-
dotto di convoluzione e capire le sue proprieta`.
Teo. 6.1 Se f ∈ L1(Rn) e g ∈ Lp(Rn), con 1 ≤ p ≤ ∞. Allora la funzione:
y −→ f(x− y) g(y)
e` integrabile (in y) al variare di x quasi ovunque in Rn e, indicando il suo
integrale con (f ∗ g)(x), tale integrale definisce un elemento di Lp(Rn) per
il quale vale la disuguaglianza di Young:
‖f ∗ g‖p ≤ ‖f‖1 ‖g‖p . (6.2)
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Dim. 6.1 Consideriamo prima il caso p =∞ e sia x ∈ Rn fissato. La funzione
y −→ f(x− y)
appartiene a L1(Rn), per cui, ricordando la disuguaglianza di Ho¨lder, abbia-
mo che il prodotto f(x − y) g(y) (sempre come funzione di y) appartiene a
L1(Rn), e: ∫
Rn
|f(x− y) g(y)| dy ≤ ‖f‖1 ‖g‖∞ .
Essendo tale relazione valida per ogni x ∈ Rn, il prodotto di convoluzione
risulta limitato, cioe` in L∞(Rn) e considerando l’estremo superiore al variare
di x:
‖f ∗ g‖∞ ≤ ‖f‖1 ‖g‖∞ .
Sia ora p = 1, consideriamo il prodotto f(x − y) g(y) come funzione di
entrambe le variabili x e y e l’integrale:∫
Rn
dy |g(y)|
∫
Rn
dx |f(x− y)| =
∫
Rn
dy |g(y)|
∫
Rn
dx |f(x)| = ‖g‖1 ‖f‖1 ,
chiaramente finito essendo entrambe le funzioni integrabili per ipotesi. Pos-
siamo allora applicare il teorema di Fubini-Tonelli e affermare che il prodotto
f(x− y) g(y) definisce una funzione di L1(Rn × Rn), l’integrale:∫
Rn
dy f(x− y) g(y)
esiste quasi ovunque al variare di x e risulta (come funzione di x) a sua volta
integrabile, per cui il prodotto di convoluzione (f ∗ g)(x) e` ben definito quasi
ovunque e:
‖f ∗ g‖1 =
∫
Rn
dx |(f ∗ g)(x)| =
∫
Rn
dx
∣∣∣∣∫
Rn
dy f(x− y) g(y)
∣∣∣∣
≤
∫
Rn
dx
∫
Rn
dy |f(x− y) g(y)| = ‖f‖1 ‖g‖1 .
Sia ora 1 < p <∞. Allora, per ipotesi, |g|p e` integrabile cioe` appartiene
a L1(Rn) con:
‖ |g|p ‖1 = (‖g‖p)p .
Per quanto visto in precedenza, la funzione y −→ |f(x − y)| |g(y)|p risulta
in L1(Rn) quasi ovunque al variare di x e possiamo considerare il prodotto
di convoluzione:
(|f | ∗ |g|p)(x) =
∫
Rn
dy |f(x− y)| |g(y)|p ,
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ottenendo una funzione in L1(Rn) con:
‖ |f | ∗ |g|p‖1 ≤ ‖f‖1 ‖g‖pp .
Sia ora q tale che:
1
p
+
1
q
= 1 ,
abbiamo l’identita`:
|f(x− y)| |g(y)| = |f(x− y)| 1q |f(x− y)| 1p |g(y)|
con (considerando la dipendenza da y):
|f(x− y)| 1q ∈ Lq(Rn) , |f(x− y)| 1p |g(y)| ∈ Lp(Rn) .
Allora, per Ho¨lder:∫
Rn
dy |f(x− y)| |g(y)| ≤ ‖f(x− y) 1q ‖q ‖f(x− y)
1
p g(y)‖p
= (‖f‖1)
1
q (‖ |f(x− y)| |g(y)|p‖1)
1
p ,
dove tutte le norme sono calcolate integrando rispetto alla variabile y. Ele-
vando il tutto alla potenza p-esima:
|(f ∗ g)(x)|p =
∣∣∣∣∫
Rn
dy f(x− y) g(y)
∣∣∣∣p ≤ (∫
Rn
dy |f(x− y)| |g(y)|
)p
≤ ‖f‖
p
q
1
(∫
Rn
dy |f(x− y)| |g(y)|p
)
= (‖f‖1)
p
q ( |f | ∗ |g|p) (x) ,
ottenendo il risultato:
‖f ∗ g‖p =
(∫
Rn
dx |(f ∗ g)(x)|p
) 1
p
≤ (‖f‖1)
1
q (‖ |f | ∗ |g|p‖1)
1
p
≤ (‖f‖1)
1
q (‖f‖1 ‖ |g|p ‖1)
1
p = (‖f‖1)
1
q (‖f‖1)
1
p‖g‖p = ‖f‖1 ‖g‖p .
Osservazione. L’operazione di convoluzione e` commutativa:
(f ∗ g)(x) =
∫
Rn
f(x− y) g(y) dy
=
∫
Rn
f(z) g(x− z) dz = (g ∗ f)(x) ,
per cui i ruoli delle due funzioni f e g possono essere scambiati tra loro nel
teorema precedente.
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6.2 Funzioni a supporto compatto.
Introduciamo ora alcune famiglie di funzioni contraddistinte da particolari
proprieta` di regolarita` ai fini della derivazione e dell’integrazione.
Sia Ω un aperto di Rn. Ricordiamo che in Rn un insieme K e` compatto
se e solo se e` chiuso e limitato. Dopo tale premessa possiamo definire alcune
classi di funzioni particolari.
L1loc(Ω) = {f : Ω−→C ; f e` misurabile su Ω e∫
K
|f(x)| dx <∞ per ogni compatto K ⊂ Ω} , (6.3)
e, in particolare, quando Ω = Rn:
L1loc(Rn) = {f : Rn−→C ; f e` misurabile su Ω e∫
K
|f(x)| dx <∞ per ogni compatto K ⊂ Rn} , (6.4)
che sono anche dette funzioni localmente sommabili. Le funzioni localmen-
te integrabili non sono in generale integrabili su tutto Ω (o Rn) ma trova-
no la loro utilita` quando si ha a che fare con integrali su insiemi limitati.
Analogamente, per completezza, possiamo definire:
Lploc(Ω) = {f : Ω−→C ; f e` misurabile su Ω e∫
K
|f(x)|p dx <∞ per ogni compatto K ⊂ Ω} , (6.5)
con 1 ≤ p <∞.
Ricordiamo inoltre che possiamo distinguere le funzioni in base alla loro
regolarita`.
C(Ω) = {f : Ω−→C ; f e` continua su Ω} , (6.6)
Ck(Ω) = {f : Ω−→C ; f e tutte le derivate fino all’ordine k
sono continue su Ω} , k = 1, 2, . . . (6.7)
C∞(Ω) = {f : Ω−→C ; f e tutte le derivate di ogni
ordine sono continue su Ω} , (6.8)
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e, all’interno di tali classi possiamo restringere ulteriormente il campo:
C0(Ω) = {f : Ω−→C ; f ∈ C(Ω) ed esiste un compatto
K ⊂ Ω tale che f(x) = 0 se x /∈ K} , (6.9)
Ck0(Ω) = {f : Ω−→C ; f ∈ Ck(Ω) ed esiste un compatto
K ⊂ Ω tale che f(x) = 0 se x /∈ K} , (6.10)
k = 1, 2 . . .
C∞0 (Ω) = {f : Ω−→C ; f ∈ C∞(Ω) ed esiste un compatto
K ⊂ Ω tale che f(x) = 0 se x /∈ K} , (6.11)
In questi ultimi casi si dice che le funzioni sono a supporto compatto.
Vediamo di chiarire il significato di supporto di una funzione continua.
Def. 6.1 Sia Ω un aperto di Rn e f ∈ C(Ω). Definiamo il supporto di f
come la chiusura dell’insieme in cui f e` non nulla:
Supp(f) = {x ∈ Ω ; f(x) 6= 0}− . (6.12)
Dalla definizione risulta allora chiaro che il complementare del supporto
e` un insieme aperto, per cui se x /∈ Supp(f), non solo si ha f(x) = 0, ma
esiste necessariamente tutto un intorno di x che non interseca il supporto e
in cui si annulla identicamente f . La richiesta che il supporto sia un insieme
chiuso ci garantisce che se x ∈ Supp(f) allora esiste una successione xn−→x
con f(xn) 6= 0, ma non e` detto che sia f(x) 6= 0. Si pensi alla funzione di
singola variabile f(x) = x il cui supporto coincide con tutto R, ma per la
quale si ha f(0) = 0.
In piu` ci possiamo chiedere, nel caso in cui Ω e` un aperto eK un compatto
contenuto in Ω, quale sia il comportamento di K rispetto a Ω e ai bordi di Ω.
Si puo` vedere che K non si puo` avvicinare piu` di tanto ai bordi di Ω. Infatti,
sia Ω′ il complementare (in Rn) di Ω, e consideriamo la funzione distanza di
un punto da Ω′:
x −→ d(x,Ω′) ∈ R ,
con x variabile in K e:
d(x,Ω′) = inf
y∈Ω′
d(x, y).
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Questa risulta una funzione continua in quanto, per ogni y ∈ Ω′ e x, x′ ∈ K:
d(x,Ω′) ≤ d(x, y) ≤ d(x, x′) + d(x′, y)
per cui, prendendo l’estremo inferiore al variare di y ∈ Ω′:
d(x,Ω′) ≤ d(x, x′) + d(x′,Ω′)
d(x,Ω′) ≤ d(x, x′) + d(x′,Ω′)
d(x,Ω′)− d(x′,Ω′) ≤ d(x, x′)
I ruoli di x e x′ possono essere scambiati:
|d(x,Ω′)− d(x′,Ω′)| ≤ d(x, x′)
che puo` essere resa piccola a piacere quando x si avvicina a x′.
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Figura 6.1: Compatto contenuto in un aperto.
Essendo una funzione continua e non negativa su un compatto, ammette
massimo e minimo, ed in particolare il minimo deve risultare strettamente
positivo. Supponiamo infatti, per assurdo, che esista un punto x ∈ K tale che
d(x,Ω′) = 0, allora per le proprieta` dell’estremo inferiore avremmo l’esistenza
di una successione xn ∈ Ω′ con d(x, xn)−→ 0, cioe` xn−→x. Ma Ω′ e` chiuso,
per cui si deve avere x ∈ Ω′. Cio` e` assurdo in quanto x ∈ K ⊂ Ω e K e Ω′
sono disgiunti, pertanto si deve avere:
inf
x∈K
d(x,Ω′) =  > 0 .
K e Ω′ quindi non si “toccano” e questo significa che se una funzione continua
ha supporto coincidente con un compatto K, essa si deve annullare non solo
sul bordo di Ω, ma identicamente in tutto un intorno del bordo di Ω.
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La convoluzione e` una operazione “regolarizzante”, nel senso che convol-
vendo funzioni non regolari con funzioni regolari si ottengono funzioni regola-
ri. Il prodotto di convoluzione “eredita” la maggiore regolarita` fra le funzioni
componenti il prodotto. Le eventuali singolarita` vengono “smussate” dalla
operazione di “media” insita nell’integrazione.
Teo. 6.2 Se ϕ ∈ C0(Rn) e u ∈ L1loc(Rn), allora ϕ ∗ u ∈ C(Rn).
Inoltre se in piu` ϕ ∈ Ck0(Rn), k ≥ 1, allora ϕ ∗ u ∈ Ck(Rn), e per ogni
multiindice
α = (α1, α1, . . . , αn) con
n∑
j=1
αj = |α| ≤ k ,
si ha:
Dα (ϕ ∗ u) = (Dα ϕ) ∗ u , (6.13)
dove abbiamo usato la notazione:
Dα =
(
∂
∂x1
)α1
· · ·
(
∂
∂xn
)αn
.
Osservazione. Possiamo dire che la derivazione del prodotto di convoluzio-
ne puo` essere “scaricata” sulla componente piu` regolare. La richiesta u ∈
L1loc(Rn) e` la minima che si puo` fare, con ϕ a supporto compatto affinche`
l’integrale di convoluzione risulti ben definito.
In generale la convoluzione mantiene la regolarita` ma si perde (in gene-
rale) la proprieta` di compattezza del supporto. Si consideri ad esempio la
funzione costante u(x) = 1, allora:
(ϕ ∗ u)(x) =
∫
Rn
ϕ(x− y) dy =
∫
Rn
ϕ(y) dy ,
che non e` piu` a supporto compatto anche se ϕ lo e`.
Dim. 6.2 Cominciamo col vedere la prima affermazione. Assumendo ϕ
continua e a supporto compatto dobbiamo sostanzialmente mostrare che se
xj −→x allora (ϕ ∗ u)(xj)−→(ϕ ∗ u)(x), cioe`:∫
Rn
ϕ(xj − y)u(y) dy −→
∫
Rn
ϕ(x− y)u(y) dy .
Essendo ϕ continua e` sufficiente portare il limite all’interno dell’integrale,
e questo e` possibile per il teorema di Lebesgue se possiamo trovare una
maggiorazione dell’integrando sommabile e indipendente da j.
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Poiche` ϕ(xj − y), come funzione di y e` a supporto compatto, in realta`
l’effettiva regione di integrazione e` limitata. Essendo inoltre ϕ continua su
un compatto, e` limitata, per cui:
|ϕ(xj − y)u(y)| ≤ C |u(y)| ,
che e` integrabile su un compatto, ma la maggiorazione non e` uniforme in j
in quanto la regione di integrazione dipende da j e non possiamo estenderla
a tutto Rn.
Occorre procedere in maniera diversa, notando che la regione di integra-
zione varia ma non piu` di tanto, essendo xj −→x. Consideriamo il nostro
integrale: ∫
Rn
ϕ(xj − y)u(y) dy ,
la regione di integrazione risulta:
xj − Supp(ϕ) = x− Supp(ϕ) + (xj − x) ,
dove, se A ⊆ Rn, indichiamo con x− A l’insieme:
x− A = {z ∈ Rn ; z = x− y , y ∈ A} .
Possiamo considerare gli insiemi compatti:
K(x) = x− Supp(ϕ) ,
K(x) =
{
w ∈ Rn ; d(w,K(x)) ≤ } .
con  > 0 (il secondo insieme si ottiene dal primo aggiungendo un bordo di
ampiezza ). Chiaramente, se |xj − x| ≤ , abbiamo:
xj − Supp(ϕ) = x− Supp(ϕ) + (xj − x) ⊆ K(x) .
Abbiamo trovato una regione di integrazione compatta, indipendente da j,
almeno da un certo punto in poi, e possiamo scrivere:∫
Rn
ϕ(xj − y)u(y) dy =
∫
K
(x)

ϕ(xj − y)u(y) dy
=
∫
Rn
χ
K
(x)

(y)ϕ(xj − y)u(y) dy
dove, con la notazione χA, indichiamo la funzione caratteristica dell’insieme
A:
χA(y) =

1 y ∈ A
0 y /∈ A
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e abbiamo:
|ϕ(xj − y)u(y)| ≤
(
sup
z∈Rn
|ϕ(z)|
)
χ
K
(x)

(y) |u(y)| ∈ L1(Rn) .
Possiamo allora applicare Lebesgue e verificare la continuita` della convolu-
zione.
Mostriamo ora che se ϕ e` derivabile con continuita` allora anche ϕ ∗ u lo
e`. Ricerchiamo le derivate prime esibendo il differenziale della convoluzione.
Mostriamo cioe` che:
(ϕ ∗ u)(x+ h)− (ϕ ∗ u)(x)− ((∇ϕ) ∗ u) (x) · h = |h|ω(h) ,
dove ((∇ϕ) ∗ u) (x) e` il presunto differenziale e ω(h)−→ 0 per |h| −→ 0.
Abbiamo:
|h|ω(h) = (ϕ ∗ u)(x+ h)− (ϕ ∗ u)(x)− ((∇ϕ) ∗ u) (x) · h
=
∫
Rn
[ϕ(x+ h− y)− ϕ(x− y)− h · (∇ϕ)(x− y)] u(y) dy .
Essendo ϕ derivabile con continuita`:
ϕ(x− y + h)− ϕ(x− y) =
∫ 1
0
dτ
d
dτ
[ϕ(x− y + τh)]
=
∫ 1
0
dτ h · (∇ϕ)(x− y + τh) ,
per cui abbiamo estratto un fattore comune h ed e` sufficiente ora mostrare
che la quantita`:
α(h) =
∫
Rn
dy
∫ 1
0
dτ [(∇ϕ)(x− y + τh)− (∇ϕ)(x− y)] u(y) .
tende a zero per |h| −→ 0. Di nuovo e` sufficiente (per la continuita` delle
derivate che compongono ∇ϕ) portare il limite dentro l’integrale. In realta`
abbiamo bisogno di un doppio passaggio al limite sotto il segno di integrale,
ma l’integrazione nella variabile τ non crea problemi.
Sappiamo gia` come operare in questo caso, utilizzando la compattezza
del supporto di ϕ (che contiene sicuramente il supporto di ∇ϕ). La funzione
(della variabile y) (∇ϕ)(x−y+τh) e` non nulla solo se y ∈ (x+τh−Supp(ϕ)),
per cui di nuovo, se |h| ≤  possiamo dire che la regione di integrazione (in
y) e` contenuta nel compatto (notiamo che τ e` compreso tra 0 e 1):
K(x) , con K
(x) = x− Supp(ϕ) .
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Possiamo dire che:
α(h) =
∫
Rn
dy
∫ 1
0
dτ [(∇ϕ)(x− y + τh)− (∇ϕ)(x− y)] χ
K
(x)

(y)u(y) .
con:
|(∇ϕ)(x− y + τh)− (∇ϕ)(x− y)| ≤ 2 sup
z∈Rn
|∇ϕ(z)| .
Questo permette una maggiorazione uniforme quando |h| <  nella regione di
integrazione Rn× [ 0, 1 ] (considerando anche la variabile τ). Possiamo quindi
passare il limite per h−→ 0 all’interno del doppio integrale. Procedendo
quindi in modo analogo a quanto visto per dimostrare la continuita` si mostra
che la convoluzione e` derivabile, con le derivate prime date dalla relazione
(6.13) e continue a loro volta.
A questo punto, se ϕ e` derivabile ulteriormente con continuita`, il ragiona-
mento puo` essere iterato sostituendo ϕ con le sue derivate, e l’affermazione
del teorema risulta vera per ogni ordine k di derivazione possibile.
Poniamoci ora un’altro problema. Risulta abbastanza facile trovare fun-
zioni di classe Ck e determinare delle funzioni di classe Ck0 con k finito, in
quanto basta troncare in maniera opportuna (dove queste si annullano) delle
funzioni regolari. Altrettanto semplice risulta determinare delle funzioni di
classe C∞ (si consideri ad esempio un qualsiasi polinomio), ma non e` im-
mediato costruire una funzione di classe C∞0 in quanto occorre trovare una
funzione che si annulli identicamente in un intorno dell’infinito, ma che si rac-
cordi con continuita` assieme a tutte le derivate (che devono essere continue)
sui bordi di un compatto all’interno del quale la funzione e` non nulla. Vedia-
mo quindi di esibire esplicitamente un esempio di funzione C∞0 (Rn) tramite
la quale sara` poi possibile definirne infinite altre. Prendiamo come prototipo
la funzione:
φ(x) =
 e
− 1
1−|x|2 per |x| < 1;
0 per |x| ≥ 1;
(6.14)
il cui supporto e` dato chiaramente dal compatto:
Supp(φ) = {x ∈ Rn ; |x| ≤ 1} (6.15)
e mostriamo che essa e` di classe C∞(Rn).
Tale funzione risulta la composizione della funzione di singola variabile
reale:
f(t) =
 e
− 1
t per t > 0;
0 per t ≤ 0;
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Figura 6.2: Una funzione di classe C∞0 .
con la funzione, definita su tutto Rn:
h(x) = 1− |x|2 = 1−
n∑
j=1
x2j ,
che risulta, essendo un polinomio nelle variabili xj, j = 1, 2, . . . n, di classe
C∞ ovunque,
φ = f ◦ h .
La funzione f(t) risulta ovviamente di classe C∞ per t 6= 0. Gli unici problemi
si possono avere nell’origine dove va esaminato meglio il comportamento.
Poiche`:
lim
t→0+
f(t) = 0 ,
274 CAPITOLO 6. CONVOLUZIONE DI FUNZIONI.
essa risulta continua nell’origine. Considerando le derivate per t > 0:
f ′(t) =
1
t2
e−
1
t
f ′′(t) =
(
1
t4
− 2
t3
)
e−
1
t
...
si verifica facilmente per induzione che la derivata k-esima di f risulta (sem-
pre per t > 0):
f (k)(t) = P2k
(
1
t
)
e−
1
t ,
con P2k polinomio di grado 2k. Infatti abbiamo:
d
dt
f (k)(t) =
1
t2
[
P2k
(
1
t
)
− P ′2k
(
1
t
)]
e−
1
t = P2k+2
(
1
t
)
e−
1
t .
Poiche` l’esponenziale tende a zero piu` rapidamente di qualsiasi potenza,
abbiamo:
lim
t→0+
f (k)(t) = 0 ,
il raccordo con la regione t < 0, dove la funzione e` identicamente nulla, risulta
continuo per tutte le derivate e f ∈ C∞(Rn).
La composizione φ di f con h risulta quindi di classe C∞ su tutto Rn.
Notiamo che, oltre ad essere a supporto compatto, la funzione φ risulta anche
positiva, con il massimo raggiunto nell’origine.
6.2.1 Successioni regolarizzanti.
Abbiamo visto che il prodotto di convoluzione puo` ereditare la maggiore
regolarita` tra le funzioni che lo compongono. Vediamo come questa proprie-
ta` possa servire a regolarizzare funzioni a priori non regolari, mantenendo
praticamente inalterate tutte le altre proprieta` caratteristiche.
Consideriamo una funzione appartenente a Lp(Ω) con Ω aperto. Nulla
ci garantisce che tale funzione sia continua, anzi, essendo un elemento di
Lp(Ω) una intera classe di funzioni uguali tra loro quasi dappertutto, pos-
siamo sicuramente selezionare all’interno della classe di equivalenza funzioni
aventi discontinuita` in un qualsiasi punto a nostra scelta. Possiamo quindi
solo sperare che tra le funzioni rappresentative ci sia una funzione continua.
Diremo che f ∈ Lp(Ω) e` continua se la classe individuata da f contiene una
funzione continua su Ω. In caso contrario diremo che f e` discontinua. Se
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f ∈ Lp(Ω) e` continua, non possiamo pretendere di trovare piu` di una funzio-
ne continua nella sua classe di equivalenza. Infatti se abbiamo due funzioni
f1, f2 continue su Ω con:
f1(x) = f2(x) q.d.
allora:
f1(x) = f2(x) ∀ x ∈ Ω \N ,
con N insieme a misura nulla. Sia quindi y ∈ N , si ha:
f1(y) 6= f2(y) ,
ma, per la continuita` delle due funzioni, esiste tutto un intorno di y, che
possiamo assumere sferico, S(y, ), dove le due funzioni risultano distinte.
Poiche` S(y, ) e` un insieme a misura non nulla, giungiamo ad un assurdo,
per cui un tale y non puo` esistere, N e` vuoto e le due funzioni coincidono
ovunque.
Analogamente possiamo richiedere una qualsiasi altra regolarita` richie-
dendo che tale regolarita` sia presente in una funzione rappresentativa della
classe. Quello che ci prefiggiamo di mostrare e` che l’insieme delle classi di
equivalenza con un rappresentante f ∈ C∞0 (Ω) e` denso in Lp(Ω).
Vogliamo mostrare che una qualsiasi funzione p-sommabile su Ω puo` es-
sere ben approssimata con “funzioni buone” in tutti i sensi, e lo strumento
adatto e` proprio rappresentato dal prodotto di convoluzione.
Def. 6.2 Una successione {ρj} di funzioni definite su Rn e` detta succes-
sione regolarizzante, se:
i) ρj ∈ C∞0 (Rn).
ii) ρj(x) ≥ 0 per ogni x ∈ Rn e per ogni j, per cui risultano anche
integrabili.
iii) Supp(ρj) ⊂ S(0, rj) con rj ↘ 0 per j−→∞ (decrescente).
iv) Il loro integrale e` normalizzato all’unita`:∫
Rn
ρj(x) dx = 1 .
Vediamo subito come costruire una successione regolarizzante. Scegliamo
una funzione ρ ∈ C∞0 (Rn) positiva (abbiamo visto prima l’eistenza di una tale
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funzione), essa risulta quindi integrabile e moltiplicandola per una costante
opportuna possiamo fare in modo che:∫
Rn
ρ(x) dx = 1 .
Allora, definendo:
ρj(x) = j
n ρ(j x) ,
abbiamo automaticamente una successione regolarizzante. Infatti, essendo
ρ a supporto compatto esise una sfera di raggio opportuno R e centrata
nell’origine, con:
Supp(ρ) ⊂ S(0, R) ,
per cui:
Supp(ρj) ⊂ S(0, R
j
) ,
e: ∫
Rn
ρj(x) dx =
∫
Rn
jn ρ(j x) dx =
∫
Rn
ρ(z) dz = 1 .
Teo. 6.3 Sia u ∈ Lp(Rn) con 1 ≤ p < ∞ e {ρj} una successione regola-
rizzante. Allora:
i) ρj ∗ u ∈ Lp(Rn).
ii) ρj ∗ u ∈ C∞(Rn).
iii) ρj ∗ u −→
j→∞
u in Lp(Rn), cioe`:
‖ρj ∗ u− u‖p −→
j→∞
0 .
Dim. 6.3 Le prime due affermazioni sono conseguenza immediata dei risultati
visti in precedenza in quanto ρj ∈ L1(Rn) e u ∈ Lp(Rn) e quindi anche in
L1loc(Rn).
Per quanto riguarda l’ultima affermazione abbiamo:
(ρj ∗ u− u)(x) =
∫
Rn
ρj(y) [u(x− y)− u(x)] dy ,
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Se p > 1 e q e` scelto in modo tale che 1
q
+ 1
p
= 1 abbiamo, per Ho¨lder (notiamo
che ρj ∈ Lr(Rn) per ogni r):
|(ρj ∗ u)(x)− u(x)| ≤
∫
Rn
ρj(y) |u(x− y)− u(x)| dy
=
∫
Rn
(ρj(y))
1
q (ρj(y))
1
p |u(x− y)− u(x)| dy
≤
[∫
Rn
ρj(y) dy
] 1
q
[∫
Rn
ρj(y) |u(x− y)− u(x)|p dy
] 1
p
=
(∫
Rn
ρj(y) |u(x− y)− u(x)|p dy
) 1
p
|(ρj ∗ u)(x)− u(x)|p ≤
∫
Rn
ρj(y) |u(x− y)− u(x)|p dy ,
e notiamo che quest’ultima disuguaglianza e` valida anche per p = 1. Inte-
grando in x otteniamo un integrale doppio di funzioni positive al quale si puo`
applicare il teorema di Fubini in quanto:∫
Rn
dy ρj(y)
∫
Rn
dx |u(x− y)− u(x)|p ≤ (2‖u‖p)p ,
per cui:
(‖ρj ∗ u− u‖p)p =
∫
Rn
dx |(ρj ∗ u)(x)− u(x)|p
≤
∫
Rn
dx
∫
Rn
dy ρj(y) |u(x− y)− u(x)|p
=
∫
Rn
dy ρj(y)
∫
Rn
dx |u(x− y)− u(x)|p
=
∫
|y|≤rj
dy ρj(y) (‖U(y)u− u‖p)p
≤ sup
|y|≤rj
(‖U(y)u− u‖p)p
con rj definiti dalla successione regolarizzante e tendenti a zero per j → ∞
e U(y) operatore di traslazione (visto in precedenza) definito su Lp(Rn):
(U(y)u)(x) = u(x− y) u ∈ Lp(Rn) .
Abbiamo visto a suo tempo come l’operatore di traslazione non era conti-
nuo rispetto al parametro z, nella topologia della norma operatoriale, ma
assumiamo per il momento che esso sia fortemente continuo, cioe`:
‖U(z)u− u‖p−→
z→0
0 , ∀ u ∈ Lp(Rn) .
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Questo e` sufficiente per avere la validita` del teorema in quanto nell’estremo
superiore precedente abbiamo |y| ≤ rj −→ 0.
Per completare il ragionamento occorre la continuita` forte dell’operatore
di traslazione rispetto al parametro di traslazione stesso.
Lem. 6.4 L’operatore di traslazione U(z) : Lp(Rn)−→Lp(Rn) definito
da:
(U(z)u)(x) = u(x− z) (6.16)
con z ∈ Rn, e` tale che in Lp(Rn):
lim
z→0
U(z)u = u , (6.17)
cioe`:
‖U(z)u− u‖p −→
z→0
0 .
Dim. 6.4 Per dimostrare questo fatto useremo un ragionamento di densita`,
cioe` estenderemo l’affermazione da un sottoinsieme denso in Lp(Rn) a tutto
Lp(Rn), usando il “metodo dell’/3”.
Dalla teoria delle funzioni sommabili e` noto che una funzione in Lp(Rn)
puo` essere approssimata da una funzione semplice il cui codominio e` cioe`
costituito da un numero finito di valori e che si puo` scrivere come:
ϕ(x) =
N∑
k=1
ck χAk(x) ,
con χAk funzione caratteristica di un insieme Ak a misura finita che non e`
restrittivo supporre un poliintervallo di Rn (questa affermazione e` anche nota
con il nome di teorema del sottografico).
Sostanzialmente significa che, data u ∈ Lp(Rn) e fissato  > 0, esiste una
funzione semplice ϕ con:
‖u− ϕ‖p < 
3
.
Supponendo vera l’affermazione per funzioni semplici, cioe`:
lim
z→0
U(z)ϕ = ϕ ,
abbiamo che possiamo scegliere z in un intorno opportuno dell’origine e tale
che:
‖U(z)ϕ− ϕ‖p < 
3
.
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D’altra parte, l’operatore U(z) e` isometrico:
‖U(z)u‖p =
(∫
Rn
|u(x− z)|p dx
) 1
p
=
(∫
Rn
|u(x)|p dx
) 1
p
= ‖u‖p ,
per cui:
‖U(z)u− u‖p ≤ ‖U(z)u− U(z)ϕ‖p + ‖U(z)ϕ− ϕ‖p + ‖ϕ− u‖p
= ‖u− ϕ‖p + ‖U(z)ϕ− ϕ‖p + ‖ϕ− u‖p ≤  ,
con z in un opportuno intorno dell’origine.
Rimane quindi da mostrare che l’affermazione e` vera per funzioni semplici,
cioe`, in pratica, per la funzione caratteristica di un poliintervallo. Sia A un
poliintervallo di Rn, e sia χA la sua funzione caratteristica, abbiamo:
(‖U(z)χA − χA‖p)p =
∫
Rn
|χA(x− z)− χA(x)|p dx
=
∫
Rn
|χA(x− z)− χA(x)| dx ,
in quanto la differenza delle due funzioni caratteristiche puo` assumere solo i
valori 0, ±1. Inoltre, per ogni x ∈ Rn si ha:
|χA(x− z)− χA(x)| −→
z→0
0 ,
possiamo passare il limite sotto il segno di integrale in quanto, quando |z| <
δ, possiamo considerare un poliintervallo piu` grande B che contenga sia il
supporto A di χA sia quello traslato z + A, relativo a χA(z − x), per ogni z
in un intorno dell’origine:
|χ(x− z)− χ(x)| ≤ χB(x) , A
⋂
(z + A) ⊂ B
ottenendo una maggiorazione uniforme e sommabile. Pertanto:
lim
z→0
‖U(z)χA − χA‖p = 0 ,
e puo` essere estesa facilmente a qualsiasi combinazione lineare (finita) di
funzioni caratteristiche.
Se consideriamo funzioni in Lp(Ω) con Ω aperto, anziche` Lp(Rn), possono
sorgere dei problemi con l’integrale che definisce la convoluzione con una
funzione ρj regolarizzante. Possiamo restringere l’integrale su Ω:
(ρj ∗ u)(x) =
∫
Ω
ρj(x− y)u(y) dy ,
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pensando che u sia non nulla solo su Ω, ma sorgono ad esempio complicazioni
nel cambio di variabile, in quanto non possiamo restringere x o la differenza
x− y a Ω. Possiamo pero` lavorare su un insieme compatto K ⊂ Ω sapendo
che esiste una distanza finita tra K e il bordo di Ω stesso. Se x ∈ K allora:∫
Ω
ρj(x− y)u(y) dy =
∫
Ω
T{d(y,K)≤rj} ρj(x− y)u(y) dy ,
con rj raggio della sfera contenente il supporto di ρj. Se scegliamo rj abba-
stanza piccolo, rj < d(K, ∂Ω) (con ∂Ω indichiamo la frontiera di Ω), allora
(sempre per x ∈ K):∫
Ω
ρj(x− y)u(y) dy =
∫
Krj
ρj(x− y)u(y) dy .
dove:
Krj = {y ∈ Rn ; d(y,K) ≤ rj}
e` il compatto ottenuto da K allargandolo di una quantita` rj, ma ancora
contenuto in Ω.
Premesso cio`, possiamo enunciare il seguente risultato.
Teo. 6.5 Sia Ω un aperto di Rn, u ∈ Lploc(Ω) e ρj una successione regola-
rizzante. Allora, se K e` un arbitrario compatto sottoinsieme di Ω:
lim
j→∞
∫
K
|(ρj ∗ u)(x)− u(x)|p dx = 0 . (6.18)
Osservazione. Essendo ρj ∈ C∞0 (Rn) ed essendo interessati solo al caso in cui
x varia su un compatto, possiamo richiedere semplicemente la sommabilita`
locale di u.
Dim. 6.5 Sappiamo che possiamo allargare il compatto K ad un compatto
K con  > 0 opportuno, rimanendo ancora in Ω, e consideriamo rj ≤  (con
Supp(ρj) ⊂ S(0, rj). Allora, se x ∈ K:
(ρj ∗ u)(x) =
∫
K
ρj(x− y)u(y) dy ,
per j da un certo punto in poi. Consideriamo la seguente funzione:
U(x) =

u(x) x ∈ K
0 x /∈ K
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E` evidente che U ∈ Lp(Rn) (essndo u localmente sommabile), per cui in
Lp(Rn) abbiamo:
ρj ∗ U L
p(Rn)−→
j→∞
U .
∫
Rn
|(ρj ∗ U)(x)− U(x)|p dx−→
j→∞
0 .
Inoltre:∫
Rn
|(ρj ∗ U)(x)− U(x)|p dx ≥
∫
K
|(ρj ∗ U)(x)− U(x)|p dx .
Ma, se x ∈ K ⊂ K, si ha:
U(x) = u(x) ,
(ρj ∗ U)(x) =
∫
Rn
ρj(x− y)U(y) dy =
∫
K
ρj(x− y)U(y) dy
=
∫
K
ρj(x− y)u(y) dy = (ρj ∗ u)(x) ,
per cui:∫
K
|(ρj ∗ u)(x)− u(x)|p dx ≤
∫
Rn
|(ρj ∗ U)(x)− U(x)|p dx−→
j→∞
0 .
Vediamo ora di costruire delle approssimazioni per funzioni in Lp(Ω) re-
golari e a supporto compatto. E` pero` necessario costruire i compatti che
formeranno i supporti delle funzoni approssimanti.
Lem. 6.6 Sia Ω un aperto di Rn. Allora esiste una sequenza {Ωj} di
aperti (contenuti in Ω) tali che:
i) Gli aperti Ωj formano un ricoprimento di Ω:⋃
Ωj = Ω .
ii) La chiusura di ogni insieme Ω−j e` un compatto contenuto nell’aperto
successivo:
Ω−j ⊂ Ωj+1 , j = 1, 2, . . .
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Dim. 6.6 La costruzione di una sequenza con le proprieta` richieste e` abba-
stanza semplice. Nel caso Ω = Rn e` sufficiente prendere:
Ωj = {x ∈ Rn ; |x| < j}, j = 1, 2, . . .
Se invece Ω non coincide con Rn dobbiamo preoccuparci della frontiera di Ω,
nel senso che dobbiamo rimanere ad una distanza finita. Allora prendiamo
gli aperti (intersezione di retroimmagini di aperti tramite funzioni continue):
Ωj = {x ∈ Ω ; |x| < j}
⋂
{x ∈ Ω ; d(x, ∂Ω) > 1
j
} .
che formano chiaramente un ricoprimento di Ω. Considerando gli insiemi
chiusi:
Kj = {x ∈ Ω ; |x| ≤ j}
⋂
{x ∈ Ω ; d(x, ∂Ω) ≥ 1
j
} ,
abbiamo chiaramente:
Ω−j ⊆ Kj ⊂ Ωj+1 .
Abbiamo ora tutti gli elementi per mostrare che C∞0 e` denso in L
p.
Teo. 6.7 Le funzioni di classe C∞0 (Ω), viste come elementi di L
p(Ω),
individuano un sottoinsieme denso in Lp(Ω).
Dim. 6.7 Convolvendo una funzione di Lp(Ω) con una successione regolariz-
zante otteniamo una funzione regolare, ma dobbiamo anche recuperare un
supporto compatto. Abbiamo visto che possiamo costruire un ricoprimento
di Ω mediante insiemi limitati Ωj e “crescenti”, per cui possiamo considerare
le funzioni, a supporto compatto ed ancora in Lp(Ω):
uj(x) = χΩj(x)u(x) ,
e abbiamo:
u(x)− uj(x) =

0 x ∈ Ωj
u(x) x /∈ Ωj
e puntualmente, per ogni x ∈ Ω:
lim
j→∞
(u(x)− uj(x)) = 0 ,
in quanto, dato x ∈ Ω, sicuramente x ∈ Ωj da un certo punto in poi. Inoltre
abbiamo la maggiorazione uniforme:
|u(x)− uj(x)| ≤ |u(x)| ,
6.2. FUNZIONI A SUPPORTO COMPATTO. 283
per cui possiamo applicare il teorema di Lebesgue:
lim
j→∞
∫
Ω
|u(x)− uj(x)|pdx = 0 .
Pertanto, fissato  > 0, possiamo trovare j ∈ N, e una funzione in Lp(Ω) e a
supporto compatto, con:
‖u− uj‖p < 
Sia ora {ρk} una successione regolarizzante e consideriamo la funzione:
(ρk ∗ uj)(x) =
∫
Ω
ρk(x− y)uj(y) dy ,
Essa risulta chiaramente di classe C∞ e a supporto compatto, essendo uj a
supporto compatto. Infatti, se rk e` il raggio della sfera contenente il Supp(ρk),
e x /∈ (Ω−j )rk , l’integrando ρk(x− y)uj(y) risulta nullo per ogni y ∈ Ω.
Se Ω = Rn siamo praticamente a posto in quanto sappiamo che
ρk ∗ uj −→
k→∞
uj in L
p(Rn) ,
e possiamo scegliere k in modo tale che:
‖ρk ∗ uj − uj‖p <  ,
da cui:
‖ρk ∗ uj − u‖p ≤ ‖ρk ∗ uj − uj‖p + ‖uj − u‖p < 2 .
Se Ω 6= Rn, dobbiamo preoccuparci di non uscire, col supporto di ρk ∗ uj,
da Ω. Sappiamo pero` che Ω−j e` compatto e a distanza finita dal bordo di Ω
per cui possiamo allargarlo leggermente di una quantita` δ (nella costruzione
precedente δ = 1/j):
K = (Ω−j )δ
ed abbiamo visto che:∫
K
|(ρk ∗ uj)(x)− uj(x)|p dx −→
k→∞
0 .
Pertanto basta scegliere k in maniera tale che:
‖ρk uj − uj‖p <  , rk < δ .
per ottenere il risultato.
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Appendice: il teorema del sottografico.
Vediamo ora, per completezza, un complemento di teoria della misura, il
cosidetto teorema del sottografico.
Teo. 6.8 Sia 1 ≤ p <∞. Le combinazioni lineari di funzioni caratteristi-
che di poliintervalli sono dense in Lp(Rn) (dove una funzione caratteristica
e` considerata come elemento di Lp(Rn), quindi assieme a tutta la sua classe
di equivalenza).
Dim. 6.8 La verifica di tale affermazione avviene in due passi. Dapprima si
vede che ogni elemento di Lp(Rn) e` approssimabile mediante combinazioni
lineari di funzioni caratteristiche di insiemi misurabili con misura finita. In
seguito ogni funzione caratteristica e` approssimabile con combinazioni lineari
di funzioni caratteristiche di poliintervalli.
Vediamo la prima parte. Sia u ∈ Lp(Rn), u e` in generale una funzione
complessa, ma possiamo limitarci a considerare u reale in quanto possiamo
sempre decomporre una funzione complessa nelle sue parti reale ed immagi-
naria, e approssimare separatamente le due funzioni reali cos`ı ottenute. Una
funzione reale u a sua volta puo` essere decomposta nelle sue parti positiva e
negativa: u = u+ − u−,
u+(x) =

u(x) se u(x) ≥ 0
0 se u(x) ≤ 0
u−(x) =

0 se u(x) ≥ 0
−u(x) se u(x) ≤ 0
per cui possiamo considerare solo funzioni positive. Supponiamo quindi:
u(x) ≥ 0 ∀ x ∈ Rn .
Per ogni intero k dividiamo l’intervallo di reali positivi [ 0, k ] in 2k intervalli:[
k
j
2k
, k
j + 1
2k
]
, j = 0, 1, . . . , 2k − 1 ,
e definiamo:
uk(x) =

0 se u(x) ≥ k ,
j
2k
k se
j
2k
k ≤ u(x) < j + 1
2k
k ,
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Figura 6.3: Teorema del sottografico.
In ogni caso abbiamo:
uk(x) ≤ u(x) ∀ x ∈ Rn ,
u(x)− uk(x) ≤ 1
2k
se u(x) < k ,
per cui abbiamo una buona approssimazione nelle regioni in cui u e` fini-
ta. Chiaramente uk risulta una combinazione lineare (finita) e a coefficienti
positivi di funzioni caratteristiche di insiemi misurabili Aj:
uk(x) =
2k−1∑
j=0
j
2k
χAj(x) ,
Aj =
{
x ∈ Rn ; j
2k
≤ u(x) < j + 1
2k
}
,
Questi insiemi (disgiunti) devono essere a misura finita in quanto:∫
Rn
uk(x)
p dx =
∫
∪jAj
uk(x)
p dx =
∑
j
∫
Aj
uk(x)
p dx
=
∑
j
(
j
2k
)p
µ(Aj) ≤
∫
Rn
u(x)p dx <∞ ,
Siccome u ∈ Lp(Rn) l’insieme:
N∞ = {x ∈ Rn ; u(x) =∞}
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risulta a misura nulla, e per ogni x /∈ N∞ u(x) risulta finito e approssimabile
con uk(x):
∀ x /∈ N∞ uk(x) −→
k→∞
u(x) ,
Inoltre abbiamo la maggiorazione uniforme e sommabile:
|u(x)− uk(x)|p ≤ 2p |u(x)|p ,
per cui possiamo applicare il teorema di Lebesgue:
lim
k→∞
∫
Rn
|u(x)− uk(x)|p dx = 0 ,
cioe` uk−→u nella topologia di Lp(Rn).
Vediamo ora il secondo passo. Sia χE la funzione caratteristica di un
insieme misurabile e a misura finita E. Allora E puo` essere ricoperto me-
diante poliintervalli Ej (formando un ricoprimento numerabile), che possiamo
assumere disgiunti:
E ⊆
⋃
j
Ej , Ej
⋂
Ek = ∅ ,
e la misura di E puo` essere vista come l’estremo inferiore della misura di tali
poliintervalli (al variare dei poliintervalli che forniscono un ricoprimento di
E):
µ(E) = inf
∑
j
µ(Ej) .
Allora, per definizione di estremo inferiore esiste un ricoprimento {Ej} tale
che, dato  > 0: ∑
j
µ(Ej) ≥ µ(E) >
∑
j
µ(Ej)−  ,
per cui:
0 ≤
∫
Rn
(
χ∪j Ej(x)− χE(x)
)
dx ≤ 
Possiamo considerare un sottoinsieme finito di tali poliintervalli in quanto,
sempre applicando il teorema di Lebesgue:∫
Rn
∣∣∣∣∣χ∪j Ej(x)−
N∑
j=1
χEj(x)
∣∣∣∣∣ dx −→N→∞ 0 .
per cui esiste N tale che per N ≥ N :∫
Rn
∣∣∣∣∣χ∪j Ej(x)−
N∑
j=1
χEj(x)
∣∣∣∣∣ dx ≤  ,
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e: ∫
Rn
∣∣∣∣∣χE(x)−
N∑
j=1
χEj(x)
∣∣∣∣∣ dx ≤ 2  .
E` ora facile ottenere la convergenza in Lp(Rn) in quanto, assumendo le
funzioni caratteristiche solo i valori 0 e 1:∫
Rn
∣∣∣χE(x)− χ∪Nj=1 Ej(x)∣∣∣p dx = ∫Rn
∣∣∣χE(x)− χ∪Nj=1 Ej(x)∣∣∣ dx .
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Capitolo 7
Distribuzioni.
Consideriamo il seguente problema: esiste una funzione δ(x) tale che∫
R
δ(x)ϕ(x) dx = ϕ(0) , ∀ ϕ ∈ C∞0 (R) ?
La risposta e` No! Infatti il minimo che possiamo richiedere perche` l’integrale
sopra abbia senso per ogni ϕ ∈ C∞0 e` che la funzione δ sia appartenente a
L1loc(R). Supponiamo infatti valida l’equazione sopra con ϕ ∈ C∞0 (R), allora,
per ogni λ > 0 anche la funzione:
e−λx
2
ϕ(x)
gode delle stesse regolarita` ed e` a supporto compatto. Inoltre:∫
R
δ(x) e−λx
2
ϕ(x) dx = ϕ(0) ,
|δ(x) e−λx2 ϕ(x)| ≤ |δ(x)ϕ(x)|
che e` integrabile per cui posso applicare il teorema di Lebesgue:
ϕ(0) = lim
λ→∞
∫
R
δ(x) e−λx
2
ϕ(x) dx
=
∫
R
lim
λ→∞
δ(x) e−λx
2
ϕ(x) dx = 0
e cio` e` assurdo perche` non abbiamo nessuna richiesta che ϕ si annulli nell’ori-
gine.
D’altra parte e` noto che in fisica si assume l’esistenza di una “funzione”
δ(x) che goda della proprieta` di cui sopra (δ di Dirac). Volendo dare signifi-
cato a questa e ad altre situazioni matematicamente “strane” che si possono
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verificare nella pratica, occorre costruire una generalizzazione al concetto di
funzione e si introducono cos`ı le distribuzioni o funzioni generalizzate. Queste
rendono lecite molte operazioni od eguaglianze a prima vista un po` disinvolte
che capitano nello studio della fisica e della fisica teorica in particolare. La
teoria delle distribuzioni e` nata dalla necessita` di studiare oggetti puntiformi,
cioe` oggetti con densita` di massa o di carica infinita e concentrati in un punto.
Si tratta di oggetti molto ben localizzati da un punto di vista sperimentale
che non possono essere studiati con la teoria delle funzioni ordinarie.
7.1 Distribuzioni D′.
Tornando al nostro esempio della δ di Dirac, nulla ci vieta di costruire una
corrispondenza che associa ad una funzone ϕ il suo valore nell’origine (o in
qualsiasi altro punto):
δ : ϕ −→ ϕ(0) ,
ottenendo in questo modo un funzionale lineare definito su un opportuno
spazio di funzioni. Per la corrispondenza sopra possiamo usare le notazioni:
〈 δ , ϕ 〉 = ϕ(0) , (7.1)
mettendo in evidenza il carattere di funzionale lineare della δ.
Le distribuzioni, la cui teoria e` stata formalizzata da Schwartz negli an-
ni quaranta, possono essere definite come l’insieme dei funzionali lineari il
cui dominio e` costituito da particolari classi di funzioni, con l’aggiunta di
opportune proprieta` di continuita`. Sulla classe funzionale scelta puo` esse-
re introdotta una topologia adatta, ma la costruzione risulterebbe troppo
pesante ed inutile ai nostri scopi. E` sufficiente introdurre una nozione di
convergenza, cioe` un criterio per stabilire la “vicinanza” tra due funzioni,
ed in base a cio` stabilire una continuita` (per successioni) dei corrispondenti
funzionali. Consideriamo per ora come spazio funzionale l’insieme delle fun-
zioni di classe C∞0 , e introduciamo in tale spazio una opportuna nozione di
convergenza per successioni di funzioni C∞0 .
Def. 7.1 Sia Ω un aperto di Rn e consideriamo la classe di funzioni C∞0 (Ω).
Diremo che una successione di funzioni ϕj ∈ C∞0 (Ω), j ∈ N, converge a
ϕ ∈ C∞0 (Ω) per j →∞, se:
i) Esiste un compatto K ⊂ Ω tale che:
Suppϕj ⊆ K ∀ j ∈ N . (7.2)
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ii) Per ogni multiindice α = (α1, α2, . . . , αn) di interi si ha:
Dα ϕj(x)−→
j→∞
Dα ϕ(x) , (7.3)
uniformemente su Ω. Questo equivale a richiedere:
sup
x∈Ω
|Dα ϕj(x)−Dα ϕ(x)| −→
j→∞
0 . (7.4)
Con questa nozione di convergenza lo spazio funzionale C∞0 (Ω) viene in-
dicato con il simbolo D(Ω) e per indicare tale convergenza si usano le
notazioni:
ϕj
D−→
j→∞
ϕ , oppure D- lim
j→∞
ϕj = ϕ , (7.5)
Osservazione. Nella relazione (7.4) possiamo restringere la ricerca dell’estre-
mo superiore al compatto K (richiesto dalla prima condizione) al di fuori del
quale tutte le funzioni della successione sono rigorosamente nulle.
La definizione di convergenza per successioni permette la verifica del-
la continuita` per le applicazioni definite su D(Ω). Questo e` appunto una
richiesta che vogliamo soddisfatta da una distribuzione.
Def. 7.2 Una distribuzione su Ω e` un funzionale lineare e continuo in
D(Ω). L’insieme di tali funzionali (lineari e continui) viene indicato con
D′(Ω), per cui diremo che T ∈ D′(Ω) se:
ϕj
D−→
j→∞
ϕ =⇒ 〈T , ϕj 〉 −→
j→∞
〈T , ϕ 〉 . (7.6)
Osservazione. La linearita` dei funzionali garantisce che la continuita` nell’ori-
gine equivale alla continuita` in ogni punto per cui possiamo dire piu` sempli-
cemente che T ∈ D′(Ω) se:
ϕj
D−→
j→∞
0 =⇒ 〈T , ϕj 〉 −→
j→∞
0 . (7.7)
La definizione di convergenza data e` utile in quanto e` verificata da mol-
ti dei funzionali lineari che interessano (una definizione e` buona se serve a
qualcosa!). Con la richiesta dell’esistenza del compatto K che contiene tutti
i supporti delle funzioni ϕj della successione convergente si vuole mantene-
re una sorta di localizzazione finita per l’azione dei funzionali e si vuole ad
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esempio evitare il caso di successioni di funzioni il cui supporto si “muo-
ve” verso l’infinito. Si consideri ad esempio una funzione ϕ ∈ C∞0 (Rn) con
Supp(ϕ) ⊆ S(0, 1), e si costruisca la successione ϕj ottenuta traslando ϕj
all’infinito lungo una direzione a ∈ Rn:
ϕj(x) = ϕ(x− j a) .
si ottiene una successione che converge a zero su ogni insieme finito, ma non
converge a zero secondo la topologia introdotta in D(Rn).
Esempio 7.1 Possiamo verificare che il funzionale δ di Dirac definito dalla (7.1)
risulta continuo. Infatti se ϕj(x)−→ 0 uniformemente, a maggior ragione si
ha convergenza puntuale per x = 0:
〈 δ , ϕj 〉 = ϕj(0)−→
j→∞
0 .
Esempio 7.2 Consideriamo ora un esempio di distribuzione che costituisce un
prototipo per la determinazione delle proprieta` principali delle distribuzioni
e per la costruzione delle principali operazioni con distribuzioni.
Sia f ∈ L1loc(Ω), allora possiamo associare a f una distribuzione detta di
tipo funzione Tf tramite la relazione:
〈Tf , ϕ 〉 =
∫
Ω
f(x)ϕ(x) dx ∀ ϕ ∈ C∞0 (Ω) , (7.8)
dove in realta` l’integrale e` eseguito sul compatto contenente il supporto della
funzione ϕ e l’integrabilita` e` garantita dalla sommabilita` locale di f e dalla
regolarita` della “funzione di prova” ϕ.
Il funzionale definito dall’integrale sopra (7.8) risulta chiaramente lineare
rispetto a ϕ e continuo. Infatti l’ipotesi:
ϕj
D−→
j→∞
0
comporta l’esistenza di un compatto K contenente tutti i supporti delle
funzioni ϕj e su tale compatto K si ha in particolare:
cj = sup
K
|ϕj(x)| −→
j→∞
0 ,
per cui:
| 〈Tf , ϕj 〉 | =
∣∣∣∣∫
K
f(x)ϕj(x) dx
∣∣∣∣ ≤ cj ∫
K
|f(x)| dx−→
j→∞
0
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Con abuso di notazioni, il funzionale Tf associato alla funzione f viene
indicato spesso con f semplicemente:
〈 f , ϕ 〉 =
∫
Ω
f(x)ϕ(x) dx .
Vediamo ora di stabilire un criterio per la verifica della continuita`, basan-
dosi sul fatto che la continuita` di una applicazione lineare equivale alla sua
limitatezza.
Teo. 7.1 Un funzionale lineare T definito su C∞0 (Ω) e` una distribuzione
appartenente a D′(Ω) se e solo se per ogni compatto K ⊂ Ω esistono una
costante reale C(K) ≥ 0 e un intero m(K) tali che:
| 〈T , ϕ 〉 | ≤ C(K)
∑
|α|≤m(K)
sup
x∈K
|Dαϕ(x)| , (7.9)
per ogni ϕ ∈ C∞0 (Ω) con Suppϕ ⊆ K, e dove |α| e` l’ordine di derivazione.
Dim. 7.1 Mostriamo che la relazione (7.9) implica immediatamente la conti-
nuita`. Supponiamo che:
ϕj
D−→
j→∞
0 ,
allora esiste un compatto K ⊂ Ω contenente i supporti di tutte le funzioni ϕj
e per ogni multiindice α la convergenza uniforme a zero delle derivate Dαϕj
comporta che:
sup |Dα ϕj(x)| −→
j→∞
0 ,
per cui in base alla relazione (7.9) si deve avere:
〈T , ϕj 〉 −→
j→∞
0 .
Viceversa, supponiamo che T sia una distribuzione, cioe` T ∈ D′(Ω) e mo-
striamo che deve necessariamente verificare la relazione (7.9) ragionando per
assurdo. Se non e` vero che per ogni compatto K ⊂ Ω esistono C(K) ≥ 0 e un
intero m(K) che verificano la disuguaglianza (7.9) allora esiste un compatto
K ⊂ Ω per il quale, qualsiasi scelta si faccia delle costanti C e m, esiste una
funzione ϕ ∈ C∞0 (Ω), con Suppϕ ⊂ K, che verifica la disuguaglianza inversa.
Pertanto, per ogni j intero, ponendo C = m = j, possiamo determinare una
funzione ϕj ∈ C∞0 (Ω) con supporto interno a K e tale che:
| 〈T , ϕj 〉 | > j
∑
|α|≤j
sup
x∈K
|Dαϕj(x)| .
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In particolare si deve avere 〈T , ϕj 〉 6= 0 e considerando le funzioni:
ψj(x) =
ϕj(x)
〈T , ϕj 〉 ,
abbiamo:
〈T , ψj 〉 = 1 ,
1 ≥ j
∑
|α|≤j
sup |Dαψj(x)|
pertanto otteniamo una successione ψj tale che, per ogni multiindice α:
sup |Dα ψj(x)| < 1
j
, ∀ j ≥ |α|
=⇒ ψj D−→
j→∞
0 , 〈T , ψj 〉 = 1−→
j→∞
1 6= 0 ,
contraddicendo l’ipotesi di continuita` del funzionale T . L’assurdo comporta
la validita` della tesi.
Nell’esempio precedente abbiamo associato ad una funzione f di classe
L1loc(Ω) una distribuzione Tf ∈ D′(Ω) tramite la definizione:
〈Tf , ϕ 〉 =
∫
Ω
f(x)ϕ(x) dx , ϕ ∈ C∞0 (Ω) .
Se vogliamo identificare l’insieme L1loc(Ω) con un sottoinsieme di D
′(Ω) allora
l’applicazione:
f −→ Tf
deve risultare almeno iniettiva, cioe` se risulta verificata:
〈Tf , ϕ 〉 = 〈Tg , ϕ 〉 ∀ ϕ ∈ C∞0 (Ω) ,
con f, g ∈ L1loc(Ω), allora si deve avere f = g come elementi di L1loc(Ω),
cioe` f(x) = g(x) q.d.. Questo fatto e` conseguenza immediata del seguente
risultato:
Teo. 7.2 Sia f ∈ L1loc(Ω) e tale che:∫
Ω
f(x)ϕ(x) dx = 0 ∀ ϕ ∈ C∞0 (Ω) ,
allora f(x) = 0 q.d.
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Dim. 7.2 Sappiamo che possiamo costruire un ricoprimento di Ω:
Ω =
⋃
j
Ωj ,
formato da aperti Ωj tali che la chiusura Ω
−
j e` un compatto contenuto nel
successivo aperto:
Ω−j ⊂ Ωj+1 .
Essendo le chiusure Ω−j compatti, per ogni intero j possiamo trovare (j) tale
che: ⋃
x∈Ω−j
S(x, (j)) ⊂ Ωj+1 ,
cioe` allargando Ω−j di una quantita` (j) rimaniamo ancora all’interno del
successivo aperto. Costruiamo su Ωj le funzioni:
hj(x) =

f(x)∗
|f(x)| se f(x) 6= 0
0 se f(x) = 0
x ∈ Ωj
(con f(x)∗ denotiamo il complesso coniugato di f(x)) le funzioni hj risultano
ovviamente limitate, hj ∈ L∞(Ωj) per cui (essendo Ωj limitati) hj ∈ Lp(Ωj),
1 ≤ p ≤ ∞. Notiamo che potevamo anche definire:
hj(x) = lim
→0
f(x)∗√|f(x)|2 + 2 , x ∈ Ωj .
Possiamo ora regolarizzare le funzioni hj (pensate estese a tutto Ω) utiliz-
zando una successione regolarizzante ρk:
ψkj = ρk ∗ hj ,
dove il supporto di ρk e` scelto in maniera tale da essere contenuto in una sfera
di raggio 1
k
< (j). In questo modo abbiamo che ψkj ∈ C∞0 , Suppψkj ⊂ Ωj+1
e:
ψkj −→
k→∞
hj ,
in Lp(Ωj), 1 ≤ p <∞, per cui, in particolare:
ψkj(x) −→
k→∞
hj(x) q.d.
Abbiamo anche:
|f(x)ψkj(x)| ≤ |f(x)|
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sommabile su Ωj, in quanto:
|ψkj(x)| =
∣∣∣∣∣
∫
Ωj
ρk(x− y)hj(y) dy
∣∣∣∣∣ ≤ ‖hj‖∞
∫
Rn
ρk(y) dy = ‖hj‖∞ ≤ 1 .
Inoltre:
f(x)ψkj(x) −→
k→∞
f(x)hj(x) q.d.
per cui possiamo applicare il teorema di Lebesgue:
0 =
∫
Ω
f(x)ψkj(x) dx −→
k→∞
∫
Ωj
f(x)hj(x) dx =
∫
Ωj
|f(x)| dx
per cui f(x) = 0 q.d. su Ωj. Poiche` Ω e` l’unione dei vari Ωj, abbiamo che
f(x) = 0 q.d. su Ω.
Quando nella condizione (7.9) l’intero m(K) puo` essere scelto indipen-
dente dal compatto K si dice che la distribuzione e` di ordine finito m o, piu`
precisamente che la distribuzione e` di ordine minore o uguale a m.
Esempio 7.3 Una distribuzione di tipo funzione risulta di ordine zero, infatti,
se Suppϕ ⊆ K:∣∣∣∣∫
Ω
f(x)ϕ(x) dx
∣∣∣∣ ≤ (∫
K
|f(x)| dx
)
sup |ϕ(x)|
verificando la relazione (7.9) con:
C(K) =
∫
K
|f(x)| dx , m(K) = 0 .
Possiamo introdurre il concetto di positivita` per una distribuzione ri-
chiedendo la positivita` del risultato della applicazione del corrispondente
funzionale a funzioni di prova positive.
Def. 7.3 Una distribuzione T ∈ D′(Ω) e` detta positiva se:
〈T , ϕ 〉 ≥ 0 ∀ ϕ ∈ D(Ω) ; ϕ(x) ≥ 0 ∀ x ∈ Ω . (7.10)
Le distribuzioni positive costituiscono un ulteriore esempio di distribu-
zioni di ordine nullo.
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Teo. 7.3 Sia T ∈ D′(Ω) una distribuzione positiva, allora, per ogni com-
patto K ⊂ Ω esiste una costante reale C(K) ≥ 0 tale che:
| 〈T , ϕ 〉 | ≤ C(K) sup
x∈Ω
|ϕ(x)| ,
per ogni ϕ ∈ C∞0 (Ω) con Supp(ϕ) ⊆ K.
Dim. 7.3 Possiamo restringere la dimostrazione al caso di una funzione ϕ
reale. Infatti, appurato cio`, se:
ϕ(x) = ϕ1(x) + i ϕ2(x) ,
con ϕ1, ϕ2 reali, allora:
| 〈T , ϕ 〉 | = | 〈T , ϕ1 〉+ i 〈T , ϕ2 〉 | ≤ | 〈T , ϕ1 〉 |+ | 〈T , ϕ2 〉 |
≤ C(K) (sup |ϕ1(x)|+ sup |ϕ2(x)|) ≤ 2C(K) sup |ϕ(x)| .
Sia quindi K un qualsiasi compatto contenuto in Ω e ϕ reale con il supporto
contenuto in K. Allora ϕ e` limitata e:
|ϕ(x)| ≤ sup
y∈K
|ϕ(y)| = ‖ϕ‖∞,K ,
per ogni x ∈ Ω. Fuori dal compatto K (dove ϕ(x) = 0) la maggiorazione
risulta molto grossolana e possiamo migliorarla con
|ϕ(x)| ≤ ‖ϕ‖∞,K χK(x) ,
con χK(x) funzione caratteristica dell’insieme K. Ma χK non e` sufficiente-
mente regolare (sulla frontiera diK in particolare) per cui occorre “smussare”
i bordi di tale funzione ottenendo una funzione regolare. Assumiamo per il
momento che tale operazione sia possibile, e assumiamo che χK possa essere
scelta di classe C∞0 (Ω) con le proprieta`:
χK(x) =

1 x ∈ K
0 x /∈ Kη
dove il compatto “allargato” Kη risulta ancora contenuto in Ω, e con la
proprieta` ulteriore:
0 ≤ χK(x) ≤ 1 , ∀ x ∈ Ω .
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In questo modo abbiamo che:
‖ϕ‖∞,K χK(x)± ϕ(x) ≥ 0 ∀ x ∈ Ω
e tali funzioni definiscono elementi di C∞0 (Ω) con supporto contenuto in Kη.
Pertanto:
〈T , χK ‖ϕ‖ ± ϕ 〉 ≥ 0 ,
±〈T , ϕ 〉 ≤ 〈T , χK 〉 ‖ϕ‖∞,K
| 〈T , ϕ 〉 | ≤ C(K) sup
x∈Ω
|ϕ(x)| ,
con:
C(K) = 〈T , χK 〉 .
Per completare la dimostrazione del precedente risultato vediamo in det-
taglio come costruire la funzione χK con le regolarita` richieste.
Lem. 7.4 Sia K un compatto di Rn, allora per ogni η > 0 esiste una
funzione χη ∈ C∞0 (Rn) con
0 ≤ χη(x) ≤ 1 ,
e tale che:
χη(x) =

1 x ∈ K ,
0 x /∈ Kη .
Dim. 7.4 Sia χKη/2 la funzione caratteristica del compatto Kη/2 e conside-
riamo una qualsiasi successione regolarizzante ρj con Supp(ρj) ⊆ S(0, 1j ).
Allora:
1
j
<
η
2
=⇒ Supp(ρj ∗ χKη/2) ⊆ Kη ,
inoltre:
χη(x) = (ρj ∗ χKη/2)(x) =
∫
Kη/2
ρj(x− y) dy
risulta di classe C∞0 e verifica:
0 ≤ χη(x) ≤
∫
Rn
ρj(x− y) dy = 1 .
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Figura 7.1: Regolarizzazione di una funzione caratteristica.
Se x appartiene a K allora tutta la sfera S(x, 1
j
) con j abbastanza grande e`
contenuta in Kη/2 e:
χη(x) =
∫
S(x, 1
j
)
ρj(x− y) dy = 1 .
7.1.1 Successioni di distribuzioni.
Abbiamo visto che si impongono condizioni molto restrittive per avere la
convergenza in D(Ω) di successioni di funzioni di classe C∞0 (Ω). Al contrario
per avere convergenza di una successione di distribuzioni inD′(Ω) e` sufficiente
una convergenza molto debole, puntuale.
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Def. 7.4 Una successione di distribuzioni Tj ∈ D′(Ω) e` detta convergente
in D′(Ω) ad una distribuzione T ∈ D′(Ω) per j →∞ se:
〈Tj , ϕ 〉 −→
j→∞
〈T , ϕ 〉 ∀ ϕ ∈ C∞0 (Ω) . (7.11)
Osservazione. Come vediamo, non abbiamo nessuna condizione di uniformita`
rispetto a ϕ, ma semplicemente una condizione di convergenza puntuale per
ogni ϕ. Questo e` in realta` sufficiente in quanto si puo` dimostrare una sorta
di completezza per lo spazio D′(Ω), cioe` data una successione di distribuzioni
Tj ∈ D′(Ω) tali che, per ogni ϕ ∈ C∞0 (Ω), la successione numerica 〈Tj , ϕ 〉
converga, allora il limite definisce una distribuzione T ∈ D′(Ω):
〈T , ϕ 〉 = lim
j→∞
〈Tj , ϕ 〉 .
La verifica di questo fatto (in particolare la verifica della continuita`) coin-
volge l’addentrarsi nella struttura topologica dello spazio D(Ω) per cui la
omettiamo.
Vediamo qualche esempio di successione nell’insieme D′(Ω).
Esempio 7.4 Sia u ∈ L1(Rn) e consideriamo la successione di distribuzioni
definite da:
〈Tj , ϕ 〉 = jn
∫
Rn
u(j x)ϕ(x) dx , ϕ ∈ C∞0 (Rn) .
Abbiamo, operando un ovvio cambio di variabile:
〈Tj , ϕ 〉 =
∫
Rn
u(x)ϕ
(
x
j
)
dx
e abbiamo: ∣∣∣∣u(x)ϕ(xj
)∣∣∣∣ ≤ ( sup
y∈Rn
|ϕ(y)|
)
|u(x)|,
sommabile per cui possiamo applicare il teorema di Lebesgue e passare il
limite sotto il segno di integrale:
〈Tj , ϕ 〉 −→
j→∞
∫
Rn
u(x)ϕ(0) dx = 〈 δ , ϕ 〉
∫
Rn
u(x) dx ,
concludendo che:
Tj
D′−→
j→∞
C δ , C =
∫
Rn
u(x) dx .
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Questo viene anche scritto, in modo meno formale come:
jn u(j x)−→
j→∞
C δ(x) .
Consideriamo ora il seguente risultato molto importante, dovuto a Rie-
mann e Lebesgue.
Lem. 7.5 (Riemann-Lebesgue) Sia u ∈ L1(Rn), allora:
lim
|ξ|→∞
∫
Rn
ei ξ·x u(x) dx = 0 . (7.12)
dove usiamo le notazioni (ξ, x ∈ Rn):
ξ · x =
n∑
k=1
ξk xk .
Dim. 7.5 Per dimostrare il risultato verifichiamo la sua validita` su un sot-
toinsieme denso per poi estenderlo con un ragionamento di densita` a tut-
to l’insieme L1(Rn). Consideriamo la classe di funzioni u ∈ C∞0 (Rn) come
sottoinsieme denso, allora, per ogni multiindice α abbiamo:
(i ξ)α
∫
Rn
ei ξ·x u(x) dx =
∫
Rn
(
Dα ei ξ·x
)
u(x) dx
= (−1)|α|
∫
Rn
ei ξ·x Dα u(x) dx ,
dove sono state usate le notazioni:
(i ξ)α = (i ξ1)
α1 · · · (i ξn)αn ,
Dα =
(
∂
∂x1
)α1 · · · ( ∂
∂xn
)αn
,
|α| = α1 + · · ·+ αn ,
e nella integrazione per parti abbiamo sfruttato il fatto che una funzione u
di classe C∞0 (Rn) e` identicamente nulla in un opportuno intorno dell’infinito.
La derivata Dα u e` ancora di classe C∞0 (Rn), quindi (essendo a supporto
compatto) risulta sommabile e possiamo dire che:∣∣∣∣(i ξ)α ∫
Rn
ei ξ·x u(x) dx
∣∣∣∣ ≤ ‖Dα u‖1 .
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Il lato destro di tale relazione risulta una costante finita (indipendente da
ξ) per cui, mandando ξ all’infinito, per mantenere valida tale disuguaglianza
dobbiamo avere: ∫
Rn
ei ξ·x u(x) dx −→
ξ→∞
0
Vediamo ora come estendere il risultato a tutto l’insieme L1(Rn). Sia
u ∈ L1(Rn) e  > 0. Sappiamo che possiamo trovare una funzione v ∈ C∞0 (Rn)
con:
‖u− v‖1 < 
2
,
Per la funzione v abbiamo gia` verificato la validita` del teorema, per cui:∣∣∣∣∫
Rn
ei ξ·x u(x) dx
∣∣∣∣ = ∣∣∣∣∫
Rn
ei ξ·x (u(x)− v(x)) dx+
∫
Rn
ei ξ·x v(x) dx
∣∣∣∣
≤ ‖u− v‖1 +
∣∣∣∣∫
Rn
ei ξ·x v(x) dx
∣∣∣∣ ≤ 2 + 2 = 
quando |ξ| e` sufficientemente grande.
Vediamo qualche applicazione di tale teorema nella teoria delle distribu-
zioni.
Esempio 7.5 Consideriamo le distribuzioni Tj ∈ D′(R), j = 1, 2, . . ., definite
dalla relazione:
〈Tj , ϕ 〉 =
∫
R
ei j x ϕ(x) dx , ϕ ∈ C∞0 (R) .
considerando j come possibili valori interi di una variabile reale ξ, il teorema
precedente ci garantisce che tale espressione si annulla per j → ∞ qualsiasi
sia la funzione ϕ. Pertanto:
Tj
D′−→
j→∞
0 ,
cioe` in senso distribuzionale:
ei j x −→
j→∞
0
Esempio 7.6 Possiamo verificare che le onde piane tendono a zero in senso
distribuzionale molto velocemente. Infatti, qualsiasi sia k intero, possiamo
considerare la successione di distribuzioni Tj, j = 1, 2, . . .:
〈Tj , ϕ 〉 =
∫
R
jk ei j x ϕ(x) dx , ϕ ∈ C∞0 (R) .
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Integrando per parti e notando che qualsiasi derivata della funzione ϕ risulta
ancora di classe C∞0 (R) abbiamo:
〈Tj , ϕ 〉 = (ik)
∫
R
ei j x
[(
d
dx
)k
ϕ(x)
]
dx −→
j→∞
0 ,
per cui, sempre in senso distribuzionale:
jk ei j x −→
j→∞
0
(notiamo che il limite in senso ordinario, in R, non esiste).
Esempio 7.7 Continuando a giocare con le onde piane possiamo considerare
le distribuzioni in D′(R):
〈Tj , ϕ 〉 =
∫ ∞
0
ei j x ϕ(x) dx =
∫
R
ei j x θ(x)ϕ(x) dx ,
con θ(x) (la funzione θ di Heaviside) definita da:
θ(x) =

1 x > 0 ,
0 x < 0 .
(7.13)
Notando che, grazie alla continuita` ed al supporto compatto di ϕ, la funzione
θ(x)ϕ(x) definisce un elemento di L1(R), abbiamo, sempre per il lemma di
Riemann-Lebesgue:
〈Tj , ϕ 〉 −→
j→∞
0 ,
cioe` in senso distribuzionale:
θ(x) ei j x −→
j→∞
0 .
Esempio 7.8 Se nelle distribuzioni dell’esempio precedente aggiungiamo un
fattore moltiplicativo j otteniamo un risultato diverso. Definendo:
〈Tj , ϕ 〉 =
∫ ∞
0
j ei j x ϕ(x) dx ,
possiamo integrare per parti:
〈Tj , ϕ 〉 =
∫ ∞
0
1
i
(
d
dx
ei j x
)
ϕ(x) dx
=
[
1
i
ei j x ϕ(x)
]x=∞
x=0
+ i
∫ ∞
0
ei j x
dϕ
dx
(x) dx
= i ϕ(0) + i
∫
R
ei j x θ(x)
dϕ
dx
(x) dx ,
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mandando j all’infinito l’ultimo termine (vedi esempio precedente) si annulla,
mentre ϕ(0) definisce l’applicazione della distribuzione δ di Dirac. Pertanto,
in senso distribuzionale:
j θ(x) ei j x −→
j→∞
i δ(x) .
7.2 Supporto di una distribuzione.
Dalle discussioni precedenti dovrebbe risultare chiaro che, malgrado molte
distribuzioni possano essere viste come funzioni ordinarie, non ha senso in
generale parlare del valore di una distribuzione in un punto di Rn. Risulta
quindi difficile concettualizzare il supporto di una distribuzione, ma questo
puo` essere visto come l’insieme dei punti che contribuiscono al risultato una
volta che la distribuzione sia applicata ad una funzione ϕ. Poiche` abbiamo
liberta` di scelta nel supporto delle funzioni di prova ϕ possiamo esaminare
localmente, su insiemi molto piccoli, il comportamento della distribuzione e
stabilire ad esempio se tale distribuzione e` nulla o non nulla su un insieme
aperto.
Per definire bene tali concetti consideriamo prima alcuni risultati sulle
funzioni di classe C∞0 .
Teo. 7.6 Sia Ω ⊆ Rn un aperto unione di un numero finito k di aperti
(non necessariamente disgiunti) Ωj:
Ω =
k⋃
j=1
Ωj . (7.14)
Allora, per ogni ϕ ∈ C∞0 (Ω) esistono ϕj ∈ C∞0 (Ωj), j = 1, 2, . . . , k (pensate
estese a tutto Ω in maniera nulla al di fuori del loro supporto), tali che:
ϕ(x) =
k∑
j=1
ϕj(x) , x ∈ Ω , (7.15)
e, se ϕ(x) ≥ 0, possiamo scegliere anche le funzioni ϕj a loro volta positive:
ϕj(x) ≥ 0, j = 1, 2, . . . , k.
Dim. 7.6 Per chiarire il problema consideriamo il caso k = 2:
Ω = Ω1
⋃
Ω2 ,
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se ϕ ∈ C∞0 (Ω), considerando le funzioni caratteristiche dei due sottoinsiemi
Ω1, Ω2, potremmo scrivere:
ϕ(x) = χΩ1(x)ϕ(x) + (1− χΩ1(x))χΩ2(x)ϕ(x) .
Infatti:
x ∈ Ω1 =⇒ χΩ1(x) = 1 , (1− χΩ1(x)) = 0 ,
x ∈ Ω2 \ Ω1 =⇒ χΩ1(x) = 0 , (1− χΩ1(x))χΩ2(x) = 1 ,
ma il risultato non e` decomposto in funzioni regolari (di classe C∞). Occor-
re procedere in maniera diversa, sostituendo le funzioni caratteristiche con
versioni piu` regolari.
Consideriamo quindi il caso generale e sia ϕ ∈ C∞0 (Ω), K = Supp(ϕ).
Allora, per ogni x ∈ K esiste un suo intorno aperto Ux contenuto in almeno
un Ωj e possiamo supporre che U
−
x ⊂ Ωj. Poiche` K e` compatto possiamo
ricoprirlo con un numero finito di tali intorni:
K ⊂ Ux1
⋃
Ux2
⋃
· · ·
⋃
UxN
Possiamo ora raggruppare, per ogni j = 1, 2, . . . , k, i vari Uxl che sono
contenuti nello stesso Ωj, costruendo i compatti:
Kj =
⋃
Uxl⊂Ωj
U−xl ,
Otteniamo quindi un ricoprimento finito di K mediante compatti:
K ⊆
k⋃
j=1
Kj , Kj ⊂ Ωj .
Essendo questi in numero finito, esiste un  > 0 tale che anche i compatti
allargati di  siano ancora contenuti nel corrispondente aperto:
Kj ⊂ (Kj) ⊂ Ωj .
Costruiamo ora le funzioni ψj ∈ C∞0 (Ωj) (estese a tutto Ω) tali che ψj(x) ≥ 0
per ogni x ∈ Ω e:
ψj(x) =

1 x ∈ Kj ,
0 x /∈ (Kj) .
Abbiamo:
ψj(x) + 1− ψj(x) = 1 , Supp(ψj) ⊂ Ωj
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Figura 7.2: Decomposizione di funzioni C∞0 .
In generale abbiamo:
ϕ(x)
k∏
j=1
(1− ψj(x)) = 0 ,
Infatti se ϕ(x) 6= 0, allora x ∈ K, per cui x ∈ Kj per qualche j e in
corrispondenza (1− ψj(x)) = 0. Pertanto, per ogni x ∈ Ω:
ϕ(x) = ϕ(x)− ϕ(x)
k∏
j=1
(1− ψj(x)) = ϕ(x)
(
1−
k∏
j=1
(1− ψj(x))
)
Abbiamo anche:
1− (1− ψ1(x))(1− ψ2(x)) = ψ1(x) + (1− ψ1(x))ψ2(x) ,
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e, per induzione:
1−
k∏
j=1
(1− ψj(x)) =
[
1−
k−1∏
j=1
(1− ψj(x))
]
+
[
k−1∏
j=1
(1− ψj(x))
]
ψk(x)
= ψ1(x) + (1− ψ1(x))ψ2(x) + · · ·
+(1− ψ1(x)) · · · (1− ψk−1(x))ψk(x)
da cui:
ϕ(x) = ψ1(x)ϕ(x) + (1− ψ1(x))ψ2(x)ϕ(x) + · · ·
+(1− ψ1(x)) · · · (1− ψk−1(x))ψk(x)ϕ(x)
= ϕ1(x) + ϕ2(x) + · · ·+ ϕk(x) ,
e il teorema risulta dimostrato in quanto le componenti:
ϕj(x) =
[
j−1∏
m=1
(1− ψm(x))
]
ψj(x)ϕ(x) ,
definiscono degli elementi di classe C∞ e con il supporto contenuto (a causa
del fattore ψj(x)), nel compatto (Kj) ⊂ Ωj. Inoltre se ϕ(x) ≥ 0 anche per
ogni componente risulta ϕj(x) ≥ 0.
Come conseguenza abbiamo immediatamente il risultato noto come de-
composizione dell’unita`.
Cor. 7.7 Sia K un compatto di Rn contenuto in un ricoprimento finito
di aperti Ωj:
K ⊂
k⋃
j=1
Ωj . (7.16)
Allora per ogni aperto Ωj del ricoprimento esiste una funzione ϕj di classe
C∞0 (Ωj), con ϕj(x) ≥ 0, j = 1, 2, . . . , k, e tali che:
k∑
j=1
ϕj(x) = 1 , ∀ x ∈ K (7.17)
e in generale:
0 ≤
k∑
j=1
ϕj(x) ≤ 1 , ∀ x ∈
k⋃
j=1
Ωj . (7.18)
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Dim. 7.7 Basta considerare un compatto leggermente allargato K tale che:
K ⊂
k⋃
j=1
Ωj = Ω ,
ed applicare la decomposizione del teorema precedente ad una funzione ϕ di
classe C∞0 (Ω) e tale che:
ϕ(x) ≥ 0 , ∀ x ∈ Ω ,
ϕ(x) = 1 , ∀ x ∈ K ,
ϕ(x) = 0 , ∀ x /∈ K .
-
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Figura 7.3: Decomposizione dell’unita`.
Torniamo ora alle nostre distribuzioni. Una distribuzione su Ω agisce in
maniera naturale su un insieme piu` piccolo.
Def. 7.5 Sia T ∈ D′(Ω) e Σ ⊆ Ω con Σ, Ω aperti. Chiameremo restrizione
di T a Σ e la indicheremo con T |Σ la distribuzione definita da:
〈T |Σ , ϕ 〉 = 〈T , ϕ 〉 , ∀ ϕ ∈ C∞0 (Σ) . (7.19)
7.2. SUPPORTO DI UNA DISTRIBUZIONE. 309
Si puo` verificare come esercizio che la definizione e` ben posta e definisce un
funzionale lineare e continuo. E` ora semplice verificare se una distribuzione
e` nulla su un aperto.
Def. 7.6 Sia Ω un aperto di Rn e T ∈ D′(Ω). Diremo che T e` nulla su
un aperto Σ ⊆ Ω se:
T |Σ = 0 , (7.20)
cioe` se:
〈T , ϕ 〉 = 0 ∀ ϕ ∈ C∞0 (Ω) ; Supp(ϕ) ⊂ Σ . (7.21)
Notiamo che l’annullarsi su aperti e` una nozione “additiva”.
Teo. 7.8 Se T ∈ D′(Ω) e T si annulla su ogni aperto di una famiglia
arbitraria (cioe` non necessariamente numerabile) Ωλ di aperti contenuti
in Ω, allora T si annulla sulla unione
⋃
λ Ωλ.
Dim. 7.8 Consideriamo una qualsiasi funzione ϕ ∈ C∞0 (Ω) con
Supp(ϕ) ⊂
⋃
λ
Ωλ .
Essendo il supporto un insieme compatto possiamo estrarre dalla famiglia di
aperti Ωλ un sottoricoprimento aperto e finito:
Supp(ϕ) ⊂
N⋃
j=1
Ωλj ,
e, per quanto visto in precedenza, possiamo decomporre ϕ in funzioni ϕj di
classe C∞0 , j = 1, 2, . . . , N , ognuna con supporto compatto contenuto nel
corrispondente Ωj:
ϕ(x) =
N∑
j=1
ϕj(x) , Supp(ϕj) ⊂ Ωj .
Ma allora:
〈T , ϕ 〉 =
N∑
j=1
〈T , ϕj 〉 = 0 .
Siamo ora in grado di definire il supporto di una distribuzione ragionando
sul suo complementare.
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Def. 7.7 Sia Ω un aperto di Rn e T ∈ D′(Ω). Chiameremo supporto della
distribuzione T l’insieme dei punti x ∈ Ω per i quali non esiste un intorno
aperto U(x) in cui T si annulla. Cioe` il suo complementare risulta l’aperto:
Ω \ Supp(T ) = {x ∈ Ω ; ∃ intorno aperto U(x) di x con T |U(x) = 0} .
(7.22)
Chiaramente il complementare Ω \ Supp(T ) risulta il massimo insieme
aperto su cui T si annulla, per cui Supp(T ) risulta un insieme chiuso (come
il supporto di una funzione ordinaria). Chiaramente se ϕ e` una funzione di
classe C∞0 (Ω) e:
Supp(ϕ)
⋂
Supp(T ) = ∅ ,
allora Supp(ϕ) ⊂ Ω \ Supp(T ) dove T si annulla per cui:
Supp(ϕ)
⋂
Supp(T ) = ∅ =⇒ 〈T , ϕ 〉 = 0 . (7.23)
Osservazione. La definizione di supporto e` consistente con la definizione di
supporto data per le funzioni ordinarie. Infatti se ad esempio f ∈ C(Ω) (solo
continua), allora f definisce una distribuzione di tipo funzione Tf :
〈Tf , ϕ 〉 =
∫
Ω
f(x)ϕ(x) dx , ϕ ∈ C∞0 (Ω) ,
e si ha:
Supp(Tf ) = Supp(f) .
Per verificare cio` lavoriamo sui complementari. Abbiamo:
Ω \ Supp(f) = {x ∈ Ω ; ∃ Ux , f(ξ) = 0 ∀ ξ ∈ Ux} ,
Ω \ Supp(Tf ) = {x ∈ Ω ; ∃ Vx ,
∫
Ω
f(ξ)ϕ(ξ) dξ = 0 ,
∀ ϕ ∈ C∞0 (Ω) , Supp(ϕ) ⊂ Vx} ,
dove Ux e Vx indicano intorni aperti del punto x.
Quindi, se f = 0 su un intorno aperto Ux, allora Tf |Ux = 0, cioe` Ux e` uno
dei possibili intorni Vx che formano il complementare Ω \ Supp(Tf ), e:
Ω \ Supp(f) ⊆ Ω \ Supp(Tf ) .
Viceversa, se x ∈ Ω \ Supp(Tf ) allora esiste un suo intorno aperto Vx tale
che Tf |Vx = 0, cioe`:∫
Ω
f(ξ)ϕ(ξ) dξ = 0 ∀ ϕ ∈ C∞0 (Ω) , Supp(ϕ) ⊂ Vx .
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Se, per assurdo, si avesse f(y) 6= 0 con y ∈ Vx, allora, per la continuita`
di f esisterebbe tutto un intorno di y, Wy ⊆ Vx, in cui f(ξ) 6= 0, cioe` o la
parte reale <e f oppure la parte immaginaria =m f sono non nulle. Possiamo
supporre senza restrizioni che:
<e f(ξ) > 0 ∀ ξ ∈ Wy ,
per cui scegliendo ϕ ∈ C∞0 (Ω), positiva e con supporto interno a Wy:
ϕ(ξ) ≥ 0 ∀ξ ∈ Ω , Supp(ϕ) ⊂ Wy ⊆ Vx ,
otteniamo una quantita` strettamente positiva:∫
Ω
<e f(ξ)ϕ(ξ) dξ > 0 ,
da cui 〈Tf , ϕ 〉 6= 0. L’assurdo comporta che f(y) = 0 per ogni y ∈ Vx
e Vx costituisce uno degli aperti Ux che determinano il complementare del
supporto di f :
Ω \ Supp(Tf ) ⊆ Ω \ Supp(f) .
L’uguaglianza dei complementari comporta poi l’uguaglianza dei supporti.
Abbiamo visto come la determinazione del supporto di una distribuzione
risulti alquanto laboriosa. In pratica per dire che un insieme chiuso S ⊂ Ω
coincide con il supporto di una distribuzione T occorre mostrare che per
ogni x /∈ S esiste tutto un intorno aperto Vx di x in cui la distribuzione
si annulla, cioe` 〈T , ϕ 〉 = 0 ogni qualvolta Supp(ϕ) ⊂ Vx. Inoltre occorre
mostrare che se x ∈ S, allora, per ogni intorno aperto Vx di x esiste una ϕ
con Supp(ϕ) ⊂ Vx tale che 〈T , ϕ 〉 6= 0.
Esempio 7.9 Verifichiamo che la distribuzione δx0 definita da:
〈 δx0 , ϕ 〉 = ϕ(x0) , ϕ ∈ C∞0 (Rn) , (7.24)
ha supporto costituito dal solo punto x0:
Supp(δx0) = {x0} . (7.25)
Se x 6= x0 consideriamo l’intorno aperto:
Vx = {y ∈ Rn ; d(y, x) < ρ < d(x0, x)} ,
allora, se ϕ ∈ C∞0 e Supp(ϕ) ⊂ Vx, si ha:
ϕ(x0) = 0 , 〈 δx0 , ϕ 〉 = 0 .
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Pertanto:
Supp(δx0) ⊆ {x0} .
D’altra parte qualsiasi sia l’intorno V di x0 possiamo scegliere una funzione
di classe C∞0 con supporto contenuto in V e non nulla nel punto x0. Per una
tale funzione si ha:
〈 δx0 , ϕ 〉 = ϕ(x0) 6= 0 .
7.2.1 Distribuzioni a supporto compatto.
Consideriamo ora u ∈ L1loc(Ω) e che sia non nulla solo in una regione limitata:
u(x) = 0 per |x| ≥ R ,
allora l’integrale: ∫
Ω
u(x)ϕ(x) dx
risulta sempre finito anche quando ϕ non ha supporto compatto e definisce
un funzionale lineare sulle funzioni di classe C∞(Ω). Vogliamo poter genera-
lizzare questo concetto alle distribuzioni quando queste hanno un supporto
compatto.
Consideriamo T ∈ D′(Ω) con Supp(T ) = K compatto e scegliamo una
funzione ψ di classe C∞0 (Ω) il cui supporto contenga K, anzi, con ψ(x) = 1
su un compatto leggermente allargato K, sempre con K ⊂ Ω. Allora, con-
siderata una ϕ ∈ C∞(Ω) (quindi non necessariamente a supporto compatto),
la funzione:
ψ(x)ϕ(x)
risulta di classe C∞0 (Ω) e possiamo considerare l’applicazione:
〈T , ψ ϕ 〉
Ci chiediamo se e` ragionevole supporre (in quanto ψ(x) = 1 identicamente
nella regione K che contribuisce al risultato) se tale funzionale definisce una
estensione Text di T a tutte le funzioni C
∞(Ω):
〈Text , ϕ 〉 ≡ 〈T , ψ ϕ 〉 , ϕ ∈ C∞(Ω) . (7.26)
Occorre verificare prima di tutto che la definizione non dipenda dalla scelta
della funzione ψ. Supponiamo di scegliere un’altra funzione ψ′ che sia C∞0 (Ω)
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e unitaria su un compattoK′ (anch’esso ottenuto allargando leggermenteK),
allora:
ψ′(x) = ψ(x) = 1 , ∀ x ∈ K
⋂
K′ ,
(ψ(x)− ψ′(x))ϕ(x) = 0 ∀ x ∈ K
⋂
K′
Supp [(ψ − ψ′)ϕ]
⋂
K = ∅ =⇒ 〈T , (ψ − ψ′)ϕ 〉 = 0 ,
〈T , ψ ϕ 〉 = 〈T , ψ′ ϕ 〉 .
Dunque il valore del funzionale non dipende dalla scelta di ψ e costituisce
una corretta estensione alle funzioni C∞(Ω).
Osservazione. Abbiamo preso dei compatti leggermente allargati rispetto a
K, e non semplicemente K, per non avere problemi sulla frontiera di K. Se
la scelta fosse stata con ψ(x) = ψ′(x) = 1 solo su K allora l’insieme chiuso
Supp[(ψ − ψ′)ϕ] potrebbe avere dei punti in comune con il chiuso Supp(T )
alla frontiera di K.
Il funzionale (7.26) risulta chiaramente lineare rispetto a ϕ, ma occorre
anche una nozione di continuita`. Abbiamo che, una volta operata la scelta
di ψ, per ogni ϕ:
Supp(ψ ϕ) ⊆ Supp(ψ) = H
con H compatto contenente K = Supp(T ). Poiche` T ∈ D′(Ω), pssiamo dire
che esistono una costante C(H) e un intero m(H) tali che:
| 〈Text , ϕ 〉 | = | 〈T , ψ ϕ 〉 | ≤ C(H)
∑
|α|≤m(H)
sup
x∈H
|Dα(ψ ϕ)(x)|
≤ C ′(H)
∑
|α|≤m(H)
sup
x∈H
|Dαϕ(x)| ,
dove abbiamo usato la regola di Leibnitz per le derivate del prodotto ψϕ
e inglobato gli estremi superiori delle derivate di ψ in una diversa costante
C ′(H). Pertanto possiamo dire che esiste un compatto H ⊂ Ω e due costanti
C, m tali che:
〈Text , ϕ 〉 ≤ C
∑
|α|≤m
sup
x∈H
|Dα ϕ(x)| , ∀ ϕ ∈ C∞(Ω) .
Introducendo una opportuna nozione di convergenza sulle funzioni C∞(Ω)
possiamo rendere il funzionale continuo.
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Def. 7.8 Una successione di funzioni ϕj ∈ C∞(Ω), j ∈ N, converge a
ϕ ∈ C∞(Ω) per j →∞ se per ogni compatto K ⊂ Ω e per ogni multiindice
α:
Dα ϕj(x)−→
j→∞
Dα ϕ(x) (7.27)
uniformemente su K. Questo e` equivalente a richiedere che:
sup
x∈K
|Dα ϕj(x)−Dα ϕ(x)| −→
j→∞
0 . (7.28)
Con questa nozione di convergenza lo spazio funzionale C∞(Ω) viene indi-
cato con il simbolo E(Ω), e la convergenza viene indicata con le notazioni:
ϕj
E−→
j→∞
ϕ , oppure E- lim
j→∞
ϕj = ϕ . (7.29)
Osservazione. Notiamo che, mentre in D(Ω) era richiesta l’esistenza di un
compatto K contenente i supporti di tutte le funzioni e al cui interno ve-
rificare la convergenza uniforme, ora richiediamo che tale convergenza sia
verificata su qualsiasi compatto, senza piu` alcuna richiesta sul supporto del-
le funzioni ϕj. Chiaramente ogni funzione di classe C
∞
0 (Ω) risulta anche di
classe C∞(Ω) per cui possiamo dire che insiemisticamente:
D(Ω) ⊂ E(Ω) ,
ed e` immediato verificare che la convergenza in D(Ω) implica la convergenza
in E(Ω), ma non il viceversa, per cui topologicamente la topologia di D(Ω)
e` piu` forte di quella di E(Ω) quando questa viene ristretta alle funzioni di
classe C∞0 (Ω).
Con tale definizione di convergenza possiamo verificare la continuita` dei
corrispondenti funzionali.
Def. 7.9 L’insieme dei funzionali lineari e continui definiti sull’insieme
E(Ω) definisce l’insieme delle distribuzioni E′(Ω). Diremo che T ∈ E′(Ω)
se T : E(Ω)−→C e` lineare e:
ϕj
E−→
j→∞
ϕ =⇒ 〈T , ϕj 〉 −→
j→∞
〈T , ϕ 〉 . (7.30)
Osservazione. Risulta chiaro che un funzionale lineare e continuo su E(Ω) puo`
essere applicato a funzioni di classe C∞0 (Ω) e se e` continuo in E(Ω) risulta
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continuo anche su D(Ω):
ϕj
D−→
j→∞
ϕ =⇒ ϕj E−→
j→∞
ϕ =⇒ 〈T , ϕj 〉 −→
j→∞
〈T , ϕ 〉 ,
Per cui possiamo dire che:
E′(Ω) ⊆ D′(Ω) .
Inoltre la linearita` permette di verificare la continuita` solo nell’origine e
possiamo dire che, verificata la linearita`, T ∈ E′(Ω) se:
ϕj
E−→
j→∞
0 =⇒ 〈T , ϕj 〉 −→
j→∞
0 . (7.31)
In maniera analoga al caso delle distribuzioni D′(Ω) la condizione di con-
tinuita` e` equivalente ad una condizione di limitatezza, anche se con le oppor-
tune modifiche, come suggerito dalla condizione verificata dalla estensione di
una distribuzione a supporto compatto.
Teo. 7.9 Un funzionale lineare T definito su C∞(Ω) definisce una distri-
buzione in E′(Ω) se e solo se esiste un compatto H ⊂ Ω, una costante reale
C ≥ 0 e un intero m tali che:
|〈T , ϕ 〉| ≤ C
∑
|α|≤m
sup
x∈H
|Dα ϕ(x)| , (7.32)
per ogni ϕ ∈ C∞(Ω).
Dim. 7.9 E` immediato verificare che la validita` della relazione (7.32) implica
la continuita`.
Per mostrare il viceversa eseguiamo lo stesso tipo di ragionamento per
assurdo seguito per le distribuzioni appartenenti a D′(Ω). Neghiamo la vali-
dita` dell’affermazione. Questo significa che qualsiasi scelta noi operiamo di
un compatto H ⊂ Ω, una costante reale C ≥ 0 ed un intero m, possiamo
determinare una funzione ϕ ∈ C∞(Ω) che verifica la disuguaglianza inversa.
Scegliamo una successione di compatti Hj, j ∈ N, che tendono a ricopri-
re Ω (abbiamo gia` costruito una tale successione durante la discussione del
prodotto di convoluzione):
Hj =
{
x ∈ Ω ; |x| ≤ j, d(x, ∂Ω) ≥ 1
j
}
,
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e determiniamo per ogni j la funzione ϕj che verifica:
| 〈T , ϕj 〉 | > j
∑
|α|≤j
sup
x∈Hj
|Dα ϕj| .
Allora le funzioni:
ψj(x) =
ϕj(x)
〈T , ϕj 〉 ,
verificano:
1 > j
∑
|α|≤j
sup
x∈Hj
|Dα ψj(x)| ,
sup
x∈Hj
|Dαψj(x)| < 1
j
, ∀j ≥ |α| ,
quindi, se fisso un compatto K ⊂ Ω, per la costruzione dei compatti Hj
risultera` K ⊆ Hj con j da un certo punto l in poi e, per ogni multiindice α:
sup
x∈K
|Dαψj(x)| ≤ sup
x∈Hj
|Dαψj(x)| ≤ 1
j
, j ≥ |α|, l ,
e quindi giungiamo all’assurdo:
ψj
E−→
j→∞
0 〈T , ψj 〉 = 1−→
j→∞
1 6= 0 .
Pertanto l’assunzione fatta e` falsa e devono esistere un compatto H e le
costanti C, m, con la relazione (7.32) verificata per ogni ϕ ∈ C∞(Ω).
Abbiamo detto che ogni distribuzione in E′(Ω) puo` essere vista anche come
distribuzione in D′(Ω). Possiamo inoltre vedere che data una distribuzione
T ∈ E′(Ω), la relazione (7.32) valida per un opportuno compatto H ⊂ Ω, ci
dice che, come distribuzione in D′(Ω), T risulta a supporto compatto con:
Supp(T ) ⊆ H . (7.33)
Infatti se consideriamo una qualsiasi ϕ ∈ C∞0 con:
Supp(ϕ)
⋂
H = ∅ ,
allora ϕ risulta identicamente nulla, assieme alle sue derivate, su H per cui,
in base alla (7.32):
| 〈T , ϕ 〉 | ≤ C
∑
|α|≤m
sup
x∈H
|Dα ϕ(x)| = 0 .
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Viceversa abbiamo visto come una distribuzione in D′(Ω) a supporto com-
patto determini una distribuzione in E′(Ω), e questo ci permette di identifi-
care perfettamente le distribuzioni T ∈ E′(Ω) con le distribuzioni a supporto
compatto, viste come distribuzioni in D′(Ω). Per una identificazione perfetta
lasciamo al lettore la verifica che tale corrispondenza e` iniettiva.
Non ci soffermiamo oltre sugli spazi E ed E′ in quanto hanno maggiore
interesse uno spazio funzionale intermedio tra D e E ed il relativo duale
compreso tra E′ e D′ che vedremo tra poco.
7.3 Operazioni elementari con le distribuzio-
ni.
Vediamo ora alcune operazioni elementari che si possono compiere con le
distribuzioni. Restringeremo le nostre operazioni al caso di distribuzioni
appartenenti a D′(Ω) ma molte definizioni potranno essere estese anche ad
altre classi di distribuzioni in maniera ovvia.
Data una distribuzione T ∈ D′(Ω) consideriamo la possibilita` di costruir-
ne una nuova “moltiplicando” la distribuzione per una funzione. Se abbiamo
una distribuzione di tipo funzione individuata da una funzione f ∈ L1loc(Ω)
il prodotto α(x) f(x) con α sufficientemente regolare definisce ancora una
distribuzione:
〈Tαf , ϕ 〉 =
∫
Ω
f(x)α(x)ϕ(x) dx ,
con ϕ ∈ C∞0 (Ω). Se α ∈ C∞ allora nell’integrale precedente α(x)ϕ(x) risulta
ancora di classe C∞0 (Ω) e l’integrale puo` essere visto come l’applicazione di Tf
al prodotto αϕ. Questo porta naturalmente a generalizzare una definizione
di prodotto di una funzione C∞ per una distribuzione.
Def. 7.10 Sia T ∈ D′(Ω) e α ∈ C∞(Ω). Si definisce distribuzione prodotto
αT la distribuzione definita da:
〈αT , ϕ 〉 ≡ 〈T , αϕ 〉 . (7.34)
E` immediato verificare che, essendo α continua e quindi limitata su ogni
compatto, la definizione e` ben posta, cioe` che αT risulta un funzionale lineare
e continuo.
Osservazione. La richiesta, abbastanza onerosa, che α sia di classe C∞, e`
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obbligata nella definizione generale, ma puo` essere ridimensionata a seconda
del tipo di distribuzione che andiamo considerando.
Considerando sempre come prototipo una distribuzione di tipo funzione
individuata da una funzione f , possiamo considerare il caso di una funzione di
classe C1(Ω). Allora f ∈ L1loc(Ω), e` derivabile con continuita` e le sue derivate
∂f
∂xj
sono ancora localmente sommabili per cui definiscono anch’esse delle
distribuzioni di tipo funzione. Abbiamo, con ϕ ∈ C∞0 (Ω) e j = 1, 2, . . . , n:∫
Ω
∂f
∂xj
(x)ϕ(x) dx = −
∫
Ω
f(x)
∂ϕ
∂xj
(x) dx ,
dove abbiamo eseguito una integrazione per parti nell’integrazione della va-
riabile xj, tenuto conto che ϕ si annulla identicamente vicino al bordo di Ω.
La derivata di ϕ risulta ancora una funzione di classe C∞0 per cui una let-
tura della relazione precedente in senso distribuzionale porta alla definizione
generale di derivata di una distribuzione.
Def. 7.11 Sia T ∈ D′(Ω). Si definisce derivata di T rispetto al j-esimo
argomento la distribuzione ∂T
∂xj
definita da:〈
∂T
∂xj
, ϕ
〉
= −
〈
T ,
∂ϕ
∂xj
〉
, ∀ ϕ ∈ C∞0 (Ω) , (7.35)
e, in generale, se α e` un multiindice:
〈Dα T , ϕ 〉 = (−1)|α| 〈T , Dαϕ 〉 , ∀ ϕ ∈ C∞0 (Ω) . (7.36)
La definizione e` ben posta in quanto DαT risulta chiaramente lineare ed
essendo T continua, per ogni compatto K esistono delle costanti C e m tali
che, per ogni ϕ con Supp(ϕ) ⊆ K:
| 〈T , ϕ 〉 | ≤ C
∑
|β|≤m
sup |Dβϕ(x)| ,
| 〈Dα T , ϕ 〉 | = | 〈T , Dαϕ 〉 | ≤ C
∑
|β|≤m
sup |DβDαϕ(x)|
≤ C
∑
|β|≤m+|α|
sup |Dβ ϕ(x)| ,
verificando la limitatezza col semplice cambio della costante m in m+ |α|.
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Le proprieta` della derivata in senso distribuzionale sono molto buone.
Lasciamo al lettore la verifica delle seguenti affermazioni.
1) Le derivate di una distribuzione T ∈ D′(Ω) esistono sempre.
2) Le derivate miste sono sempre uguali:
∂2T
∂xj∂xk
=
∂2T
∂xk∂xj
, j, k = 1, 2, . . . , n . (7.37)
3) Le derivate sono applicazioni lineari e continue (rispetto alla distribu-
zione):
Tj
D′−→
j→∞
T =⇒ Dα Tj D
′−→
j→∞
Dα T . (7.38)
4) Vale la regola di Leibnitz nel caso del prodotto di una funzione α di
classe C∞(Ω) per una distribuzione T ∈ D′(Ω):
∂
∂xj
(αT ) =
∂α
∂xj
T + α
∂T
∂xj
. (7.39)
Esempio 7.10 Consideriamo la funzione (ad una dimensione):
θ(x) =

1 x > 0 ,
0 x < 0 .
(7.40)
e definita in modo arbitrario nell’origine. Essa risulta localmente sommabile
e la sua derivata e` nulla quasi ovunque:
dθ
dx
(x) = 0 ∀ x 6= 0 .
e per continuita` potrei definire nulla la derivata anche nell’origine. In senso
distribuzionale la derivata non e` nulla ma, se ϕ ∈ C∞0 , possiamo dire che
Supp(ϕ) ⊆ [−A,A], con A abbastanza grande, e:〈
dθ
dx
, ϕ
〉
= −
〈
θ ,
dϕ
dx
〉
= −
∫ +∞
−∞
θ(x)
dϕ
dx
(x) dx
= −
∫ A
0
dϕ
dx
(x) dx = −ϕ(A) + ϕ(0) = ϕ(0)
= 〈 δ , ϕ 〉 .
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per cui in senso distribuzionale:
dθ
dx
= δ . (7.41)
Poniamoci ora la seguente domanda. Consideriamo un intervallo aperto
I = ]a, b[⊂ R e sia T ∈ D′(I) tale che:
dT
dx
= 0 ,
cosa possiamo dire su T? Se consideriamo la distribuzione definita da:
〈T , ϕ 〉 = C
∫
I
ϕ(x) dx ,
cioe` T = C, di tipo funzione costante, abbiamo chiaramente che la sua
derivata (sia in senso distribuzionale che ordinario) e` nulla, ma possiamo
dire che solo le costanti sono distribuzioni a derivata nulla?
Dire che T ′ = 0 (in senso distribuzionale) equivale a dire che:
〈T ′ , ϕ 〉 = −〈T , ϕ′ 〉 = 0 , ∀ ϕ ∈ C∞0 (I) .
Sappiamo che se ϕ e` di classe C∞0 allora anche la sua derivata e` della stessa
classe, con un supporto eventualmente piu` ristretto. Nel nostro caso dob-
biamo risalire dall’azione sulla derivata all’azione su una qualsiasi funzione.
Sorge allora il problema di identificare le funzioni di classe C∞0 che sono
derivate di una funzione ancora di classe C∞0 . La risposta l’abbiamo nella
seguente proposizione.
Lem. 7.10 Le funzioni ψ ∈ C∞0 (I), con I intervallo aperto reale, che sono
derivata (ovunque) di un’altra funzione ϕ ∈ C∞0 (I) sono tutte e solo quelle
a integrale nullo su I:
ψ(x) =
dϕ(x)
dx
ϕ ∈ C∞0 (I) ⇐⇒
∫
I
ψ(x) dx = 0 . (7.42)
Dim. 7.10 Se ψ(x) = ϕ′(x) allora e` vero che:∫
I
ψ(x) dx =
∫
I
dϕ(x)
dx
dx = 0 ,
in quanto ϕ si annulla agli estremi dell’intervallo.
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Per vedere che le funzioni a integrale nullo ammettono una primitiva a
supporto compatto consideriamo ψ ∈ C∞0 (I) con:
Supp(ψ) ⊆ [α, β] ⊂ I = ]a, b[ ,
∫ β
α
ψ(x) dx = 0 ,
(α e β sono finiti) e costruiamo la primitiva:
ϕ(x) =
∫ x
a
ψ(ξ) dξ , x ∈]a, b[.
Essa risulta chiaramente di classe C∞ essendo ϕ′(x) = ψ(x), inoltre essa ha
il supporto contenuto in [αβ]. Infatti, se a < x < α abbiamo:
ϕ(x) =
∫ x
a
ψ(ξ) dξ = 0 ,
per l’annullarsi di ψ, mentre se β < x < b:
ϕ(x) =
∫ x
a
ψ(ξ) dξ =
∫ β
α
ψ(ξ) dξ = 0 ,
per l’annullarsi dell’integrale della ψ.
Torniamo ora al nostro problema della derivata nulla di una distribuzione.
Sappiamo ora che T si annulla una volta applicata ad una funzione ψ con
integrale nullo:
〈T , ψ 〉 = 0 ⇐⇒
∫
I
ψ(x) dx = 0 .
Operiamo la scelta di una funzione φ0 ∈ C∞0 (I) con:∫
I
φ0(x) dx = 1 ,
e sia ϕ ∈ C∞0 (I) arbitraria, possiamo costruire una funzione della stessa classe
con integrale nullo:
ψ(x) = ϕ(x)− φ0(x)
∫
I
ϕ(ξ) dξ ,
per cui:
0 = 〈T , ψ 〉 = 〈T , ϕ 〉 − 〈T , φ0 〉
∫
I
ϕ(ξ) dξ ,
〈T , ϕ 〉 = 〈T , ϕ0 〉
∫
I
ϕ(ξ) dξ ,
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con 〈T , φ0 〉 costante (dipende dalla scelta di φ0, ma non da ϕ).
Possiamo generalizzare tale problema considerando la ricerca della pri-
mitiva di una distribuzione. Limitiamoci al caso di tutta la retta reale
unidimensionale (negli altri casi sara` facile generalizzare i risultati).
Teo. 7.11 Sia S ∈ D′(R) allora esiste sempre una distribuzione T di
classe D′(R), detta primitiva di S la cui derivata coincide con S:
T ′ = S , (7.43)
e due diverse primitive differiscono per una costante.
Dim. 7.11 Da quanto visto in precedenza risulta ovvio che due eventuali
primitive devono differire per una costante:
T ′1 = S , T
′
2 = S =⇒
d
dx
(T1 − T2) = 0 ,
=⇒ T1 − T2 = C .
Consideriamo quindi il problema dell’esistenza. Se ϕ ∈ C∞0 (R), sappiamo che
T deve soddisfare:
〈T ′ , ϕ 〉 = 〈S , ϕ 〉
〈T , ϕ′ 〉 = −〈S , ϕ 〉
per cui sappiamo come agisce T su ogni funzione ψ a integrale nullo (per la
quale esiste una primitiva ϕ su cui sappiamo far agire la distribuzione −S).
Operiamo di nuovo una scelta di una funzione φ0 ∈ C∞0 (R) con integrale
unitario. ∫
R
φ0(x) dx = 1 ,
allora, data una funzione ϕ arbitraria, abbiamo che:
ψ(x) = ϕ(x)− φ0(x)
∫
R
ϕ(ξ) dξ
e` a integrale nullo e:
ϕ(x) = ψ(x) + φ0(x)
∫
R
ϕ(ξ) dξ = ψ(x) + λφ0(x) ,
L’azione di T su ψ e` esprimibile tramite l’azione di S su una sua primitiva.
Costruiamo una primitiva della funzione ψ:
χ(x) =
∫ x
−∞
ψ(ξ) dξ =
∫ x
−∞
ϕ(ξ) dξ −
∫ x
−∞
φ0(y) dy
∫ +∞
−∞
ϕ(ξ) dξ
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che risulta di classe C∞0 . Quindi, data la funzione arbitraria ϕ, costruiamo la
funzione χ come sopra (per cui dipende da ϕ) e abbiamo:
〈T , ϕ 〉 = −〈S , χ 〉+ 〈T , φ0 〉
∫
R
ϕ(ξ) dξ = −〈S , χ 〉+ C
∫
R
ϕ(ξ) dξ ,
con C costante arbitraria per l’arbitrarieta` di φ0. Per mostrare che la costru-
zione ha senso, dobbiamo mostrare che la relazione sopra definisce una vera
distribuzione, cioe` un funzionale lineare e continuo. La linearita` e` ovvia in
quanto la costruzione fatta:
ϕ −→ χ −→ 〈T , ϕ 〉
e` stata condotta mediante operazioni lineari. Per la continuita` supponiamo
di avere una successione ϕj ∈ C∞0 (R) con:
ϕj
D−→
j→∞
0 ,
allora chiaramente si ha: ∫
R
ϕj(x) dx −→
j→∞
0 ,
ed esiste un compatto K, che possiamo assumere coincidente con un inter-
vallo del tipo [−A,A ], che contiene i supporti di tutte le funzioni ϕj e della
funzione φ0. Le funzioni χj costruite tramite le funzioni ϕj corrispondenti,
risultano anch’esse una successione convergente a zero. Infatti abbiamo:
|χj(x)| ≤ 2A
{
sup
|x|≤A
|ϕj(x)|+ sup
|ξ|≤A
|φ0(ξ)| sup
|x|≤A
|ϕj(x)|
}
−→
j→∞
0(
d
dx
)k
χj(x) =
(
d
dx
)k−1
ϕj(x)−
(
d
dx
)k−1
φ0(x)
∫
R
ϕ(ξ) dξ −→
j→∞
0
per ogni ordine di derivazione k. Poiche` per ipotesi S e` una distribuzione,
〈S , χj 〉−→ 0 per j →∞ e:
〈T , ϕj 〉 −→
j→∞
0 .
Rimanendo sempre nel campo delle primitive possiamo vedere una sem-
plice equazione differenziale in senso distribuzionale.
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Teo. 7.12 Sia I un intervallo aperto della retta reale e siano α ∈ C∞(I),
β ∈ C(I) assegnate. Allora ogni soluzione T ∈ D′(I) dell’equazione:
dT
dx
+ α(x)T = β(x) , (7.44)
e` una distribuzione di tipo funzione.
Dim. 7.12 Supponiamo dapprima α = 0. Allora l’equazione:
dT
dx
= β ,
ammette una distribuzione T come soluzione. D’altra parte poiche` β e` una
funzione continua, ammette una primitiva η =
∫ x
a
mβ(ξ) dξ a sua volta conti-
nua che definisce quindi una distribuzione di tipo funzione Tη la cui derivata
distribuzionale coincide con la derivata ordinaria β. Poiche`, a meno di una
costante, la primitiva e` unica:
T = Tη + C
con C (distribuzione) costante. Pertanto la soluzione T e` di tipo funzione.
Supponiamo ora, piu` in generale, α 6= 0 (la consideriamo di classe C∞
per poterla moltiplicare per la distribuzione T ). Sia x0 ∈ I e per ogni x ∈ I
consideriamo la funzione:
σ(x) = e
R x
x0
α(ξ) dξ
.
Chiaramente abbiamo che anche σ e` di classe C∞ e:
dσ(x)
dx
= α(x)σ(x) .
Consideriamo una soluzione T ∈ D′(Rn) dell’equazione differenziale e consi-
deriamo:
d
dx
(σ T ) =
dσ
dx
T + σ
dT
dx
= ασT + σ(β − αT ) = σβ .
Pertanto la distribuzione:
S = σ T
risulta una distribuzione di tipo funzione, primitiva di σ β e quindi anche T :
T = S e
− R xx0 α(ξ) dξ ,
risulta di tipo funzione.
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7.3.1 Alcune distribuzioni notevoli.
Vogliamo fare ora qualche esempio importante di distribuzioni. Consideriamo
per semplicita` esempi unidimensionali di distribuzioni definite su tutta la
retta reale (Ω = R).
Esempio 7.11 Trovare tutte le soluzioni T ∈ D′(R) dell’equazione:
xT = 0 ∀ x ∈ R . (7.45)
Poiche´ f(x) = x risulta una funzione di classe C∞, l’equazione precedente
equivale a dire che:
〈T , xϕ 〉 = 0 ∀ ϕ ∈ C∞0 (R) ,
ma noi dobbiamo determinare l’azione diretta di T su una qualsiasi funzione
ϕ senza che questa sia fattorizzata necessariamente con un fattore x. Non
possiamo neanche usare la relazione:
ϕ(x) = x
ϕ(x)
x
,
in quanto ϕ(x)
x
in generale non e` piu` di classe C∞ per l’eventuale singolarita`
nell’origine. Chiaramente la distribuzione δ di Dirac soddisfa l’equazione in
quanto:
〈 δ , x ϕ 〉 = (xϕ(x))|x=0 = 0 ,
qualsiasi sia la funzione (continua) ϕ. Vogliamo mostrare che, a meno di una
costante, la δ individua tutte le soluzioni.
Sia φ0 ∈ C∞0 (R) fissata, con l’unica condizione:
φ0(0) = 1 ,
e consideriamo una qualsiasi ϕ ∈ C∞0 (R):
ϕ(x)− ϕ(0)φ0(x) = ϕ(x)− ϕ(0)− ϕ(0) (φ0(x)− 1)
=
∫ 1
0
dτ
d
dτ
ϕ(τ x)− ϕ(0)
∫ 1
0
dτ
d
dτ
φ0(τ x)
= x
∫ 1
0
dτ [ϕ′(τ x)− ϕ(0)φ′0(τ x)] = xψ(x) .
Abbiamo quindi estratto un fattore esplicito x e ψ, essendo ottenuta da fun-
zioni C∞ (le funzioni derivate di ϕ e φ0 sono ancora di classe C∞) mediante
integrazione su un intervallo limitato, e` ancora di classe C∞. Essendo il primo
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membro una funzione a supporto compatto anche ψ risulta a supporto com-
patto (se consideravamo semplicemente la differenza ϕ(x)− ϕ(0) si perdeva
la proprieta` del supporto compatto):
ϕ(x) = ϕ(0)φ0(x) + xψ(x) , ψ ∈ C∞0 (R)
〈T , ϕ 〉 = ϕ(0) 〈T , φ0 〉+ 〈T , xψ 〉
= 〈 δ , ϕ 〉 〈T , φ0 〉 .
ma 〈T , φ0 〉 risulta una costante (dipendente dalla scelta di φ0, ma non da
ϕ) per cui l’azione di T su una qualsiasi ϕ equivale, a parte la costante,
all’azione della δ:
T = C δ . (7.46)
Questo esempio banale mostra che la condizione:
α(x)T = 0 , α ∈ C∞ ,
non implica necessariamente T = 0. Per avere cio` e` necessarrio supporre che
α non si annulli mai in alcun punto reale.
Esempio 7.12 Consideriamo ora la distribuzione di tipo funzione:
T = ln |x| , (7.47)
cioe` la distribuzione individuata dalla funzione localmente sommabile ln |x|,
e chiediamoci quale sia la sua derivata in senso distribuzionale. Notiamo che
la derivata in senso ordinario 1
x
non e` piu` localmente sommabile per cui non
puo` definire una distribuzione. Abbiamo:
〈
dT
dx
, ϕ
〉
= −〈T , ϕ′ 〉 = −
∫ +∞
−∞
ln |x|ϕ′(x) dx ,
dove l’integrale esiste in quanto ϕ′ e` continua e a supporto compatto, per
cui l’integrazione e` eseguita in realta` su un sottoinsieme limitato della retta
reale (in un intorno dell’origine il logaritmo e` integrabile). Vogliamo potere
integrare per parti, ma prima dobbiamo trattare bene la singolarita` pre-
sente nell’origine, considerando l’integrale come un limite di integrali senza
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singolarita`:〈
dT
dx
, ϕ
〉
= − lim
→0
∫
|x|>
ln |x|ϕ′(x) dx
= − lim
→0
[(ln ) (ϕ()− ϕ(−))] + lim
→0
∫
|x|>
(ln |x|)′ ϕ(x) dx
= − lim
→0
[
( ln )
ϕ()− ϕ(−)

]
+ lim
→0
∫
|x|>
ϕ(x)
x
dx
= lim
→0
∫
|x|>
ϕ(x)
x
dx ,
dove abbiamo usato la regolarita` della funzione ϕ nell’origine per eliminare
il primo limite.
Il limite rimasto, la cui convergenza e` garantita dall’esistenza della deri-
vata distribuzionale di ln |x|, definisce la parte principale dell’integrale:
P
∫ ∞
−∞
ϕ(x)
x
dx = lim
→0
∫
|x|>
ϕ(x)
x
dx . (7.48)
Notiamo che la funzione ϕ(x)
x
non e` in generale integrabile in un intorno
dell’origine (a meno che ϕ non tenda a zero almeno come x) ma la parte
principale dell’integrale esiste ed e` finita grazie alla regolarita` di ϕ. Infatti
possiamo scrivere:
P
∫ ∞
−∞
ϕ(x)
x
dx = lim
→0
(∫ ∞

ϕ(x)
x
dx+
∫ −
−∞
ϕ(x)
x
dx
)
= lim
→0
∫ ∞

ϕ(x)− ϕ(−x)
x
dx =
∫ ∞
0
ϕ(x)− ϕ(−x)
x
dx
dove abbiamo portato l’estremo di integrazione a 0 in quanto ϕ ∈ C∞0 (R):
ϕ(x)− ϕ(−x)
x
−→
x→0
2ϕ′(0) ,
per cui l’integrando non e` singolare nell’origine.
Tale integrale definisce quindi una distribuzione in D′(R) e si scrive, con
significato distribuzionale:
d
dx
ln |x| = P
(
1
x
)
. (7.49)
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Esempio 7.13 Vediamo un altro esempio notevole. Consideriamo, con  > 0,
le distribuzioni di tipo funzione:
T = ln(x± i ) , (7.50)
dove consideriamo la determinazione principale del logaritmo (z ∈ C):
ln(z) = ln |z|+ i arg(z) , −pi < arg(z) < pi . (7.51)
(poniamo un “taglio” lungo il semiasse reale negativo, al di fuori del qua-
le la determinazione scelta del logaritmo definisce una funzione analitica).
Con  finito, le funzioni considerate risultano di classe C∞(R), quindi local-
mente sommabili e possono essere considerate delle ottime distribuzioni le cui
derivate in senso distribuzionale coincidono con le derivate in senso ordinario:
d
dx
ln(x± i ) = 1
x± i  =
d
dx
ln |x± i |+ i d
dx
arg(x± i ) .
Possiamo ora sfruttare il fatto che la derivata in senso distribuzionale e`
una operazione continua da D′ a D′. Abbiamo:
arg(x+ i ) −→
→0+

0 x > 0 ,
pi x < 0
arg(x− i ) −→
→0+

0 x > 0 ,
−pi x < 0
arg(x± i ) D′−→
→0+
±pi θ(−x) = ±pi (1− θ(x)) ,
ln |x± i | D′−→
→0+
ln |x| ,
per cui in senso distribuzionale:
lim
→0+
1
x± i  = P
(
1
x
)
∓ i pi δ(x) . (7.52)
Vogliamo ora discutere come approssimare la δ di Dirac con funzioni re-
golari. Abbiamo visto a suo tempo come questa azione sia compiuta sostan-
zialmente dalle successioni regolarizzanti. Infatti sappiamo che se ϕ ∈ C0(∞)
e ρj e` una successione regolarizzante allora ρj ∗ ϕ−→ϕ in Lp(Rn) quindi,
essendo ρj ∗ ϕ di classe C∞0 , la convergenza e` puntuale e valida ovunque. In
particolare nell’origine abbiamo:∫
Rn
ρj(y)ϕ(y) dy −→
j→∞
ϕ(0) ,
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per cui, viste come distribuzioni, le funzioni ρj convergono alla δ di Dirac:
ρj
D′−→
j→∞
δ .
Per le successioni regolarizzanti abbiamo pero` delle richieste molto forti
(supporto compatto, positivita`, regolarita`) e, in pratica si hanno funzioni
senza queste caratteristiche per le quali si puo` sempre affermare che conver-
gano alla δ al tendere verso un limite di qualche parametro. Vogliamo percio`
stabilire delle condizioni meno restrittive sotto le quali garantire una conver-
genza (in senso distribuzionale) alla δ di Dirac. Formuleremo il criterio in n
dimensioni per mantenere una certa generalita`, ma daremo poi solo esempi
unidimensionali per semplicita`.
Vediamo prima come generalizzare a n dimensioni il fatto che la δ risulta
la derivata di una distribuzione “a gradino”. Definiamo la seguente funzione
in Rn:
θ(x1, x2, . . . , xn) =

1 xk > 0 ∀ k ,
0 altrove,
(7.53)
allora si ha (in senso distribuzionale):(
n∏
k=1
∂
∂xk
)
θ = δ . (7.54)
Tale relazione e` verificabile mediante un calcolo diretto:〈
n∏
k=1
∂
∂xk
θ , ϕ
〉
= (−1)n
〈
θ ,
n∏
k=1
∂
∂xk
ϕ
〉
= (−1)n
∫
{xk>0}
∂1 · · · ∂n ϕ(x1, . . . , xn) dx1 · · · dxn
= −(−1)n
∫
{xk>0}
∂2 · · · ∂n ϕ(0, x2, . . . , xn) dx2 · · · dxn
= (−1)2nϕ(0, . . . , 0) = ϕ(0)
= 〈 δ , ϕ 〉 .
Vediamo ora il risultato sulla convergenza alla δ.
Teo. 7.13 Sia {fm} una successione di funzioni L1loc(Rn) e continue con
le seguenti proprieta`:
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1) Per ogni polirettangolo D0 esiste una costante C(D0) tale che
sup
D⊆D0
∣∣∣∣∫
D
fm(x) dx
∣∣∣∣ < C(D0) <∞ (7.55)
cioe` l’integrale risulta finito in maniera uniforme rispetto alla regio-
ne di integrazione (a patto che questa rimanga limitata) e rispetto
all’indice m della successione.
2) Per ogni polirettangoloD che non abbia l’origine sulla frontiera (cioe`
0 /∈ ∂D) si ha:
lim
m→∞
∫
D
fm(x) dx =

1 0 ∈ D
0 0 /∈ D
(7.56)
Allora, considerando le funzioni fm come distribuzioni:
fm
D′−→
m→∞
δ (7.57)
Dim. 7.13 Sia A > 0 prefissato, e definiamo le funzioni continue e derivabili:
Fm(x) =
∫
{−A<ξk<xk}
fm(ξ) dξ ,
la cui derivata rispetto a tutte le variabili coincide (per la continuita` di fm)
con fm. Allora, per la seconda proprieta`:
Fm(x) −→
m→∞

1 xk > 0 ∀ k
0 xk < 0 per qualche k
Inoltre, per ogni compatto K, la prima proprieta` ci garantisce che
sup
x∈K
|Fm(x)| ≤ C(K) <∞
indipendentemente da m. Fm definisce quindi una distribuzione di tipo
funzione, e posso passare il limite sotto il segno di integrale (per Lebesgue):
〈Fm , ϕ 〉 =
∫
Rn
Fm(x)ϕ(x) dx −→
m→∞
∫
{xk>0}
ϕ(x) dx ,
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cioe`:
Fm
D′−→
m→∞
θ
e operando la derivata rispetto a tutte le variabili:
fm =
∂n
∂x1 · · · ∂xnFm
D′−→
m→∞
∂n
∂x1 · · · ∂xn θ = δ .
Esempio 7.14 Come esempi di applicazione di tale risultato ad una dimensione
abbiamo la validita` dei seguenti limiti in senso distribuzionale:
fλ(x) =
1
piλ
1− cos(λx)
x2
−→
λ→∞
δ (7.58)
f(x) =
1
pi

x2 + 2
−→
→0
δ (7.59)
f(x) =
1
2
√
pi
e−
x2
4 −→
→0
δ (7.60)
fλ(x) =
∫ λ
−λ
ei ξ x
2pi
dξ =
1
pi
sin(λx)
x
−→
λ→∞
δ (7.61)
L’ultimo esempio, che risulta tra l’altro il piu` complicato da verificare a causa
della non positivita` e non sommabilita`, e` spesso citato nei testi di fisica come:∫ ∞
−∞
ei ξ x dξ = 2pi δ(x) ,
che sembra assurdo in quanto l’onda piana non e` integrabile su tutta la
retta reale. Il vero significato di tale formula e` da intendersi come il limite
precedente in senso distribuzionale.
7.4 Convoluzione e distribuzioni.
Abbiamo visto in precedenza il prodotto di convoluzione tra due funzioni:
(f ∗ g)(x) =
∫
Rn
f(x− y) g(y) dy =
∫
Rn
f(y) g(x− y) dy .
Se f ∈ L1loc(Rn) il secondo integrale puo` essere visto come l’azione di una
distribuzione di tipo funzione Tf applicata alla funzione g(x− y) vista come
funzione della variabile y, e se g e` regolare sappiamo che anche il risultato e`
regolare. Questa lettura suggerisce la definizione del prodotto di convoluzione
tra una distribuzione e una funzione di classe C∞0 (Rn).
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Def. 7.12 Sia ϕ ∈ C∞0 (Rn), poniamo:
ϕx(y) = ϕ(x− y) , (7.62)
e definiamo la convoluzione di T ∈ D′(Rn) con ϕ nella seguente maniera:
(T ∗ ϕ)(x) = 〈T , ϕx 〉 . (7.63)
Analogamente possiamo dire che se ϕ ∈ C∞(Rn) (non necessariamente a
supporto compatto) e T ∈ E′(Rn) (cioe` a supporto compatto), l’applicazione
di T a ϕx risulta ben definita per cui possiamo usare la stessa definizione per
il prodotto di convoluzione T ∗ ϕ.
Possiamo chiederci quali siano le caratteristiche di tale prodotto di con-
voluzione. Essendo ϕ molto regolare anche T ∗ ϕ lo e`:
Teo. 7.14 Se T ∈ D′(Rn) e ϕ ∈ D(Rn), allora T ∗ ϕ ∈ C∞(Rn). Lo
stesso e` vero se T ∈ E′(Rn) e ϕ ∈ E(Rn). In ogni caso vale la regola:
Dα(T ∗ ϕ) = T ∗ (Dαϕ) = (DαT ) ∗ ϕ , (7.64)
con α multiindice e dove (Dαϕ) e` da intendersi come derivata ordinaria,
mentre (DαT ) e` da intendersi in senso distribuzionale.
Dim. 7.14 Per semplificare le notazioni consideriamo il caso unidimensionale
(il caso n-dimensionale risultera` una ovvia generalizzazione). Poniamo:
f(x) = (T ∗ ϕ)(x) = 〈T , ϕx 〉 ,
e consideriamo la differenza:
f(x+ h)− f(x) = 〈T , ϕx+h − ϕx 〉 .
Abbiamo:
ϕ(z + h)− ϕ(z)− h d
dz
ϕ(z) =
∫ 1
0
dt (1− t)
(
d
dt
)2
ϕ(z + th)
= h2
∫ 1
0
dt (1− t)(D2ϕ)(z + th) = h2 ψh(z)
dove ψh(z), appartiene alla stessa classe funzionale di ϕ. Essendo infatti
ϕ di classe C∞ posso tranquillamente derivare sotto il segno di integrale
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(l’integrazione in t avviene su un intervallo limitato in cui l’integrando e`
derivabile con continuita` e limitato):
Dαψh(z) =
∫ 1
0
dt (1− t) (Dα+2ϕ)(z + th) ,
e l’uguaglianza precedente ci dice che, essendo ϕ(z + h) e ϕ(z) a supporto
compatto, lo e` anche ψh(z). Otteniamo allora:
f(x+ h)− f(x) = h 〈T , (ϕ′)x 〉+ h2 〈T , (ψh)x 〉 ,
ma la continuita` di T (in D o E) comporta che per un compatto K si abbia
la maggiorazione:
| 〈T , (ψh)x 〉 | ≤ C
∑
|α|≤m
sup
K
|Dαψh(x− y)| ,
e in base all’espressione precedente Dαψh e` limitata:
|Dαψh(z)| ≤ sup
z∈K′
∣∣Dα+2ϕ(z)∣∣ ∫ 1
0
dt (1− t) = 1
2
sup
z∈K′
∣∣Dα+2ϕ(z)∣∣
con K ′ compatto opportuno (tale da contenere tutti i punti z + th, con
z ∈ K e h in un prefissato intorno dell’origine). Quindi, con h in un intorno
dell’origine:
f(x+ h)− f(x) = h 〈T , (ϕ′)x 〉+O(h2) ,
e otteniamo il differenziale di f(x):
〈T , (ϕ′)x 〉 ,
che definisce la derivata. Il procedimento puo` essere iterato, per cui la
convoluzione e` di classe C∞ e:
Dα f(x) = 〈T , (Dαϕ)x 〉 =
〈
T , (−1)α
(
d
dy
)α
ϕx
〉
= 〈DαT , ϕx 〉 ,
da cui le uguaglianze del teorema facilmente generalizzabili a Rn.
Osservazione. Possiamo affermare qualcosa anche riguardo al supporto della
convoluzione:
Supp(T ∗ ϕ) ⊆ Supp(T ) + Supp(ϕ) , (7.65)
dove se A e B sono due insiemi, poniamo:
A+B = {z = x+ y ; x ∈ A, y ∈ B} ,
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che risulta ovviamente chiuso se A e B sono chiusi.
Supponiamo x /∈ Supp(T ) + Supp(ϕ), allora
(x− Supp(ϕ))
⋂
Supp(T ) = ∅ ,
Supp(ϕx)
⋂
Supp(T ) = ∅ ,
(T ∗ ϕ)(x) = 〈T , ϕx 〉 = 0 ,
ed essendo il complementare di Supp(T )+Supp(ϕ) aperto cio` e` identicamente
vero in tutto un intorno di x, e anche le derivate di T ∗ ϕ si annullano in
tale intorno.
Notiamo che e` necessario (per avere una definizione valida in generale di
prodotto di convoluzione) che almeno uno dei due oggetti, T oppure ϕ, sia a
supporto compatto. Se poi entrambi sono a supporto compatto, allora anche
T ∗ ϕ e` a supporto compatto.
Osservazione. Se T ∈ D′(Rn) e ϕ ∈ C∞0 (Rn) allora T ∗ ϕ ∈ C∞(Rn) quindi
localmente sommabile e ha senso considerare il prodotto di convoluzione:
(T ∗ ϕ) ∗ ψ
quando ψ ∈ C∞0 (Rn). Lo stesso dicasi per il prodotto:
T ∗ (ϕ ∗ ψ) ,
in quanto sappiamo che ϕ ∗ ψ ∈ C∞0 (Rn) e in questo caso si ha:
(T ∗ ϕ) ∗ ψ = T ∗ (ϕ ∗ ψ) . (7.66)
Analogamente si ha la stessa relazione quando T ∈ E′(Rn) ed una almeno
delle due funzioni sono di classe C∞0 (in tal caso abbiamo solo ϕ ∗ ψ ∈ C∞(Rn)
per cui dobbiamo richiedere la compattezza del supporto della distribuzione
T . Il prodotto di convoluzione T ∗ ϕ puo` essere visto sia come distribuzione
in D′ (di tipo funzione) oppure come una funzione ordinaria che a sua volta
viene convoluta con ψ.
La relazione (7.66) puo` essere letta (usando notazioni non rigorose) come:∫
Rn
〈T (z) , ϕ(x− y − z) 〉 ψ(y) dy =
〈
T (z) ,
∫
Rn
ϕ(x− z − y)ψ(y) dy
〉
dove gli integrandi sono sempre di classe C∞(Rn) per cui gli integrali possono
essere considerati integrali di Riemann, cioe` limiti di somme di Riemann.
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La convergenza in senso distribuzionale di tali somme e` poi garantita dalla
continuita` della distribuzione T .
Vediamo ora come estendere la definizione di prodotto di convoluzione tra
due distribuzioni. Consideriamo il prodotto di convoluzione tra due funzioni
f ∗ g. Questo risulta una funzione che, sotto opportune condizioni, puo`
definire una distribuzione di tipo funzione (in D′(Rn) oppure E′(Rn)) tramite
l’integrale:∫
Rn
dx (f ∗ g)(x)ϕ(x) =
∫
Rn
dx
∫
Rn
dyf(x− y) g(y)ϕ(x)
=
∫
Rn
dx
∫
Rn
dyf(x) g(y)ϕ(x+ y) ,
dove abbiamo supposto lecito un opportuno cambio di variabili. Questo puo`
essere visto come un caso particolare della definizione:
〈T ∗ S , ϕ 〉 = 〈T (x) , 〈S(y) , ϕ(x+ y) 〉 〉 , (7.67)
dove abbiamo messo in evidenza le variabili su cui “agiscono” le distribuzioni
(S agisce su ϕ(x+ y) come funzione di y, ed in seguito T agisce sul risultato
come funzione di x). Il problema di tale definizione e` costituito dai supporti
dei vari oggetti.
Se prendiamo S ∈ D′(Rn) e ϕ ∈ D(Rn), allora il prodotto di convolu-
zione S ∗ ϕ e` di classe C∞, e definisce un elemento di E(Rn) per cui posso
considerare il prodotto di convoluzione T ∗ (S ∗ ϕ) con T ∈ E′(Rn):
(T ∗ (S ∗ ϕ))(z) = 〈T (x) , (S ∗ ϕ)(z − x) 〉
= 〈T (x) , 〈S(y) , ϕ(z − x− y) 〉 〉 .
Introducendo la funzione:
ϕˇ(x) = ϕ(−x) , (7.68)
la definizione precedente puo` essere letta come:
〈T ∗ S , ϕ 〉 = (T ∗ (S ∗ ϕˇ))(0) (7.69)
e risulta ben definita (si puo` dimostrare la continuita` come funzionale). Lo
stesso discorso vale quando S ∈ E′(Rn), ϕ ∈ D(Rn) (in questo modo il
prodotto di convoluzione S ∗ ϕ ∈ D(Rn) e T ∈ D′(Rn). Il prodotto T ∗ S
risulta ben definito quando almeno una delle due distribuzioni e` a supporto
compatto.
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Def. 7.13 Siano T ed S due distribuzioni di cui almeno una e` a supporto
compatto. Il prodotto di convoluzione T ∗ S e` la distribuzione in D′(Rn)
definita da:
〈T ∗ S , ϕ 〉 = 〈T (x) , 〈S(y) , ϕ(x+ y) 〉 〉
(7.70)
= (T ∗ (S ∗ ϕˇ))(0) , ϕ ∈ C∞0 ,
con ϕˇ definita dalla relazione (7.68).
Notiamo che dalla simmetria rispetto a x e y della definizione possiamo
dire che, quando il prodotto di convoluzione esiste:
T ∗ S = S ∗ T , (7.71)
e, ragionando sui supporti abbiamo:
Supp(T ∗ S) ⊆ Supp(T ) + Supp(S) . (7.72)
In particolare otteniamo che T ∗ S e` a supporto compatto se entrambe le
distribuzioni sono a supporto compatto. La proprieta` commutativa puo` es-
sere estesa anche al prodotto di convoluzione tra una distribuzione T ed una
funzione ϕ definendo, per convenzione:
ϕ ∗ T = T ∗ ϕ (7.73)
Esempio 7.15 la distribuzione δ di Dirac agisce come elemento neutro rispetto
al prodotto di convoluzione:
〈T ∗ δ , ϕ 〉 = 〈T (x) , 〈 δ(y) , ϕ(x+ y) 〉 〉
= 〈T (x) , ϕ(x) 〉 = 〈T , ϕ 〉 ,
cioe`:
T ∗ δ = δ ∗ T = T . (7.74)
Le regole di derivazione della convoluzione continuano a valere:
Dα(T ∗ S) = (DαT ) ∗ S = T ∗ (DαS) , (7.75)
e sono verificabili direttamente dalla definizione.
In generale possiamo costruire prodotti di convoluzione multipli di k og-
getti ricorsivamente ma occorre che almeno k − 1 di questi siano a supporto
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compatto, e in questo caso vale anche la proprieta` associativa. Conside-
riamo ad esempio tre distribuzioni T , S, U (di cui almeno due a supporto
compatto), abbiamo:
〈T ∗ (S ∗ U) , ϕ 〉 = 〈T (x) , 〈 (S ∗ U) , ϕ(x+ y) 〉 〉
= 〈T (x) , 〈S(y) , 〈U(z) , ϕ(x+ y + z) 〉 〉 〉
= 〈 (T ∗ S)(x) , 〈U(z) , ϕ(x+ z) 〉 〉
= 〈 (T ∗ S) ∗ U , ϕ 〉 .
Osservazione. Se la condizione sui supporti non e` verificata si puo` andare
incontro a conseguenze spiacevoli. Consideriamo la seguente catena di ugua-
glianze:
1 = 1 ∗ δ = 1 ∗ (δ ∗ δ) = 1 ∗ (δ ∗ θ′)
= 1 ∗ ( δ′ ∗ θ) = (1 ∗ δ′) ∗ θ = (1 ∗ δ′) ∗ θ
= (1 ∗ δ)′ ∗ θ = 1′ ∗ θ = 0 ∗ θ
= 0 .
chiaramente assurda.
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Capitolo 8
Trasformate di Fourier.
La trasformata di Fourier e` una operazione matematica che ad una funzione
f : Rn −→ C associa una nuova funzione formalmente tramite l’operazione:
(F f)(ξ) = f˜(ξ) =
1
(2pi)
n
2
∫
Rn
e−i ξ·x f(x) dx , (8.1)
dove con ξ · x indichiamo il prodotto scalare ordinario di due vettori di Rn.
Ovviamente tale operazione ha senso solo se l’integrazione e` possibile e ve-
dremo sotto quali condizioni cio` e` vero e la definizione e` ben posta. L’impor-
tanza della trasformazione di Fourier risiede nelle sue proprieta` algebriche e
nella possibilita` di estendere la sua definizione ad una opportuna classe di
distribuzioni.
Assieme alla definizione precedente possiamo anche considerare la defini-
zione (sempre quando risulta ben definita):
(F f)(ξ) =
1
(2pi)
n
2
∫
Rn
ei ξ·x f(x) dx = f˜(−ξ) . (8.2)
che chiameremo, per distinguerla dalla precedente, la trasformata di Fourier
coniugata oppure antitrasformata di Fourier. Ovviamente tutte le conclusioni
che trarremo per la trasformata (diretta) risulteranno valide per la coniugata,
in quanto la scelta del segno nell’esponenziale e` arbitraria, come pure la scelta
del fattore di normalizzazione (una volta operata una scelta convenzionale
bisogna pero` mantenerla coerentemente).
8.1 La trasformata di Fourier di funzioni or-
dinarie.
Se consideriamo funzioni sommabili l’integrale di Fourier risulta ben definito
(il fattore esponenziale e` a modulo unitario) e possiamo vedere subito alcune
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proprieta`.
Teo. 8.1 Sia f ∈ L1(Rn). Allora l’integrale di Fourier (F f)(ξ) esiste per
ogni ξ ∈ Rn e definisce una funzione f˜ : Rn−→C che gode delle seguenti
proprieta`:
i) f˜ = F f e` uniformemente continua.
ii) f˜(ξ) tende a 0 per ξ →∞:
lim
|ξ|→∞
f˜(ξ) = 0 . (8.3)
iii) f˜ e` limitata dalla norma in L1 di f :
‖F f‖∞ ≤ 1
(2pi)
n
2
‖f‖1 . (8.4)
Dim. 8.1 La seconda affermazione costituisce l’enunciato del lemma di Rie-
mann-Lebesgue visto in precedenza per cui possiamo limitarci ai rimanen-
ti punti. L’ultima affermazione risulta una immediata conseguenza della
sommabilita` della funzione f :
|f˜(ξ)| ≤ 1
(2pi)
n
2
∫
Rn
|f(x)| dx = 1
(2pi)
n
2
‖f‖1 .
Per vedere la continuita` della trasformata di Fourier consideriamo la
differenza:
f˜(ξ + h)− f˜(ξ) = 1
(2pi)
n
2
∫
Rn
f(x) e−i ξ·x
(
e−i h·x − 1) dx .
Per h→ 0 l’integrando si annulla per la continuita` dell’esponenziale, per cui
se possiamo passare il limite sotto il segno di integrale risulta verificata la
continuita` di f˜ . Abbiamo la maggiorazione uniforme ed integrabile:∣∣f(x) e−i ξ·x (e−i h·x − 1)∣∣ ≤ 2 |f(x)| ,
pertanto possiamo applicare Lebesgue e:
|f˜(ξ + h)− f˜(ξ)| −→
h→0
0 .
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L’uniforme continuita` puo` essere vista ora come conseguenza della uniformita`
in ξ della maggiorazione ottenuta. Infatti abbiamo anche
|f˜(ξ + h)− f˜(ξ)| ≤ 1
(2pi)
n
2
∫
Rn
|f(x)| ∣∣e−i h·x − 1∣∣ dx−→
h→0
0
indipendentemente da ξ. In alternativa l’uniformita` puo` essere vista come
conseguenza della continuita`, della limitatezza e del fatto che f˜(ξ) tende a
zero per ξ →∞.
Se ora consideriamo due funzioni f, g ∈ L1(Rn) allora le loro trasformate
di Fourier F f , F g sono limitate per cui possiamo considerare gli integrali:∫
Rn
f(x) (F g)(x) dx =
∫
Rn
∫
Rn
e−i ξ·x f(x) g(ξ) dξ dx∫
Rn
(F f)(ξ) g(ξ) dξ =
∫
Rn
∫
Rn
e−i ξ·x f(x) g(ξ) dx dξ
che differiscono fra loro solo per l’ordine di integrazione. Ma l’integrando
verifica: ∣∣e−i ξ· f(x) g(ξ)∣∣ = |f(x)| |g(ξ)| ,
che e` sommabile su Rn×Rn, per cui possiamo applicare il teorema di Fubini
e scambiare l’ordine di integrazione. Quindi i due integrali, con la sola ipotesi
di sommabilita` delle due funzioni f e g, risultano uguali.
Teo. 8.2 Siano f, g ∈ L1(Rn). Allora vale la relazione:∫
Rn
f(x) (F g)(x) dx =
∫
Rn
(F f)(ξ) g(ξ) dξ . (8.5)
La relazione: ∫
Rn
f(x) g˜(x) dx =
∫
Rn
f˜(x) g(x) dx .
puo` essere letta in senso distribuzionale. Se f ∈ L1(Rn) sappiamo che f
definisce una distribuzione (di tipo funzione). Lo stesso vale per f˜ , in quanto,
essendo limitata e continua, risulta di classe L1loc(Rn). Se consideriamo una
funzione ϕ ∈ C∞0 (Rn), allora, a maggior ragione, ϕ ∈ L1(Rn) e vale:∫
Rn
f(x) ϕ˜(x) dx =
∫
Rn
f˜(x)ϕ(x) dx .
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Ma il problema e` costituito dal fatto che nulla ci garantisce che, data una
funzione di classe C∞0 (Rn), la sua trasformata di Fourier, pur essendo definita,
risulti ancora della stessa classe. In particolare non abbiamo nessuna infor-
mazione sul supporto. La trasformata di Fourier non fa passare da D(Rn) a
D(Rn). Lo stesso problema si puo` presentare con le funzioni di classe L1(Rn),
la cui trasformata di Fourier, pur essendo ben definita, potrebbe non essere
piu` di classe L1, come mostrato nel seguente esempio.
Esempio 8.1 Consideriamo, ad una dimensione, la funzione caratteristica
dell’intervallo reale [−1, 1]:
f = χ[−1,1] .
Abbiamo:
f˜(ξ) =
1√
2pi
∫ +1
−1
e−i ξ x dx
=
1√
2pi
e−i ξ − ei ξ
−i ξ =
√
2
pi
sin ξ
ξ
,
che risulta integrabile ma non sommabile (il suo valore assoluto ha un in-
tegrale divergente). Notiamo inoltre che abbiamo perso la compattezza del
supporto.
Torniamo a considerare una funzione ϕ ∈ C∞0 (Rn). L’integrale di Fourier:
ϕ˜(ξ) =
1
(2pi)
n
2
∫
Rn
e−i ξ·x ϕ(x) dx ,
puo` essere calcolato anche quando ξ e` complesso, ξ ∈ Cn. In questo caso il
fattore esponenziale:
e−i ξ·x
non e` piu` un semplice fattore di fase, ma il fatto che ϕ risulta a supporto
compatto (x rimane sempre reale) compensa le eventuali “bizze” del fattore
esponenziale. Per chiarire questo fatto consideriamo il caso unidimensionale
e consideriamo la funzione (complessa di variabile complessa):
z −→
∫
R
e−i z xϕ(x) dx .
Sappiamo che:
N∑
j=0
(−i z)j
j!
xj ϕ(x) −→
N→∞
e−i z x ϕ(x) ,
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e se tale limite lo possiamo portare fuori dall’integrale otteniamo uno sviluppo
in serie di potenze di ϕ˜(z). Dobbiamo trovare una maggiorazione uniforme
(in N) e sommabile della serie:∣∣∣∣∣
N∑
j=0
(−i z)j
j!
xj ϕ(x)
∣∣∣∣∣ ≤
N∑
j=0
|z|j
j!
|x|j |ϕ(x)| ≤ e|z| |x| |ϕ(x)| .
La sommabilita` e` garantita dalla compattezza del supporto della funzione ϕ.
Pertanto: ∫
R
e−i z xϕ(x) dx =
∞∑
j=0
(−i z)j
j!
∫
R
xj ϕ(x) dx
risulta una funzione sviluppabile in serie di potenze di z (convergente per
ogni z ∈ C) e quindi analitica.
La trasformata di Fourier di una funzione C∞0 puo` quindi essere vista
come la restrizione all’asse reale di una funzione analitica. Questo comporta
immediatamente che il suo supporto non puo` piu` essere compatto, ma deve
necessariamente coincidere con tutto l’asse reale. E` un risultato noto dalla
teoria delle funzioni analitiche che se l’insieme degli zeri di una funzione
analitica ammette dei punti di accumulazione (come e` nel caso in cui si
annulli in tutto un intervallo della retta reale), allora la funzione e` nulla
ovunque.
Il ragionamento fatto ad una dimensione puo` essere ripetuto a n dimen-
sioni considerando una variabile alla volta (abbiamo solo un appesantimento
delle notazioni). In conclusione, lo spazio delle funzioni C∞0 non e` uno spazio
adatto per leggere l’equazione (8.5) in senso distribuzionale. A tale scopo
occorre costruire uno spazio invariante per trasformate di Fourier e fare in
modo che si preservi la continuita` per poter definire poi i funzionali lineari e
continui.
8.1.1 Funzioni a decrescenza rapida.
Durante la discussione del lemma di Riemann-Lebesgue abiamo visto sostan-
zialmente che per una funzione ϕ di classe C∞0 (Rn) vale la relazione:∣∣∣∣ξα ∫
Rn
e−i ξ·x ϕ(x) dx
∣∣∣∣ ≤ ‖Dα ϕ‖1 .
con α multiindice arbitrario. Questo comporta non solo che la trasformata
di Fourier di una tale funzione tende a zero all’infinito ma che vi tende
anche molto rapidamente, piu` velocemente di quasiasi potenza. Questo ha
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portato alla definizione delle cosidette funzioni a decrescenza rapida. Tale
classe di funzioni, indicate con il simbolo S(Rn) (o semplicemente S) dal
nome del matematico Schwartz che le ha introdotte negli anni ’40, e` definita
nel seguente modo.
Def. 8.1 Lo spazio S = S(Rn), detto delle funzioni a decrescenza rapida o
spazio di Schwartz, e` costituito dalle funzioni ϕ di classe C∞(Rn) tali che
per ogni multiindice α e multiindice β valga:
sup
x∈Rn
∣∣xαDβ ϕ(x)∣∣ <∞ , (8.6)
(cioe` l’estremo superiore, che dipendera` da α e β esiste ed e` finito).
Cioe` la funzione ϕ e tutte le sue derivate devono tendere a zero piu` ra-
pidamente di qualsiasi potenza (oltre ad essere estremamente regolari). Un
esempio tipico di funzione a decrescenza rapida e` costituito dalla gaussiana:
e−x
2
,
mentre ad esempio la lorentziana:
1
1 + x2
,
pur decrescendo a zero, non vi tende abbastanza rapidamente.
Osservazione. Una funzione di classe C∞0 risulta chiaramente anche a decre-
scenza rapida (il supporto compatto e la regolarita` garantiscono l’esistenza
del’estremo superiore), inoltre possiamo affermare, insiemisticamente, che:
C∞0 (Rn) ⊂ S(Rn) ⊂ L1(Rn) . (8.7)
La seconda inclusione e` conseguenza della decrescenza rapida. Se ϕ ∈ S,
allora per ogni intero N e multiindice β esiste una costante CN,β tale che:
(1 + |x|2)N ∣∣Dβ ϕ(x)∣∣ ≤ CN,β ,
per cui: ∣∣Dβ ϕ(x)∣∣ ≤ CN,β
(1 + |x|2)N ,
che risulta sommabile operando una scelta abbastanza grande per N (2N >
n). Quindi non solo ϕ e` sommabile, ma anche tutte le sue derivate. Allo
stesso modo si puo` vedere che ϕ ∈ Lp(Rn) per ogni p con 1 ≤ p ≤ ∞.
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Poiche` topologicamente le funzioni C∞0 sono dense in L
p (con la topologia
di Lp) otteniamo anche la densita` di S in Lp.
Vediamo ora che la scelta dello spazio funzionale e` ben posta ai fini della
trasformazione di Fourier. Sia f ∈ S e poniamo:
f˜(ξ) =
∫
Rn
dx
(2pi)
n
2
e−i ξ·x f(x) ,
vogliamo mostrare che anche f˜ e` indefinitamente derivabile e tutte le sue
derivate tendono rapidamente a zero. Consideriamo la differenziabilita`:
f˜(ξ + δ)− f˜(ξ) =
∫
Rn
dx
(2pi)
n
2
(
e−iδ·x − 1) e−i ξ·x f(x)
=
∫
Rn
dx
(2pi)
n
2
(
e−iδ·x − 1 + i δ · x) e−i ξ·x f(x)
+
∫
Rn
dx
(2pi)
n
2
(−i δ · x) e−i ξ·x f(x) ,
Se riusciamo a provare che:
ω(δ) =
1
|δ|
∫
Rn
dx
(2pi)
n
2
(
e−iδ·x − 1 + i δ · x) e−i ξ·x f(x) −→
δ→0
0
allora l’espressione: ∫
Rn
dx
(2pi)
n
2
x e−i ξ·x f(x)
costituisce il differenziale di f˜(ξ) e fornisce le derivate di f˜ .
Se eseguiamo una maggiorazione brutale del resto della serie:∣∣e−iδ·x − 1 + i δ · x∣∣ ≤ ∞∑
j=2
|δ · x|
j!
= e|δ·x| − 1− |δ · x| ,
anche se δ → 0, nell’integrazione non riusciamo a compensare la crescita
esponenziale con la decrescenza rapida di f . Occorre procedere con maggiore
cautela.
ei α − 1− i α =
∫ 1
0
(1− t) dt
(
d
dt
)2
ei α t
= −α2
∫ 1
0
dt (1− t) ei α t =⇒
∣∣ei α − 1− i α∣∣ ≤ |α|2 ∫ 1
0
dt (1− t) = |α|
2
2
,
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con α reale. Pertanto:
ω(δ) ≤ 1
2|δ|
∫
Rn
dx
(2pi)
n
2
|f(x)|(δ · x)2
≤ |δ|
2
∫
Rn
dx
(2pi)
n
2
|f(x)| |x|2 −→
|δ|→0
0
essendo l’integrale finito e indipendente da δ. Abbiamo quindi verificato la
differenziabilita` e:
∂
∂ξj
f˜(ξ) =
∫
Rn
dx
(2pi)
n
2
(−i xj) e−i ξ·x f(x) , j = 1, 2, . . . , n .
Sostanzialmente abbiamo mostrato di poter derivare sotto il segno di integrale
e che la derivate di f˜ sono a loro volta delle trasformate di Fourier di funzioni
in S (un fattore polinomiale moltiplicativo non altera ovviamente l’apparte-
nenza a S). Il ragionamento puo` quindi essere iterato indefinitamente per cui
f˜ ∈ C∞(Rn) e in generale abbiamo l’importante relazione:
Dα (F f) = F ((−ix)α f) .
Vediamo ora cosa succede moltiplicando per una variabile ξj, con j =
1, 2, . . . , n. Mediante una integrazione per parti (f e` di classe C∞(Rn) e si
annulla all’infinito):
ξj f˜(ξ) =
∫
Rn
dx
(2pi)
n
2
ξj e
−i ξ·x f(x)
=
∫
Rn
dx
(2pi)
n
2
(
i
d
dxj
e−i ξ·x
)
f(x)
=
∫
Rn
dx
(2pi)
n
2
e−i ξ·x
(
−i df(x)
dxj
)
.
per cui abbiamo ancora la trasformata di Fourier di una funzione in S.
Iterando il ragionamento otteniamo in generale:
ξα (F f) = F((−iD)α f) .
Combinando le due regole ottenute:
ξαDβ(F f) = ξα F((−i x)β f) = F [(−iD)α ((−i x)β f)] .
ed in particolare, essendo la trasformata di Fourier limitata:∣∣ξαDβ(F f)(ξ)∣∣ ≤Mαβ <∞ .
In questo modo otteniamo che la trasformata di Fourier di una funzione in S
e` ancora in S:
F : S −→ S .
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8.1.2 Formula di inversione.
Abbiamo visto che se f, g ∈ L1(Rn) abbiamo:∫
Rn
(F f)(ξ) g(ξ) dξ =
∫
Rn
f(ξ) (F g)(ξ) dξ .
Se potessimo scegliere g in maniera tale che (F g)(ξ) = δ(ξ − x), avremmo
una formula del tipo:
f(x) =
∫
Rn
(F f)(ξ) g(ξ) dξ ,
che esprimerebbe una funzione f quando e` nota la sua trasformata di Fourier
F f . Purtroppo sappiamo che non esiste una funzione del tipo richiesto,
ma possiamo approssimare bene la δ con funzioni ordinarie. Si potrebbe
pensare di usare una successione regolarizzante ma il problema in questo
caso e` costituito dal supporto compatto che non e` garantito in generale.
Vediamo quindi di lavorare con funzioni di classe S e assumiamo che g sia
del tipo:
g(y) = ei y·x ϕ(y) ,
con ϕ ∈ S. Il fattore esponenziale di classe C∞ e limitato non cambia la
classe di apprtenenza e abbiamo:
(F g)(ξ) =
∫
Rn
dy
(2pi)
n
2
e−i ξ·y ei x·y ϕ(y) = (F ϕ)(ξ − x) ,
e per ogni ϕ ∈ S:∫
Rn
dξ (F f)(ξ) ei ξ·x ϕ(ξ) =
∫
Rn
dξ f(ξ) (F ϕ)(ξ − x) .
Consideriamo ora la funzione ϕ(y) = ϕ( y) al posto di ϕ(y), con  positivo,
ma piccolo:
(F ϕ)(ξ) =
∫
Rn
dy
(2pi)
n
2
e−iξ·y ϕ( y)
=
1
n
∫
Rn
d( y)
(2pi)
n
2
e−i
ξ

·( y)ϕ( y)
=
1
n
∫
Rn
dy
(2pi)
n
2
e−i
ξ

·yϕ(y) =
1
n
(F ϕ)
(
ξ

)
,
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Quindi, se f ∈ L1(Rn) e ϕ ∈ S(Rn):∫
Rn
(F f)(ξ) ei x·ξϕ( ξ) dξ =
∫
Rn
f(ξ) (F ϕ)
(
ξ − x

)
dξ
n
=
∫
Rn
f(x+  ξ)(F ϕ)(ξ) dξ ,
dove abbiamo operato un semplice cambio di variabile ξ−x

−→ ξ. Vediamo
ora di far tendere  a zero portando il limite dentro le integrazioni. Nel primo
integrale abbiamo:
(F f)(ξ) ei ξ·x ϕ(x) −→
→0
ϕ(0) (F f)(ξ) ei ξ·x ,∣∣(F f)(ξ) ei ξ·x ϕ(x)∣∣ ≤ |(F f)(ξ)| sup
z∈Rn
|ϕ(z)| ,
per cui possiamo far passare il limite all’interno dell’integrale se assumiamo
come ipotesi che F f ∈ L1(Rn) (oltre alla ipotesi f ∈ L1(Rn)).
Nell’ultimo integrale la sola ipotesi di appartenenza a L1(Rn) non e` in
generale sufficiente, ma abbiamo bisogno di un “briciolo” di continuita` sulla
funzione f per poter portare il limite dentro la funzione stessa. Abbiamo:
|f(x+  ξ) (F ϕ)(ξ)| ≤ sup
z∈Rn
|f(z)| |(F ϕ)(ξ)| ,
per cui se assumiamo f limitata e continua possiamo applicare Lebesgue, e
portare il limite entro l’argomento di f . Verificate tali ipotesi abbiamo:
ϕ(0)
∫
Rn
(F f)(ξ) eiξ·x dξ = f(x)
∫
Rn
(F ϕ)(ξ) dξ .
Operando ora una scelta di una funzione ϕ, possiamo esplicitare una formula
di inversione. Prendiamo come funzione in S la gaussiana:
G(x) = e−
x2
2 , x2 = x · x =
n∑
k=1
x2k , (8.8)
e calcoliamo esplicitamente la sua trasformata di Fourier:
G˜(ξ) =
1
(2pi)
n
2
∫
Rn
e−i ξ·x−
x2
2 dx .
Il calcolo di tale integrale e` ricondotto al calcolo unidimensionale, per cui
possiamo considerare n = 1. Abbiamo:
G˜(0) =
1√
2pi
∫ ∞
−∞
e−
x2
2 dx = 1 .
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Poiche` la gaussiana e` regolare e a decrescenza rapida, possiamo derivare sotto
il segno di integrale:
G˜′(ξ) =
1√
2pi
∫
Rn
(−ix) e−i ξ·x−x
2
2 dx
=
1√
2pi
∫
Rn
e−i ξ·x
(
i
d
dx
e−
x2
2
)
dx
=
−i√
2pi
∫
Rn
(
d
dx
e−i ξ·x
)
e−
x2
2 dx
= −ξ 1√
2pi
∫
Rn
e−i ξ·x−
x2
2 dx = −ξ G˜(ξ) .
Il problema di Cauchy (a variabili separabili):
G˜′(ξ) = −ξ G˜(ξ) ,
G˜(0) = 1 ,
ammette come unica soluzione:
G˜(ξ) = e−
ξ2
2 , (8.9)
cioe` la trasformata di Fourier di una gaussiana e` ancora una gaussiana (con
la scelta fatta dei parametri abbiamo nel nostro caso la stessa gaussiana di
partenza). Inoltre abbiamo:∫ ∞
−∞
G˜(ξ) dξ =
√
2pi .
Tornando a n dimensioni otteniamo la formula di inversione:
f(x) =
1
(2pi)
n
2
∫
Rn
ei ξ·x (F f)(ξ) dξ = (F (F f))(x) , (8.10)
valida se f ∈ L1(Rn), F f ∈ L1(Rn), f continua e limitata. Scambiando i
ruoli di ξ e −ξ, nelle medesime ipotesi abbiamo:
f(x) = (F (F f))(x) , (8.11)
per cui possiamo dire che in opportune condizioni la trasformata di Fourier
e la sua coniugata esprimono l’una la trasformazione inversa dell’altra.
Se consideriamo una funzione ϕ ∈ S allora F ϕ ∈ S, ϕ e` continua e
limitata, per cui sono verificate le condizioni per la validita` della formula di
inversione:
FF ϕ = ϕ ,
FF ϕ = ϕ ,
∀ ϕ ∈ S .
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Questo comporta che F : S−→ S risulta iniettiva e suriettiva. L’iniettivita`
deriva da FF ϕ = ϕ:
F ϕ = 0 =⇒ ϕ = F (F ϕ) = F (0) = 0 .
La suriettivita` deriva da FF ϕ = ϕ. Infatti, questa relazione ci dice che ϕ
risulta l’immagine, secondo F di F ϕ ∈ S.
Possiamo anche introdurre una nozione di continuita` in S per la trasfor-
mata di Fourier, definendo una nozione di convergenza per le successioni di
funzioni in S.
Def. 8.2 Una successione di funzioni ϕj ∈ S, j ∈ N, e` detta convergente
in S ad una funzione ϕ di classe S, se e solo se per ogni multiindici α, β si
ha:
sup
x∈Rn
∣∣xαDβ ϕj(x)− xαDβ ϕ(x)∣∣−→
j→∞
0 , (8.12)
cioe` xαDβ ϕj converge uniformemente a x
αDβ ϕ. In questo caso si usano
le notazioni:
ϕj
S−→
j→∞
ϕ , S- lim
j→∞
ϕj = ϕ . (8.13)
Possiamo allora verificare la continuita` (per successioni) della trasformata
di Fourier F come applicazione lineare da S a S, cioe` che:
ϕj
S−→
j→∞
0 ϕ˜j
S−→
j→∞
0 .
Abbiamo visto che:
sup
ξ∈Rn
∣∣ξαDβ ϕ˜j(ξ)∣∣ ≤ 1
(2pi)
n
2
∫
Rn
∣∣Dα (xβ ϕj(x))∣∣ dx
=
1
(2pi)
n
2
∫
Rn
(1 + |x|2)m ∣∣Dα (xβ ϕj(x))∣∣
(1 + |x|2)m dx
≤ sup
x∈Rn
∣∣(1 + |x|2)mDα (xβ ϕj(x))∣∣ 1
(2pi)
n
2
∫
Rn
1
(1 + |x|2)m dx
con m sufficientemente grande (l’ultimo integrale risulta una costante indi-
pendente da ϕj). Pertanto:
ϕ˜j
S−→
j→∞
0 .
Possiamo riassumere tutti i risultati sin qui ottenuti per la trasformata
di Fourier in S.
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Teo. 8.3 La trasformata di Fourier F : S−→ S gode delle seguenti
proprieta`.
1) Costituisce una trasformazione lineare e continua, ed in particolare
si ha:
Dα (F ϕ) = F((−i x)α ϕ) , (8.14)
xα (F ϕ) = F((−iD)α ϕ) , (8.15)
per ogni multiindice α e ϕ ∈ S.
2) La trasformata di Fourier risulta 1 − 1 e suriettiva su S, quin-
di invertibile e con l’inversa data dalla trasformata coniugata o
antitrasformata F:
FF ϕ = ϕ ,
FF ϕ = ϕ ,
∀ ϕ ∈ S . (8.16)
8.1.3 Trasformate di Fourier in L2.
Abbiamo visto che se f, g ∈ L1(Rn) allora e` valida la relazione:∫
Rn
(F f)(ξ) g(ξ) dξ =
∫
Rn
f(ξ) (F g)(ξ) dξ ,
e, se ϕ, ψ ∈ S possiamo usare la suriettivita` della trasformata di Fourier e
scrivere: ∫
Rn
(F ϕ)(ξ) (F ψ)(ξ) dξ =
∫
Rn
(F (F ϕ))(ξ)ψ(ξ) dξ .
D’altra parte il complesso coniugato della trasformata di Fourier e` diretta-
mente valutabile come antitrasformata della funzione complessa coniugata:
(F ϕ)(ξ) =
1
(2pi)
n
2
∫
Rn
ei ξ·x ϕ(x) dx = (F ϕ)(ξ) ,
e di conseguenza:∫
Rn
(F ϕ)(ξ) (F ψ)(ξ) dξ =
∫
Rn
ϕ(x)ψ(x) dx .
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Che esprime la conservazione del prodotto scalare in L2(Rn). Sappiamo
inoltre che:
C∞0 (Rn) ⊂ S(Rn) ⊂ L2(Rn) ,
per cui possiamo vedere S come sottoinsieme denso di L2(Rn) (C∞0 (Rn) e` un
sottoinsieme denso in L2(Rn)). La trasformata di Fourier F e` continua con
la topologia di S e conserva il prodotto scalare e la norma in L2(Rn):
〈F ϕ , F ψ 〉L2 = 〈ϕ , ψ 〉L2 ,
‖F ϕ‖2 = ‖ϕ‖2 ,
per cui risulta continua anche secondo la topologia di L2(Rn):
ϕj
L2−→
j→∞
0 =⇒ F ϕj L
2−→
j→∞
0 .
Essendo la trasformazione lineare F continua in un sottoinsieme denso, puo`
essere estesa con continuita` a tutto lo spazio di Hilbert L2(Rn) mantenendo
la stessa norma operatoriale:
F : L2(Rn) −→ L2(Rn) ,
e risulta unitaria. Per mostrare quest’ultima affermazione occorre mostrare
che conserva il prodotto scalare ed e` suriettiva. Se f, g ∈ L2(Rn) possiamo
approssimarle con successioni di elementi di S:
ϕj
L2−→
j→∞
f , ψj
L2−→
j→∞
g , ϕj, ψj ∈ S ,
e, per definizione di estensione continua:
F ϕj
L2−→
j→∞
F f , F ψj
L2−→
j→∞
F g .
Inoltre:
〈F ϕj , F ψj 〉L2 = 〈ϕj , ψj 〉L2 ,
e la continuita` del prodotto scalare comporta la conservazione del prodotto
scalare:
〈F f , F g 〉L2 = 〈 f , g 〉L2 , f, g ∈ L2(Rn) , (8.17)
nota come relazione di Plancherel.
La suriettivita` e` conseguenza della suriettivita` in S. Se f ∈ L2(Rn):
f = lim
j→∞
ϕj , ϕj ∈ S ,
ϕj = F ψj , ψj ∈ S .
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le funzioni ψj formano una successione di Cauchy:
‖ψk − ψl‖2 = ‖F ψk − F ψl‖2 = ‖ϕk − ϕl‖2 −→
k,l→∞
0 ,
quindi convergenti ad un elemento g ∈ L2(Rn), e per continuita`:
F g = lim
j→∞
F ψj = lim
j→∞
ϕj = f .
Possiamo quindi concludere affermando che la trasformata di Fourier F
costituisce una trasformazione unitaria da L2(Rn) a L2(Rn):
F : L2(Rn) −→ L2(Rn) ,
con:
F† = F−1 = F . (8.18)
Osservazione. La definizione di trasformata di Fourier tramite l’integrale (8.1)
non e` piu` valida in generale in tutto L2(Rn), ma dobbiamo ricorrere alla
definizione come estensione continua da S a L2(Rn). Lo stesso discorso vale
per la sua inversa F definita anch’essa in generale come estensione continua
della antitrasformata di funzioni in S.
Osservazione. Abbiamo detto che le proprieta` di F e F sono le stesse. Pos-
siamo vedere inoltre che applicare due volte la trasformata di Fourier (ad
esempio in S) riporta alla funzione originaria ma riflessa:
(FF ϕ)(ξ) = (FF ϕ)(−ξ) = ϕ(−ξ) .
8.2 Distribuzioni temperate.
Con la nozione di convergenza data nell’insieme funzionale S, la trasformata
di Fourier risulta continua. La medesima nozione di convergenza permette di
verificare la continuita` o meno dei funzionali lineari definiti sull’insieme S por-
tando in maniera naturale alla costruzione delle corrispondenti distribuzioni,
dette temperate.
Def. 8.3 L’insieme dei funzionali lineari e continui sull’insieme S costi-
tuisce l’insieme delle distribuzioni temperate indicato con il simbolo S′ o
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S′(Rn). Diremo quindi che un funzionale lineare:
T : S −→ C
definisce una distribuzione temperata di S′ se:
ϕj
S−→
j→∞
0 =⇒ 〈T , ϕj 〉 −→
j→∞
0 . (8.19)
La solita relazione:∫
Rn
(F f)(ξ) g(ξ) dξ =
∫
Rn
f(ξ) (F g)(ξ) dξ ,
valida per funzioni in L1(Rn), suggerisce di estendere la definizione di tra-
sformata di Fourier alle distribuzioni temperate. Se T ∈ S′ definiamo F T
tramite la relazione:
〈F T , ϕ 〉 = 〈T , F ϕ 〉 , ∀ ϕ ∈ S . (8.20)
La definizione risulta ben posta in quanto la trasformata di Fourier di una
funzione in S e` ancora in S e risulta una applicazione continua, per cui:
ϕj −→
j→∞
0 =⇒ F ϕj −→
j→∞
0 =⇒ 〈T , F ϕj 〉 −→
j→∞
0 ,
e la trasformata F T ∈ S′ (lineare e continua).
La trasformata di Fourier risulta quindi definita sempre per ogni distri-
buzione in S′ e si vede facilmente che e` una trasformazione continua da S′
a S′. Come sempre diremo che una successione Tj di distribuzioni converge
ad una distribuzione T se 〈Tj , ϕ 〉 converge a 〈T , ϕ 〉 per ogni funzione ϕ.
Allora, in base alla definizione:
Tj
S′−→
j→∞
0 =⇒ 〈F Tj , ϕ 〉 = 〈Tj , F ϕ 〉 −→ 0
=⇒ F Tj −→
j→∞
0 .
Possiamo allora affermare che:
F : S′ −→ S′ (8.21)
con continuita`.
Anche per le distribuzioni temperate si possono definire le operazioni
elementari di moltiplicazione per una funzione di classe C∞ e di derivazione
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nella stessa maniera in cui erano state definite nell’insieme D′(Ω). Inoltre
sappiamo che in S valgono le regole:
(F (Dα ϕ))(ξ) = (iξ)α (F ϕ)(ξ) ,
Dα(F ϕ)(ξ) = (F (−ix)α ϕ) (ξ) ,
e queste continuano a valere anche in S′ come conseguenza diretta delle
definizioni:
(F (Dα T )) = (iξ)α (F ϕ)(ξ) , (8.22)
Dα(F T ) = (F (−ix)α T ) , (8.23)
Lasciamo al lettore come esercizio la verifica di tali proprieta`.
Analogamente alla trasformata F T di una distribuzione T puo` essere
definita l’antitrasformata F T , e risulta facile verificare che la relazione:
FF = FF = 1 . (8.24)
vale anche in S′ come conseguenza della sua validita` in S.
Insiemisticamente si ha:
D(Rn) ⊂ S(Rn) ⊂ E(Rn) ,
e si mostra facilmente che la convergenza in D implica la convergenza in S
e a sua volta la convergenza in S implica la convergenza in E. Questo, per
dualita` comporta che:
E′(Rn) ⊂ S′(Rn) ⊂ D′(Rn) .
Vogliamo ora chiarire la struttura delle distribuzioni temperate, special-
mente quando queste sono di tipo funzione. La corrispondenza:
ϕ −→
∫
Rn
f(x)ϕ(x) dx ,
con f ∈ L1loc(Rn) definisce una distribuzione in D′(Rn) quando ϕ ∈ C∞0 (Rn).
Se consideriamo ϕ ∈ S non abbiamo piu` il supporto compatto e non e` piu`
sufficiente che f ∈ L1loc(Rn) per avere una distribuzione temperata.
Consideriamo allora f ∈ Lp(Rn), con 1 ≤ p ≤ ∞. Poiche` S ⊂ Lq(Rn)
per ogni q con 1 ≤ q ≤ ∞, possiamo invocare la disugueglianza di Ho¨lder
quando ϕ ∈ S: ∣∣∣∣∫
Rn
f(x)ϕ(x) dx
∣∣∣∣ ≤ ‖f‖p ‖ϕ‖q ,
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con:
1
p
+
1
q
= 1 .
Se q <∞ abbiamo:
(‖ϕ‖q)q =
∫
Rn
|ϕ(x)|q dx
≤ sup
x∈Rn
(1 + |x|2)m |ϕ(x)|q
∫
Rn
dx
(1 + |x|2)m ,
con m abbastanza grande per avere la convergenza dell’integrale. Se ϕ
S−→ 0
allora l’estremo superiore precedente tende a zero e f ∈ Lp(Rn) definisce una
distribuzione temperata.
Se q =∞ allora abbiamo direttamente:
‖ϕ‖∞ = sup
x∈Rn
|ϕ(x)| ,
per cui anche quando f ∈ L1(Rn) risulta definita una distribuzione tempe-
rata.
Possiamo pero` considerare anche altri casi. Se f e` una funzione misurabile
a crescenza al piu` polinomiale, cioe` se possimo determinare una costante
C > 0 e un intero k tali che:
|f(x)| ≤ C (1 + |x|)k ∀ x ∈ Rn .
allora: ∣∣∣∣∫
Rn
f(x)ϕ(x) dx
∣∣∣∣ ≤ ∫
Rn
∣∣∣∣ f(x)(1 + |x|)k (1 + |x|)k ϕ(x)
∣∣∣∣ dx
≤ sup
x∈Rn
(1 + |x|)k+n+1 |ϕ(x)|
sup
x∈Rn
|f(x)|
(1 + |x|)k
∫
Rn
dx
(1 + |x|)n+1 .
per cui f definisce una distribuzione temperata di tipo funzione. Non pos-
siamo pero` andare oltre la crescita polinomiale. Ad esempio la funzione ex
2
non definisce una distribuzione temperata in quanto la crescita esponenziale
supera in generale la decrescenza rapida delle funzioni ϕ assieme alle quali e`
integrata.
Nel caso particolare di funzioni in L2(Rn) allora Tf ∈ S′ e possiamo
cosiderare la sua trasformata di Fourier sia in senso distribuzionale che in
senso ordinario. Esse coincidono:
F (Tf ) = T(F f) .
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Infatti:
〈F Tf , ϕ 〉 = 〈Tf , F ϕ 〉 =
∫
Rn
f(x) (F ϕ)(x) dx
=
∫
Rn
(F f)(x)ϕ(x) = 〈TF f , ϕ 〉 .
Vediamo qualche esempio di calcolo della trasformata di Fourier di una
distribuzione.
Esempio 8.2 Consideriamo la distribuzione δ di Dirac relativa ad un punto
a ∈ Rn:
〈 δa , ϕ 〉 = ϕ(a) ,
(si puo` vedere che la relazione sopra definisce una distribuzione in S′), e
calcoliamo la sua trasformata di Fourier:
〈F δa , ϕ 〉 = 〈 δa , F ϕ 〉 = (F ϕ)(a)
=
1
(2pi)
n
2
∫
Rn
e−i a·x ϕ(x) dx = 〈Tu , ϕ 〉 ,
con Tu distribuzione di tipo funzione determinato dalla funzione:
u(x) =
1
(2pi)
n
2
e−i a·x ,
chiaramente di classe C∞(Rn). Possiamo allora dire che la trasformata di
Fourier della δ e` un’onda piana:
F δa =
1
(2pi)
n
2
e−i a·x , (8.25)
da intendersi come distribuzione. Nel caso a = 0 otteniamo che la trasformata
di Fourier della δ relativa all’origine e` una distribuzione costante:
F δ =
1
(2pi)
n
2
.
Esempio 8.3 Consideriamo la trasformata di Fourier della derivata della δa
dell’esempio precedente.
〈FDα δa , ϕ 〉 = 〈 (i x)α F δa , ϕ 〉 = 〈 (ix)α Tu , ϕ 〉 .
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per cui, in senso distribuzionale:
(FDα δa)(x) = (i x)
α e
−i a·x
(2pi)
n
2
. (8.26)
Pertanto otteniamo in particolare, per a = 0, che i polinomi risultano la
trasformata di Fourier di combinazioni lineari di derivate della δ:
(FDα δ)(x) =
(i x)α
(2pi)
n
2
. (8.27)
ed essendo la trasformata di Fourier invertibile in S′ abbiamo anche il vice-
versa. La trasformata di Fourier di un polinomio risulta espresso tramite la δ
e le sue derivate. Infatti, applicando ulteriormente la trasformata di Fourier:
(F xα) = (2pi)
n
2 (iD)α δ , (8.28)
valida ovviamente solo in senso distribuzionale. In senso ordinario la trasfor-
mata di Fourier di un polinomio non esiste affatto.
Esempio 8.4 Vogliamo calcolare la trasformata di Fourier della distribuzione
temperata definita dalla funzione (in R) θ di Heaviside. In senso ordinario
la trasformata di Fourier non esiste in quanto il corrispondente integrale
diverge. Allora consideriamo la funzione:
θ(x) e− x ,  > 0 ,
questa risulta in L1(R) e possiamo calcolare la trasformata di Fourier in senso
ordinario:
(F θ e− x)(ξ) =
∫ ∞
0
e−(+i ξ)x
dx√
2pi
=
1√
2pi
1
+ i ξ
.
Osserviamo ora che, grazie al teorema di Lebesgue, abbiamo:
lim
→0+
∫
R
θ(x) e− x ϕ(x) dx =
∫
R
θ(x)ϕ(x) dx ,
per ogni ϕ ∈ S. Questo significa che:
θ e− x S
′−→
→0+
θ ,
e quindi, essendo la trasformata di Fourier continua in S′:
F
(
θ e− x
) −→
→0+
F θ .
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pertanto, passando al limite:
1
+ i ξ
=
−i
ξ − i  −→→0+ −i P
(
1
ξ
)
+ pi δ(ξ) .
(F θ)(ξ) =
i√
2pi
P
(
1
ξ
)
+
√
pi
2
δ(ξ)
La tecnica usata per determinare questa trasformata di Fourier viene usa-
ta spesso. sfruttando le proprieta` di continuita` della trasformata di Fourier
si cerca di approssimare l’oggetto di cui si vuole la trasformata di Fourier
con funzioni ordinarie di cui si conosca con facilita` la trasformata.
8.2.1 Trasformate di Fourier di convoluzioni.
Abbiamo visto che il prodotto di convoluzione:
(ϕ ∗ ψ)(x) =
∫
Rn
ϕ(x− y)ψ(y) dy ,
risulta ben definito se ϕ ∈ Ck0(Rn) e ψ ∈ L1loc(Rn) e il questo caso si ha che
ϕ ∗ ψ ∈ Ck(Rn) e:
Dα (ϕ ∗ ψ) = (Dα ϕ) ∗ ψ .
Possiamo allora studiare il comportamento in S del prodotto di convoluzione
notando che l’integrale sopra e` ben definito per funzioni di S.
Teo. 8.4 Se consideriamo due funzioni ϕ, ψ ∈ S(Rn) allora il prodotto di
convoluzione (ϕ ∗ ψ)(x) risulta ben definito per ogni x ∈ Rn e definisce
una funzione ancora di classe S. Inoltre valgono le seguenti regole per la
trasformata di Fourier:
F (ϕ ∗ ψ) = (2pi)n2 (F ϕ) (F ψ) , (8.29)
F (ϕψ) =
1
(2pi)
n
2
(F ϕ) ∗ (F ψ) , (8.30)
cioe` il prodotto di convoluzione si trasforma in un prodotto ordinario
mediante la trasformata di Fourier e viceversa.
Dim. 8.4 Si dimostra prima che ϕ ∗ ψ ∈ C∞, quindi che decresce rapidamen-
te a zero. Poiche` tale dimostrazione ripercorre lo stesso procedimento gia`
360 CAPITOLO 8. TRASFORMATE DI FOURIER.
visto altre volte la tralasciamo e passiamo direttamente ad una verifica delle
proprieta` rispetto alla trasformata di Fourier.
(F (ϕ ∗ ψ))(ξ) = 1
(2pi)
n
2
∫
Rn
dx e−i ξ·x (ϕ ∗ ψ)(x)
=
1
(2pi)
n
2
∫
Rn
dx e−i ξ·x
∫
Rn
dy ϕ(x− y)ψ(y)
=
1
(2pi)
n
2
∫
Rn
dx
∫
Rn
dy e−i ξ·(x−y) e−i ξ·y ϕ(x− y)ψ(y) ,
poiche` le due funzioni ϕ e ψ sono a decrescenza rapida e sommabili, cioe` in
L1(Rn), il loro prodotto e` sommabile in Rn×Rn e possiamo applicare Fubini
cambiando l’ordine di integrazione:
(F (ϕ ∗ ψ))(ξ) = 1
(2pi)
n
2
∫
Rn
dy e−i ξ·y ψ(y)
∫
Rn
dx e−i ξ·(x−y) ϕ(x− y)
=
1
(2pi)
n
2
∫
Rn
dy e−i ξ·y ψ(y)
∫
Rn
dx e−i ξ·x ϕ(x)
= (2pi)
n
2 (F ϕ)(ξ) (F ψ)(ξ) .
Pertanto risulta vrificato che:
F (ϕ ∗ ψ) = (2pi)n2 (F ϕ) (F ψ) .
Analogamente (cambiando ξ in −ξ) si puo` vedere che la stessa regola vale
per la trasformata coniugata F:
F (ϕ ∗ ψ) = (2pi)n2 (F ϕ) (F ψ) .
Usando ora la formula di inversione ed il risultato precedente applicato
alle funzioni F ϕ, e F ψ (arbitrarie al pari di ϕ e ψ essendo F suriettiva in S):
(F ϕ) ∗ (F ψ) = FF ((F ϕ) ∗ (F ψ)) = (2pi)n2 F ((FF ϕ) (FF ψ)) ,
F (ϕψ) =
1
(2pi)
n
2
(F ϕ) ∗ (F ψ) ,
e per simmetria:
F (ϕψ) =
1
(2pi)
n
2
(F ϕ) ∗ (F ψ) .
Sapendo che il prodotto di convoluzione risulta definito anche per le di-
stribuzioni quando almeno una risulta a supporto compatto, ha interesse
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studiare il comportamento della trasformata di Fourier di una distribuzione
a supporto compatto (ricordiamo che E′ ⊂ S′).
In precedenza avevamo visto un esempio di trasformata di Fourier di una
distribuzione a supporto compatto (la δ di Dirac) e questa risultava una
distribuzione di tipo funzione molto regolare. Questa proprieta` e` estendibile
a tutte le distribuzioni a supporto compatto.
Teo. 8.5 Sia T ∈ E′ allora, considerando T come distribuzione temperata,
la sua trasformata di Fourier e` ben definita e risulta una distribuzione di
tipo funzione, analitica ed esprimibile come:
(F T )(ξ) =
1
(2pi)
n
2
〈
T (x) , e−i ξ·x
〉
, (8.31)
dove abbiamo messo in evidenza su quale variabile agisce la distribuzione
T applicata alla funzione esponenziale. Inoltre, a conferma del carattere
di distribuzione temperata, tale funzione risulta a crescita polinomiale.
Dim. 8.5 Si tratta di “leggere” attentamente la definizione di trasformata di
Fourier per una distribuzione a supporto compatto:
〈F T , ϕ 〉 = 〈T , F ϕ 〉 = 1
(2pi)
n
2
〈
T (x) ,
∫
Rn
dξ e−i ξ·x ϕ(ξ)
〉
=
1
(2pi)
n
2
〈 〈
T (x) , e−i ξ·x
〉
, ϕ(ξ)
〉
,
considerando che la funzione e−i ξ·x risulta di classe C∞ sulla quale si puo` far
agire la distribuzione T . La funzione:
F (ξ) =
〈
T (x) , e−i ξ·x
〉
,
e` chiaramente ben definita per ogni ξ e di classe C∞ in quanto sviluppabile
in serie di potenze di ξ:
F (ξ) =
〈
T (x) ,
∞∑
k=0
(−iξ · x)k
k!
〉
=
∞∑
k=0
1
k!
〈
T (x) , (−i ξ · x)k 〉 .
Abbiamo sfruttato il fatto che una distribuzione temperata e` continua per
estrarre la sommatoria dall’azione della distribuzione. L’analiticita` e` conse-
guenza della validita` della relazione sopra anche quando ξ e` considerata una
variabile complessa in Cn.
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Vediamo ora la crescita polinomiale. Essendo T ∈ E′ sappiamo che esiste
un compatto K, e le costanti C, m tali che:
| 〈T , ϕ 〉 | ≤ C
∑
|α|≤m
sup
x∈K
|Dα ϕ(x)| ,
per cui nel nostro caso abbiamo:
|F (ξ)| ≤ C
(2pi)
n
2
∑
|α|≤m
sup
x∈K
sup
x∈K
∣∣(−i ξ)α e−i ξ·x∣∣
≤ C
(2pi)
n
2
∑
|α|≤m
|ξ|α .
Vediamo ora che la proprieta` della trasformata di Fourier per il prodotto
di convoluzione vale anche per le distribuzioni. Notiamo che il prodotto di
convoluzione S ∗ T con S ∈ S′ e T ∈ E′ risulta ben definito come distribuzione
in S′ in base alla definizione:
〈S ∗ T , ϕ 〉 = 〈S(x) , 〈T (y) , ϕ(x+ y) 〉 〉 , (8.32)
in quanto abbiamo visto che l’azione di T risulta di classe C∞ e si puo` vedere
che risulta una funzione a decrescenza rapida.
Teo. 8.6 Sia S ∈ S′(Rn), T ∈ E′(Rn). Allora il prodotto di convoluzione
S ∗ T risulta in S′ e:
F (S ∗ T ) = (2pi)n2 (F S) (F T ) . (8.33)
Dim. 8.6 Abbiamo:
〈S ∗ T , F ϕ 〉 = 1
(2pi)
n
2
〈
S(y) ,
〈
T (x) ,
∫
Rn
e−i (x+y)·w ϕ(w) dw
〉〉
=
〈
S(y) ,
〈
(F T )(w) , e−i y·w ϕ(w)
〉 〉
= 〈S(y) , (F(FT )(w)ϕ(w))(y) 〉 (2pi)n2
= (2pi)
n
2 〈F S , (F T )ϕ 〉
= (2pi)
n
2 〈 (F S) (F T ) , ϕ 〉 .
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8.3 Tarsformate discrete
Una classe importante di problemi numerici ricade sotto la categoria gene-
rale di “metodi della trasformata di Fourier”. Per molti di tali problemi la
trasformata di Fourier e` semplicemente un utile metodo numerico per otte-
nere opportune manipolazioni dei dati, in altri casi la stessa trasformata di
Fourier ha interesse intrinseco.
Storicamente la letteratura sulla trasformata di Fourier e i metodi spet-
trali sono stati separati dalla analisi numerica “classica”, ma ai giorni nostri
non vi sono piu` ragioni per una tale separazione. I metodi di Fourier sono uno
strumento comune nella ricerca e non vanno considerati come specialistici o
arcani.
Un processo fisico puo` essere descritto sia nel dominio temporale, me-
diante i valori di una quantita` dinamica h come funzione del tempo t, cioe`
h(t), oppure puo` essere esaminato nel dominio delle frequenze, dove il proces-
so e` descritto dalla ampiezza (generalmente complessa) H in funzione della
frequenza ν o della pulsazione ω (ω = 2piν e viene detta genericamente an-
ch’essa frequenza), H(ω). Sostanzialmente possiamo considerare h(t) e H(ω)
come due differenti rappresentazioni della medesima funzione. Abbiamo vi-
sto che si passa dall’una all’altra di queste rappresentazioni per mezzo delle
equazioni della trasformata di Fourier:
H(ω) =
∫ +∞
−∞
h(t) eiωt dt (8.34)
h(t) =
1
2pi
∫ +∞
−∞
H(ω) e−iωt dω (8.35)
in cui abbiamo cambiato (in accordo con la letteratura fisiaca usuale) i fattori
di normalizzazione.
8.3.1 Campionamento discreto.
Nella situazione piu` comune, la funzione h(t) e` campionata a intervalli tem-
porali equispaziati. Sia ∆ tale intervallo, detto intervallo di campionamento,
per cui abbiamo i valori
hn = h(n∆), n = . . . ,−2,−1, 0, 1, 2, . . . (8.36)
Il reciproco dell’intervallo temporale ∆ e` detto tasso di campionamento.
Per ogni intervallo di campionamento ∆, possiamo individuare una fre-
quenza speciale νc, detta frequenza critica di Nyquist, o, equivalentemente ωc,
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data da
νc =
1
2∆
, ωc =
pi
∆
(8.37)
Sostanzialmente se un’onda sinusoidale con la frequenza di Nyquist e`
campionata ad un certo istante in un suo picco positivo, il successivo cam-
pionamento avviene nel picco negativo, e successivamente si alternano i valori
positivi coi valori negativi. Il campionamento critico di un’onda sinusoidale
e` di due punti per ciclo. Di solito si misurano i tempi in unita` dell’intervallo
di campionamento ∆, e in questo caso la frequenza critica e` la costante 1/2,
oppure, come pulsazione, pi.
La frequenza critica di Nyquist e` importante per due ragioni connesse,
ma distinte. Una e` buona, mentre l’altra e` cattiva. Consideriamo prima la
buona:
Teo. 8.7 (del campionamento) Se una funzione continua h(t), cam-
pionata con un intervallo ∆, e` tale che la sua trasformata di Fourier
e` con ampiezza di banda limitata dalla frequenza di Nyquist, cioe` tale
che |H(ω)| = 0 per ogni frequenza |ω| > ωc, allora la funzione h(t) e`
completamente determinata dai valori hn campionati. Infatti h(t) e` data
esplicitamente dalla formula:
h(t) =
+∞∑
n=−∞
hn
sin[ωc(t− n∆)]
ωc(t− n∆) (8.38)
L’importanza di tale teorema e` notevole. Ci dice sostanzialmente che il
“contenuto informativo” di una funzione con ampiezza di banda limitata e`,
in un certo senso, infinitamente minore di quello di una funzione continua
generale. Spesso si opera con un segnale temporale di cui si sa`, su basi fisiche,
che e` a banda limitata. Per esempio, un segnale puo` essere passato attraverso
un amplificatore con una risposta nota e finita in frequenza. In questo caso
il teorema dice che l’intero contenuto informativo si ottiene mediante un
campionamento ad un tasso pari al doppio della massima frequenza passante
dell’amplificatore.
Ed ora la cattiva notizia, che riguarda l’effetto del campionamento per
funzioni continue che non sono a banda limitata dalla frequenza di Nyqui-
st. In questo caso risulta che le ampiezze spettrali H(ω) al di fuori della
banda critica (meglio dire banda buona) −ωc < ω < ωc sono spostate in ma-
niera spuria all’interno di tale banda (ci ritroviamo delle componenti in piu`
all’interno della banda di Nyquist). Questo fenomeno e` detto aliasing. Ogni
componente di frequenza ω al di fuori della banda critica viene traslata (alia-
sed) all’interno della banda critica per effetto del campionamento. Possiamo
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renderci conto di cio` considerando due onde pure
h1(t) = e
iω1t, h2(t) = e
iω2t
campionate ad un intervallo ∆. Queste sono indistinguibili, cioe`
eiω1n∆ = h1(n∆) = h2(n∆) = e
iω2n∆
per ogni n, se e solo se
ω2 − ω1 = 2kpi
∆
= 2kωc
con k numero intero. In questo caso il campionamento non puo` distinguere
tra le due frequenze. In pratica, ogni segnale con frequenza ω2 al di fuori
della banda critica di ampiezza 2ωc (|ω2| > ωc) appare come un segnale di
frequenza ω1 = ω2−2kωc, interno alla banda critica per un opportuno valore
intero k.
Non ci sono molte possibilita` contro l’aliasing, una volta che un segnale e`
campionato con un tasso prefissato. Per evitare l’aliasing occorre avere una
conoscenza dell’ampiezza di banda del segnale, e quindi scegliere il campiona-
mento ad un tasso abbastanza rapido in modo da avere due campionamenti
ogni ciclo del segnale alla massima frequenza.
Possiamo anche assumere questo punto di vista. Se una funzione continua
e` stata ben campionata, possiamo stimare la sua trasformata di Fourier dai
valori campionati, assumendo una trasformata di Fourier nulla al di fuori
della banda critica [−ωc, ωc]. Se poi osserviamo la trasformata di Fourier in
prossimita` dei bordi della banda critica ±ωc e questa tende a zero, possiamo
ragionevolmente supporre che l’aliasing sia minimo. Se invece abbiamo una
trasformata di Fourier sensibilmente non nulla ci sono buone possibilita` che
componenti al di fuori della banda critica siano state traslate all’interno della
banda critica.
8.3.2 Trasformata di Fourier discreta.
Stimiamo ora la trasformata di Fourier di una funzione avendo come input
N valori campionati con un intervallo di campionamento ∆:
hn = h(tn) = h(n∆), n = 0, 1, . . . , N − 1 (8.39)
e assumiamo per semplicita` che N sia pari. Se h(t) e` non nulla solo in un
intervallo finito di tempo, assumiamo che i punti di campionatura ricoprano
tale intervallo, in caso contrario assumiamo che i punti campionati siano
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almeno “rappresentativi” del comportamento di h(t) anche per tutti gli altri
tempi.
Con N numeri in input, non possiamo produrre piu` di N numeri indi-
pendenti in output. Pertanto, invece di tentare di stimare la trasformata di
Fourier H(ω) per tutti i valori di ω nel range [−ωc, ωc], consideriamo solo i
valori discreti:
ωk =
2pi
N∆
k, k = −N
2
, . . . ,
N
2
(8.40)
i cui valori estremi corrispondono esattamente ai valori limite di Nyquist. Se
si e` pignoli si puo` notare che i punti sopra sono N+1, non N , ma i due valori
estremi di k non sono in realta` indipendenti (per il fenomeno di aliasing le
corrispondenti ampiezze di Fourier sono in realta` uguali), e il conto torna a
N come quantita` indipendenti.
Rimane ora da approssimare l’integrale (8.34) mediante una somma di-
screta:
H(ωk) =
∫ +∞
−∞
h(t)eiωkt dt
'
N−1∑
n=0
hne
iωkn∆∆ (8.41)
= ∆
N−1∑
n=0
hne
2piikn/N
L’ultima somma nella (8.41) e` detta trasformata di Fourier discreta degli N
valori hn, e indichiamola con Hk:
Hk =
N−1∑
n=0
hne
2piikn/N (8.42)
La trasformata discreta di Fourier esegue un mapping tra N numeri com-
plessi (i valori hn) e N numeri complessi (i valori Hk). Essa non dipende da
alcun parametro dimensionale, come l’intervallo temporale ∆, ed e` una pura
trasformazione tra numeri. La trasformazione (8.42) puo` essere vista come
una trasformazione nello spazio vettoriale CN . Notando che i vettori ξ(k) di
componenti:
ξ(k)n = e
−2piikn/N , n = 0, . . . , N − 1
sono N vettori linearmente indipendenti (sono anche ortogonali tra loro), la
trasformata discreta risulta una trasformazione non singolare, praticamente
un cambiamento di base.
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Fino ad ora abbiamo considerato che l’indice k vari tra −N/2 e N/2. Si
puo` facilmente vedere comunque che la (8.42) e` periodica in k con periodo
N , per cui ad esempio, H−k = HN−k e possiamo considerare k variabile
tra 0 e N − 1 (un periodo completo). In questo modo n e k variano nello
stesso insieme rendendo manifesto il mapping tra i due insiemi di numeri.
Con questa convenzione, bisogna tener presente che le frequenxze positive
0 < ω < ωc corrispondono ai valori 0 < k < N/2, mentre i valori negativi
−ωc < ω < 0 corrispondono a N/2 < k < N . l valore k = N/2 corrisponde
sia a ω = ωc che ω = −ωc (che a causa della discretizzazione sono frequenze
coincidenti).
La trasformata discreta di Fourier ha proprieta` molto simili alla tra-
formata di Fourier continua e puo` essere facilmente invertita tramite la
relazione:
hn =
1
N
N−1∑
k=0
Hke
−2piikn/N (8.43)
Notiamo che le uniche differenze tra la trasformata discreta diretta (8.42) e la
trasformata discreta inversa (8.43) consistono in: (i) un cambio di segno nel-
l’esponenziale e (ii) la divisione per N . Questo significa che concettualmente
esprimono la stessa trasformazione e possono essere calcolate entrambe con
gli stessi algoritmi.
8.3.3 Fast Fourier Transform (FFT).
Possiamo valutare l’ammontare del calcolo per la trasformata discreta di
Fourier di N punti. Fino alla meta` degli anni ’60, il calcolo era basato sul
seguente ragionamento. Sia W il numero complesso
WN = e
2pii/N (8.44)
allora la (8.42) puo` essere scritta come
Hk =
N−1∑
n=0
W knN hk (8.45)
che rappresenta l’applicazione di una matrice ad un vettore e richiede ovvia-
mente N2 operazioni, piu` le operazioni richieste per il calcolo delle potenze di
W . Il processo di trasformazione di Fourier sembra quindi essere un processo
dell’ordine O(N2). In realta` la trasformata discreta (sia diretta che inversa)
possono essere valutate mediante un processo detto Fast Fourier Transform,
o FFT, dell’ordine O(N log2N). La differenza e` notevole. Se N = 10
6 la
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differenza tra N log2N e N
2 e` immensa in termini di tempo (da 30 secondi
si passa a due settimane di calcolo).
L’esistenza di un algoritmo FFT diviene di dominio comune solo a meta`
degli anni ’60, con i lavori di Cooley e Tukey, ma ora sappiamo che in realta`
era conosciuto gia` 20 anni prima. Una delle prime “scoperte” risale al 1942
con Danielson e Lanczos, che ne hanno fornito una delle migliori derivazioni.
Danielson e Lanczos hanno semplicemente mostrato che la trasformata
di Fourier discreta di lunghezza N puo` essere scritta come la somma di due
trasformate di Fourier discrete di lunghezza N/2. Una e` formata operando la
trasformata di Fourier dei numeri di ordinamento pari, e l’altra di quelli con
ordinamento dispari. La prova di questo risultato, che chiameremo lemma di
Danielson-Lanczos e` estremamente semplice:
Hk =
N−1∑
j=0
e2piikj/Nhj
=
N/2−1∑
j=0
e2piik(2j)/Nh2j +
N/2−1∑
j=0
e2piik(2j+1)/Nh2j+1
=
N/2−1∑
j=0
e2piikj/(N/2)h2j +W
k
N
N/2−1∑
j=0
e2piikj/(N/2)h2j+1 (8.46)
= H0k +W
kH1k
doveW e` la costante definita in precedenza. H0k rappresenta la k-esima com-
ponente della trasformata discreta di lunghezza N/2 formata con le compo-
nenti iniziali hn di indice pari, mentre H
1
k e` formata con le componenti di
indice dispari. Notiamo che k varia tra 0 e N−1, non N/2, ma le trasformate
discrete H0k e H
1
k sono periodiche in k di periodo N/2. Ognuna viene ripetuta
per due cicli per avere Hk.
La cosa estremamente interessante del lemma di Danielson-Lanczos e` che
puo` essere usato ricorsivamente. Abbiamo ridotto il problema al calcolo di
due trasformate discreteH0k eH
1
k , per le quali possiamo operare la stessa ridu-
zione tramite trasformate di lunghezza N/4 operando una nuova suddivisione
degli indici in pari e dispari per ogni suddivisione originaria. Cioe` definiamo
H00k , H
01
k , H
10
k , H
11
k , tramite gli indici pari-pari, pari-dispari, dispari-pari,
dispari-dispari, nelle successive suddivisioni dei dati. Notiamo che il fattore
di fae moltiplicativo varia in maniera semplice:
WN/2 = W
2
N . (8.47)
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La cosa puo` essere iterata molto bene quando N = 2p, una potenza di
due. In effetti e` altamente raccomandabile usare questo algoritmo solo con
un numero di dati espresso come potenza di 2, eventualmente aggiungendo
degli zeri come dati fasulli fino a raggiungere una potenza di 2. Con questa
restrizione su N possiamo continuare ad applicare il lemma di Danielson-
Lanczos fino ad avere trasformate discrete di lungheszza 1. Per una sequenza
di dati di lunghezza 1 la trasformata discreta (8.42) e` banale e coincide con
l’identita`. In altre parole, per ogni sequenza di 0 e 1 di lunghezza p = log2N ,
abbiamo una trasformata di un punto:
H01001···010k = hn per un opportuno n (8.48)
che ovviamente non dipende da k essendo di periodo 1.
Il problema e` quello di individuare n data la sequenza di pari (0) o dispari
(1), o viceversa, dato n, individuare quale sequenza di suddivisioni individua
tale n. La risposta e` sorprendentemente banale: si rovesci la sequenza binaria
e si ottiene n, e viceversa. n, letto come numero binario nell’ordine inverso
delle cifre, dalla meno significativa alla piu` significativa, determina quale
trasformata discreta il cui valore e` hn. Questa particolarita` del rovesciamento
di bit, assieme al lemma di Danielson-Lanczos, rendono pratico l’algoritmo
FFT.
Supponiamo di avere i dati originali hn e riordiniamoli secondo l’ordi-
ne dato dal rovesciamento di bit dell’indice n. In questo modo otteniamo
direttamente le trasformate di Fourier di lunghezza 1 e abbiamo l’ordina-
mento giusto per le applicazioni successive del lemma di Danielson-Lanczos.
Consideriamo infatti coppie adiacenti di trasformate a 1 punto per avere le
trasformate a due punti. Successivamente combiniamo coppie adiacemti di
coppie per avere trasformate a 4 punti, poi a 8, e cos`ı via fino a giungere a
combinare la prima meta` con la seconda meta`, sempre utilizzando il lemma
di Danielson-Lanczos (8.46) ottenendo la trasformata finale (si veda la figura
8.1 per un esempio della sequenza di operazioni).
Ogni combinazione dei dati richiede un numero di operazioni proporzio-
nale a N e viene ripetuta p = log2N volte per cui l’applicazione del lem-
ma di Danielson-Lanczos risulta dell’ordine N log2N . L’algoritmo FFT e`
quindi composto da due sezioni: la prima riordina i dati originari secondo
l’ordine del rovesciamento di bit, mentre la seconda parte applica la for-
mula (8.46) ricursivamente formando le trasformate di Fourier di lunghezza
2, 4, 8, . . . , 2p = N . La fase di riordino coinvolge la ricerca dell’indice nr rove-
sciamento di bit dell’indice n, per ogni n tra 0 e N − 1. Tale ricerca implica
un numero di operazioni proporzionali al numero p = log2N di bit coinvol-
ti, mentre il riordino e` immediato perche` coinvolge solo scambi di coppie di
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n hn H
xxx Hxxk H
x
k Hk
000h0 H000 = h0 H000 = H
000 +H001 H00 = H
00
0 +H
01
0 H0 = H
0
0 +H
1
0
001h1 H001 = h4 H001 = H
000 +H001W 4 H01 = H
00
1 +H
01
1 W
2 H1 = H01 +H
1
1W
010h2 H010 = h2 H010 = H
010 +H011 H02 = H
00
0 +H
01
0 W
4 H2 = H02 +H
1
2W
2
011h3 H011 = h6 H011 = H
010 +H011W 4 H03 = H
00
1 +H
01
1 W
6 H3 = H03 +H
1
3W
3
100h4 H100 = h1 H100 = H
100 +H101 H10 = H
10
0 +H
11
0 H4 = H
0
0 +H
1
0W
4
101h5 H101 = h5 H101 = H
100 +H101W 4 H11 = H
10
1 +H
11
1 W
2 H5 = H01 +H
1
1W
5
110h6 H110 = h3 H110 = H
110 +H111 H12 = H
10
0 +H
11
0 W
4 H6 = H02 +H
1
2W
6
111h7 H111 = h7 H111 = H
110 +H111W 4 H13 = H
10
1 +H
11
1 W
6 H7 = H03 +H
1
3W
7
Figura 8.1: Applicazione dell’algoritmo Fast Fourier Transform con N = 8,
W = W8 = e
ipi/4.
dati (se nr si ottiene da n tramite il rovesciamento di bit, allora anche n
si ottiene da nr tramite il rovesciamento di bit). La fase di riordino risulta
quindi anch’essa dell’ordine N log2N come tutto l’algoritmo. Le potenzeW
k
(e quindi i coseni e seni di angoli multipli di un angolo iniziale, essendo W
un numero complesso a modulo unitario) possono essere calcolate ricorsiva-
mente senza appesantire il calcolo e minimizzando le chiamate esterne per le
funzioni trigonometriche.
Capitolo 9
Operatori e spazi di Hilbert.
Vogliamo ora studiare alcune conseguenze della struttura di spazio di Hil-
bert sulla teoria delle applicazioni lineari. Svilupperemo questa teoria dal
punto di vista dell’autoaggiunzione e dei criteri per concludere se un ope-
ratore e` autoaggiunto. In meccanica quantistica gli operatori autoaggiunti
sono fondamentali in quanto si assume che ogni “osservabile” e` rappresentato
matematicamente da un operatore autoaggiunto.
9.1 Operatori chiusi.
Consideriamo una applicazione lineare A agente tra due spazi di Banach X
e Y . A sara` definito su un proprio dominio di definizione che indicheremo
con D(A) che costituisce, essendo A lineare, un sottospazio di X.
A : D(A) −→Y .
Possiamo costruire un nuovo spazio di Banach considerando la somma diretta
dei due spazi X e Y :
X ⊕ Y = { {x, y} ; x ∈ X, y ∈ Y } ,
strutturandolo con una norma definita da:
‖{x, y}‖2 = ‖x‖2 + ‖y‖2 .
Si lascia al lettore il compito di verificare la congruenza delle definizioni, cioe`
che X ⊕ Y forma uno spazio vettoriale, normato e completo.
Con queste premesse definiamo grafico dell’operatore A l’insieme:
G(A) = { {x, y} ∈ X ⊕ Y ; x ∈ D(A), y = Ax} , (9.1)
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cioe` l’insieme delle coppie {x,Ax} con x ∈ D(A).
Risulta ovvio che, essendo D(A) un sottospazio vettoriale di X, il grafico
G(A) di un operatore A risulta a sua volta un sottospazio lineare di X ⊕ Y .
Def. 9.1 Un operatore lineare A tra due spazi di Banach X e Y e` detto
chiuso se il suo grafico G(A) e` chiuso (in senso topologico, come insieme).
Un operatore lineare A e` detto chiudibile se la chiusura del grafico di A,
G(A)−, e` il grafico di un operatore detto appunto chiusura dell’operatore
A e indicato con A−.
Osservazione. L’ultima definizione non e` banale, perche` non e` detto in generale
che la chiusura di un grafico di un operatore risulti a sua volta il grafico di
un qualche operatore.
Volendo chiarire il concetto di operatore chiuso, notiamo che A e` chiuso
se e solo se dalle ipotesi:
xn −→
n→∞
x , xn ∈ D(A) ,
A xn −→
n→∞
y , Axn, y ∈ Y ,
ne segue che:
x ∈ D(A) , y = Ax ,
(notiamo che dobbiamo assumere entrambe le successioni convergenti in X e
Y rispettivamente, in particolare non dobbiamo mostrare la convergenza di
Axn). Infatti dire che G(A) e` topologicamente chiuso significa che data una
successione di suoi punti convergente,
{xn, yn}−→{x, y} , {xn, yn} ∈ G(A) ,
allora anche il limite {x, y} appartiene all’insieme G(A).
Vediamo ora dei criteri per stabilire se un operatore e` chiudibile. Il pro-
blema che si pone e` quello se un punto della chiusura del grafico di A definisce
in maniera univoca una associazione tra un elemento x ∈ X e un elemento
y ∈ Y unico. Il grafico di un operatore lineare forma chiaramente un sot-
tospazio lineare della somma diretta X ⊕ Y , per cui occorre verificare se un
sottospazio L della somma diretta definisce un operatore lineare. L’eventuale
dominio e` semplice da determinare in quanto basta considerare la proiezione
PX che ad una coppia associa la sua componente lungo X:
PX : {x, y}−→x ,
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il dominio dell’eventuale operatore risulta l’immagine di L tramite PX . Pos-
siamo definire un operatore su tale dominio se possiamo associare ad ogni x
un unico elemento y in modo tale che la coppia {x, y} ∈ L. L’unica cosa da
verificare e` quindi l’unicita` di y. Ricordando che la chiusura di un insieme
puo` essere definita tramite i punti limite di successioni risulta allora evidente
il seguente risultato.
Teo. 9.1 Sia A un operatore tra due spazi di Banach X e Y , definto sul
dominio D(A) ⊂ X. Allora:
i) A e` chiudibile se e solo se dalla condizione:
{x, y} e {x, y′} ∈ G(A)− ,
ne segue che y = y′.
ii) A e` chiudibile se e solo se dalle condizioni:
xn −→
n→∞
x , xn ∈ D(A) ,
A xn −→
n→∞
y

x′n −→
n→∞
x , x′n ∈ D(A) ,
A x′n −→
n→∞
y′
ne segue che y = y′.
iii) A e` chiudibile se e solo se dalla condizione:
xn −→
n→∞
0 , xn ∈ D(A) ,
A xn −→
n→∞
y
ne segue che y = 0.
L’ultima condizione e` conseguenza immediata della linearita` dell’operato-
re, le cui proprieta` possono essere studiate nell’origine. In pratica possiamo
dire che:
G(A)− = G(A−) ,
se e` valida la seguente affermazione:
{0, y} ∈ G(A)− =⇒ y = 0 .
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Esempio 9.1 Per chiarirci le idee vediamo un esempio di operatore non chiu-
dibile violando l’ultima condizione del teorema precedente. Sia H uno spazio
di Hilbert e {xj}, j = 1, 2, . . . un sistema ortonormale numerabile, quindi
con ‖xj‖ = 1. Definiamo D(A) come la varieta` lineare generata dal sistema
ortonormale, formata cioe` dalle combinazioni lineari finite dei vettori xj. In
tale insieme definiamo per linearita` l’operatore A tramite le relazioni:
Axj = λj x1 , λj ∈ C , |λj| −→
j→∞
∞ .
Cioe` il range dell’operatore e` un sottospazio unidimensionale generato dal pri-
mo vettore x1. Otteniamo facilmente una successione di vettori convergente
a 0: ∥∥∥∥xjλj
∥∥∥∥ = 1λj −→ 0 ,
mentre le loro immagini non tendono a zero:
A
(
xj
λj
)
= x1−→x1 ,
per cui A non e` chiudibile (non abbiamo un unico corrispondente del vettore
nullo).
Possiamo verificare immediatemente che un operatore lineare e continuo
e` chiudibile.
Teo. 9.2 Siano X e Y spazi di Banach e:
A : D(A)−→Y
con D(A) ⊆ X, un operatore lineare e continuo. Allora A e` chiudibile e
la sua chiusura coincide con la sua estensione a D(A)−.
Dim. 9.2 Vediamo subito la chiudibilita`. Sia xn ∈ D(A) tale che:
xn−→ 0
Axn−→ y
Allora, per la continuita` di A (e per la sua conseguente limitatezza):
‖Axn‖ ≤ ‖A‖ ‖xn‖−→ 0 ,
da cui y = 0.
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Caratterizziamo ora la chiusura A−. Un elemento del grafico G(A−)
risultera` punto limite di una successione di punti del grafico G(A):
{x, y} ∈ G(A−) =⇒

x = lim
n→∞
xn xn ∈ D(A)
y = lim
n→∞
Axn
e x ∈ D(A)−. D’altra parte se x ∈ D(A)− esiste una successione xn ∈ D(A)
con xn−→x. La continuita` garantisce che la successione Axn e` di Cauchy,
quindi convergente:
‖Axn − Axm‖ ≤ ‖A‖ ‖xn − xm‖ −→
n,m→∞
0
e quindi definisce un unico elemento y = limAxn. La coppia {x, y} definisce
quindi un elemento della chiusura G(A)−, per cui y = A− x.
Lasciamo al lettore la verifica che l’operatore A− risulta anch’esso conti-
nuo, con ‖A−‖ = ‖A‖.
Osservazione. Notiamo in generale che se un operatore A e` chiudibile allora
la sua chiusura A− costituisce una estensione dell’operatore A nel senso che:
D(A) ⊆ D(A−) , A− x = Ax ∀ x ∈ D(A) .
Infatti, se x ∈ D(A) e y = Ax, allora la coppia {x, y} appartiene a G(A) ed
alla sua chiusura G(A)− = G(A−), per cui:
{x, Ax} = {x, y} = {x,A− x} ,
cioe` x ∈ D(A−) e A− x = Ax.
Si puo` in realta` mostrare che A− e` la piu` piccola estensione chiusa di A.
Infatti, se abbiamo un altro operatore B che risulta una estensione di A:
D(A) ⊆ D(B) , B x = Ax ∀ x ∈ D(A) ,
e B e` chiuso, abbiamo:
G(A) ⊆ G(B) ,
G(A−) = G(A)− ⊆ G(B)− = G(B) ,
cioe` B e` una estensione di A−.
Se B e` una estensione di A si possono usare in maniera compatta le
notazioni:
A ⊆ B , oppure B ⊇ A .
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9.2 Relazioni tra un operatore ed il suo ag-
giunto.
Vogliamo ora considerare uno studio dell’aggiunto mediante il corrispondente
grafico. Consideriamo quindi lo spazio di Hilbert somma diretta H⊕H, for-
mato dalle coppie {x, y} di elementi di uno spazio di Hilbert H, strutturato
con il seguente prodotto scalare:
〈 {x, y} , {x′, y′} 〉 = 〈x , x′ 〉+ 〈 y , y′ 〉 . (9.2)
E` facile verificare che, con tale protto scalare, lo spazio vettoriale H ⊕ H
risulta uno spazio di Hilbert, cioe` normato e completo.
Risultera` utile definire in H ⊕ H il seguente operatore che rappresenta
una sorta di rotazione di pi
2
:
τ {x, y} = {−y, x} . (9.3)
Risulta immediato verificare che l’operatore τ , definito ovunque e suriettivo,
verifica:
τ 2 = −1 , τ−1 = τ † = −τ (unitarieta`). (9.4)
Infatti:
τ 2{x, y} = τ{−y, x} = {−x,−y} .
e l’unitarieta` e` data dalla conservazione del prodotto scalare:
〈 {x, y} , {x′, y′} 〉 = 〈x , x′ 〉+ 〈 y , y′ 〉 = 〈−y , −y′ 〉+ 〈x , x′ 〉
= 〈 {−y, x} , {−y′, x′} 〉 = 〈 τ{x, y} , τ{x′, y′} 〉 .
Abbiamo visto che se un operatore A e` definito su un dominioD(A) denso
in H, allora e` possibile definire il suo aggiunto A† su un opportuno dominio
D(A†) = D∗ e, per ogni x ∈ D(A†) e y ∈ D(A):
〈x , A y 〉 = 〈A† x , y 〉 , 〈A† x , y 〉− 〈x , A y 〉 = 0 ,〈
A† x , y
〉
+ 〈x , −Ay 〉 = 0 , 〈 {x, A† x} , {−Ay, y} 〉 = 0 ,〈 {x, A† x} , τ{y, A y} 〉 = 0 .
Pertanto abbiamo:
{x, z} ∈ (τG(A))⊥ ⇐⇒ 〈{x, z} , {−Ay, y} 〉 = 0 ∀ y ∈ D(A)
⇐⇒ 〈 z , x 〉 − 〈x , A y 〉 = 0 ∀ y ∈ D(A)
⇐⇒ x ∈ D(A†) , z = A†x
⇐⇒ {x, z} ∈ G(A†) ,
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cioe`:
G(A†) = (τG(A))⊥ = τ(G(A))⊥ , (9.5)
dove l’ultima uguaglianza e` conseguenza dell’unitarieta` di τ . Come conse-
guenza immediata della chiusura del complemento ortogonale di un insieme
abbiamo la chiusura di A† (il suo grafico risulta chiuso).
Teo. 9.3 Se A e` un operatore densamente definito su uno spazio di Hilbert
H, allora il suo aggiunto A† risulta un operatore chiuso:
A† = (A†)− . (9.6)
Inoltre abbiamo anche il seguente risultato.
Teo. 9.4 Sia A : D(A)−→H un operatore densamente definito. Allora
A e` chiudibile se e solo se il dominio D(A†) e` denso in H, e in questo caso
si ha: (
A†
)†
= A− . (9.7)
Dim. 9.4 Supponiamo A† densamente definito. Allora possiamo considerare
il suo ulteriore aggiunto (biaggiunto di A):
G
(
(A†)†
)
=
(
τG(A†)
)⊥
=
(
τ (τG(A))⊥
)⊥
=
(
(τ(τG(A)))⊥
)⊥
,
ma, se x, y ∈ H:
τ τ{x, y} = {−x,−y}
ed essendo G(A) una varieta` lineare, operando l’opposto di ogni elemento si
ottiene ancora G(A), per cui:
G
(
(A†)†
)
=
(
(G(A))⊥
)⊥
= (G(A))− ,
e A risulta chiudibile in quanto la chiusura del suo grafico risulta il grafico
del biaggiunto A†† e:
A− = A†† .
Viceversa, supponiamo A chiudibile (con D(A) denso) allora:
G(A−) = (G(A))− =
(
(G(A))⊥
)⊥
=
(
τ (τG(A))⊥
)⊥
=
(
τG(A†)
)⊥
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e τG(A†)⊥ risulta il grafico di un operatore (chiuso). Questo comporta che
A† deve essere densamente definito, in caso contrario esisterebbe un vettore
v non nullo e ortogonale a D(A†), cioe` tale che:
〈 v , x 〉 = 0 ∀ x ∈ D(A†) , v 6= 0 ,〈 {0, v} , {−A† x, x} 〉 = 0 ∀ x ∈ D(A†) ,
{0, v} ∈ τG(A†)⊥ = G(A−) ,
ma cio` e` assurdo, perche` se A e` chiudibile allora l’unico vettore del tipo {0, v}
appartenente a G(A−) deve essere nullo, v = 0. PertantoD(A†) e` densamente
definito, esiste il biaggiunto A††, e:
G(A††) = τG(A†)⊥ = G(A−) .
Coincidendo i grafici, si deve avere A†† = A−.
Esempio 9.2 Se riprendiamo l’operatore definito nell’esempio 9.1, definito su
un sistema ortonormale completo e numerabile {xj} dalla relazione:
Axj = λj x1 , |λj| −→∞ ,
esso risulta densamente definito sulle combinazioni lineari finite dei vettori
xj:
A
(∑
cj xj
)
=
(∑
cj xj
)
e1 ,
ma, l’applicazione:
x −→ 〈 y , A x 〉 = 〈 y , x1 〉
∑
cj λj ,
risulta non continua, quando ad esempio y = x1, a causa della divergenza di
λj. x1 non appartiene a D(A
†) che e` formato dalle combinazioni lineari dei
vettori xk con k > 1 (dove A
† si annulla). D(A†) e` ortogonale a x1 e quindi
non e` denso, coerentemente col fatto che A non e` chiudibile.
Osservazione. Se abbiamo due operatori A, B densamente definiti e B e` una
estensione di A:
A ⊆ B ,
allora tale relazione viene rovesciata per gli aggiunti:
A† ⊇ B† .
Infatti, ragionando coi grafici, avremo:
G(A) ⊆ G(B) , G(A)⊥ ⊇ G(B)⊥ ,
τG(A)⊥ ⊇ τG(B)⊥ , G(A†) ⊇ G(B†) .
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9.3 Criteri di autoaggiunzione.
Vogliamo ora pervenire a dei criteri per stabilire se un operatore e` autoag-
giunto. Sicuramente un operatore autoaggiunto A deve essere anche simme-
trico, per cui la prima cosa da verificare (oltre alla densita` del dominio di
definizione) e` la proprieta`:
〈x , A y 〉 = 〈Ax , y 〉 , ∀ x, y ∈ D(A) .
Consideriamo dapprima alcune conseguenze della simmetria.
Teo. 9.5 Sia A un operatore densamente definito su uno spazio di Hilbert
e simmetrico. Allora, per ogni complesso λ con =mλ 6= 0, si ha:
i) λ non puo` essere un autovalore di A, cioe`:
N(λ− A) = {0} , (9.8)
ed in particolare, per ogni x ∈ D(A):
‖(λ− A)x‖ ≥ |=mλ| ‖x‖ . (9.9)
ii) Se A e` chiuso allora il range dell’operatore λ − A e` un sottospazio
chiuso:
R(λ− A) = (R(λ− A))− . (9.10)
Dim. 9.5 Consideriamo x ∈ D(A). Allora:
〈x , (λ− A)x 〉 = <eλ 〈x , x 〉 − 〈x , Ax 〉+ i=mλ 〈x , x 〉 ,
con 〈x , x 〉 e 〈x , Ax 〉 reali. Pertanto:
| 〈 x , (λ− A)x 〉 |2 = (<eλ 〈x , x 〉 − 〈x , Ax 〉)2 + (=mλ 〈x , x 〉)2 ,
ed applicando la disuguaglianza di Schwartz:
‖x‖2 ‖(λ− A)x‖2 ≥ | 〈x , (λ− A)x 〉 |2 ≥ |=mλ|2 ‖x‖4 ,
da cui la relazione (9.9), la quale comporta immediamente che il kernel dell’o-
peratore λ− A coincide con il sottospazio nullo, infatti se:
(λ− A)x = 0
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con =mλ 6= 0, allora x = 0.
Supponiamo ora che A sia anche chiuso. Sia y ∈ (R(λ − A))−, allora
esiste una successione di punti xj ∈ D(A) tale che:
(λ− A)xj −→
j→∞
y ,
e, per quanto visto in precedenza:
‖(λ− A)xj − (λ− A)xk‖ ≥ |=mλ| ‖xj − xk‖ .
La successione (λ−A)xj e` convergente e quindi di Cauchy, e lo stesso, essendo
=mλ 6= 0, avviene per la successione xj, che ammette un limite x ∈ H:
xj −→
j→∞
x .
Questo comporta la convergenza di Axj:
Axj = λxj − (λ− A)xj −→λx− y ,
a causa della chiusura di A la contemporanea convergenza di xj e Axj implica
che x ∈ D(A) e λx− y = Ax:
y = (λ− A)x ,
cioe` y ∈ R(λ− A) che risulta chiuso.
Siamo ora in grado di stabilire dei criteri di autoaggiunzione.
Teo. 9.6 Sia A un operatore densamente definito su uno spazio di Hilbert
H e simmetrico. Allora le seguenti affermazioni sono equivalenti:
1) A e` autoaggiunto:
A = A† . (9.11)
2) I range degli operatori (±i− A) coincidono con tutto H:
R(±i− A) = H , (9.12)
cioe` gli operatori (±i− A) sono suriettivi.
3) A e` chiuso e gli operatori (±i− A†) sono iniettivi:
A = A− , N(±i− A†) = {0} . (9.13)
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Osservazione. Se A e` autoaggiunto, moltiplicando A per un numero reale,
questo rimane ancora un operatore autoaggiunto e le condizioni equivalenti
all’autoaggiunzione si possono esprimere come:
R(i %− A) = H , ∀ % ∈ R ,
N(i %− A†) = {0} , ∀ % ∈ R ; A = A− .
Osservazione. Notiamo che se B e` un operatore densamente definito su uno
spazio di Hilbert H, allora esiste B† e si ha:
N(B†) = (R(B))⊥ . (9.14)
Infatti:
N(B†) = {x ∈ D(B†) ; B† x = 0} ,
R(B) = {z ∈ H ; z = B y , y ∈ D(B)} ,
R(B)⊥ = {w ∈ H ; 〈w , B y 〉 = 0 , ∀ y ∈ D(B)} ,
w ∈ R(B)⊥ =⇒ y−→〈w , B y 〉 = 0 e` continua
=⇒ w ∈ D(B†) ,〈
B†w , y
〉
= 〈w , B y 〉 = 0 ∀ y ∈ D(B)
=⇒ B†w = 0 =⇒ w ∈ N(B†) ,
Per cui:
R(B)⊥ ⊆ N(B†) .
Viceversa, se w ∈ N(B†):
B†w = 0 =⇒ 〈w , B y 〉 = 〈B†w , y 〉 = 0 ∀ y ∈ D(B)
=⇒ w ∈ R(B)⊥ ,
da cui la conclusione:
N(B†) = R(B)⊥ .
Vediamo ora le varie equivalenze del teorema.
Dim. 9.6 1) ⇒ 2). Assumiamo A = A†, abbiamo:
N((±i− A)†) = R(±i− A)⊥ , N(∓i− A†) = (R(±i− A))⊥ ,
ma, se A e` autoaggiunto e` anche simmetrico, per cui:
N(∓i− A†) = N(∓i− A) = {0} , (R(±i− A))⊥ = {0} ,
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per cui R(±i − A) e` un sottoinsieme denso in H, ma essendo A = A† un
operatore chiuso tale sottoinsieme risulta chiuso, per cui:
R(±i− A) = (R(±i− A))− = H .
1) ⇒ 3). Di nuovo assumiamo A = A†, allora A risulta chiuso e, per il
teorema precedente:
N(±i− A) = {0} , N(±i− A†) = {0} .
3) ⇒ 2). Abbiamo:
(R(±i− A))⊥ = N(∓i− A†) = {0} ,
per cui R(±i − A) e` denso in H, ma essendo A chiuso tale insieme risulta
chiuso e:
R(±i− A) = H .
2) ⇒ 1). Per completare il risultato dobbiamo mostrare che assumendo la
suriettivita` di (±i − A) abbiamo la coincidenza dei domini D(A) = D(A†).
L’ipotesi di simmetria comporta gia` che D(A) ⊆ D(A†). Consideriamo quin-
di x ∈ D(A†), la suriettivita` di (i − A) comporta l’‘esistenza di y ∈ D(A)
tale che:
(i− A) y = (i− A†)x ,
ma A† e` una estensione di A per cui abbiamo che y ∈ D(A†) e:
Ay = A† y ,
(i− A†) y = (i− A) y = (i− A†)x ,
(i− A†) (y − x) = 0
,
Pertanto:
y − x ∈ N(i− A†) = (R(−i− A))⊥ = {0} ,
cioe` y = x ∈ D(A) e D(A†) = D(A).
A volte possiamo avere degli operatori simmetrici cui “manca” molto poco
per essere autoaggiunti, si tratta degli operatori essenzialmente autoaggiunti.
Spesso non e` essenziale avere l’autoaggiunzione di un operatore, ma possono
essere sufficienti delle caratteristiche di “quasi autoaggiunzione”.
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Def. 9.2 Un operatore A : D(A)−→H, densamente definito su uno
spazio di Hilbert H e` detto essenzialmente autoaggiunto se e solo se A e`
chiudibile e la sua chiusura A− e` autoaggiunta.
Osservazione. Se A e` chiudibile allora A− e` chiaramente una sua estensione e,
se e` densamente definito, possiamo considerare l’aggiunto A†, che e` sempre
chiuso, e abbiamo:
G(A†) = G(A†)− =
((
G(A†)
)⊥)⊥
=
((
τG(A)⊥
)⊥)⊥
= τ
((
G(A)⊥
)⊥)⊥
= τ
(
G(A)−
)⊥
= τ
(
G(A−)
)⊥
= G((A−)†)
cioe`, coincidendo i grafici:
A† = (A−)† ,
ed in particolare, se e` essenzialmente autoaggiunto:
A† = A− .
Pertanto possiamo dire che un operatore chiudibile e densamente definito e`
essenzialmente autoaggiunto se la sua chiusura coincide con il suo aggiunto.
Inoltre possiamo anche vedere che in questo caso la sua chiusura e` l’u-
nica estensione autoaggiunta. Infatti se consideriamo un altro operatore
autoaggiunto (e quindi chiuso) B, estensione di A:
A ⊆ B = B† ,
abbiamo, passando agli aggiunti:
A† = A− ⊇ B† = B ⊇ A ,
ma A− e` la piu` piccola estensione chiusa, ottenuta operando la chiusura del
grafico, per cui si deve avere che B (come estensione chiusa) deve essere anche
una estensione di A−, per cui si deve avere:
B = A− .
La richiesta di essenziale autoaggiunzione indebolisce leggermente i criteri
per una sua verifica.
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Cor. 9.7 Sia A un operatore con dominio denso in uno spazio di Hilbert
H e simmetrico. Allora sono equivalenti le seguenti affermazioni:
i) A e` essenzialmente autoaggiunto, cioe` chiudibile con:
A− = A† . (9.15)
ii) I range degli operatori (±i− A) sono densi in H:
(R(±i− A))− = H . (9.16)
iii) Gli operatori (±i− A†) sono iniettivi:
N(±i− A†) = {0} . (9.17)
Dim. 9.7 Essendo A simmetrico abbiamo D(A) ⊆ D(A†) denso in H per cui
sicuramente A e` chiudibile.
Possiamo allora applicare il teorema precedente alla chiusura A−:
A− = (A−)† = A† ⇐⇒ N(±i− (A−)†) = N(±i− A†) = {0} .
mostrando l’equivalenza tra la prima e la terza affermazione.
D’altra parte l’equivalenza tra la seconda e terza affermazione e` conse-
guenza immediata dell’uguaglianza:
N(±i− A†) = (R(∓i− A))⊥ .
9.4 Operatori relativamente limitati.
Vogliamo discutere in questa sezione alcune proprieta` di operatori tipici del-
la meccanica quantistica, con particolare riferimento alle loro proprieta` di
autoaggiunzione. Un operatore fondamentale della meccanica quantistica e`
l’operatore hamiltoniano associato all’osservabile fisico energia. Esso forma il
nucleo costitutivo dell’equazione di Schro¨dinger e molte previsioni della mec-
canica quantistica sono basate sulle proprieta` matematiche di tale operatore.
Generalmente l’hamiltoniana di un sistema e` separata in due parti, energia
cinetica, rappresentata da un operatore differenziale del second’ordine, ed
energia potenziale, espressa quantisticamente come un operatore moltiplica-
tivo: moltiplica la funzione d’onda (nella rappresentazione delle coordinate)
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per la funzione potenziale. Inizieremo con una discussione separata dei due
operatori e delle loro proprieta` ed in seguito discuteremo la loro somma che
forma l’operatore hamiltoniano della meccanica quantistica.
9.4.1 Operatori moltiplicativi.
Consideriamo lo spazio di Hilbert L2(Rn) e sia f : Rn−→C una funzione
misurabile (secondo Lebesgue). Se u ∈ L2(Rn) vogliamo definire l’operatore
che a u associa il prodotto f u. Ovviamente occorre definire tale operazione
su un dominio opportuno.
Def. 9.3 Assegnata la funzione misurabile f , poniamo:
Df = {u ∈ L2(Rn) ; f u ∈ L2(Rn)} , (9.18)
e definiamo l’operatore di moltiplicazione per f :
Mf : Df −→ L2(Rn)
(Mf u)(x) = f(x)u(x) . (9.19)
Ci poniamo ora alcune questioni. E` possibile definire l’aggiunto M †f?
L’eventuale aggiunto e` ancora un operatore moltiplicativo? Sotto quali con-
dizioni Mf risulta continuo?
Una prima questione importante e` quella di stabilire se il dominio dell’o-
peratore:
D(Mf ) = Df = {u ∈ L2(Rn) ; f u ∈ L2(Rn)} ,
e` denso in L2(Rn). Sappiamo ad esempio che C∞0 (Rn) e` un sottoinsieme denso
di L2(Rn). Se f ϕ ∈ L2(Rn) per ogni funzione ϕ ∈ C∞0 (Rn) possiamo dire che
C∞0 (Rn) ⊆ D(Mf ) che risulta pertanto denso. Questo e` vero ad esempio se
f ∈ L2loc(Rn).
Vediamo cosa possiamo dire in generale.
Teo. 9.8 Sia f una funzione misurabile su Rn, a valori complessi e tale
che diverga solo su un insieme a misura nulla:
µ{x ∈ Rn ; |f(x)| =∞} = 0 , (9.20)
dove µ indica la misura di Lebesgue in Rn. Ponendo:
Df = {u ∈ L2(Rn) ; f u ∈ L2(Rn)} ,
Mf u = f u , ∀ u ∈ Df ,
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abbiamo:
1) Il dominio Df e` denso in L
2(Rn).
2) L’aggiunto M †f e` ancora un operatore di moltiplicazione per la fun-
zione complessa coniugata f :
M †f =Mf , (9.21)
e risulta definito sullo stesso dominio:
D(Mf ) = Df = Df = D(Mf ) . (9.22)
3) L’operatore Mf e` continuo se e solo se f e` essenzialmente limitata,
cioe` f ∈ L∞(Rn), ed in questo caso si ha:
‖Mf‖ = ‖f‖∞ (9.23)
4) Se inoltre assumiamo l’ulteriore ipotesi che f ∈ L2loc(Rn), allora
C∞0 (Rn) ⊆ Df ed indicando con M0f la restrizione di Mf a C∞0 (Rn):
M0f =Mf |C∞0 , (9.24)
si ha che l’operatore M0f e` chiudibile e la sua chiusura coincide con
Mf :
(M0f )
− =Mf . (9.25)
Osservazione. Gli operatoriMf eMf hanno chiaramente il medesimo dominio:
Df =
{
u ∈ L2(Rn) ;
∫
Rn
|f(x)u(x)|2 dx <∞
}
= Df .
Osservazione. Dalla relazione (Mf )
† =Mf abbiamo immediatamente che Mf
defininisce un operatore autoaggiunto se e solo se f e` una funzione reale ed
in questo caso l’operatore M0f risulta essenzialmente autoaggiunto.
Dim. 9.8 Consideriamo il primo punto. I problemi di densita` del dominio di
Mf possono derivare dalle zone in cui f diverge, in particolare per x → ∞.
Poniamo, con A ≥ 0:
FA = {x ∈ Rn ; |f(x)| ≤ A} ,
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tale insieme risulta misurabile e possiamo considerare la sua funzione carat-
teristica χA:
χA(x) =

1 x ∈ FA ,
0 x /∈ FA .
Sia ora u ∈ L2(Rn) arbitraria, allora χA u ∈ L2(Rn) ed abbiamo:
|f χA u| ≤ A |χA u| ∈ L2(Rn) ,
per cui χA u ∈ Df . Possiamo inoltre verificare che:
χA u
L2−→
A→∞
u ,
cioe`: ∫
Rn
|χA(x)u(x)− u(x)|2 dx −→
A→∞
0 .
Chiaramente si ha |χA u| ≤ |u|, per cui posso applicare Lebesgue e portare
il limite all’interno dell’integrale. A questo punto occorre verificare una con-
vergenza puntuale di χA u a u. Sappiamo che, preso un qualsiasi x ∈ Rn con
|f(x)| < ∞ allora, con A abbastanza grande, x ∈ FA e χA(x) = 1. D’altra
parte per ipotesi l’insieme in cui |f(x)| =∞ ha misura nulla per cui:
χA(x) −→
A→∞
1 q.d.
e quindi χA u −→
A→∞
u quasi ovunque e:
χA u
L2−→
A→∞
u .
L’insieme delle funzioni χA u, al variare di A ≥ 0 e u ∈ L2(Rn), sottoinsieme
del dominio Df , risulta quindi denso in L
2(Rn) ed a maggior ragione Df
risulta denso in L2(Rn).
Vediamo ora, stabilita la densita` del dominio, la costruzione dell’operatore
aggiunto studiando l’applicazione:
u −→ 〈 v , Mf u 〉 , u ∈ Df ,
e verificandone la continuita`. Abbiamo:
〈 v , Mf u 〉 =
∫
Rn
v(x) f(x)u(x) dx
=
∫
Rn
(f(x) v(x))u(x) =
〈
f v , u
〉
,
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dove l’ultima eguaglianza e` vera se il prodotto f v risulta in L2(Rn). Quindi
se v ∈ Df = Df , il prodotto scalare risulta continuo:
| 〈 v , Mf u 〉 | ≤ ‖f v‖ ‖u‖ ,
per cui v ∈ D(M †f ), vale M †f v = f v, e M †f e` una estensione di Mf . Sup-
poniamo ora che v ∈ D(M †f ) per cui M †f v esiste e definisce un elemento di
L2(Rn):
〈 v , Mf u 〉 =
〈
M †f v , u
〉
,∫
Rn
v(x) f(x)u(x) dx =
∫
Rn
(M †f v)(x)u(x) dx
valida per ogni u ∈ L2(Rn), con f u ∈ L2(Rn). Sappiamo che Df e` denso ed
in particolare lo sono le funzioni del tipo χA u viste in precedenza, ma con u
ora arbitraria, per cui:∫
Rn
v(x) f(x)χA(x)u(x) dx =
∫
Rn
(M †f v)(x)χA(x)u(x) dx
Sappiamo che |f(x)χA(x)| ≤ A, per cui il prodotto v f χA ∈ L2(Rn) e
l’uguaglianza sopra (valida per ogni u) comporta:
v f χA = (M
†
f v)χA ,
f v χA = (M
†
f v)χA .
Sapendo che χA −→
A→∞
1 quasi ovunque abbiamo che f v = M †f v ∈ L2(Rn),
cioe` v ∈ Df e:
M †f v = f v =Mf v ,
L’uguaglianza dei domini e delle azioni comporta quindi l’uguaglianza ope-
ratoriale:
M †f =Mf .
Veniamo ora al terzo punto del teorema. Se f ∈ L∞(Rn) allora vediamo
subito che il dominio Df coincide con tutto lo spazio. Infatti se u ∈ L2(Rn),
allora u2 ∈ L1(Rn), f 2 ∈ L∞(Rn) e la disuguaglianza di Ho¨lder dice che
(f u)2 ∈ L1(Rn), cioe` f u ∈ L2(Rn) e:
‖Mf u‖2 = ‖f u‖2 ≤ ‖f‖∞ ‖u‖2
per cui Mf e` un operatore limitato con ‖Mf‖ ≤ ‖f‖∞.
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Viceversa supponiamo Mf continuo (quindi definibile ovunque per conti-
nuita`):
‖Mf u‖2 ≤ ‖Mf‖ ‖u‖2 ,
e mostriamo che f ∈ L∞(Rn), cioe` che la funzione f deve necessariamente
essere essenzialmente limitata. Studiamo l’insieme:
{x ∈ Rn ; |f(x)| > B}
Se f /∈ L∞(Rn) allora l’insieme precedente ha misura non nulla e, detta χB
la sua funzione caratteristica, qualsiasi sia u ∈ Df non nulla su tale insieme,
il prodottto χB u definisce un elemento non nullo di L
2(Rn) a cui possiamo
applicare l’operatore Mf . Abbiamo:
Mf (χB u) = f χB u
|f χB u| ≥ B |χB u|
‖Mf χB u‖2 ≥ B ‖χB u‖2
‖Mf‖ = sup
v 6=0
‖Mf v‖1
‖v‖2 ≥
‖Mf χB u‖2
‖χb u‖2 ≥ B ,
che, per l’arbitrarieta` di B, contraddice la limitatezza dell’operatore. f deve
quindi essere una funzione essenzialmente limitata, cioe` f ∈ L∞(Rn).
Abbiamo gia` visto che:
‖Mf‖ ≤ ‖f‖∞ ,
e vediamo che non puo` essere verificata la disuguaglianza in senso stretto. In
caso contrario potremmo trovare un  > 0 con:
||Mf‖+  < ‖f‖∞ ,
e considerando l’insieme:
{x ∈ Rn ; |f(x)| > ‖f‖∞ − } ,
questo risulta a misura non nulla per la definizione di ‖f‖∞ come estremo
superiore (essenziale) di f . Detta χ la corrispondente funzione caratteristica,
possiamo costruire come prima un elemento non nullo χ u appartenente allo
spazio L2(Rn) e:
|Mf χ u| = |f χ u| > (‖f‖∞ − ) |χ u|
‖Mf χ u‖2 ≥ (‖f‖∞ − ) ‖χ u‖2
‖Mf‖ ‖χ u‖2 ≥ (‖f‖∞ − ) ‖χ u‖2
‖Mf‖ ≥ ‖f‖∞ − 
‖Mf‖ −  ≥ ‖f‖∞ .
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Giungendo ad un assurdo, per cui dobbiamo avere:
‖Mf‖ = ‖f‖∞ .
Consideriamo ora l’ultimo punto. Abbiamo gia` visto che se f ∈ L2loc(Rn)
e ϕ ∈ C∞0 (Rn), con Supp(ϕ) = K compatto, allora:
|f ϕ| ≤ |f |χK sup
Rn
|ϕ| ∈ L2(Rn) .
Sia quindi M0f la restrizione di Mf a C
∞
0 (Rn) e mostriamo che, essendo gli
aggiunti definiti:
(M0f )
† =M †f .
Sappiamo che Mf e` una estensione di M
0
f per cui, passado agli aggiunti:
M †f ⊂ (M0f )† =⇒ Df = D(M †f ) ⊆ D((M0f )†) ,
e D((M0f )
†) e` denso in tutto lo spazio e M0f e` chiudibile. Considerando
l’applicazione:
ϕ −→ 〈 v , Mf ϕ 〉 , ϕ ∈ C∞0 (Rn) ,
se v ∈ D((M0f )†) allora si deve avere:〈
(M0f )
† v , ϕ
〉
= 〈 v , f ϕ 〉∫
Rn
((M0f )
† v)(x)ϕ(x) dx =
∫
Rn
v(x) f(x)ϕ(x) dx .
La funzione (M0f )
† v ∈ L2(Rn) per definizione dell’aggiunto, ed e` quindi local-
mente sommabile, il prodotto v f ∈ L1loc(Rn) per la disuguaglianza di Ho¨lder
in quanto abbiamo v ∈ L2(Rn) (e quindi anche localmente) e f ∈ L2loc(Rn)
per ipotesi. La relazione sopra, valida per ogni ϕ comporta che la differenza
(M0f )
† v − v f si annulli quasi ovunque in Rn, per cui v f ∈ L2(Rn), cioe`
v ∈ Df e si ha (operando un ulteriore complesso coniugato):
f v ∈ L2(Rn) , (M0f )† v = f v = (Mf )† v .
Pertanto M †f risulta una estensione di (M
0
f )
†, da cui:
(M0f )
† =M †f .
Abbiamo gia` visto la chiudibilta` di M0f e sfruttando il teorema del doppio
aggiunto:
(M0f )
− = ((M0f )
†)† = (M †f )
† = (Mf )
† =Mf .
In particolare notiamo che se f e` reale allora l’operatore M0f risulta chiu-
dibile con la chiusura autoaggiunta, cioe` risulta essenzialmente autoaggiunto.
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9.4.2 Operatori differenziali.
Poniamoci ora il problema di definire un operatore di derivazione in L2.
Consideriamo per semplicita` il caso unidimensionale L2(R). Se f ∈ L2(R)
non sappiamo nulla se come funzione f e` derivabile, ma la sua derivata la
possiamo sempre definire in senso distribuzionale. Infatti possiamo pensare
f come distribuzione (in S′ o in D′) e considerare la sua derivata in senso
distribuzionale f ′ definita da:
〈 f ′ , ϕ 〉 = −〈 f , ϕ′ 〉 , (9.26)
per ogni ϕ ∈ D(R) oppure S(R). Il problema, per poter definire un operatore
in L2(R), e` ora quello di sapere se f ′ e` ancora una distribuzione di tipo
funzione e se definisce un elemento di L2(R). Se questo e` vero allora diciamo
che la distribuzione f ′ definisce l’azione dell’operatore derivata d
dx
in L2(R)
con dominio:
D
(
d
dx
)
= {u ∈ L2(R) ; u′ ∈ L2R)} , (9.27)
dove u′ e` appunto la derivata in senso distribuzionale (in D′ o S′).
Come abbiamo definito la derivata di f in senso distribuzionale, analo-
gamente possiamo definire la primitiva in senso distribuzionale che, come
abbiamo visto, esiste sempre. Indichiamo tale primitiva con il simbolo:∫ x
f
(da intendersi in senso distribuzionale).
D’altra parte se f ∈ L2(R) possiamo calcolare l’integrale:
F (x) =
∫ x
0
f(ξ) dξ . (9.28)
Operativamente possiamo procedere in questo modo: sia ϕk ∈ C∞0 (R) una
successione che approssima f in L2(R):
ϕk
L2−→
k→∞
f ,
e possiamo calcolare (con una integrazione di Riemann) le primitive:
φk(x) =
∫ x
0
ϕk(ξ) dξ ,
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Sappiamo che ϕk e` di Cauchy in L
2(R) ed abbiamo, applicando la disugua-
glianza di Cauchy in forma integrale:
|φk(x)− φj(x)| =
∣∣∣∣∫ x
0
1 (ϕk(ξ)− ϕj(ξ)) dξ
∣∣∣∣
≤
∣∣∣∣∫ x
0
1 dξ
∣∣∣∣ 12 ∣∣∣∣∫ x
0
|ϕk(ξ)− ϕj(ξ)|2 dξ
∣∣∣∣ 12
≤ |x| 12
(∫ +∞
−∞
|ϕk(ξ)− ϕj(ξ)|2 dξ
) 1
2
= ‖ϕk − ϕj‖2
√
|x| ,
Pertanto su ogni intervallo finito (ad esempio se |x| < R, con R > 0 prefis-
sato) abbiamo che φk(x) e` uniformemente di Cauchy e converge uniforme-
mente ad una funzione continua (le varie funzioni φk sono di classe C
∞(R)).
Definendo operativamente:
F (x) = lim
k→∞
∫ x
0
ϕk(ξ) dξ = lim
k→∞
φk(x) ,
abbiamo che F (x) risulta una funzione continua. Essendo continua e` anche
localmente sommabile, definisce una distribuzione in D′, e risulta anche una
primitiva in senso distribuzionale di f . Infatti:
〈 f , ψ 〉 = lim
k→∞
〈ϕk , ψ 〉 = lim
k→∞
〈φ′k , ψ 〉
= − lim
k→∞
〈φk , ψ′ 〉 = −〈F , ψ′ 〉 = 〈F ′ , ψ 〉 .
Poiche` le varie primitive differiscono per una costante:∫ x
f = F (x) + C .
In conclusione, se f ∈ L2(R) la sua primitiva (in senso distribuzionale)
risulta una distribuzione di tipo funzione continua. Essendo continua pos-
siamo valutarla in punti specifici, ed in particolare abbiamo la validita` del
teorema fondamentale del calcolo integrale:∫ b
a
f(ξ) dξ = F (b)− F (a) ,
senza alcuna richiesta di continuita` dell’integrando. Notiamo che non sap-
piamo in generale se F definisce un elemento di L2(R).
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Se f, g ∈ L2(R) allora il prodotto f g e` integrabile per cui possiamo deter-
minare una primitiva e, ragionando sempre con la densita` di C∞0 (R) in L2(R),
questa risulta una distribuzione di tipo funzione continua. In particolare
possiamo stabilire anche una regola di integrazione per parti:∫ b
a
(f ′(x) g(x) + f(x) g′(x)) dx = f(b) g(b)− f(a) g(a) , (9.29)
valida quando f, f ′, g, g′ ∈ L2(R) (per cui f e g risultano le primitive in
senso distribuzionale di f ′ e g′, sono continue e valutabili in punti specifici).
Notiamo che non abbiamo alcuna richiesta di continuita` per le derivate f ′
e g′ come invece viene richiesto dal teorema generale dell’integrazione per
parti.
In particolare abbiamo che se f, f ′ ∈ L2(R) allora:∫ b
a
f(ξ) f ′(ξ) dξ =
1
2
[
f(b)2 − f(a)2] ,
e, applicando la disuguaglianza di Schwartz:∣∣∣∣∫ b
a
f(ξ) f ′(ξ) dξ
∣∣∣∣ ≤ (∫ b
a
|f(ξ)|2 dξ
) 1
2
(∫ b
a
|f ′(ξ)|2 dξ
) 1
2
,
per cui, per a, b−→+∞ (dalla stessa parte e in maniera indipendente) l’in-
tegrale si annulla. Questo comporta che:
lim
a,b→+∞
∣∣f(b)2 − f(a)2∣∣ = 0 ,
in qualsiasi modo a, b−→+∞. Ma questo e` possibile solo se esiste il limite
di f(x) per x→ +∞:
lim
x→+∞
f(x) = C ,
e, affinche` f ∈ L2(R), si deve avere C = 0:
lim
x→+∞
f(x) = 0 .
Analogamente, lo stesso tipo di ragionamento si puo` ripetere per x−→−∞.
Notiamo pero` che se la derivata f ′ /∈ L2(R), non e` detto che f(x) tenda a
zero per x−→∞, come mostrato dai seguenti esempi:
f(x) = e−x
4 sin2 x , f(x) = x2 e−x
8 sin2 x .
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Se stiamo lavorando in L2(I) con I intervallo della retta reale, l’unica
maniera di definire un operatore derivata e` in senso distribuzionale. Su tutto
l’asse reale abbiamo anche un altro strumento a disposizione, la trasformata
di Fourier che sappiamo agire in L2(Rn) in maniera unitaria:
F : L2(Rn) −→ L2(Rn) .
Consideriamo in generale un operatore unitario U su uno spazio di Hilbert
H:
U : H −→ H ,
U U † = U † U = 1 ,
e supponiamo di avere un operatore A densamente definito. Poniamo:
B = U AU † ,
definito sul dominio:
D(B) = U D(A) ,
immagine, tramite U del dominio dell’operatore A. Essendo U suriettivo e
continuo, il dominio D(B) e` denso in H al pari di D(A). Infatti se y ∈ H
allora (per la suriettivita` di U) y = U x con x ∈ H, e per la densita` di D(A):
x = lim
n→∞
xn xn ∈ D(A) ,
y = U x = lim
n→∞
U xn , U xn ∈ D(B) .
Vediamo ora che l’aggiunto di B si puo` ottenere dall’aggiunto di A mediante
una relazione analoga:
B† = U A† U †
D(B†) = U D(A†) .
Essendo D(B) denso in H l’aggiunto B† risulta ben definito su un opportuno
dominio D(B†) e sappiamo che:
y ∈ D(B†) ⇐⇒ ∃ z ∈ H ; 〈 y , B x 〉 = 〈 z , x 〉 ∀x ∈ D(B) ,
ma, per l’unitarieta` di U e U †:
〈 y , B x 〉 = 〈 y , U AU † x 〉 = 〈U † y , AU † x 〉
= 〈 z , x 〉 = 〈U † z , U † x 〉 ,
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U † x e` un arbitrario elemento di D(A) per cui possiamo dire che y ∈ D(B†)
se e solo se esiste z ∈ H tale che:〈
U † y , Aw
〉
=
〈
U † z , w
〉 ∀ w ∈ D(A) ,
ma questo significa che U † y ∈ D(A†), cioe`:
y = U U †y ∈ U D(A†) ,
A† U †y = U † z = U †B†y ,
B† = U A† U † .
Veniamo ora al caso che ci interessa. Consideriamo l’operatore differen-
ziale definito da un polinomio nelle derivate:
A[a] = P (−iD) =
∑
|α|≤k
aα (−iD)α , aα ∈ C , (9.30)
e con dominio:
D(A[a]) =
u ∈ L2(Rn) ; ∑|α|≤k aα(−iD)α u ∈ L2(Rn)
 , (9.31)
dove le derivate sono da intendersi in generale in senso distribuzionale. Allora
abbiamo:
A[a]† = A[a] , (9.32)
ed in particolare A[a] e` autoaggiunto se e solo se tutti i coefficienti aα sono
reali.
Considerando la trasformata di Fourier come un operatore unitario da
L2(Rn) a L2(Rn) possiamo valutare F [Au] sapendo che:
F [(−iD)α u] (ξ) = ξα (F u)(ξ) ,
per cui:
F [Au] =Mf F u ,
con Mf operatore moltiplicativo per:
f(ξ) =
∑
|α|≤k
aα ξ
α .
Essendo F unitario, F = F−1 = F†:
u ∈ D(A[a]) ⇐⇒ F u ∈ D(Mf ) ,
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ed applicando F† abbiamo:
A[a] = F†Mf F ,
D(A[a]) = F†D(Mf ) ,
e per l’aggiunto:
A[a]† = F†M †fF = F
†Mf F ,
da cui la validita` dell’affermazione fatta in precedenza.
Potremmo anche definire un operatore differenziale ristretto alle funzioni
C∞0 (Rn):
A∞[a] =
∑
|α|≤k
aα (−iD)α ,
D(A∞[a]) = C∞0 (Rn) .
Allora si ottiene che:
A∞[a]† = A[a] = A† ,
ed in particolare l’operatore e` chiudibile con:
A∞[a]− = A[a] .
Abbiamo infatti:
v ∈ D(A∞[a]†) ⇐⇒ ∃ w ∈ L2(Rn) ;
〈 v , A∞[a]ϕ 〉 = 〈w , ϕ 〉 ∀ ϕ ∈ C∞0 (Rn) ,∫
Rn
v(x)
(∑
α
aα (−iD)α ϕ(x)
)
dx
=
∫
Rn
w(x)ϕ(x) dx ,
integrando per parti possiamo trasferire tutte le derivate (in senso distribu-
zionale) sulla funzione v:∫
Rn
[(∑
α
aα (iD)
α v(x)
)
− w(x)
]
ϕ(x) dx = 0 ,
∫
Rn
(∑
α
aα (−iD)α v(x)
)
− w(x)
 ϕ(x) dx = 0 ,
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valida per ogni ϕ ∈ C∞0 (Rn). In senso distribuzionale questa relazione dice
che: (∑
α
aα (−iD)α v
)
e` una distribuzione di tipo funzione coincidente con w ∈ L2(Rn), cioe`:
w =
(∑
α
aα (−iD)α v
)
e quindi v ∈ D(A[a]) = D(A[a]†) e:
A∞[a]† v = A[a]† v ,
A∞[a]† = A[a]† ,
A∞[a]− = (A∞[a]†)† = (A[a]†)† = A[a] .
In particolare notiamo che se i coefficienti sono reali, A∞[a] risulta essen-
zialmente autoaggiunto con A[a] sua estensione autoaggiunta.
9.4.3 Operatori relativamente limitati.
Vogliamo ora concludere qualcosa su operatori che mischiano la moltipli-
cazione e la derivazione. In generale e` facile verificare la simmetria di un
operatore ed occorre poi invocare i criteri di autoaggiunzione visti in pre-
cedenza per verificare una eventuale autoaggiunzione. Supponiamo di avere
due operatori A e B ognuno definito su un proprio dominio, D(A) e D(B)
rispettivamente. La somma dei due operatori risulta ben definita:
(A+B)x = Ax+B x , (9.33)
per ogni x ∈ D(A)⋂D(B). Siamo interessati alla situazione in cui un
operatore “controlla” l’altro.
Def. 9.4 Siano A e B due operatori lineari in uno spazio di Banach. Si
dice che B e` A–limitato se:
i) D(A) ⊆ D(B).
ii) Esistono due costanti a, b ≥ 0 tali che:
‖B x‖ ≤ a ‖Ax‖+ b ‖x‖ , ∀ x ∈ D(A) . (9.34)
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In base a questa definizione Kato e Rellich hanno stabilito il seguente
teorema che fornisce un criterio di “stabilita`” dell’autoaggiunzione. Esso per-
mette di determinare se, aggiungendo una “perturbazione” B ad un operatore
autoaggiunto A, la somma risulta ancora un operatore autoaggiunto.
Teo. 9.9 (Kato-Rellich) SianoA eB due operatori lineari su uno spazio
di Hilbert H con A autoaggiunto:
A = A† ,
B simmetrico e A–limitato con la corrispondente costante a < 1, allora la
somma A+B risulta un operatore autoaggiunto.
Dim. 9.9 L’operatore somma A+B risulta ovviamente simmetrico in quanto
il prodotto scalare 〈x , (A+B)x 〉 risulta reale per ogni x ∈ D(A) (dominio
comune ai due operatori). Studiamo allora l’operatore:
i p− (A+B) ,
con p reale (non nullo). In base ai criteri di autoaggiunzione visti in prece-
denza possiamo dire che se tale operatore e` suriettivo per un certo valore di
|p| (per entrambi i casi p = |p| e p = −|p|), allora A+B e` autoaggiunto. Sap-
piamo che l’operatore i p−A e` suriettivo in quanto A autoaggiunto, inoltre,
essendo in particolare A simmetrico:
‖(i p− A)x‖ ≥ |p| ‖x‖ ,
per ogni x ∈ D(A), per cui (i p−A) risulta anche iniettivo ed esiste l’inverso
(i p− A)−1. Possiamo allora decomporre:
i p− (A+B) = i p− A−B (i p− A)−1 (i p− A)
=
[
1−B (i p− A)−1] (i p− A) ,
mettendo in evidenza l’operatore suriettivo (i p − A). Rimane da mostrare
che 1−B (i p− A)−1 e` suriettivo.
Sappiamo che un operatore “vicino” all’identita`, del tipo 1−X, e` inverti-
bile (e quindi suriettivo) se X e` limitato con ‖X‖ < 1, quindi raggiungiamo
il nostro scopo se mostriamo che per ogni x ∈ H si ha:
‖B (i p− A)−1 x‖ ≤ µ ‖x‖ , con µ < 1 .
Poiche` i p − A e` suriettivo possiamo ricondurci al dominio di A. Cioe` per
ogni y ∈ D(A) si deve avere:
‖B y‖ ≤ µ ‖(i p− A) y‖ .
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Vediamo ora che questo equivale alla condizione di limitatezza relativa di
Kato.
‖(i p− A) y‖2 = 〈 (i p− A) y , (i p− A) y 〉 = p2‖y‖2 + ‖Ay‖2 ,
per cui dobbiamo avere:
‖B y‖2 ≤ µ2 ‖Ay‖2 + p2 µ2 ‖y‖2 .
Se operiamo il quadrato della condizione di limitatezza di Kato:
‖B y‖2 ≤ a2 ‖Ay‖2 + b2 ‖y‖2 + 2 a b ‖Ay‖ ‖y‖ .
Sappiamo che per ogni coppia di numeri reali α, β si ha:
2αβ ≤ α2 + β2 ,
ed anche (operando una trasformazione di scala α−→  α, β−→ β/):
2αβ ≤ 2 α2 + β
2
2
,
con  arbitrario (non nullo). Pertanto possiamo dire che:
‖B y‖2 ≤ a2 ‖Ay‖2 + b2 ‖y‖2 + 2 a2 ‖Ay‖2 + b
2
2
‖y‖2
= a2 (1 + 2) ‖Ay‖2 + b2
(
1 +
1
2
)
‖y‖2 .
e, se a < 1, possiamo ancora scegliere  in modo tale che a2 (1 + 2) < 1 e
quindi garantire la disuguaglianza richiesta con:
µ2 = a2 (1 + 2) ,
p2 µ2 = b2
(
1 +
1
2
)
,
e l’operatore i p− (A+B) risulta suriettivo (qualsialsi segno abbia p).
Osservazione. Il gioco di scaling fatto ci dice che abbiamo una certa liberta`
di scelta per le costanti a e b nella condizione di limitatezza di un operatore
relativamente ad un altro:
‖B y‖ ≤ a ‖Ay‖+ b ‖y‖ =⇒
‖B y‖2 ≤ a2 (1 + 2) ‖Ay‖2 + b2
(
1 +
1
2
)
‖y‖2
= a′2 ‖Ay‖2 + b′2 ‖y‖2
≤ (a′ ‖Ay‖+ b′ ‖y‖)2 =⇒
‖B y‖ ≤ a′ ‖Ay‖+ b′‖y‖ ,
400 CAPITOLO 9. OPERATORI E SPAZI DI HILBERT.
con:
a′2 = a2 (1 + 2) ,
b′2 = b2
(
1 +
1
2
)
,
e una piccola variazione dell’una comporta pero` una grande variazione del-
l’altra.
Con l’ausilio di tale teorema possiamo studiare l’autoaggiunzione dell’o-
peratore di Schro¨dinger:
H = −∇2 + V ,
con −∇2 inteso come operatore A che sappiamo essere autoaggiunto sul
dominio:
D(−∇2) = {u ∈ L2(Rn) ; |ξ|2 u˜(ξ) ∈ L2(Rn)} ,
dove u˜ denota la trasformata di Fourier di u e possiamo scrivere l’azione
dell’operatore differenziale come:
(−∇2 u)(x) = (F (ξ2 u˜(ξ))) (x) .
Sia ora V un potenziale reale che definisce un operatore di moltiplicazione
per una funzione reale, per cui sicuramente simmetrico. Vogliamo verificare
il criterio di Kato:
D(−∇2) ⊆ D(V ) ,
‖V u‖ ≤ a ‖∇2 u‖+ b ‖u‖ ,
con a < 1. Se u ∈ D(−∇2):
u = F−1 u˜ = F−1
[
(1 + ξ2) u˜
1
1 + ξ2
]
e sappiamo che (1 + ξ2) u˜ ∈ L2(Rn), mentre:
1
1 + ξ2
∈ Lq(Rn) con q > n
2
.
Se ci limitiamo allo spazio reale tridimensionale R3 o a dimensioni inferiori
(n ≤ 3) allora possiamo scegliere q = 2 e, per Ho¨lder:
u˜ ∈ L 12+ 12 (Rn) = L1(Rn) .
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Quindi la sua trasformata (o antitrasformata) di Fourier e` una funzione
limitata e continua:
|u(x)| = ∣∣F−1 u˜∣∣ ≤ ‖u˜‖1 <∞
D(−∇2) ⊆ L2(Rn)
⋂
L∞(Rn)
⋂
C(Rn) , n ≤ 3
Notiamo che:
L∞(Rn)
⋂
L2(Rn) ⊆ Lp(Rn) , 2 ≤ p ≤ ∞ ,
infatti:
|u|p = |u|2 |u|p−2 ≤ |u|2 (‖u‖∞)p−2 ,
quindi, in particolare nel nostro caso:
D(−∇2) ⊆ Lp(Rn)
⋂
C(Rn) , 2 ≤ p ≤ ∞
Consideriamo ora il potenziale. Se V ∈ L∞(Rn) abbiamo:
‖V u‖2 ≤ ‖V ‖∞ ‖u‖2 ,
e il criterio di Kato e` verificato con a = 0. Se invece V ∈ L2(Rn) allora
‖V u‖2 e` ben definito se u ∈ L∞(Rn). In generale vale il seguente risultato.
Teo. 9.10 Se V ∈ L2(Rn)+L∞(Rn) con n ≤ 3, allora V e` (−∇2)–limitato
con la costante corrispondente a arbitraria.
Osservazione. Dire che V ∈ L2(Rn) + L∞(Rn) significa che la funzione V (x)
puo` essere decomposta (non in maniera necessariamente unica) nella somma
di due funzioni:
V (x) = V2(x) + V∞(x) ,
con V2 ∈ L2(Rn) e V∞ ∈ L2(Rn). L’importanza del risultato (dovuto a
Kato) e` dato dal fatto che il potenziale Coulombiano in R3 verifica tale
decomposizione:
V (x) =
1
|x|
V2(x) =

1
|x| |x| ≤ 1
0 |x| > 1
V∞(x) =

0 |x| ≤ 1
1
|x| |x| > 1
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Dim. 9.10 Se u ∈ D(−∇2) allora u ∈ L2(Rn)⋂L∞(Rn) e:
V u = V2 u+ V∞ u
‖V∞ u‖2 ≤ ‖V∞‖∞ ‖u‖2 ,
‖V2 u‖2 ≤ ‖V2‖2 ‖u‖∞ ≤ 1
(2pi)
n
2
‖V2‖2 ‖u˜‖1 ,
Inoltre abbiamo (per Ho¨lder):
u˜ = (1 + ξ2) u˜
1
1 + ξ2
,
‖u˜‖1 ≤
∥∥∥∥ 11 + ξ2
∥∥∥∥
2
‖(1 + ξ2) u˜‖2
≤ C0 (‖u˜‖2 + ‖ξ2 u˜‖2)
≤ C0 (‖u‖2 + ‖∇2 u‖2)
‖V2 u‖ ≤ C0 ‖V2‖2
(2pi)
n
2
(‖∇2 u‖2 + ‖u‖2) ,
con:
C0 =
∥∥∥∥ 11 + ξ2
∥∥∥∥
2
=
(∫
Rn
dx
(1 + ξ2)2
) 1
2
,
costante indipendente da u. Otteniamo quindi una limitatezza alla Kato, ma
la costante non e` necessariamente inferiore all’unita`. Possiamo pero` operare
un piccolo trucco di scaling. Inglobando il fattore (2pi)
n
2 nella costante C0
abbiamo mostrato che, se V2 ∈ L2(Rn) e u ∈ D(−∇2):
‖V2 u‖2 ≤ C0‖V2‖2
{‖∇2 u‖2 + ‖u‖2} ,
e possiamo considerare la funzione scalata di un fattore λ > 0:
uλ = u
(x
λ
)
,
Abbiamo:
(‖uλ‖2)2 =
∫
Rn
∣∣∣u(x
λ
)∣∣∣2 dx = λn (‖u‖2)2 ,
(‖∇2 uλ‖)2 =
∫
Rn
∣∣∣∇2x u(xλ)∣∣∣2 dx
= λn
∫
Rn
∣∣∣∣∇2xλ u(xλ) 1λ2
∣∣∣∣2 dx
= λn−4 (‖∇2 u‖2)2 ,
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(‖V2 uλ‖2)2 =
∫
Rn
∣∣∣V2(x)u(x
λ
)∣∣∣2 dx
= λn
∫
Rn
∫
Rn
|V2(λx)u(x)|2 dx
= λn
(∥∥∥(V2) 1
λ
u
∥∥∥
2
)2
,
e scalando anche il potenziale:
(‖(V2)λ uλ‖2)2 = λn (‖V2 u‖2)2 ,
(‖(V2)λ‖2)2 = λn (‖V2‖2)2 .
Possiamo allora riscrivere la disuguaglianza precedente:
‖(V2)λ uλ‖2 = ‖(V2 u)λ‖2 = λ
n
2 ‖V2 u‖2
≤ C0 λn2 ‖V2‖2
[
λ
n−4
2 ‖∇2 u‖2 + λn2 ‖u‖2
]
,
‖V2 u‖2 ≤ C0 ‖V2‖2 λn−42 ‖∇2 u‖2 + C0 ‖V2‖2 λn2 ‖u‖2 ,
‖V u‖2 ≤ C0 ‖V2‖2 λn−42 ‖∇2 u‖2 +
(
C0 ‖V2‖2 λn2 + ‖V∞‖∞
) ‖u‖2 .
Abbiamo ancora una limitatezza relativa, ma con un parametro arbitrario
nella costante a. Essendo n ≤ 3 l’arbitrarieta` di λ comporta l’arbitrarieta`
della costante complessiva che puo` essere scelta piccola a piacere (variando
contemporaneamente l’altra costante).
Il risultato e` stato esteso anche a dimensioni superiori a 3 variando in
modo opportuno le ipotesi, ed e` importante notare che il potenziale Coulom-
biano continua a verificare il criterio di autoaggiunzione alla Kato anche per
sistemi a molti gradi di liberta`.
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