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Abstract
Designing and operating water supply systems is a multicriteria task: the energy eﬃciency shall be minimised while, at the
same time, respecting technical requirements, such as balanced operation of available pumps. In this contribution, we present an
optimisation and decision support methodology to improve the operation of pumps in the water sector of medium size cities (ap-
proximately 100000 inhabitants) in Germany. The emphasis is on the multicriteria nature of the problem. Besides the management
of the waterworks system, we consider the goal to assist at the selection of a new pump. We discuss several examples to emphasise
the beneﬁts of obeying the rules of multicriteria decision-making and involving the user into the decision process.
c© 2015 The Authors. Published by Elsevier Ltd.
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1. Introduction
There are many diﬀerent approaches to provide multicriterial decision support to the profession of the water supply
management [6]. Given the problem, one or several system models are established taking into consideration the
physical laws relevant to the user. Then, the user gives some additional information describing the current situation
of the system and his particular preferences. Once all parameters are set, the optimisation tool runs one or several
algorithms and, ﬁnally, a result is presented to the user.
In this context, diﬀerent criteria may be taken into account such as investment, energy eﬃciency, reliability, drink-
ing water quality or other technical requirements. The challenge is to generate the maximum beneﬁt for the user. As
for our clients, it is important to ensure energy-eﬃcient pump operation as well as technical operating requirements,
such as constant use, which is expressed by minimising the number of pump switches. Based on typical drinking
water consumption data, we compute pump schedules displaying operating states on hourly bases. Thus, we simulate
daily operating scenarios for the choice of every pump under consideration. In particular, we consider the character-
istic curves of the water supply system and the pumps to generate all possible operating states. Usually, this approach
results in a very large number of scenarios. But, by dismissing ineﬃcient operating states in a branch-and-bound
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Fig. 1. Model of the water supply system.
fashion [3], we save time and end up with a smaller set of relevant operating scenarios. Finally, we provide the user
with an interactive tool to compare these scenarios with respect to multiple criteria and the user can navigate to the
solution that ﬁts his needs.
2. Model
We consider a simpliﬁed but realistic model of the water supply system which we encountered in Bu¨rstadt, Ger-
many. It is presented in Figure 1. After the necessary water treatment, it makes use of up to four pumps and feeds the
resulting drinking water into the supply network. The supply network - the city - has a drinking water demand which
is modelled in terms of a time series. We assume that the demand dt at the time t is known a priori, e.g.:
Table 1. An example of a demand dt .
t (h) 19 20 21 22 23 24 1 2 3 4 5 6
dt (m3) 905 817 498 488 437 349 428 462 423 318 260 252
Every day, the planner of the waterworks estimates the demand dt based on his information about the day, such as
weather or any predictable events, and creates a schedule based on his empirical knowledge and personal preferences.
The schedule st maps the time t to the set of pumps to be switched on at that time. Given the set of pumps P =
{p1, p2, p3, p4}, the solution may look the following way:
Table 2. An example of a schedule st .
t (h) 19 20 21 22 23 24 1 2 3 4 5 6
st (m3) {} {} {} {p1} {p1} {p1} {p1, p3} {p1, p3} {p1, p3} {p4} {p4} {p4}
The schedule in Table 2 shows that the planner has decided to switch on the pump p1 at the time t = 22, then, to
add another pump p3 at the time t = 1 and, ﬁnally, to transfer to pump p4 at the time t = 4. We assume that at the
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beginning of the schedule all pumps are switched oﬀ and that the last combination of pumps continues. Thus, this
schedule yields 5 switches. For maintenance reasons, we want to minimise the number of switches.
For economic reasons, we want to run the pumps as energy-eﬃcient as possible. Next, we will go into detail how
the energy used by a pump is computed.
First, we need to know the behaviour of the system to feed water into. In our example, it is represented by the
system curve
Ht : R+ → R
Q → atQ2 − btQ + ht , (1)
where
at = −2.713 · 10−9dt + 6504 · 1010−6 (2)
and
bt = 4.384 · 1010−7dt − 1.768 · 1010−3 (3)
are some factors dependent on the demand obtained by measurements and ht is the static height given by the container
water level at the time t. The system curve maps volume ﬂow rate Q in m3/h to the corresponding delivery head Ht(Q)
in m.
Second, we need to know the behaviour of the pumps. Each pump pi, i ∈ {1, 2, 3, 4} is represented by the charac-
teristic curve
H(i) : R+ → R
Q → H(i)(Q) (4)
and the eﬃciency curve
η(i) : R+ → R
Q → η(i)(Q) . (5)
Both delivery head H(i)(Q) and eﬃciency η(i)(Q) are computed from volume ﬂow rate Q. In this paper, the curves are
interpolated from the sample data in Table 3.
Table 3. Sample data of the pumps.
Q (m3/h) 0 320 570 670 897 1099 1298 1597.3 1823.2
H(1)(Q) (m) 76.81 74.7 71.61 71.75 72.29 69.99 67.95 61.88 55.79
η(1)(Q) 0 0.386 0.5555 0.6068 0.7228 0.7885 0.8312 0.8596 0.8507
Q (m3/h) 0 240 494 694 899 1095.7 1209.3 1465.3
H(2)(Q) (m) 74.15 72.15 70.78 69.34 66.44 62.75 60.12 52.57
η(2)(Q) 0 0.4065 0.6322 0.7536 0.8302 0.8709 0.8832 0.8711
Q (m3/h) 0 237 470 645 797.3 1000.3 1208.7 1410
H(3)(Q) (m) 63.84 62.46 61.98 60.61 58.68 54.87 50.07 43.83
η(3)(Q) 0 0.3828 0.6102 0.7236 0.7905 0.8494 0.8708 0.8491
Q (m3/h) 0 195 440 659.7 806.3 998.7 1204
H(4)(Q) (m) 64.13 63.19 61.62 59.35 56.61 51.21 43.71
η(4)(Q) 0 0.4195 0.675 0.8096 0.8484 0.8604 0.8342
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Fig. 2. Operation in parallel: the bold system curve intersects the combined characteristic curve of the pumps p1 (blue) and p3 (red) and yields a
duty point with combined eﬃciency of ≈ 0.72.
When pumps are operated in parallel, the characteristic curve is a combination of characteristic curves generated
by adding the individual volume ﬂow rates (see [2]).
During the operation, the characteristic curve of active pumps intersects the system curve and results in a duty
point yielding a ﬂow rate Q and a delivery head H(Q). If pump pi contributes ﬂow rate Q(i), it must be produced with
eﬃciency η(i)(Q). The operation at the time t = 1 is illustrated in Figure 2. Hence, the actual power in W to run pump
pi is
P(i) = ρg
Q(i)
3600
H
(
Q(i)
)
η
(
Q(i)
) , (6)
where ρ = 1000 kgm3 is the density of water and g ≈ 9.81ms2 is the gravitational acceleration.
Starting with static height ht = 45 at t = 19, we consider a cylindrical container with diameter of 60 m. Then, the
schedule from Table 2 produces a ﬂow rate according to Figure 3. We notice that the lack of water pumping drains
the container, whereas, an overﬂow of drinking water raises the water level in the container and, thus, the static height
ht. Power from Eq.(6) being energy per time unit results in total energy of 1158.5 kWh, i.e., we need 0.205518 kWh
to generate 1 m3 of drinking water.
At last, we address the role of the container. The container adds additional constraints to the problem. We have to
make sure that the container does not overﬂow, i.e., the static height ht is bounded from above. Also, the static height
is bounded from below, which is either due to the limited capacity of the container or due to the security regulation
policy forcing the water supplier to keep certain amount of drinking water in the container in case of an emergency
event, such as power blackout. Also, water exchange during the day may be of interest implying that the container
has to be emptied and ﬁlled again or vice versa.
For the following section, we keep in mind that the planner of the waterworks decides on a pump schedule to
guarantee the drinking water supply of the city. But, he prefers to do that in a way that is more eﬃcient, i.e., he wants
to minimise the number of switches and the energy used for the generation of a single drinking water unit. We will
show how to meet his preferences in the following section.
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Fig. 3. Flow rate (bars) and static height (green curve) in m produced by the schedule from Table 2 given the demand (gray curve) from Table 1.
3. Computation of Pareto-optimal solutions
In the problem presented in the previous section, the number of solutions grows exponentially with the number
of time periods. There are 2n∗m solutions to be taken under consideration, where n ∈ N is the number of pumps and
m ∈ N is the number of time periods. Therefore, computing all of them is very expensive. In order to deal with such a
large number of solutions in an intelligent way, we propose a backtracking technique which is quite popular in these
kind of situations. It ﬁnds solutions which are most interesting by simultaneously cutting the less interesting solutions.
First of all, let us deﬁne what an interesting solution may look like. According to the modelling in the previous
section, one has to choose between solutions determined by multiple possibly conﬂicting objectives. Therefore, the
concept of Pareto-optimality is used (see [1]). Pareto-optimality is achieved, when it is impossible to improve in one
objective without worsening in any other objective. Finding Pareto-solutions may be diﬃcult due to the large number
of overall possible solutions which have to be compared to each other.
Backtracking is an eﬃcient way to enumerate all possible solutions. It constructs a tree of partial solutions, where
each vertex represents a partial solution (see [5]). Doing so, the solution tree is traversed in terms of depth ﬁrst search,
which allows to save a lot of memory space.
Traversing the entire solution space, however, is still a lot of work due to the exponential growth of the solution
tree width. But, we can reduce that computational time by cutting oﬀ entire branches of the tree (see [3]) whenever
any partial solution turns out to be ineﬃcient in comparison to the currently optimal solution pool. Also, it helps to
have additional requirements or constraints, such as container limits, since, then, even more branches can be cut oﬀ
due to infeasibility.
For illustrational purposes, we consider a small example with two pumps (no parallel operation allowed) and two
time periods. Backtracking is applied resulting in the solution tree depicted in Figure 4. At ﬁrst, depth ﬁrst search
traversal ﬁnds the ﬁrst solution running pump 1 for two time periods. Since there is no other solution yet, the solution
pool accepts the solution sol1 requiring 10 energy units and one switch in total. The next solution is dismissed being
inferior to the ﬁrst solution. Then, another solution sol2 is generated requiring more switches but less energy. Hence,
sol2 is added to the solution pool. In the next step, the partial solution running pump 2 at the time t = 1 turns out to
be infeasible due to overstepping the container limits and the entire branch is cut oﬀ. The next feasible solution turns
out to be sol3. It improves the requirements of sol1 in one objective. Therefore, sol3 is added to the solution pool,
whereas, sol1 is deleted from the solution pool. Finally, backtracking terminates with two Pareto-optimal solutions
sol2 and sol3.
As we have seen, it may be the case that, during the backtracking process, the solution pool contains solutions,
which are not necessarily Pareto-optimal. It may also happen that the Pareto-solution, which allows us to cut oﬀ a
speciﬁc branch, is generated too late in the process. We counteract this issue by ordering the pump combinations with
respect to their promises in regard to optimality, e.g., ordering with respect to operating eﬃciency, which helps us to
ﬁnd eﬃcient solutions sooner in the process.
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Fig. 4. Backtracking the Pareto-optimal solutions via depth ﬁrst search traversal.
It remains to add that sometimes cutting oﬀ branches just is not enough to suﬃciently reduce the computational
time. Then, we have to make sacriﬁces with respect to the completeness of the solution space. This can be done by
dismissing solutions which seem to make less sense than others. We found it useful to operate pump combinations
until they become either infeasible or comparable with the solution pool. Such jumps allow us to skip to farther time
periods and, thus, they reduce the exponent for the time complexity.
The number of Pareto-solutions depends on the settings. We may as well end up with one single Pareto-solution.
However, from the planner’s point of view, it is better to show some additional compromises, even though they are
not necessarily Pareto-optimal. This may help in many ways. The planner is either more convinced that the solution
presented to him is best. Or, maybe, the best solution is entirely unsatisfactory because it does not fulﬁl some desirable
characteristics, which have either been forgotten or they are simply diﬃcult to deﬁne, and, so, he has the possibility to
divert to a more desirable solution which is slightly less optimal. The computation of additional compromises can be
easily incorporated into the backtracking process by allowing solutions to stay in the solution pool if they are worse
than the optimal ones by some ﬁxed diﬀerence.
4. Navigation
Once the solution pool is set, the planner compares solutions and decides which one to pick. This is achieved by an
interactive navigation tool that has been developed at the Fraunhofer institute ITWM for medium-sized water supply
companies.
The interface of the navigation tool is illustrated in Figure 5. We present the planner with a set of solutions
generated by the backtracking process. Each solution can be selected by clicking on the corresponding object on the
grid and investigated further or simply compared side by side. But, most importantly, solutions should be ﬁltered and
restriction is considered as a powerful technique for that purpose. It hides solutions with undesired objective values
and focuses the attention of the planner on the more important ones. The sliders below the grid allow to select a
speciﬁc solution and to restrict the solution space in terms of objective values. The same navigation techniques have
been presented in [4].
The navigation tool seems counterintuitive for a planner who is used to plan forward, i.e., generating the schedule
one time step after the other. In the navigation tool, however, the generation step is skipped. Therefore, an additional
feature was added to the navigation tool which allows to compare the traditional forward planning to the new backward
planning: The user can interactively change the pump schedules according to his own preferences and then compare
this self-made solution to the original solution proposed by the optimization algorithm. Modiﬁed solutions are added
to the solution pool and to the navigation grid. Observe that in Figure 5 a solution has been completely modiﬁed
(green triangle), but, it doesn’t improve the original solution (yellow triangle). The modiﬁed solution is placed farther
up to the right, which gives the planner an immediate feedback.
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Fig. 5. Navigation tool at the Fraunhofer ITWM.
Moreover, the navigation tool can compare the use of a pump. This is demonstrated in Figure 6. The solution
pool in Figure 6 has been generated by the backtracking technique using jumps with tolerances 0.01 and 3 to Pareto-
optimality in the energy spent on 1 m3 of water and in the number of switches, respectively. Observe that, in the upper
part of the illustration, the pump p2 clearly overperforms in comparison to the pump p1. In the comparison of the
pumps p3 and p4, however, it is a much closer call since solutions with both conﬁgurations lie closer side by side.
Fig. 6. Comparison of two pumps.
5. Summary
I this paper, we have considered the model of a simpliﬁed water supply sector. An innovative methodology has
been proposed to support the multicriteria decision making in the water management. We have thoroughly discussed
an example with two objective functions. However, the same approach can be extended to problems with more than
two objectives. And the decision support can be applied to similar or even more complex structures of the water
network.
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