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$EVWUDFW
The analytic solution of the gravimetric tensor 
components, making use of the gravitational 
potential equation for a three-dimensional 
volumetric assembly composed of unit prisms 
of constant density, demands a high compu-
tational cost. This is due to the gravitational 
potential of each one of these prisms must be 
calculated for all of the points of a previously 
GH¿QHGREVHUYDWLRQJULGZKLFKWXUQVRXWLQD
ODUJH VFDOH FRPSXWDWLRQDO FRVW ,Q WKLV ZRUN
ZH LQWURGXFH D K\EULG GHVLJQ DQG LWV SDUDOOHO
implementation, based on OpenMP and MPI, 
for the calculation of the vectorial components 
RI WKH JUDYLPHWULF ¿HOG DQG WKH FRPSRQHQWV
of the gravimetric tensor. Since the comput-
ing time is drastically reduced, the obtained 
performance leads close to optimal speed-up 
ratios. The applied parallelization technique 
consists of decomposing the problem into 
groups of prisms and using different memory 




over the same region in OpenMP. Due OpenMP 
can be only used on shared memory systems 
is necessary to use MPI for the calculation 
distribution among cluster nodes, giving as a 
result a hybrid code (OpenMP+MPI) highly ef-
¿FLHQWDQGZLWKDQHDUO\SHUIHFWVSHHGXS$G-
GLWLRQDOO\ WKH QXPHULFDO UHVXOWV ZHUH YDOLGDW-





La solución analítica de las componentes del 
tensor gravimétrico, utilizando la ecuación del 
potencial gravitacional para un ensamble volu-
métrico compuesto de prismas de densidad 
constante, requiere un alto costo computacio-
nal. Esto se debe a que el potencial gravitacio-
nal de cada uno de estos prismas tiene que ser 
calculado para todos los puntos de una malla 
GH REVHUYDFLyQ SUHYLDPHQWH GH¿QLGD OR FXDO
resulta en una carga computacional de gran 
escala. En este trabajo introducimos un diseño 
híbrido y su implementación paralela basada 
en OpenMP y MPI, para el cálculo de las compo-
nentes vectoriales del campo gravimétrico (Gx, 
Gy, Gz) y las componentes del tensor gravimétri-
co (Gxx, Gxy, Gzz, Gyy, Gyz, Gzz).El rendimiento obteni-
do conlleva a óptimas relaciones del speed-up, 
ya que el tiempo de cómputo es drásticamente 
reducido. La técnica de paralelización aplicada 
consiste en descomponer el problema en gru-
pos de prismas y utilizar diferentes espacios de 
memoria por núcleo de procesamiento, con el 
¿QGHHYLWDUORVSUREOHPDVGHFXHOORGHERWHOOD
cuando se accesa a la memoria compartida de 
un nodo del cluster, que se producen general-
mente cuando varios hilos de ejecución acceden 
a la misma región en OpenMP. Debido a que 
OpenMP solo puede utilizarse en sistemas de 
memoria compartida es necesario utilizar MPI 
para la distribución del cálculo entre los nodos 
del cluster, dando como resultado un código 
KtEULGR 2SHQ0303, DOWDPHQWH H¿FLHQWH FRQ
un speed-up prácticamente perfecto. Adiciona-
lmente los resultados numéricos fueron valida-
dos con respecto a su contraparte secuencial.
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,QWURGXFWLRQ
The shared memory architecture is becoming 
more common every day in the high-





VL[W\ FRUHVXVLQJ VKDUHGPHPRU\2SHQ03 LV
QRZDVWDQGDUGIRUV\PPHWULFPXOWLSURFHVVLQJ
systems (SMP) (even can be used transparently 
in the Xeon Phi architecture (Calvin et al., 
2013)) sustained by a combination of function 
and compiler directives, a standard for the 
symmetric multiprocessing (SMP) systems 
(Dagum and Menon, 1998; Curtis-Maury et al., 
2SHQ03 KDV SURYHQ WR EH D SRZHUIXO
tool for SMP due to several reasons: it is highly 
SRUWDEOHLWDOORZV¿QHDQGPHGLXPJUDQXODULW\
each thread can access to the same global 
PHPRU\DQGKDV WKHLURZQSULYDWHPHPRU\
and it also has a greater level of abstraction 
than MPI model (Brunst and Mohr, 2008). 
MPI is a library supported on the Same 
Program Multiple Data (SPMD) model and on the 
PHVVDJHSDVVLQJPRGHOZLWKDQH[SOLFLWFRQWURO
of the parallelism. The processes can only read 
DQG ZULWH LQ WKHLU UHVSHFWLYH ORFDO PHPRULHV
and the data in these memories is transferred 
through calls to functions or procedures 
ZKLFKLPSOHPHQWWKHPHVVDJHSDVVLQJPRGHO
Among the principal characteristics of MPI are 
that it can run in architectures of shared and 
distributed memory, is convenient for medium 
to coarse granularity and that employment is 
ZLGHO\H[WHQGHGPDNLQJLWH[WUHPHO\SRUWDEOH
among platforms (Krpic et al., 2012). 
8VLQJ D K\EULG SURJUDPPLQJ PRGHO ZH
FDQ WDNH DGYDQWDJH RI WKH EHQH¿WV RI WZR
programming models OpenMP and MPI. MPI is 
normally used to control the parallelism among 
FOXVWHUQRGHVZKLOH2SHQ03LVDSSOLHGLQWKH
FUHDWLRQ RI WKUHDGV RI ¿QH JUDQXODULW\ WDVNV
ZLWKLQHDFKQRGH0RVWDSSOLFDWLRQVGHYHORSHG
in hybrid model involves a hierarchical model: 
MPI is for the higher level and OpenMP for the 
ORZHURQH6PLWK
2QH RI WKH SRWHQWLDO EHQH¿WV RI XVLQJ
hybrid model programming consists of getting 
rid of the barrier of scaling that each model 
has. Generally, in MPI the scaling is limited 
by the communications cost, because an 
application is affected by the overload of 
FRPPXQLFDWLRQZKHQWKHQXPEHURISURFHVVHV
is increased. In OpenMP the performance of 
an application is affected by cache coherence 
problems and access to shared memory 
ZKLFKPD\ OHDGWRERWWOHQHFN LVVXHVEHWZHHQ
WKH H[HFXWLRQ WKUHDGV ZKHQ WU\LQJ WR DFFHVV
PHPRU\ %\ PL[LQJ WKHVH PHWKRGRORJLHV RI
SDUDOOHO SURJUDPPLQJ 2SHQ03DQG03,ZH
can obtain a more diverse granularity of the 
application and therefore a better performance 
WKDQE\XVLQJHDFKRQHRQLWVRZQ
7KHUH DUH GLIIHUHQW DSSOLFDWLRQVZKLFK XVH
WKLV SURJUDPPLQJ SDUDGLJP 2SHQ03 ZLWK
03, )RU H[DPSOH LQ WKH VROXWLRQ RI VSDUVH
linear systems (Mitin et al., 2012), in graph-
coloring algorithms (Sariyuce et al., 2012), in 
VRPH PRGHOV RI ÀXLG G\QDPLFV $PULWNDU et 
al&RXGHU&DVWDxHGDDQG¿QLWH
element methods (Boehmer et al., 2012), in 
WKHVLPXODWLRQRIWXUEXOHQWÀXLGV-DJDQQDWKDQ
and Donzis, 2012), even in the simulation of 
combustion chambers (Környei, 2012) and the 
LPSOHPHQWDWLRQRIQHXUDOQHWZRUNV *RQ]DOH]
et al., 2012). As can be observed, there are 
numerous computational implementations 
XVLQJ 2SHQ03 ZLWK 03, QHYHUWKHOHVV WKLV
type of design is supported on a natural 
decomposition of the domain (Carrillo-
Ledesma et al., 2013), based on data. For our 
particular problem, each one of the processing 
units accesses all of the computational domain 
points. 
In Figure 1 is depicted a domain 





among the different tasks.
On the other hand, in the direct conformation 
of gravimetric data, an initial model for the 
source body is constructed from geological-
geophysical information. The anomaly of 
such model is calculated and compared to the 
REVHUYHGDQRPDO\DIWHUZKLFKWKHSDUDPHWHUV
are adapted to improve the adjustment 
EHWZHHQWKHP7KHVHWKUHHVWHSVWKDWDUUDQJH
the model properties — anomalies calculation, 
comparison and adjustment — are repeated up 




small, each prism can be considered to have a 
constant density. Because of the superposition 
principle, the gravitational anomaly of a 
ERG\ FDQ EH DSSUR[LPDWHG DW DQ\SRLQW E\
summing the effects of all the prisms over 
that point. Even though this methodology 
appears simple (by reducing the size of the 
prisms to better adjust the source body), 
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computing time is considerably increased. 
There are other approaching methods of 
the gravitational anomaly that can simplify 
the required computation (mass points or 
WHVVHURLGVDSSUR[LPDWLRQVKRZHYHUWKH\PD\
complicate the construction of the geological 
model (Heck and Seitz, 2007).
$SSOLFDWLRQGHVLJQ
The application consists of calculating the 
gravimetric anomaly produced by a rectangular 
SULVPDWLF ERG\ ZLWK FRQVWDQW GHQVLW\ ZLWK
respect to a group of observation points (see 
)LJXUH  7KH VHW RI SULVPV LV NQRZQ DV DQ
HQVHPEOH RI SULVPVZKLFK LV QRW QHFHVVDULO\
regular. A set of irregular prisms can be 
FRQ¿JXUHG DV ORQJ DV WKH SULVPV DUH QRW
VXSHULPSRVHG%HFDXVH WKHJUDYLWDWLRQDO¿HOG
FRPSOLHVZLWKWKHVXSHUSRVLWLRQSULQFLSOHZLWK
respect to the observation points, if f is the 
calculated response at a point (x, y), then the 
observed response at the point f (x, y) is given 
by:
 f x y G x yk
k
M





ZKHUHM is the number of total prisms and U is 
the density of the prism.
,W LV ZHOO NQRZQ WKDW WKH IXQFWLRQ WKDW
calculates the anomaly for a given prism from 
DQREVHUYDWLRQSRLQWLVZULWWHQDVIROORZV1DJ\
et al., 2000):







































) LV WKH REVHUYDWLRQ SRLQW DQG Ǐ WKH
GHQVLW\DVVKRZQLQ)LJXUH
)LJXUH The domain decomposition 
based on data for an OpenMP+MPI 
application.
)LJXUH . Decomposition 
of the calculation of M 
SULVPV ZLWK UHVSHFW WR WKH
observation grid: (a) regular 
prism assembly, (b) irregular 
prism assembly.
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)LJXUH&DOFXODWLRQRIDSULVPZLWKUHVSHFWWRD
point of observation.
The aforementioned is a large scale problem 
VLQFH IRU H[DPSOH D V\QWKHWLF SUREOHP
conformed by a set of prisms of 300 × 300 
× 150 = 13,500,000 elements, against an 
observation grid of 100 × 100 = 10,000 points, 
results in the calculation of 135,000,000,000 
integrals or differentials to solve the entire 
SUREOHP 7KH IRUPXODWLRQV ZH XVHG DUH
LQFOXGHGLQDSSHQGL[$
Computing time reduction in a numerical 
simulation is of great importance to diminish 
UHVHDUFK FRVWV $ VLPXODWLRQ ZKLFK ODVWV D
ZHHNLVOLNHO\WREHFRVWO\QRWRQO\EHFDXVHWKH
PDFKLQH WLPH LV H[SHQVLYH EXW DOVR EHFDXVH
it prohibits the quick acquisition of results to 
PDNHPRGL¿FDWLRQVDQGSUHGLFWLRQV
In many projects to be parallelized, 
several times the serial algorithm does not 
VKRZ D QDWXUDO GHFRPSRVLWLRQ ZKLFK DOORZV
easily porting it to a parallel environment, 
or the trivial decomposition does not yield 
good performance results. For such reasons 
it is convenient to use a hybrid programming 
methodology, as the one developed and 
presented in this paper. This methodology 
provides an adequate programming design to 
obtain a superior performance. 
To develop a parallel program it is 
IXQGDPHQWDOWRVHDUFKIRUWKH¿QHVWJUDQXODULW\
as in the methodology proposed by Foster 
(Foster, 1995). In this case it is possible to 
parallelize by prisms or by observation points. 
One of the requirements of the design is that 
it must be scalable, therefore the use of hybrid 
systems is quite appropriate; these systems 
DUH WKH PRVW FRPPRQO\ XVHG QRZDGD\V
)ROORZLQJ)RVWHU¶VPHWKRGRORJ\LWLVQHFHVVDU\
WREHJLQZLWKWKH¿QHVWJUDQXODULW\LQWKLVFDVH










This parallelization by observation points 
is trivial and does not offer a great design 
FKDOOHQJH VLQFH ZH VLPSO\ SDUWLWLRQ WKH
FDOFXODWLRQ ZLWK UHVSHFW WR WKH REVHUYDWLRQ
grid for each prism (see the pseudo-code 1). 
+RZHYHUWKLVVFKHPHKDVVHYHUDOGUDZEDFNV
One of them is that the performance is not 
optimal since the number of prisms is much 
greater than the number of observation points. 
,QRWKHUZRUGVWKLVSDUWLWLRQLQJLVHI¿FLHQWDV
ORQJDVWKHUHDUHQRWWRRPDQ\WKUHDGVZRUNLQJ
upon the observation grid, thus avoiding a 
bottleneck issue as a consequence of the 
WKUHDGVZRUNVLQWKHVDPHPHPRU\DOORFDWLRQ
0D\EHWKHZRUVWGUDZEDFNOLHVLQWKHIDFWWKDW
the parallel environment is created and closed, 
LHIRUHDFKSULVPDIXQFWLRQZKLFKSDUDOOHO\
FDOFXODWHVWKHDQRPDOLHVLVH[HFXWHGEXWVXFK
HQYLURQPHQW LV FORVHG RQFH WKH H[HFXWLRQ LV
RYHU DQG UHRSHQHG IRU WKH IROORZLQJ SULVP
ZKLFKUHVXOWVLQDQXQQHFHVVDU\RYHUORDGDQG
therefore decreases the performance.
For each prism from 1 to M
!$OMP PARRALLEL DO COLLAPSE(2)
 For each j from 1 to Ny
  )RUHDFKLIURPWR1[
  G(i,j)=Gz(parameters)+G(i,j)
  End For
 End For
!$OMP END PARALLEL DO
End For
/LVWLQJ Parallelization by observation points
/LVWLQJ Parallelization by observation points
!$OMP PARRALLEL DO
For each prism from 1 to M




  End For
 End For
End For
!$OMP END PARALLEL DO
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 The other parallelization option is to use 
SULVPVLHPDNLQJWKHWKUHDGVGLYLGHWKHZRUN
per number of prisms (see pseudo-code 2). To 
avoid the coherence problems of the cache it is 
necessary to create a different memory space 
IRU HDFK H[HFXWLRQ WKUHDG EHFDXVH LW LV QRW
feasible to create a single memory space for 
an unique observation grid, shared by all the 
threads.
As observed in Figure 6, it is required to 
FUHDWHDQREVHUYDWLRQJULGIRUHDFKH[HFXWLRQ
thread to avoid memory consistency problems. 
Bottleneck memory access issues are avoided 
VLQFHHYHU\WKUHDGZULWHVLQDGLIIHUHQWGLUHFWLRQ
RIWKHPHPRU\VSDFH,IRQO\RQHJULGZHUHWR
EH XVHG WKHUHZRXOG EH DFFHVV SUREOHPV WR
WKHVKDUHGJULGZKLFKZRXOGFUHDWHQXPHULFDO
inconsistencies.
One of the characteristics of OpenMP is 
that the computing is distributed in an implicit 
)LJXUH Partitioning by prisms.
)LJXUH Partitioning by observation points.
)LJXUH Parallel region behavior: (a) pseudo-code 
(1), (b) pseudo-code (2).
manner, therefore the partitioning of the M 
SULVPVZKLFKFRPSRVHVWKHSUREOHPLVGRQH
automatically using a balancing algorithm 
included in OpenMP. In this case the decision is 
OHIWWRWKHFRPSLOHUZKLFKLVRSWLPXPRI
the cases (Zhang et al., 2004).
OpenMP+MPI Implementation
One of the advantages of the prism 
parallelization is that it is easier to implement 
in MPI, producing tasks of coarse granularity 
using the same design previously applied 
in OpenMP. Having the observation grid 
SDUWLWLRQHGZRXOGUHVXOWLQDPRUHFRPSOLFDWHG
DQG OHVV HI¿FLHQW GHVLJQ XVLQJ 03, 6LQFH
WKHSDUDOOHOL]DWLRQ LQ03, LV H[SOLFLWZHQHHG
to manually distribute the number of prisms 
WKURXJK D PRGXODU H[SUHVVLRQ ,I M is the 
number of prisms to calculate and p is the MPI 
process number (numbered from 0 to pï), 
then for each process pZHGH¿QHWKHEHJLQQLQJ
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 s = M/p
n
, (3)










 = (p ðs. (6)











 + (p . (8)











 + r. (10)
7KLV ZD\ ZH FDQ GLVWULEXWH WKH QXPEHU
of prisms M over p
n
 processes in a balanced 
PDQQHURQFHWKLVGLVWULEXWLRQLVPDGHZHFDQ
use the OpenMP implementation in each node. 
,Q RWKHU ZRUGV ZH RFFXS\ 03, WR GLVWULEXWH
the number of prisms in each node, and at the 
VDPHWLPHLQHDFKQRGHZHHPSOR\2SHQ03WR
reduce the number of MPI processes, reducing 
communication time. 
In consequence, the application is 
partitioned by the number of prisms M, both 
in OpenMP as in MPI. Another option is to 
parallelize by prisms in MPI and by observation 
points in OpenMP. Even though this is a viable 
RSWLRQLWLVQRWYHU\VFDODEOHGXHWKHGUDZEDFN
discussed in the previous subsection. 
Basically the design consists of allocating 
DQ REVHUYDWLRQ JULG SHU H[HFXWLRQ WKUHDG
and a global observation grid in the master 
thread per computing node, subsequently the 
reduction of the sum of the grids per thread is 
done and stored in the global grid contained 
LQ WKHPDVWHU WKUHDG DQG ¿QDOO\ DW WKH HQG
of the parallel calculation, every master 
WKUHDGZLOODGGWKHLUJULGYDOXHVWRXSGDWHWKH
master thread of the master node using a MPI 
reduction method (see Figure 7).
It is necessary to mention that the 
LPSOHPHQWDWLRQ RI WKH FRGH ZDV PDGH ZLWK
WKH )2575$1  VSHFL¿FDWLRQ XVLQJ DV
development tool the Intel Cluster Toolkit 
version 2013 of Intel Corporation.
3HUIRUPDQFHH[SHULPHQWV
)RU WKHV\QWKHWLFH[SHULPHQWZHXVHGDFDVH
composed by a cube of 700 × 700 × 50 prisms, 
ZLWKFRQWUDVWLQJVSKHUHVRIYDULDEOHGHQVLW\
VHH )LJXUH  7KH VSKHUHVZHUH FRQIRUPHG
by 251,946 prisms and an observation grid of 
150 × 100 = 15,000 points, to an elevation 
of 100 m. Therefore, the number of calls 
to a procedure required, to calculate the 
vector/tensor component of the gravity are 
 WKLV FODVVL¿HV WKHH[SHULPHQW
into a high-performance computing problem.
We tested the parallelized code by 
observation points versus the version by 
SULVPVXVLQJ2SHQ037KH¿UVWSDUDOOHOVFKHPH
is technically easier to implement because for 
each one of the prisms the calculation of the 
cycles corresponding to the tracking of the 
observation grid is parallelized. The second 
VFKHPH KDV DPRUH FRPSOH[ LPSOHPHQWDWLRQ
because it requires different space memory 
DOORFDWLRQV7KHSHUIRUPDQFHH[SHULPHQWVWKDW
calculate the components of the gravimetric 
)LJXUH OpenMP+MPI design.
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 using both 
YHUVLRQVZHUHFDUULHGRXWLQWKHVHUYHUGHVFULEHG
EHORZ :H GLG QRW LQFOXGH WKH SHUIRUPDQFH







, since its behavior is very similar. 
7KHFKDUDFWHULVWLFVRIWKHVHUYHUZKHUHWKH
WHVWVWRRNSODFHZLWK2SHQ03DUHDVIROORZV






7R LQWHUIHUH DV OHDVW DV SRVVLEOH ZLWK WKH
SURFHVVHVRIWKHRSHUDWLQJV\VWHPZHXVHG
of the 40 cores available in the server. Initially 
ZHFDQVD\WKDWWKHSULVPVLPSOHPHQWDWLRQDQG
ZLWKLQGHSHQGHQWPHPRU\SHUFRUHZDV;
faster than its counterpart of observation 
SRLQWV7KHUHIRUHZKLOHWKHREVHUYDWLRQSRLQWV
version uses 757 s, the version partitioned by 
prisms only consumes 235 s.
The comparison of the computing times 
per thread in the partition by prisms against 
WKHSDUWLWLRQE\REVHUYDWLRQSRLQWVLVVKRZQLQ
Figure 9.
In Figure 9 it can be seen that the 
performance behavior is kept stable in both 
W\SHVRISDUWLWLRQLQJKRZHYHUE\SULVPV WKH
best reduction in time is obtained. To prove 
that the partitioning by prisms keeps reduction 
WLPHSUDFWLFDOO\OLQHDUZHJUDSKHGWKHspeed-





partition by prisms against the 
partition by observation points 
(one thread per core).
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For the speed-up VKRZQ LQ )LJXUH ZH
FRQVLGHUHGDVHULDOIUDFWLRQRIf = 0.05). In 
this fraction the necessary reductions to sum 
the grid points for each core are contemplated, 
the total result of the anomaly is calculated as: 
 O i j O i jf t
t
Nt














XS WKDW FDQ EH REWDLQHG ZLWK  SURFHVVLQJ
units, in this case cores, is 35 + (1-35) × 
  7KH H[SHULPHQWDOO\ REWDLQHG
speed-up UHVXOWZDVZKLFK UHSUHVHQWV
an absolute difference of 1.99 and a relative 
GLIIHUHQFHRIZKLFKVKRZVWKHHI¿FLHQF\
of the implementation.






( ) %100  (12)




average every processing core is kept busy 
RIWKHWLPH7KHHI¿FLHQF\E also indicates 
)LJXUH . Speed-up of the 
partitioning by prisms (one thread 
per core).
)LJXUH  (I¿FLHQF\ RI WKH
partitioning by prisms.
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The scalability must be contemplated as a good 
GHVLJQRI WKHSDUDOOHOSURJUDPVLQFH LWDOORZV
VFDOLQJWKHDOJRULWKPVRZHFRXOGH[SHFWZKHQ
the number of processing units is increasing 
the performance is not affected.
The design using OpenMP is limited to 
architectures of machines of shared memory, 
WKHUHIRUH ZH DUH QRZ PDNLQJ H[SHULPHQWV
XVLQJ D K\EULG PDFKLQH FRPPRQO\ NQRZQ
as cluster PL[LQJ 2SHQ0303, ZLWK WKH




 1RGH ,QWHO5 ;HRQ5 PRGHO ;







We started by evaluating the performance 
of each cluster node, as opposed to the 
H[SHULPHQWV GRQH ZLWK WKH  FRUHV VHUYHU
ZKHUH K\SHUWKUHDGLQJ WHFKQRORJ\ +7 ZDV
disabled. In this case HT is enabled, so each 
QRGH UHSRUWV WKH KDQGOLQJ RI  H[HFXWLRQ




studies have reported the use of HT in numerical 
applications can modify the performance by 
&XUWLV0DXU\et al., 2008).
The behavior obtained using one node 
FRQWDLQLQJSURFHVVRUZLWKIRXUUHDOFRUHVZLWK
+7 HQDEOHGGLVDEOHG FDQ EH H[SRVHG E\ DQ
DQDO\VLVRI WKHFRPSXWLQJ WLPHJUDSKVKRZQ
in Figure 12, the problems analyzed is setup 
ZLWKSULVPFRQIRUPLQJDVSKHUHZLWKD
mesh of 150 × 100 observations points.
As can be observed, the best run-time 
SHUIRUPDQFH WKDW ZH FDQ REWDLQ IURP WKH
SURFHVVRU LQ +7 PRGH LV QRW SURGXFHG ZLWK
H[HFXWLRQ WKUHDGV WKHEHVWSHUIRUPDQFH LV
REWDLQHGZLWK  WKUHDGV EXW WKH WLPH LV QRW
GRXEO\LPSURYHG7KLVRFFXUVVLQFHWZRWKUHDGV
share the same FPU and the HT technology is 
GHVLJQHGWRTXLFNO\VZLWFKEHWZHHQWKUHDGVDQG
therefore there is not a double improvement in 
WLPHEXWWKHSHUIRUPDQFHJDLQLVDSSUR[LPDWHO\
ZKLFKPHDQVWKDWWKHWZRWKUHDGVPDNH
better use of the FPU,therefore is necessary 
WR FUHDWH WZR WKUHDGV SHU FRUH WR REWDLQ WKH
PD[LPXPSHUIRUPDQFHZKHQWKH+7LVHQDEOHG
:KHQWKH+7LVGLVDEOHGZHKDYHDQDV\PSWRWLF
behavior after 4 threads but did not reach the 
performance obtained using the HT mode. 
)LJXUHComputing time using 
RQO\ RQH QRGH ZLWK +7 HQDEOHG
disabled, calculating a problem 
RI  SULVPV ZLWK 
observation points.
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,Q)LJXUHLWFDQEHREVHUYHGWKDWZKHQ
+7 WHFKQRORJ\ LV HQDEOHG ZH REWDLQ D OLQHDU
speed-up XS WR  H[HFXWLRQ WKUHDGV WKLV LV
obvious since there are only 4 physical FPUs. 
1HYHUWKHOHVVZLWKWKH+7ZHFDQKDYHDEHWWHU
use of the FPUs improving the speed-up up to 
5.60, this is, 1.6 more processing units. With the 
HT disabled, a similar performance is observed 
up to 4 threads, although this performance is 
EHORZWKHRQHZLWKWKH+7HQDEOHG)RUPRUH
WKDQWKUHDGV WKHSHUIRUPDQFHZLWK WKH+7






number of physical cores. Of course, the best 
HI¿FLHQF\ LVREWDLQHGZLWK WKUHDGVEHFDXVH
ZH KDYH  )38V QHYHUWKHOHVV ZH FDQ JHW D
better performance creating 4 threads more 
using the additional virtual processors created 
by the HT.
)LJXUH  Speed-up using 
RQO\RQHQRGHZLWK+7HQDEOHG
disabled corresponding to the 
H[HFXWLRQ WLPHV VKRZQ LQ WKH
Figure 11.
 )LJXUH  (I¿FLHQF\ XVLQJ
RQO\RQHQRGHZLWKFRUHVZLWK
the HT enabled/disabled for the 
problem of 13,997 prisms.
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7RDQDO\]H WKHSHUIRUPDQFH LQDQRGHZLWK
WKH RULJLQDO SUREOHP VKRZQ LQ )LJXUH  ZH
added a processor in the second socket to one 
RIWKHQRGHV,QRWKHUZRUGVZHFUHDWHGDQRGH
ZLWK HLJKW UHDO FRUHV WR FRPSDUH LW DJDLQVW D
QRGHZLWKIRXUUHDOFRUHVZLWK+7HQDEOHG7KH
UHVXOWVRIH[HFXWLRQWLPHDUHVKRZQLQ)LJXUH




purposes. To have a better perspective of the 
SHUIRUPDQFH ZH GHWHUPLQHG WKH speed-up 
WKURXJKERWKQRGH FRQ¿JXUDWLRQVZH VKRZHG
in Figure 16. A nearly perfect speed-up can be 
REVHUYHGIRUWKHQRGHZLWKUHDOFRUHVEXWD
increase of 1.8 processing units for the node 
ZLWK UHDO FRUHVZLWK+7HQDEOHG(YLGHQWO\
LI ZH HQDEOH +7 LQ WKH PDFKLQH ZLWK  UHDO
FRUHVZHZRXOGKDYHUHSRUWHGSURFHVVRUV
DQG WR JHW LWV PD[LPXP SHUIRUPDQFH ZH
ZRXOG KDYH WR FUHDWH  WKUHDGV +RZHYHU
WKH H[SHULPHQWDWLRQ ZLWK  UHDO FRUHV ZDV
only for comparisonpurposes, since the cluster 
FRQ¿JXUDWLRQLVPDGHRIRQHQRGHZLWKUHDO
)LJXUH  Eight real cores 
ZLWK +7 GLVDEOHG YV IRXU UHDO
FRUHV ZLWK +7 HQDEOHG IRU WKH
problem setup in the Figure 8.
)LJXUH(LJKWUHDOFRUHVZLWK
the HT disabled vs four real 
FRUHV ZLWK +7 HQDEOHG IRU WKH
problem setup in the Figure 8.
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FRUHVZLWK+7HQDEOHG,WFDQDOVREHREVHUYHG
that each node of the cluster reduces the time 
by a factor of 5,8X against the serial version.
2QFH LW LV NQRZQ WKDW WKH EHVW QRGH
SHUIRUPDQFH LV DFKLHYHG ZLWK  H[HFXWLRQ
WKUHDGV IRUDQRGHZLWK UHDO FRUHVZLWK+7
HQDEOHGDQGZLWK WKHSDUWLWLRQE\SULVPVZH
can consider each node as a processing unit and 
GLVWULEXWHWKHFRPSXWLQJZLWK03,REWDLQLQJD
FRGHZLWKDK\EULGSURJUDPPLQJPRGHO
The speed-up results using 25 cluster nodes 
are displayed in Figure 17; a serial fraction of 
f = 0.05) is considered since in MPI there 
needs to be reductions in the sum for each 
QRGH 7KH UHVXOWV VKRZ WKDW D QHDUO\ SHUIHFW
speed-up is obtained up to 22 nodes. From this 
point on, the speed-up starts declining because 
the application performance is affected by the 
FRPPXQLFDWLRQWLPHEHWZHHQQRGHV,QRWKHU
ZRUGV WKHJUDQXODULW\ RI WKH WDVNVEHJLQV WR
decrease for this problem of 249,946 prisms 
)LJXUHSpeed-up obtained using 25 
cluster nodes.
 )LJXUH  &OXVWHU H¿FLHQF\ XVLQJ 
nodes.
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)LJXUHComputing time of our 
implementation vs tesseroids on 
one node.
for 30 nodes. This implies that by increasing 
the granularity of the problem (increasing 
the number of prisms), the speed-up is also 




KRZ WKH HI¿FLHQF\ LV EHORZ  DIWHU QRGH
,IZHFRQVLGHUWKDWZHKDYHDQLQFUHDVHLQ
VSHHGWLPHVSHUQRGHIURP)LJXUHZLWK
respect to the serial version, then the optimum 
speed factor for this cluster (for a problem of 
SULVPVLVDSSUR[LPDWHO\î 
127.6X, i.e. 127 times faster than the serial 
YHUVLRQ2EYLRXVO\DVSUHYLRXVO\VWDWHGLIZH
increase the granularity (number of prisms), 
WKH HI¿FLHQF\ LQFUHDVHV DV ZHOO ,Q IDFW ZH
reduce the computation time of the spheres 
problem from 1 h 34 m 56 s to 34 s
Comparison with similar programs
To provide a better perspective of the obtained 
SHUIRUPDQFHZLWKWKHSDUDOOHO LPSOHPHQWDWLRQ
RI RXU FRGH ZH FRPSDUHG DJDLQVW DQ RSHQ
source code called tesseroids (Uieda et al., 
ZKLFKFDQEHGRZQORDGHGIURPKWWS
G[GRLRUJP¿JVKDUH :H
FKRVH WKH SUREOHP RI  SULVPV ZKLFK
form an sphere against 10,000 observation 
points, since tesseroids is not distributed (can 
QRW EH H[HFXWHG RQ D FOXVWHU DQG FDQ RQO\
accelerate the computation in shared memory 
PDFKLQHV 7KH H[HFXWLRQ WLPHV DUH VKRZQ
XVLQJWKHEDUFKDUWLQ)LJXUHZKHUHLWFDQ
EH REVHUYHG WKDW ZLWK +7 GLVDEOHG ZH KDYH
D VSHHG LPSURYHPHQW RI ; DQG ZLWK +7
HQDEOHG RI ; ZLWK UHVSHFW WR tesseroids. 
This performance improvement is due to our 
program design takes a better advantage of 
the processor technology and keeps the cores 
RFFXSLHG WR WKHPD[LPXPE\XVLQJ D SULVPV
parallelization scheme based on different 
memory allocations. This can be observed in 
WKH&38KLVWRU\JUDSKVKRZQLQWKH)LJXUH
1XPHULFDOFRGHYDOLGDWLRQ
The main challenge of the parallel programming 
is to decompose the program into components 
ZKLFKFDQEHVLPXOWDQHRXVO\H[HFXWHGWRUHGXFH
computing time. The decomposition level is 
KLJKO\LQÀXHQFHGE\WKHW\SHRIDUFKLWHFWXUHRI
the parallel machine. In this case the design 
ZDVPDGHZLWKDK\EULGSURJUDPPLQJVWUDWHJ\
WR JHW WKHPD[LPXPRXW RI WKH DUFKLWHFWXUH
$OWKRXJKWKHUHGXFWLRQRIWKHH[HFXWLRQWLPHLV
the main objective of the parallel programming, 
the validation of the code is a topic that 
should be covered since inherent parallelism 
programming errors can occur.
7R PHDVXUH WKH HUURU ZH FRPSDUHG WKH
previously validated sequential counterpart in 
WKH V\QWKHWLF H[SHULPHQW ZLWK WKH DQDO\WLFDO
solution. We used the L2 norm error or RMS 
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ZKHUH gp
i,j
 is the tensor component, parallely 
computed, and gs
i,j
 is the serially calculated 
component. 
In Table 1 the errors of the gravimetric 
WHQVRU FRPSRQHQWV DUH VKRZQ SDUDOOHO\
FDOFXODWHGZLWKUHVSHFWWRWKHVHULDOIRUP
From the errors obtained it can be noticed 
that there is no numerical difference, therefore 
the parallel version is correctly implemented. 
)LJXUHBehavior of the 
CPU utilization produced 
by our implementation 
vs tesseroids. The HT is 
HQDEOHG DQG QRWH KRZ
the cores are used to 
PD[LPXPHI¿FLHQF\LQRXU
implementation compared 
ZLWK WKH SDUWLDO XVH RI
tesseroids.
7DEOH(UURUVRIWKHWHQVRUFRPSRQHQWVZLWK
respect to its sequential counterpart.
 Gravity gradient Error L2
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)LJXUH Behavior of the CPU utilization produced by our implementation vs tesseroids. The HT is enabled 
DQGQRWHKRZWKHFRUHVDUHXVHGWRPD[LPXPHI¿FLHQF\LQRXULPSOHPHQWDWLRQFRPSDUHGZLWKWKHSDUWLDOXVHRI
tesseroids.
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The surface graphs of the gravitational 
¿HOGV DUH VKRZQ LQ )LJXUH  7KHVH JUDSKV
correspond to the components of the 
gravimetric tensor, calculated for the synthetic 
case studied in Figure 8.
&RQFOXVLRQV
A parallel design for the calculation of the 
vectorial and tensorial components of the 
JUDYLW\ DQRPDO\ ZDV LPSOHPHQWHG DQG
YDOLGDWHG XVLQJ D K\EULG PHWKRGRORJ\ ZLWK
2SHQ03DQG03,7KHQXPHULFDOH[SHULPHQWV
and the obtained indicators validate that the 
LPSOHPHQWDWLRQ LV YHU\ HI¿FLHQW DQG WKDW LW
DOVR \LHOGV JRRG UHVXOWV ZLWK UHVSHFW WR WKH
numerical solution. 
:H VKRZ WKDW XVLQJ WKH VLPSOHVW RUPRVW
trivial parallelization form does not contribute 
to the attainment of the best performance or 
WKHJUHDWHVW H[SORLWDWLRQ RI WKHSODWIRUP )RU
our case, even though the partitioning by 
prisms requires a greater investment in the 
GHVLJQ DQG LPSOHPHQWDWLRQ LW ZDV WKH PRVW
DGYDQWDJHRXVZLWKUHVSHFWWRSHUIRUPDQFH
The HT technology could improve some 
QXPHULFDO LQWHQVLYH DSSOLFDWLRQV XS WR 
nevertheless, to get the best performance it is 
QHFHVVDU\WRFUHDWHWZRWKUHDGVSHUFRUHZKHQ
the HT is enabled. 
We also conclude that this design can serve 
DV D EHQFKPDUN IRU VROYLQJ SUREOHPV ZKLFK
UHTXLUH WKH SDUDOOHOL]DWLRQ RI VFKHPHV ZKHUH
the decomposition of the domain is not trivial 
or is shared by the processing units, as is the 
case of the observation grid. Finally the correct 
H[SORLWDWLRQ RI 2SHQ03 DQG 03, MRLQWO\
can become a fundamental tool for parallel 
programming in clusters.
)XWXUHZRUN
$V IXWXUHZRUNZHSUHWHQG WR LPSOHPHQW WKH
FRGH LQ&8'$19,',$ZLWK7(6/$WHFKQRORJ\
DQG FRPSDUH WKHVH UHVXOWV ZLWK WKH FOXVWHU
performance results presented in this paper, 
as the measurement of the error introduced 
by CUDA in single and double precision. The 
LPSOHPHQWDWLRQLQ&8'$LVDZRUNRI LQWHUHVW
since the reduction of the variable values in 
&8'$ WHFKQRORJ\ LV YHU\ FRPSOLFDWHG ZKHQ
XVHG LQ VKDUHG IRUPDV LV WKH FDVHZLWK WKH
observation grid. 
$SSHQGL[ $ &DOFXODWLRQ RI JUDYLWDWLRQDO
TXDQWLWLHV
7KH(DUWK¶VJUDYLWDWLRQDOSRWHQWLDOG is a scalar 
quantity, its shape can be constrained by its 









KRZ WR SDUDOOHOL]H WKH DQDO\WLFDO FDOFXODWLRQ
RI WKH FRPSRQHQWVRI WKHJUDYLW\¿HOGYHFWRU
and the gravity gradients represented by 
a nine component tensor, because of the 
symmetrical or irrotational attribute, the 
JUDYLW\JUDGLHQW WHQVRU LV UHGXFHG WRRQO\VL[
independent components: G
xx
, (the vertical 
gravity gradient), and For the right rectangular 
prism model, the analytical formulae for the 
WKUHHFRPSRQHQWVYHFWRUVDQGWKHVL[JUDYLW\
gradient components, corresponding to the Eq. 
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