We carry out direct numerical simulations of turbulent astrophysical media that explicitly track ionizations, recombinations, and species-by-species radiative cooling. The simulations assume solar composition and follows the evolution of hydrogen, helium, carbon, oxygen, sodium, and magnesium, but they do not include the presence of an ionizing background. In this case, the medium reaches a global steady state that is purely a function of the one-dimensional turbulent velocity dispersion, σ 1D , and the product of the mean density and the driving scale of turbulence, nL. Our simulations span a grid of models with σ 1D ranging from 6 to 58 km s −1 and nL ranging from 10 16 to 10 20 cm −2 , which correspond to turbulent Mach numbers from M = 0.2 to 10.6. The species abundances are well described by single-temperature estimates whenever M is small, but local equilibrium models can not accurately predict the global equilibrium abundances when M 1. To allow future studies to account for nonequilibrium effects in turbulent media, we gather our results into a series of tables, which we will extend in the future to encompass a wider range of elements, compositions, and ionizing processes.
INTRODUCTION
Turbulence is ubiquitous in astrophysics, where the Reynolds number (Re), the ratio of the inertial forces to the viscous forces, is often orders of magnitudes higher than found on the Earth. In the intergalactic medium, for example, Re typically exceeds 10 5 , and in the warm ionized interstellar medium Re 10 7 (Braginskii 1958; Spitzer 1962) , whereas the transition from laminar to turbulent flow occurs at Re ≈ 3 × 10 3 (e.g., Orszag & Kells 1980) . In addition, in many astrophysical regimes, rapid cooling causes turbulent velocities to exceed the sound speed, and within such supersonic turbulence, random motions can compress a fraction of the material to very high densities (e.g., Padoan et al. 1997; Mac Low & Klessen 2004; Federrath et al. 2008) , producing a complex, multi-phase medium.
Further complicating the picture is the fact that the recombination and collisional ionization times for many species are long with respect to the "eddy turn-over time" on which existing turbulent motions decay and new turbulent motions are added. Thus, the conditions experienced by a parcel of gas may change before equilibrium can be reached, such that the ionization structure of the medium will depend not only on the small scale density and temperature distribution, but on the velocity distribution as well. For these reasons, the turbulent structure of gas can have a significant impact on line emission and absorption diagnostics. Most interpretations of observed spectra, however, do not take into account these multiphase and non-equilibrium effects, and full galaxy simulations can not resolve the relevant small-scale structures to include them.
Furthermore, there are several reasons to expect that nonequilibrium effects are important in interpreting current observations. For example, emission line studies of high star-formation rate, ultraluminous infrared galaxies (ULIRGs) have progressed to the point that a number of sensitive line diagnostics can now be considered. Recently, Soto & Martin (2012) were able to measure emission lines from material in and around 39 ULIRGs, using the measurements to construct line ratios that are relatively insensitive to the presence of dust, but highly constraining of the sources of photoionization (e.g., Kewley et al. 2006; Allen et al. 2008) . They found that material up to ≈ 10 kpc from the galaxy centers was primarily heated by shocks rather than photoionization, as would be expected for strongly turbulent media.
At larger distances, Werk et al. (2014) used the Cosmic Origins Spectrograph (Green et al. 2012) to measure low and intermediate ionization state ions in the circumgalactic medium (CGM) within ≈ 100 kpc of low-redshift galaxies (see also, Tumlinson et al. 2013; Werk et al. 2013; Peeples et al. 2014) . To model these absorbers they adopted several important assumptions, namely: (i) that the ions were co-spatial and arose from a single phase; (ii) that the medium was in ionization equilibrium; and (iii) that the medium was primarily photoionized. Surprisingly, to match the observations with such assumptions, the models had to adopt large ionization parameters, defined as the ratio of ionizing photon density to the hydrogen density. Given the observed range of metagalactic and host galaxy fluxes, these ratios corresponded to densities and pressures over two orders of magnitude lower than expected from hydrostatic balance. However, given the long recombination and cooling times in the diffuse CGM, even moderate energy input from decaying turbulence may be sufficient to substantially change this picture.
It is with these issues in mind that we have carried out a comprehensive numerical survey of the atomic structure and observational properties of turbulent astrophysical media. While a large number of high-resolution studies of turbulence exist in the literature, the majority of these are incompressible simulations carried out in the context of fluid-dynamics research (e.g., Vincent & Meneguzzi 1991; Moin & Mahesh 1998; Ishihara et al. 2009 ), and compressible, isothermal simulations carried out in the context of interstellar medium research (e.g., Kritsuk et al. 2007; Federrath et al. 2008; Schmidt et al. 2009; Pan & Scannapieco 2010; Sur et al. 2014) . Walch et al. (2011) carried out simulations of both continuouslydriven and decaying turbulence in solar metallicity and 0.001 solar metallicity material in a medium with a onedimensional turbulent velocity dispersion, σ 1D ≈ 30 in a 500 parsec cubical box with a mean hydrogen density of 1 cm −3 , using the chemical network of Glover & Jappsen (2007) to track the nonequilibrium chemistry associated with hydrogen and helium (see also Walch et al. 2014) . Saury et al. (2014) , on the other hand, studied the structure of thermally bistable continuously-driven turbulent gas, using a cooling rate given as n 2 Λ(T ) and a heating rate given as nΓ(T ), where n was the local number density and Λ and Γ were global functions accounting for atomic cooling, recombination on interstellar grains, and photo-electric heating of small dust grains (Wolfire et al. 2003 ).
Here we carry out exact calculations of atomicallycooled astrophysical media that explicitly track continuously-driven turbulent motions, radiative cooling by atomic species, and the nonequilibrium ionization and recombination of several elements, for a grid of solar-metallicity models with σ 1D ranging from 6 to 58 km s −1 and the product of the mean density and the turbulent driving scale ranging from 10 16 to 10 20 cm −2 . In this first paper in this series, we track the nonequilbrium ionization structure of hydrogen, helium, carbon, oxygen, sodium, and magnesium, focusing on the limit in which ionization is purely collisional. Taking advantage of the scaling properties of this case, we are able to fully span the relevant range of conditions experienced in atomically cooled astrophysical plasmas: cataloging their physical properties for comparison with more idealized simulations and tabulating their species mass fractions and Doppler parameters for use in the interpretation of future theoretical and observational studies.
The structure of the paper is as follows. In §2 we describe our atomic chemistry and cooling routines and their associated tests. In §3 we present our simulation setup and initial conditions, and in §4 we describe our results, taking particular note of their probability density functions and the effect of resolution and thermal conduction. Concluding remarks are given in §5.
NUMERICAL METHOD
All simulations were performed with FLASH version 4.0.1 (Fryxell et al. 2000) , a publicly-available hydrodynamics code. To ensure the stability of the code as turbulence develops, we employ a hybrid Riemann solver which uses both an extremely accurate but somewhat fragile Harten-Lax-van Leer-Contact (HLLC) solver (e.g., Toro et al. 1994; Toro 1999 ) and a more robust, but more diffusive Harten Lax and van Leer (HLL) solver (Einfeldt et al. 1991) . The HLLC solver is a modification to the HLL solver that includes the missing shear and contact waves, and it produces solutions that most accurately capture contact discontinuities. However, in regions with strong shocks or rarefactions, the HLLC solver can fail, and in such situations, we switch to the positivity-preserving HLL solver. Magnetohydrodynamic effects were not included in this study.
In order to accurately determine the atomic properties of turbulent media, we also added two new capabilities to the code: a non-equilibrium ionization package that tracks the ionization state of several atomic species, and a cooling routine that takes into account the cooling from each of these ionized states individually. In this section we describe our numerical implementation of each of these new capabilities.
2.1. Atomic Ionization Our ionization network tracks the impact of 36 separate reactions acting on 24 species and 6 elements: hydrogen (H, H + ), helium (He, He
, and free electrons (e − ). For each species, we track several reactions, including radiative recombinations, dielectronic recombinations, and ionization due to electron impacts. A summary of the reactions considered as well as their source is given in Table 1 .
Our implementation of this network follows the overall approach we have adopted in previous studies (Gray & Scannapieco 2010; Scannapieco et al. 2012; Gray & Scannapieco 2013 ). Each species is labeled by an index i, such that species i has Z i protons, A i nucleons, and a mass density of ρ i . We then define a mass fraction of species i as X i ≡ ρ i /ρ, where ρ = i ρ i , and define the molar mass fraction as Y i ≡ X i /A i . For each species, a continuity equation for the molar mass fraction is then given asẎ i = R i , where R i is the total reaction rate due to all reactions.
Because of the complex ways that reaction rates depend on temperature and because of the large range of possible abundances, the resulting rate equations are often 'stiff,' i .e., the change in timescales can be very different from one species to another. This requires implicit or semi-implicit methods to track all the relevant reactions throughout our simulations. To handle this, we use a variable-order Bader-Deuflhard method (e.g., Bader & Deuflhard 1983) which is well suited to problems with dimension > 10 (e.g., Press et al. 1992; Bovino et al. 2013) . The network presented here also has the advantage of being sparse. That is, the Jacobian, defined as J i,j ≡ ∂Ẏ i /∂Y j , is mostly comprised of zeros, with nonzero values falling on or near the diagonal. This allows us to use the MA28 sparse linear algebra package included with FLASH (Duff et al. 1986 ) to compute the matrix inverses required by the Bader-Deuflhard scheme, leading to a very fast and efficient implementation. In general, the chemistry package runs slightly faster than the hydrodynamics.
As the species evolve over a given time step, the temperature can change as the internal energy changes from ionizations and recombinations. Since the reaction rates are strong functions of temperature, the network can become unstable if too large a time step is used, especially in regions of strong cooling. To ensure testability but allow the simulation to evolve at the hydrodynamic time step, we subcycle the rate equations within each cell on a network time step, defined as:
where α is a constant that controls the maximum abundance change allowed, which we default to 0.1. Using the current species abundances, the instantaneous change in abundancesẎ i is computed using the analytic ordinary differential equations at the current temperature. Note that a small fraction of Y + H is added as a buffer to prevent species with very small, but rapidly changing, abundances from causing prohibitively small time steps and excessive subcycling. In addition to this network subcycling, the Bader-Deuflhard method includes its own internal subcycling and time step controls.
At the beginning of each cycle, t net is compared to the hydrodynamic time step. If the hydrodynamic time step is smaller, then no subcycling is done and the hydrodynamic time step is used to update the molar mass fractions. On the other hand, if the network time step is smaller, then the molar mass fractions are updated using the t net , which is then recalculated and compared to the remaining hydrodynamic time step. This cycle continues until the network has advanced for the full hydrodynamic time step.
To test the implementation of our network, we emulated a series of equilibrium models by fixing the density and temperature in the simulation and running each case until the species reached equilibrium. We ran a series of seven such models that spanned the temperature range between 10 4 and 10 7 K, at a fixed density of 2.0×10
−20 g cm −3 . All species were assumed to be neutral at the start of each simulation, and the final abundances were compared to equilibrium models from Cloudy (version 10.01) (Ferland et al. 1998) , using the "coronal equilibrium" command that enforces only collisional ionizations.
We found that we matched the results from Cloudy very well over a wide range in temperature for all species. However, we did not match precisely for certain higher ionization states, as seen, for example, in the middle panel of Fig. 1 , but this is to be expected since our network does not follow every ionization state for some elements. We did find excellent agreement for those elements for which the ionization state changes by orders of magnitude with a modest increase in temperature. For the purposes of comparison, we summed together the higher ionization states that we do not follow and assigned their abundance to the highest state that we do follow. For example, we track the abundance of C 4+ and not the two higher states. Therefore, the (dashed) navy line in the middle left panel of Fig. 1 represents the summation of C 4+ , C 5+ , and C 6+ .
2.2. Cooling The second capability we implemented is individual cooling rates associated with each ion in the chemical network. To do this, we followed the procedure presented in Gnat & Ferland (2012) who compiled the ion-by-ion cooling efficiencies for several atomic species for between 10 4 -10 8 K. These efficiencies include all the cooling processes considered in Cloudy, as described in Osterbrock & Ferland (2006) . This includes collisional excitations followed by line emission, recombinations with ions, collisional ionizations, and thermal bremsstrahlung. Here we briefly outline this procedure, which we used to extend their work down to 5×10 3 K for the ions in our network. Again, making use of Cloudy, we construct a grid of models that span 5×10 3 to 10 8 K in temperature for each ion i of element E. Each model is then composed of only hydrogen, electrons, and the ion under consideration. To ensure cooling from hydrogen is suppressed, the hydrogen density is set to 10 10 times smaller than the ion density. Following Gnat & Ferland (2012) , the elemental ion and electron density is set to n Ei = n e − = 1.0 cm −3 and n H = 10 −10 cm −3 . This produced a cooling rate for each ion as a function of temperature, and a comparison of these rates to those of Gnat & Ferland (2012) show identical results where the temperature range overlapped.
For those species in which we do not follow every ionization state in our simulation individually (such as C 4 +, which captures the joint abundance of C 4+ , C 5+ , and C 6+ ) we formed a composite cooling curve as
where Λ i (T ) is the cooling rate of ion i and n i (T ) is the relative abundance of ion i in equilibrium at a temperature T . This composite is then used as the cooling rate for the highest ionization state followed. Similarly, we included cooling from nitrogen, neon, silicon, sulphur, calcium, and iron. Again, we assumed that the relative ionization abundances were determined by the collisional ionization equilibrium. This final cooling curve has the form
where j loops over nitrogen, neon, silicon, sulphur, calcium, and iron. With the addition of cooling, an important timescale is created, namely one that relates the total internal energy to energy loss rate per time as
where E i is the internal energy,Ė i is the energy loss rate, and α c is a constant between 0 and 1. As is the case with reaction rates, cooling rates are strong functions of temperature and species abundances, both of which can change drastically over a single chemistry time step. Therefore, we employ a method of subcycling the cooling on a cooling timescale within the chemistry routine. At the beginning of each cooling cycle, we calculate the cooling timescale using a given α c (=0.1). If this is shorter than the chemistry time step, we cycle over the cooling timescale, recalculating the temperature, cooling rate, and timescale at the end of each cycle. This proceeds until we have reached the chemistry time step. Since we only consider two body interactions, the cooling time should scale linearly with density. To test this scaling, along with the overall dependence of our rou- tines on temperature, we ran several tests in which the medium was initially completely ionized and the initial temperature was set to 1×10 6 K, each of which had a different density between 5.0×10 −27 and 1.0×10 −25 g cm −3 . These tests recovered the expected scaling with density, and also confirmed that cooling was always efficient at high temperatures and much less efficient at ≈10 4 K, when most elements become neutral. Finally, we performed additional tests to ensure that the interpolation was smooth and always reproduced the table values under the correct conditions.
MODEL FRAMEWORK & INITIAL CONDITIONS
With these procedures in place, we carried out a suite of simulations of turbulent media under a wide variety of conditions. To drive turbulence, we made use of an artificial forcing term F, incorporated into the momentum equation as
where ρ is the density, P is the pressure, and v is the velocity. The forcing term was modeled as a stochastic Ornstein-Uhlenbeck process (Uhlenbeck & Ornstein 1930; Schmidt et al. 2009; Federrath et al. 2010; Pan & Scannapieco 2010 ) with a user-defined forcing correlation time t f . For all the simulations presented here, turbulence was driven solely though solenoidal modes (i.e. ∇·F = 0) in the range of wavenumbers 1 ≤ L box |k|/2π ≤ 3, such that the average forcing wavenumber was k
, with L box the size of our turbulent box, which was fixed at 100 parsecs on a side. This turbulence was always continuously driven throughout the simulation runtime. All our simulations were performed using the multispecies extension for the ideal gas equation of state, which calculates the important thermodynamic quantities based on the properties of the included species (Colella & Glaz 1985) . In particular, the average atomic mass can change dramatically as the gas either recombines or becomes ionized. While FLASH has an adaptive mesh capability, this is capability is not useful in a case such as ours in which structures of interest are distributed throughout the full simulation volume. Thus all simulations were performed using a cubic uniform grid with periodic boundary conditions. Notes. Radiative Recombination rates taken from Badnell (2006b) . (1)Badnell (2006a), (2) Bautista & Badnell (2007) , (3) Colgan et al. (2004) , (4) Colgan et al. (2003) , (5) Altun et al. (2004) , (6) Zatsarinny et al. (2004b) , (7)Mitnik & Badnell (2004), (8) Zatsarinny et al. (2004a) , (9) Altun et al. (2006) , (10) Verner & Ferland (1996) , (11) Voronov (1997) , and (12) Glover & Abel (2008) .
The material is assumed to have solar metallicity, and each run is defined by an initial uniform density and the strength of turbulent forcing. The ionization state of each ion is initially set to be consistent with a 10 5 K gas in collisional ionization equilibrium, except for the lowest velocity dispersion runs where all species were assumed to be neutral with an initial temperature of 10 4 K. For most cases, the eddy turnover timescale was much shorter than the timescale for the chemistry to come to equilibrium. To prevent long run times, we implemented a method of accelerating the chemistry such that it reached the steady state solution in a much shorter number of cycles. Once the turbulence had reached a steady state, normally after a few eddy turnover times, we carried out a 'kick cycle' over which the chemistry was evolved for a much longer time than either the local hydrodynamic time step or the eddy turnover timescale. The result of this procedure was to force each cell to nearly reach collisional ionization equilibrium. Each model was then run normally until it reached a global steady state in terms of both the hydrodynamic variables and the chemical abundances.
In reactions that involve free electrons recombining with ions, the optical depth of the environment becomes important. If the environment is optically thin (Case A; Osterbrock 1989), the ionizing photons were allowed to escape, while in the optically thick case (Case B), the photons were reabsorbed by a nearby neutral atom, which has the effect of lowering overall recombination rate. We included these effects for hydrogen, which has the highest number density and provides most of the free electrons. To best estimate the appropriate case for each run, at each time step we calculated the optical depth as,
whereX H is the global neutral hydrogen mass fraction,ρ is the mean ambient density, σ ν = 3.3 × 10 −18 cm 2 is the photoionization cross section for hydrogen, and m H is the mass of hydrogen. The recombination rate for hydrogen is then
where k rec is the new recombination rate and k A and k B are the Case A and B recombination rates respectively, which differ by a factor 2. When the optical depth is low, e −τ H ≈ 1.0 and we defaulted to the Case A rate. Conversely when the optical depth is large, e −τ H ≈ 0.0 and we used the Case B rate.
As noted above, we have defined the cooling rates for each species between 5000 and 10 8 K. In regions where the temperature is below this range, we turned off cooling while allowing the chemistry to evolve, and we enforced an absolute temperature floor at 100 K.
RESULTS

Model Parameters
Our goal is to study the steady-state ionization structure of a gas that is being stirred with 1D velocity dispersions between 6 and 58 km s −1 (corresponding to 3D velocity dispersions between 10 and 100 km s −1 ), over a wide range of densities. In particular, we are interested in cases in which the heating from the turbulent stirring is balanced by atomic cooling.
The parameter space spanned by our simulations is greatly simplified by the dependencies of turbulent decay and cooling on density and length scale. For a given steady state, the average turbulent energy dissipation rate per unit volume, or consequently, the average heating rate per unit volume is
where σ is the velocity dispersion,ρ is the average density, and L is the driving scale of the turbulence. Conversely, the average cooling rate per unit volume is
where µ is the average particle mass andλ(T ) is the average cooling rate. Equating these two terms gives or in other words that the overall thermal distribution of the gas is only dependent on σ and the column density. For the velocity dispersions we are interested in, for which cooling balances heating, this column density ranges between 10 16 and 10 20 cm −2 . Furthermore, because collisional ionization and recombination rates are also proportional to density squared, the ratio of the eddy turnover time defined here as t eddy = L box /2σ, to the density-temperature averaged recombination time, t rec , is also purely a function of σ and column density, with t rec ≥ t eddy for many species. This means that many of the species of interest experience a wide range of conditions within a recombination time, which, as we shall see below in more detail, can lead to abundance ratios that can not be predicted from local collisional equilibrium.
A summary of the simulation runs is given in Table 2 , with the name of each run referring to its column density and 1D velocity dispersion. In the analysis that follows, we have chosen three representative models to describe in detail: N1E16 S6, N1E17 S20, and N1E19 S58, which span a range of densities and velocity dispersions, We will refer to these as Low, Medium, and High respectively, as they represent cases with progressively higher velocities and turbulent Mach numbers. Figure 2 shows the hydrodynamic and chemical evolution of N1E17 S20 in units of the eddy turnover timescale. The effect of the chemical kick is apparent at t eddy ≈ 5 as the large jump in the fractional abundances of each species, e.g.,
After this adjustment, the species quickly find a global steady state that is distinct from instantaneous collisional ionization equilibrium. To ensure that the chemical kick did not introduce any bias in our model, we ran model N1E17 S20 without the kick. The statistical and atomic properties compared very well between these two models, although the run without the kick took over four times longer to reach a final steadystate. Figure 3 shows the density, temperature, and the fraction of carbon in the commonly observed C 3+ state on slices extracted from each of our representative models after they have reached a global steady state. Here we see that while density and temperature variations are small at low turbulent Mach numbers, the more highly turbulent simulations display a wide range of temperatures and densities, which are only weakly correlated with each other. Similarly, the distribution of the fraction of C 3+ , which has a recombination time that is comparable to t eddy , displays features that sometimes follow the temperature distribution, but sometimes show substantial variations, indicating that F C 3+ is often very different than would be estimated from local collisional ionization equilibrium. Below we study each of these effects in turn.
Probability Density Functions
The top panel of Figure 4 shows the two-dimensional volume-weighted probability density functions, which quantify the fraction of the volume in the simulations located at various temperatures and densities. Consistent with the expectations from Figure 3 , the gas in the Low simulation has a very small spread of temperatures and densities. In the Medium simulation, on the other hand, the temperatures and densities span roughly an order of magnitude. In this case, for which the (mass weighted) turbulent Mach number is M MW = 0.91, T is roughly proportional to n −1 , as would occur exactly in a constant pressure medium, but occurs here with a considerable spread, consistent with the presence of transonic motions. Finally, in the High case, with a Mach number of M MW = 8.0, the densities and temperatures span nearly six orders of magnitude and four orders of magnitude, respectively. Furthermore, these quantities are largely uncorrelated with each other, as would be expected in a medium filled with strong, supersonic shocks.
While our simulations are the first to include full rate equations and cooling for a large number of atomic species, several studies of isothermal, supersonic turbulence have shown that the gas approximates a lognormal distribution (Vazquez-Semadeni 1994; Padoan et al. 1997; Klessen 2000; Ostriker et al. 2001; Li et al. 2003; Kritsuk et al. 2007; Federrath et al. 2008; Lemaster & Stone 2008; Schmidt et al. 2009; Federrath et al. 2010; Glover et al. 2010; Padoan & Nordlund 2011; Collins et al. 2011; Price et al. 2011; Molina et al. 2012) , defined as
where s is the logarithmic density, s ≡ ln(ρ/ρ). The mean logarithmic density in this case is related to the standard deviation as s 0 = −σ 2 s /2. The density variation at a particular location is produced by the successive passage of shocks with mach numbers independent of the local density, which gives a physical explanation for the lognormal density distribution. For an isothermal distribution, the variance of the logarithmic density corresponds to
where b is a constant that depends on the forcing that drives the turbulence. Federrath et al. (2008) showed that b = 1 for purely compressive, ∇ × F = 0, forcing, while b = 1/3 for purely solenoidal, ∇ · F = 0, forcing. The bottom, left panel of Figure 4 shows the probability density functions of the logarithmic density, which take on a gaussian profile for runs Low, Med, and High. As expected, the width of the profile increases as the steady state Mach number increases, with Low having the smallest width and High having the largest. In Table 2 we show several important statistical quantities in terms of the logarithmic density for each run. In particular, we calculate the first four moments of the logarithmic density distribution: the mean, variance, skewness, and kurtosis.
The mean and variance have the usual definitions, while the skewness, (s − s 0 ) 3 /σ 3/2 , measures the symmetry of the distribution. A positive skewness denotes a distribution that has a long tail toward higher densities while a negative skewness represents a long tail toward lower densities. The kurtosis, (s − s 0 ) 4 /σ 2 quantifies the peakedness of the distribution and measures the importance of the tails versus the peak. A larger kurtosis represents a flatter distribution while a lower value denotes a narrower distribution, with a gaussian distribution having a kurtosis equal to 3. In Table 2 we give the kurtosis excess where this factor of 3 is subtracted. Figure 5 shows the variance, skewness, and kurtosis excess as a function of Mach number for each model. The solid line in the top panel shows the expected σ s -M relation from equation 12, with b = 0.5. We find that for supersonic flows the models match very well with equation 12 but find a significant mismatch for subsonic flows. A least-squares fit of equation 12 to our points suggests a good fit to the M 1 points with b = 0.53. However, this does not match the expectation from Federrath et al. (2008) who suggest a value of b = 1/3 for purely solenoidal driving, for isothermal turbulent models. This difference may simply be due to the non-isothermal nature of our models. The local variation in temperature allows for a larger spread in density than in isothermal Temperature is given along the y-axis in units of K and the number density is given along the x-axis. Here we have normalized by the average number density,n, which corresponds to -4.43, -3.02, and -1.94 for Low, Med, and High respectively. All contours are labeled by their values relative to the PDF bin with the most mass. Bottom Left: One-dimensional probability density functions for run Low, Med, and High. The x-axis gives the logarithmic density. Low is shown by the (red) solid line, Med is shown by the (blue) dashed line, and High is shown by the (green) dotted line. The density variance increases as the stirring increases. Also note that the profiles are not symmetric with longer tails toward lower densities. Bottom Right: One-dimensional temperature PDFs for Low, Med, and High. The x-axis gives the temperature. The lines have the same meanings as in the other panel.
models.
The right panel of Figure 4 show the 1-D temperature PDFs for runs Low, Med, and High. As expected, the width of the PDF grows with the strength of the stirring, meaning that isothermality is not a good approximation for our high mach number runs, which may help explain the discrepancy in b. Note also the large temperature spread causes a few cells in run High to reach the temperature floor, due to the extreme P dV work done by the stirring, but this is only a minor effect.
The top row of Figure 4 shows the two dimensional PDFs of density and temperature for runs Low, Med, and High. For the Low case, the slight stirring has only produced very minor density contrasts, leaving a mostly uniform medium. However, there is a slight tail towards lower density and lower temperature. This leads to a highly concentrated phase diagram where essentially all the mass has the same temperature. This can also be seen in the left column of Figure 3 where we show slices of density, temperature, and the abundance of C 3+ . A similar trend is seen for run Med in the center panel of Figure 4 and the center column of Figure 3 . Although, as mentioned below, the average mach number of the flow is higher than Low; turbulence has not produced any strong density contrasts. In fact, the density is almost always within a factor of 3 of the mean. As in the case for Low, the density and temperature slices are largely uniform.
Finally, the High case is quite different than either Low or Med. Large density and temperature contrasts are seen, due to the much higher final mach number (M = 8.0). This produces a very wide density-temperature PDF as shown in the right panel of Figure 4 with density and temperature spanning nearly six orders of magnitude and four orders of magnitude respectively. These contrasts are plainly seen in the right column of Figure 3 .
Finally, the bottom row of Figure 3 shows slices of F C 3+ . In general the density and temperature distributions are very similar. For example, the density and temperature slices for High show that the complex density structure is largely mirrored in the temperature. However, this is not the case for C 3+ . In fact, there is only a weak relation between these quantities. As we discuss below, this highlights the need to follow the nonequilibrium atomic chemistry exactly when estimating atomic ionization states. The points show the variance in s for each model, and the solid line shows the expected relation from eqn 12 with b = 0.5. Note that for supersonic flows the solid line matches very well with the points, but for subsonic flows the line does not match the data well. Middle: The skewness for each model. Note that for all models, the skewness is negative, which indicates longer tails toward lower densities. Bottom: The kurtosis. At subsonic Mach numbers most models show a more peaked distribution while at supersonic Mach numbers the distribution is either nearly gaussian or slightly flatter than gaussian.
Ionization States
The large spread in both density and temperature in our simulations, particularly in the supersonic cases, naturally translates into a large spread in chemical species. In fact, the instantaneous chemical makeup in a given cell is a strong function of not only the current temperature and density but its thermodynamic history.
To get an idea of how the global steady state abundances depend on our full treatment of turbulence, cooling, and chemical reactions, we calculated approximate abundances using two approaches. For our first method, labeled F Mean , we assumed the full medium was in collisional ionization equilibrium at the mass weighted average temperature, and we calculated the ionization states for each species using Cloudy. This method quantifies the errors involved with assuming constant temperature and density conditions in a region with significant turbulent motions. In our second estimate, labeled F TurbEq , we used the final temperature PDF to calculate a massweighted average abundance for each species, again using Cloudy to calculate collisional ionization abundances for the full range of conditions. This method quantifies the errors involved with failing to track the nonequillibrium abundances accurately by including reaction rates within the simulations.
The left panel of Figure 6 shows the comparison between each of these estimates to the steady state abundances for Low, Med, and High. The name of each species is listed along the x-axis and the fractional species abundances are given along the y-axis. These values are also listed in Table 3 . As shown in above, for the Low simulation, with a mean temperature of 1.5 × 10 4 K and a Mach number of 0.5, the spread in the temperaturedensity PDF is small. Hence, the differences between the global species abundances and those from our two estimates are mostly minor, with most of the true values matching the simpler calculations within a factor of ≈ 2 for most elements with significant abundances. Two notable exceptions to this agreement are C 2+ for which the true abundance is ≈ 30 times greater than the F Mean and F TurbEq , values, and He + , which has a long recombination time, and a true abundance ≈ 20 times greater than expected from more simple estimates.
In the Med case, for which the mass-weighted mean temperature is T MW = 5.5 × 10 4 and M = 0.92, the difference between the true values and simple estimates becomes more pronounced. Here the true abundances of species such as He, C, C + , C 3+ , O 3+ , and Mg, differ by a factor of ≈ 2 from our simple estimates, while He 2+ and C 4+ are more abundant by ≈ 5 than expected from either approximate approach. Note also that there is no clear trend for the more complicated F TurbEq estimate to be a better predictor than the simple constant temperature approach.
Finally, in the High case, with T MW = 1.1 × 10 4 K and M = 8.0, the abundances of many species differ by several order of magnitude from simple expectations. For example, the abundance of H + is over two orders of magnitude higher than it is in the constant temperature models, but close to the F TurbEq estimate. The abundance of He, on the other hand, is very near the value expected from F Mean and roughly twice the F TurbEq estimate, while and He 2+ is many orders of magnitude higher than expected by the F Mean estimate, but still over 200 times less abundant than expected in the F TurbEq estimate. Similarly,
and O
4+
which are almost completely absent in the F Mean , are all present at significant levels, although less so than expected by F TurbEq . On the other hand, Mg + is present at a level much less than expected by the F Mean estimate, but more than predicted by F TurbEq . These results not only show that the presence of turbulence can introduce significant abundance differences when M ≈ 1, and change the abundances completely when M 1, but that these differences can only be predicted by full nonequilibrium calculations such as the ones carried out here.
To get an idea of the cause of the large discrepancy between carbon and oxygen in the High case, we compare the ionization and recombination timescales of these ions. This is shown in the right panel of Figure 6 . We find that while the recombination time is short compared to the eddy turnover, the ionization timescale for these ions is long. Physically, this suggests that even though a parcel of gas is heated due to the crossing shocks, the ions do not have sufficient time to fully ionize. This explains the lower abundances found for F TurbEq compared to F Mean for C 2+ through C 4+ and O 3+ through O 7+ for case High.
4.4. Thermal Conduction and Resolution In our simulations described above, energy transport is purely by advection. Yet even in a supersonic medium, the large difference in the thermal velocities of the electrons and the ions can lead to significant energy transport through conduction. In the case in which many collisions take place over the scale length for temperature Each species is given along the x-axis, and the y axis gives log10 of the fraction of the total mass in a given element that is found in a particular ionization state. The (red) triangles show Fmean, the expected species fraction assuming collisional ionization equilibrium at the mass weighted mean temperature. The (blue) diamonds show F TurbEq , the fraction assuming collisional ionization equilibrium using the temperature PDF. The (black) stars show, F Turb , the final global steady state fractions. Right: Comparison between the ionization and recombination timescales for each ion. The (red) squares and (blue) pentagons are the ratios of the recombination and ionization timescales with the eddy turnover time, respectively. variations, the thermal conductivity is given by
where ν is the plasma viscosity and T is the temperature in units of 10 4 K (Braginskii 1958; Spitzer 1962) . Comparing this to the velocity dispersion and length scale of the turbulence gives σ 1D L/κ ∝ σ 1D nL. Like the ratios of timescales discussed in section 4.1, this is dependent only on the column density and turbulent velocity. In fact, the Reynolds number of the medium also only depends on these two quantities, although in practice the numerical viscosity in our simulations is much greater than the true physical value.
In the case in which the scale length for temperature variations is smaller than the collisional mean free path of the electrons, the conduction becomes saturated. The mean free path is λ i = 1.3 × 10 18 cm −2 T 2 7 /n i,c , where n i,c is the ion density, the saturated flux is F sat α ele n e (kT ) 3 /m e , where α ele is the electron conductivity flux-limiter coefficient, n e is the electron number density, and m e is the mass of the electron (Cowie & McKee 1977) . From these scalings we can see that L/λ i and F sat /nkT (σ) are purely functions of column density and the temperature structure of the medium. This means that neither unsaturated or saturated conduction introduces a new parameter that must be spanned by our simulations.
To test the impact of electron conduction, we reran our representative simulation using of the implicit SpitzerHighZ conductivity module within FLASH, a Larsen flux limiter, and an electron conductivity fluxlimiter coefficient of α ele = 0.2. The upper panel of Figure 7 compares the logarithmic density PDFs from our nominal models, with these conductions runs, from these runs, which were roughly twice as expensive in terms of computer time. For run Low the PDF profile is essentially unchanged from the nominal model, in particular with regards to the mean and variance of s. Table 2 presents the statistical measures between our nominal runs and those with electron conduction. There is a slight increase in the skewness and kurtosis which produces a slightly longer distribution to lower densities and slightly more peaked distribution. Run Med shows no substantial change in the kurtosis, but conduction does produce a slightly less peaked distribution. Run High shows a similar trend as the other models, with a slight increase in both the skewness and kurtosis, but now with a noticeable difference in the extreme low-density tail of the log density PDF.
The top right panel of Figure 7 shows the effect of electron conduction on the logarithmic temperature PDF. Like the density PDFs, the temperature PDFs are largely identical for Low and Med. Only for the High simulation is there a small decrease in the PDF at the highest temperatures at which conduction is most efficient, which is accompanied by an increase in the low-density end of the density pdf. Thus it appears that in the highest Mach number cases, conduction is able to operate quickly enough to move a noticeable amount of energy out of the hottest cells, moving some of this energy into low density regions which are able to expand a bit more due to the increase in pressure. However, these differences are small and suggest that electron conduction does not play a major role. In order to simulate a large number of turbulent conditions for many eddy turnover times in the presence of chemistry at reasonable CPU cost, our simulations have adopted a relatively low resolution of 128 3 . In this case, two-point statistics such as the velocity and density power-spectra and structure functions are not expected to be well reproduced (e.g., Falkovich 1994; Kritsuk et al. 2007; Pan & Scannapieco 2010 ), and we do not attempt to analyze them here. On the other hand, the probability distribution function is a single-point quantity that is much easier to simulate at moderate resolution.
As a check of convergence, the bottom left row of Figure 7 compares the PDF obtained in our representative simulations with a second set of simulations with the same set of physical parameters, but a resolution of 256 3 . Again, we find that the resulting PDFs are nearly identical to the nominal runs and only in the High case is there a slight decrease in the high temperature tail and a slight dip in the low density tail. However, in terms of the mean and variance, the effect is minor, which suggests that our nominal model with N = 128 is sufficient to produce the key one-point statistical quantities and obtain estimates of the species abundances.
Finally, in Figure 8 we show the difference in the species abundances between our nominal runs and the comparison runs including electron conduction and an increase in resolution. The comparisons, which are also presented in Table 4 , show that neither electron conduction nor an increase in resolution has a substantial effect on our abundance results.
Parameter Dependencies
Having explored the evolution of three representative cases in detail, established convergence of abundances at a resolution at 128 3 , and shown that conduction has only a minor effect, we turn our attention to the full suite of models. Table 2 gives the overall parameters of each of these runs, which span a large range of columns, temperatures, and Mach numbers. In most cases, we found that heating from stirring and cooling from recombination are quickly balanced, as seen in the Med simulation presented in Fig. 2 . However, if the stirring is sufficiently strong that the average temperature of the model exceeds 10 5 K these models will undergo thermal runaway. This can be explained by the fact that most elements have peaks in their cooling functions at ≈ 10 5 K (e.g., Gnat & Ferland 2012; Oppenheimer & Schaye 2013) . Therefore once the stirring passes this barrier, cooling can no longer balance turbulent heating and a meaningful steady state can no longer be achieved.
A summary of our results is given in Table 5 , which shows the final abundances for all models that were able reach a steady state. Inspection of these abundances reveals many interesting trends affecting commonly ob- served species. For example, without any contribution from photoionization, He + is often found at substantial levels, even when the average temperature is 10 4 K, and in many of these cases the H + fraction can exceed 50% (as seen when σ 1D = 35 km/s and M MW = 2.8, or when σ 1D = 58 km/s and M MW = 8.0).
On the other hand, C 3+ mostly appears at substantial levels when the mean temperature is significantly higher than 10
4 K, such as in the σ 1D = 11.5 km/s, T MW = 7.0 × 10 4 K, and σ 1D = 20 km/s, T MW = 5.5 × 10 4 K runs. Note however, that it is also seen in the high-mach number σ 1D = 58, km/s run with T MW = 1.1 × 10 4 K, even though in CIE it is only expected when T ≥ 5×10 4 K as shown in Fig. 1 . Similarly, O 3+ , which has a slightly lower ionization potential, is most abundant in runs with elevated temperatures or high mach numbers, although at even higher fractions than seen in C 3+ . Interestingly, although its ionization potential is only 5.1 eV, substantial levels of neutral sodium are found in most of our simulations, particularly those with higher Mach numbers. Inspections plots of the physical distribution of this ion show that it is mostly found in underdense regions, which drop to relatively low temperatures through adiabatic cooling in expansions. Finally, Mg + which recombines at 7.6 eV and is ionized at 15 eV is extremely abundant in all our simulations, with the exception of the highest temperature σ 1D = 11.5 km/s T MW = 7.0 × 10 4 K, and σ 1D = 20 km/s T MW = 5.5 × 10 4 K cases. In fact, in the absence of photoionization, the existence of significant, cospatial Mg + , C 3+ , and O 2+ is a clear indicator of a broad temperature-density PDF, caused by supersonic turbulence.
At highest Mach numbers, when the dispersions in temperature and density are large, regions in the simulation are able to reach conditions in which the fraction of molecular hydrogen may not be negligible. Because parcels of gas move between regions with significantly different conditions on the timescale in which molecules are formed, calculating the H 2 fraction exactly would require solving a compete set of rate equations for H 2 formation within our simulations themselves. While this is beyond the scope of this work, we can nevertheless make a rough estimate of the molecular fractions calculating cell by cell abundances of H − , H + 2 , and H 2 in the approximate case in which the local conditions last long enough for these additional species to come into equilibrium with the species tracked exactly by our simulations. In this case, in each cell we can compute 
where the temperature dependent reaction rates, k 1 , k 2 , etc. are taken from the compilation presented in Appendix A of Glover & Abel (2008) . Furthermore, to estimate the formation of H 2 from neutral-neutral surface reactions on dust we follow Glover & Jappsen (2007) , eq. (36) which assumes that every collision between a metal atom and a grain results in a reaction. In that case, the reaction rate per unit volume for an atomic species i is given by k R = 3.0 × 10 −18 T 1/2 /(1.0 + 4 × 10 −2 T 1/2 + 2 × 10 −3 T + 8.0 × 10 −6 T 2 ). The resulting fractions are shown in Table 5 , denoted by asterisks because the are only approximate measurements. While the majority of hydrogen in our simulations remains atomic in all cases, these estimates indicate that in the highest Mach number runs, ≈ 1% of the gas could be in the form of H 2 .
In addition to Table 5 we make available online the data files from each run 5 . Each file presents a variety 5 http://zofia.sese.asu.edu/˜evan/turbspecies/ of information, including the true abundances and the simple abundance estimates presented in §4.3. We also give Doppler parameters for each species, i, defined as,
where σ i,1D is the 1D velocity dispersion, k b is the Boltzmann's constant, and A i is the ion atomic mass. While the masses of hydrogen and helium are small enough that the temperature term makes a substantial contribution, the Doppler parameters of the heavier elements are very close to σ i,1D in general, providing a good measurement of the local velocity dispersion.
CONCLUSIONS
Turbulence pervades the Universe, often moving at supersonic speeds due to the high efficiency of radiative cooling. These random motions provide overall support against gravity, but also concentrate a portion of the 46 -18.92 -18.46 -5.51 -24.67 -25.59 -5.92 -20.29 -19.12 -8.90 -12.32 -16.24 -4.73 -7.68 -7.61 O 5+ -19.54 -18.72 -18.22 -12.31 -26.39 -26.34 -11.67 -23.90 -26.03 -11.26 -16.89 -21.61 -6.21 -9.13 -10.90 O 6+ -19.51 -18.85 -18.54 -18.62 -26.33 -26.33 -13.14 -26.34 -26.34 -14.61 -22.27 -26.33 -7.53 -10.96 -14.93 O 7+ -21.43 -19.68 -19.64 -20.34 -26.54 -26.54 -20.89 -26.54 -26.55 -26.55 -26.56 -26.57 -15.17 -19.93 -23 material to very high densities, giving rise to a multiphase distribution with unique thermodynamic properties. This can have a dramatic effect on the chemical makeup of the medium. Specifically, if the recombination time for a given species is long compared to the eddy turnover time, it cannot reach an equilibrium state before it is further acted upon by the turbulence. This creates a situation in which the final ionization state is not only a function of the temperature and density, but also a function of the rate at which parcels of gas move through these conditions. To study how these abundances are altered by turbulence, we have implemented a nonequilibrium atomic chemistry package within FLASH. This package tracks the evolution of six elements and 24 separate ionization states. In addition, we have used the method of Gnat & Ferland (2012) to derive ion-by-ion cooling curves for each of the ions under consideration that allows us to follow the thermodynamic evolution of the gas. The result is a very fast and efficient package, which we are able to run for many eddy turnover times for many cases.
Using this tool, we have performed a suite of direct numerical simulations of solenoidally-driven turbulence over a range from 1D velocity dispersion of σ 1D = 6 to 58 km s −1 and the product of the mean density and turbulent length scale from 10 16 to 10 20 cm −2 for solar metallicity gas, concentrating on three representative models. As found by isothermal models of driven turbulence, the gas approximates a lognormal distribution, whose logarithmic density variance in the supersonic case is well approximated by σ 2 s = ln(1 + b 2 M 2 ). On the other hand, this expression overestimates the variance at subsonic Mach numbers, and the b = 0.53 value that best fits our data is significantly different from the b = 1/3 value measured in solenoidally-driven, isothermal turbulence.
We compare the final steady state abundances in our simulations to those obtained assuming the gas is in collisional ionization equilibrium, using both the mean temperature and the full temperature PDF. We find that at low mach numbers the estimates agree to within a factor of ≈ 2 for most species, save for He 2+ and C 2+ , which show large deviations due to their long recombination times. At intermediate mach numbers, several species such as He, C, C + , C 3+ , O 3+ , and Mg, differ by a factor of ≈ 2 from our simple estimates, while He 2+ and C 4+ are ≈ 5 more abundant than our simples estimates suggest. Finally, for very high mach numbers, the abundances can vary by many orders of magnitude from simple estimates. Neither increasing the resolution by a factor of two or including of thermal electron conduction has a significant effect on these abundances.
These results underscore the fact that transsonic and supersonic turbulence can drastically alter the abundances and that only nonequilibrium calculations can predict these changes accurately. Thus we make make all of the derived properties from our models available online. In particular, we present the logarithmic density statistics and other hydrodynamic quantities, such as Mach number and average temperature. We also give the final abundances for each species, the abundance values from the two simple estimates, and species by species Doppler parameters.
In future work we, plan on increasing our network to include ions of nitrogen (N-N 5+ ), silicon (Si-Si 4+ ), and iron (Fe-Fe 3+ ) and their associated cooling as well as the effects of photoionization. Using this increased network, we will run similar models as those presented here, again compiling important statistical properties and the final ionization structure of the gas. This will result in a large set of tables, useful for a variety of theoretical and ob- servational applications.
