Edge detection and morphological thinning techniques can be applied to images of cross-sections of metallic alloys and other materials systems to analyse and characterise the spatial structures. This is particularly useful if it can be applied to a time-sequence of images to characterise the temporal aging of phase separating mixtures. We simulate alloy mixtures using the Cahn-Hilliard partial differential equation and use feature recognition techniques to transform the spatially growing domains into spatial networks which can be analysed as graphs using component labelling and size histogramming. We show that growth of large-scale spinodally decomposing structures in the CahnHilliard system corresponds to a reduction in the number of boundary loops but a growth in the length of such loops.
Introduction
A number of scientific problems involve characterising and understanding the underlying morphology [16, 42] present in image data. An interesting class of such problems concerns the changing morphology in a growth system where some spatial structure is changing with time. Materials science systems such as the quenching or cooling of metal alloys exhibit a changing spatial morphology. Usually alloys gain their special strength and other mechanical properties from having an appropriate set of spatial structures present. The spatial regions or mixed and unmixed different elements usually need to be just of the right size range to avoid fracturing, crack propagation, brittleness or over softness.
The phenomena of spatial domain growth and associated phase separation can be simulated in a number of ways including a discrete cell microscopic lattice model. In this present work we consider a field equation model such as that based upon the Cahn-Hilliard (CH) partial differential equation(PDE) [6, 19] .
The Cahn-Hilliard (CH) model finds uses in simulating polymers [38, 40] and other systems as well as metallic alloys. We use the CH PDE to generate a series of snapshot configurations of a an alloy separating out from an initial hot uniform mixture into large spatial scale "spinodals" [22, 24] . These snapshot images are similar in nature to actual cross sectional photographs or slices that could be recorded using field ion microscopy in a real alloy as it ages.
We employ various signal processing techniques to analyse these snapshots and in particular to characterise the size and morphology of the growing domains [1] . By using edge detection and morphological thinning techniques we can record the features present in the image data automatically and can subsequently apply graph and network methods to count domains and loop boundaries and histogram them by size and length. This morphological information is important to characterise an aging alloy. Much or the "atomic action" in terms of defect migration and diffusion will occur at accelerated rates at the grain or phase boundaries and a characterization of these regions can therefore be linked to an empirical analysis of the mechanical properties of real alloys.
Morphological thinning [26, 37, 43] and skeletonization [35] continues to be difficult to perform perfectly and work is still being reported in the research literature on new improved and hybrid thinning algorithms [10, 44] . For the work we report here, the results were relatively insensitive to which thinning algorithm we applied as we were measuring bulk averages of the thinned structures and not relying on perfectly recognized particular shapes [15, 27] . We only used relatively simple iterative thinning algorithms [2, 8, 11, 33, 36] for the work reported here although there are more sophisticated thinning approaches that make use of contouring [18] and other non-iterative methods [30] .
In this paper we apply morphological thinning and other image and vision processing techniques [31] such as edge detection [9] to reduce the spinodal domain pattern to a network of pixel points. We then apply various graph analysis techniques such as: component labelling; measurement of shortest path and all-pairs distance; and a count of the number of through vertices to characterise the model configurations in terms of the aging behaviour with time.
Our article is structured as follows: In Section 2 we summarise the Cohn-Hilliard model used to generate a time series of configurations which can be transformed morphologically into graph structures. In Section 3 we describe some of the image processing transformations and graph analysis techniques we used. We present some selected visual and quantitative results in Section 4 alongwith a dis-cussion of the use of such methods for analysing such field models in Section 5 and offer some conclusions and areas for further work in Section 6.
Spinodal Simulation
We use the Cahn-Hilliard partial differential field equation [6, 19] to simulate an aging alloy that consists of a binary mixture of two elemental metals, initially in a hot random mixture. In the work we report in this present article we use a two dimensional simulation -representative of a thin slice of a phase separating alloy. After the system is quenched to a finite temperature it subsequently equilibrates to that temperature with the microscopic elements gradually separating out so as to form growing spatial domains or regions of like-like atoms. This is illustrated in Figure 1 where a time sequence of simulated slices through an alloy system is shown, artificially coloured from red to blue. We give a brief summary of how the alloy itself is modelled using a partial differential field equation. the model field is a scalar concentration or excess density of type-A atoms for which it has the value +1 and is coloured red, over the density of "B-Type" atoms for which it has the value −1 coloured blue. Figure 1 also shows a histogram of the population of the field variable averaged over the whole picture. The model starts with a near uniform mix of A and B (red and blue) and gradually separates out into two distinct and pure phases with extreme values ±1. This separation process for systems of approximately 50/50 proportions of A and B type atoms is known as spinodal decomposition.
In brief we now derive the Cahn-Hilliard partial differential equation. Consider the Helmholtz free energy for an isotropic binary solid in solution and having a nonuniform composition. A convenient form for this is the Ginzberg-Landau functional [7] usually written as:
The scalar field φ(r) describes the alloy composition as a function of position r. The interaction range is described by R d and the applied field is H. For this work, the atomic concentration is fixed, so that the applied field H is set identically to zero for an equal concentration of Atype and B-type atoms. The phase separating alloy may be thought of as a set of macroscopic cells, each containing a volume of space and a number of atomic sites. These cells must be large enough for a local instantaneous free energy function f (r) to be defined, but small enough that the effect of 'relevant' short length scale composition fluctuations are not integrated out. It is convenient to write this local free energy density function f {φ(r, t)} in the Landau form:
where b, u > 0.
The form of the local free energy for one cell has a double minimum for the homogeneous case and relaxes towards a single minimum after the quench. A distinction is usually drawn between different regions of the phase diagram from points on this double well functional. The central local maximum in the free energy is separated from the two minima by points of inflection where f ≡ d 2 f dφ 2 = 0. These points mark the division between the metastable f > 0 and unstable f < 0 regimes. The locus of points where f = 0 defines the spinodal curve in the temperature-composition phase diagram.
For a quench in a system of given composition c 0 between the spinodal points, f is negative and the curve is always convex-down causing a negative F. In this case there is no barrier to a fluctuation of any amplitude and the kinetic process is governed solely by diffusion. For a c 0 lying outside the spinodal points only large amplitude composition fluctuations will lower the free energy of the system. This requires sufficient thermal energy in the system to overcome the barrier. The Cahn-Hilliard equation [7] for the concentration field can thus be given as:
Where the parameter K is defined as:
Expanding equation 3 we obtain:
It is usual to truncate the series in the free energy at the φ 4 term. Although equation 3 is highly non-linear in nature, it is nevertheless possible to numerically integrate it in time to follow the structure evolution. Two numerical methods suggest themselves for equations of this type, namely the well known finite differencing method and a lesser known spectral method such as the Fourier analysis and cyclic reduction algorithm (FACR) [5] . The former is relatively easy to set up and has been considered by other authors for very simple cases [29, 39] . Unfortunately this and implicit schemes are fairly demanding of computational power to perform the time and spatial integrals of realistic systems [41] . The FACR algorithm is more complicated to implement and while in general a spectral method is more suited to a studying a theory formulated in terms of waves in Fourier space, this algorithm is not suitable for comparison with the Monte Carlo simulations in position space since it does not yield a real space representation of the concentration field which is what we need for the analysis methods discussed in this present paper. Further details on the numerical integration schemes used are discussed in [19] .
Feature Detection
We have run the Cahn-Hilliard system for a number of independently seeded random initial conditions and for up to 10,000 steps, each of 1,000 time differentials of 0.025. We use these as the basis for our image morphological analyses and illustrate using five time slices at times {1, 4, 9, 99, 999} × 1, 000 × 0.025 respectively. This near power of ten sequence is necessary as the spinodal decomposition process itself is closely linked to this power-law time scale.
There are two primary image morphological analyses we apply. The first is a base on a simple edge detectionwe record all pixels in the image for which the field variable differs from its east or south-ward neighbour. The effect of this is shown in Figure 5 below in Section 4. We are able to treat the edge lines so obtained as a set of nodes in a graph that are connected by arcs to their nearest neighbouring sites. Various graph metrics can be applied to these networks for the different time slices of the alloy simulation.
The second approach is the more sophisticated and is based on morphological thinning. Instead of capturing a graph based on the boundaries between A/B (red/blue) atoms we attempt to characterise each of the spinodals (the swirling pure regions of a particular atomic enrichment type) by a morphologically thinned shape. Figure 2 shows the basic pixel-matching templates for the Stentiford thinning algorithm. As discussed below in section 5 there are a number of possible hybrid thinning algorithms that can be applied to image data -we primarily used the Stentiford scheme. It involves making four passes through the pixel data identifying pixels that match the templates shown. In addition we need to evaluate the number of regions that each pixel connects. Pixels are marked for deletion ad progressively removed providing they are not crucial for connecting two regions. Figure 3 shows the connectivity number cases and how the connectivity number of connecting regions needs to be considered to terminate the object thinning or skeletonization process when no more pixels can safely be removed.
The thinning algorithm is described [31, 37] . Its effect is illustrated in Figure 4 which shows successive iterations being applied to time slice "t = 999" in our simulated sys- tem. As can be seen the algorithm gradually removes pixels from the spinodal shape leaving behind a thinned and singly connected graph residue for each spatial structure. These residual graph components can be analysed using graph metrics including the size, and internal all-pairs path properties to obtain a characteristic metric that captures the essence of the whole spinodally decomposing alloy at each time during its annealing. Figure 5 shows a selection of the image transformations that can be applied to the raw simulated scalar field from the Cahn-Hilliard partial differential equation. These transformations include edge detection; a simple contour analysis of the field; a component cluster labelling of the binary field (clusters of all-A or all-B atoms);and the Stentiford morphological thinning. A superposition of the Stentiford morphological graph component fragments is shown superposed on the bottom right image to confirm the spa- tial match. These images are all shown for just the one time slice at t = 999 but they can be applied to all time slices to analyse the whole time series of alloy quenches. Figure 6 shows how the Stentiford algorithm progresses. The time t = 999 configuration took 32 iterations of the algorithm before no more pixels could be removed. Note the characteristic stranding of the Stentiford algorithm. For applications such as fingerprint recognition or character recognition these extra strands that arise from a small noise point on a an otherwise smooth line would be a distraction. For our purposes in investigating whether the spinodal regions can be usefully characterised by a graph, these strands are not particularly problematic. Figure 7 shows two set of analyses applied to the sequence of five Cahn-Hilliard slices. The top row shows how simple edge-detected spinodal region boundaries were identified -and which can be transformed into components of a graph by taking the black pixels as nodes and the neighbouring connections as arcs. The lower row shows the complete set of Stentiford thinned structures. In each case Figure 5 . Various analyses of a snapshot configuration at time 999 -from top: original; edges; contours; labelled components; thinned structures; superposed edges and thinned. the characteristic graph component will fit spatially entirely within the corresponding spinodal region. Note that isolated clumps of "blobs" that are topologically convex simply collapse to a point under the thinning transformation. The swirling and topologically rich spinodal structures doe not however -they will be thinned to a graph with the same gross topological structure as the original region -subject to minor noise-induced spurious stranding.
Selected Results
Reducing the spatial spinodals to graphs then allows various analyses to be applied. A simple metric is to label the individual graph components of connected pixels within the identified graph structure. Figure 8 shows a log-log scale plot of the ranked component sizes within both the edge-detected graph structure from Figure 7 (Top) and the Stentiford-thinned structure Figure 7 (bottom) -plots shown for each of the five CahnHilliard sequence time configurations. Note that the time order of the curves is subtly changed for the early stage (t = 1 red curve between the thinned structures (left) and edge-detected components (right). The scale is shifted up further for the edge-detected graphs as well -corresponding to the significantly reduced number of pixels (nodes) in the thinned structures. This is quite a significant effect even on the log-scale shown.
Another interesting metric is to count the number of through-vertices within the thinned graph. A throughvertex is defined as one which has just two (separate) neighbours and essentially acts as a link along a line. This metric gives an indication of the length of the spinodal phase boundaries within the simulated alloy. Figure 9 shows a log-log plot of the number of through-vertices in the Stentiford thinned structure plotted against cluster component size. Note the five time series curves almost overlap within the limits of experimental uncertainties. This suggests that the surface tensiondriven mechanisms of the spinodal separation mechanism give rise to a coarsening structure that have longer boundaries with time, but which effect is almost compensated for by there being fewer separate spinodal regions with time.
The all-pairs shortest path metric is a useful way of characterising some sort of length scale present in a graph structure. Normally the shortest path corresponds to graph hops which are taken as equal unit length. In these particular graphs however we can ascribe a physical spatial meaning g to the all-pairs distance as each connection is indeed Figure 9 . log-log-Plot of the number of "thru-vertices" in the thinned structures vs their size at each of the five simulation times. an actual spatial cell in length.
Computing shortest path data for a network is a well studied problem and although there are several algorithms available [12, 17, 34] in practice the choice (for networks that are not too large) is dominated by the ease of integration with the data structures and the other software apparatus used. Computationally, the complexity of obtaining the shortest paths is O(N 3 V ) using the Floyd-Warshall algorithm [14] . There are other and newer algorithms such as Brandes' algorithm, which takes O(N V N E ) [3] . In this present it was sufficient and easiest to use the FloydWarshall algorithm.
The shortest-paths information can itself be averaged over a connected network and it gives an indication of how compact that network is. A tightly coupled and dense network will have a low value of the all-pairs distance, whereas a less dense, more sprawling network will have a higher value. We use the Floyd algorithm for computing the all-pairs shortest path, which is averaged over each whole component in the graph in turn and is shown plotted against the component cluster sizes for the five time series of configurations in Figure 10 .
Within the bounds of experimental error the data show a systematic splitting into near straight lines on the log-log scale. This implies a power law of the form Floyd Distance D ≈ As ν in terms of cluster size s and with intercepts log A.
Discussion
Performing a least-squares fit to the straight lines implied in Figure 10 yields the trends shown in Figure 11 . The effect on the intercepts is quite marked and a point of inflection appears approximately around time t = 2. The corresponding effect on the slopes is not as strong although is arguably present. This confirms a known behaviour of systems like the Cahn-Hilliard model and real alloy mix- Figure 10 . log-log Plot of Floyd distance of the thinned structures vs their size at each of the five simulation times.
tures -namely that they undergo a change in temporal aging behaviour from an early quench stage when small spatial scale dominate and a later spinodal decomposition stage when long range and surface tension driven effects dominate the growth and coarsening behaviour.
We can also investigate the number of clusters in the thinned structure. We do not show the plot, but a straight line fit to a log-log plot of this suggests that the number of component clusters in the thinned structure varies as a power of time with exponent −0.35 ± 0.3. This is consistent with other analyses of the Cahn-Hilliard system obtained with much more expensive analysis metrics such as the structure factor obtained from a radial averaging of Fourier transforms and from scattering experiments [20] .
An analysis of the computational wall clock time needed to compute the Floyd all-pairs pathway suggests it goes as a power of time with exponent −0.8 ± 0.1. This is just a crude estimate and includes the time needed to split the system into component clusters as well as compute allpairs for each cluster. The fact that it is negative suggests that for the Cahn-Hilliard model where the system coarsens that it is actually computationally cheaper to analyse the large scale structures at later time than the small scale ones at earlier times. This is potentially useful since other local methods can be applied to study the small scale droplet effects but they are known to be expensive for analysing the large scale structures. Some hybrid approach therefore makes it feasible to more systematically study both long and short term behaviours of the Cahn-Hilliard model and systems like it.
We used a customised code framework based on the use of Java [13] and the Java Swing image processing library to prototype the approach described in this paper. Java lends itself well to image processing with a variety of good core image processing capabilities available in its libraries [4] . Other better optimised image processing libraries such as OpenCV might be more appropriate for larger scale experiments. Parker reports the use of a domain-specific language for controlling the many posible thinning and other algorithmic variants in a practical experiment [32] .
Other thinning algorithms such as the classic Zhang and Suen algorithm [43] work well on parallel computing systems [23] . This aspect is potentially important for studying larger CH configurations than the 512 2 cell systems we studied.
Although the spurious stranding caused by the noise dependency of the Stentiford algorithm we employed did not affect the results unduly, there is also scope for applying more sophisticated algorithms including hybrids in various combinations and with pre-processing stages [21] .
We used a simple count of through-vertices to estimate line lengths in the skeletonized structures. A more thorough analysis based on enumerating circuit loops could also be performed [25, 28] .
Conclusion
We have implemented procedures to reduce images generated by a field equation simulation to characteristic networks that can be analysed using graph techniques. We have used both simple edge-detection and a form of morphological thinning or skeletonization to obtain characteristic graphs for numerically integrated time series of CahnHilliard partial differential field equation systems.
The edge detection approach while very cheap computationally gives rise to quite a large number of nodes and connections in the resulting graph. The thinning skeletonization gives rise to a much more compact graph. Since graph algorithms tend have a higher computational complexity than linear, smaller graphs are subsequently much cheaper or faster to analyse.
We have seen how component labelling and an associated size histogramming gives a foundation for analysing the graph components. We have seen the number of through-vertices gives a useful metric for the boundary length or perimeter of a spinodally decomposing region of cells in the Cahn-Hilliard system. We have also shown that the Floyd all-pairs distance metric is a suitably sensitive one to identify a change in the temporal aging or coarsening behaviour. This method might be usefully applied for similar field equation models to search for existence and location of such temporal inflection points.
There is scope for applying these methods to three dimensional systems which could potentially be generated by models such as the Cahn-Hilliard equation. The edge detection method would certainly work in 3D but there is scope for study of the subtleties and scalability of morphological thinning algorithms that would lead to useful line skeletonizations in 3D.
