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ABSTRACT 
If (x,) is a monotone sequence of reals that is uniformly distributed mod 1, then it is shown that 
necessarily lim,,, jx,l/log n = 00. In fact, this result is obtained as a corollary of a general result 
on uniform distribution of monotone sequences with respect to probability measures on IR/iZ and 
weighted means. We show also that this general result is in a sense best possible. Furthermore, we 
obtain a characterization of those weighted means that admit uniformly di,stributed sequences. 
1. INTRODUCTION 
It is well known that the sequence (log n), II = 1,2, . . . , is not uniformly 
distributed (abbreviated u.d.) mod 1, whereas (log’ n), n = 1,2, . . . , is u.d. 
mod 1 for any t> 1 (see [5, pp. S-91 and [5, pp. 14-151, respectively). These 
facts suggest that a monotone sequence of reals has to have a certain minimal 
rate of growth in order to be u.d. mod 1. A concrete result in this direction is 
due to Dress [2, Theoreme I] who showed for sequences of the type (x,) = (a,~) 
with a monotone sequence (a,) of integers that if (xn) is u.d. mod 1, then 
necessarily 
lim sup x”l>() 
. n+m log n 
On the other hand, Dress [2, Theoreme II] proved that for any sequence (j(n)) 
of reals with lim,,, f(n)/log II 4 00 there exist monotone u.d. mod 1 
sequences of the type (x,) = (a,~) with x, = Odf(n)). There is obviously still a 
gap between these two results. This gap was narrowed by Topuzoglu [13] who 
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showed that if a monotone sequence of the type (x,) = (a,~) is u.d. mod 1, then 
necessarily 
lim sup bLoD* 
n-tm log Iz 
We shall prove (see Corollary 1) that if (x,) is an arbitrary monotone u.d. 
mod 1 sequence, then necessarily 
(1) lim M=co. n-m log n 
This result is clearly best possible in view of Theo&me II of Dress [2] quoted 
above. We note that in the special case of an increasing sequence (x,) with 
x,, r -x,, decreasing, necessary conditions for (x,) to be u.d. mod 1 were given 
by Kemperman [4] and LeVeque [6]. 
In recent years there has been a renewed interest in uniform distribution 
mod 1 with respect to weighted means; see e.g. Niederreiter [7], [S], Niederreiter 
and Tichy [9], Ohkubo [lo], and Tichy [l 11, [12]. Therefore we will establish 
(1) in this more general context. Let P= b(n)), n = 1,2,. . . , be a sequence of 
nonnegative numbers with p( 1) > 0 and put 
We assume throughout that lim,,, s(N)= 00. If p is a Bore1 probability 
measure on R/Z, then a sequence (x,J of reals is said to be (P,p)-u.d. mod 1 if 
(2) N-m -& .p, P(~kJ(x,) =AJ) lim 
holds for all intervals J in R/Z. Here c, denotes the characteristic function of 
J; its values depend only on the fractional part {xn} of x,. If ,U is Lebesgue 
measure, then a (P,,@-u.d. mod 1 sequence is simply called P-u.d. mod 1. If 
in addition all p(n) = 1, we arrive at the classical concept of uniform distribution 
mod 1. On the other hand, if we replace iR/Z by an arbitrary compact 
Hausdorff space X and ,u by a regular Bore1 probability measure on X, and if 
we require (2) to hold for all p-continuity sets J in X (i.e., for all J whose 
topological boundary is a p-null set), then we arrive at the general concept of 
a (P,,u)-u.d. sequence (x,) in X (compare with [5, Ch. 31). 
For a weighted mean P, Niederreiter and Tichy [9, Satz 41 have shown that 
if (x,) is an arbitrary monotone P-ud. mod 1 sequence, then necessarily 
lim sup Ix”I,O 
n-c- log s(n) a 
Ohkubo [lo, Theorem 41 showed for the special case (x,) = (a,~) with a 
monotone sequence (a,) of integers and for some special weighted means P 
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that if (x,) is P-u.d. mod 1, then necessarily 
lim sup M-=m* 
n-m log s(n) 
We shall prove (see Theorem 2) that if an arbitrary monotone sequence (x,) is 
(P,p)-u.d. mod 1 for some ,Y, then necessarily (apart from a trivial exception) 
(3) lim ~=co, n+m log s(n) 
We note that in the special case of an increasing sequence (x,) with lim,,, 
(x,+1 -x,)=0 and (x,+i -x,)/p(n) monotone, Kemperman [4] has given 
necessary conditions for (x,) to be (P,b)-u.d. mod 1. We will show that (3) is 
in a sense best possible, thus generalizing results of Dress [2] and Ohkubo [lo] 
for special weighted means P. In the same run we will establish a charac- 
terization of those weighted means P for which (P,,u)-u.d. mod 1 sequences 
exist (see Corollary 2). 
2. NECESSARY CONDITIONS 
We show first a necessary condition for a weighted mean P to admit a 
(P,p)-u.d. sequence in the compact Hausdorff space X. We exclude the trivial 
case of a point measure ,z, for if ,u is such a measure, say concentrated at the 
point XEX, then the constant sequence x,x,. . . is (P,p)-u.d. for any weighted 
mean P. 
THEOREM 1. Let X be a compact Hausdorff space and ,U a regular Bore1 
probability measure on X that is not a point measure. If the weighted mean 
P= Q(n)) admits a (P,p)-u.d. sequence in X, then necessarily 
lim ‘(n)=O 
* n-pm s(n) 
PROOF. Since p is not a point measure, there exists a p-continuity set J in X 
with O<p(J)<l (see Lemma 3.4 on p. 201 of [5]). If (x,) is a (P,p)-u.d. 
sequence in X, then we get from (2), 
1 
lim ~ ; Pow, = 0, 
N-m s(N) n=l 
where 6, = cJ(x,J -p(J) and 
16,/2c: =min (p(J), I -p(J))>0 for all n. 
For given E>O we have then 
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hence for all such N, 
< &s(N+ 1) + &S(N) I2&S(N+ l), 
and the result follows. 
We study now monotone sequences of reals with respect to (P,p)-uniform 
distribution mod 1. Here and in the sequel, monofone means nondecreasing or 
nonincreasing. For the same reason as in Theorem 1, we exclude the case of a 
point measure p. 
THEOREM 2. Let p be a Bore1 probability measure on lR/Z that is not a point 
measure and let ‘P be a weighted mean. If (x,) is a monotone (P,p)-u.d. 
mod 1 sequence, then necessarily 
lim &ZOO. 
n-co log s(n) 
PROOF. Without loss of generality, we can assume that (x,) is nondecreasing. 
If (x,) were bounded, hence convergent, then p would be the point measure 
concentrated at the limit point, a contradiction. Hence we must have lim,,, 
X, = 03. Furthermore, since p is not a point measure, there exists an interval 
J= [0, t), 0~ f < 1, considered as an interval in R/Z, with O<p(J) < 1. The 
following definitions make sense for all sufficiently large integers k: let Mk be 
the largest n with X, < k + t and Nk the largest n with X, < k. Then 
(4) 
Wk+ 1) W/c+1) . .lE1 ~W&) ---Z 
sc”k ) Nk,l 
C ~(n)c.&J 
s(“k) 
II=1 
Mh 
C HOc.&) 
= s(Nk+l) . n=l 
Nk,, @‘fk) ’ 
where we used the fact that for Mk<n<Nk+r we have k+ tlx,,<k+ 1, thus 
{x,} zt. Letting k+oo in (4) and using (2), we get 
(5) 
lirn S(Nk+l) 1 -=- - p(J)= 1. 
k-m s@fk) P(J) 
Proceeding similarly with the interval [t, 1) instead of J, we obtain 
lim s(“k) 1 -=. 
k-t- S(Nk) 
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Together with (5) this implies 
Now suppose that x,/log s(n) does not tend to 03. Then for some C> 0 there 
exist positive integers nl < n2 < . . . with 
x,,<C log S(Q) for i= 1,2, . . . . 
Let ki be the least integer with C log s(nj) I ki. Then xn,< kj, hence ni5Nki 
and s(nj) ~s(iV~,). Furthermore, C log s(ni) > kj - 1 by the definition of kj, so 
that 
(7) log s(Nkj) > C-‘(ki- 1) for all i. 
Choose E > 0 such that log (1 + E) < C-r. From (6) it follows that s(N,+ r) 5 
I (1 + E)s(N,J for all sufficiently large k, hence for some constant B we have 
s(NJ I B(l + E)~ for all k. 
In particular, 
log s(N~,) I ki log (1 + E) + log B for all i. 
Since ki tends to 03 with i, this yields a contradiction to (7) and the choice of 
E for sufficiently large i. The proof of the theorem is thus complete. 
COROLLARY 1. If (x,) is a monotone u.d. mod 1 sequence, then necessarily 
lim 51~~20. 
n-m log n 
3. SLOWLY CHANGING SEQUENCES 
In order to show that Theorem 2 is best possible, i.e., that there exist slowly 
increasing (or decreasing) (P,p)-u.d. mod 1 sequences, we first have to investi- 
gate under what condition (P,p)-u.d. mod 1 sequences exist at all. We will show 
that the necessary condition p(n)/s(n)-+O for the existence of (P,,$-u.d. 
mod 1 sequences (@#point measure, see Theorem 1) is also sufficient. The 
following auxiliary results are needed. 
LEMMA 1. Let P> = (p(n)) be a weighted mean with lim,,, p(n)/s(n) = 0, and 
Put 
m(N)= max p(n). 
l<nsN 
Then 
PROOF. For given .s>O there exists No with 
p(n)ras(n) for all nriV,. 
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Since s(n)-+oo with n, there exists Ni such that 
p(n)s~s(N~) for lln<N,. 
For Nr max (N,, Nr) we have then 
m(N) 5 max (as(N), es(Ni)) = es(N). 
LEMMA 2. If C,“=, bk is a divergent series of nonnegative terms with b, > 0, 
and if lim,,, &=O, then 
lim a,b,+...+a,b, =o. 
r-a b,+...+b, 
PROOF. This fohows from the fact that the weighted mean (bk) defines a 
regular summation method (see [5, p. 631). 
THEOREM 3. Let P= (p(n)) be a weighted mean with 
lim ‘(n)=O 
n-+co 44 - 
Then for any Bore1 probability measure Jo on fR/Z there exists a (P,p)-u.d. 
mod 1 sequence. 
PROOF. We use a construction that can also be employed in the sequel. Let 
T,=O, T,, Tz, . . . be an increasing sequence of integers satisfying the following 
two properties: 
(8) lim s(Tr+l)= 1 r--+cD s(T,) ' 
(9 
1 
lim - i mk=o, 
r-m s(T,) /c=l 
where 
mk= max p(n) for &I. 
T,_,<naT, 
For a given Bore1 probability measure ,U on R/Z we set 
G(f) =,a([O, t]) for O<t< 1 
and G(t)= 1 for t> 1. 
We define a sequence (JJ,) as follows. We first fix kr0 and define yn for 
Tk<n5Tk+,. For j=O, l,..., k let Mdj,k) be the largest integer satisfying 
OsM(j,k)l Tk+i - T, and 
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where we set s(O) = 0. Furthermore, we put M( - 1, k) = 0 and M(k+ 1, k) = 
= Tk+, - Tk. Then for j=O, 1, . . . . k+ 1 we define 
(10) . yn=& for T,+Mdj-l,k)<n~T~+M(j,k). 
Now consider a fixed interval J= [0, f] , 0 I f < 1. From (10) it follows that for 
Tk<n~Tk+l we havey,EJif and only if nsTk+M(Lt(k+2)1 ,k), where 1x1 
denotes the greatest integer IX. Hence for r? 1, 
(11) ; ~(~)c.d.~,)= ;c; W/c+M(Lf(k+?d ,k))-s(T,)). 
n=l 
Consequently, 
and so 
Since 
;z (G(t+&)-G(t))= lii++&])=O 
it follows from (12) and Lemma 2 that 
(13) lim sup ran & ,;l P(~)cA.Y,) 5 G(t)- 
Putting 
Nk=min (M(Lt(k+2)j,k)+l,T,+,-T,), 
we get from (11) and the definition of M(j, k), 
ni, ~(~k.rbJ 1 $1 W-k + N/c) - 4Td) - ;i; P(G + W 
2 ‘c’ G Lt(k+2)1 +l r-l 
k=O k+2 > 
MTk+d-Wd- c mk+l 
k=O 
2 G(t)s(T,)- c mk. 
k=l 
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From (9) it follows that 
so together with (13), 
(14) lim I’  & .;, P(~)cJ(Y,) = ‘30 =PU(J). 
For arbitrary N> TI there exists rz 1 with T,.<Ns T,., i. Then 
hence (8) and (14) show that 01,) satisfies (2) and is thus (P,p)-u.d. mod 1. 
It remains to prove that numbers T, satisfying (8) and (9) exist. Set To=0 
and TI = 1. Suppose T, has already been defined for some TT 1. Then we let 
Tr+l be the smallest integer with 
s(T ,)a~(T)+s(T)~“rn(T)~‘~ T-t r r r 9 
where m(N) is defined as in Lemma 1. T,, r exists since s(n)+co with n, and 
T,, i > T,. From the definition of T,., i it follows that 
s(T,+~ - 1)<s(T,)+s(T,)‘“m(T,)‘“, 
hence 
l = 1 -PC,, ,MTrt 1) (1 + (Z)l”), 
and so (8) holds by the hypothesis limn+m &z)/s(n) =0 and Lemma 1. To 
prove (9), we note that 
m(T,$“rs(Tk) -‘“MT,t+s(Td) 
by the construction, and thus 
It follows that 
-!- ’ mksz ’ s(T Ij-s(l) j, (z) 
l/2 
s(T,) k=l (S(Tk+d-S(T& r rt 
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Now Lemmas 1 and 2 imply 
lim 
1 
i (%2)1’2 
r-m s(T,+,)-s(1) k=l 
w-k+l)-wkN=o, 
and since we already know that (8) holds, we obtain (9). 
COROLLARY 2. Let P= (p(n)) be a weighted mean and let ,X be a Bore1 
probability measure on R/Z that is not a point measure. Then a (P,p)-u.d. 
mod 1 sequence exists if and only if limnqm P(n)/s(s(n) = 0. 
PROOF. This follows from Theorems 1 and 3. 
REMARK 1. Using the lifting technique of Hedrlin [3] (see also [l]) and 
Theorem 3, one can show that for any compact metric space X, for any Bore1 
probability measure p on X, and for any weighted mean P=@(n)) with 
limn+m p(n)/s(n)=O, there exists a (P,p)-u.d. sequence in X. Since any Bore1 
probability measure on X is regular, this gives a generalization of Corollary 2 
to compact metric spaces. 
We are now ready to prove that Theorem 2 is best possible. We will in fact 
show analogs of Theoreme II of Dress [2] and of Theorems 3 and 3’ of Ohkubo 
[lo] for our more general case. 
THEOREM 4. Let P= @(n)) be a weighted mean with 
lim ‘(n)=O 
n-tm s(n) ’ 
and let (j(n)), n = 1,2, . . . , be a sequence of reals such that &)/log s(n) tends 
monotonically (for sufficiently large n) to 03 andf(n + 1) -f(n) is nonincreasing 
for sufficiently large n. Then for any Bore1 probability measure p on R/Z there 
exists a monotone (P,p)-u.d. mod 1 sequence (x,) with x, = Odf(n)). 
PROOF. Sincef(n)+oo with n, we can define h,, for sufficiently large r? 1, to 
be the largest integer withf(h,)lr. For smaller r-2 0 we set h,=O. Then the h, 
tend monotonically to co with r. Put To = U, = 0, U, = 1, and Ti = max (U,, h,). 
Suppose U, and T, have already been defined for some r I 1. Then we let U,., t 
be the smallest integer with 
(15) s(U,+1)~s(T,)+s(T,)1’2m(T,)1’2, 
and we put 
(16) Tr,, =max tUr+l,Tr+h,+~-h,). 
Then T,., 1 2 U,, 1 > T, for all r-10. We claim that the T,. satisfy (8) and (9). By 
the same arguments as in the proof of Theorem 3 one shows that 
(17) p= lim s’“,,l’ 1 
. r-m s(T,) 
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By the given hypothesis on (J(n)) we have 
f( TA AT, + h,, I- hr) 
log s(T,)?og s(T,+~,+~-h,) 
for sufficiently large r, hence 
Since f(n + 1) -f(n) is nonincreasing for sufficiently large n 2 no, it follows 
that for any integer kz0 the values f(n + k) -f(n) are nonincreasing for 
n 2 no. Since T, 2 h, by induction on r and (16), we get for sufficiently large r, 
f(r,+h,+, - 4) -N-r) Q-(hr+ 1) -f(h,) 
ST-+ 1 -f(h,+ l)+f(h,+ l)-f(h,) 
< 1 +f(h, + 1) -f(h,) 5 C 
with a constant C only depending on (j(n)). Since limn+m f(n)/log s(n) = 03, it 
follows from (18) that 
Together with (16) and (17) this shows that (8) is satisfied. To verify (9), we 
simply note that (15) and (16) imply 
s(T,+,)rs(T,)+~(T,)“~rn(T,)‘” for all r2 1, 
so that (9) can be shown by the same arguments as in the proof of Theorem 3. 
Given a Bore1 probability measure p on R/Z, it follows from the proof of 
Theorem 3 that the sequence 0,) corresponding to p and the T, from above is 
(I’,&-u.d. mod 1. For T,<~sT,+~, rz0, we define 
x,=rfy,. 
Then x,=y,, mod 1, so that (x,) is again (P,&-u-d. mod 1. The construction 
of Cv,) shows that (x,) is nondecreasing. Furthermore, for sufficiently large r 
and TrcnrT,,, we have x,<r+l<2r and also n>T,?h,, so that the 
definition of h, yields f(n) > r. Consequently x, = OCf(n)), and the proof is 
complete. 
If the weights p(n) satisfy a certain “smoothness” property, then some 
conditions on (j(n)) in Theorem 4 can be dropped. 
THEOREM 5. Let P= (p(n)) be a weighted mean with 
lim pO=O 
n-m s(n) 
and p(n + 1)/s(n) nonincreasing for sufficiently large n. Let (‘J(n)), n = 1,2, . . . , 
be a sequence of reals with 
lim A!&=~ 
n-m log s(n) * 
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Then for any Bore1 probability measure ,U on lR/Z there exists a monotone 
(P,p)-u.d. mod 1 sequence (x,) with x, = OCf(n)). 
PROOF. For a suitable positive integer no we have s(n) > 1 and f(n) > 0 for all 
n2no. Put 
(19) 
and b, = bno for 1 I n <no. Then (b,) tends monotonically to 03. By hypothesis 
there exists an integer nr zno such that ~(n + 1)/s(n) is nonincreasing for 
n 2 12 1 . Define 
(20) cn=b, for llnlnr+l. 
Suppose cl, . . . . c,, have already been defined for some nznl + 1. Then we set 
(21) c,+l=min V,,b,+d, 
where 
(2.2) d, = WI 1% “‘r,‘,s4-n-~ :$ se - 1). 
We show first by induction that 
(23) c,-~Ic, for all n12. 
This is certainly true for 21 n 5 ~zr + 1 by (20). Suppose (23) holds up to and 
including some nrnr+l. To show c,,Ic,+~, we note that c,rb,rb,+,, so 
that by (21) it remains to verify that c, sd,. We have ~(n + 1)/s(n) I 
r&)/s@ - l), hence s(n + 1)/s(n) I s(n)/s(n - 1) and 
log s(n - 1) I2 log s(n) -log s(n + 1). 
From the induction hypothesis we get 0 <cl I c, _ i 5 c,, , hence 
q-1 log s(n-1)52c, log s(n)-& log s(n+l), 
which implies c,,<d,, by (22). Thus (23) is established. 
Next we show that 
(24) lim c,=oo. n-m 
If we have infinitely often c,, = b,, then this is clear from (23). Otherwise there 
exists an integer n2z nl + 2 such that c,, = d, _ 1 for all n 1 n2. Then by (22), 
c, log s(n)=21+~ log s(n-1)-c,-, log s(n-2) for all n2n2, 
or with e,=c, log s(n), 
e,=2enel- ene2 for all n2n2. 
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This implies e,, = A + Bn for all n r rz2 with constants A, B. By (23) we get 
(25) 
A+Bn 
c =p for all nzn2 with B>O. 
n log s(n) 
Since 
se+ l)- 1 
s(n) 1 -p(n + l)/s(n + 1) 
tends to 1 as n-+oo, we have 
log s(n) 5 (n - n3)e + log s(ns) for all n 2 n3 
for given E> 0 and a suitable positive integer n3. It follows that n/log s(n) 
tends to m with n, hence from (25) we obtain again (24). 
Now put g(n) = c,, log s(n) for all n 2 1. Then g(n)/log s(n) tends monotoni- 
cally (for sufficiently large n) to 00 by (23) and (24). From (21) and (22) we get 
for sufficiently large n, 
C n+25 
XI+1 log s(n + 1) - c, log s(n) 
log s(n+2) ’ 
hence g(n + 2) - g(n + 1) Ig(n + 1) -g(n), i.e., g(n + 1) -g(n) is nonincreasing. It 
follows thus from Theorem 4 that for any,u there exists a monotone (P,p)-u.d. 
mod 1 sequence (x,) with x,, = O(g(n)). But from (19), (20), and (21), 
g(n) = c,, log s(n) 5 b, log s(n) rf(n) 
for sufficiently large n, hence x,, = 0(&r)), and the proof is complete. 
REMARK 2. The condition in Theorem 5 that ~(n + 1)/s(n) be nonincreasing 
for sufficiently large n is clearly satisfied if p(n) is nonincreasing for sufficiently 
large n. The latter case includes all the weights considered by Dress [2] and 
Ohkubo [lo]. 
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