Abstract: Land cover change impacts ecosystem function across the globe. The use of land cover data is vital in the detection of these changes over time; however, most available land cover products, such as the National Land Cover Dataset (NLCD), are produced relatively infrequently. The most recent NLCD at the time of this research was produced in 2006 and does not adequately reflect the impact of land cover changes that have occurred since, including the occurrence of two large wildfires in 2008 in our study area. Therefore, there is a need for the classification of historical remotely sensed data, such as Landsat scenes, through replicable methods. While it is possible to collect field data coinciding with current or future Landsat acquisitions, it is impossible to retrospectively collect data for previous years; thus, fewer studies have focused on the classification of historical scenes. Using a single year of field reference and multi-year aerial photography data, we applied a simple decision tree classifier to accurately classify historic satellite data and produced maps of land cover to incorporate the effects of 2008 wildfires occurring between NLCD production dates. Overall accuracy ranged from 76 to 90 percent and was assessed using conventional error matrices.
Introduction
Land cover change impacts ecosystem function across the globe [1] , and disturbance is a major driver of land cover change, which creates heterogeneous landscapes [2] . Large, infrequent disturbances, such as wildfires, are an essential component in many ecosystems, but have the potential to produce unexpected changes [3] , especially when coupled with other impacts, such as a changing climate [4] . Wildfires burn with varying degrees of severity, which affects vegetation succession [5] , land management efforts [6] and the potential for increased erosion and flooding [7] . In California, wildfire is a common driver of land cover change [8] , and in the Big Sur region of the central California coast, the majority of area burned is the result of large infrequent fires controlled primarily by extreme weather [9] . These wildfires are of particular concern, because they can significantly alter vegetation in watersheds that transport sediment and nutrients to the adjacent nearshore oceanic environment [10] . In addition, these large coastal wildfire events have been shown to negatively impact marine coastal ecosystems and protected marine mammals [11] [12] [13] ; these negative impacts are hypothesized to result from increases in the export of toxins, sediment and pollutants following land cover change [14] [15] [16] [17] .
Land cover data are vital in the detection of ecological change over time; these data are widely used in ecological applications. To accurately assess impacts to the nearshore environment, land cover data must accurately reflect any change caused by recent disturbance. The Multi-Resolution Land Characteristics Consortium (MLCR) National Land Cover Dataset (NLCD) is a commonly used land cover dataset [18] [19] [20] [21] ; however, at the time of this study, the most recent version of the NLCD was produced in 2006 (the 2011 NLCD was released in April 2014). Therefore, it did not reflect the impact of land cover changes that occurred between 2006 and 2011, such as two large 2008 wildfires that burned in the Big Sur region of the central California coast.
Detection of change in land cover requires multi-temporal assessments of land cover data. It has been common practice to analyze the difference between two scene dates to document change. However, time series approaches are increasingly common [22, 23] . The Landsat multispectral data acquisition program, including Landsat Thematic Mapper (TM), Enhanced Thematic Mapper (ETM+) and Operational Land Imager (OLI), provides free, relatively high-resolution remotely sensed data from 1984 to the present that are widely used to study land cover change and disturbance at both regional and global scales.
One way to utilize a Landsat or other spectral data time series to understand change is to classify multispectral imagery, and a variety of classification methods have been developed [24] . A classification tree [25] uses recursive partitioning based on a variety of splitting rules to divide a dataset into categorical classes. Decision tree classifiers are simple, computationally efficient and transparent [26] . In addition, decision tree methods do not require statistical assumptions regarding distributions, are able to process large nonparametric datasets and use both continuous and categorical data [27] .
A challenge in creating multi-temporal scene classification is the collection of high-quality field data for training and validation. Although it is possible to collect field data coinciding with current or future Landsat acquisitions, it is impossible to conduct field sampling to collect data for land cover classification of previous years and incredibly difficult and cost-prohibitive to collect field data over large areas. In such cases, it is possible to use other sources of information to create reference data, such as higher resolution aerial photographs [24, 28, 29] . Unfortunately, aerial photographs coinciding with satellite data acquisitions are not always common, and therefore, it becomes necessary to extrapolate the reference data over time [30] .
Numerous studies have used decision tree, maximum likelihood, Fourier analysis and other methods to classify land cover for historic periods, either to detect change or assess trends [30, 31] . Global scale land cover classifications have primarily utilized lower resolution data from the Advanced Very High Resolution Radiometer (AVHRR) or the Moderate-resolution Imaging Spectroradiometer (MODIS) in a time series, such that the phenological pattern contributes to the land cover classification [30] , but data at that scale are not appropriate when incorporating the high-resolution effects of wildfire [32] . Higher resolution Landsat data are more difficult to develop annual classifications from, as cloud impacts and sensor failures can limit scene availability [33] . Our challenge in this study was to classify land cover over multiple sequential years (as required for the model that the land cover classifications would be utilize as inputs for) at a spatial resolution that would capture wildfire effects (i.e., Landsat) , in complex terrain with diverse land cover that transitions rapidly between three primary life form strata (i.e., forest, shrub and grass). Furthermore, we needed to understand both overall accuracy and spatial accuracy, as the subsequent modelling effort produced spatially-explicit outputs that would have differing levels of error based on spatial accuracy. Our goal, therefore, was to develop a method for classifying a time series of Landsat data using a decision tree classifier developed with a single year of field observations. The success of the classification was then assessed using both the standard error matrix and a local representation of the error. Our objectives were to: (1) create a parsimonious decision tree that accurately classified historic remotely sensed data; and (2) produce maps of land cover from 2005 to 2012 for the Big Sur region that would incorporate the effects of the 2008 wildfires. The produced land cover dataset would subsequently be used in a later study to model nonpoint source pollutant transport from the Big Sur coastal watersheds to the nearshore environment [34] .
Methods

Study Area
The study area boundary is formed by 15 adjacent watersheds covering 87,638 ha in the northern portion of the Los Padres National Forest ( Figure 1 ) and extends approximately 109 km along the Santa Lucia Range south of Monterey Bay. The Santa Lucia Range rises steeply from sea level to just below 1800 m within a few km from the coast. The climate is Mediterranean with long, dry summers and warm, wet winters. Precipitation ranges from 65 cm annually near the coast to over 130 cm at higher elevations [35] . Temperature generally increases from north to south and with distance from the coast, with coastal mean monthly temperature ranging from 10 °C-13 °C in winter to 16 °C-18 °C in summer [9] . These weather and elevation gradients create a highly diverse ecosystem that has been identified as a global biodiversity "hotspot" [36] . The study area consists of three ecological zones, each including a number of vegetation types. The coastal plains and foothills include grasslands, coastal sage scrub, chaparral, oak forests and closed-cone pine forest. The lower montane zone includes a mixture of coastal sage scrub, chaparral and oak woodlands and forests. The upper montane zone primarily contains mixed broadleaf evergreen and coniferous forests [9] . 
Satellite and Ancillary Data
To classify land cover through time, the Surface Reflectance Climate Data Record (CDR) produced by the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) was used. Surface Reflectance CDR processes Landsat scenes to at-surface reflectance using the second simulation of the satellite signal in the solar spectrum (6S) radiative transfer model [37] . Seven CRD Landsat TM and two Landsat ETM+ scenes (Path 33/Row 34) were acquired. Cloud-free data were acquired for eight years from 2005 to 2012 within the months of July and August (Table 1) . CRD Landsat data are Level-1 geometrically and terrain-corrected [37] . Landsat ETM+ imagery after 31 May 2003, was affected by the failure of the Scan Line Corrector, which causes "stripes" of missing data [38] . Because of the relative clarity of the atmosphere and the static nature of vegetation during the summer months over the study site, missing data on 19 July 2012, were filled from the closest and most cloud-free scene available from 3 July 2012.
The suite of potential predictor variables for creating the classification tree included Landsat Bands 1 through 5 and 7 from the TM and ETM+ sensors ( Table 2) . We also calculated several indices, such as the normalized differenced vegetation index (NDVI) [39, 40] , normalized burn ratio (NBR) [41] and band ratios 4/3 and 7/4. NDVI has been used in decision tree classifiers to discriminate differences in vegetation from non-vegetation cover [26] . NBR has not been widely used in decision-tree classifiers, but is used to classify fire effects on vegetation [41] , as changes in near-infrared wavelengths indicate a change in green vegetation and biomass [42] , whereas the shortwave infrared band is sensitive to soil and plant moisture [43] , as well as burnt vegetation, ash and exposed soil [44] . Band ratios 4/3 and 7/4 were selected to highlight green vegetation or lack of green vegetation, respectively; they have been included in numerous prior land cover classification studies. We also used tasseled cap transformations of greenness (TCG), wetness (TCW) and brightness (TCB) [45] , because of their ability to discriminate differences in vegetation cover in a prior decision tree classification [28] . Incorporation of variables that utilize the spatial information has been shown to increase the accuracy of remote sensing classification [46] [47] [48] . Table 1 . The sensor name and date of acquisition of remotely sensed scenes. Two scenes were acquired in 2012 to fill data gaps associated with the scan-line corrector failure on Landsat ETM+. Table 2 . Spectral and ancillary input variables. Band numbers represent bands from the Landsat TM and ETM+ sensors. Indices and transforms include the normalized differenced vegetation index (NDVI), normalized burn ratio (NBR), tasseled cap brightness (TCB), tasseled cap wetness (TCW) and tasseled cap greenness (TCG). The spectral reflectance bands were smoothed using a mean low-pass 3 × 3 filter [49] . The purpose of this smoothing process is two-fold. First, we observed during our field work that the vegetation classes vary at a larger scale than the resolution of the data (i.e., patches are generally greater than 30 m × 30 m in size), and the filter smoothes out the spectral noise of an isolated vegetation anomaly (e.g., a single remnant pine tree in the middle of an extensive shrub patch). Second, the filter also removes the spectral noise associated with scattering from adjacent pixels, which is inherent in passive remote sensing [49] .
To derive terrain variables, which have been shown to be useful in the classification of vegetation in southern California [50] , two 1-arcsecond USGS Nation Elevation Dataset (NED) tiles were mosaicked and processed to produce elevation, aspect and slope. Aspect was converted to categorical data with four classes: north (316°-45°), east (46°-135°), south (136°-225°) and west (226°-315°).
Classification Scheme and Reference Data
Classification categories of forest, shrub and grass were chosen as broad classes to subsume all vegetation community types in the study area. Though both evergreen and mixed forest types are present in the study area, the two classes were combined, because of the small percentage of mixed forest and substantial confusion between the classes. Class definitions were based on those defined by the Multi-Resolution Land Characteristics Consortium (MLCR) National Land Cover Dataset (NLCD) [33] (Table 3) . Table 3 . Land cover classes based on the descriptions used for the National Land Cover Dataset (NLCD).
Land-Cover Class Class Description
Forest Areas dominated by trees generally greater than 5 m tall and greater than 20 percent of total vegetation cover; includes both evergreen forest, where canopy is never without foliage, and mixed forest, where neither deciduous nor evergreen species are greater than 75% of the total tree cover Shrub Areas dominated by shrubs less than 5 m tall with shrub canopy typically greater than 20% of total vegetation; includes true shrubs, young trees in the early successional stage or foliage stunted from environmental conditions Grass Areas dominated by graminoid or herbaceous vegetation, generally greater than 80% of the total vegetation; includes grazing
Training and validation reference data were collected in the field for the 2012 classification tree in November 2012. Each sample point was collected to represent a pixel in one of the three cover classes. At each point, vegetation was assessed as a pixel with a 30-by 30-m area. Due to rugged terrain and dense vegetation, much of the study area is inaccessible, so the location of field sampling points was limited to areas accessible by roads and trails. To increase the pool of reference points, increase the spatial distribution and better cover the three vegetation classes, reference data were also sampled by photointerpretation of a 2012 National Agriculture Imagery Program (NAIP) high-resolution aerial photograph on a dot grid over the study area. At each point, if an approximate 30-by 30-m area was a visually homogeneous patch it was recorded as one of the three classes. Unclear or heterogeneous patches were excluded. Photointerpretation yielded 360 reference points, while field collection produced 219 reference points, for a total of 579 reference points (Table 4) 
class did not change across those three years (i.e., the class was persistent). We specifically excluded sites from within the fire perimeters, because we could not rule out fire effects on these sites; most were burned in 2008 (i.e., not persistent) and even if they appeared persistent, there may have been a change in vegetation vigor associated with fire effects (e.g., an understory burn in the forested sites). There were 147 persistent sites identified used for validation of these years (Table 4) . 
Classification Tree
Because field data were collected in 2012, it was considered as the "base" classification year. A base year classification tree was developed for 2012 with 23 spectral and ancillary variables and reference training data collected in the field, as well as from high resolution aerial photographs also from 2012. The Idrisi Classification Tree Analysis (CTA) module with the gain ratio splitting algorithm option was used to develop the decision tree. Pruning is necessary to prevent the tree from over-fitting the data, which can lead to poor classification of the entire dataset [51] . Pruning levels of 1, 5 and 10 percent were all tested for their ability to produce the most parsimonious tree with the highest accuracy. The decision rules generated by the 2012 base tree were then applied to the Landsat scene for each of the seven preceding years (2005-2011), producing a classified map of land cover for each year for a total of eight classified land cover maps from 2005 to 2012.
Accuracy Assessment
We assessed classification accuracy using error matrices that provide the overall accuracy of the map, per class errors of commission and omission and the kappa statistic [52] . A global estimate of overall accuracy (provided by the error matrix) may not be appropriate for all areas of the map, especially in sub-regions [53] . Based on the methods from Comber et al. [53] , a geographically weighted logistic regression was used to analyze how the classification accuracy varied across space. Because the presence or absence of a specific land cover class is binary, a logistic regression or logit model is used. Logistic models provide a probability ranging from 0 to 1, representing the correct prediction of a land cover class. When used in combination with geographically weighted regression (GWR) [54] , this allows for the local assessment of correctly classified and incorrectly classified land cover to vary over space. The assumption that relationships vary across space required the use of a moving kernel, which only considers data within a specified window to obtain regression estimates. Data are weighed according to proximity to a point; data that are closer are weighted higher and, conversely, data that are further are weighted less [54] . The bandwidth is variable and is determined by a leave-one-out cross-validation method to select the optimal number of data points [53] . The results of the geographically weighted logistic regression provides the probability that the presence of the reference data is correctly identified by the classified data expressed as probabilities [53] .
Results
Classification Tree
The classification tree for the 2012 data, which was achieved with a five percent pruning level, is shown in Figure 2 . The decision tree analysis resulted in a simple tree that used only NDVI, tasseled cap greenness and the low pass filter of Band 7 out of the 23 input variables, using NDVI twice. At the first node, NDVI was used to identify grass. This was the only terminal node at which grass was assigned, indicating that the remainder of the classification tree nodes separated shrub from forest. At the second node, the low pass mean filter of Band 7 split forest into a terminal node. The second use of NDVI separated out a portion of the shrub points as having a lesser NDVI value, and the final node used tasseled cap greenness to separate the remaining shrub from forest.
Classification Accuracy
The 2012 classification produced a map (Figure 3 ) with a 90 percent overall accuracy and 0.84 kappa ( Table 5 ). The overall accuracies for all years varied from 74 to 90 percent with the highest accuracy in 2012 and the lowest in 2011 (Table 5) . Kappa values ranged from the highest of 0.84 in 2012 and lowest of 0.56 in 2011 (Table 5 ). Overall and per class accuracies and kappa values for each year are reported in Table 5 . Table 5 . Error matrices for each year. The rows represent classified pixels, and columns represent the spatially corresponding validation sites. Omission error is the proportion of incorrectly classified validation sites. The commission error is the proportion of pixels incorrectly classified. Overall accuracy is the total number of correctly classified pixels divided by the total number of pixels. The Kappa statistic is a metric that accounts for the overall totals, as well as individual class accuracies. Accuracy associated with each class for 2012 is shown as minimum, median, maximum and first and third quartiles (Table 6) . Following prior studies, the inter-quartile range (IQR) here is interpreted as a representative metric of spatial variation in accuracy; the larger the IQR value, the greater the spatial variation [53] . The class with the highest variability in 2012 was shrub cover (Figure 4 ). Quartiles are plotted as maps over the study area showing the spatial representation of the probabilities of correctly and incorrectly classified shrub cover from Table 6 (Figure 4) . When the spatial map of probabilities are mapped along with reference data, the influence of the reference and classification points is apparent [53] . For example, the accuracy map for 2012 shrub (Figure 4) demonstrates that areas where many points agree have a higher probability of correct prediction, whereas areas of less probability coincide with more frequent misclassifications. Areas where there are no reference data are also shown as highly likely to be correctly predicted, as there is no error. Table 6 . Quartiles for geographically weighted logistic regression representing the probability of the classification correctly predicting the 2012 reference data. Interquartile range (IQR) represents the variability in probability among pixels. 1st and 3rd quartiles (1st Q, 3rd Q) represent the 25th and 75th percentile probabilities. 
Discussion
The decision tree relied mainly on variables sensitive to vegetation characteristics. We were surprised that elevation was not chosen as a variable to distinguish between forest and shrub, because forests are found primarily along ridge tops at the highest elevations (pine forests) or along the bottom of river valleys at the lowest elevations (redwood forests), but the spectral signal was chosen as a more discriminating determinant. This is potentially because the three classes were well-distributed spatially across all topographic variables, due to the strong moisture gradient from north to south [9, 55] . NDVI, sensitive to plant greenness and biomass, was used at the first node to identify grass that at the time was senesced, producing significantly lower NDVI values than shrub or forest cover. The use of tasseled cap greenness, representing vegetation greenness and NDVI, were used to identify forest from shrub based on spectral differences in vegetation and differences in biomass. The incorporation of spatial dependence by using a mean filter of Band 7 (sensitive to vegetation moisture) effectively split forest from shrub. Overall accuracy of the 2012 base classification was 90 percent with a kappa of 0.84, where 85 percent is suggested to be a baseline for overall accuracy [56] , and a kappa value of greater than 0.80 indicates high agreement between a classified map and reference data [49] . However, once the 2012 decision tree was applied to the seven years of Landsat data, the overall accuracies fell, ranging from 75 to 83 percent, with kappa values ranging from 0.56 to 0.71. Low kappa values were a result of confusion among the classes, especially between forest and shrub.
Because of its spectral dissimilarity from other classes, particularly during the mid-to-late summer when it has senesced, grass produced the highest accuracies. Some inaccuracies in grass can be attributed to a few small areas, where pasture land remains green from irrigation and the presence of nonnative species that retain their greenness late into the summer, and is classified as shrub. Shrub and forest classes consistently produced the lowest accuracies. Much of the vegetation in the study area is evergreen (both forest and shrub), and shrub cover in areas can be visually difficult to differentiate from forest; thus, the highest confusion was between these classes. In particular, patches of the evergreen coast live oak forest grow extensively in grasslands and savannas [9] and can be difficult to differentiate from and are often classified as shrub.
In land cover classification with relatively high accuracy, it may not be necessary to spatially map local accuracy. However, when a land cover classification results in low accuracy or has problematic classes of poor accuracy, a spatial representation could be beneficial. Information from the maps of accuracy can be used to understand the causes of its variation [57] . The global measure of the 2012 overall classification accuracies was high; however, the shrub cover class contained relatively high errors of both commission and omission. Figure 4 illustrates spatial patterns of predicted accuracy, including a lower probability of accuracy in the northern and southern portions of the study area and a higher probability of accuracy in the central portion. For both portions, but especially in the south, a lack of training data likely hindered accuracy. The southern area also reflects the driest portion of the study and a transition to a greater proportion of more drought-tolerant shrub species [9] . The northern site, by contrast, is a site where the coastal marine layer pools and intrudes inland, as is visible on the numerous Landsat scenes we reviewed, and this may increase vegetation vigor (altering the spectral signal) and induce misclassification. This type of spatially explicit accuracy is useful, as it can inform the appropriate choice of land cover data for an application [58] or where specific portions or regions of a land cover map are not appropriate to be used for subsequent analysis or land management planning [57] . For large, difficult-to-access study sites, this can indicate local problem areas in the classification method and highlight regions of the study area where additional data are needed [59] .
The base 2012 year classification exhibited high accuracy; however, the accuracy was not as high for the preceding years. While it is possible that this reduced accuracy is partially attributed to either overfitting the tree to the 2012 field data, this is unlikely given the simplicity of the tree that we utilized. There is greater potential that inaccuracy in the earlier years stems from spectral differences resulting from interannual variability in vegetation phenology and soil moisture. Though phenology is relatively static during the months of remotely sensed data acquisition for this region (i.e., vegetation is mostly dormant by early July), interannual climate variability can easily produce differences in vegetation vigor and cover between years. For example, the study area received only 50 percent of normal precipitation in 2007 (based on a 30-year climatological average) [60] , and the drought stress likely reduced the vigor of the shrubs, making shrubland reflectance more similar to a forest spectral signature. Similarly, the timing of moisture can affect grass classification accuracies, as late spring precipitation or even strong marine layers (which occur in the summer on the central California coast when there is high pressure in California's Central Valley) can induce temporary green-up in annual grasses, leading to misclassification as shrubs.
It is also unsurprising that the accuracies were lower for the years prior to 2012, because we excluded the portion of the study area with the highest classification accuracy (the burned areas) from the accuracy assessment. We were using primarily persistent sites to validate prior to 2012, and the area within the wildfire perimeters was considered disturbed (and not persistent). Therefore, while the classification accuracy for 2012 included field data collected in the fire perimeters for the validation, the accuracies for the prior years did not include validation within the burned areas, and our spatial GWR of accuracy indicated that the highest accuracy occurred in the burned areas in 2012.
Though the classifications of seven historic Landsat scenes were less accurate compared to the 2012 base classification, overall, the classification produced land cover maps of moderate to high accuracy, and we assume that the true accuracy is actually higher based on our exclusion of validation sites from the burned areas due to the lack of persistence. We are confident that using these land cover maps will be sufficient in determining the effects of the 2008 wildfire on land cover and to the nearshore ecosystem.
Conclusions
Transitions in land cover and the disturbances that drive these transitions play a vital role in the function of ecosystems. Quantifying these changes relies on their inclusion into land cover datasets. Ample amounts of remotely sensed data provide many opportunities for the classification of land cover for monitoring land cover changes; however, a lack of field data can make it difficult to use many classification methods. We present a simple method for classifying historic remotely sensed data in the absence of historic reference data given at least one year of quality reference data is available. Using this method, we successfully classified eight years of Landsat data with relative accuracy, including years that incorporated the impacts of wildfire. While this study is by no means exhaustive, it points to an alternative approach to the current practice of using whatever the most recently available land cover data set is for ecological studies, even when there are known changes in land cover likely to affect the analysis and study findings.
