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Abstract 
For a digraph G, the kth power G k can be defined in a similar way as in the case of undirected 
graphs. If G is finite and strongly connected, en(G) := min{k : G k is Hamiltonian} is called 
the Hamiltonicity exponent of G; analogously, further exponents--for instance, the Hamiltonian 
connectedness exponent enc(G)--can be introduced. In order to get nontrivial upper bounds for 
these exponents it is sensible to consider appropriate subclasses of strongly connected digraphs. In 
this paper some problems of this kind are treated for directed cacti, i.e. finite strongly connected 
digraphs every edge of which is contained in at most one directed cycle. Especially, we give a 
characterization f unicyclic directed cacti G fulfilling ell(G)<<, 2. 
1. Introduction and notations 
Hamiltonian properties of powers of finite digraphs were studied in [2]. We recall 
some definitions, notations and results needed in this paper. All digraphs are supposed 
to be simple and finite. 
For a digraph G = (V (G) ,E (G) )  = (V,E), the kth power G k = (Vk,Ek) is defined 
by Vk:= Vand 
Ek := {(x,y)  : x ,y  E V A l <~dc(x,y)<.k}, 
k = 1,2 . . . . .  where da(x, y )  denotes the distance from x to y in G (i.e. the length of a 
shortest directed path from x to y in G if there is any, or c~ otherwise). The notions of a 
Hamiltonian path and a Hamiltonian cycle are defined as usual, and so are properties of  
a digraph such as, to be traceable, Hamiltonian, r-Hamiltonian, Hamiltonian connected 
(i.e., the digraph G has a Hamiltonian path, G has a Hamiltonian cycle, G-  A is 
Hamiltonian for any vertex-subset A with at most r vertices, for any different vertices 
x, y there is a Hamiltonian path in G from x to y, respectively) etc., where paths and 
cycles are to be taken as directed ones, of course. 
Since for two vertices x ,y  E V, i fdG(x ,y)  = c~ then d~k(x,y) = cx~ for k = 1,2 . . . . .  
it follows that a digraph G not strongly connected cannot become Hamiltonian by 
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raising to powers G 2, G 3 . . . . .  Therefore, in investigations on the Hamiltonian behaviour 
of powers of digraphs G it seems to be proper to suppose G to be strongly connected. 
Under this supposition G ~-1 with n = n(G) := IVl is the complete digraph on the 
vertex set V which implies the existence of the number 
ell(G) := min{k : G k is Hamiltonian}, 
called the Hamiltonicity exponent of G. Analogously, the traceability exponent 
er( G), the r-Hamiltonicity exponent er-H( G) for r <<.n( G) -  2, the Hamiltonian con- 
nectedness exponent eric(G) of G can be defined; of course, l<<.er(G)<~eH(G)<~ 
eHc(G)<~n(G)- 1 and eH(G)<~er_H(G)<~n(G)- 1. 
In [2] it is shown that for any k and any n~2(k + 2) one can find a strongly 
connected igraph G on n vertices atisfying er(G) > k. Hence, it will be a sensible 
task to look for appropriate subclasses of strongly connected igraphs in order to get 
non-trivial and 'global' upper bounds for the exponents mentioned. Concerning this 
problem directed cacti have proved especially suitable (cf. [2]). We remind that a 
directed cactus is defined to be a strongly connected igraph G every edge e E E(G) 
of which is contained in at most one- -and therefore, in exactly one--(directed) cycle. 
The main result in [2] reads as follows: 
enc(G)<~3 for every directed cactus G; moreover, the estimation eH(G)<~3 (for 
n(G)~>2) is sharp. 
For the proof the following statement was used (cf. [2]). 
Lemma 1.1. For any edge e = (x, y) E E(G) of a directed cactus G, there exists a 
Hamiltonian path h = (y, y' . . . . .  x',x) in G 3 with dc(y, y'),dr(x'x) E {1,2}. 
From Lemma 1.1 it follows immediately 
Corollary 1.2. e]_H(G)<<.3 for every directed cactus G on at least 3 vertices. 
The proof can be gathered from Fig. 1 considering G3 -y  for an arbitrary c V(G). 
X e y 
(---1) 
Fig. 1. 
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2. Directed cacti with 2-degree-condition 
The results obtained give rise to ask for subclasses of  directed cacti having a Hamilto- 
nian (or a Hamiltonian connected or a 1-Hamiltonian) square. For this end we consider 
the subclass given by the following property. 
Definition. A directed cactus G is said to fulfil the 2-degree-condition iff every (di- 
rected) cycle in G contains a vertex x of degree (=valency) v(x: G) = 2 (i.e. 
v- (x :  G) = v+(x: G) = 1). 
Now we can prove 
Lemma 2.1. I f  G is a directed cactus fulfillin9 the 2-degree-condition then for every 
edoe e = (x, y) c E(G), there is a Hamiltonian path h = (y . . . . .  x) in the square G 2. 
Proof. We apply induction on the number m of edges. For m = 2 the assertion is 
obvious. Assume m ~> 3 and Lemma 2.1 to be proved for every cactus in consideration 
with less than m edges, and let G be a cactus with m edges satisfying the supposition 
of  the lemma, and e -- (x, y)  any edge of  G. There is a unique (directed) cycle c in 
G containing the edge e, say c = (Zl = y, z2 . . . . .  z/ = x,y), 1>>,2, and at least one 
of its vertices, say z := zk with some k E {1 . . . .  , I}, fulfils v(z : G) -- 2. In G we 
now delete all the edges of  c; the resulting graph splits into l components C I , . . . ,  Cl 
with zj C V(Cj), j  = 1 . . . . .  l, where IV(fk)l = 1 (trivial component). Each of  these 
components i a directed cactus fulfilling the 2-degree-condition with less than m edges. 
In every nontrivial Cj, let xj and yj denote respectively, a predecessor and a successor 
of zj; by induction's assumption there are Hamiltonian paths hj = (yj . . . . .  zj) and 
h i = (zj . . . . .  x j )  in C~. For every trivial Cj, put xj := yj := zj and hj :=  h~ := (zj). 
Because of  dc(xj,zj+l)<~2, dG(zi, yj+l)<.2, j = 1 . . . . .  l -- 1, and xk = Yk = zk the 
sequence 
h:=h~. . .h~_ lhkhk+l . . .h l=(y  . . . . .x) 
is a Hamiltonian path in G 2. [] 
Corollary 2.2. For every directed cactus G with n(G)>~2 fulfilling the 2-degree- 
condition eH(G)~<2 holds. 
As it is demonstrated by Fig. 2, a directed cactus fulfilling the 2-degree-condition 
need not have a 1-Hamiltonian square. (G 2 -x  is not Hamiltonian.) 
However, we can prove a modified statement; at first we have 
Lemma 2.3. For every directed cactus G fulfillin9 the 2-degree-condition a d any 
ed,qe e= (x, y)EE(G)  there is a Hamiltonian path h =(y ,  yt . . . . .  xl,x) in G 2 satisfying 
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Fig. 2. 
the following conditions, where c denotes the (unique) cycle in G containing the 
edge e." 
(a) dG(y ,Y )  = dc(xt ,x)  = 1 if  c contains a vertex z ~ x ,y  with v(z : G) = 2, 
(~) d6(x' ,x)  = 1 if  y is the only vertex z on c with v(z : G) = 2, 
(7) dG(y,y ' )  = 1 if  x is the only vertex z on c with v(z : G) = 2, 
(8) by choice dG(x',x) = 1 or dc(y,  y ' )  = 1 i f  v(x : G) = v(y : G) = 2 and there is 
no z ¢ x, y on c with v(z : G) = 2 (that means, it can be arbitrarily settled whether 
h is required to satisfy the first condition or the second one). 
The proof is quite analogous to that of Lemma 2.1. Replacing 2.1 by 2.3 we use 
the same denotations and the first part of that proof of Lemma 2.1 until the paths hj 
and h) are introduced. Now we have to distinguish the cases (a ) - (8 ) .  For example, 
in case (8) it is sufficient to take the same paths hj, h~ as in the proof ment ioned- - in  
this case we can do without assuming induction since hj and h~. exist owing to Lemma 
2.1 proved a l ready- -and to form h~h~...h~ = (y ,y  = z2 . . . . .  x) and h i - . .h l - lh l  = 
(y . . . . .  x' = Zt-l,X) in order to get the Hamiltonian paths wanted in case (8); note that 
in this case hi = hi = (y)  and h~ = ht = (x). In the other cases suitable paths hj and 
hj can be found by assuming induction, and then h is constructed similarly as in the 
proof of Lemma 2.1. [] 
Let us denote by V3(G) the subset of vertices y of a directed cactus G with the 
property that if y belongs to a cycle c in G of length 1(c)~>3 then c contains a vertex 
z ~ y with v(z : G) = 2. With the modified 1-Hamiltonicity exponent 
e*_z(G)  := min{k : G k and G k - y are Hamiltonian for every y E V3(G)} 
we get 
Corollary 2.4. For every directed cactus G with n(G)~>3 fulfillino the 2-degree- 
condition, e~_n( G ) <~ 2. 
Proof .  G 2 is Hamiltonian by Corollary 2.2. Let y E V3(G), and x a predecessor of y 
in G. The edge e = (x, y)  is contained in a cycle c of G. If  y is the only vertex z on 
c with v(z : G) = 2 it follows l(c) = 2; then G - y is a directed cactus on at least 2 
vertices fulfilling the 2-degree-condition, and by Corollary 2.2, (G-  y)2 is Hamiltonian 
and therefore, G 2 - y is. 
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In every other case there is a vertex z ¢ y on c with v(z : G) = 2. Then Lemma 2.3 
yields a Hamiltonian path h = (y, y~ . . . . .  x) in G 2 with da(y, J )  = 1. Because n(G)~ 3 
we have y'  ~ x, and since da(x ,y ) - -  1 it follows that (h -  y ,y ' )  = (y'  . . . . .  x , j )  is a 
Hamiltonian cycle in G 2 - y. Thus, G 2 - y is Hamiltonian for any y E V3(G). [] 
We note that the square of a directed cactus fulfilling the 2-degree-condition need 
not be Hamiltionian connected. For instance, the directed cycle (0, 1 . . . . .  4 r -  1,0) of 
length 4r(r = 1,2 .... ) has no Hamiltonian path in G 2 from 0 to 2r. 
3. Unicyclic directed cacti 
The directed cacti of the simplest shape obviously are those all cycles of  which are 
of length 2. Then every edge in such a cactus G is contained in exactly one cycle, 
and its length is necessarily 2; i.e. G is a bidirected simple connected igraph without 
cycles of  length greater than 2. I f  every cycle of  length 2 in G is replaced by an 
undirected edge the associated undirected graph Gu is obtained, which is obviously a 
tree. Of course, if n(G)~>3 then G 2 is Hamiltonian iff G 2 is Hamiltonian, and this 
occurs iff the tree Gu is a caterpillar, according to a result of Harary and Schwenk [1]. 
The case n(G) = 2 is evident. Here, a (nontrivial) caterpillar is a tree on at least three 
vertices which turns into a (possibly trivial) path after deleting all vertices of  degree 1. 
Thus, we have got a simple characterization of directed cacti G without any cycle 
of  length greater than 2 and satisfying the property eu(G)~<2. 
Now suppose G to be a unicyclic directed cactus, i.e. a directed cactus containing 
exactly one cycle of  length greater than 2, say c = (x0,xl . . . . .  xl = x0) with l>~3. If  we 
delete all the edges of  c in G, the resulting graph splits into l components G1 . . . . .  Gt, 
where xj C V(Gj) , j  = 1 . . . . .  l, and obviously, every Gj( j  = 1 . . . . .  l) is a directed 
cactus without any cycle of length /> 3. Using these denotations we prove 
Theorem 3.1. For a unicyclic directed cactus G it holds ett(G)<<.2 iff all the following 
conditions are satisfied: 
(1) Every undirected graph (G))~,j  = 1 . . . . .  l, is a caterpillar (with at least 3 
vertices), a path of  length 1 or a trivial graph (i.e. a point graph); 
(2) i f  (G j )~-x j  for some j E {1 . . . . .  l} has two nontrivial components then there 
is an xi, i C {1 . . . .  , l}, on the directed cycle c such that G i -x i  is empty (i.e. without 
any vertex) and for every vertex xt ¢ xj,xi, t E {1 . . . . .  l}, belonging to the directed 
path on c from xj to xi, at most one component of  ( Gt ), -x t  is nontrivial; 
(3) i f  (Gj)u -x )  for some j E {1 . . . . .  l} has a nontrivial component hen xj either 
belongs to the path gj arising from (G))~ by deleting all vertices of  degree 1, or xj 
has degree 1 in (Gj)u and is a neighbour of  an endvertex of  this path gj. 
Proof. At first we remark that (1) implies that for j = 1 . . . . .  I, 
• the associated undirected graph of every component of the digraph Gj - xj is a 
caterpillar, a path of length 1 or a trivial graph, 
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• Gj -x j  is either empty or has at most two nontrivial components, and 
• G j -x j  has two nontrivial components iffxj is an inner vertex of  the path 9j described 
in (3). 
Necessity: Let h be a Hamiltonian cycle in G 2. Then h can be written as h = 
( .... Pl . . . . .  P2 . . . . .  P . . . . .  ) where the pg's are the maximal directed paths on h con- 
taining all the vertices of  G1 with xl E V(pr) .  Let xj ,xy . . . .  and ~.,2~ ... .  denote re- 
spectively, successors and predecessors of  xj in Gj, j = 1 . . . . .  l, suitably chosen in the 
following. I f  r~>2 then for i=  1 . . . . .  r -  1, every Pi has the shape Pi = (xl i) . . . . .  ~i)) ,  
and the predecessor of  xl i) on h is x0, the successor of  ~]i) on h is x2. This yields 
r - 1 -- 1, and in the same way it follows that Xl is both initial vertex and terminal 
vertex of  pr = Pz, therefore, P2 = (xl). Hence it follows that there are the following 
possibilities for the structure of  h with respect o the vertices of  Gl: 
(A) r = 2 : h = ( . . . .  xo, Pl,X2 . . . . .  P2 . . . .  ) with Pl = (x~ . . . . .  x~),P2 = (xl); 
V(pl ) u {Xl ) = V( G1); 
(B) r = 1: 
(B1) h = ( . . . .  xo, pl ,x2 . . . .  ) with Pl = (x~ . . . . .  Xl . . . . .  ~) ,  V (p l )  = V(G1); 
(B2) h = ( . . . .  xo, pl .... ) with Pl = (x~ . . . . .  xl) ,  V (p l )  = V(G1); 
(B3) h -- ( .... Pl,X2 ... .  ) with Pl = (Xl . . . . .  Y~'1 ), V(p l  ) = V(G1 ); 
(B4) h = ( . . . .  Pl .... ) with Pl = (Xl), V(G1) = {xl }. 
If  ] V(GI )1 ~< 2 clearly, (G1), is either a path of  length 1 or trivial. Let ] V(G1 )1 >1 3. 
Then (B4) cannot occur, and (xl, p l ,X l )  in case (A), (p l ,x~)  in cases (B1) and (B2), 
and (p l ,x l )  in case (B3) are Hamiltonian cycles in GI 2. Thus, (G1) 2 is Hamiltonian, 
too, and by [1] (Gl)u is a caterpillar. Obviously, the statements on G1 obtained here 
are valid for every Gj, j = 1 . . . . .  l. This proves condition (1) of  the theorem and 
consequently, the properties tated at the very beginning of  this proof. 
Let (G1)u -X l  have a nontrivial component. Then (G1)u is a caterpillar (with at 
least 3 vertices), and one of the cases (A),(B1),(B2), (B3) must occur. This implies 
that there is a Hamiltonian path (Pl)u in (G1)2,-Xl or in (G1)2u joining two (different) 
neighbours of  Xl in (G1)~, or a Hamiltonian path in (G1)2 joining Xl with a neighbour 
ofx l  in (G1)u. Now it is easy to see (cf. Neuman [3]) that xl cannot be of  degree 1 in 
(G1), such that its neighbour is an inner vertex of  the path 91 described in condition 
(3). This proves (3) for G1 and thus, for every Gj , j=  1 . . . . .  l. 
(Neuman's result [3] just mentioned reads as follows: For two different vertices a, b 
in a tree T let To denote the tree arising from T by removing all vertices z ~ a, b with 
v(z : T) = 1. Then T 2 has a Hamiltonian path joining a and b iff all the following 
conditions are satisfied: 
1) v(z : T0)~<4 for each z E V(T0); 
2) all vertices z with v(z:  T0)~>3 are inner vertices of the path in To connecting a
and b; 
3) for every different vertices x ,y  E V(To) fulfilling v(x : To) = v(y : To) = 4 or 
x E {a,b},v(x  : T)  > 1,v(y : To)=4 orx=a,  y = b, v(x : T )  > 1, v(y : T )  > 1, 
there is an inner vertex z on the path in To connecting x and y with v(z : T) = 2.) 
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Let (Gl) ,  - xl have two nontrivial components. Then Xl is an inner vertex of  the 
path 01, and it is easily seen (cf. [3]) that there is neither a Hamiltonian path in 
(G1)2_  Xl joining two neighbours of xl in (G1)~ nor a Hamiltonian path in (G1)~ 
joining Xl with a neighbour of xl in (Gl)u. Thus, the cases (A),(B2),(B3),(B4) are 
impossible, and only (B1) can occur; i.e. we have necessarily h = ( .... xo, p, x2 . . . .  ), 
and p = (x' 1 . . . . .  xl . . . . .  X'l) is a Hamiltonian path in G 2. Of course, the analogous 
statement is valid for every Gj, j C {1 . . . . .  1}. Let (G1)u -X l  have two nontrivial 
components and let xk be the 'next' vertex after xl in the orientation of  h such that 
(Gk) , - -xk  has two nontrivial components, too; in the case that there is no k E {2 . . . . .  l} 
satisfying this property, 'next' means modulo /, i.e. xk = xl and k -  1 :-- 1. In every 
case we put Xl+l := Xl. Then we can write h in the form 
h = (xo, p, x2 . . . . .  xk - l ,  p' ,xk+l . . . . .  xo) 
- - in  the special case k -  1 = l this means h = (xo, p, x2 . . . . .  Xk-1 = xl = x0)-where 
p = (x~l . . . . .  x, . . . . .  ~'1) and p'  = (x~ . . . . .  xk . . . . .  ~)  are Hamiltonian paths in G~ and 
G~, respectively. Thus, if k E {2 . . . . .  l} we get 3<~k<~l -  1. By h' we denote the 
subpath on the cycle h from x2 to xk-1, i.e. h' = (x2 . . . . .  xk-l). Let x~,,x;.~ . . . . .  x~_, be 
the order of the vertices Xl,.. . ,xl-1 if h is passed through (in its orientation) starting 
at x0. Then we have 
h = (xo,...,x;~, . . . . .  x;~ 2. . . .  ,x;~, , , . . . ,X  1 : X0) , 
()~1 . . . . .  2/-1,2t) with 2l := l is a permutation of  the integers 1,2 . . . . .  l. From the 
above mentioned representation of  h it follows that 21 = 1 and )~2 = 2. Suppose that 
for a j E {2 . . . . .  l} already 21 = 1 . . . . .  )~j-1 = j - 1 is proved. We want to show 
)~i = J. Assume that this does not hold, i.e. 2j ¢ j. Because of 2j ~ {21 . . . . .  2 j - l}  = 
{1 . . . . .  j -  1}, it follows that )4 > J. Thus, we get j ¢ 2, j -~ l, j ¢ l -  1, i.e. 
3 <~j<~l -  2, and the representation ( .) :  
h = (xo . . . . .  xl . . . . .  X j -2  . . . . .  Xj-1 . . . . .  X2/ . . . . .  X2, = Xj . . . . .  X)~,_, . . . . .  X2t = X l --= Xo) 
with some t, j < t~<l -1 .  
If for Gj -1 ,  case  (A) would occur we would have h = ( .... x j -2 ,  Pt ,X j  . . . .  , P2  . . . .  ) 
w i th  P l  = (x j - i  . . . . .  ~'j-l), P2 = (Xj-I), i.e. the subpath (x j -2 . . . . .  x j )  on h would 
not contain x j - i  which is a contradiction to (.).  Case (B1) for Gj_I would im- 
ply h = ( .... xj_z,  p l ,x j  .... ) with Pl = (x~_l . . . . .  xj-1 . . . . .  xj-1), i.e. the subpath 
(xs_2 . . . . .  x j - i  . . . . .  x j )  on h would not contain x~, which is a contradiction to (*). 
Analogously, in case (B3) for Gj-1 we get a contradiction to (.) .  
Thus, for Gj_I ,  either case (B2) or case (B4) can occur, i.e. either h = ( .... xj -2 ,  
Pl .... ) with Pl = (xj_ l  . . . . .  Xj_ l )  or h = ( .... Pl .... ) with Pl = (x j -1 ) ,  where in 
both cases V(p l  ) = V(Gj_ I  ). It follows, that all vertices of Gj - I  are contained in the 
subpath (x j -2 . . . . .  x j -1 ) on h. This together with ( . )  and the structure of  G yields that 
the successor of  xj-1 on h is either xj+l or a successor of xj in Gj. 
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If  for Gj, case (B1) would occur we would get h = ( .... Xj-l,  pll,Xj+l . . . .  ) with p~ = 
(xj . . . . .  Xg . . . . .  Y,j), V (p~)= V(Gj), i.e. the subpath (xj-1 . . . . .  xj) would not contain x~j 
which is a contradiction to (.) .  In case (B2) for Gj we obtain the same contradiction. 
Case (B3) for Gj implies h=(  .. . .  p~,xj+l .... ) with p~ =(xj  . . . . .  ff~), where V(p~) = 
V(Gj); from this and ( , )  we get x;~,+,=xj+l, and all vertices of  Gj are contained in the 
subpath (x;, = xj . . . . .  x~1+, = xj+l ) on h. Thus, the successor ofx j_ l  on h cannot belong 
to Gj and therefore, it must be xj+l. It follows that 2j = j + 1, and x~j = Xj+l = x~,+,, 
i.e. 2j = 2t+l and j = t + 1, which is a contradiction to j < t. Hence it follows that 
case (B3) for Gj is not possible. 
In case (A) for Gj we have h = ( . . . .  xj-1, p'l,Xj+~ . . . . .  P'2 . . . .  ) with p~ = (xj . . . . .  2~) 
and p~ = (xj), V(p' l ) = V(Gj - xj). Because of ( . )  it follows 2j = j + 1, and all 
vertices of  Gj - xj belong to the subpath (xj- i  . . . . .  x~j = Xj+l ) on h and are different 
from x;~. Therefore, the predecessor of  xj = xz, on h cannot belong to Gg, and because 
the vertices of Gj-1 are contained in the subpath (xj-2 . . . . .  xj-1 ) on h, this predecessor 
cannot belong to Gj_ 1, too. From the structure of G it follows that this predecessor nly 
can be xj-2, however, this is a contradiction to (,).  So case (A) cannot occur for Gj. 
Hence it follows that case (B4) occurs for Gj. We get h = ( . . . .  p] . . . .  ) with P'I = 
(xj) where V(Gj) = {xj}. From the structure of  G we obtain that the predecessor ofxj- 
on h is xj_2 or a vertex in G)-1. However, these vertices are contained in the subpath 
(xj-2 . . . . .  x j - l )  on h, and because of (*) we get a contradiction. 
This contradiction proves that the assumption 2j ¢ j cannot hold. Thus 2j = j is 
verified. After finitely many steps we get 2j = j, j = 1,2,.. . ,  l -  1, l, and 
h =(Xo . . . . .  Xl . . . . .  x2 . . . . .  X l - i  . . . . .  Xl =Xo).  
This yields 
ht=(x2 , . . . , x3  . . . . .  x4  . . . . .  xk-2 . . . . .  xk - l ) ,  
i.e. h' contains all xi's, i = 2, 3,. . . ,  k - 1, in the order given, and it does not contain 
any xi with i E {1 . . . . .  l} - {2 . . . . .  k -  1}. 
Assume that for a j C {1 . . . . .  l} - {2 . . . . .  k - 1}, there is a yj E V(Gj) that is 
contained in h'. (In case that k - 1 = l this implies j -- 1.) It follows yj ~ xj, and 
because all vertices of  G1 and Gk are contained, respectively, in the subpaths (x0 . . . . .  x2) 
and (xk-1 . . . . .  xk+l) on h and obviously, yj q[ V(G2),V(Gk_I),  we obtain j ¢ l,k. 
Thus, k -  1 = I is impossible, and we have k E {2 . . . . .  l} which implies 3<<.k<~l- 1; 
further j E {k + 1 . . . . .  l} holds. Because Gj -x j  contains yj, case (B4) for Gj can- 
not occur. I f  for Gj one of the cases (A),(B1),(B2),(B3) would occur, all ver- 
tices of Gj -x j  (and, especially, yj)  would belong, respectively, to the subpaths 
(xj-i . . . . .  Xj+l ),(xj-1 . . . . .  xj+l ),(xj_j . . . . .  xj), (xj . . . . .  Xj+l ) on h; however, this is a con- 
tradiction to yj c V(h I) since each of these subpaths is disjoint to h'. This contradiction 
proves that h ~ contains only vertices of  G2, G3 . . . . .  Gk-l. Because of the choice of  k 
each (Gt)u -x t ,  t = 2,3 . . . . .  k -  1, has at most one nontrivial component. 
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Assume that none of the digraphs Gi - Xi, i = 2 . . . . .  k - 1, is empty. We shall prove 
the assertion that the vertices of  Gi - xi are exactly the inner vertices of  the subpath 
(xi . . . . .  Xi+l) on h. 
At first we consider i --- 2. If case (B3) for G2 occurs, i.e. h = ( . . . .  pl,x3 ... .  ) with 
~t pl - - (x2 . . . . .  2) and V(p l )= V(G2), the assertion is obvious. Case (B4) cannot occur 
for G2 because G2-x2 is not empty. In each of the cases (A),(B1),(B2) for G2 it fol- 
' of G2 -x2 which is a contradiction lows that the successor of  xl on h is some vertex x 2 
to the fact that the successor of  xl on h belongs to G1 because of h = (x0, p, x2 .... ) 
with p = (x' 1 . . . . .  Xl . . . . .  x'l), V (p )= V(G1). Therefore, these cases cannot occur, and 
our assertion is proved for i = 2. 
Let for a j E {3 . . . . .  k -  1} the assertion be proved for i = 2 . . . . .  j -  1. If for Gj case 
(B3) occurs, we have h = ( .... pl,xj+l .... ) with Pl = (xj . . . . .  2~) and V(pl)  = V(Gj), 
which yields our assertion for j. Case (B4) cannot occur for Gj because Gj - xj is 
not empty. In each of the cases (A),(B1),(B2) for Gj it follows that the successor 
of xj-1 on h is some vertex xj of  Gj - xj; however, we have supposed that for 
i = j -  1 the inner vertices of  the subpath (xi . . . . .  xi+l) on h are exactly the vertices 
of  Gi -  xi, and since Gi -  xi is not empty the successor of xi = xj - l  on h belongs to 
Gi -x i  = Gj-1 --Xj-I which is a contradiction. Thus these cases cannot occur, and we 
have proved our assertion for j. 
After finitely many steps we obtain that the vertices of Gk-l --xk-1 are exactly 
the inner vertices of the subpath (xk-l . . . . .  Xk) on h. But this is impossible because 
h = ( .. . .  xk-1, p~,xk+l .... ) with p'  = (x~ . . . . .  xk . . . . .  2~) implies that there is an inner 
vertex x~ on the subpath (Xk-l . . . . .  Xk) on h which belongs to Gk-xk .  (The argument 
remains valid also in case that k - 1 = /, if we put Gt+l = Gl,xt+l = Xl.) This 
contradiction shows that there is an i E {2 . . . . .  k -  1} such that Gi -x i  is empty. Hence 
it follows that we have proved condition (2) of  Theorem 3.1 for j ----- 1. Of course, this 
can be verified for every j = 1,2 . . . . .  /. 
Sufficiency: If  for a j E {1 . . . . .  l}, the digraph Gj --Xj is not empty then from 
condition (1) it follows that (Gj) ,  is a caterpillar (with at least 3 vertices) or a path 
of  length 1 (trivial caterpillar). Applying Neuman's theorem [3] on squares of  trees to 
such a caterpillar (G j ) , -o r  directly-we can find a Hamiltonian path (a . . . . .  b) in G} 
in each of the following cases for a,b C V(Gj): 
(ct) a,b are arbitrary, different vertices if (Gj), is a path of length 1 or the path 9j 
of  (Gj)u described in (3) is a trivial path (length 0); 
(~) one of a,b is an endvertex of  the path 9j, and the other does not belong to this 
path but is a neighbour of  the first in (G/),; 
(7) a,b are neighbours of  an inner vertex of the path 9j in (Gj),, and at least one 
of them belongs to this path. 
So we can choose the following Hamiltonian paths in G 2, j = 1 . . . . .  /: 
hj = (x j )  ifGj - xj is empty; 
hj = (xj . . . . .  x j)  and h~ = (x/ . . . . .  ~)), where xj and ~ are, respectively, a suitable 
successor and a suitable predecessor of  xj in G j, if Gj -x j  is not empty and either 
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Gj -x j  has only trivial components or Gj -x j  has exactly one nontrivial component (If 
in the second case, xj is an endvertex of the path #j or a vertex which does not belong 
to this path but is a neighbour of an endvertex of  this path in (Gj)u, the existence of 
hj and hj is guaranteed by (a) and ([3). The only remaining possibility in this second 
case is that xj does not belong to the path 9j and is not a neighbour of an endvertex 
of this path in (Gj)u; however, this cannot occur because of condition (3)); 
hj : (Xj . . . . .  Xj.), where xj. and ~j are, respectively, a suitable successor and a suitable 
predecessor of  xj in Gj, if Gj -x j  has two nontrivial components (This implies that 
xj is an inner vertex of  the path #j, and we can apply (7)). 
Now we can choose the numbering along the directed cycle c = (xo,xl . . . . .  xt = xo) 
of G ( l />3) such that the number of the nontrivial components of  those (Gj)~ - xy 
which are not empty is maximum for j = 1 (if there is any nonempty Gj -x j ) .  We 
form 
h := (xo, hl,h2 . . . . .  ht) = (X0 ,X1  . . . . .  X 1 = XO) = C 
if every Gj - xj is empty, j = 1 . . . . .  l; 
h := (xo, hl,h2 . . . . .  hi) 
if G1 -X l  is not empty and (G1)~ -X l  has at most one nontrivial component; 
h := (Xo, hi, h'2,...,h~_l,hi~ . . . . .  hk,-1, 
I I hk~, hk~+l,...,hi2_l,hi2,...,hk2-1, 
hk,_,,h~r_,+l . . . . .  h~-l ,hi  . . . . . .  hkr-l) 
if (G1)~ -x l  has two nontrivial components, where xl,xk~ . . . . .  Xkr_, with ko := 
1 < kl < " • < kr-l < kr := l + 1 for some r ~> 1 are all the vertices xi on c for which 
(Gi)~ -x i  has two nontrivial components, and xi, . . . . .  x# with kv-i < iv < kv, v = 
1,..., r, are vertices-which exist because of condition (2) -such  that Gi~.--Xi,. is empty, 
v = 1 . . . . .  r. Obviously, in every case h is a Hamiltonian cycle of  G 2. Thus Theorem 
3.1 is proved, which gives a characterization f those unicyclic directed cacti G which 
fulfil e~t(G)~<2. [] 
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