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Abstract
A deterrent to application of rational basis functions over algebraic elements has been the need to compute denominator
polynomials (element adjoints) from multiple points of the element boundary. Dasgupta devised a simple algorithm for eliminating
this problem for convex polygons. This algorithm is described here and generalized to elements with curved sides.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Rational finite elements
Thirty years ago rational basis functions were introduced to enable continuous patchwork polynomial
approximation over a covering of a planar region with elements having algebraic sides, subject to certain convexity-
type constraints [1]. The numerators for the basis functions are readily constructed and depend on the choice of nodes
along element sides and the degree of polynomial approximation demanded within the elements. The denominators for
each of the elements are the same for all of the element basis functions and do not vary with degree of approximation.
Provided that all element sides are rational algebraic curves (that is, admitting a rational parametrization) a unique
denominator (up to normalization) is determined by the multiple points (excluding vertices) of the element boundary
curve. These exterior intersection points are called the “EIP”. An element with n sides is called an “n-pol” and its
order m is the sum of the orders of its sides. The denominator curve is of maximal order m − 3. In the algebraic
geometry literature on which much of the analysis is based, a curve of order m − 3 having multiplicity p − 1 at all
points of multiplicity p on a given curve of order m is called a “special adjoint” of that curve. This motivated calling
the denominator curve the element “adjoint”.
Convexity-type constraints are imposed to ensure no adjoint points within or on the boundary of the element.
Necessary conditions are that the vertices are simple transverse intersections of adjacent boundary curves, that no side
contains multiple points, and that the extension of a side has no point within the element or on its boundary other than
along the side itself. It has been conjectured [1,2] that these conditions are sufficient. Thus far no counter-example has
been found and a rather strong plausibility argument has been presented.
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Fig. 1. A pentagon with an adjoint ellipse.
Fig. 2. A 4-con with circle arc sides.
Construction of the adjoint for some elements is not straightforward. This is especially true when the EIP have
a complicated structure including nonordinary intersection of sides and points on the absolute line (the line at
infinity). Application of the theory of divisors with resolution of singularities by quadratic transformations into various
neighborhoods may be required [1,3]. Thus, programming for application of rational elements can become quite
complex. Various alternatives for computing the adjoint have recently been proposed, and these are described in this
paper. The approach developed by Dasgupta [4] for convex polygons seems best as a general purpose algorithm. A
generalization for application to elements with curved sides is developed here. Hereafter, this will be referred to as the
GADJ method. Before GADJ is described alternative constructions are discussed.
2. Brute force as originally proposed
Fitting a curve of maximal order m − 3 through the EIP may be considered a “brute force” approach. This can be
best for many simple elements and adequate for all but elements of large order. For example, all the EIP of a pentagon
fall on an ellipse (Fig. 1). A 3-pol of order 6 whose sides are circle arcs has three EIP in the affine plane and six at the
“polar” points on the absolute line. The adjoint is simply the circle through the three EIP in the affine plane. A convex
polygon of order n has n(n− 3)/2 EIP which determine a unique adjoint of order n− 3. Fitting a curve of order n− 3
to these EIP is a task which can require significant programming. For example, when intersections coalesce or when
sides are parallel or nearly parallel great care must be exercised.
An example of an element where brute force requires some delicacy is a 4-pol of order 8, all of whose sides are
circle arcs (Fig. 2). There are in general eight EIP in the affine plane (two or four of which may be complex when
either or both of the opposite side pairs do not have real intersection). To resolve multiplicity at infinity, one resorts to
the projective plane with homogeneous point coordinates (w, x, y). Here, w = 0 on the absolute line which is the line
at infinity in the affine plane. Elsewhere, w is normalized to unity. The boundary curve has multiplicity three at each
of the polar points, (w, x, y) = (0, 1, i) and (0, 1,−i). If these EIP were distinct they would have imposed twelve
conditions on the adjoint curve. This, together with the eight EIP in the affine plane, would have led to a total of 20
conditions, precisely the number of degrees of freedom in a curve of order m − 3 = 5. The actual adjoint curve must
have multiplicity two at the polar points, which imposes three conditions at each of the two polar points. These six
conditions plus the eight conditions imposed by the EIP in the affine plane yield 14 conditions; 14 is precisely the
number of degrees of freedom for a curve of order 4. Just as the 3-pol with circle arc sides has an adjoint of order 2
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Fig. 3. Building adjoints III is the union of I and II.
rather than 3, this 4-pol of order 8 with circular sides has an adjoint of order 4 rather than 5. This is not obvious, nor
is it a simple task to find this adjoint by brute force.
3. Building adjoints
Two n-pols that share a common side have adjoints related to the adjoint of their union. Let the n-pols be labelled I
and II and let their union be III. Let the shared side be sI,II (Fig. 3). The product of polynomials which vanish on sides
in I and not on sides in II is PI. Similarly, the product of polynomials which vanish on sides in II and not on sides in I
is PII. Let Qk denote the adjoint of element k. It was shown in [1,2] that there are scalars a and b such that
sI,IIQIII = aPIQII + bPIIQI. (1)
Suppose PII = 1, which means that there are no sides of II which are segments of curves which do not vanish on any
side of I. Then
QI = sI,IIQIII + cPIQII, (2)
where one of the scalars has been discarded as an arbitrary normalization and the single scalar c has been introduced.
This provides a means for computing the adjoint of an element from adjoints of elements of lower order. Successive
application of Eq. (2) suggests a building of adjoints of high order starting with simply computed adjoints of low
order. This approach may be applied to the 4-pol of order 8. For example, if two opposite sides 1s and 3s of this
element are convex, they may be extended beyond side 2s to meet at point p (Fig. 2). Then in Eq. (2), II is the element
with sides 1s, 2s, 3s and I is the 4-pol with sides 1s, 2s, 3s, 4s. Now III is the element with sides 1s, 3s, 4s. The shared
side is sI,II = 2s, PII = 1 and PI = 4s. It follows from Eq. (2) that the adjoint of the 4-pol, Q1, satisfies
QI = 2s QIII + c 4s QII. (3)
Here, QII and QIII are polynomials which vanish on circles determined by sets of three EIP in the affine plane. For
any c, QI has a double point at each of the polar points on the absolute line and contains all the affine EIP with the
exception of vertex p of element II at the intersection of the extensions of sides 1s and 3s. The scalar c is computed
so that QI(p) = 0. Adjoint QI is of order 4 rather than 5. This example was chosen to illustrate this subtlety as well
as the benefit of building an adjoint from lower order adjoints.
4. Summing the numerators to determine the adjoint
Although the analysis applies to n-pols, it is simplified when restricted to elements whose sides may be either
straight or segments of conics. Such elements having at least one curved side are referred to as “n-cons”, and only
n-cons will be considered here. Degree-1 approximation is attained over an n-con of order m with a total of m basis
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Fig. 4. Adjacent factors.
functions as described in [1]. There is a basis function associated with each vertex and another basis function on each
curved side. Each of these is of the form Wi = kiNi/Q, where Ni is a numerator polynomial of degree m − 2, Q is
the adjoint polynomial, and ki is a scalar that normalizes Wi to unity at node i . The sum of the Wi is equal to unity
over the element (where Q does not vanish). It follows that
m∑
1
kiNi (x, y) = Q(x, y). (4)
When Q is of its maximal allowed degree of m−3, there is a set of ki for which the left-hand side otherwise of degree
m−2 reduces to degree m−3. There are m−1 terms of degree m−2 in the sum. If Q and N1 are normalized to unity
at node 1, then k1 = 1 and there are m − 1 remaining values to be determined. Equating the m − 1 terms of degree
m − 2 to zero yields a linear system of order m − 1. If this system is nonsingular, it may be solved for a unique set of
ki . Since the numerators must be computed in any case, the additional effort for finding Q is just solution of this linear
system. The Ni for the side nodes are just the product of the polynomials which vanish on all sides but that on which
the node lies. The Ni for each vertex node is the product of two factors. One factor is the product of the polynomials
which vanish on all sides but those which intersect at the vertex associated with node i .
The other “adjacent” factor is the polynomial which vanishes on the curve determined by side nodes on the sides
adjacent to i and the EIP at which the sides adjacent to node i intersect. Thus, the adjacent factor is unity for a node at
the intersection of two straight sides, linear for a node at the intersection of a straight and a conic side, and quadratic
for a node at the intersection of two conic sides (Fig. 4). This determination of the adjoint requires locating only EIP
where adjacent sides intersect. The three conditions for external intersections of adjacent conics vary. The simplest
case is three simple real intersections. If there is a pair of complex intersections, they may be handled as a conjugate
pair in real arithmetic. A common exterior tangency requires that the adjacent curve have the same slope at this point.
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When the linear system for determining the ki is nonsingular a unique set of ki may be computed. Since the
existence of a unique adjoint polynomial is assured, this approach may succeed even when the linear system is
singular. One may append conditions to impose vanishing of all degree m − 3 terms. If the rank of the appended
system is m − 1 a unique solution for an adjoint of order m − 4 may be computed. However, there are elements for
which the appended system is of rank less than m − 1. Consider, for example, the 3-con with three circle arcs and
m = 6. All terms of degree 4 in the sum have a coefficient equal to∑m1 ki . So far, success appears possible. However,
only two conditions are required to set the four terms of degree 3 in the sum to zero. The y3 and yx2 coefficients are
the same and the x3 and xy2 coefficients are the same. Thus, the rank of the appended system is 3 instead of 5. The
true adjoint is a circle. The remaining two conditions for obtaining the correct adjoint are that the coefficients of the
x2 and y2 terms be the same and that the coefficient of the xy term be zero.
In general, when the set of ki that reduces the numerator sum to the correct degree is not unique, the additional
conditions are not apparent. Thus, this attempt to reduce the effort in computing the adjoint lacks the robustness of a
useful general purpose algorithm.
5. The GADJ algorithm
The GADJ algorithm reduces the complexity of the adjoint determination. It is robust and easily implemented.
Dasgupta developed the algorithm for convex polygons, and his algorithm will now be described. The n-gon side
connecting node i to i + 1 is denoted as i s. The origin may be chosen as an arbitrary point within the n-gon and all
linear forms appearing in Ni may be normalized to unity at the origin. Let (i; i + 1) be the linear form for side i s,
normalized at the origin:
(i; i + 1) = 1− ai x − bi y. (5)
Let any form f normalized to unity at point p be denoted as f p and let the value of this form at q be denoted as f pq .
For example
(i; i + 1)34 =
1− ai x(4)− bi y(4)
1− ai x(3)− bi y(3) . (6)
Absence of the right superscript indicates normalization at the origin as in Eq. (5).
The construction is such that each Wi = ki NiQ is linear on the sides adjacent to node i , that is sides i−1s and i s. Let
Ni be normalized to unity at the origin. On side i s, only ki+1Ni+1 and kiNi contribute to Q. Hence, ki Niki Ni+ki+1Ni+1 is
linear on i s. Cancellation of factors common to the numerator and denominator indicates that
ki (i + 1; i + 2)
ki (i + 1; i + 2)+ ki+1(i − 1; i)
is linear on side i s. Since the numerator is linear, the denominator must be constant on side i s. Let k1 be chosen as
unity. Starting at 1s and proceeding around the n-gon with ki known, the ki to yield constant denominators may be
determined in succession. That (i + 1; i + 2)i + (i − 1; i)i+1 is equal to 1 along side i s follows from the fact that this
is the sum of the “half-hat” basis functions. Thus, the denominator may be expressed as
ki (i + 1; i + 2)+ ki+1(i − 1; i) = ki (i + 1; i + 2)i (i + 1; i + 2)i + ki+1(i − 1; i)i+1(i − 1; i)i+1. (7)
Therefore,
ki+1 = ki (i + 1; i + 2)i
(i − 1; i)i+1 , (8)
or
ki+1 = ki 1− ai+1x(i)− bi+1y(i)1− ai−1x(i + 1)− bi−1y(i + 1) . (9)
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Fig. 5. Triangle ( j, j + 1/2, j + 1).
Having found the ki , one may now determine Qr with Eq. (4), where r is some unimportant normalization point. The
basis functions may now be normalized to unity at the nodes:
Wi = (kiNi )
i
Qi
. (10)
Having found Q, one may compute basis functions for any degree approximation since the denominator curve is fixed
independently of the degree of approximation. Only the numerators change as more nodes are introduced to increase
the degree.
6. Generalization to curved sides
The theory generalizes in a straightforward manner to elements with curved sides. Only the three basis functions
associated with nodes on curved side j s contribute to the linear behavior on this side. Let these nodes be j, j+ 12 , j+1
(Fig. 5). Side node j + 12 must be chosen to not fall on the line connecting vertices j and j + 1. Choice of the k’s to
establish linearity on curved side ( j, j + 12 , j + 1) uses the fact that(
j + 1
2
; j + 1
) j
+ ( j; j + 1) j+ 12 +
(
j; j + 1
2
) j+1
is equal to unity on the side. (Note that the linear forms normalized to unity at the nodes are just the barycentric
coordinates of triangle ( j, j + 12 , j + 1).)
Eq. (7) generalizes to choice of the k’s so that
k jα j
(
j + 1
2
; j + 1
) j
+ k j+ 12α j+ 12 ( j; j + 1)
j+ 12 + k j+1α j+1
(
j; j + 1
2
) j+1
(11)
is constant on side j s, where the α’s arise from polynomial congruences along the side. When there are curved sides,
these congruences are often required to reduce the behavior along a side so that Eq. (8) or (11) may be applied. A
congruence establishes a constant ratio of two polynomials along a side. The ratio must be evaluated. For example
a conic intersecting a line at points A and B is congruent on that line to the product of the linear forms (A; x) and
(B; y) for any x and y not on the line. If the conic is C , then C/(A; x)(B; y) must be computed at some point
on the line. This is best illustrated by example. Consider the three-sided element of order 4 (n = 3 and m = 4)
with straight sides 1s = 1 + y, 2s = 1 − x/2 + y, and circle arc side 3s = 1 − x2/4 − y2/4. The vertices
are v1 = (−
√
3,−1), v2 = (0,−1), v3 = (2, 0), and the side node is v3.5 = (0, 2) (Fig. 6). The EIP are at
A = (−6/5,−8/5) and B = (√3,−1). Other linear forms normalized to unity at the origin required for the
construction are (1; 3) = 1 − x/2 + (1 + √3/2)y, (3.5; B) = 1 − √3x/2 − y/2, (3.5; A) = 1 + 3x/2 − y/2,
and the unnormalized (A; B) = 6 + 8√3 − 3x + (6 + 5√3)y. For this element, Q = (A; B) and the recursive
computation of the ki is far more complicated than passing the linear form through the EIP A and B. Only for more
general elements of higher order is the recursive computation simpler. In this example, knowledge of Q is exploited to
verify the algorithm. Although (A; B) is not normalized at the origin here, in the following computation this arbitrary
normalization cancels. The adjacent factors in this example have been normalized to unity at the origin. However, an
adjacent curve could pass through the origin, in which case this normalization would not be possible. In general, the
adjacent factor normalization is arbitrary.
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Fig. 6. A 3-con of order 4.
Let k1 = 1 and consider linear variation on side 1s = (1; 2) = 1 + y. k1N1 = k1(2; 3)(3.5; B) with the latter
factor the “adjacent” factor at node 1. The other numerator that does not vanish on this side is k2N2 = k2 3s =
k2(3; A; B; 3.5; 1). N2 may be divided by (3.5; B) on the side since N2 ≡ (3.5; B)(1; 3) mod 1s. The factor (1; 3)
in the denominator when evaluated at v2 cancels with the same value in the expression (1; 3)2(1; 3)2 in the absence
of use of a congruence. Therefore (1; 3)2 is absorbed in α2 defined as the ratio 3s /(3.5; B) on the side obtained
by evaluating it at v2 = (0,−1). Hence, α2 = [ 1−x2/4−y2/41−√3x/2−y/2 ]2 =
3
4
3
2
= 12 . Thus, k2N2 = k2α2(1; 3)2 on 1s, and
k1(2; 3)1 = k2α2. Also, (2; 3)1 =
√
3/2 and hence k2 =
√
3.
Since k3N3 = k3(1; 2)(3.5; A) N2 must be factored into α2(3.5; A)(1; 3). The ratio 3s /(3.5; A) evaluated at v2 is
now α2 = 3/43/2 = 1/2 and k2α2 = k3(1; 2)3 with (1; 2)3 = 1 so that k3 = k2/2 =
√
3/2.
Finally, k3.5N3.5 = k3.5(1; 2)(2; 3) = k3.5(1; B)(3; A) = k3.5α3.5(1; 3)(A; B) on 3s, where α3.5 = [ (1;2)(2:3)(A;B) ]3.5 =
3·3
18(1+√3) =
1
2(1+√3) (with unnormalized (A; B)). Also, k3N3 = k3(1; 2)(3.5; A) = k3(1; B)(3.5; A) =
k3α3(1; 3.5)(A; B) on 3s where α3 = [ (1;2)(3.5;A)(A;B) ]3. Hence, α3 = 1·48√3 =
1
2
√
3
(with the same unnormalized (A; B)
as in α3.5.) It follows from k3α3 = k3.5α3.5 that k3.5 =
√
3
2
1
2
√
3
· 2(1+√3) = 1+
√
3
2 .
The arithmetic may be verified by computing k1 from k3. Along the circle arc, 3s, k3N3 = k3(1; B)(3.5; A) ≡
(1; 3.5)(A; B) and α3 = [ (1;B)(3.5;A)(A;B) ]3 = 1·48√3 =
1
2
√
3
. Also, k1N1 = k1(3; A)(3.5; B) ≡ (3; 3.5)(A; B) and
α1 = [ (3;A)(3.5;B)(A;B) ]1 = .5
√
3·3
6
√
3
= 14 . Thus, k1 = α3k3/α1 = 12√3 (.5
√
3) · 4 = 1. This is the correct value.
Adding the four terms with the computed k’s yields the correct Q (with normalization resulting from choice of
unity for k1.)
In the sequential evaluation of the k’s, factors common to the numerators of all bases contributing on a side are
dropped. For this low order example, there were no such common factors. For higher order elements, this eliminates
the need for determining many of the EIP otherwise required for finding Q. The computation described here seems
best suited for elements of order greater than 5 for which the adjoint is in general of order greater than 2. A cubic, for
example, must be passed through nine EIP.
The sequential computation of the k j starts at vertex 1 with k1 set to unity. If side 1s is a line, then α1 and α2 are
computed and k2 = α1α2 . If 1s is a conic, α3/2 is also computed, and k3/2 =
α1
α3/2
. For each linear side i s thereafter,
ki+1 = αi kiαi+1 . For each conic i s, ki+1/2 =
αi ki
αi+1/2 and ki+1 =
αi ki
αi+1 . It should be noted that αi+1 associated with node
i + 1 when ki+1 is computed from ki differs from the value associated with node i + 1 when computing the k’s along
side i+1s from ki+1.
7. Floating normalization
An alternative normalization simplifies the analysis for curved elements. Not all factors need be normalized to
unity at a common point. A fixed arbitrary normalization may be retained throughout. The side polynomials may be
normalized to be positive interior to the element. The adjacent factor in the numerator for vertex i may be normalized
to unity at node i . This normalization yields positive values for all the ki and ki±1/2. If the opposite factor common to
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nodes i and i + 1 or i and i + 1/2 is i F and the numerator in the basis function at i is iN = i F i P , then i F does not
appear in the recursive determination of the ki .
Let i L denote the linear form which multiplies ki in Eq. (7) and kiαi in Eq. (11) and let i L i denote the value of this
form at node i . Then k1 is unity and the recursion for all nodes is
ki+1 =
i L i
i+1L i+1
[
i P i+1L
i L i+1P
]
i s
ki (12a)
ki+1/2 =
i L i
i+1/2L i+1/2
[
i P i+1/2 L
i L i+1/2P
]
i s
ki , (12b)
where the bracketed terms are constant on side i s and may be evaluated at any point s on i s at which no factor vanishes.
When si is linear, all the factors are positive in side si , excluding the vertices. When si is quadratic and s is between
i and i + 1/2, then all the factors in Eq. (12) are positive. When s is between i + 1/2 and i + 1, L i and Pi are both
negative. In any event the chosen normalization of positivity of the side polynomials within the element and of the
adjacent factor at its vertex yields positive values for all k.
The example considered in Section 6 serves to illustrate the use of Eqs. (12). We choose the arbitrary normalization
of 1s = (1; 2) = 1+ y; 2s = (2; 3) = 2− x + 2y; curved side 3s = 4− x2 − y2; (3.5; A) = 2− y + 3x; (3.5; B) =
2−√3x − y; (1; 3) = 2− x + (2+√3)y; (1; 3.5) = 2− y +√3x . We start with k1 = 1. Then
k2 = (2; 3)1
(1; 3)2
[
(2; 3)(3.5; B)
(2; 3)
(1; 3)
3s
]
2
=
√
3
−√3
[
3(−√3)
3
]
= √3.
k3 = k2 (1; 2)3
(1; 3)2
[
3s(1; 2)
(1; 3)(1; 2)(3.5; A)
]
2
= √3(−√3)
[
3
(−√3)(3)
]
= √3.
k3.5 = k3 (1; 3.5)3
(1; 3)3.5
[
(1; 2)(3.5; A)(1; 3)
(1; 3.5)(1; 2)(2; 3)
]
B
= √3
(√
3
3
)
(1+√3) = 1+√3.
The arithmetic may be checked by computing k1:
k1 = k3 (1; 3.5)3
(3; 3.5)1
[
(1; 2)(3.5; A)(3; 3.5)
(1; 3.5)(2; 3)(3.5; B)
]
(−2,0)
= √3 2√
3
[
1 · (−4) · (4)
2(1−√3)(4)[2(1+√3)]
]
= 1.
In this last evaluation, the point (−2, 0) was selected to simplify the arithmetic. It could also have been used in finding
k3.5. Summing ki iN over the four nodes yields the correct adjoint, (A; B). In this example there are no common
opposite sides, i F , so iN = i P . In general, for elements of higher order these opposite sides do not enter into the
recursion formulas but must be included in determining Q.
A MATLAB program has been written to develop basis functions for polycons with the GADJ algorithm applied
to determine the adjoint polynomials. The analysis has been verified for a variety of elements with this program.
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Fig. 7. Adjacent factor G = plane ( j + 1/2, i + 3/2, B) of a 3-D element.
8. GADJ for three-dimensional elements
The analysis generalizes to three space dimensions. The theory restricts elements to satisfy the same convexity-
type constraints as for 2-D. Nomenclature introduced in [1] will be followed here. Regular 3-D algebraic elements are
“polypoldra”. When all faces are planar the element is a convex polyhedron. When there are planar and quadric faces
only, the element is a “polyquadron”, and when no two quadric faces intersect on an element edge the polyquadron
reduces to a “polycondron”. The order m of the element is the sum of the orders of its faces. Thus, an n-faced
polyhedron is of order m = n. In general the denominator adjoint is of maximal order m − 4 and is determined by
the multiple points of the boundary surface, excluding its vertices. The adjoint has order p − 2 at all boundary EIP
of order p. Polynomial bases suffice for tetrahedra and parallelepipeds. A hexahedron is a polyhedron with six faces.
There are 12 EIP. Opposite faces intersect along three skew exterior lines which contain all 12 EIP. Although only
nine points can be fit to a quadric surface in general, the 12 EIP are “quadric dependent” since they fall on three
lines. A unique quadric surface is determined by three skew lines. This type of EIP dependence is a generalization of
Desargues’ Theorem [5].
Adjoint construction for polyhedra is the apparent generalization of the 2-D polygon analysis. The linear form that
vanishes on each face may be normalized to unity at the origin. If ki is known at node i , then the k j values at the nodes
connected to i by element edges satisfy
k j = ki [
i P(i, j)]i
[ j P(i, j)] j
, (13)
where [i P(i, j)]i is the product of the linear forms for the planes at vertex j not shared with vertex i evaluated at i
and [ j P(i, j)] j is the product of the linear forms of the planes at vertex i not shared with vertex j evaluated at j .
It should be noted that the restriction to vertices of order 3 in [1] is removed. The coefficients of combination of the
numerator polynomials normalized to unity at any prescribed vertex are unique, independently of the order in which
they are determined. The adjoint will pass through vertices of order greater than 3 but the rational basis functions will
remain regular interior to the polyhedron. Rational bases were first constructed for convex polyhedra with vertices of
any order by Joe Warren [6] and further analysis appears in [7].
Curved edges require careful consideration and will not be treated in depth here. A few simple cases will be
examined by way of illustration. Only polycondra are considered here. The notation in Section 7 will be retained here.
Let faces P , Q and R meet at vertex i and let S, Q and R meet at vertex i+1. The simplest cases to analyze are where
Q and R are planes so that edge (i, i + 1) is a line. Suppose P is also a plane and only S is a quadric (Fig. 7). Let the
side node on the edge where S and Q intersect be j + 1/2 and where S and R intersect be i + 3/2. Let the EIP where
edge (i, i + 1) pierces S be B. Then the adjacent linear factor in the numerator Ni+1 is G = ( j + 1/2; i + 3/2; B).
Let the product of faces excluding P, Q, R and S be F . In this case
ki+1 = ki [FS]i[FPG]i+1 . (14)
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If both S and P are quadric, let edge node k + 1/2 be on the intersection of P and Q, edge node i − 1/2 on the
intersection of P and R, and let EIP A be where edge (i, i + 1) pierces surface P . Now the numerator Ni includes the
adjacent factor H = (i − 1/2; k + 1/2; A) and
ki+1 = ki [FSH ]i[FPG]i+1 . (15)
Elements having at most one quadric surface may find wide application when quadric surfaces are introduced only
along boundaries of regions partitioned into elements whose interior faces are all planar.
9. Summary
The adjoint curve for any 2-D regular algebraic element may be determined by the GADJ algorithm, thereby
eliminating the need to determine all EIP and the curve passing through them. The numerator polynomials for the
nodes must be computed to obtain the nodal basis functions. For curved elements this requires computation of only the
EIP of adjacent sides to obtain the “adjacent” factors for the bases. Some additional effort is required to compute the
adjoint. Thus, GADJ provides a significant simplification for practical use of elements of large order where computing
all the EIP and then passing a curve through them may be expensive.
Although 3-D application has not been analyzed in depth, theory indicates that GADJ may be applied to determine
denominator surfaces. Analysis for elements with higher order faces can become quite complex. Some of the
difficulties are exposed in [1]. The computation is less complicated for elements having only linear and conic edges,
and is even simpler when only one element surface is quadric.
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