Abstract-Spontaneous reporting systems of adverse drug events have been widely established in many countries to collect as could as possible all adverse drug events to facilitate the detection of suspected ADR signals via some statistical or data mining methods. Unfortunately, due to privacy concern or other reasons, the reporters sometimes may omit consciously some attributes, causing many missing values existing in the reporting database. Most of research work on ADR detection or methods applied in practice simply adopted listwise deletion to eliminate all data with missing values. Very little work has noticed the possibility and examined the effect of including the missing data in the process of ADR detection. This paper represents our endeavor towards the exploration of this question. We aim at inspecting the feasibility of applying rough set theory to the ADR detection problem. Based on the concept of utilizing characteristic set based approximation to measure the strength of ADR signals, we propose twelve different rough set based measuring methods and show only six of them are feasible for the purpose. Experimental results conducted on the FARES database show that our rough set based approach exhibits similar capability in timeline warning of suspicious ADR signals as traditional method with listwise deletion, and sometimes can yield noteworthy measures earlier than the traditional method.
INTRODUCTION
Adverse Drug Reactions (ADRs) are uncomfortable or harmful reactions (side effects) in normal doses of drug usage. In other words, an ADR expresses the association between drugs and harmful side effects. Some serious ADRs may lead to death or life-threatening outcomes of patients. For example, in 1950 the new drug Thalidomide made in German caused more than 12,000 fetus limb deformities and more than 1300 people were suffering from polyneuritis for over 20 countries in Europe and Japan. Unfortunately, not all ADRs can be disclosed before the approval of drugs for marketing. Therefore, spontaneous reporting systems (SRSs) of adverse drug reactions have been widely established in many countries to collect as could as possible all adverse drug events to facilitate the detection of suspected ADR signals via some statistical or data mining methods.
Although different SRSs were running under different reporting regulations, most of them require, when the patient produces uncomfortable or harmful adverse reactions by normal drug of usage, the responsible hospitals, related pharmaceutical companies should, and/or the patient himself can report the events to SRSs. Unfortunately, the reporting data usually contain some missing values due to omitting or personal privacy concern. Data with missing values may affect results of analysis, which leads to the development of appropriate processing methods to increase the accuracy of signal detection.
Most of the reporting systems use listwise deletion [7] [12] to process data with missing values; that is, simply deleting records with null values to maintain data completeness. The advantage of this simple method is easy to implement for data analysis, while it may affect the accuracy of the results, especially when the amount of data is relative small. Indeed, small non-missing data is not uncommon for ADR reporting data. Firstly, records of rarely used or newly marketed drugs usually are in small amount. Secondly, the data size also decreases significantly when stratified signal detection is performed [11] , e.g., considering a specific group of patients with dedicated age and/or sex. Although previous research work has shown that rough set theory can be used to handle data with missing values in the process of data analysis [11] [16] , e.g., data classification, there has been no work, to the best of our knowledge, conducted on applying rough set theory to the ADR detection problem. This motivates us to study if incorporating rough set based strategies to process the reporting data with missing values can be helpful for the detection of ADR signals.
In this paper, we present the concept of applying rough set theory to handling ADR detection from incomplete SRS dataset with missing data, and propose twelve different methods for measuring the strength of an ADR signal. We discuss the feasibility of the proposed twelve measuring methods, and show only six of them are suitable for ADR signal measuring. We conducted preliminary experiments using the public FAERS datasets [9] to examine the effectiveness of rough set based ADR detection against traditional detection, from the viewpoint of timeline surveillance and warning of marketed drugs. The results show that most of the time the rough set based approach exhibits similar signaling capability to that of traditional approach. However, in some cases our approach, by providing an approximate range of signal strength, shows better warning ability in timeline surveillance. This occurs especially when the amount of event cases with no missing value is relatively small, i.e., less than three, but the amount increases dramatically when missing values are included.
The reminders of this paper are organized as follows. In Section II, we introduce background knowledge related to this work, including ADR detection and rough set theory. Section III presents our proposed rough set based methods for measuring ADR signals from incomplete SRS data with missing values. In Section IV, we show and discuss the results of the experiments conducted over FAERS dataset. Finally, we describe conclusions and future work in Section V.
II. BACKGROUND AND RELATED WORK

A. ADR Detection
Contemporary detection methods of ADR signals can be broadly divided into two categories [4] : frequentist methods and Bayesian methods.
Frequentist methods are widely used in most real ADR monitoring systems due to their simplicity to calculate and interpret. This category is mainly based on the statistical 2*2 contingency table as shown in Table I to estimate the proportion of suspected ADRs in spontaneous reporting systems caused by the drug of interest vs. other drugs. If the ratio is higher than a threshold, then disproportionality occurs, which means the drug of interest is regarded to have a significant association with the suspected reaction. In the past decade, there have been various frequentist methods, each of which differs mainly on the metric for measuring the disproportionality. The most representative metrics are Proportional Reporting Ratio (PRR) [8] and Reporting Odds Ratio (ROR) [7] . Formulas of these two measures are defined as follows: Another category of more complex methods, Bayesian methods, were developed based on Bayesian statistics to estimate the (posterior) probability that the suspected adverse reaction occurs given the use of the suspected drug. Representatives of this category are Bayesian Confidence Propagation Neural Network (BCPNN) [2] [3] and Multi-item Gamma Poisson Shrinker (MGPS) [1] .
In the field of adverse drug reactions, most of detection methods can be used and every method has its own advantages and disadvantages. Therefore, one can select one or more suitable detection methods according to different analysis purposes.
B. Rough Set Theory
The rough set theory [15] is a useful tool for the analysis of imprecise, uncertainly or incomplete data. The theory is based on the concept of rough set, a formal approximation of a crisp set composed of objects represented by values of attributes. Classically, the set of objects concerned is represented as an information system or information table. In the following, we introduce the basic concepts of rough set theory and its extension to handle data with missing values. 
1) Information system and decision
2) Lower and Upper Approximations:
Let X represent a subset of elements of the universe U. The lower approximation indicates the set of elements certainly belonging to the set X, while the upper approximation indicates the set of elements possibly belonging to the set X. Given an information system ) , ( A U IS = and A P , the lower approximation of X induced by P in IS, denoted as X P , and the upper approximation of X induced by P in IS, denoted as X P , are defined as follows:
where [e] P denotes the equivalence class of e induced by attribute set P. For example, consider Table II . Let X = {1, 2, 6, 8} and P = {Weight, Age}, then the lower and upper approximations of X induced by P are:
3) Accuracy of Approximations:
The accuracy of an approximation of X induced by P, denoted as σ P (X), is calculated as dividing the cardinality of the lower approximation by the cardinality of the upper approximation, i.e.,
If σ P (X) = 1, the lower and upper approximations are identical, which indicates the set X is definable in U. If σ P (X) < 1, set X can be defined by its lower and upper approximation and is roughly definable in U.
C. Rough Set Strategies to Data with Missing Data
In real world applications, a data collection usually contains missing values, making the data incomplete for analysis. Classically, the data is usually presented in the form of a decision table, where missing values can be interpreted from two aspects: lost and do not care. A lost missing value, denoted as "?", indicates that the value is important but is erased (see Table III ). A don't care missing value, denoted as "*", indicates that the value is not important or redundant (see Table IV ). Various researchers have extended rough set theory for dealing with data with missing values [10] [13] [17] . We only present the concepts that are useful in our research, including the characteristic relation, characteristic set, and the refined lower and upper approximations.
The conventional rough set theory is under the assumption that information systems are complete and relies on the indiscernibility relation to derive other kernel definitions such as lower and upper approximations. However, the indiscernibility relation is not applicable to data with missing values. Different extensions of the indiscernibility relation have been proposed, including the tolerance relation [13] , similarity relation [17] , and characteristic relation [10] .
The tolerance relation was proposed by Kryszkiewicz to process data with "don't care" missing values, the similarity relation was proposed by Stefanowski and Tsoukias to process data with "lost" missing values, while the characteristic relation, proposed by Grzymala-Busse, considers both "lost" and "don't care" missing values. Since the characteristic relation is a general form of the tolerance and similarity relations, in this paper we adopt this term (denoted as R), and use subscripts T and S to denote the tolerance (R T ) and similarity versions (R S ), respectively.
Definition 1 Let
A P be a subset of attributes. The similarity characteristic relation, denoted by R S (P), is defined as:
And the similarity characteristic set K S (P, x) = {y | (x, y) ∈ R S (P)}, where x and y are two cases in the decision table, and α(x, a) denotes the value of x in attribute a.
Definition 2
Let P ⊆ A be a subset of attributes. The tolerance characteristic relation, denoted by R T (P), is defined as:
And the tolerance characteristic set K T (P, x) = {y | (x, y) ∈ R T (P)}. Tables III and IV . Let P = {Height, Weight, Gender}. Then the similarity and tolerance characteristic sets of all cases induced by P are:
Example 1 Consider
Based on the concept of characteristic relation and characteristic set, Grzymala-Busse [10] proposed three different extensions of the lower and upper approximations for processing data with missing values: singleton, subset, and concept approximations.
The first extension is called singleton approximation, which considers all cases in U and is similar to the original definitions of lower and upper approximations.
Definition 3
The singleton lower approximation of X induced by P, denoted by X P K g , is the set of all cases whose characteristic set is contained in X, i.e.,
The singleton upper approximation of X in P, denoted by
, is the set of cases whose characteristic set having an non-empty intersection with X, i.e.,
Note that the characteristic sets presented in the above definition can be any types of characteristic sets.
The second extension, called subset approximation, uses the union of characteristic sets to define approximation.
Definition 4
The subset lower approximation of X induced by P, X P K s , is the union of characteristic sets that are contained in X, i.e.,
The subset upper approximation of X induced by P, , X P K s is the union of characteristic sets which have a nonempty intersection with X, i.e.,
The third definition called concept approximation is more stringent than the subset version in that it only considers those cases in X.
Definition 5
The concept lower and upper approximations of X induced by P are defined as follows:
Example 2 Let X be the set of cases with Overweight = "Yes" in Table IV , i.e., X = {1, 5} and P = {Height, Weight, Gender}. The corresponding singleton, subset, and concept approximations of X are:
Note that for complete decision tables, all of the three approximations, singleton, subset, and concept, are amalgamated into the same definition. However, it is not true for incomplete decision tables.
III. ROUGH SET BASED ADR DETECTION
A.
Problem Description As mentioned in Section I, the SRS data may contain some missing values due to omitting or personal privacy problem. To facilitate the discussion, the reporting data is presented as an information system ) , ( A U IS = containing missing values which can be either one of two categories: lost (?) or don't care (*). Our purpose is to examine the feasibility of rough set theory to the ADR detection, focusing on whether the inclusion of missing data through rough set based approximation can be helpful for the predicting capability of generated signals. Therefore, the problem can be described as given a SRS dataset that contains missing values and is represented in the form of data table, we like to compute the strength (using PRR or ROR measure) of any given suspected ADR rule of the following form:
where Predc denotes extra conditions associated with the signal, e.g., Sex = "female", Age = ">18", and we will examine if the strength of this rule is over a specified threshold to become a noteworthy ADR signal. In this study, the SRS data was obtained from the FDA Adverse Event Reporting System (FAERS) database [9] . The FAERS database is composed of seven data files, including DEMO, DRUG, REAC, OUTC, RPSR, THER, and INDI. We selected three data files that are essential for ADR signal detection, i.e., DEMO, DRUG, and REAC. From the DEMO data file we chosen four attributes about personal information of patients, including ISR (primary report id), EVENT_DT, AGE, and GNDR_COD. These attributes may contain null values except ISR. From the DRUG and REAC files we chosen the DRUGNAME and PT attributes, which do not contain null values. Details of the chosen attributes are presented in Table V . 
B. Rough Set Based Measuring
Since all contemporary measures rely on the contingency 2×2 table, our basic idea is applying rough set theory to the calculation of the contingency 2×2 
But for incomplete data we need to compute the lower and upper approximations for X a , X b , X c , and X d . Let P denote the set of attributes for the approximation computation. Each cell value can be denoted by a range, i.e.,
Accordingly, we have
Then the strength (range value) of the rule can be computed by performing a simple range calculation according to the formula of PRR and ROR. The resulting formulas are as follows:
We consider two different options for defining the set P: global covering and local covering. The global covering specifies all attributes in the data to P, i.e., P = A. The local covering instead only considers the set of attributes forming the rule of concern (and so the contingency table). For convenience, we denote this attribute set as B, for B ⊆ A.
Since there are two different interpretations of missing values, i.e., lost or don't care, and three different versions of approximations, i.e., singleton, subset, and concept approximations, in total, we obtain twelve different ways for computing the cell values defined in (2) and (3), as shown in Figure 1 . Figure 1 also depicts the research framework adopted in this study, inspecting the feasibility for applying rough set theory to the ADR signals detection from an incomplete SRS dataset containing missing values. We assume that the template of the rule to be discovered is given, either by the user or generated by a pre-procedure of candidate rule generation. In the reminder of this section, we will examine the feasibility of the twelve ways (versions) for computing the cell values. 
C. Feasibility Analysis
We analyze the feasibility of the twelve different methods by examining whether each one of them can yield reasonable approximations for data with missing values. To facilitate the discussion, we first introduce the concept of satisfiable approximation and indistinguishable approximation.
Consider a rule of the form defined in (1) and the corresponding contingency table. Let C be the attribute set for defining the extra conditions Predc for forming the contingency table.
Definition 6
Let y be any case in U. We say y satisfies the Predc condition if for each attribute t in C, α(y, t) = α(Pred, t) or α(y, t) = ? or α(y, t) = *, where α(Pred, t) denotes the condition value of attribute t in Predc.
Definition 7 An approximation of the contingency set X (X can be either X a , X b , X c , or X d ) defined on an attribute set P is a C-satisfiable approximation if all members in either the lower approximation PX or upper approximation X P satisfy the Predc condition specified by C. Table VI . We would like to compute the strength of the following rule:
Example 3 Consider the data with lost missing values in
The corresponding contingency sets are X a = {4}, X b = φ, X c = {3, 7, 8}, and X d = φ, and C = {Gender = g1}. Now assume the subset approximation with similarity characteristic set and global covering is applied. Then, we obtain the following characteristic sets of all cases in Table VI .
P, K S S S S S S S S
Below are the lower and upper approximations of X a , X b , X c , and
Note that case 6 in the upper approximation of X c contradicts condition Gender = g1. Therefore, the subset approximation with similarity characteristic set and global covering is not Csatisfiable. Definition 8 An approximation of the contingency set X (X can be anyone of X a , X b , X c , and X d ) defined on an attribute set P is indistinguishable if the lower approximation of the contingency set X is always equal to the corresponding upper approximation, i.e., P K X = X P K . Table VI and the rule in Example 3 again. Assume that the concept approximation with similarity characteristic set and global covering is applied. Below are the lower and upper approximations of X a , X b , X c , and
Example 4 Consider
Since the lower and upper approximations are the same, this approximation is indistinguishable.
Lemma 1
The subset approximation defined by tolerance characteristic set K T for contingency sets X a , X b , X c ,and X d , is not C-satisfiable with respect to P, for P ⊇ B. Proof. We only consider the case of X a and P = B. It is easy to apply similar strategies to prove other cases. To prove a K s X P T is not C-satisfiable, we will show that indeed, the upper approximation
is not C-satisfiable. Consider a member y in a K s X P T . We assume that y belongs to the tolerance characteristic set of some case x induced by P, i.e., y ∈ K T (P, x) . According to the definition of X P T K s , we know K T (P, x) ŀ X a ≠ φ, which implies that it is possible that y ∉ X a . The lemma then follows.
Lemma 2
The subset approximation defined by similarity characteristic set K S for contingency sets X a , X b , X c , and X d , is not C-satisfiable with respect to P, for P ⊇ B. Proof. The proof is similar to that in Lemma 1.
Lemma 3
The concept approximation defined by similarity characteristic set K S is indistinguishable for contingency sets X a , X b , X c ,and X d , with respect to P, for P ⊇ B, i.e.,
Proof. Again, we only consider the case of X a and P = B. Recall the following definitions for
According to the definition of K S (P, x), if a case y ∈ K S (P, x), then α(x, t) = α(y, t) for any attribute t ∈ P and α(x, t) ≠ ?. Since x ∈ X a , it follows that all attribute values of x in B are not lost, i.e., for all t ∈ B, α(x, t) ≠ ?, and so are y. This means if y ∈ K S (P, x) then y ∈ X a as well. In other words, K S (P, x) ⊆ X a and we have Although in the previous discussions we only focused on identifying the group of infeasible approximations, it is not hard to show that all the other approximations defined in subsection III.B are C-satisfiable and distinguishable. In summary, the twelve approximation methods can be divided into two categories, the feasible methods and the infeasible methods, as shown in Table VII . For convenience, we denote the six feasible methods in terms of characteristic sets (similarity or tolerance), attribute covering (global or local), and approximation definition (singleton, subset, or concept) as follows: 
D. The Detection Method
Given a SRS dataset with missing values, we assume that the rule representing the ADR signal to be discovered is provided by the user. Our algorithm, as shown in Figure 2 , computes the strength of the rule according to the following parameters, attribute covering (global or local), characteristic set (tolerance or similarity), approximation (singleton, subset, or concept), and the signal measure (PRR or ROR).
Input:
y STab: the SRS data 
IV. Experiments
We conducted a series of experiments to evaluate the effectiveness of our methods. All of the available collections of the FAERS dataset, from 2004Q1 to 2013Q3, were used. Each quarter collection contains around 60,000 to 190,000 reports.
We aim to compare the predicting capability of our rough set based methods with listwise deletion on timeline warning of serious ADR signals. Two groups of drugs were used in these experiments, including three withdrawn drugs [5] [9], AVANDIA TYSABRI, and ZELNORM, and two nonwithdrawn drugs but labeled in the FDA warning list (MedWatch) [14] , WARFARIN and REVATIO. Other criteria for choosing these drugs are: (1) There are enough cases associated with these drugs reported in the FAERS dataset (yearly number of reports > 3); (2) These drugs exhibit known ADRs for specific populations. Table VIII lists details of these drugs and the associated ADRs. For convenience, each ADR is denoted by a rule.
All signals were measured by two criteria, PRR and ROR, though we only show the results measured by PRR since similar phenomena were observed for ROR. The threshold for an ADR rule being significant followed the widely adopted setting, PRR ≥ 2 and a ≥ 3 [6] , where a denotes the number of reports satisfy the rule. We then compare Method 1 with listwise deletion. For space limitation, we omit the results of rules R2, R3, and R4. This also is because not enough reports were observed for the former two rules until the associated drugs were withdrawn, while for the latter both methods failed to generate significant strength. The results are displayed in Figure 3 . As the results demonstrate, most of the time our method exhibit similar capability of timeline warning as that of method with listwise deletion, both predicting ADR signals earlier than the time FDA issued warning or withdrawal announcement. However, in some cases our method, by providing an approximate range of signal strength, can predict the signal earlier than the listwise method. For example, for R1-1 our method generates stable strengths higher than threshold starting from 2007Q2 while the listwise method does so from 2007Q4, for R2-2 the result is 2008Q3 (our method) vs. 2008Q4 (listwise method), and for R5 it is 2009Q2 vs. 2010Q1.
V. CONCLUSIONS
Although it is well known that the SRS dataset contains lots of missing data, most of published research work on this topic adopted listwise deletion to eliminate data with missing values. No work has noticed the possibility and examined the effect of including the missing data in the process of ADR detection. In this paper, we have inspected the feasibility of applying rough set theory to the ADR detection problem. Specifically, we have proposed twelve different rough set based measuring methods and showed that, in terms of two novel concepts, satisfiable and indistinguishable properties, only six of them are feasible for the purpose.
We have compared our method with traditional frequentist method in timeline warning of noteworthy ADR signals. Experimental results show that most of the time our method exhibits similar capability of timeline warning as that of traditional method but in some cases our method yields noteworthy measures earlier. From the preliminary results, we conclude that rough set based ADR signal measuring method that takes missing data into account is feasible and may be regarded as an auxiliary for the traditional measuring method.
In the future, we will conduct more comprehensive experiments on other drugs and improve the efficiency of our algorithm. Besides, our method only applicable to ADR rules with extra condition, that is, there is at least one incomplete attribute other than Drug and PT involved in the rule condition. We will also devise other rough set based approaches to eliminate this limitation.
