Abstract-When the direct model reference adaptive control (MRAC) scheme with first-order local estimators is employed to design totally decentralized controllers, the stability result can only be applied to a system with all of its nominal subsystem relative degrees less than or equal to two. In this paper, this restriction is relaxed and it is achieved by employing the parameter projection together with static normalization. To implement the local controllers, no a priori knowledge of the subsystem unmodeled dynamics and no information exchange between subsystems are required. Global stability is established for the closed-loop system and small in the mean tracking error is ensured. With this analysis, the class of interactions and subsystem unmodeled dynamics can be enlarged to include those having infinite memory.
I. INTRODUCTION
Decentralized adaptive control is an important control scheme for large scale systems, and it has continued to receive a lot of attention from control researchers over the last few decades. However, only a limited number of stability results in this area are available due to the difficulties in the analysis of ignored interactions. The first batch of results were obtained based on the direct model reference adaptive control (MRAC) approach [1] - [3] . A strong assumption for these results is that relative degrees of all the nominal subsystem models should be less than or equal to two. The stability results using the indirect pole assignment design scheme were reported later in [4] - [6] where there is no restriction on the relative degrees of the nominal subsystem. Recently, efforts on relaxing the subsystem relative degrees in the case of employing the direct adaptive control scheme have been made by using some advanced adaptive strategies. The concept of high-order tuners in [7] was applied to achieve this in [8] and [9] . In this case, a local dynamic estimator with the subsystem relative degree as its order is designed to identify the unknown parameters of each subsystem. The integrator backstepping technique of [10] was also successfully utilized to reach a similar goal in [11] - [13] . To obtain the final control for each subsystem, a number of iterative design steps should be involved to calculate The authors are with the School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore (e-mail: ecywen@ntu.edu.sg).
Publisher Item Identifier S 0018-9286(99) 04544-4. some intermediate virtual control signals. As commented in [9] , the unmodeled interactions must satisfy certain structural conditions when these advanced schemes are used. However, for the conventional MRAC scheme, the problem of the relaxation of the subsystem relative degrees is still unsolved. Due to the simplicity of the conventional MRAC scheme, the solution to such a problem is of practical interest. In [14] , Datta and Ioannou applied the normalization technique used in the single-loop robust adaptive controller design to achieve the required relaxation. But the proposed local normalizing signals require information from the other subsystems to bound the effects of interactions from these subsystems. Thus, only partially decentralized adaptive controllers can be designed. In this paper, the problem will be solved with totally decentralized controllers by employing the parameter projection together with a static normalization technique. Global stability is established for the closed-loop system and small in the mean tracking error is ensured. With our analysis, the class of interactions and subsystem unmodeled dynamics can be enlarged to include those having infinite memory.
The remaining part of the paper is organized as follows. Section II gives the class of systems to be controlled and Section III presents the decentralized controllers. The analysis of the closed-loop system and the main result are given in Section IV. Finally, the paper is concluded in Section V.
II. SYSTEM MODELS AND ASSUMPTIONS
In this paper, the class of interconnected systems considered consists of m single-input/single-output subsystems. The ith subsystem is modeled as (1) for i; j = 1; 1 11; m, where yi; ui; and di are, respectively, the output, input, and disturbance of the ith subsystem. In (1), Hi(D) = B (D) A (D) and it is the reduced-order transfer function of subsystem i with Now, a reference model given below is chosen for the ith subsystem 2) While modeling errors are assumed to satisfy A3) and A4), no a priori knowledge is required from them for the implementation of the adaptive controllers given in the later sections.
Assumption A2) also implies a known lower bound for jb m i j.
III. DESIGN OF ROBUST DECENTRALIZED ADAPTIVE CONTROLLERS
For each subsystem, we define the following filtered variables:
where ( 
Then the control is given as 
and P denotes the projection operation defined in [17] or [18] . Case 2: b m i is unknown. In this case, c i;0 (t) is unknown and needs to be updated. The local adaptive law in this case is a modified version of that in [15] by changing themodification and the normalizing signal appropriately as in Case 1.
Remarks 3.1: 1) As can be noted from (6)-(9), the normalization is static.
Also the implementation of local adaptive controllers does not require any information exchange between subsystems and the a priori knowledge on subsystem unmodeled dynamics. 2) The results for the adaptive controller in Case 2 can be obtained by following the similar analyses as in Case 1 and [15] . Thus we just focus our attention on Case 1 without any further elaboration on Case 2.
IV. STABILITY OF THE DECENTRALIZED ADAPTIVE CONTROL SYSTEMS
We need to establish the robustness of the local adaptive controllers in the presence of ignored interactions, unmodeled dynamics, and external disturbances. Before doing this, some preliminary analysis is required.
From (1)- (6), it can be shown that the ith subsystem can be expressed as
where
Clearly, 1 ij (D) is strictly proper and stable from Assumption 2.1.
From (12), we have the following result. 
Thus from the stability and properness of 1 ij F V , the result can be established from (16) . 3) In terms of the bounding signals, the bound for the modeling error in (15) allows the effects of the unmodeled dynamics and interactions to have infinite memory, thus it is looser than those given in existing literature, such as [1] and [2] . The class of modeling errors considered can also be enlarged to include any nonlinear unmodeled dynamics satisfying (15) . 
where is a nonnegative constant depending on ij.
From (17), some useful properties of the local estimators can be obtained.
In the remaining part of this section, we will use m 
where A c i is a stable matrix satisfying (h 
Before establishing the stability of the system, we now explore some properties of the estimator (7)- (9).
Lemma 4.2:
The estimator (7)- (9), when applied to the plant given in (1), has the following properties. 1) 
Proof: 1)
!i(t)
2) From (8) and (10), we have ei;1 = 
Then consider the following positive definite function:
Using ( (26), the stability of the system can be established under a special case. This is presented in the following lemma.
Lemma 4.3:
Consider the decentralized adaptive system consisting of plant (1) and local adaptive controllers (6) 3 .
Note that the right side of (43) 
Proof: By noting the condition of the lemma and using (17) in the proof of (28), we can establish (47).
Remark 4.3:
Note that the property in the above lemma is quite similar to (28) in Lemma 4.2 except that is changed to (c12 +c13).
From Lemmas 4.2-4.4, we can establish our main stability result as follows.
Theorem 4.1: Consider the decentralized adaptive system consisting of plant (1) and local adaptive controllers (6)- (9) . Under Assumption 2.1, there exists a constant 3 such that for all 3 , we have the following.
1) The closed-loop system is globally stable in the sense that all signals remain bounded 8t and for all finite initial states, any bounded ri, and arbitrarily bounded external disturbances.
2) The tracking error e i;1 (t) = y i 0 y m satisfies 
i.e.,
Obviously, it suffices to prove that k!(t)k is bounded in < + k ; 8k 1. This can be shown through induction. Thus we consider t 2 < + 1 first. From the continuity of k!(t)k; 9t 1 2 < + 1 and an i 2 f1; 2; 1 1 1 ; mg such that sup 0t k!( )k = k!(t)k and k!(t)k = k! i (t)k for all t t 1 and t 2 < + 1 . Thus sup 0t k!i( )k = k!i(t)k and sup 0t k!j ( )k sup 0t k! i ( ) 8j 6 = i, for all t t 1 and t 2 < + 1 .
Therefore, the conditions of Lemma 4.3 are satisfied for all t t 1 and t 2 < + 1 . Then from this lemma and noting that k! i (t 0 )k = k!(t 0 )k = M 0 , we can have, for all t t 1 and and t 2 < + 1 , the following two possibilities may occur to k!(t)k.
• Case 1: sup 0t k!( )k = k!(t)k but k!(t)k = k!j (t)k; j 2 f1; 2; 1 1 1 ; mgni for all t > t1.
In this case, the condition that sup 0t k!j ( )k sup 0t k! i ( )k; 8j 6 = i cannot be satisfied. (57)
• Case 2: sup 0t k!( )k 6 = k!(t)k for t 2 [t 1 ; t 2 ] < + 1 and sup 0t k!( )k = k!(t)k for t > t2.
In this case, the condition that sup 0t k! i ( )k = k! i ( )k cannot be satisfied for t t1. However, (54) . After establishing the boundedness of k!i(t)k; 8i = 1; 2; 1 1 1 ; m, we can have y i (t) and u i (t) bounded.
2) Once the boundedness of all the signals is established, then the tracking properties can be obtained by following similar analyses used in [15] . Remarks 4.4: 1) Note that trajectory k!(t)k only has three possibilities. That is, it satisfies the condition of Lemmas 4.2.2 and 4.3, or Case 1, or Case 2. 2) In the stability analysis, we only need to take care of the subsystem in which the static normalizing signal has maximum magnitude among all the subsystems over a certain time interval and consider the situation that the magnitude exceeds a certain level, i.e., k!(t)k M0. In this case, the locally normalized parameter estimation prediction error in the subsystem concerned becomes small and satisfies certain conditions specified in Lemmas 4.2 and 4.4. Also the inductive technique used and the division of time interval into two subsequences are crucial in the establishment of a uniform bound for k!(t)k over all subintervals.
V. CONCLUSION
In this paper, we have relaxed the subsystem relative degrees requirement imposed in model reference decentralized adaptive control using first-order local estimators. These local estimators are designed using parameter projection together with static normalization. In the implementation of the local controllers, no a priori knowledge of the subsystem unmodeled dynamics and no information exchanges between subsystems are required. It has been shown that global stability of the overall adaptive feedback system can be ensured, provided the strength of the interactions and subsystem unmodeled dynamics is sufficiently weak. For each subsystem, the effect of the modeling error, including interactions from other subsystems, can be allowed to have infinite memory. Despite the modeling error, we have shown that small in the mean tracking error can be achieved.
