Let us color the vertices of the grid Z d or the infinite regular tree T d , using a finite number of colors, with the constraint that some predefined pairs of colors are not allowed for adjacent vertices. The set of admissible colorings is called a nearest-neighbor subshift of finite type (SFT). We study "uniform" probability measures on SFT, with the motivation of having an insight into "typical" admissible configurations. We recall the known results on uniform measures on SFT on grids and we complete the picture by presenting some contributions to the description of uniform measures on SFT on T d . Then we focus on the problem of uniform random sampling of configurations of SFT. We propose a first method based on probabilistic cellular automata, which is valid under some restrictive conditions. Then we concentrate on the case of SFT on Z for which we propose several alternative sampling methods.
Introduction
Let us consider either the grid Z d , d ≥ 1, or the infinite oriented tree T d in which every vertex has d children and one mother. Let us color the vertices using a finite number of colors, with the constraint that some predefined pairs of colors are not allowed for adjacent vertices. The set of admissible colorings forms what is called a nearest-neighbor subshift of finite type (SFT) in symbolic dynamics.
SFT on grids are very classical and well studied. SFT on trees are less classical; they have been studied in a slightly more general setting than in the present paper, and under a different angle, in [1] , see also the references therein. They also appear in disguised form in probability theory, see for instance [23] .
In this paper, we want to investigate the following natural question: what do "typical" admissible configurations look like? To answer the question, the first step is to define formally the notion of "uniform" probability measure on admissible configurations. There are two possible approaches. The first one consists in defining a "uniform" measure as a shift-invariant measure maximising the measure-theoretic entropy, see [16, 22] . The second approach consists in saying that a measure µ is "uniform" if it is a Markov random field such that for any finite subset F of vertices, the conditional distribution of µ, given the configuration on the boundary ∂F , is the uniform measure over all admissible configurations on F which extend the configuration on ∂F .
On grids, the first approach is perfectly adapted and classical since the entropy is well defined. On trees, the first approach is more involved. Indeed, for it to be effective, a prerequisite is to define an appropriate analog of entropy. This has been done by Bowen under the name of f-invariant [2] , a notion also related to a quantity known as Bethe entropy [13] . As for the second approach, it works equally well both for grids and for trees. It turns out that the two approaches define notions of "uniform" shift-invariant measures which are the same in grids for strongly irreducible SFT (see [3] , Prop. 1.20 and 1.21) and which are closely related in trees (see [9] ).
In the present paper, it is convenient to focus on the second approach and to say that a measure is Markov-uniform if it satisfies the corresponding definition.
For any SFT, a compactness argument shows the existence of Markov-uniform measures. Uniqueness is a more delicate question. In the case of a SFT on Z, the point has been clarified by Shannon [19] and Parry [15] : under an irreducibility assumption for the SFT, there exists a unique Markov-uniform measure which turns out to have a Markovian structure with an explicit transition matrix. This measure is known as the Parry measure of the SFT. In Z d , d ≥ 2, under a similar irreducibility assumption, the situation is known to be more complex: (i) there may exist several Markov-uniform measures (they may not even be shift-invariant); (ii) there is no explicit description of the Markov-uniform measure(s). In this paper, we complete the picture by investigating the case of SFT on trees which had not been considered under this angle before. For T d , d ≥ 2, under an irreducibility assumption on the SFT, we prove the following: (i) there may exist several Markov-uniform measures; (ii) there is a Markov-uniform measure which has a Markovian structure with an explicit transition matrix. Therefore, the situation for trees is, in a sense, intermediate between Z and Z d , d ≥ 2. Going back to our original question, the second step is to derive a method to sample configurations according to a Markov-uniform measure. On the one hand, on Z, this is feasible since the Parry measure is explicitly described. And the same holds for the explicit Markov-uniform measure on trees. On the other hand, on Z d , d ≥ 2, this is a challenge since there is no explicit description of the Markovuniform measure(s).
We propose two approaches in the paper. First, we highlight a close connection between Markov-uniform measures and probabilistic cellular automata, valid for all grids and trees, and which can be used for random sampling under some conditions. Second, we present several alternative descriptions of the Parry measure
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for SFT on Z, which enable one to easily sample the Parry measure using i.i.d. random variables. We believe that these results are interesting in themselves. But our secret agenda was also to use the one-dimensional case as a testbed to design new methods that could be extended to the study of Markov-uniform measure(s) of multi-dimensional SFT. This has not been successful yet, and we expose some of our trials and failures at the end of the paper.
Subshifts of Finite Type
Let A be a finite set, whose elements are called colors, letters or symbols (these three denominations represent same objects, but we will use one or another, depending on the context). An element of A 
which is closed for the product topology.
is a subshift of finite type (SFT) if there exists a finite set F ⊂ Z d and a set of allowed patterns P ⊂ A F such that:
The above can be adapted to get the notion of unilateral SFT on A
A SFT can thus be described by a finite list of allowed patterns, or, equivalently, by a finite list of forbidden patterns.
We now define nearest-neighbor SFT, starting with the case d = 1.
Definition 2. Let A be the symbol set and consider a matrix A ∈ M n ({0, 1}) where n = |A|. The nearest-neighbor SFT Σ A associated with A is the subshift
We also define the unilateral nearest-neighbor SFT associated with A, by
We say that A is the transition matrix of the SFT.
Let us observe that Σ A is indeed a SFT. With the notations of Def. 1, it can be defined by F = {0, 1} ⊂ Z and the set of allowed patterns P = {ij ; A i,j = 1}.
Below, the one-dimensional SFT that we consider are all nearest-neighbor SFT. This is not a loss of generality, since any one-dimensional SFT can be recoded as a nearest-neighbor SFT, at the expense of extending the symbol set.
On
where
The notion of SFT can also be adapted to trees. Below, we only define and consider nearest-neighbor SFT on regular trees. Furthermore, for simplicity, we will assume that the children of a node or not distinguishable, so that the SFT will be defined by a single matrix.
Denote by T d the infinite oriented tree such that all the nodes have d children and one mother, and by U d the infinite oriented tree such that all the nodes have d children and one mother, except one particular node called the root, having also d children but no mother, see Fig. 1 . For d = 1, we can identify T 1 with Z and U 1 with N.
, and let A ∈ M n ({0, 1}). We define the nearest-neighbor SFT Σ T A associated with A by:
We say that A is the transition matrix of the SFT. We also introduce the following notations: The hard-core SFT serves as a running example throughout the paper.
Example 4. The hard-core SFT on Z d , also known as the hard-square model, the golden mean subshift, or the Fibonacci subshift, is the set of configurations of {0, 1} 
The hard-core SFT is associated with the transition matrix
Uniform Sampling of Subshifts of Finite Type on Grids and Trees 267
The hard-core SFT can also be defined on trees, in a straightforward manner. In all cases, the interpretation is that the 1's correspond to particles and the 0's to empty cells. The size of the particles does not allow consecutive particles (for d = 1, Fig. 4 represents the graph of allowed transitions). The generalized hard-core SFT is defined by:
It can be seen as a hard-core SFT with k different types of particles: the symbol 0 still represents an empty cell and the symbols 1 to k represent different types of particles, with a first-neighbor repulsion between any two particles. In dimension one, the transition matrix of the generalized hard-core SFT is given by:
SFT and Markov-Uniform Measures
We would like to define a notion of uniform measure on a nearest-neighbor SFT Σ defined on G.
In general, it is not possible to find a measure µ on Σ such that for any finite susbset F of G, the projection of µ on A F would be the uniform distribution on all the admissible configurations on F , since the uniform measures on different finite subsets F are not consistent.
As an illustration, let us consider the one-dimensional hard-core SFT. We denote by µ n the uniform measure on admissible words of length n. Then, we have for instance: µ 2 (00) = 1/3, µ 3 (00 * ) = µ 3 (000) + µ 3 (001) = 2/5 .
It shows that µ 2 and µ 3 are not consistent.
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A natural idea is thus to relax the uniform assumption and to replace it by a Markov-uniform assumption, to be defined below.
For a finite subset F of G, we denote the boundary of F by ∂F = {n ∈ G; d(n, F ) = 1}, where d(·, ·) is the shortest path distance in the graph.
Recall that a measure µ on G is a Markov random field if, for any finite subset F of G, conditionally to the knowledge of the configuration on ∂F , the distribution of µ on F does not depend on the value of the configuration outside F ∪ ∂F .
Definition 5. Let Σ be a nearest-neighbor SFT on G. A measure µ on Σ is Markov-uniform if it is a Markov random field, and, furthermore, if, for any finite subset F of G, the conditional distribution of µ on F , given the configuration on ∂F , is the uniform measure over all configurations on F which extend the configuration on ∂F .
There always exists at least one Markov-uniform measure on Σ. For example, any accumulation point of the sequence of uniform measures on balls of increasing radius provides such a measure. On the other hand, Markov-uniform measures are not always unique. Below, we investigate in details the uniqueness of Markovuniform measures, and the possibility to get an explicit description of them. The results of Secs. 3.1 and 3.2 are classical, and the ones of Sec. 3.3 are original.
One-dimensional SFT
Set E = N or Z. For any word u ∈ A k , we denote by [u] the cylinder set of base u defined by:
[u] = {x ∈ A E ; x 0 . . . x k−1 = u}.
For a measure µ on A E , we denote by µ[u] the measure of the cylinder [u] . If µ is shift-invariant, then for any position p ∈ E, we have µ[u] = µ({x ∈ A E ; x p . . . x p+k−1 = u}).
Case of Z
The results in this section are folklore, see for instance [7] . Let us consider a onedimensional SFT Σ A of transition matrix A. Let us assume that A is irreducible and aperiodic. Then, by Perron-Frobenius theorem, there exists a real eigenvalue λ > 0, called the Perron eigenvalue of A, such that λ > |λ ′ | for any other eigenvalue λ ′ . The Perron eigenvalue λ has strictly positive right and left eigenvectors (unique up to a multiplicative constant). Denote by r the right-eigenvector satisfying n i=1 r(i) = 1, and denote by ℓ the left-eigenvector satisfying i∈A ℓ(i)r(i) = 1.
Definition 6. The Parry measure π of Σ A is the shift-invariant Markov measure on A Z induced by the transition matrix P = (P i,j ) i,j∈A defined by ∀i, j ∈ A,
We call P the Parry matrix associated to A.
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One can easily check that for all i ∈ A, we have:
This plays a role in what follows.
It can be shown that a measure defined by a transition matrix is indeed a Markov random field. Let us now show that π is Markov-uniform. Let us denote by W A k the set of admissible words of Σ A of length k. Fix a, b ∈ A. For any word w ∈ A k such that awb ∈ W A k+2 , we have
Thus, π is Markov-uniform: for any k ≥ 0 and any a, b ∈ A, the measure π[awb] does not depend on the word w ∈ A k such that awb ∈ W A k+2 . Next proposition is a folk result. 
. So the Parry matrix is:
Case of N
The results in this section can be considered to be folklore, although they do not seem to appear under this specific form in the literature. Let us consider a one-dimensional SFT Σ + A on N with transition matrix A. We still assume that A is irreducible and aperiodic, and we keep the notations of Def. 6.
Definition 9. The unilateral Parry measure of Σ +
A is the (non shift-invariant) Markov measureπ on A N induced by the initial distribution r and the transition matrix P defined in (2). For any k ∈ N and a 0 . . . a k ∈ A k+1 , we have:
Let µ n be the uniform measure on the set W A n of admissible words of length n. For k ≤ n, we still denote by µ n [a 0 . . . a k ] the probability for a word uniformly chosen in W A n to have the prefix a 0 . . . a k . The relevance of the unilateral Parry measure comes from the following proposition.
Proposition 10. The sequence (µ n ) n∈N converges toπ. Precisely, for any k ∈ N and any a 0 . . . a k ∈ A k+1 , we have:
Proof. The number of words of W A n with first letter i and last letter j is given by
. For n > k + 1, the number of words of W A n with prefix a 0 . . . a k is equal to j∈A (A n−k−1 ) a k ,j . By Perron-Frobenius theory, we obtain:
Using the same argument as in Prop. 10, we can also prove that the Parry measure π of Def. 6 is the limit of the uniform measures on words of W A 2n+1 centered at position 0.
Multi-dimensional SFT
In dimension d ≥ 2, there is no natural analogue of the Parry measure, and of Prop. 10, as shown by the examples below.
Example 11. Consider first the hard-core SFT on Z 2 . It is known that it has a unique Markov-uniform measure, see [21] . We may call it the "Parry" measure if we wish. However, this measure has no simple and effective known description. Many efforts have been devoted to the approximation of this measure (and its entropy), and this is still an active research area, see for instance [10] .
Consider now the generalized hard-core SFT on Z 2 with k types of particles. For k large enough, it is possible to prove the existence of several Markov-uniform measures: one for which particles are mainly on even positions of the grid, and another one for which particles are mainly on odd positions of the grid, see [21] and the references therein.
SFT on trees
The results in this section are new, although results with a similar flavor already exist in a different context [13, 23] .
For a node u ∈ T , we denote by C(u) the set of descendants of u.
Let us assume for a while that T = U d . Denote by ε the root vertex. A natural way to label the elements of a U d by letters of A (while taking in consideration the constraints given by the matrix A) is to do it in a Markovian way: we first choose to label the root ε according to some distribution p, and then, if a node u is labeled by the letter α, its children are labeled independently, the symbol β being chosen with a probability P α,β (where P α,β = 0 if A α,β = 0). This leads us to the definition of Markov chains on trees.
Definition 12. Let P be a stochastic matrix with state space A, and let p be a probability measure on A. A realization of the Markov chain over U d of transition matrix P and initial distribution p is a family of random variables (X u ) u∈U d such that X ε has distribution p, and for any u, v ∈ U d such that v is a child of u, and for any subset S of ancestors of u,
The law of (X u ) u∈U d defines a distribution on A U d , that we call the Markov measure of initial distribution p and transition matrix P .
If p is equal to the invariant measure π of P , then one can extend the above measure to define a Markov measure on A T d having marginals equal to π on each node. We call this measure the stationary Markov measure of transition matrix P .
Lemma 13 can be seen as an extension of the weak form of Perron-Frobenius theorem. In Prop. 14, we will use it to define analogs of the Parry measure on regular trees.
Lemma 13. Let A be a non-negative irreducible matrix, and let d ≥ 1. There exists λ > 0 and r 1 , . . . , r n > 0 satisfying n i=1 r i = 1, such that:
Proof. Let us consider the set S = {x ∈ R n + ; n i=1 x i = 1}. The set S is a convex compact subset of R n . We define a function F : S → S by
One can check that the function F is well-defined and continuous. Consequently, by Brouwer fixed point theorem, there exists x ∈ S, such that F (x) = x. Let us set
where the vector x denotes such a fixed point, and
We obtain:
so that for λ = α y 
It just remains to prove that all coordinates of r are non-zero. This is a consequence of the fact that A is irreducible. Let us assume that r i1 = 0, for some 1
i1 , it follows that for all i 2 such that A i1,i2 > 0, we have r i2 = 0. For any such i 2 , we then obtain that for all i 3 such that A i2,i3 > 0, r i3 = 0, and so on. Finally, for any sequence
By irreducibility of A, this implies that all the components of r are zero, which is a contradiction.
It is important to keep in mind that unlike the one-dimensional case, for d ≥ 2, there might be several real numbers λ and vectors r satisfying (3) .
Recall that the SFT Σ 
for some λ > 0. Let P be the stochastic matrix defined by:
We denote by π the stationary measure of P , so that πP = π.
(1) On T d , the stationary Markov measure of transition matrix P is a Markovuniform measure on the SFT Σ We will call such measures d-Parry measures, by analogy to the Parry measure on the one-dimensional lattice.
In general, π[i] = r i . For instance, when the matrix A is symmetrical, one checks easily that
, where α is the normalizing constant defined by
Proof. 1. Denote by (X u ) u∈T d a realization of the stationary Markov chain on T d with transition matrix P defined in (4). Let v ∈ T d be a node, with mother u and children w 1 , . . . , w d . If A α,β A β,γ1 . . . A β,γ d = 1, meaning that α, β, γ 1 , . . . , γ d defines an allowed pattern, we have:
a quantity that does not depend on the choice of the symbol β such that the pattern is allowed. Thus for any node v, the conditional distribution on {v}, given the configuration on ∂{v} is uniform over all symbols which extend the configuration on ∂{v}. One can check the same statement for any finite subset F of T d , showing that the measure obtained is Markov-uniform.
2. We denote by (X u ) u∈U d the Markov chain on U d defined by the initial measure r and the transition matrix P . If v is a node different from the root, one can prove exactly like above that the conditional distribution on {v}, given the configuration on ∂{v} is uniform over all symbols which extend the configuration on ∂{v}.
It is also true for the root, since if we call w 1 , . . . , w d the children of the root, we have, if β, γ 1 , . . . , γ d is an allowed pattern:
which is a quantity that does not depend on β.
One can check the same statement for any finite subset F of U d , showing that the measure is indeed Markov-uniform.
Examples
There might be several d-Parry measures as shown by the example below. There might also exist Markov-uniform measures which are not d-Parry measures as shown by the example below.
Example 16. Let us consider the hard-core SFT on trees: the alphabet is A = {0, 1} and it is forbidden for two consecutive vertices to be both in state 1. For this SFT, Eq. (3) rewrites as:
where α and λ are some positive real numbers. Solving the above, we obtain the condition α 
For
One can check that both α 1 and α 2 must be solutions of the equation
For d ≤ 4, the unique solution of that equation is the root α 0 ∈ (0, 1) of (5). But for d ≥ 5, there are other solutions in (0, 1). If α 1 is one of these solutions, then by setting
, and λ 2 = α
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Consider the two transition matrices:
Define:
We check that:
πP =π,πP = π .
Let us choose the label of a given node according to the probability π, and label its children using the transition matrix P , and then their children withP , and so on, using alternatively P andP . The measure obtained is Markov-uniform: indeed, since we have both:
, for a given pattern shape, conditionally to a given boundary, the probability to have some pattern is equal to the probability to have the "all zero" pattern.
Link with the reconstruction problem
On trees, the analog of Prop. 10 does not hold in general. Determining the cases in which the analog of Prop. 10 holds is an interesting question, which is linked to the reconstruction problem on trees [11, 12, 14] that we now roughly describe.
Let us label the vertices of U d according to a Markov measure of transition matrix P , and consider the configuration at distance n from the root. Does this configuration contain a non-vanishing information on the symbol at the root, in the large n limit? In the affirmative, we say that reconstruction is possible.
Let µ n be the uniform measure on admissible colorings of the subtree of height n of U d . The convergence of the measures (µ n ) n≥1 to some d-Parry measure on U d is related to the fact that reconstruction is possible or not. Let us illustrate this claim for the hard-core SFT, see Example 16. Conditioning the d-Parry measure by the fact that all the nodes at distance n are in state 0 provides the uniform measure µ n−1 on admissible labelings of the tree of height n − 1, while conditioning the d-Parry measure by the fact that all the nodes at distance n are in state 1 provides the uniform measure µ n−2 on admissible labelings of the tree of height n − 2. Therefore, the convergence of the measures µ n would imply that in the large n limit, the distribution at the root would be the same under the conditioning "all 0's" at distance n, and under the the conditioning "all 1's" at distance n. But it is known that for d large enough, reconstruction is possible (see references above), and that in particular, in the large n limit, one can still distinguish the information at the root under these two extremal boundary conditions. This shows by contradiction that the measures (µ n ) n≥1 cannot converge for d large enough.
PCA Method for Sampling
In this section, we propose a parallel version of the usual Gibbs sampler. The methodology that we propose applies for all grids and trees. The limitation is that it will work only under some restrictive conditions on the SFT.
Let us assume that G = Z d or G = T d , for some d ≥ 1. Let µ be a Markovuniform measure on a SFT Σ on G, and let E be a finite subset of G. Suppose that (X k ) k∈G has distribution µ. We sample uniformly a pattern (Y k ) k∈E among the patterns admissible with (X k ) k∈∂E . Then, by definition of a Markov-uniform measure, the configuration (Z k ) k∈G defined by
is still distributed according to µ.
k∈E has the same law as if we choose independently (Y k ) k∈E1 uniformly among the admissible ways to fill (X k ) k∈∂E1 and (Y k ) k∈E2 uniformly among the admissible ways to fill (X k ) k∈∂E2 . This observation can be extended to any finite union E = E 1 ∪ . . . ∪ E n such that d(E i , E j ) > 1 for i = j. Using classical measure extension results, we can even consider infinite sets E that have the form of a countable union of finite sets at distance larger than 1 from each other. So that as a particular case, we obtain the following result.
Let O be a fixed vertex of G, and let:
be a sequence of independent r.v.'s such that for any k ∈ G, the r.v. Y k is uniformly distributed among the admissible symbols filling (x j ) j∈∂{k} . We denote by F e (x) (resp. F o (x))) the random configuration of Σ which coincides with x on G o (resp. G e ) and with Y on G e (resp. G o ).
Lemma 17. Let µ be a Markov-uniform measure on a SFT Σ, and let X be a configuration distributed according to µ. Then F e (X) (resp. F o (X)) is still distributed according to µ.
The operators F e and F o can be seen as probabilistic cellular automata (PCA) acting on a sublattice of G. On Z, the neighborhood of a cell consists in its left and right neighbors, and if they are respectively in states i and j, the middle cell is updated by the symbol s with probability
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Let us introduce F = F e • F o . Let M(Σ) denote the set of probability measures supported by Σ. The operator F can also be seen as a map F : M(Σ) → M(Σ): if X is a configuration distributed according to µ, we denote by F (µ) the distribution of F (X). By the previous lemma, for a SFT Σ, we have:
It is relevant to ask whether F is ergodic or not. Let us recall the definition of ergodicity. Equip Σ with the product topology and M(Σ) with the topology of weak convergence.
Definition 18. A map T : M(Σ) → M(Σ) is said to be ergodic if there is a unique distribution π such that T (π) = π, and if for any initial distribution ν, the iterates T n (ν) converge to that unique invariant distribution π.
The motivation for studying the ergodicity of F = F e • F o is the following.
Proposition 19. Let Σ be a SFT. If F = F e • F o is ergodic, then Σ has a unique Markov-uniform measure, which is the unique invariant measure of F .
Proof. If F is ergodic, there is a unique distribution µ such that F (µ) = µ. According to (7), it implies that there is a unique Markov-uniform measure.
The above proposition enables us to define the PCA method: in case of ergodicity, consider any probability measure µ 0 ∈ M(Σ), start from an initial configuration X 0 distributed according to µ 0 , and iterate F on it a large number of times. The configuration F n (X 0 ) is approximately distributed according to µ. This "approximate sampling" procedure is a kind of Monte-Carlo algorithm. With an additional assumption on the PCA (ergodicity of its envelope), one can also adapt the coupling from the past algorithm of Propp and Wilson [17] to obtain an "exact sampling" procedure, see [4] .
The PCA method is particularly relevant for SFT on Z d , d ≥ 2, for which there is no explicit description of Markov-uniform measures in general. But there are two important limitations to the PCA method. First, there exist cases where the SFT has a unique Markov-uniform measure but the PCA is not ergodic (see Example 21 below). Second, the ergodicity of a PCA is an algorithmically undecidable problem, see [20] for a precise statement and a proof.
Here are non-elementary examples for which the PCA method can be applied.
Example 20. On Z, consider the generalized hard-core SFT, with k types of particles. It was proven recently that for any value of k, the associated PCA is ergodic [6] . On Z 2 , for the usual hard-core SFT (k = 1), the operator F can also be proven to be ergodic [18] , and Eloranta [5] has used the PCA method to study the twodimensional hard-core SFT, for which we recall that there is no known expression of the unique Markov-uniform measure. For sufficiently large values of k, there are multiple Markov-uniform measures and the PCA is not ergodic.
We now present another simple example of SFT for which the PCA method fails. Example 21. Let us consider the one-dimensional SFT on A = {0, 1, 2} defined by the graph of allowed patterns of Fig. 6 . The associated matrix is aperiodic and irreducible, so the Parry measure is the unique shift-invariant Markov-uniform measure. But the operator F is not ergodic, since it has other invariant measures than the Parry measure. For instance, the Dirac measure δ x , where x is the periodic configuration represented in Fig. 7 , is an invariant measure.
In order to cope with that kind of obstructions, a method consists in updating larger sets of cells, in parallel or by serial update.
Alternative Methods for Sampling in Dimension One
In this section, the framework is the one of Sec. 3.1.2. We consider a nearestneighbor one-dimensional SFT Σ + A on N with an irreducible and aperiodic transition matrix A.
It is possible to sample according to the Parry measure using its explicit Markovian structure, see Sec. 3.1.2. Here our goal is to propose some alternative sampling methods.
First rejection sampling
We present a first elementary way to generate words of Σ A distributed according to the unilateral Parry measure, from an i.i.d. sequence of symbols.
Proposition 22. Let us draw independently letters of A according to the probability measure r, and write them down successively, unless a letter creates a forbidden pattern, in which case it is rejected. The infinite word that we obtain is distributed according to the unilateral Parry measureπ of the SFT Σ A .
Proof. The first letter cannot be rejected, and its distribution is r. Let us denote by S(i) the set of successors of i, that is, S(i) = {j ∈ A ; A i,j = 1}.
If the last letter that has been written down is the letter i, then the next letter will be j with probability A i,j r(j)/r(S(i)). But we have: r(S(i)) = n k=1 A i,k r(k) = λr(i), so that A i,j r(j)/r(S(i)) = P i,j .
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Example 23. For the hard-core SFT, we have r(0) = ϕ −1 and r(1) = ϕ −2 , so that we draw independently 0's with probability ϕ −1 and 1's with probability ϕ −2 , and we reject the 1's creating forbidden patterns. By Prop. 22, the infinite word obtained is distributed according to the unilateral Parry measure of the hard-core SFT.
The case of confluent SFT
Let us introduce the notion of confluence.
Definition 24. The SFT Σ A is confluent if the matrix A satisfies:
A SFT is confluent if and only if the following property holds: starting from any word, if we delete forbidden patterns occuring in the word until no forbidden pattern remains, then the resulting word does not depend on the order of the deletions.
Let Σ A be a confluent SFT. Then for any i ∈ A, there is at most one letter j ∈ A such that A i,j = A j,i = 0. Indeed, if A i,j = A j,i = 0 and A i,k = A k,i = 0, then we have in particular A j,i = A i,k = 0, so that by definition of confluence, j = k. We partition the alphabet into two subsets:
We set s 1 = |S 1 | and s 2 = |S 2 | (note that s 1 + s 2 = |A|).
Lemma 25. For all i ∈ S 1 and j ∈ S 2 , we have A i,j = A j,i = 1.
Proof. Let i ∈ S 1 . There exists ℓ such that A i,ℓ = A ℓ,i = 0. If A i,j = 0, then A ℓ,i = A i,j = 0, so that ℓ = j. In particular, j ∈ S 2 . In the same way, if A j,i = 0, then A j,i = A i,ℓ = 0, meaning that j = ℓ ∈ S 1 .
Example 26. Let us consider the SFT on A = {1, . . . , 10}, defined by the matrix A of Fig. 8 , or equivalently by the graph of forbidden transitions of Fig. 9 . We have: S 1 = {1, 2, 3} and S 2 = {4, 5, 6, 7, 8, 9, 10}, so that s 1 = 3 and s 2 = 7.
Lemma 27. Let σ = k∈S2 ℓ∈A (1 − A k,ℓ ) . The Perron value λ of A satisfies:
Proof. Let us denote by u n the total number of words of W A n ending with a letter of S 1 , and by v n the total number of words of W A n ending with a letter of S 2 . We claim that:
Let us first prove relation (8) . An admissible word of length n + 1 ending by a letter of S 1 can be obtained either by taking an admissible word of length n ending 1 1 1 1 1 1 1 1  0 1 1 1 1 1 1 1 1 1  1 1 0 1 1 1 1 1 1 1  1 1 1 1 1 1 1 0 1 1  1 1 1 1 1 1 1 0 1 1  1 1 1 1 1 1 1 0 0 0  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 by some letter i of S 1 (u n choices) and adding at the end any letter of S 1 different from the only letter ℓ such that A i,ℓ = 0 (s 1 − 1 choices), or by extending a word of length n ending with a letter of S 2 (v n choices) by any letter of S 1 (s 1 choices). This last case is always possible since for any i ∈ S 2 and any j ∈ S 1 , we have A i,j = 1 (Lemma 25).
In order to prove relation (9), let us also introduce x n , the number of words of W A n ending by a given fixed letter i of S 2 such that ∃ℓ ∈ A, A i,ℓ = 0. We will see that the value of x n does not depend of the choice of i (note that in case there is no such i, it means that σ = 0, and relation (9) is clearly satisfied). Observe that by confluence, we have: ∀k ∈ A, A k,i = 1. It follows that x n = u n−1 + v n−1 , since any word of length n − 1 can be (uniquely) extended into a word of length n ending by i. Now, to obtain a word of length n + 1 ending with a letter of S 2 , if we extend any admissible word of length n by a letter of S 2 (providing s 2 (u n + v n ) words), we have counted exactly σx n non-admissible words: the words ending by iℓ for i as above, and ℓ such that A iℓ = 0. The expression follows.
Equations (8) and (9) can be rewritten as:
The characteristic polynomial of the matrix is:
From Perron-Frobenius theory, we have lim n→∞ log |W A n |/n = log λ. Since |W A n | = u n + v n , we deduce that λ is a root of the above polynomial.
Proposition 28. Set q 1 = λ 2 /(|A|λ 2 − s 2 ) and q 2 = (λ 2 − 1)/(|A|λ 2 − s 2 ). Let p be the probability on A defined by: ∀i ∈ S 1 , p(i) = q 1 , ∀i ∈ S 2 , p(i) = q 2 . Draw letters of A in an i.i.d. way with law p. Concatenate them in order, and, each time a forbidden pattern appears, delete the whole pattern. This randomly evolving word converges to an infinite word, which is distributed according to the unilateral Parry measureπ of the SFT Σ A .
Observe that the parameters s 1 , s 2 , σ, λ, q 1 and q 2 are easy to evaluate. Therefore, the sampling procedure is simple to implement.
We also emphasize on the fact that since the SFT is assumed to be confluent, the word obtained does not depend on the order in which the forbidden patterns are deleted.
Before proving the proposition, let us mention the consequence for our favorite example.
Example 29. The hard-core SFT is a confluent SFT, with S 1 = {1} and S 2 = {0}, so that s 1 = s 2 = 1. We have σ = 0, and we obtain q 1 = ϕ −1 and q 2 = ϕ −2 . By Prop. 28, if we draw independently 0's with probability ϕ −2 and 1's with probability ϕ −1 and then delete the pairs of consecutive 1's appearing in the sequence, then we obtain the unilateral Parry measure of the hard-core SFT. Observe that the probabilities of drawing 0's and 1's are permuted with respect to the first rejection sampling algorithm given in Example 23.
Proof. Let us first prove that the randomly evolving word converges to an infinite word.
If S 2 = ∅, then q 1 = 1/|A| and at each new drawing of a letter, if the evolving word is non-empty, its length decreases by 1 with probability 1/|A| (if the letter drawn is the only ℓ ∈ A such that A i,ℓ = 0, where i represents the last letter of the evolving word) and increases by 1 with probability (|A| − 1)/|A|. Thus, the length of the evolving word follows a random walk, and the expectation of its increments is equal to (|A| − 2)/|A|. As soon as |A| ≥ 2, which is necessary in order to have an aperiodic and irreducible SFT, the random walk is transient, and the evolving word converges to an infinite word.
Let us now assume that S 2 = ∅. Then, it follows from the definition of confluence that there exists at least one letter i ∈ S 2 such that ∀ℓ ∈ A, A iℓ = 1. Each time such a letter is drawn, if it is not deleted immediately with the last letter of the evolving word, then it can no longer be deleted in the sequel of the process. By irreducibility, from any state of the evolving word, there exists always a bounded sequence of draws leading to a successful writing of such a letter i at the end of the evolving word. It follows that the evolving word converges to an infinite word.
Let us now show thatπ is left invariant if: we left-multiply by a random letter of law p, and, in the new infinite word, we delete the first two letters if they form a forbidden pattern. It amounts to showing that ν =π, where ν is the measure on A N defined by (10) and (11), for i 1 . . . i t ∈ W A t .
Equations (10) and (11) can respectively be rewritten as:
Thus, in order to prove that ν =π, it is sufficient to prove that for any i ∈ A,
We have:
On the one hand, k∈S1 (1 − A k,ℓ ) is equal to 1 if ℓ ∈ S 1 , and to 0 if ℓ ∈ S 2 , so that ℓ∈A A ℓ,i k∈S1 (1 − A k,ℓ ) = ℓ∈S1 A ℓ,i is equal to s 1 − 1 if i ∈ S 1 , and to s 1 if i ∈ S 2 . On the other hand, one can check that ℓ∈A A ℓ,i k∈S2 (1 − A k,ℓ ) = σ.
We thus obtain that the left-hand side of (12) is equal to λq 1 + λ −1 (q 1 (s 1 − 1) + q 2 σ) if i ∈ S 1 , and to λq 2 + λ −1 (q 1 s 1 + q 2 σ) if i ∈ S 2 . Using the definitions of q 1 and q 2 , together with Lemma 27, we obtain that both expressions are equal to 1. Indeed, it is easy to check that:
, and by Lemma 27, we have: z = λ 3 + (1 − |A|)λ 2 + (σ − s 2 )λ + σ = 0, so that:
It follows that ν is indeed equal toπ.
Recall that the randomly evolving word described in the statement of Prop. 28 converges to an infinite word, and the law µ of this infinite word must satisfy:
We have shown above that the measure µ =π is a possible solution to the implicit equations (13) and (14) . It remains to show that (13) and (14) uniquely define We also point out that for a confluent SFT, the right-eigenvector r associated to the Perron value λ can be explicitly described, as stated in the next lemma.
Lemma 30. For k ∈ S 2 , define f (k) = ℓ∈A (1 − A kℓ ). The vector r is given by:
Proof. Let us first notice that by definition, f (k) is the number of letters that are forbidden after the letter k, and that σ = k∈S2 f (k). We will show that the vector r defined by (15) is indeed a right-eigenvector of A. With that definition of r, for i ∈ S 1 , there is exactly one ℓ ∈ A such that A i,ℓ = 0, and ℓ ∈ S 1 , so that:
where the last equality comes from Lemma 27. And for i ∈ S 2 , we have A i,j = 1 for any j ∈ S 1 , and there are exactly f (i) elements j ∈ S 2 such that A i,j = 0. Furthermore, if j ∈ S 2 is such that A i,j = 0, by confluence, the letter j satisfies f (j) = 0, so that r(j) = 1 λ . It follows that:
It also follows from Lemma 27 that i∈A r(i) = 1. 
Another PCA for sampling
In this section, we use the framework and notations of Sec. 3.1.1. We say that u ∈ A is a safe symbol for Σ A if: ∀i ∈ A, A i,u = 1. We denote by S A the set of safe symbols of Σ A . If S A = ∅, we can propose a parallel sampling algorithm.
Proposition 31. Let Σ A be such that S A = ∅. Choose a configuration (X k ) k∈Z according to the product measure r ⊗Z , and define initially the configuration (Y k ) k∈Z by Y k = X k if X k ∈ S A , and Y k = otherwise, where ∈ A is a blank symbol. Then, repeat the following operation until there is no blank symbol in (Y k ) k∈Z :
For any k ∈ Z such that Y k−1 ∈ A and Y k = , do:
In the end, the resulting configuration (Y k ) k∈Z is distributed according to the Parry measure π of Σ A .
The same procedure can be performed on A N instead of A Z , with Y 0 defined to be equal to X 0 (even if is not a safe symbol). In that case, the resulting configuration is distribued according to the unilateral Parry measureπ.
Proof. Let us assume that we have just set Y k = a ∈ A, and that we do not know anything about (X i ) i>k . The random variable X k+1 is distributed according to r and is independent from (Y i ) i≤k . If A a,X k+1 = 1, then Y k+1 will be equal to X k+1 . Otherwise, we will draw new letters of A according to r until obtaining an allowed pattern. As for the rejection sampling, we recover the probability transition of the Parry measure.
On Z, the dynamics of Prop. 31 can be seen as a PCA, for which the neighborhood of a cell is made of itself and of its left-neighbor. Once a symbol at some position k is replaced by a letter, then this letter remains forever at position k, and allows to determine the letter at position k + 1, if it was not already known. Thus, the algorithm progressively stabilizes on a fixed point that is distributed according to the Parry measure. This provides a parallelization of the computation of the Parry measure.
This method is an extension of the first rejection sampling of SFT on Z: the initial positions at which the safe symbols appear are regeneration times, and between every two regeneration times, we use the first rejection sampling to complete the configuration.
Example 32. For the hard-core SFT, 0 is a safe symbol, and the algorithm amounts to drawing a sequence according to r ⊗Z (or r ⊗N ), and then, each cell which is in state 1 and has its left-neighbor in state 0, turns its right-neighbor into state 0, see Fig. 10 . It amounts to replacing each pattern of consecutive 1's in the original word by an alternating pattern 1010 . . . of the same length. 
Sampling in Higher Dimensions
As detailed in the introduction, our original motivation for the research of new algorithms to sample the Parry measure on one-dimensional SFT was to find new approaches for studying the Markov-uniform measures of multi-dimensional SFT, for which no explicit description is known. This is still a work-in-progress. We now explain in some details a particular trial (and failure). Consider the two-dimensional hard-core SFT. A first possible approach is to apply the general PCA method of Sec. 4. This is possible since the PCA associated with the two-dimensional hard-core SFT is ergodic, see Example 20. But it provides an "approximated sampling" procedure, not an "exact sampling" procedure. Furthermore, the coupling from the past procedure mentioned in Sec. 4 happens not to be efficient in that context (the running time of the algorithm is not bounded, and can be very large). To go beyond, we may try to mimic the one-dimensional parallel algorithm of Sec. 5.3.
Our benchmark is the parallel algorithm on the one-dimensional hard-core SFT detailed in Example 32. To adapt the algorithm to the two-dimensional hard-core SFT, here is a possible approach. Starting from a Bernoulli measure, successively, each cell which is in state 1 and has its North-neighbor and its East-neighbor in state 0 turns its South-neighbor and its West-neighbor into state 0. This can be seen as a two-dimensional PCA. Nevertheless, this does not allow to recover the measure of maximal entropy of the hard-core SFT, as we will explain now.
Let p be the parameter of the initial Bernoulli measure. Apply the above procedure. If we scan the resulting configuration diagonal by diagonal, from the North-East to the South-West, we recover the stationary space-time diagram of a one-dimensional PCA. Indeed, if we know the configuration on the half-space {(x, y) ∈ Z 2 ; x + y > n}, we can extend it on the diagonal x + y = n by writing a 1 in cell (x, y) with probability p if (x + 1, y) and (x, y + 1) are both in state 0, and writing a 0 otherwise. This PCA has been shown to be ergodic for any value of the parameter p ∈ (0, 1), and its invariant distribution is Markovian [6] . Using these results, it is easy to show that for any p ∈ (0, 1), the two patterns 0 1 1 0 and 1 0 0 1 do not have the same probability. It proves that the measure that we obtain is not the Markov-uniform measure of the hard-core SFT. However, this distribution is interesting in itself, being in particular tightly related to the study of a combinatorial game on percolation configurations [6] .
