Abstract. We compute the automorphism group of the complex 3-dimensional Heisenberg Lie algebra and study its action (by isometries) on the set of inner products of R 6 . As consequence we give a description of the moduli space of invariant metrics on the Iwasawa manifold. We also show that the action mentioned above is not polar and have a minimal orbit.
Introduction
The Iwasawa manifold M is a complex 3-dimensional nilmanifold. It is defined as a compact quotient of the 3−dimensional complex Heisenberg group. It is wellknown that M carries no Kähler metric even though it admits symplectic structures [6] , [9] . The Hermitian geometry of the Iwasawa manifold was studied in [1] and [11] . In [5] was studied the topology of the quotient of the set of 2-step nilpotent Lie brackets of R n under the natural action of the orthogonal group O(n). Let M be the set of invariant metrics on the Iwasawa manifold M . Any invariant metric on the Iwasawa manifold comes from an inner product on the Lie algebra of the Heisenberg group. Thus, the space M can be identified with the symmetric space of inner products on R 6 . The goal of this paper is to determine and further describe the moduli space M/ ∼ of invariant metrics up to isometries. That is to say, [g] ∈ M/ ∼ is the class of all invariant metrics which are isometric to g.
Let D be the set of symmetric positive definite 2 × 2 matrices and let σ be the where ∆ is the triangle ∆ := {(r, s) : 1 ≥ r ≥ s > 0}. Moreover, any left invariant metric on M is isometric to a metric of the form where ω 1 = e 1 + ie 2 , ω 2 = e 3 + ie 4 , ω 3 = e 5 + ie 6 are the standard left invariant forms such that dω 3 = ω 2 ∧ ω 1 .    denote the complex Heisenberg group and h its Lie algebra. The Iwasawa manifold is the compact quotient space M = Γ \ H formed from the right cosets of the discrete subgroup Γ given by the matrices whose entries z 1 , z 2 , z 3 are Gaussian integers.
Preliminaries
The forms ω 1 = dz 1 , ω 2 = dz 2 , ω 3 = dz 3 − z 1 dz 2 are left invariant since they are the entries of the matrix g −1 dg, that is to say
The real forms e i defined by
give rise to a real basis of the dual h * of the Heisenberg Lie algebra h.
The group Aut(h) is the set of all invertible linear maps such that
The following lemma will be useful for the computation of Aut(h).
Lemma 2.1. Let V be a real vector space and let J ∈ End(V ) be a complex structure. Let V * C = Λ 1,0 ⊕ Λ 0,1 be the splitting according the eigenspaces of J. Let f ∈ GL(V ) be an invertible endomorphism of V . The following conditions are equivalent:
Proof. (i) ⇒ (ii) is obvious. Let α, β ∈ Λ 1,0 be two independent forms, i.e.
Assume A = 0. Then wedging with B we get A∧D∧B = 0 which implies D∧B = 0. Then if B = 0 we get D = λB and inserting this in A ∧ D + B ∧ C = 0 we get
which implies Aλ = C but then λf * α = f * β which contradicts f * α ∧ f * β = 0. Then B = 0 and so D = 0. This shows that if A = 0 then f * α, f * β ∈ Λ 1,0 so we get (i). If A = 0 and B = 0 then the same argument with f at the place of f shows that f * Λ 1,0 ⊂ Λ 1,0 and so
Computation of Aut(h) by using differential forms.
Following [12, pag.15 ] notice that ω 1 , ω 2 , ω 3 span the (1,0) space of the standard complex structure J 0 . That is to say, the forms ω 1 , ω 2 , ω 3 belong to the complexification of h * and
Let f : h → h be an automorphism of h. Then f has a natural extension to the complexification h C . Recall that an endomorphism f : h C → h C comes from a real endomorphism of h if and only if
The following theorem gives Aut(h) acting on the complexification h * C with respect to a particular basis. 
an automorphism f ∈ Aut(h) has one of the followings forms:
with ad − bc = 0.
Proof. Recall that f ∈ Aut(h) if and only if df * θ = f * dθ for all one forms θ. Then f ∈ Aut(h) preserves the image and the kernel of the operator d. Notice that Im(d) = dω 3 , dω 3 and ker(d) = ω 1 , ω 2 , ω 1 , ω 2 . Observe that dω 3 generates the Λ 2,0 space of the restriction to ker(d) of the standard complex structure J 0 . Then by using Lemma 2.1 and the fact that f comes from a real endomorphism of h we get that the first 4 columns of the matrix of f are as in equations (3.1) or (3.2) .
So m = ad − bc and n = 0 which gives the last two columns of (3.1). If f * ω 1 , ω 2 = ω 1 , ω 2 then a similar computation gives the last two columns of (3.2). In the opposite direction it is not difficult to check that any invertible matrix as in (3.1) or (3.2) is the extension to h * C of a map f : h → h which satisfies df
) and so f ∈ Aut(h). 
Observe that
Remark 3.2. The conjugation C should be not confused with the conjugation of complexification X of h * C . Such a confusion induces the wrong claim that C must be in the center of Aut(h) which is wrong as showed by equation (3.4) . Actually, the conjugation C is a complex linear map whilst the complexification X of h 3.2. The real description of Aut(h). Here are the matrices of Aut(h) with respect to the basis (e 1 , e 2 , e 3 , e 4 , e 5 , e 6 ):
where = ±1, x ij are arbitrary real numbers and 2 are complex such that ad − bc = u + iv = 0. Indeed, this follows by taking the real and imaginary parts of the forms f * ω i = f * e 2i−1 +if * e 2i , i = 1, 2, 3. The matrices with = 1 corresponds to Aut 0 (h).
Here is the Lie algebra of Aut(h):
where x ij are arbitrary real numbers and a = a 1 +ia
3.3. Twisted semidirect product. Notice that Aut 0 (h) looks like the semidirect product GL(2, C) C 2,2 . Indeed, a matrix f as in (3.1) can be written as
and P is the matrix obtained from P after conjugation and swapping the columns. Then there is a one-one correspondence between Aut 0 (h) and GL(2, C)×C 2,2 . Here is the product rule in terms of pairs (A, P ), (B, Q) ∈ GL(2, C) × C 2,2 :
Thus Aut 0 (h) looks like the semidirect product GL(2, C) C 2,2 but it is not exactly this semidirect product. Notice, for example, that the center of the semidirect product GL(2, C) C 2,2 is not trivial.
3.4.
The center is trivial. Proof. If (A 0 , P 0 ) is in the center of Aut 0 (h) then
So A 0 is in the center of GL(2, C), that is to say A 0 = λId. Taking Q = 0 we get
This implies P 0 = 0 since the above equation means that the columns of P 0 are eigenvectors of B. Finally, λQ = Q∆(λId) implies λ 2 = λ, and so λ = 1. 2
Corollary 3.4. The center of Aut(h) is trivial.
Proof. Let A = Id ∈ Aut(h) be a non trivial element in the center. Since Aut(h) has two connected components we have A = CA 0 with A 0 ∈ Aut 0 (h). Then
This implies that A 0 commutes with all the real matrices in Aut 0 (h)
where a, b ∈ C. So the subgroup of inner automorphisms is isomorphic to C 2 .
GL(k, C) equivalents inner products on R 2k
It is well-known that a symmetric positive definite matrix can be diagonalized by using an orthogonal transformation. Here we show that also by using a transformation in GL(k, C) it is possible to diagonalize a symmetric positive definite matrix.
Let J be the complex structure of R 2k given by the identification with C k .
Theorem 4.1. Let g be any inner product on R 2k . Then there exist k g-orthogonal complex lines. That is to say, there exist g-unitary vectors e 1 , e 2 , · · · , e k ∈ R 2k such that
where Ce j is g-orthogonal to Ce i for i = j. Moreover, we can assume g(e i , Je i ) = 0
Proof. By induction it is enough to show that there exists a 2-dimensional complex subspace whose g-orthogonal complement is also complex. Let J = S + A be the decomposition of J into self-adjoint part S and skew part A with respect to g. The identity J 2 = −Id implies:
Indeed, SA + AS is skew and −I = J 2 = S 2 + A 2 + SA + AS imply SA + AS is self-adjoint. Then SA + AS must vanish.
Let v be an eigenvector of S. Then i) and ii) imply that the span(v, Av) is a J-invariant, 2-dimensional subspace whose orthogonal complement is also
Here is another proof due to Simon Salamon.
Proof. Let
4.1. The action of GL(2, C) on the inner products of R 4 . Let M 4 be the set of inner products of R 4 . By fixing a basis (e 1 , e 2 , e 3 , e 4 ) we identify M 4 with the symmetric space GL(4, R)/O(4). We also identify R 4 with C 2 by (z, w) = (z 1 + iz 2 , w 1 + iw 2 ) ∼ = z 1 e 1 + z 2 e 2 + w 1 e 3 + w 2 e 4 .
Denote with J the complex structure on R 4 due the above identification. The subgroup GL(2, C) ⊂ GL(4, R) acts naturally on M 4 and Theorem 4. Proof. Let g ∈ M 4 be an inner product and let (r, s) ∈ Σ be a pair corresponding to g. As we observed in the second proof of Theorem 4.1 the positive numbers r, s are eigenvalues of the g-self-adjoint map KJ. Then the group Γ acts on such pairs because the set of eigenvalues of KJ is {r, C) . Indeed, the map r corresponds to swapping the complex lines and the maps i, j are the respective re-scalings in each complex line. 2 Notice that Σ/Γ is homeomorphic to the triangle
The symmetric space M 4 carries a Riemannian metric with respect to GL(4, R) acts by isometries. Then GL(2, C) acts by isometries on M 4 . It is well-known that any isolated orbit of an isometry group is a minimal submanifold. Thus, we get the following corollary. 
Inner products on the Heisenberg algebra
Theorem 4.1 implies that any inner product g on the Heisenberg algebra is conjugated by the group of automorphism to a metric whose matrix with respect to the basis B = (
where r, s ∈ R + , t ∈ R, A, B, C, D ∈ C. Now an straightforward computation shows that there exists an unique P ∈ C 2,2 such that the automorphism f = (Id, P ) (see 3.7) which sends g to the matrix
Let M be the set of inner products on the Heisenberg algebra. By taking real and imaginary parts we have the following result. Moreover, the moduli space M/Aut(h) is homeomorphic to the product
where ∆ := {(r, s) : 1 ≥ r ≥ s > 0}, M 2 is the set of inner products of R 2 , σ is the conjugation σ : (x, y) → (x, −y) and M 2 /σ denotes the quotient by the action of σ. 
The geometry of the action of Aut(h).
Here we study the action of Aut(h) on M. We refer to the book [4] for details about Submanifold Geometry.
As we explain in the introduction M can be identified with the set of 6×6 positive definite matrices. More precisely, by fixing the basis e 1 , e 2 , e 3 , e 4 , e 5 , e 6 we identify M with the set of left cosets GL(6, R)/O(6). The canonical metric g 0 = i (e i ) 2 is identified with the identity matrix I 6 . The tangent space T g0 M is identified with the set of 6 × 6 symmetric matrices S 6 and the symmetric Riemannian metric , at T g0 M is given by A, B := trace(AB) .
Since Aut(h) ⊂ GL(6, R) it follows that Aut(h) acts by isometries on M.
Here is the tangent space to the orbit Aut(h)I 6 at I 6 :
Indeed, this follows from the description of the Lie algebra of Aut(h) given in equation (3.6) and the fact that the Killing vector field X ∈ gl(6, R) is represented by X t + X as a vector at T g0 M. The isotropy group Aut(h) I6 at I 6 is isomorphic to U(2). Here is its Lie algebra:
Here is the normal space ν I6 (Aut(h)I 6 ):
The normal space ν I6 (Aut(h)I 6 ) is invariant under the action of the isotropy group Aut(h) I6 and splits into irreducible invariant subspaces as: Proof. By contradiction assume that the action of Aut(h) on GL(6, R)/O(6) is polar. Then by [4, Page 43, Proposition 3.2.2] the representation of the isotropy group Aut(h) I6 at I 6 on the normal space is polar. That is to say, the U(2)-action on R ⊕ R 2 ⊕ R 6 described above is polar. Then [7, Theorem 4] imply that the U(2)-action in R 6 is also polar. Observe that the U(2)-action in R 6 is irreducible. Indeed, this representation can be regarded as a complex representation of SU(2) on C 3 . Since the SU(2)-action has not fixed point it follows that it is irreducible. Thus, the U(2)-action in R 6 is irreducible. Now by Dadok's Theorem [7, Proposition 6 ] it follows that U(2)-action in R 6 is orbit equivalent to a irreducible representation of a Riemannian symmetric space. Since U(2) has dimension 4 the only possibility is that the Riemannian symmetric space is of rank 2. Indeed, by the classification of irreducible Riemannian symmetric spaces it follows that in dimension 6 they are either of rank 1 or rank 2. Then the principal U(2)-orbits in R 6 are 4-dimensional. Since the U(2)-action on the R 2 -factor is non trivial it follows from [7, Theorem 4, (ii)] that the principal orbits of the polar U(2)-action on R 2 ⊕ R 6 are of dimension greater than 4 which is a contradiction with the fact that U(2) has dimension 4.2 7.2. Orbit types. The goal of this subsection is to compute the isotropy group (up to conjugation) of each orbit of the action of Aut(h) on GL(6, R)/O(6). Then K is in the Lie algebra of the isotropy group at g if and only if the following conditions hold:
A direct computation shows that the above conditions are equivalent to the following system (7.6)
By using Theorem 1.1 we get the following classification of isotropy types: Here we show that the Aut(h)-orbit through I 6 is a minimal submanifold of GL(6, R)/O(6).
Let X ∈ T I6 Aut(h)I 6 be a tangent vector and and ξ ∈ ν I6 (Aut(h)I 6 ) be a normal vector. Then [3, Proposition 2.2.] implies (7.8) α(X, X), ξ = [ξ, X] * , X * where X * indicates the Killing vector field induced by the vector X in the Lie algebra. In our case X * = X t + X.
Notice that I 6 represents the metric g used in [1, 2] so the following proposition shows that the metric g has also an interesting property inside the space of leftinvariant metrics. 
