Furnace tap-holes vary in design depending on the type of furnace and process involved, but share one common trait: the tap-hole must be opened and closed periodically. In general tapholes are plugged with refractory clay after tapping, thereby stopping the flow of molten material. Once a furnace is ready to be tapped, drilling and/or lancing with oxygen are typically used to remove tap-hole clay from the tap-hole. Lancing with oxygen is an energy-intensive, mostly-manual process, which affects the performance and longevity of the tap-hole refractory material as well as the processes inside the furnace. Computational modeling offers an opportunity to gain insight into the possible effects of oxygen lancing on various aspects of furnace operation.
Introduction
In pyrometallurgical processes, molten material resulting from smelting must be removed from the furnace in some way. In most cases the furnace is tapped through one or more tap-holes situated around the furnace. Furnace tap-holes differ in design depending on the type of furnace and process involved, but for the most part share one important feature: the need to open and close the tap-hole at different stages of the pyrometallurgical process.
A furnace tap-hole is usually a channel passing through a specialized refractory assemblage. Tap-hole refractories are specially designed to withstand high temperatures, thermal shock, and erosion (chemical and mechanical) by molten material flowing through them. After tapping, the tap-hole is closed using what is commonly referred to as a "mud-gun", a hydraulic device that injects refractory clay into the tap-hole with a significant pressure. The clay expands and hardens inside the tap-hole, effectively closing it. Once the furnace is to be tapped again, the refractory plug is removed by drilling and/or lancing into the hardened clay.
Drilling is generally performed using a semi-automated pneumatic drill. In most cases, however, it is not possible to drill completely through the clay plug to open the tap-hole, and oxygen lancing is required to complete the process. The extent to which lancing forms part of opening a tap-hole is largely based on the type of furnace used for processing. In blast furnaces [1] , drilling is preferred and oxygen lancing is used less than 1% of the time, while in platinum smelting lancing is used much more frequently (up to a third of the time [2] ).
Oxygen lancing is, for the most part, a manual process (see Figure 1 ), although automated lancing systems are becoming a reality. A lance is usually a steel pipe (various designs exist) connected to an oxygen tank or oxygen gas line. The oxygen flows through the pipe to the tip of the lance where it is used to oxidise the iron in the steel and release thermal energy. The tip of the lance hence serves as a concentrated source of heat which is used to melt away the refractory clay in the furnace tap-hole, penetrating the furnace and allowing molten material to be tapped. 
Purpose of this work
Oxygen lancing is a highly energy-intensive and aggressive process, and as such it affects the life and integrity of a tap-hole. Experience at Mintek together with anecdotal evidence from many industrial plants has indicated that the lancing procedure, type of lance, and other factors associated with the oxygen lancing process affect the performance of the tap-hole. Aside from the longevity of the tap-hole and surrounding area, introducing oxygen into a furnace through the tap-hole may also cause local disturbances in the molten material in the vicinity of the tap-hole due to multiphase fluid flow phenomena as well as reaction between oxygen and the material inside the furnace (slag or metal). To this end, this study aims to quantify through computational modeling and experimental validation the possible effects of oxygen lancing on the process and subsequently on the tap-hole and tap-block assembly.
Previous work by the same authors [3] aimed to validate a two-dimensional computational multiphase fluid flow model against an experimental water-based model. In the present work, the two-dimensional model was expanded to three dimensions in order to address some of the shortcomings identified in [3] .
Short summary of previous work done
In the previous set of work [3] , the focus was on comparing a two-dimensional multiphase computational fluid flow model against an experimental model. A simple rectangular tank was constructed from polymethylmetacrylate (Plexiglass® or Perspex®) with dimensions 0.2 m high, 0.4 m wide and 0.045 m deep. The tank was filled with water to a level of 0.15 m. A copper tube (internal diameter 2.91 mm) was used as a lance analogue. The lance was positioned in the tank at different positions along the width of the tank. The flow rate of gas through the lance was also varied. Pressure sensors (IPSL type from RS Components, range: 0-50 mbar gauge pressure) were used to record pressure signals on the wall of the tank at two different locations. An Olympus iSpeed 3 high-speed video camera was used to record the experimental work. The pressure signals were then compared to predicted pressure signals generated from computational models of the system. High-speed video footage of the experiment was also compared visually against the computational model results.
Substantial differences between the mean pressure measurements and modelled mean pressure were observed, but there was generally good agreement in the pressure standard deviation, which was used as an indicator of the magnitude of fluctuations in the pressure signal. It was suggested that the computational multiphase fluid flow model be extended to three dimensions to confirm this result. It was also suggested that the sampling rate of the experimentally-measured pressure signal be increased to more closely match the sampling rates available in the computational models. It was also suggested that the pressure signals be analysed in more detail using Fourier analysis.
Visual comparison of the high-speed video footage to the predictions of the computational model also showed reasonable agreement with respect to bulk behaviour of the fluids, although significantly exaggerated splashing was predicted in the computational model compared to what was observed experimentally; this was an additional argument for extending the computational model to a three dimensions.
Computational multiphase fluid flow model

Governing equations
Three main equations are required for the solution of multiphase fluid flow problems using the volume-of-fluid method [7] .
The first is the Navier-Stokes equation for conservation of momentum:
Where u is the velocity vector, P is the pressure,  is density, ij is the viscous shear force term, and  is surface tension (all physical properties are interpolated linearly in the models). The term  is the phase fraction of the primary phase (in this case =1 for water, while α=0 for air).
The other two equations to be solved are the continuity equations, which express the conservation of mass both overall and per phase: OpenFOAM® discretizes the Navier-Stokes, continuity, and phase conservation equations governing the different fields using the finite-volume method [6] .
The VOF method requires the solution of a separate convective transport equation for the volume fraction field of the primary phase, α. An attractive feature of the VOF method is that the need for computationally-expensive explicit interface tracking and moving mesh calculations is entirely avoided.
The velocity and pressure fields at each time step were calculated using the Pressure Implicit with Splitting of Operators predictor-corrector (PISO) algorithm. Gradient-limited discretisations were used for the divergence terms, except for those related to the phase fraction field, for which the Multidimensional Universal Limiter for Explicit Solution (MULES) limiter was used to perform interface compression and capturing.
To ensure numerical stability of the algorithm, a Courant number of 1 or below was maintained using adaptive time-stepping.
Boundary Conditions
The walls of the lance and vessel were treated as non-slip, non-permeable boundaries with velocity = 0, normal gradient of pressure = 0 and normal gradient of  = 0. The top surface of the model was assumed to be open to atmosphere, with a fixed gauge pressure = 0, velocity calculated from the pressure gradient, and an inlet-outlet boundary condition for  based on the direction of flow across the boundary ( = 0 (air) if inflow, normal gradient of  = 0 if outflow). At the lance tip, a fixed constant velocity in the horizontal direction was specified (see section 5.4), together with the normal gradient of pressure = 0, and a fixed value of  = 0.
Scenarios considered
Previously, a two-dimensional slice model of the water tank system was developed [3] . For the present work, the same model was expanded to a three-dimensional model. There were slight differences in the versions of software used for meshing as well as solving the models (see Table I ). The three-dimensional models required substantially more computing power to solve the models within a reasonable timeframe.
For both the two-and three-dimensional models, the same variables were studied. These include the lance penetration depth, as well as the gas flow rate. The depth of the lance was varied between 1 cm, 5 cm and 10 cm from the wall where the lance enters along the width of the tank, while the gas flow rate was set to 1.0, 3.5 or 7.5 L/min at each depth setting.
Meshing and computational requirements
For the two-dimensional model, unstructured quadrilateral elements were used (hexahedral mesh reduced to two dimensions). Polyhedral meshes were created for the three-dimensional model. A complication arose in generating a three-dimensional mesh: concave curves (in this case the tip of the lance) were found to be difficult to mesh with polyhedral elements using the selected software tools. The tip of the lance was slightly chamfered in the model to counter this effect. The mesh was refined in the regions against the wall and around the lance tip to ensure that pressure fluctuations could be accurately captured.
Examples of the meshes used by the two-and three-dimensional models are shown in Figure 3 and Figure 4 . The software packages used, along with the versions used for the models are shown in Table I . The scenarios run, as well as the computing resources used to run the different models are shown in Table II . The two-dimensional models were at least an order of magnitude smaller in terms of mesh size than the three-dimensional models. This is a very important consideration when modeling large furnaces. The two-dimensional models were solved on a small Linux cluster at Mintek, while the three-dimensional models were solved using resources at the Centre for High Performance Computing in Cape Town, South Africa. 3.6. Results
Means of comparison
In this paper, the two computational models (2D and 3D) are qualitatively and quantitatively compared. A significant part of modelling work, especially in three dimensions, is to study how dependent the results are on mesh resolution. Higher mesh resolutions generally produce better accuracy, but come at increased computational cost -a trade-off between accuracy and performance is therefore always required.
In Figure 5 , the cost of running the models is shown. At very high mesh resolutions (above 1 million elements), even with four times the computing power of those with reasonable resolutions (less than 1 million elements), the models require roughly double the time to run. It was found that running simulations using the 3D model still showed differences in pressure fluctuations predicted after the mesh was refined from 656205 elements (for a lance depth of 10 cm) to 2815263 elements. Mesh independence for this problem is still being studied, and will be published at a later stage. Qualitatively, the pressure signals do show what is expected from moving from a twodimensional to a three-dimensional system, i.e., more subtle pressure fluctuations (see Figure 6 ). In the two-dimensional model, the reduced dimensionality appears to lead to physically unrealistic artifacts in the predicted pressure signal. This is evident when looking at the shape of the signal: the signal seems to decay from any peak, which is not expected from pressure signals. Comparing the model results to experimental results from high-speed photography reveals significant differences:
Conclusions and current work
A predictive model for oxygen lancing of tap-holes in pyrometallurgical furnaces can be useful in assessing the impact of the lancing process on both the tap-hole life and the process itself. In this work, a comparison was made between a two-dimensional and three-dimensional computational multiphase fluid flow model of a simple problem that relates to lancing. It was found that the three-dimensional model is physically more realistic, albeit computationally expensive. Current and future work in this area will involve expansion of the physical model to include multiple and more physically representative fluids in the experiments, as well as improving pressure signal measurement and analysis. Expansion of the three-dimensional model to include heat transfer and thermo-chemistry is also underway.
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