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Introduction
Let C 0 [0, t] denote the Wiener space, the space of continuous real-valued functions x on [0, t] with x(0) = 0. The Paley-Wiener theorem and Wiener integration theorem on the Wiener space [9] play a key role in study of Wiener integration theories. In [7] Park and Skoug introduced a stochastic process
where h is of bounded variation with h = 0 a.e. on [0, t] , and then they generalized various theories related to the Wiener integrals including the Paley-Wiener theorem and Wiener integration theorem on C 0 [0, t] .
On the other hand let C [0, t] denote the space of continuous real-valued functions on the interval [0, t]. Im and Ryu [5, 8] introduced a probability measure w ϕ on C [0, t] , where ϕ is a probability measure on the Borel class of R. We note that w ϕ is exactly the Wiener measure on [3, 4] established various properties of X and extended to Y his works on X. In fact he [3] established that X is a generalized Brownian process using a generalized Paley-Wiener theorem [5, Theorem 3.5] , and derived a simple formula for a conditional expectation which evaluates conditional expectations in terms of ordinary expectations. Moreover he [4] extended the results on X to those on Y with drift using only a translation theorem [5, Theorem 3 .1] which generalizes the Cameron-Martin translation theorem [2] .
In this paper we investigate the distribution of Z and prove that Z is a generalized Brownian motion process if X 0 is degenerated. We also establish a generalized Wiener integration theorem which extends Lemma 2.1 of [5] . Furthermore we derive a generalized Paley-Wiener theorem which generalizes Theorem 3.5 of [5] . As applications of the theorems we evaluate generalized Wiener integrals of various functions of the forms Z(x, s 1 
A generalized Wiener space
In this section we investigate the distribution of Z as given in the previous section and prove that Z is a generalized Brownian motion process if X 0 is degenerated.
Let m L be the Lebesgue measure on the Borel class of R. Let (C[0, t], B(C[0, t]), w ϕ ) be the analogue of Wiener space associated with a probability measure ϕ on the Borel class of R, where B(C [0, t] ) denotes the Borel class of
be of bounded variation with h = 0 a.e. on [0, t] and a be a function on [0, t] .
Now we have the following theorem.
Proof. Note that Y j is normally distributed with mean 0 and variance t j − t j−1 [5] . We calculate the Fourier transform F (X 0 , Y j ) of X 0 and Y j . Suppose that 0 < t j−1 and let ξ 1 , ξ 2 ∈ R. Then by Lemma 2.1 of [5] and the change of variable theorem
The proof is similar if t j−1 = 0 and hence we have the theorem. 
by Corollary 30.3 of [1] , where the integral denotes the Riemann-Stieltjes in-tegral of h with respect to x. For ξ 1 
by the dominated convergence theorem and Theorem 2.1. If s = 0, then the proof is trivial. Now the proof is completed.
, where * = means that if either side exists then both sides exist and they are equal.
Proof. By Theorem 2.2 and Theorem 3.5 of [5] , X 0 , X 1 , · · · , X m are independent and each X j has the standard normal distribution for
Now the equality in the theorem follows from the monotone convergence theorem and the dominated convergence theorem.
Lemma 2.4 Let
. (1) Then for any Borel measurable function f :
. By Theorem 2.3 and the change of variable theorem
Then by the change of variable theorem,
which completes the proof. Now we have another lemma from well-known probability theories.
Theorem 2.6 Under the assumption as given in Lemma 2.5, the mean function m Z of Z is given by
Furthermore the covariance function of Z is given by
we have by Lemmas 2.4, 2.5 and the change of variable theorem
which completes the proof of (2). Now we prove (3). Let 0 < s 1 < s 2 ≤ t. By Lemma 2.4 and the change of variable theorem
The proofs of the other cases are similar.
Remark 2.7 Using Theorem 2.2, Corollary 2.2 of [3] and Corollary 5 of [4], we can prove Theorem 2.6.
By simple calculations with Theorems 2.2, 2.6 and Lemma 2.5 we have the following corollary. s 1 ). For 0 = s 0 < s 1 < s 2 ≤ t and ξ ∈ R we have by Lemma 2.4
Corollary 2.8 The mean functions of X and Y are given by

E[Y (·, s)] = a(s) and E[X(·, s)] = 0 for s ∈ [0, t].
Furthermore the covariance functions of X and Y are given by
E[(Y (·, s 1 ) − a(s 1 ))(Y (·, s 2 ) − a(s 2 ))] = E[(X(·, s 1 ))(X(·, s 2 ))] = b(min{s 1 , s 2 }) for s 1 , s 2 ∈ [0, t] so that E[Y (·, s 1 )Y (·, s 2 )] = b(min{s 1 , s 2 }) + a(s 1 )a(s 2 ) and V ar(Y (·, s)) = V ar(X(·, s)) = b(s) for s ∈ [0, t]. Since m Z (s j ) − m Z (s j−1 ) = a(s j ) − a(s j−1 ) and b Z (s j ) − b Z (s j−1 ) = b(s j ) − b(s j−1 )R m+1 → C C[0,t] f (Z(x, s 0 ), Z(x, s 1 ), · · · , Z(x, s m ))dw ϕ (x) * = Ê m+1 f (u 0 , u 1 , u 2 , · · · , u m )W m (m Z , b Z , s, u)dm m L (u 1 , · · · , u m )dϕ a(0) (u 0 ). Moreover if ϕ m L (or equivalently ϕ a(0) m L ), the random vector (Z(·, s 0 ), Z(·, s 1 ), · · · , Z(·, s m )) has a joint density function W m (m Z , b Z , s, u) dϕ a(0) dm L (u 0 ) = W m (m Z , b Z , s, u) dϕ dm L (u 0 −a(0)). Furthermore if X 0 is degenerated, the random vector (Z(·, s 1 ), · · · , Z(·, s m )) has a joint density function W m (m Z , b Z , s, (0, u 1 , · · · , u m )) with the convention m Z (s 0 ) = a(s 0 ) = 0.
Remark 2.10 We note that Z has the mean function m Z and variance function
b Z . But a(s j ) − a(s j−1 ) = m Z (s j ) − m Z (s j−1 ) and b(s j ) − b(s j−1 ) = b Z (s j ) − b Z (s j−1 ) do
not mean that Z has the mean function a and variance function b. In fact a and b are the mean and variance functions of Y , respectively.
Corollary 2.11 Let
0 ≤ s 1 < s 2 ≤ t. Then Z(·, s 2 ) − Z(·, s 1 ) is normally distributed with mean a(s 2 ) − a(s 1 ) and variance b(s 2 ) − b(s 1 ). Moreover if Ê u 2 dϕ(u) < ∞, then Z(·, s 2 ) − Z(·, s 1 ) has the mean m Z (s 2 ) − m Z (s 1 ) and variance b Z (s 2 ) − b Z (s 1 ).
Proof. We calculate the Fourier transform F
Then by the change of variable theorem
The proof for the case 0 = s 1 < s 2 ≤ t is similar. By Corollaries 2.8 and 2.11 we have the following corollary.
Corollary 2.12 Let
Since X 0 and Y are independent by Theorem 2.2 we have the following theorem. 
Evaluation formulas for generalized Wiener integrals
In this section we derive evaluation formulas for generalized Wiener integrals of various functions which are interested in Feynman integration theories and quantum mechanics. By Lemma 1.2 of [6] we have the following lemma. 
where [·] denotes the greatest integer function.
Theorem 3.2 Let m ∈ N and F
Suppose that
Proof. Note that for
and similarly we have Ê |u| l dϕ(u) < ∞ for l = 0, 1, · · · , m. By Lemma 2.4, the change of variable theorem and the binomial expansion 
which completes the proof.
Using the same method as used in the proof of Theorem 2.1 of [6] with an aid of Theorem 2.9, we have the following theorem.
}. By repeated applications of Lemmas 2.4 and 3.1
where
Proof. By the Maclaurin series of the exponential function and the monotone convergence theorem
which is finite. By the dominated convergence theorem
Now the result follows from Theorem 3.3.
which is finite by Theorem 1.5 of [6] so that E[exp{ which is finite by Theorem 1.4 of [6] . Now E[exp{ 
for w ϕ -a.e. x ∈ C[0, t]. Note that S wϕ is a Banach algebra [5] . Now we have the following theorem which is our final result. 
