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Abstract. The theory of slow invariant (attracting) manifolds (SIMs) is the foundation of var-
ious model-order reduction techniques for dissipative dynamical systems with multiple time-scales,
e.g. in chemical kinetic models. Yet, analytical characterization of SIMs can be considered unsatis-
factory in some sense, in particular in terms of a lacking intrinsic geometrical interpretation. Guided
by this we introduce for flow-generating smooth vector fields a differential-geometric setting and
construct a Riemannian metric such that the original dynamical system is a geodesic flow. We show
how various existing approaches to compute slow invariant manifolds can be embedded into our dif-
ferential geometry setting for the purpose of methodical unification based on intrinsic coordinate-free
geometry. We formulate SIM criteria accordingly and demonstrate their application to test models.
A major motivation is to define the spectral gap model reduction problem for dynamical systems on
manifolds in order to be able to naturally include differential algebraic equations (DAE) and system
constraints in terms of nonlinear equalities coupling state variables which occur e.g. in isenthalpic
combustion, a major application field for kinetic model reduction.
Key words. Model Reduction, Slow Invariant Manifolds, Dynamical Systems, Differential
Geometry, Sectional Curvature, Geodesics, Stretching-based Diagnostics
AMS subject classifications. 68Q25, 68R10, 68U05
1. Introduction. A wide range of natural processes are modeled by high dimen-
sional dynamical systems with multiple time-scales, for example in chemical kinetics.
Their numerical treatment is challenging due to high dimension and stiffness resulting
from spectral gaps. The existence of different time-scales usually correlates with a
bundling behavior of solution trajectories near slow invariant (attracting) manifolds
(SIMs) in phase space. The dynamic in the SIM tangent bundle correspond to slower
times-scales. By restriction to this manifold, both the curse of high-dimensionality
and stiffness can be reduced significantly, resulting in suitable model-order reduction
strategies.
There are many existing approaches to compute low-dimensional manifolds ap-
proximating SIMs for the purpose of model-order reduction. Two of the earliest
approaches were the quasi-steady-state assumption (QSSA) [4,5] and the partial equi-
librium approximation (PEA) [34]. A widely used approach in chemical combustion
is the intrinsic low dimensional manifold method (ILDM) by Maas and Pope [32],
where a Schur decomposition of the Jacobian is used to locally decompose into slow
and fast components of the dynamical system. Another popular approach is the it-
erative method by Roussel and Fraser [35, 36]. The core idea here is to generate a
sequence of manifolds in graph-representation that converges to the SIM by utilizing
the invariance equation. There are the computational singular perturbation method
(CSP) [20, 21] introduced by Lam in 1988, the finite-time Lyapunov exponents by
Mease et al. [33], equation-free approaches that utilize so-called coarse time step-
pers [19]. Further approaches consist of the generation of invariant grids [6, 17] and
the G-scheme [39] by Valorani and Paolucci.
A theoretical foundation for the SIM was developed by Fenichel [8–11] which is
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2 D. LEBIEDZ AND J. POPPE
called geometric singular perturbation theory (GSPT). In his work, he showed the
existence of a SIM for singularly perturbed slow-fast systems. Its basic properties are
discussed in the next subsection. In 2005, Gear et al. [12] introduced the so-called
zero-derivative principle (ZDP) that provides higher-order approximation to the SIM.
The resulting iterative algorithm is further analyzed in [40] and [41]. Recent works
by Lebiedz et. al. [22–30] make use of entropy and variational principles.
Other approaches are the Manifold Boundary Approximation method [37,38] and
the heterocilinc orbit computation [3] used to construct 1-D SIMs. In particular, three
geometry-based approaches are particularly relevant for this work: A recent work
by Heiter and Lebiedz [18] using differential geometry to reformulate the invariance
equation, discussed in section 2, the stretching-based diagnostics [1, 2] by Adrover
et.al. and the flow curvature method (FCM) by Ginoux [13–16]. These approaches
will be discussed in Section 3 and Section 4 respectively.
This work focuses on the usage of Riemann geometry in order to make another step
into the direction of characterizing essential SIM properties in a globally geometric
coordinate free setting. The link from the field of dynamical system to the realms
of differential geometry is established in Section 2. The result is a setting which
provides the possibility to make use of various notions of intrinsic curvature to analyze
the bundling behavior of trajectories near the SIMs. In Section 3, we derive which
of these notions are an evident choice by exploiting the geometrical foundation of
the stretching-based diagnostics [1] well-known in the SIM context. In Section 4 we
introduce new viewpoints on the FCM and illustrate, how it can reformulated in our
Riemannian geometry setting.
1.1. Geometric Singular Perturbance Theory. The established analytical
foundation of the theory of SIMs is introduced in [8–11] and is - although originally
formulated on manifolds - almost exlusively exploited for spectral gap based model
reduction by application in the context of explicit slow-fast systems. This is a class
of dynamical systems which can be written in the form
d
dt
xs = f(xs, xf , ε) x ∈ Rns
ε
d
dt
xf = g(xs, xf , ε) y ∈ Rnf
where 0 < ε  1. In the former setting, xs and xf are called slow and fast variables
respectively, such that x = [xs, xf ] and ns + nf = n. A SIM is represented by the
mapping
hε : Rns → Rnf , xs = hε(xf).
where hε can be expressed by a power series (asymptotic expansion) in ε:
(1.1) hε(xf) =
∞∑
k=0
hk(xf)εk
The functions hk(xf) in (1.1) are iteratively calculated by usage of the so-called in-
variance equation
(1.2) εDh(xf)f(x, hε, ε) = g(xf , hε(xf), ε)
and matching of the coefficient with respect to ε-powers (matched asymptotic expan-
sion). GSPT in this particular form can be considered unsatisfactory because of
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(a) Limitation to slow-fast systems
(b) Non-uniqueness of the resulting SIM
(c) Restriction to a given decomposition into slow and and fast species
(d) Calculation of asymptotic expansion generally difficult and not suitable for
pointwise numerical computation of manifolds
It is desirable to have an approach to the SIM-related phase space structures that is
directly applicable to general systems of the form x˙ = f(x) in a formulation without
explicit reference to coordinates. The SIM is supposed to be geometrically well-defined
independent of a chosen coordinate chart. The latter property can be referred to as
general covariance in the sense of Einsteins general theory of relativity and is one of our
central motivations to introduce a differential geometry setting for characterization of
SIM.
2. Solution Trajectories as Geodesics in Spacetime. This section briefly
introduces the main differential geometric viewpoint of this work. It also discusses
the motivation of choosing this specific setting based on geometrical observations and
physical analogies.
2.1. Geometrical Motivation. In dissipative multiple time-scale systems so-
lution initially fast trajectories for arbitrary initial values often converge towards an
invariant submanifold while slowing down. In extended phase space, by the introduc-
ing time τ as an additional axis, this behaviour is still observed.
Definition 2.1. Let f ∈ C∞(E,Rn), where E ⊂ Rn is an open set. We call the
dynamical system
d
dt
(
x(t)
τ(t)
)
=
(
x˙
τ˙
)
=
(
f(x)
1
)
, (x, τ) ∈ E× R
the extended system.
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Fig. 1. Phase space and extended phase space plot of linear system (2.1). SIM in red.
Figure 1 illustrates how bundling behaviors of trajectories the original system relates
to bundling of those of the extended one for the two-dimensional linear system
(2.1)
d
dt
(
x1
x2
)
=
(
–1 – γ γ
γ –1 – γ
)(
x1
x2
)
for γ = 3 and different initial values. On the left plot, there are the solution tra-
jectories of the original system, the SIM is curve (one-dimensional manifold). The
4 D. LEBIEDZ AND J. POPPE
right plot shows solution trajectories of the corresponding extended system. The SIM
is a two-dimensional - generally nonlinear - surface spanned by solution trajectories
embedded in R3. In a recent work of Heiter and Lebiedz [18], a differential geometric
viewpoint is introduced to reformulate an essential SIM property, its invariance, in
terms of specific time-sectional curvatures of submanifolds of the extended phase-space
Rn+1. These submanifolds are defined by time-propagation of graphs (xf , a(xf)) ∈ Rn
of a mappings a : Rnf → Rns at t = 0. A metric is used which is induced by the
euclidean metric in the embedding space Rn+1, implying that the length of a curve
on the surface coincides with its length in the embedding space. This approach is
referred to as extended phase-state submanifold approach (EPSSA) in the following.
2.2. Utilization of differential geometry. The field of Riemann geometry
offers a wide variety of geometric quantities defined intrinsically, i.e. without reference
to an embeeding space. We define a metric g on the open set E × R (which we call
M) giving rise to a Riemannian manifold (M, g). A detailed overview of Riemann
geometry and curvature can be found e.g. in [31]. Our metric g is chosen in a way
that turns every solution trajectory into a geodesic - a shortest connection path with
respect to the metric g. All differential geometric quantities used in this work depend
on this specific metric g which itself depends on the given dynamical system and is
computed from the generating vector field.
We integrate the former ideas into a mathematical formalism and introduce the
basic notions of differential geometry. In the following definitions, we always assume
that f ∈ C∞(E,Rn) for some open set E ⊂ Rn and n ∈ N is fixed.
Definition 2.2. The setM := E×R defines a smooth manifold and the identity
mapping
id :M→ Rn+1
is a local (and global) chart.
We call the first n coordinates of this chart x1(p), . . . , xn(p) = p1, . . . , pn the state-
components. In contrast, the last coordinate τ(p) = pn+1 is the so-called time-
component.
Let TpM and T′pM denote the tangent space and cotangent space respectively
for each point p. The set of derivatives in the direction of each coordinate forms a
basis of TpM. These tangent vectors are denoted by
∂i,p =
∂
∂xi
∣∣∣∣
p
, i = 1, ..., n and ∂n+1,p :=
∂
∂τ
∣∣∣∣
p
.
The corresponding dual basis consisting of covectors is denoted by dx1,p, ..., dxn,p
and dτp. For k, ` ∈ N, Tk` (M) indicates the set of all k-times covariant and `-times
contravariant tensor fields on M. T10(M) = TM and T01M represent the tangent
bundle and cotangent bundle respectively. We denote the base vector fields ∂i by
∂i := {∂i,p | p ∈M} ∈ TM ∀i = 1, ..., n + 1.
The base covector fields dxi, dτ are defined in the same manner.
We define the specific metric g used in this work as a tensor field and state its
basic properties:
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Definition 2.3. Let M be as in Definition 2.1. Then, the mapping g : M →
T02(M)
p 7→ gp =
( n∑
k=1
(dxk,p ⊗ dxk,p) – fk(xp)(dτp ⊗ dxk,p + dxk,p ⊗ dτp)
)
+
(
1 +
n∑
k=1
fk(xp)2
)(
dτp ⊗ dτp
)
defines a smooth tensor field g onM, where ⊗ indicates the tensor product.
For every fixed p ∈M, gp is represented by its components gij = gp,ij := gp(∂i,p, ∂j,p)
with respect to the basis {∂i,p | i = 1, ..., n + 1}. For every p ∈M and vp, wp ∈ TpM
we have base representations
vp =
n+1∑
i=1
vi∂i,p, , wp =
n+1∑
i=1
wj∂j,p.
The metric gp (as a symmetric bilinear form on tangent space) applied to the tuple
(vp, wp) then can be calculated by
gp(vp, wp) = gp
(n+1∑
i=1
vi∂i,p,
n+1∑
i=1
vi∂j,p
)
=
n+1∑
i,j=1
viwjgp(∂i,p, ∂j,p) = v
T (gij)1≤i,j≤n+1 w.
The components of gp can be deduced from Definition 2.3 and read
(2.2)
(
gp,ij
)
1≤i,j≤n+1 =
(
Idn –f(xp)
–f(xp)T 1 + ‖f(xp)‖22
)
,
where Idn indicates the n× n identity matrix.
Proposition 2.4. LetM be defined as before and p = [xp, τp] ∈M an arbitrary
point. The tensor gp is a metric for every fixed p, independent of the values of
f(xp) ∈ Rn.
Proof. The tensor gp is a bilinear form at every point p by the definition of the
tensor product. The symmetry of the matrix
(
gp,ij
)
1≤i,j≤n+1 in equation (2.2) implies
the pointwise symmetry of gp. It suffices to show that the matrix
(
gp,ij
)
1≤i,j≤n+1 is
positive definite for every value of f(x(p)). Since the identity Idn is positive definite
implying that all its minors are positive, we only have to show that det(gp,ij) > 0.
Adding f i(xp)-times the i-th column to the (n+ 1)st column for each 1 ≤ i ≤ n yields
det
(
Idn –f(xp)
–f(xp)T 1 + ‖f(xp)‖22
)
= det
(
Idn 0
–f(xp)T 1
)
= 1.
Hence, the matrix gp,ij is positive definite and gp is a metric tensor for each p ∈M.
Corollary 2.5. For any given smooth function f, the tuple (M, g) is a Rie-
mannian manifold.
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We call the tuple (M, g) f-manifold. The right hand side of the extended system in
Definition 2.1 defines a smooth vector field T : M → TM on M. Its coordinate
representation is given by
(2.3) Tp = T (p) =
n∑
k=1
fk(xp)∂k,p + ∂n+1,p ∀p ∈M
The extended system is a dynamic system onM. The core property of the metric g
is formalized in the following theorem:
Theorem 2.6. Let f : E → Rn be given, (M, g) be the corresponding f-manifold
and ∇ = ∇g be the Levi-Civita connection which preserves g. Let γ : (–ε, ε)→M be
a solution curve of the extended system of f onM. Then, γ is a geodesic with respect
to ∇. In particular, γ satisfies the geodesic equation
∇γ˙ γ˙ = 0
at every point γ(t) = [x(t), τ(t)] ∈ M. With regard to the coordinates (x, τ), the
former equality reads
(2.4)
d2
dt2
(
x(t)
τ(t)
)
= –
((
d
dt
(x(t), τ(t))
)
(Γkij(γ(t)))i,j
d
dt
(
x(t)
τ(t)
))
k=1,...,n+1
,
with Γkij(γ(t)) being the Christoffel symbols of the Levi-Civita connection ∇ evaluated
at the point γ(t).
Proof. By calculation of the Christoffel symbols Γkij, see Appendix.
Every solution trajectory of the extended system has equal velocity, since
gp(Tp, Tp) = [f(xp)T, 1]
(
Idn –f(xp)
–f(xp)T 1 + ‖f(xp)‖22
)(
f(xp)
1
)
= 1.
In this sense, the metric is a normalizer of the time parametrization of solution tra-
jectories.
The proposed setting shares similarities with general relativity where the trajec-
tories of free-falling particles are geodesics with regard to a metric representing a
gravitational field. This interpretation motivates the use of concepts from general
relativity - such as geodesic deviation - to approximate SIMs. This is new in the SIM
context and the idea is implemented in the next section.
3. Geodesic Stretching Approach. The geodesic stretching approach is a
combination of the curvature-based concept of geodesic deviation and stretching-based
analysis (see [1, 2]).
3.1. Deviation. In general relativity geodesic deviation is used to describe rel-
ative behavior of neighboring geodesics corresponding to the relative acceleration of
nearby particles in free-fall. It is defined by plugging in a tangent vector yp - repre-
senting the instantaneous velocity of the geodesic - into the first and third argument
of the Riemann curvature tensor which is denoted by
Rp :
(
TpM
)3 → TpM (up, vp, wp) 7→ R(up, vp)wp ∈ TpM ∀p ∈M.
The result is a tensor field depending on the tangent vectors yp. The input vector
vp of this reduced tensor represents a small displacement between the neighboring
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geodesics, while the output stands for the deviation. On the f-manifolds (M, g) from
the previous Section 2, there is one set of geodesics of special interest: The solution
trajectories of the extended system bundling near the SIM. Hence, an evident choice
is yp = Tp for all p ∈ M and receive tensor-field depending on Tp, leading to the
following definition:
Definition 3.1. Let (M, g) be as in Corollary 2.5 and T as in equation (2.3).
Let R = Rf be the corresponding Riemann curvature tensor. We call the tensor field
S ∈ T11(M), TpM3 vp 7→ S(vp) := Rp(Tp, vp)Tp ∈ TpM p ∈ TpM
f-deviation.
Remark 3.2. The christoffel symbols, the curvature tensor and the f- deviation
do not depend on the explicit time τ .
Proof. The components of g are independent of the time τ , implying that the
components gij of the inverse metric tensor are also time-independent. Since we use
the Levi-Civita connection, the Christoffel symbols are calculated by derivatives of
time-independent quantities and the statement holds for Γkij. Using the same argu-
mentation, we conclude this property for the curvature tensor R and the f-deviation
S.
Based on its properties and geometric interpretations, the f-deviation appears to be
well-suited to be turned into a geometric criterion to identify a SIM. We now aim
to deduce a scalar, curvature-based quantity from the f-deviation that intuitively
represents the bundling behavior. In order to do so, we are guided by an existing,
geometric approach to characterize SIMs: The so-called stretching-based diagnostics,
introduced in [1], [2] by Adrover et al. .
3.2. Original Stretching approach. Stretching-based diagnostic in dissipative
and chaotic system is a local, geometric reduction approach to multiple time scale
dynamics. The core idea is to approximate SIMs by decomposition into slow and
fast components comparing stretching rates of tangent and normal bundle vectors.
Let x˙ = f(x) be a given system and Jf(x) be the Jacobian of f at x ∈ Rn . Let
0 6= vp ∈ TpRn be a tangent vector and v = [v1, . . . , vn] be its euclidean coordinates.
The stretching rate is then defined by
ωx(v) =
〈Jf(x)v, v〉
〈v, v〉 ,
where the brackets 〈·, ·〉 represent the euclidean inner product. By definition, stretch-
ing rates only depend on the direction of v, not on its length, and on the spectral
properties of Jf . Let M be an embedded submanifold of Rn and x ∈ M. Accord-
ing to Adrover et. al. a good SIM approximation are points where the ratio be-
tween ”orthogonal stretching” ωx(n), n ∈ (TxM)⊥ ⊂ TxRn and ”tangential stretching”
ωx(T), T ∈ TxM has a maximum. Intuitively, attractive bundling of trajectories near
the SIM should correspond to large normal stretching while the slowness of the SIM
should imply small tangential stretching.
3.3. Geodesic stretching. The stretching rates incorporate a geometric in-
terpretation which is adopted to be transferred in the differential geometric set-
ting from Section 2. We can interpret (Rn, 〈·, ·〉) as a Riemann manifold, equipped
with euclidean metric. The term Jfv represents the so-called vector dynamics of
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the flow φ(t) related to the differential equation x˙ = f(x). The flow differential
Dφt : Tx(0)Rn → Tx(t)Rn propagates perturbation vectors vx(0) along φt. Hence the
map Dφt indicates how solution trajectories of x˙ = f(x) diverge or converge. Aiming
to extract a local rate of deviation, a direct calculation yields
lim
t→0
(
Dφt(v) – v
t
)
= Jfv.
Hence, the mapping J : TxRn → TxRn, v 7→ Jfv assigns a perturbation vector v
to a local rate of deviation. This interpretation shares major similarities with the
f-deviation introduced in Definition 3.1. An evident transfer of the ωx(v) into the
coordinate-free setting from Section 2 is to replace (Rn, 〈·, ·, 〉) by (M, g) and apply
the f-deviation instead of J. The result is the so-called geodesic stretching rate:
Definition 3.3. Let (M, g) be defined as in Section 2, S the f-deviation, p ∈M
an arbitrary point and vp ∈ TpM. The mapping
ϑp : TpM→ R, vp 7→
gp(Sp(vp), vp)
gp(vp, vp)
∀vp ∈ TpM
is called geodesic stretching. The image ϑp(vp) is denoted as geodesic stretching rate
of vp.
Remark 3.4. The quantity ϑp(vp) does not depend on the length of vp and is
independent of explicit time τ .
By definition, we can calculate geodesic stretching rates for every tangent vector
vp ∈ TpM. We are especially interested in tangent vectors of the following subspace:
Definition 3.5. Let p ∈M be arbitrary. We call the subspace
Tp,s := {vp ∈ TpM | dτp(vp) = 0} = span(∂1,p, . . . , ∂n,p)
the pure-state space of p.
A visualization of the geodesic stretching rates can be found in Figure 2. There exists
a curvature-based correspondent ϑp(vp) that is well-defined for vp ∈ Tp,s, formalized
in the following theorem:
Theorem 3.6. Let (M, g), the stretching rates ϑp, the subspace Tp,s defined as
above, vp ∈ Tp,s arbitrary. Then, ϑp(vp) equals the sectional curvature of the subspace
σvp spanned by the vectors Tp and vp.
Proof. Let p ∈ M and vp ∈ Tp,s be arbitrary. The set {∂1,p, . . . ∂n,p, Tp} is an
orthonormal basis of TpM for all p ∈M with respect to gp, implying gp(Tp, vp) = 0.
Using the fact that gp(Tp, Tp) = 1 we can calculate
ϑp(vp) =
gp(R(vp), vp)
gp(vp, vp)
=
gp(Rp(Tp, vp)Tp, vp)
gp(vp, vp)gp(Tp, Tp) – gp(Tp, vp)2
= Kp(σvp),
where σvp := span(Tp, vp) and Kp(σvp) is the sectional curvature of σvp.
Corollary 3.7. The geodesic stretching rate ϑ(vp) is a covariant intrinsically
geometric quantity for every vp ∈ Tp,s and p ∈M.
The aim is to exploit the rates ϑ(vp) in an analogous way as the stretching characterize
SIMs by decomposing the tangent space into tangential and normal directions of a
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Tp,s ⊂ TpM
p
τ
x1
x2 Sp(vp) ∈ Tp,s
vp ∈ Tp,s
Tp
ϑp(vp)
trajectory γ
Fig. 2. Visualisation of geodesic stretching rates
submanifold U ⊂ Rn. Since M is a space-time manifold, we select the pure-state
space Tp,s and split it in the same manner as in the previous subsection. The result
is the following definition:
Definition 3.8. Let x ∈ Rn and U ⊂ Rn be an embedded submanifold with x ∈ U.
Assume dim(TxU) = k and vectors u1,x, . . . un,x ∈ TxRn satisfying
TxU = span(u1,x, . . . , uk,x), (TxU)⊥ = span(uk+1,x . . . , un,x).
Let [u1j, . . . , unj] be the euclidean coordinates of ux,j for all j ∈ {1, . . . , n}, p = [x, τ ] ∈
M for an arbitrary τ and x from above. We then define the projected tangent space
Ttanp,s and projected normal space Torthp,s by
Ttanp,s (U) :=

n∑
j=1
uij∂j,p | i = 1, . . . , k

Torthp,s (U) :=

n∑
j=1
uij∂j,p | i = k + 1, . . . , n

By definition, we get Tp,s = Ttanp,x (U)⊕ Torthp,s (U).
Definition 3.9. Let U be a submanifold of Rn, Ttanp,s (U) and Torthp,s (U) defined as
above. We define the tangential and orthogonal stretching rate as
Θtanp (U) := max
vp∈Ttanp,x (U)
(
ϑp(vp)
)
and Θorthp (U) := max
vp∈Torthp,x (U)
(
ϑp(vp)
)
respectively.
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3.4. Geodesic Stretching for the Davis-Skodje Test Model. Consider the
non-linear Davis-Skodje system (see [7])
x˙1 = –x1 =: f1(x1, x2)(3.1a)
x˙2 = –ηx2 +
(η – 1)x1 + ηx21
(1 + x1)2
=: f2(x1, x2)(3.1b)
where the parameter η > 1 measures time-scale separation. This system has a one-
dimensional SIM with graph representation
x2 = h(x1) =
x1
1 + x1
∀x1 ∈ R+.
For a two-dimensional system, the only SIM candidates are one-dimensional subman-
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Fig. 3. Tangential geodesic stretching for the Davis-Skodje model
ifolds U, i.e. trajectories of the original system x˙ = f(x). Hence, both the tangential
and normal space of each trajectory is one-dimensional as well. Following Defini-
tion 3.8, we get the subspaces
Ttanp,s (γ) = span(v1,p), v1,p:= f1(xp)∂1,p + f2(xp)∂2,p
Torthp,s (γ) = span(v2,p), v2,p := f2(xp)∂1,p – f1(xp)∂2,p
for each point p in space-time M. Since the subspaces are one-dimensional and the
geodesic stretching rate does not depend on the length of each vector, we get
Θtanp (γ) = ϑp(v1,p) and Θ
orth
p (γ) = ϑp(v2,p).
Figure 3 and Figure 4 depict tangential and respectively orthogonal stretching rates
in the vicinity of the SIM.
Very close to the SIM, the tangential stretching rate gets small, while the or-
thogonal one gets particularly large. This observation matches the description of the
stretching-based diagnostics, introduced in the beginning of this section. By fixing one
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Fig. 4. Tangential geodesic stretching for the Davis-Skodje model
variable (e.g. x1) and maximizing/minimizing orthogonal/tangential geodesic stretch-
ing rates with respect to the other variable, we get at least an adequate approximation
of the SIM.
Figure 5 shows that the former criterion is not exact. There, we fix x1 = 1 and
consider both tangential and orthogonal geodesic stretching as a function of x2. Both
resulting one-dimensional graphs have an extremum at around x2 = 0.4985, while the
SIM point is at 0.5. We directly conclude that the ratio between both rates is also
extremal at around x2 = 0.4985.
4. Differential Geometric Interpretation of the Flow Curvature Method.
In order to integrate another geometry-based approach to compute SIMs into our
framework, we inspect the Flow Curvature Method (FCM) suggested by Ginoux [15].
We briefly introduce this method in the next section and point out differential geo-
metric properties subsequently.
4.1. Flow Curvature Method in a nutshell. The foundation of this ansatz
are higher curvatures of trajectories in the phase space Rn. In case of an n-dimensional
dynamical system x˙ = f(x) with (n – 1)-dimensional SIM, its FCM-approximation is
defined by the union of all points p with vanishing n-th curvature of the trajectory.
The former criterion is satisfied if and only if
Φ(p) := det
(
d
dt
x(t), . . . ,
d(n)
dt(n)
x(t)
)∣∣∣∣
x=p
= 0.
Its solution is called flow curvature manifold. We define a matrix column-wise con-
sisting of the first n flow derivatives
M(p) :=
[
d
dt
x(t), . . . ,
d(n)
dt(n)
x(t)
] ∣∣∣∣
x=p
.
4.2. Flow derivatives as covariant derivatives in euclidean space. Con-
sider the manifold (M, ge) = (Rn, 〈·, ·〉) where 〈·, ·〉 = ge represents the euclidean
12 D. LEBIEDZ AND J. POPPE
0.496 0.498 0.500 0.502 0.504
0.948
0.949
0.950
ge
od
es
ic
st
re
tc
hi
ng
tang. geod. stret.
SIM pos.
0.496 0.498 0.500 0.502 0.504
9.331
9.332
9.333
x2 value
ge
od
es
ic
st
re
tc
hi
ng
orth. geod. stret.
SIM pos.
Fig. 5. Tangential and Orthogonal geodesic stretching rates for the Davis-Skodje model with
η = 3 for x1 = 1.
inner product at each point p ∈ M. Let ∂j,p ∈ TpM indicates the tangent vector in
the direction of the j-th coordinate. Let dxj,p represent the dual basis on each point
p, we receive
g(e)p =
n∑
j=1
dxj,p ⊗ dxj,p ∀p ∈ Rn.
The christoffel symbols of the Levi-Civita connection all vanish.
Lemma 4.1. Let (M, ge) be given above and f : Rn → Rn be sufficiently smooth.
Let ∇ = ∇e be the Levi-Civita connection preserving ge. Suppose (dx/dt) = f(x). Let
h : Rn → Rn be continuously differentiable. Then the flow derivative of h coincides
with the covariant derivative in the direction f(x):
∇f(p)h =
d
dt
h(x(t))
∣∣
p ∀p ∈ Rn.
Proof. Direct calculation, see Appendix.
Let the successive covariant derivative be denoted by
∇(`)β α := ∇β . . .∇β︸ ︷︷ ︸
`–times
(α) and ∇(0)β (α) := α
for sufficiently smooth vector fields β and α on Rn and ` ∈ N. Lemma 4.1 implies
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Corollary 4.2. Let (Rn, ge) and ∇ be defined as above. Suppose that x˙ = f(x),
then we get
d(k+1)
dt(k+1)
(x(t)) = ∇(k)f (f) ∀k ∈ N,
implying that we can rewrite M(p) as
(4.1) M(p) =
[
∇(0)f f, . . . ,∇
(n–1)
f f
] ∣∣∣∣
x=p
.
Proof. Using the previous lemma iteratively, we get
d(k+1)
dt(k+1)
(x(t)) =
d
dt
(
d(k)
dt(k)
x(t)
)
= ∇f(p)
(
d(k)
dt(k)
x(t)
)
= ...
= ∇f(p)...∇f︸ ︷︷ ︸
k–times
(
d
dt
(x(t))
)
= ∇(k)f (f)
In the FCM criterion use (4.1) to reformulate the function Φ:
0 = det(M(p)) = det
(
∇(0)f f, . . . ,∇
(n–1)
f f
) ∣∣∣∣
x=p
.
4.3. Flow Curvature Function as Gramian Determinant.
Definition 4.3. Let v1, . . . vn be vector fields on Rn. The Gramian matrix Gp :
(TpRn)n → Rn×n and Gramian determinant Dp : (TpRn)n → R are defined by
(v1,p, . . . , vn,p) 7→ Gp(v1,p, . . . , vn,p) :=
(
gep(vi,p, vj,p)
)
i,j
(v1,p, . . . , vn,p) 7→ Dp(v1,p, . . . , vn,p) :=
√
det
((
gep(vi,p, vj,p)
)
i,j
)
respectively.
By definition, both the gramian matrix and determinant are coordinate independent
for every metric g. In case of the euclidean metric ge, a direct calculation shows
(4.2) Gp
(
d
dt
x(t)
∣∣∣∣
x=p
, . . . ,
d(n)
dt(n)
x(t)
∣∣∣∣
x=p
)
= M(p)TM(p).
Using the multiplicativity of the determinant, we conclude that the definition criterion
for the FCM can be written in the following coordinate independent way:
Φ(p) = 0⇔ Dp(∇(0)f f, . . . ,∇
(n–1)
f f) = 0
The previous formulation is suitable in order to reclassify the FCM into a differential
geometric context, where one might use a setting similar to the one introduced in
Section 2.
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5. Summary, Conclusion and Outlook. The aim of this work was to make
a further step towards characterize slow invariant manifolds in multiple time-scale
systems by utilization of differential geometry continuing the work [18]. For this
purpose we introduce a general differential geometric setting in Section 2. A novelty
of this approach is the use of intrinsic curvature to reformulate the stretching-based
analysis, we exemplarily apply the resulting approach to the Davis-Skodje system in
Section 3. In Section 4 we also reformulate the flow curvature method by expressing
its utilized flow derivatives by covariant ones.
The authors share the opinion that the field of differential geometry is an ap-
propriate frame to gain further insight in order to adequately define SIMs as slow
attracting phase space structures exploited for model reduction purposes. For future
research the setting introduced in Section 2 could be exploited to utilize the well-
established theory of geodesic flows to characterize the trajectory attracting property
of manifolds, an issue central to using SIM-like structures for model reduction pur-
poses.
Acknowledgments. The authors thank the Klaus-Tschira foundation for finan-
cial funding, as well as Marcus Heitel and Jörn Dietrich for discussions on this topic.
Appendix.
Appendix A: Christoffel symbols and Proof of Theorem.
Inverse metric tensor. The component matrix of the so-called inverse metric
tensor is denoted by (gijp)i,j and satisfies the equality
(gijp)i,j(gij,p)i,j = Idn+1.
Inverting the component matrix (gij,p)i,j of gp w.r.t. the basis {∂1,p, . . . , ∂n+1,p} from
chapter 2 leads to
(5.1) gijp =
(
Idn + f(xp)f(xp)T f(xp)
f(xp)T 1
)
.
Calculation of Christoffel symbols:. For the sake of simplicity, the depen-
dence on p ∈M is left out in the following calculations. Because the chosen connection
is the Levi-Civita connection, the Christoffel symbols can be calculated directly by
the formula
(5.2) Γkij =
1
2
gk`
(
∂igj` + ∂jgi` – ∂`gij
) ∀k, i, j ∈ {1, . . . , n + 1}.
Let k ∈ {1, . . . , n} and let f` = f`(xp) indicate the `-th entry of the vector f(xp).
Plugging the components gij from equation (2.2) into (5.2) yields
(Γkij)i,j =
 –
fk
2
(
δfi
δxj +
δfj
δxi
)
(i, j) ∈ {1, . . . , n}2
(
fk
2
∑
µ fµ
(
δfj
δxµ +
δfµ
δxj
))
+ 12
(
δfj
δxk
– δfkδxj
)
j = 1, . . . , n
∗ (–fk)fTJf f –
∑
µ fµ
δfµ
δxk

where the entries marked by a ∗ are determined by the symmetry Γkij = Γkji. In case
k = n + 1, the components we receive are:
(Γn+1ij )i,j =
 – 12
(
δfi
δxj +
δfj
δxi
)
(i, j) ∈ {1, . . . , n}2
1
2
∑
µ fµ
(
δfj
δxµ +
δfµ
δxj
)
j = 1, . . . , n
∗ –fTJf f
 .
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Proof of Theorem Theorem 2.6.
Proof. Let γ : (–ε, ε)→M, t 7→ γ(t) with γ(0) = [x0, τ0] be a solution trajectory
of the extended system. The first and second derivative of γ w.r.t. t are given by
dγ
dt
(0) =
(
f(x0)
1
)
d2γ
dt2
(0) =
(
Jf(x0)f(x0)
0
)
.
Let k ∈ {1, . . . , n}. We calculate(
d
dt
(x(t), τ(t))
)
(Γkij(γ(t)))i,j
d
dt
(
x(t)
τ(t)
)
=(fT, 1)(Γkij)i,j
(
f
1
)
=fT
(
– fk2
(
δfi
δxj +
δfj
δxi
)
(i, j) ∈ {1, . . . , n}2
)
f + (–fk)fTJf f –
∑
µ
fµ
δfµ
δxk
+2fT
((
fk
2
∑
µ
fµ
(
δfj
δxµ
+
δfµ
δxj
))
+
1
2
(
δfj
δxk
–
δfk
δxj
))
j=1,...,n+1
= – 2fk(fTJf f) + 2fk(fTJf f) –
∑
µ
fµ
δfµ
δxk
+
∑
µ
fµ
(
δfµ
δxk
–
δfk
δxµ
)
= –
∑
µ
fµ
δfk
δxµ
= –
d2γ(k)
dt2
In the case that k = n + 1, we receive(
d
dt
(x(t), τ(t))
)
(Γkij(γ(t)))i,j
d
dt
(
x(t)
τ(t)
)
= fT
(
– 12
(
δfi
δxj +
δfj
δxi
)
(i, j) ∈ {1, . . . , n}2
)
f – fTJf f
+ 2fT
(
1
2
∑
µ
fµ
(
δfj
δxµ
+
δfµ
δxj
))
j=1,...,n
= –2fTJf f + 2fTJf f = 0.
Insertion of the identities from above into the geodesic equation proves the Theorem.
Appendix B: Proof of Lemma 4.1.
Proof. The euclidean metric ge satisfies gep(∂i,p, ∂j,p) = δij for all tuples (i, j) ∈
{1, . . . , n}2, implying
∂geij
∂xk
= 0 ∀(i, j, k) ∈ {1, . . . , n}3 ⇒ Γkij = 0 ∀(i, j, k) ∈ {1, . . . , n}3.
Thus, the covariant derivatives of the base vector fields ∇∂i,p∂j vanish. Let h ∈ TRn
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be a smooth vector field with components hk(x). We receive
∇∂i,ph = ∇∂i,p
( n∑
k=1
hk(x)∂k,p
)
=
n∑
k=1
∇∂i,p
(
hk(x)∂k,p
)
=
n∑
k=1
(
hk(x)∇∂i,p∂k,p +
hk
∂xi
∂k,p
)
=
n∑
k=1
hk
∂xi
∂k,p ∀i = 1, . . . , n.
By linearity we conclude that
∇f(p)h =
n∑
i=1
f i(p)
n∑
k=1
∂hk
∂xi
∂k,p.
The component vector of the flow derivatives is calculated by
dh(x(t))
dt
∣∣∣∣
p
= Jh(p)f(p) =
n∑
i=1
f i(p)
n∑
k=1
∂hk
∂xi
which proves the Lemma.
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