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Summary 
Innovations are generally unexpected, often spectacular evolutionary and developmental 
changes in phenotypes and ecological functions. The contributions to this special issue are the 
latest conceptual, theoretical and experimental developments, addressing how ecology, 
environment, ontogeny and evolution are central to understanding the complexity of the 
processes underlying innovations. Here, we set the stage by introducing and defining key 
terms relating to innovation and discuss their relevance to biological, cultural and 
technological change. Discovering how the generation and transmission of novel biological 
information, environmental interactions and selective evolutionary processes contribute to 
innovation as an ecosystem will shed light on how the dominant features across life come to be, 
generalize to social, cultural and technological evolution, and have applications in the health 
sciences and sustainability. 
 
A central feature of life is change. Change may be rapid, such as a population crash during a disease 
epidemic or the evolution of antibiotic resistance. Change may also be slow, a prime example being 
the evolution of novel biochemical pathways leading to altered phenotypic traits, possibly 
generating new species. Both rapid and slow change can occur at the level of the genotype, the 
phenotype, as well as in ecological aggregates such as populations and communities. Its magnitude 
ranges anywhere from imperceptible and difficult to quantify, to highly visible and transformational, 
impacting not only individuals and their interactions but also their biotic and abiotic environments. 
Innovations comprise a class of changes that signal an often a priori unexpected departure from a 
previous state (see Glossary for definitions of this and other terms). Many of the conceptual 
foundations of innovation can be traced at least back to Darwin [1,2], who suggested that novelties 
could emerge either through natural selection or the co-opting of traits originally used for other 
functions. His ideas presaged some current concepts of innovation. 
Innovations are important to understand because they are distinctive, apparently improbable changes 
to the phenotype, and yet pervade biology, culture and technology. Innovations are central to the 
evolution of complexity, phenotypic diversity, and to the construction and filling of new niches. 
Insights into the processes creating and spreading innovations are not only central to understanding 
life, but also for predicting the future of human society and natural ecosystems, such as the evolution 
of technologies, the impacts of medical breakthroughs on human demography, and the effects of 
global change on resource sustainability and species persistence. The growth of innovation research 
is evidenced by a keyword search of articles published in ecology or evolution between 1997 and 
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20171, which yielded an approximate fourfold increase in the fraction of articles using the keyword 
“innovation” (currently about 1%). 
The aim of this theme issue is to present our current understanding of innovations and the 
innovation process across a spectrum of systems and organisational levels, with the ultimate 
objective of advancing a theory of innovations. Each of the papers of this theme issue articulates 
with the steps in the innovation process depicted in Figure 1 or the patterns they produce. Although 
the focus of most of the contributions in this special issue is biological, given that ecological and 
evolutionary processes influence human culture, society, economics and technology, the insights 
emerging could contribute to a theory that encompasses complex behavioural systems, and be 
transferrable to applications in the biological and social sciences, ranging from conserving 
biodiversity to managing pathogens, pests, and invasive species, to understanding the growth of 
cities, economies, and technologies. Therefore an important objective of this theme issue and the 
discussion below is to better understand the commonalities and contrasts of innovation in biology, 
culture and technology. 
  
What is an innovation? 
Innovation and the related concepts of invention and novelty have been extensively discussed in the 
biological [3] and social sciences [4]. Given the many disciplines and systems to which innovations 
matter, a diversity of definitions is not surprising [5]. Even within disciplines, such as in biology, 
concepts such as evolutionary novelty are difficult to define rigorously [6,7]. In our opinion, 
synthesizing this vast literature (for discussion and reviews see e.g., [8–18]) with the aim of finding 
a simple, one-size-fits-all definition of innovation may be futile, because the development of 
innovation as a concept has largely occurred at the discipline level with limited cross-talk between 
disciplines, and different aspects of innovations are emphasized in different disciplines. Thus, 
regardless of how innovation is defined—mathematically, statistically or verbally—it invariably 
encompasses some degree of discipline- or system-specific subjectivity. Nevertheless, certain basic 
features common to most innovation concepts are worth highlighting (Figures 2-5, and example of 
winged flight in birds in Table 1). 
In biology, although all innovations involve adaptive change, not all adaptations are innovations 
(Figure 2). This is because an innovation is a qualitative change to the phenotype2 that results in a 
                                                
1 Conducted on August 15th, 2017 using the ISI “All Databases”. Search term used for each year between 2000 and 
2017 was (“innovation*” and (“ecolog*” or “evolut*”)) / (“ecolog*” or “evolut*”). The annual fraction has increased at 
a slightly greater than linear rate between 1997 and 2017. 
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step departure from a recent evolutionary trend (Figure 3). The terms innovation and novelty are 
often used interchangeably in the literature, but here we make the distinction that a novelty is an 
individual-level concept of qualitative phenotypic change, whereas only a subset of novelties 
become innovations, the latter having population, community, ecosystem and evolutionary 
consequences. Determining what constitutes a sufficient change in the phenotype to qualify as a 
novelty or an innovation is a major challenge (Box 1), as is quantifying (and possibly statistically 
evaluating) innovation (Box 2). 
A novelty stems from a series of inventions (mutations in biology; discoveries, ideas, or new 
devices in culture and technology) or recombination events to a blueprint, buttressed by facilitating 
phenotypic traits, such as standards. A novelty may affect structure (e.g., biochemical pathways, 
tissue architecture, appendages), and/or function and be associated, for example, with the ways 
organisms acquire resources, evade predators, interact with other organisms and modify their 
environments through niche construction or technologies. 
Although rarely investigated in detail, because a novelty balances benefits to survival and 
reproduction with costs due to trade-offs and initial maladaptation, the invasion fitness of a novelty 
may be neutral or even negative (Figure 4; e.g., horizontal gene transfer [19]). This means that some 
inventions never become competitive novelties (a fascinating example in technology being the 
Einstein-Szilard refrigerators [20]), whereas others do, but require intervening mutations or 
recombinations for the novelty to become refined and spread as an innovation. In contrast to the 
roles of selection in innovation, the implications of drift are more contentious [21,22] and require 
further study (see also [23]). 
It is useful to distinguish two basic types of novel traits leading to innovation. 
In the first, the novelty is a radical modification of an existing trait, without changing the trait’s 
qualitative function. Here, the ecological niche is not affected, but rather the trait change results in 
gains in performance (i.e., efficiency and/or productivity). To become an innovation, such a trait 
needs to confer a fitness advantage and spread through the population (Figure 4), and in so doing 
impact the surrounding community or ecosystem and may create longer-term opportunities for 
further adaptation and innovation. In the economics and technological spheres, such innovations are 
often associated with the replacement or “creative destruction” of existing processes or products, 
and are akin to some scenarios of competitive exclusion in ecology. The novelty underlying this type 
                                                                                                                                                            
2 We include heritable, non-mutually exclusive phenomena, such as behaviour, culture, niche construction and 
technology in our notion of a phenotype. 
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of innovation is typically found at lower phenotypic levels, such as a biochemical pathway 
permitting more efficient metabolism or tissue repair. 
In the second, the novel phenotypic trait is associated with a new function or change in the 
ecological niche (sometimes referred to in biology as a key innovation, e.g., [14,24–26]). Such 
traits may or may not increase fitness relative to the source population, because competition between 
the source population and novel population may be low or non-existent. Similar to the radical 
modification of existing traits presented above, this type of novelty becomes an innovation if 
invasion fitness into the new niche is positive and the emerging population impacts the surrounding 
community and ecosystem. In contrast to radical modification innovations, key innovations notably 
create opportunities for further diversification in the new ecological niche. 
These two types of novelty/innovation are not mutually exclusive: a novelty may broaden a niche 
(Figure 6A) rather than only intensify domination of an existing niche (Figure 6B), or create a new, 
distinct niche (Figure 6C). Mirroring their effects on niches, innovations also produce phylogenetic 
pattern. By increasing in frequency and eventually becoming common and refined, innovations can 
either replace previous phenotypes (Figure 7A), or they foster coexistence by enlarging the same 
niche and thus paving the way for further innovations and adaptive radiations (Figure 7B). Finally, 
some innovations derive from exaptations [27,28], that is, they are co-opted from traits originally 
associated with other functions or no function at all (Figure 7C). For example, Armbruster [29] 
showed how the coevolution of plant-herbivore and plant-pollinator interactions in 42 Dalechampia 
species (euphorb vines) exhibited both “transfer exaptation” (a new function replaces the original 
function) and “addition exaptations” (augmentation of the original function). 
Importantly, whether and how fast an innovation spreads depends on the environment (Figure 5). 
Novelties that do not initially spread through a population may become innovations at some later 
time (“latent innovations”), either when additional mutations or recombination events occur, or 
when the environment becomes favourable (Figures 2, 5).  
 
The scope of innovation and the innovation ecosystem 
Historically, the study of innovation as a stand-alone concept is often associated with human society, 
culture, and technology. Research topics range from the evolution of important technologies like 
hafting and fire, to the social transition of hunter-gatherers and the more sedentary agriculturalists 
who domesticated animals and plants [30], to the growth of cities and states, and the development of 
an immense array of technologies [31–35]. Indeed, niche construction, the manipulation of the 
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environment resulting in increased prospects for survival and reproduction, is a recurring theme that 
bridges innovative phenomena in biology and social sciences [36,37]. Whereas most if not all 
innovations stemming from human activity can be interpreted as forms of niche construction, only a 
subset of those in biology fit this definition. 
Although innovation has been (arguably) a less dominant theme in biology compared to the social 
sciences, the related concept of novelty was an important topic of discussion during the Modern 
Synthesis, and both innovation and novelty have garnered increased attention over the past few 
decades. Innovations in biology are often gauged in terms of their transformative effects on form 
and function. The most revolutionary include transitions in individuality [38] and fundamental 
adaptations to the environment [39]. Some innovations are polyphyletic (e.g., the “minor-major” 
transition of multicellularity [40], others are monophyletic (e.g., photosynthesis), whereas others—
particularly in the human sphere—are more challenging to accurately determine in terms of spatial 
and temporal origins [41]. Cultural innovations in humans and in other animals include the ability to 
use (tools) or modify the environment [42], specific (social or asocial) behaviours [43], and 
adornment that influences mating success [44]. Moreover, several studies have investigated the 
tendency to innovate itself as a trait (with little supporting evidence, [45,46]), or as a correlate of 
either life history traits such as maximum life span in birds [47], or cognitive traits such as brain size 
in birds and primates [48,49].  
These and other general phenomena hint at an important feature of innovations: they usually involve 
multiple levels of organization [16,50–52]. Examples include an enzyme’s newly acquired ability to 
catalyse a chemical reaction that allows an organism to survive in a new environment [16], gene 
expression changes that help generate novel tissues which provide a quantitative advantage for 
development [53], or the metabolism and musculature supporting the function of a new and 
advantageous body structure, such as a limb or wing, which may help in locomotion [54]. Moreover, 
in being a qualitative departure from a previous state, an emerging novelty will have consequences 
for the functioning and fitness contributions of existing traits, meaning that organisms harbouring 
such a novelty will be under selection at the loci of other traits to accommodate the novelty as it 
spreads (Figure 4). 
A useful way to understand these multiple levels of organization and their environmental 
interactions is as comprising an innovation ecosystem. Table 1 presents a highly simplified 
representation of the biological levels at which inventions, novelties and innovations operate in the 
innovation ecosystem of winged flight in birds. Winged flight in birds emerged as an innovation in 
their reptile ancestors, ultimately contributing to taxonomic diversification in the Aves [55,56]. For 
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flying animals such as bats and birds, wings were derived from forelimbs, and thus the innovation is 
not the de novo emergence of a trait, but rather the radical modification (exaptation) of an existing 
trait. For wings to be an innovation supporting bird flight, it is necessary that (i) wings specifically 
fulfil the proximal function of generating lift for flight, (ii) flying individuals have the scaffolding 
(e.g., musculature, energy allocation, cognition) required for flight, and (iii) the trait complex 
depicted in Table 1 is maintained by selection. Thus, gliding species such as certain squirrels and 
snakes do not fit this definition since they do not possess appendages that enable uplift, but neither 
do kiwi birds, which have useless wings. Ostriches can fly very short distances, but differences in 
flying abilities among them probably are either not selected or under weak selection. Albatrosses, on 
the other hand, have built on the innovation of wings through adaptations permitting flight over 
thousands of kilometres without landing, in great part due to behavioural aerodynamics (using wind 
updrafts). Determining whether a phenotypic trait is an innovation based on the presence/absence or 
quantitative criteria alone is difficult, because the trait itself may not be specific to the function 
being innovated and vice versa [17]. Thus, birds may use their wings for one or more of several 
functions in addition to flight, including flap-running, paddle-swimming, thermoregulation, 
brooding, and displays [54]. 
  
The roles of evolution and ecology in innovation 
Whereas the basis of evolution and its importance in biology can be traced back more than 150 years 
[1], foundations in culture [57,58], economics [59], and technological change [34,60,61] are much 
more recent. Although there is a discipline-specific, historical component to the integration of 
evolutionary thought in studying innovations, we claim that our limited understanding of innovation 
ultimately derives from the complexity of the underlying processes (Figure 1). 
At a coarse scale, biological evolution (heritability, mutation, recombination, drift and selection) has 
analogues in culture and technology. Even if operational in broadly similar ways across these 
disciplines, there are contrasts at finer scales in how different steps of the evolutionary process 
operate. This system/process-level specificity is associated with substantial scientific challenges, 
such as for example the identification of heritable information [62], understanding the roles of 
simple and complex cognitive and social processes [18] in cultural and technological systems, and 
assessing the extent to which biological evolution is in any way “goal oriented”. Regarding the 
latter, insofar as some sexually reproducing organisms exhibit mate choice, they influence the 
identity of their mate and thus indirectly, which genetic material is given an opportunity to 
recombine and help generate their offspring. Although this process may generate novelty in sexually 
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selected characters (e.g., peacock’s tails), evidence is limited as to whether it accelerates natural 
selection in the short term [63], or facilitates phenotypic novelty in the longer term [64]. 
Evolution is the exploration of the possible, which leads to the to-be possible. This exploration, 
however, occurs in a space subject to constraints, which affect the emergence of novelties and the 
speed at which they may become innovations (Box 3). The origin of a novelty may require multiple 
iterations in the generation of inventions and recombinants and the retention of novelties (see also 
e.g., [65] for why single mutations are unlikely to produce complex adaptations), whereby 
intermediates either initially persist without changing appreciably in frequency (e.g., the 
Dykhuizen–Hartl effect [66]), or are positively selected and increase in frequency until the novel 
trait is fully formed and spreads through the population [67–69]. For example, Blount and 
colleagues [67] experimentally demonstrated how multiple clades of E. coli persisted for over 
10,000 generations before a citrate metabolism trait arose in one lineage through the capture of a 
promoter exapting a previously silent duplication of the citrate transporter. Wallbank and colleagues 
[69] showed that introgression between lineages of Heliconius butterflies can generate novel colour 
patterns based on the recombinatory shuffling of cis-regulatory modules. 
Ecological interactions and the environment impact survival, reproduction and dispersal, and may 
play a key role in the transition from novelty to innovation. A good example is the competition 
among technologies that serve the same purpose, such as transportation. Invented by 1834, electric 
cabs looked to outcompete horse-drawn cabs at the turn of the 20th century, but after a period of 
national and international expansion they failed (and so did the whole electric car industry) and by 
1930 were outcompeted by internal combustion engine vehicles. This event was not only due to the 
quality of the technology itself, but also to insufficient environmental conditions, and in particular to 
battery limitations and the lack of electric infrastructure in the form of central stations [70]. 
Interestingly, the same technology re-emerged in California during the 1990s due to an 
environmental factor (air pollution); as the Zero Emission Vehicle Mandate required major auto 
companies to make available zero emissions vehicles [71]. But again electric vehicles failed, this 
time due to reasons including lack of customer interest, competition with other industries, and 
insufficient cooperation with key technological developers in the battery sector. More recently, the 
environmental context has become favourable for electric vehicles, both due to concerns about 
climate warming and the longer charge period and lifespan of electric batteries. 
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Overview of the theme issue 
The idea for this collection of reviews, perspectives and original research stems from an 
interdisciplinary workshop entitled “Origins of Novelty in Biological, Social and Technological 
Systems: Towards a General Theory of Innovation”, held at the Santa Fe Institute in October 2014. 
It was clear from the workshop that the field is ready for synthesis, and that a reasonable step 
forward is to centre this synthesis in the biological sciences, with bridges to culture and technology. 
Box 4 and the discussion below summarize important topics addressed by contributions to this 
special issue, and their promise for future research. 
  
Searching for and discovering innovation 
A central theme linking the contributions to this theme issue is how innovations, which appear a 
priori unlikely or infeasible, can originate. Wagner [72] aims to address this problem by connecting 
evolutionary biology to information theory. Classical population genetics focuses on genotypes and 
the information encoded therein, but more recent work highlights the importance of phenotypes as 
gatherers and processors of environmental information [73]. Wagner employs information theory to 
quantify the information content of a phenotype and to investigate the feasibility of acquiring or 
“discovering” novel and beneficial phenotypes. He develops a metric of the information change 
associated with a new phenotype (see also Box 2), and illustrates its use in the context of DNA 
duplication (one route to more evolvable genotypes and a mechanism for exaptation), new 
transcription factor binding sites on DNA (resulting in new gene regulation and new phenotypic 
traits), and genes encoding biochemical reaction networks that transform environmental nutrients 
into biomass (e.g., amino acids and nucleotides). A limitation of this framework is that very large 
numbers of individuals may need to be sampled in order to estimate phenotypic information content 
and its change associated with novel phenotypes. Wagner proposes to mitigate this problem by using 
sequence data sampled from evolution experiments to quantify information differences between 
phenotypes. Although this approach also has limitations, for example, if a novel phenotype is highly 
information-rich, or requires many mutational steps to be “discovered”, Wagner shows that current 
technology suffices to quantify phenotypic information gain if the number of individuals sequenced 
from a population is sufficiently large relative to the amount of genetic variation in the population. 
In addition, Wagner suggests that the information-theoretic framework can address the broad 
question of what makes a system evolvable, by positing that evolvable phenotypes have low 
information content. Quantifying evolvability can help answer important questions about the rates at 
which species diversify (see also [26]), and about the related concept of the open-endedness of 
evolution in exploring spaces of possible adaptations. 
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With the exception of a handful of well-studied model systems, most involving microbes (see e.g., 
[74]), and inferences linking major changes in phenotypic traits and phylogenetic structure 
(reviewed in [14]), we know little about how evolution brings about structural/functional novelty 
and innovation. The question is whether the evolutionary searches of the adjacent possible described 
by Wagner [72] typically describe more attainable, but less revolutionary innovations than many of 
those observed over macroevolutionary time, which could involve families of adaptations and 
innovations bundled into a single phenotypic feature (e.g., bird wings, see Table 1). Erwin [75] 
discusses this important topic, starting with an overview of the intellectual history of “spaces”, two 
of the most intuitive being how the states of different genes or different phenotypic traits in an 
individual are associated with fitness. But the metaphor of spaces extends to ecological strategies or 
“ecospaces”, and relations between phenotype and function. Erwin develops the idea that a static 
predetermined landscape of how evolution could proceed is a considerable oversimplification of 
how many novelties and innovations occur. He argues that over macroevolutionary time scales, 
adaptive multidimensional surfaces change in topology and new dimensions are added and (these or 
others already existing) potentially lost. Moreover, the topology of many spaces is likely to be non-
Euclidian, meaning that probabilities of shifting from A to B some topological distance away, could 
be complex, and even change during the macroevolutionary process. Changes to topology are a form 
of a priori blind “construction”, in that contingency in population states and environments provides 
the fuel for generally unpredictable changes in fitness landscape topology, including trade-offs 
between phenotypic traits. Erwin summarizes the importance of construction versus search in three 
points. First, topologies are complex, such that, locally, they are knowable and searchable, but as the 
space becomes more distant and less defined it is unlikely that search algorithms apply. Second, 
spaces evolve. Third, novelty and innovation alter spaces and generate new spaces. Erwin wonders 
whether novelty and innovation are space-topology specific, but notes that the pervasive observation 
of phenotypic convergence between otherwise independent taxa suggest that topological constraints 
exist and, as such, innovation is not (entirely) open-ended. More research is needed to investigate 
the implications of topological construction. 
There are considerable challenges in evaluating competing hypotheses to explain macroevolutionary 
patterns in innovation. Rabosky [26] addresses some of the main issues in statistically evaluating the 
impact of key innovations on adaptive radiation. Key innovations are important testing grounds for 
innovations more generally, since in opening a new ecological space, the former are a bellwether for 
the rates and extent of adaptive radiation (e.g., [76]). The expectation is that ecological opportunity 
is created when a new adaptive zone is opened, and innovations (e.g., functional novelties) are one 
possible source of that opportunity [14]. Rabosky evaluates innovations on phylogenetic trees, and 
begins by briefly reviewing the large literature on phylogenetic inference and the interpretation of 
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innovations. A persistent problem is the circularity of the concept (key innovations occur when traits 
permitting invasion are obtained) and consequential difficulties in testing it. An alternative is to view 
the key innovation as an evolutionarily successful trait that results in increased diversification rates. 
Rabosky argues on the contrary that differential rates of lineage diversification should not be used to 
evaluate the existence of key innovations. If species richness is largely regulated by diversity-
dependent (equilibrial) mechanisms, then there is little theoretical justification for linking 
innovations to faster diversification. This harkens to the idea that speciation generally entails both 
reproductive isolation and changes to the ecological niche (e.g. [77]); opening up a new niche (a key 
innovation) could facilitate the total number of new species, but does not necessarily increase the 
rates at which the species are formed. Rabosky argues that most tests of the predictions of key 
innovation have serious limitations, a central one being the low information content of many time-
calibrated phylogenetic trees. He concludes that future work should focus on ecological and 
evolutionary mechanisms in generating macroevolutionary patterns and put less weight on 
oversimplified hypotheses. 
  
Challenge and opportunity 
The contributions to this theme issue highlight the fundamental importance of scale in innovation. 
Scale in evolution is evidently spatial and temporal, but more generally it characterises the 
information stored and transmitted over networks. Information is in the genotype and in the 
phenotype, but also, as Wagner [72] relates, in the environment. The concept of information is a 
calculus. Information is differentiated in microevolutionary time through mutation, recombination 
and selection, and integrated in macroevolutionary time when living systems change in size and 
complexity. This raises the intriguing question of how the rate, magnitude and nature of innovations 
change as a system evolves from inception to maturity, and then possibly to senescence, decline and 
death (see [78]). West and colleagues [79] consider the inception of what is arguably the first major 
transition in life -- heredity -- and more specifically how membrane replication in protocells is an 
important step towards the emergence of nucleic acid blueprints and more complex cellular 
structures. Most theory regards RNA as the key initiator of heredity in biology. But as West and 
coworkers argue there are some practical difficulties in heredity ‘jump-starting’ with RNA. Rather, 
innovations associated with the emergence of nucleic acids were possibly preceded by an innovation 
of membranes themselves as the blueprint of protocellular reproduction and inheritance. Here, the 
genotype is in many respects also the phenotype. The authors present an evolutionary, computational 
model based on the biochemistry of some of the earliest cells [80]. Leaky fatty-acid vesicles grow 
and reproduce based on positive feedbacks emerging from the chemical dynamics of proton 
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gradients across the membrane, in interaction with mineral catalysts (FeS crystals), amino acids and 
fatty acids in the outer and inner environments. Even this conceptually simple, empirically-based 
model is complex, and although data for parameter value estimates is either rudimentary or lacking, 
the canonical values used are plausible: when sufficiently high catalytic rates and tight amino acid 
binding constants are assumed, the protocells grow and reproduce. As the system evolves based on 
selection for larger quantities of organics inside the protocell, the likelihood of the next novelty—
RNA heredity—becomes feasible. Once RNA and polymerase enzymes emerge, selection shifts in 
favour of a trade-off between replication speed and growth, avoiding parasitic collapse. This study 
highlights the pervasive observation that more complex, sophisticated levels of individuality are 
more likely to obtain and (generally) perform better if cheaters are prevented, kept at bay, or 
eliminated. 
Arguably, one of the most fundamental forms of innovation is the transition from autonomous 
individuals to the coordinated cooperating collective and to the new integrated individual [81]. 
Ratcliff and colleagues [82] consider how the evolution of collective life cycles could be associated 
with transitions to higher level individuality. A major obstacle to transitions to higher-level 
individuality is the difficulty with which lower level autonomy is lost, reflected by defection and 
freeloading. Interestingly, even when a transition is achieved, lower-level autonomy is never 
completely relinquished, as evidenced for example, in cancers [83]. Key to how life cycles select for 
higher-level dominance is the extent to which life cycle behaviours create variability within versus 
between collectives. Greater heritable variation between groups compared to within groups favours 
cooperation and transitions to higher-level individuals [84]. Life cycles that reproduce through a 
single cell bottleneck and subsequently develop clonally are thus the most likely route to 
multicellularity. Ratcliff and colleagues review the life cycles of key systems, including 
Pseudomonas fluorescens biofilms, snowflake yeast, volvocine algae, and choanoflagellates as 
examples of different stages of transitions in individuality. The authors use mathematical models to 
compare and contrast the propensity for different life cycles to produce a transition by assessing the 
likelihood that a beneficial mutation affecting lower- and higher-level fitness would spread in the 
population. Previous work identified ‘ratcheting mutations’ (beneficial to collectives but deleterious 
to single cells) as those most likely to transfer command to the higher-level individual; here the 
authors show that these mutations should spread most quickly when multicellular individuals 
develop clonally and the life cycle lacks a persistent unicellular phase. Interestingly, the transition in 
the cases of contingent multicellularity mentioned above each require only a single mutation, 
suggesting the ease at which the initial novelty can emerge, which would most likely be built-upon 
by a battery of further genetic changes to achieve the obligate multicellular individual. 
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The study by Ratcliff and colleagues shows the complexity of innovations leading to multicellular 
emergence in the face of cheats. Cheating can take a number of non-mutually exclusive forms 
including: not executing a cooperative function, not contributing to the public good, or abandoning 
the group. But, in leading to what amounts to competition or parasitism, cheating separates a 
population into two or more populations, one of which is coordinated and cooperative, and the other 
(s) that may form a single population of autonomous individuals, or break-up into a heterogeneous 
ensemble of lineages or quasi-species. A key expectation is that both the cooperative “host” and the 
cheating “parasite” will evolve (and possibly co-evolve). This opens the possibility that some 
adaptations in cooperators and cheaters will entail qualitative novelty and ultimately emerge as 
innovations. Aktipis and Maley [83] explore the routes to and maintenance of multicellularity, and 
draw parallels between innovations in cellular systems and those in human society. Although the 
analogies remain to be investigated in detail, there is appeal in the basic insight that similarities exist 
between relinquishing autonomy to form complex, cooperative structures such as multicellular 
organisms, and in complying with norms, morals, rules and laws in human society. Aktipis and 
Maley discuss how the tension between cooperation and cheating in multicellular organisms leads to 
innovations in the host, such as programmed cell death and immune systems that protect against 
disease from within and disease caused by other organisms. Moreover, innovations may emerge in 
cellular cheaters, such as invasive neoplasms (cancer), examples including evading the immune 
system, adapting to and changing the microenvironment, and dispersing to colonize new, hospitable 
tissues and organs [85]. Similar reasoning applies to visitors or residents in the organism, such as 
beneficial, neutral or pathogenic species and strains in the microbiota [86]. The authors conclude 
that insights into how cellular societies innovate so as to protect themselves could be translated into 
medical approaches that improve human health. 
Social cheating as a form of parasitism is an example of a more general manifestation of ecological 
abundance: where there are resources to consume, there will be consumers; where there are living 
organisms to predate or parasitize, there will be predators or parasites. The natural question is to 
know how hosts avoid the negative fitness effects of parasites, and how parasites can counter any 
such adaptations in the host. There is a considerable empirical and theoretical literature on 
antagonistic coevolution (e.g., [87,88]), but the origins of new adaptive strategies still remain 
unclear. Fortuna and coworkers [89] investigate this question using self-replicating computer 
programs (i.e., digital organisms) that interact and evolve in a user-defined computational 
environment. This approach has proved very useful for understanding evolutionary and 
coevolutionary processes [90,91]. The authors find that when host resistance traits emerge 
additionally from non-adaptive origins (i.e., exaptations), coevolution leads to complex and 
phenotypically diverse networks of interacting hosts and parasites. The resulting coevolutionary 
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outcome not only is predicted to increase population size and thereby facilitate additional 
adaptations and innovations, but also increases the persistence of entire communities. Interestingly, 
innovation mediated through exaptations may scale up to generate novel network structures that 
promote community persistence. These novel structures can be interpreted as forms of niche 
construction, and in a sense are innovations themselves. 
  
Transmission, selection and construction of novelty 
The two most discussed routes to innovation are de novo construction of a qualitatively new 
phenotypic trait and exaptation of such a trait through gene duplication or the modification of single 
non-functional or functional genes [15]. There is however another, oft neglected, mechanism in 
biology, and in culture and technology: the introduction of novelty from another population or 
another species, and the diffusion of novelty between individuals within a population. The 
importance of horizontal gene transfer or HGT has been recognized since the 1950s, stemming from 
its role in the transfer of antibiotic resistance, but it is only recent that an appreciation for its 
diversity, complexity and importance has emerged. A defining characteristic of many prokaryotes is 
the fuzziness of the species concept. This is largely due to their ability to transfer and accept genetic 
material between closely and distantly related individuals, but also between what we would consider 
to be different species [92]. Accepting genetic material implies that -- at least sometimes -- there is a 
fitness benefit that maintains the character in the lineage, but also that other life forms or mobile 
genetic elements such as phages and plasmids benefit from this permissivity on the part of their 
hosts. Hall and colleagues [74] explore how the diverse battery of HGT mechanisms contributes to 
the introduction and diffusion of novelties in bacteria. Hall and coworkers take significant strides 
towards an evolutionary framework for how HGT has been so successful and effectively conquered 
many conceivable routes towards expression and carriage in the recipient individual. Unique here is 
that the would-be innovation is likely to have been of adaptive significance (and possibly an 
innovation) in the donor species or lineage. The authors make the important point that due to the 
multitude of traits under selection in HGT, notions of the boundaries of what is an organism can 
become complex. In the context of innovation, the question is whether the novelty is shared between 
the transferred element and the donor, a sort of mutualism, which under certain environmental 
conditions can turn the relationship into conflict, more resembling parasitism. In either mutualistic 
or parasitic scenarios, there will be selection on the interacting entities to enhance or restrict 
subsequent transfer events, opening a world of possibilities of how HGT impacts other life-history 
traits, creates ecological opportunity resulting in adaptive radiations, and more generally how we 
view parasitism and mutualism as engines of novelty and innovation. 
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Horizontal information transfer such as that occurring in HGT is akin to the social transfer of 
information in multicellular animals. Social species span the gamut from microbes to men, but it is 
in the latter and in non-human animals where the transmission of novel information is best 
understood [18,93,94]. Specifically, a defining behaviour in many animal species is their ability to 
learn from others (social learning) and in so doing, incorporate the novelty (and the diffusion of the 
innovation through the population). However, the importance of network structure and social 
learning in the diffusion of innovations is difficult to assess. This is in part because agents may also 
learn asocially through trial and error [95]. Hoppitt [96] assesses methods for characterizing how an 
innovation diffuses through a social network of non-human animals when individuals can learn from 
others or, rather, learn through trial and error. The problem is that most past analyses have assumed 
basic one on one interactions, and have not developed more sophisticated tools for analysing more 
realistic social networks. Hoppitt evaluates an approach called Network Based Diffusion Analysis 
(NBDA) which can be used to a) detect the action and strength of social transmission relative to 
asocial transmission; and b) determine the typical pathways for diffusion of innovations in 
populations of animals. Hoppitt assesses what types of network should be used in an NBDA in order 
to accomplish each of these two goals. One problem encountered in such analyses is that the data 
may contain biases and noise. Hoppitt investigates different network types, among them observation 
networks, where social transmission can be inferred if the order of individual observation predicts 
the order of diffusion, and association networks where the probability of transmission is expected to 
correlate with the association time. He finds that these two network types are robust to bias and error 
in parameters. However, numerous other challenges remain, important among them being network-
specific interpretations of social learning strength in the diffusion of innovations. 
Many cultural variants achieve appreciable population frequencies without any apparent selective 
effect [97,98]. Examples in present-day humans include fads, fashions, adornment and first names. 
Defining characteristics of such cultural variants include their rapid emergence, spread, and decline, 
coexistence with alternative variants, and their promotion via the copying or the emulation of 
prestigious individuals [99]. One hypothesis to explain their near-neutrality, is that the present-day 
manifestations of these behaviours reflect evolutionary mismatches with what were more important 
phenomena in our distant past, and that the background behaviours promoting them have persisted. 
This does not preclude that the mechanisms responsible for their dynamics function the same way 
today as they did in the distant past. O’Dwyer and Kandler [23] explore the dynamics of what would 
appear to be a trait with no effect on survival or reproduction -- baby’s names -- with the objective 
of determining the extent to which transmission might follow neutral or non-neutral processes. 
Bentley and coworkers [100] previously showed a power law distribution of newborn names, with 
an exponent that depends on invention rate and total population size. O’Dwyer and Kandler derive 
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an analytical approximation for this progeny distribution under neutrality and show that the 
distribution of names over an interval of intermediate abundances shows an exponent -3/2, but this 
exponentially declines at and beyond sufficiently abundant names. Maximum-likelihood estimates 
of the neutral parameter allow for direct application of the theory to data. Moreover, the authors 
show how selective differences between names, in form of pro- and anti-novelty bias, can be 
modelled and applied to a data set of newborn names in Australia. They find that the empirical 
patterns are best described by anti-novelty selection against inventions before they reach appreciable 
frequencies, but once they do, selection is relaxed and names interact in a neutral manner. These 
results have potential implications for how marker information (i.e., neither too common, nor too 
unique) is achieved in the human population. Furthermore, the authors show that analyses based on 
only the most common cultural variants can lead to misleading inferences about underlying 
transmission processes. 
Two defining characteristics of humans are the complexity of their innovations and the remarkable 
diversity of their innovation toolbox. Innovation complexity and diversity reflect cumulative culture, 
that is, building culture over lifetimes and through generations. Whereas models and data indicate 
the probable routes of cumulative culture [101], less is known about how culture forms within the 
individual. Building culture during a lifetime requires repeated cycles of individual learning (a form 
of invention) and copying others (e.g., parents, peers, and prestigious individuals). A critical period 
in endogenizing is childhood. McGuigan and colleagues [102] review the growing literature on the 
significance of childhood in cumulative culture, and identify the underlying “dual engines” as 
invention and copying/transmission. The authors then present a study of children in which the 
subjects were free to invent, rather than have adult models introduce inventions. The authors focus 
on the scenario where the origin of certain inventions that contribute to cumulative culture occur 
during childhood [103]. The experimental design is complex, similar in spirit to an ethological field 
study. Despite inherent limitations in interpreting these kinds of controlled but complex 
experiments, the study reveals that social learning can facilitate more cumulative innovation than 
asocial learning, that higher level problem solving was more likely following success on a simple 
problem in a series, and that cumulative success could be driven both by the challenges of ecological 
loss of existing solutions and by the involvement of occasional superior innovators (older children). 
The broader picture is that humans, and ostensibly certain other primates, may be adapted to 
experiment and selectively transmit successful outcomes, providing a basis for the exaptation or 
amelioration of existing behaviours and the emergence and spread of novelties that become 
cumulative cultural innovations. 
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Interacting with, constructing and destructing the environment 
The abilities of life forms to generate inventions, refine novel phenotypic traits, and diffuse some of 
these to become innovations are, sometimes, innovations themselves. Cognition and information 
processing is a vast space for such innovations. Dukas [104] provides an overview of the 
foundations of cognition and associated innovations leading to ever-greater complexity, particularly 
in mammals. An important theme in the development of cognition is the perception of danger (e.g., 
temperature, predators) and opportunity (e.g., resources), in particular information gathering and 
transmission in a social environment. A basic form of information gathering found in single cells, 
from bacteria to vertebrate immune systems, relies on receptors and responses, both expressed via 
gene networks. These mechanisms, although rapid, are limited in the range of environmental 
responses they can accommodate. A major innovation in animals was the advent of the nervous 
system, which promoted more effective environmental sensing and inter-individual communication, 
and further innovation enabled capacities for information storage and retrieval. The advent of 
learning and long-term memory required the employment of existing standards, and in particular, 
biochemical chains and changes in gene expression. Learning and memory, in turn, provided the 
basis for further behavioural innovations and in particular, social learning. Thus, each successive 
innovation has either incorporated or complemented previous cognitive innovations. Dukas relates 
how social learning would have been selected in taxa with repeated interactions between individuals 
and long life spans. This highlights a unique aspect of social and individual learning: expertise. 
Expertise is how experience (through improved skills and increased knowledge) improves the 
performance of complex tasks. Once social learning was established, there would have been 
significant selection pressure to adapt it to complex social and asocial environments. Language fills 
this gap, and produces new opportunities and challenges that result in further adaptations for 
improved cognitive ability (e.g., [105] and (its correlate) further innovation [47]. More research is 
necessary, particularly in understanding how evolution underpins innovation epochs in cognition 
and expertise, and how these employ automated and plastic responses. 
The evolution of ever more sophisticated cognition in response to environmental opportunities and 
challenges is a prime example of how phenotypic traits diversify and complexify in form and 
function. Signalling (including language) and social learning would have had major consequences 
for how well organisms could cope with and exploit changing environments. One of the most 
fundamental ways in which this is accomplished is through altering the environment: niche 
construction. Niche construction is a powerful conduit of adaptation and innovation (e.g., [106]). 
However, niche construction is not limited to the extra-organismal environment--it can involve the 
organism’s phenotype itself, through for example, “phenotypic accommodation” [106,107]. 
17 
Arguably, the main distinction between the (classic conception of) the organism and its environment 
is that the former is an autonomous, reproducing entity. Beyond this, there may or may not be a 
disjunct in how information is stored and transmitted between an organism and its environment 
[108]. Niche construction is therefore an extension of the phenotype, subjected to selection, and 
manifests in gene-culture coevolution [109]. Allaby and colleagues [30] review one of the most 
fascinating forms of niche construction: domestication. Briefly, one species selects for sought-after 
traits in another, especially predictability, value and yield, and in so doing the former evolves 
through the development of management techniques and technologies. Although domestication and 
agriculture in particular occur across a broad range of taxa (slime moulds, snails, beetles, termites, 
ants), nowhere are they more diverse and complex as in the human population. Allaby and 
coworkers relate how true domestication results from directional selection on major traits, whereas 
the specific forms of agricultural traits in crop improvement or selection for particular varieties are 
often idiosyncratic to specific needs or environments. The authors discuss the well documented 
example of cereals, such as wheat and barley, where archeobotanical evidence suggests that 
morphological change occurred over thousands rather than hundreds of years, indicative of generally 
weak selection, but not incompatible with periods of strong selection due to environmental 
influences, social conditions, and prevailing technology. Allaby and colleagues evaluate this 
hypothesis using a combined model-data analysis of the fossil record of crop domestication to 
predict periods where human-driven selection in several cereals was particularly strong, and 
estimations of when the earliest selection for domestication began. They find that selection is indeed 
generally weak, and that periods of stronger selection may occur in parallel with technological 
innovations such as sickle technologies. Additionally, when many traits are under selection and no 
two are necessary for crop improvement, selection tends to be diluted on most traits and over most 
time periods. The authors relate how environmental and cultural contingencies were crucial to 
domestication rates and particular sought-after traits. Similar to other cultural and technological 
innovations (e.g., [108,110,111]) it appears that sufficient human populations sizes would have been 
necessary for cereal domestication and production innovations to obtain. 
The potential for biological evolution ultimately derived from mutation. Because many if not most 
mutations have negative impacts on fitness, genomes have adaptations to control mutation. The 
stochastic nature of mutation means that their appearance (i.e., nearly neutral or beneficial mutation) 
depends on population size. Although controversial, this same dependence – large population size – 
has been hypothesized to favour cumulative cultural evolution [112]. Fogarty and Creanza [113] 
review the literature, which suggests that this process operates in food producing societies but not in 
food gathering societies, the latter of which depend more on environmental risk. The authors 
develop a model to investigate the independent and interactive influences of population size and 
18 
environment on cultural accumulation in the form of tools and technologies. They assume that 
innovation is primarily driven by environmental challenge, but that innovations are to some extent 
environment-specific, meaning that innovations are potentially gained and lost when populations 
migrate or environments change [41,114,115]. However and importantly, those populations that 
construct their environments (e.g., building shelters, domesticating plants and animals and 
associated agriculture and husbandry) buffer themselves from environmental vagaries, and 
population size will dominate environmental contingency in driving innovative cultural 
accumulation. Taken together this harkens at predictions of evolutionary theory whereby adaptation 
to harsh or variable environmental conditions may be achieved by increased mutation rates or 
phenotypic plasticity, whereas adapting to long-term predictable environmental trends depends on 
occasional beneficial germ line changes (mutation), which become more probable with population 
size [116]. 
How novelty manifests itself in terms of phenotypic traits, functions and fitness depends on where 
we look in the innovation ecosystem, the time frame in the emergence and development of the 
innovation, and the prevailing environmental conditions. Innovations may be beneficial for one 
species and detrimental for other species, as for example, an innovation permitting a host to better 
resist its parasite, although as shown by Fortuna and coworkers [89] the precise effects can be 
complex. More generally, an innovation may be detrimental to individuals, populations or 
ecosystems in several non-mutually exclusive ways. First, an initially beneficial innovation may be 
expatiated or co-opted to become a detrimental one, as in the case of dynamite invented for mining 
but subsequently then used for artillery. Second, an innovation may outcompete existing 
phenotypes, resulting in their demise or extinction (“creative destruction” in economics and 
technology). Third, the innovation may have negative externalities, such as pollution produced by 
combustion engines. And fourth, in favouring population growth, the innovation may result in 
overexploitation of resources and the tragedy of the commons. Weinberger and colleagues [78] 
consider innovation in the human population and how it can sustain growth or rather result in 
population collapse or even extinction. They model how innovation increases the flux of ecosystem 
services, which boosts population size and results in further innovation and population growth via 
cumulative cultural evolution. A key point underscored by the authors is that innovations can also 
have social and environmental costs, which limit population growth [117]. The authors find that 
continued innovation and population growth is only possible if the positive externalities of the 
innovations are sufficient, which allows for a large stock of technologies. When externalities are 
sufficiently negative, the population can only persist, albeit at lower numbers, if the stock is reduced 
to a minimum. Finally, the model shows that population collapses are possible in-between these two 
extremes, and these further depend on the minimum standard of technology humans are willing to 
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accept. This study suggests that the coevolutionary dynamics between population and innovation 
critically depend on the positive or negative externalities of innovations and on the changing 
minimum technological requirements of populations. 
  
Concluding remarks 
Innovation research encompasses a vast spectrum of phenomena, spanning the biological, cultural 
and technological sciences. This special issue takes modest steps in surveying and investigating the 
scope of interesting problems surrounding innovation, and yields a number of insights that will fuel 
future directions. The conceptual frameworks, mathematical and computational models and 
experiments in this special issue support the view that only a small number of key mechanisms may 
be necessary to understand innovations. Nevertheless, robust tests are elusive, particularly for 
innovations manifesting over long time periods. In this regard sufficiently rich data can reveal 
macroevolutionary patterns through, for example, ancient DNA analysis [118]. At the other extreme, 
the recent explosion of experimental evolution [119–121] and ever-increasing sophistication in 
behavioural studies [18] have important roles to play in scientifically evaluating competing 
hypotheses--depending on the system--over time scales amenable to many research teams. 
Mathematical and computational models will be central in evaluating candidate processes driving 
innovation regardless of time scales. 
Despite our suggestion that contributors to this special issue adhere to a common definition of the 
term “innovation”, there were notable contrasts. These spanned the gamut from single quantitative 
changes to the phenotype through to qualitative novelties requiring multiple mutations and 
recombinations. All had in common either some form of phenotypic novelty, or a major step in the 
efficiency or productivity of the execution of a function. This state of affairs reflects a combination 
of contrasts in perspective of where adaptation stops and innovation begins, and differences in the 
complexity of the topology of evolutionary spaces on the path to innovation. We view this as an 
enriching, challenging reality of the current state of the field. 
The contributions to this special issue highlight the intricacy of the innovation ecosystem, which 
consists of networks of phenotypic traits on different scales, associated changes in behaviour and 
function, performance and fitness, and current and future impacts on the surrounding community 
and ecosystem. Clearly, developing a constellation of theories for such multi-layered systems will be 
a daunting challenge and insights into how the complexity of novel traits limits their occurrence and 
influences their evolvability [122] will be key to theoretical developments. Given these current 
lacuna it is not surprising that innovation largely remains an a posteriori assessment of change and 
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its impact. Future study should identify the eco-evolutionary milestones preceding and predicting 
innovations. 
In closing, we believe that innovation processes in biology, culture and technology have a small set 
of key features in common. The main defining contrast appears to be the dynamics and complexity 
of sensory-cognition-communication interactions (Figure 1). In this regard, we claim that these 
disciplines are not as distinct as they may appear, but rather they form an overlapping continuum. 
The moon-shot is to understand how the central features drive innovation in all living systems, 
paving the way for a general theory. 
……………………………………. 
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BOX 1. Sorites paradox 
Much of our understanding of innovations is based on descriptive, conceptual frameworks. An 
important problem of many conceptual frameworks is encapsulated in the Sorites paradox, where the 
categorical labelling of a state is subjective, yet different grades of the (subjectively) labelled state 
are quantitative measures themselves (e.g., [123]). For example, the determination of baldness in 
humans has no objective threshold as measured by the number of hairs on the scalp; however, a 
male with fewer hairs per unit scalp area could be said to be balder than someone with more hairs. 
The Sorites paradox highlights why some qualitatively new phenotypic traits are deemed 
“innovations”, and it highlights the role of consensus and subjective judgment in this labelling. It 
raises the unsolved question of how or whether relative levels or magnitudes of innovation (marginal 
to transformational) can be scientifically distinguished from one another (see Box 2). 
 
BOX 2. Statistical detection of innovation? 
The very definition of new, novel, never before seen, makes most (if not all) innovations 
unknowable before they occur, or increasingly knowable (but still probabilistic) as candidate 
inventions emerge and novelties begin to spread. Relevant notions of feasibility and probability have 
been conceptualized as the “actual and the possible” [124] and the “adjacent possible” [125]. 
Wagner [16] establishes a rigorous definition of morphological novelty based on mechanisms 
leading to departures from homologous phenotypic characters (see also [50]). 
Recent computational and theoretical modelling work has addressed numerous themes relating to 
innovation, including patterns generated by the process of technological evolution [126], 
distinguishing novelty [127], quantifying the magnitude of innovation [128], measuring the time to 
attain an innovation [129], detecting innovation as revealed by power law distributions of activities 
as proxies for inventions [130], and predicting innovations from the adjacent possible [131]. In the 
context of macroevolution, several interrelated approaches to assessing innovations (“key 
innovations”) have been proposed (reviewed in [26]; for adaptive radiations, see review in e.g., 
[14,76]). For example, Heard and Hauser [24] proposed a two part test for “key innovations”, 
whereby (1) an ecological/functional change in a taxon is associated with increased speciation or 
decreased extinction rates compared to a sister taxon, and (2) a number of innovative and sister 
clades are treated as independent observations. Similarly, Bond and Opell [132] proposed three 
criteria for a key innovation: the trait must (1) be present in two or more organisms and inherited 
exclusively from their common ancestor; (2) be functionally advantageous; and (3) be capable of 
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contributing to adaptive change. Rabosky argues that components of these and other approaches are 
fraught with conceptual issues and/or methodological problems (see also [11]). 
Based on more recent work and on some of the contributions in this volume, we propose the 
following complementary criteria to identify key innovations. Criterion 1: A gain in phenotypic 
information or complexity. The gain can, in principle, be quantified using information theory [133] 
(see also [72]). This criterion aims to exclude adaptations that result from a loss of traits and thus a 
loss of phenotypic complexity [10]. Criterion 2: The altered or new phenotypic trait is associated 
with one or more measures of increased performance or novel function (e.g., flight that boosts 
hunting efficiency, predator escape, and/or mating number or quality), and positive relative fitness 
(if in same niche) or positive absolute fitness (if invading a new niche). Criterion 3: The growth of 
the population harbouring the novelty is associated with significant community and ecosystem 
impacts and (particularly for key innovations) in the longer term, further innovation and/or adaptive 
radiation of the innovated lineage. In the spirit of Figure 3, we suggest that these three criteria can 
each be assessed statistically as (significant) deviations from prevailing trends. Nevertheless, given 
difficulties in obtaining sufficiently rich data to conduct such tests (e.g., [72]), we expect that their 
application will be difficult if not impossible for many systems. 
 
BOX 3: The limits to innovation 
Scaling theory in biology and technology offers several examples of contrasts between different 
organisms or products that -- although apparently substantially different -- are nevertheless 
variations on the same theme. In the accompanying figure, we show two cases. The first involves 
metabolic rate. Even though a unicellular organism is clearly different than an elephant, both 
actually satisfy the same statistical scaling law between mass and metabolic rate. Metabolic 
innovations, however, are strongly suggested by the visible discontinuities (changes in the intercept) 
that define qualitatively different groups (poikilotherms and homeotherms) (cf discontinuities 
portrayed in Figure 3). The second example involves motors, both biological and engineered, and 
their force output. Here, the constraints appear more severe, resulting in that the maximum force 
output generated by a fly’s muscles satisfies the same constraint as the force output of a jet engine. 
Thus, the “space of the possible” in this relationship is constrained by simple, general rules 
stemming from the fundamental laws of chemistry, physics and biology. 
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Legend for figure in Box 3. Scaling in biology and technology. Panel A shows relationship 
between temperature-corrected metabolic rate, ln(IeE/kT), measured in watts, and body mass, ln(M), 
measured in grams. Variables are M, body size; I, individual metabolic rate; k, Boltzmann’s 
constant; T, absolute temperature (in K). E is the activation energy (after [134]). Panel B shows the 
scaling of force output for different biological and engineered motors (after [135]). 
 
 
 
 
 
 
 
Figure in Box 3 
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BOX 4: The importance of innovation 
A deeper understanding of innovative change will be built on a research program integrating 
behaviour, ecology, evolution, environment, network theory, and information theory. This program 
is important for several reasons and generates numerous challenging questions. 
● Understanding innovation contributes to crystallizing notions of the predictability of 
evolution. How predictable (or inevitable) are innovations in the biological and in the cultural and 
technological realms? This is important since a major distinction between biology and 
culture/technology is the latter’s (apparent) goal-oriented, rapid generation and filtering of ideas and 
inventions (the Sensory and Cognition box in Figure 1; see also [136]). Nevertheless, there is 
evidence that many innovations in culture/technology stem from serendipitous events [137,138]. In 
biology, novelties are similarly difficult if not impossible to predict before their building blocks 
begin to emerge [75,121]. 
● Innovations and population growth are expected to be mutually reinforcing. Features of a 
population including its size, social interactions, and established standards [110,138,139] influence 
the probability of innovation. Innovation may foster ecological opportunity, which, in turn promotes 
population expansion and adaptive radiation [14,140]. In cultural evolution where this phenomenon 
is also reasonably well studied, population growth may promote cultural evolution [141] and 
demographic change [142]. Therefore, population growth and innovation are expected to be 
mutually reinforcing [78,113,130,143,144]. 
● Innovation is often associated with solving problems and/or realizing opportunities. Problems 
or challenges occur within the current niche, and include unfavourable abiotic conditions and 
difficulties in obtaining resources. Opportunities require operating in other niches, and include more 
favourable abiotic conditions and the availability of novel resources (for biology and technology see 
[145]; for behavioural innovations see [146,147]). To the extent that unsolved problems limit 
population size (and the associated likelihood of inventions), does this also stymie innovation (see 
e.g., [148])? 
● Studying innovation is central to understanding the diversity and complexity of life. Could an 
increase in diversity associated with innovations result in the saturation of niches and in ever-fewer 
opportunities for further innovation, or in innovations of progressively smaller magnitude? Or 
rather, is innovation continual and open-ended [22]? For example, could an increase in diversity 
caused by innovations result in the saturation of niches and in ever-fewer opportunities for further 
innovation, or in innovations of progressively smaller magnitude? Are environmental disturbances 
and/or population extinctions necessary to ‘reset the clock’, providing adaptive space for new 
innovations? Does innovation simplify system structure in some contexts, and complexify it in 
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others? Under what conditions does organism complexity [149] or system robustness [150] affect 
innovation? 
● Innovation instructs on associations between adaptation and fitness. Mean population fitness is 
expected to increase for adaptations to the current ecological niche, but mean fitness may increase, 
decrease or remain unchanged when adapting to a new habitat (for discussion and examples, see 
[151]). In producing a (considerable) rewiring of phenotypic traits and being constrained by 
tradeoffs, do innovations decrease certain measures of fitness? Headway in understanding 
innovation in response to challenges with novel carbon substrates has recently been made using an 
experimental evolution approach [152]. 
● Innovations influence existing trade-offs and may create new ones. Tradeoffs occur when there 
is competition involving: phenotypic traits, gene expression, hormones and signalling molecules, 
and resource allocation [153]. In rewiring the phenotypic traits of an organism, or influencing levels 
of selection [82], will the emergence of a novelty also shift traits along existing trade-off surfaces or 
change the shapes of trade-offs themselves? This can be viewed metaphorically as altering the 
ruggedness and shifting fitness peaks on a fitness landscape, or adding new trait dimensions to a 
multi-dimensional landscape [154].  
● Innovations may have negative externalities and evolve in terms of their function and impact 
on the environment. An innovation’s functions may evolve and diversify, a prime example being 
domestication [155]. Such innovations can have net benefits, but also negative externalities. 
Examples include the effects of domestication on farm animal well-being and associated land use 
changes (see e.g. [93], and theoretical development in [78]). In addition, the same innovation can 
have different uses, such as the exaptation of fertilizer components for making explosives [156]. 
Vermeij and Leigh [145] argue that human-driven innovative systems are more prone to negative 
externalities than are natural systems. 
● A general theory of innovation will identify processes that unite biological, cultural and 
technological spheres. Many authors have compared and contrasted evolutionary frameworks for 
innovation between biology, culture and technology (e.g., [34,37,139,145]). Is there a level of 
resolution at which all innovations follow the same basic rules? Or rather, are the apparent 
differences between innovations in generational (slow evolutionary) systems and intra-generational 
(fast) systems actually just different points along a continuum? 
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Glossary 
Adaptation: A trait that helps an organism survive or reproduce in a given environment. 
Blueprint: Stored information that interacts with the environment, resulting in a phenotype. The 
stored information may be transmitted from parents to offspring via genetic material or epigenetic 
alterations, or between individuals via horizontal gene transfer or through cultural / behavioural 
inheritance. Blueprints are subject to alteration (e.g., mutation) and to evolution due to random drift 
and selection. Examples of structures containing or embodying blueprints include DNA, brains, 
patents, instruction manuals, and semiconductors. 
Exaptation: The modification or co-opting of an existing phenotypic trait, which may or may not 
have served a fitness-influencing function, into a new or radically modified trait with the same or 
new function. 
Function: The association between a phenotype and a behaviour that influences performance and 
fitness. Function therefore has proximal (behaviour) and ultimate (performance and fitness) 
components. In the example of bird wings, proximal components include flying and paddling. 
Ultimate components include resource acquisition and predator avoidance. 
Innovation: A qualitatively novel change to the phenotype that results in either a radical 
performance improvement to an existing function and spreads through the population, or the 
emergence of a new function and the establishment of a new ecological space (key innovation). 
Innovations have significant impacts on the surrounding community and the ecosystem, and in the 
case of key innovations, on lineage diversification. 
Innovation ecosystem: The ensemble of components (DNA, molecular, cellular and tissue 
architectures, other complex phenotypic traits) forming an innovation, and their interactions with 
each other and the surrounding environment (see example of winged flight in birds in Table 1). A 
given component may be specific to a particular innovation, whereas other components may be 
associated with the innovation and to other (possibly unrelated) traits. 
Invention: The appearance of a new phenotypic variant or the modification of an existing variant. 
The variant potentially contributes to producing a novelty. In biology, certain DNA mutations 
produce inventions, whereas in culture and technology inventions result from new ideas and 
discoveries. 
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Key innovation: Novel traits that promote niche expansion or the invasion of qualitatively new 
niches, and result in lineage diversification. 
Novelty: The radical modification of an existing phenotypic trait or the emergence of a new 
phenotypic trait. A novelty may form the basis of an innovation if the former spreads through a 
population, or results in population expansion into a new ecological niche. 
Phenotypic trait: Any (bio)chemical, physical, or behavioural feature of the individual, resulting 
from the interaction between blueprints and environments. 
Standards: Specifications or properties shared by the components of a technology. Commonly 
applied to human technologies, the notion can also be applied to adaptations and innovations that 
occur in different organisms. 
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Figure 1. A simplified diagram of processes leading to innovation. Innovations are the result of 
inventions and recombinations that generate a qualitative phenotypic change, or a novelty, that is 
transmitted between individuals, and subject to selection and stochastic effects. Innovation manifests 
as the novelty spreads (or after it has spread), the former embodying interactions and 
interdependencies at various scales (i.e., the “innovation ecosystem”; see Table 1 for example of 
winged flight in birds). As emphasized by papers in this special issue, the environment influences 
the emergence of innovations, which, in turn, impact the environment. Note that the conventional 
notion of biological innovation (as opposed to cultural and technological) downplays the role of 
sensory and cognitive processes in the generation, filtering and horizontal spread of information 
(and possible novelties) among individuals. 
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Figure 2. A classification of change. Most successful adaptations are not innovations (lower left), 
since necessary conditions for an innovation (upper left) include both a qualitative change in a 
phenotypic trait (a novelty) and that the novelty has positive fitness; that is it either spreads through 
the population (positive relative fitness resulting in competitive elimination of the ancestor) or 
results in the invasion of a new niche (positive absolute fitness). Some qualitative trait changes have 
nearly neutral or even negative fitness effects, and either persist at low frequencies (latent 
innovations; upper right), or go extinct and may only return if a specific mutation or recombination 
event occurs again, or in the realm of human technology if an invention is rediscovered and 
integrated into an existing process or product. See main text for discussion of additional necessary 
conditions for innovations. 
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Figure 3. Illustration of how innovations may impact the state of a population through time. In 
(A), the population adapts, but does not innovate. It is also possible that no adaptation occurs during 
certain periods or that the population maladapts (not shown). In (B), the population innovates 
without appreciably altering its ecological niche. Innovations (dotted segments) are infrequent step 
departures from the prevailing adaptive trend (solid segments). Innovations become increasingly 
frequent as the population grows in size (due to, for example, more mutations or more 
recombination events) and as the population accumulates more information (e.g., trait complexity; 
cumulative culture). In (C), the population innovates (dotted segments) and in so doing invades and 
radiates in a new ecological niche. Four such populations (or species) are illustrated here (ancestor 
line A, and three derived populations/species, each represented by a dashed black line followed by a 
solid line, the latter representing adaptation). Note that “population state” could be represented in 
different ways depending on the context, including population size, absolute fitness, relative fitness 
(selection), phenotypic complexity or cumulative culture. The trajectories presented in this figure 
therefore are intended to depict innovations as step departures from a trend and not a precise 
representation of any specific measure of population state. 
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Figure 4. Simplified representation of the fitness of an innovated lineage through time. 
Invention (e.g., mutations) and recombination may lead to a novelty, which may show an increase in 
fitness of novel phenotype relative to the ancestral phenotype (dashed line), no change (not shown), 
or a net cost (solid line). The latter may occur if major rearrangements underlie the novelty, or if 
environmental conditions are not favourable. To potentially become an innovation, the novelty must 
spread in the population, or promote population invasion into new niches, and either of these may 
require some combination of refinements (e.g., DNA mutations that compensate costs; ameliorations 
that make a technology more efficient or productive), adaptations in other phenotypic traits, and 
environmental change. Note that fitness may or may not eventually increase relative to the ancestral 
population in situations where the innovation is associated with the invasion of a new, open niche 
(not shown). 
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Figure 5. Hypothetical examples of how an environmental variable affects the spread of a 
novel phenotype. The interaction between the novelty (change in ancestral fitness due to the 
novelty) and the environment may either inhibit (latent innovation or extinction; blue shading) or 
promote (innovation; red shading) the spread of the novel phenotype. The lower curve shows a 
novelty that goes extinct unless the state of a hypothetical environmental variable is favourable. The 
middle curve shows a novelty that persists at low values of the environmental variable and only 
increases at intermediate / high values. The upper curve shows a novelty that always spreads 
regardless of environmental conditions. 
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Figure 6. Effect of innovation on niche occupation. Niche breadth before a hypothetical 
innovation is shown by the solid curve. In (A), the innovation is associated with simultaneous 
expansion (right extreme) and contraction (left extreme) of niche occupancy. In (B), the innovation 
permits greater efficiency and/or productivity, resulting in domination of part of the same niche 
(e.g., creative destruction). In (C), the innovation is associated with a shift to, and domination of, a 
new niche. All curves expressed as relative frequencies (niche occupancy); other competing 
populations not shown. 
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Figure 7. Hypothetical innovation phylogenies for three basic (non-mutually exclusive) 
scenarios. In creative destruction (A), each successive novelty occupies a single niche, and the 
resulting innovation competitively eliminates the previous one(s). Innovation may create 
opportunities for further diversification (B), whereby each successive adaptation or innovation 
expands the niche (e.g., bipedal posture and wings). Finally, an innovation may be exapted (C) from 
a previous phenotypic state, resulting either in replacement of the previous state or coexistence 
between the ancestral and derived states. See also Figure 3. 
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Table 1. Winged flight as an innovation ecosystem. This table shows multiple (non-exhaustive) 
biological levels of organization, how they are associated with invention, novelty and innovation, and how 
these associations manifest in the example of winged flight, which originated in dinosaurs and persists to 
this day in their avian descendants with numerous adaptive and novel modifications [157,158]. “Winged 
flight” is a convenient label for an innovation, but the underlying adaptations and novelties form a trait 
complex, and together with environmental interactions, comprise an innovation ecosystem. All 
components of this innovation ecosystem (e.g., developmental pathways, tissue architectures, and 
behaviours) contribute to winged flight. These components may themselves be novelties, and may be 
singular to wings and flight, or they may have been co-opted or modified from other trait complexes (see 
e.g., [159] for the origins of feathers). In table below, x (?) indicates that the indicated entity does (may) 
affect the associated biological level. 
  
 
BIOLOGICAL 
LEVEL 
 
 
Genes 
 
Molecules 
Cells 
Tissues 
 
Organs  
Systems  
Appendages 
 
Individual 
 
Population 
 
Community 
Ecosystem 
Diversification 
ROLE IN 
INNOVATION 
ECOSYSTEM 
Encoding Expression and 
Development 
Physiological 
or Ecological 
Function 
Performance Selection and 
Evolution 
Ecological 
impact and 
Adaptive 
radiation 
INVENTION x x ? ?   
NOVELTY x x x x ?  
INNOVATION x x x x x x 
EXAMPLE OF 
WINGED 
FLIGHT IN 
BIRDS  
Genes 
encoding the 
developmen
t and 
expression 
of bird 
appendages 
and wings in 
particular 
Development 
and expression 
(tissue structure 
and metabolism) 
produce and 
maintain wings 
and their 
substructures 
(muscles, 
feathers, 
cartilage) 
Wings enable 
propelled 
flight 
Flight enables 
escape from 
antagonists, 
local foraging, 
long distance 
displacement 
Enhanced 
performance 
increases 
fitness and 
representation 
of novel trait in 
future 
generations 
Adaptive 
radiation in 
birds. 
Ecological 
success of 
innovated 
species may 
result in 
ecosystem 
impacts 
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