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SOLUTIONS OF SECOND-ORDER PDES WITH
FIRST-ORDER QUOTIENTS
EIVIND SCHNEIDER
Abstract. We describe a way of solving a partial differential
equation using the differential invariants of its point symmetries.
By first solving its quotient PDE, which is given by the differen-
tial syzygies in the algebra of differential invariants, we obtain new
differential constraints which are compatible with the PDE under
consideration. Adding these constraints to our system makes it
overdetermined, and thus easier to solve. We focus on second-
order scalar PDEs whose quotients are first-order scalar PDEs.
This situation occurs only when the Lie algebra of symmetries of
the second-order PDE is infinite-dimensional. We apply this idea
to several different PDEs, one of which is the Hunter-Saxton equa-
tion.
1. Introduction
One general approach to finding solutions to a PDE is to add to
it additional differential constraints, with the idea that the resulting
overdetermined PDE is easier to solve than the original PDE. In par-
ticular, a sufficiently large number of additional constraints may lead
to a PDE whose Cartan distribution is completely integrable. One
obstacle for applying this idea in practice comes from the fact that
finding compatible differential constraints is a nontrivial task. Most
additional differential constraints are incompatible with the original
PDE, resulting in an overdetermined PDE with no solutions.
Another of the general approaches to studying PDEs is to use their
symmetries. We will consider these two ideas together and show that
looking for additional constraints only among differential invariants
(of a Lie algebra of point symmetries) makes the problem of finding
compatible constraints tractable. One of the essential insights which
motivate this approach is that the set of compatibility conditions for
such additional constraints is closely related to the quotient of the PDE
(the differential syzygies in the algebra of differential invariants).
Key words and phrases. Nonlinear differential equations, differential invariants,
quotient PDE, differential syzygies, Hunter-Saxton equation.
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2 EIVIND SCHNEIDER
The idea is the following: The Lie algebra of symmetries gives an
equivalence relation on the space of (local) solutions. By solving the
quotient PDE, we get additional differential constraints that can be
added to the system. Roughly speaking, each solution of the quotient
PDE corresponds to an equivalence class of solutions to the original
PDE, and adding the resulting additional differential constraints to
the original PDE then amounts to restricting to a specific equivalence
class of solutions.
Finding the quotient PDE is not trivial in general, but the difficulties
lie within the two main fields of algebraic geometry and linear PDEs,
which are better understood than the field of nonlinear PDEs. More-
over, for all the PDEs we consider in this paper, finding the quotient
is an easy task. Therefore we work under the assumption that the
main challenges are to solve the quotient PDE to obtain the additional
differential constraints, and to solve the resulting overdetermined PDE.
As was pointed out in [13], we can not, in general, expect the quotient
PDE to be easier to solve than the original PDE. Therefore we will
focus on PDEs with a first-order scalar quotient PDE since these can,
at least in principle, be solved by the method of characteristics. We will
notice that such quotients appear only when the symmetry Lie algebra
is infinite-dimensional. With several examples, some well-known and
others specifically constructed, we show how the ideas outlined above
can be used to find general solutions to some second-order scalar PDEs
on functions of two variables.
Section 2 gives an overview of the theory of jet spaces and differential
invariants, sufficient for our purpose. For readers new to this subject,
we illustrate all concepts using Burgers’ equation as a running example.
We also provide some Maple code since the computations we are doing
here are very well-suited for computer algebra systems. In Section 2.7,
we show that a necessary condition for the quotient to be a first-order
scalar PDE only if the Lie algebra of symmetries is infinite-dimensional.
A reader with some knowledge in the theory of differential invariants,
or one who is mostly interested in seeing how the ideas work in practice,
may wish to jump directly to Section 3, where we describe in detail
how to find the general solution to the Hunter-Saxton equation. It
illustrates the ideas in detail and gives a new perspective on the general
solution found by Hunter and Saxton.
In Section 4, we consider other PDEs with infinite-dimensional Lie
algebras of symmetries. Details here are sparse, as the purpose is to
illustrate the general method with many examples rather than getting
lost in the details of each of them. We end the section by looking at two
examples again, from a different viewpoint, and find their quotient with
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respect to a finite-dimensional symmetry Lie algebra. In this case, the
quotient is not a scalar PDE, but a system of two, partially uncoupled,
first-order PDEs.
2. Symmetries of PDEs and differential invariants
We will focus our attention on differential equations of the form
F (t, x, u, ut, ux, utt, utx, uxx) = 0 (1)
on a function u(t, x), with a nontrivial Lie algebra g of (infinitesimal
point) symmetries. We are going to look for additional differential
constraints of the form
G(t, x, u, ut, ux, utt, utx, uxx) = 0
which are compatible with (1) and g-invariant. They will be built
up from differential invariants, and we will find them by solving the
quotient PDE of (1) with respect to g. This section is devoted to
explain the necessary concepts from the geometric theory of PDEs and
differential invariants. For a more detailed treatment of these topics
we recommend [3, 10, 5, 4].
2.1. The PDE as a manifold. Fix a point a ∈ R2, and let Jka (R2)
denote the set of k-degree Taylor polynomials of smooth functions on
R2 centered at the point a. Let Jk(R2) = ∪a∈R2Jka (R2), so that Jka (R2)
is a bundle over R2. Denote the projection Jka (R2) → R2 by pik. For
any function f ∈ C∞loc(R2), we define its k-jet [f ]ka ∈ Jka (R2) at a ∈ R2
to be its k-degree Taylor polynomial centered at a.
We will use coordinates t, x, u, ut, ux, ..., utxk−1 , uxk on J
k(R2). If a ∈
R2 is given by (t0, x0), then the coordinates of θ = [f ]ka are
t(θ) = t0, x(θ) = x0, u(θ) = f(t0, x0),
ut(θ) =
∂f
∂t
(t0, x0), ux(θ) =
∂f
∂x
(t0, x0), ...,
utxk−1(θ) =
∂kf
∂t∂xk−1
(t0, x0), uxk(θ) =
∂kf
∂xk
(t0, x0).
By varying a, we see that any function f gives rise to a section of
Jk(R2)→ R2 which we denote by jkf . It is given by jkf(t, x) = [f ]k(t,x).
There is additional geometric structure on Jk(R2) responsible for
filtering out, from the set of all sections of pik, those that are of the
form jkf . It is called the Cartan distribution, denoted Ck. At each
point θ ∈ Jk(R2), it defines a subspace Ckθ ⊂ TθJk(R2). It is the
span of tangent planes of sections of the form jkf with the property
θ = jkf(pik(θ)). In J
1(R2) the Cartan distribution is the kernel of the
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one-form ω0 = du − utdt − uxdx, and in J2(R2) it is the kernel of the
three one-forms ω0, dut−uttdt−utxdx, dux−utxdt−uxxdx. In a similar
way we may define the Cartan distribution on Jk(R2) as the kernel of
dutixj−i − uti+1xj−idt− utixj−i+1dx, for i = 0, ..., j and j = 0, ..., k − 1.
By interpreting (1) as an equation on J2(R2), we obtain a subman-
ifold E2 ⊂ J2(R2). The significance of this manifold comes from the
following fact: If f is a solution to (1) defined on D ⊂ R2, then j2f(D)
is a two-dimensional submanifold of E2. Moreover it is an integral
manifold of the restriction of the Cartan distribution to E2.
From this viewpoint we get a natural generalization of the concept
of solution to (1), namely a two-dimensional integral manifold of the
Cartan distribution. And we will see in some of the examples below
that we may get solutions that are not given globally by a function on
R2.
A smooth solution to (1) is also a solution to the third-order equa-
tions Dt(F ) = 0, Dx(F ) = 0. We define E3 = {F = 0, Dt(F ) =
0, Dx(F ) = 0} ⊂ J3(R2), and similarly, by repeated differentiation,
Ek ⊂ Jk(R2). This results in a tower of bundles
R2 ← J0(R2) = R2 × R← J1(R2)← E2 ← E3 ← · · · .
We will also use the notation E0 = J0(R2) and E1 = J1(R2) when
convenient.
Since dim Jk(R2) = 2 +
(
k+2
2
)
and Ek is given by
(
k
2
)
independent
differential constraints, we get
dim Ek = 3 + 2k
implying that the fibers of Ek → Ek−1 are two-dimensional. Naively,
considering formal solutions of F = 0, we may use this count to esti-
mate the size of the solution space of (1). Since dim Ek = dim Jk(R,R2),
we expect the solution space to be parametrized by two functions of
one variable.
Burgers’ equation. We will use Burgers’ equation as a running example
to illustrate the concepts in this section. Burger’s equation is defined
by F = uxx−ut−uux = 0. It defines a seven-dimensional submanifold
E2 ⊂ J2(R2). Its prolongation E3 is defined by
Dx(F ) = uxxx−utx−u2x−uuxx = 0, Dt(F ) = utxx−utt−uutx−utux = 0
in addition to F = 0, and is a nine-dimensional submanifold in J3(R2).
2.2. Point symmetries. Let X be a vector field on J0(R2). In coor-
dinates it takes the form
X = a(t, x, u)∂t + b(t, x, u)∂x + c(t, x, u)∂u.
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There is a unique vector field X(k) on Jk(R2) that projects to X and
preserves the Cartan distribution on Jk(R2). We call it the kth pro-
longation of X. The flow of X(k) takes (local) integral manifolds of
the Cartan distribution on Jk(R2) to integral manifolds. The formula
for X(k) can be found in many introductory treatments of this topic.
See for example [3, 5]. The computations in this paper are mostly done
with the DifferentialGeometry and JetCalculus packages in Maple,
where the Prolongation procedure computes the prolongation for us.
Definition 1. A vector field
X = a(t, x, u)∂t + b(t, x, u)∂x + c(t, x, u)∂u
is a (point) symmetry of F = 0 (or E) if X(2) is tangent to E2 ⊂ J2(R2),
i.e.
X(2)(F )|E2 = 0. (2)
It follows thatX(k) is tangent to Ek for every k. The set of symmetries
forms a Lie algebra. Since X(k) preserves the Cartan distribution,
its flow acts on the space of (local) integral manifolds of the Cartan
distribution on Ek, and thus on the space of solutions of F = 0.
Equation (2) is a polynomial in ut, ux, utt, utx, uxx, and restricting
to E2 can be done by using F = 0 to write one of these coordinates
in terms of the others. The vanishing of the remaining polynomial is
equivalent to the vanishing of each of its coefficients, which are linear
differential equations on a, b and c. This system of PDEs is often highly
overdetermined and not difficult to solve.
Symmetries of Burgers’ equation. The Lie algebra of point symmetries
of Burgers’ equation is spanned by
∂t, ∂x, t∂x + ∂u, t
2∂t + tx∂x + (x− tu)∂u, 2t∂t + x∂x − u∂u.
We show how the symmetries of Burgers’ equation can be found with
a few lines of Maple code, since this type of computation is very well-
suited for computer algebra systems.
restart: with(DifferentialGeometry): with(JetCalculus):
DGsetup([t,x],[u], E,2):
F := -u[]*u[2]-u[1]+u[2, 2]:
phi:=Transformation(Prolong(
DifferentialEquationData([F],[u[2,2]]),3)):
X:=a(t,x,u[])*D_t+b(t,x,u[])*D_x+c(t,x,u[])*D_u[]:
sol:=pdsolve({coeffs(
expand(Pullback(phi,LieDerivative(Prolong(X,2),F))),
[u[1],u[2],u[1,1],u[1,2]])}):
eval(X,sol);
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This code does mostly symbolic manipulations. However, in the next-
to-last line, it uses pdsolve to solve a system of PDEs. In this case
the pdsolve procedure is able to find all solutions, but in general, care
must be taken when using this procedure and one should not trust it
blindly.
While the Maple code is spread throughout Section 2, it should be
considered as one unit: Later code may depend on previous code. The
main reason for this is that we avoid having to write the three first
lines every time.
2.3. Differential invariants. We continue to consider the arbitrary,
but fixed differential equation F = 0 and its corresponding submani-
folds Ek ⊂ Jk(R2). Let g be a Lie algebra of symmetries, possibly a Lie
subalgebra of the full symmetry Lie algebra.
Definition 2. A differential invariant of order k is a function on Ek
that is constant on g-orbits.
This implies that a differential invariant I ∈ C∞loc(Ek) satisfies the
PDE
X(k)(I) = 0 (3)
for every X ∈ g. Even though X(k) may be defined everywhere on
Jk(R2), the equation (3) is an equation on Ek only. In all computations
below this is the system of linear PDEs we will solve in order to find a
generating set of differential invariants. It is sufficient to check (3) on
basis elements, and even when g is infinite-dimensional the system will
consist of finitely many independent equations (for any fixed order k).
We will exclusively consider invariants whose restrictions to fibers of
Ek → J0(R2) are rational functions, as this is, in most cases of interest,
sufficient to separate orbits in general position (see [4]). There are some
technical requirements for this, concerning algebraicity of E and the
symmetry pseudogroup under consideration. We direct the interested
reader to [4], as we will not go deep into this topic here.
Let Ak denote the field of rational differential invariants of order k.
We have Ai ⊂ Ai+1 for i > 0. Let sk denote the transcendence degree
of Ak. Then sk is equal to the codimension of a g-orbit in Ek in general
position. Define Hk = sk − sk−1 and H0 = s0. The function Hk of k is
called the Hilbert function. Since dim Ek = 3 + 2k we get Hk ≤ 2 for
k ≥ 0. (And H0 = 3 only if g is trivial.)
We see that the number of independent differential invariants of order
k can, and usually will, increase without bound as k increases. In the
next section we introduce invariant derivations, which turn the field of
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differential invariants into a differential field, which can be generated
by a finite number of differential invariants.
Differential invariants of Burgers’ equation. We compute second-order
differential invariants of Burgers’ equation with respect to the three-
dimensional symmetry Lie algebra h = 〈∂t, ∂x, t∂x + ∂u〉 using Maple.
sym:=[D_t,D_x,t*D_x+D_u[]]:
pdsolve(Pullback(phi,map(
LieDerivative,map(Prolong,sym,3),
f(t,x,u[],u[1],u[2],u[1,1],u[1,2]))));
Notice that this is a situation in where Maple’s pdsolve can be safely
used. Since we have other ways of knowing how many independent
invariants exist, pdsolve’s output can easily be checked.
There are four second-order invariants:
ux, ut+uux, utx+u(ut+uux), utt+4utux+2(2u
2
x+utx)+u
2(ut+uux)
Here we have used the variable t, x, u, ut, ux, utt, utx as coordinates on
E2. Notice that these invariants can also be given by
I = ux, J = uxx, H = uxxx, K = uxxxx.
The rewriting may be done by using F = 0 and its derivatives. In
Maple the rewriting can be done like this:
A:=u[2]: B:=u[2,2]: H:=u[2,2,2]: K:=u[2,2,2,2]:
Pullback(phi,[A,B,H,K]);
We named the invariants A and B in Maple, instead of I and J , because
Maple’s I is the imaginary unit. Since dim E2 = 7, and h orbits are
three-dimensional (the action is free already on J0(R2)), the transcen-
dence degree of the field of second-order differential invariants is 4. In
the next section we will show how to generate the rest of the differential
invariants.
If s is a solution to E , given by a function f onD ⊂ R2, the restriction
of a kth-order invariant I to s is given by Is = I ◦ jkf .
2.4. Invariant derivations. The only invariant derivations we will
encounter in this paper are the so-called Tresse derivatives. They are
a commuting pair of invariant derivations that play the roles of partial
derivatives with respect to a pair of independent differential invariants.
In order to construct them, it will be useful to have the notion of
horizontal differential. The horizontal differential dˆ on a function f on
Jk(R2) (or on Ek) is given in coordinates by
dˆf = DEt (f)dt+D
E
x(f)dx
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where DEt and D
E
x are the restrictions of the total derivatives
Dt = ∂t+ut∂u+utt∂ut+utx∂ux+· · · , Dt = ∂x+ux∂u+utx∂ut+uxx∂ux+· · ·
to E . If s is a solution of F = 0, then (dˆf)s = d(fs).
Let I, J be two differential invariants of order k with the property
dˆI ∧ dˆJ 6= 0. (4)
In general, this unequality will hold on a Zariski-open set in Ek+1, and
all subsequent computations we do are restricted to this Zariski-open
set, even if it is not mentioned explicitly. In particular, when we are
going to compute solutions of F = 0, we can not expect to find solutions
whose (k + 1)-jets lie outside this set.
Assuming that (4) holds, we call the pair dˆI, dˆJ a horizontal coframe
(for a solution s in general position, the pair (dˆI)s, (dˆJ)s will give a
coframe on the two-dimensional manifold s). Its dual frame consists of
derivations, which we denote by ∂ˆI , ∂ˆJ , that are of the form αDt+βDx
and satisfy
dˆI(∂ˆI) = 1, dˆI(∂ˆJ) = 0, dˆJ(∂ˆI) = 0, dˆJ(∂ˆJ) = 1.
Here α, β are functions on Ek+1 ⊂ Jk+1(R2).
The derivations ∂ˆI and ∂ˆJ commute, and they are invariant with
respect to g, in the sense that
[X(∞), ∂ˆI ] = 0, [X(∞), ∂ˆJ ] = 0
for every X ∈ g. In general, if H is an invariant of order l ≥ k, then
∂ˆI(H) and ∂ˆJ(H) will be invariants of order l + 1, and if we apply the
Tresse derivatives to I and J we get
∂ˆI(I) = 1, ∂ˆI(J) = 0, ∂ˆJ(I) = 0, ∂ˆJ(J) = 1.
This explains the interpretation of the Tresse derivatives as partial
derivatives with respect to I and J , respectively: When restricted to a
solution s, they become the partial derivatives with respect to Is and
Js. Notice also that both ∂ˆI and ∂ˆJ depends on the pair (I, J). Thus, if
one of the invariants I or J are changed, both derivations will change.
Theorem 1. The algebra of differential invariants is generated by a
finite number of differential invariants I, J,H1, ..., Hq together with the
invariant derivations ∂ˆI , ∂ˆJ .
Again we refer to [4] for the general theory.
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Tresse derivatives for Burgers’ equation. In Maple the Tresse deriva-
tives can be computed like this (remember that we defined the invari-
ants A and B in the previous subsection):
T:=proc(f) a*TotalDiff(f,t)+b*TotalDiff(f,x); end proc:
cf1:=eval([a,b],solve(map(T,[A,B],a,b)-[1,0],{a,b})):
cf2:=eval([a,b],solve(map(T,[A,B],a,b)-[0,1],{a,b})):
T1:=proc(f) cf1[1]*TotalDiff(f,t)+cf1[2]*TotalDiff(f,x);
end proc:
T2:=proc(f) cf2[1]*TotalDiff(f,t)+cf2[2]*TotalDiff(f,x);
end proc:
simplify([T1(A),T1(B),T2(A),T2(B)]);
They are given by
∂ˆI =
uxxxDt − utxxDx
utxuxxx − uxxutxx , ∂ˆJ =
−uxxDt + utxDx
utxuxxx − uxxutxx .
Note that the coefficients are functions on E2, but their expressions are
simpler when written like this.
2.5. The Quotient PDE. Assume that the algebra of differential in-
variants is generated by the invariants I, J,H1, ..., Hq and the Tresse
derivatives ∂ˆI , ∂ˆJ . In general this algebra will not be freely generated:
there are differential syzygies, i.e. relations between I, J,Hi, ∂ˆIHi, ∂ˆJHi
and higher order derivatives. The differential syzygies define what we
call the quotient PDE. Its meaning can be explained as follows.
Let us restrict the invariants to a solution s of F = 0, and denote the
obtained functions by Is, Js, (Hi)s, respectively. These can be viewed
(locally) as functions on R2. Since we have 2 + q functions on a two-
dimensional manifold, there must be at least q independent relations
between them. We will consider only such solutions that Is and Js are
independent (the (k + 1)-jets of s satisfy (4), where k is the order of I
and J). Locally we may solve for (Hi)s, so that
(Hi)s = hi(Is, Js)
for some set of functions hi of two variables. At first glance it looks like
the functions hi depend on s, but in fact, since I, J,Hi are invariant,
hi only depends on the equivalence class of s (where the equivalence
relation is determined by the Lie algebra of symmetries). Moreover,
s is a solution of both the PDE F = 0 and the PDE system H1 =
h1(I, J), ..., Hq = hq(I, J).
The differential syzygies imply that the functions h1, ..., hq are not
completely arbitrary. Instead, they satisfy a system of differential equa-
tions. By differentiating Hi = hi(I, J) with respect to ∂ˆI and ∂ˆJ we
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get
∂ˆI(Hi) = (hi)1(I, J), ∂ˆJ(Hi) = (hi)2(I, J).
where (hi)j is denotes the partial derivative of hi with respect to its
jth argument. The right-hand sides are just functions of I and J ,
while left-hand sides are new differential invariants that are related by
the differential syzygies. In this way the differential syzygies can be
identified with differential equations on the functions hi (it may be
necessary to differentiate multiple times in order to get all equations
on hi, in case there exist syzygies that are not generated by those of
first order).
One reason these ideas are useful for solving PDEs is the following.
Let us add differential constraints Hi = hi(I, J) in such a way that
the equations F = 0, H1 = h1(I, J), ..., Hq = hq(I, J) are compatible.
One way to check compatibility is to differentiate the expressions and
make sure that there are not new equations of equal or lower order
appearing. If we differentiate with respect to the Tresse derivatives,
it is clear that the compatibility conditions are exactly the differential
syzygies. This connection between the quotient PDE and compatible
additional differential constraints is one of the main motivations of this
paper.
Quotient of Burgers’ equation. Let’s compute the quotient with respect
to the three-dimensional Lie algebra h for which we already found differ-
ential invariants. The differential syzygies are found by differentiating
H and K with respect to ∂ˆI , ∂ˆJ , and then looking for relations among
I, J,H,K, ∂ˆIH, ∂ˆJH, ∂ˆIK, ∂ˆJK (as functions on E3).
eliminate(Pullback(phi,[T1(H)-h[1],T2(H)-h[2],T1(K)-k[1],
T2(K)-k[2],K-k[],H-h[],A-a,B-b]),
[u[1,1,1],u[1,1,2],u[1,1],u[1,2],u[1],u[2]])[2];
The quotient PDE is given by the two equations
(I2H − 3IJ2 + JK −H2)∂ˆI(H) + JH∂ˆI(K) +H2∂ˆJ(K)−K2
+3IJK − 4IH2 − 3J2H = 0, J∂ˆI(H) +H∂ˆJ(H)−K = 0.
Now, imagine that we were able to solve this system. Any solution
to this system can be given implicitly by G1(I, J,H,K) = 0 and
G2(I, J,H,K) = 0, where G1 and G2 are fixed functions of four vari-
ables. In this way the solution gives rise to two additional differential
constraints on J2(R2) that can be added to the original equation F = 0.
This gives a five-dimensional submanifold {F = 0, G1 = 0, G2 = 0} ⊂
E2 ⊂ J2(R2). The restriction of the Cartan distribution to this mani-
fold is two-dimensional and completely integrable, and the symmetry
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group acts transitively on its leaves. The solvability of the symme-
try Lie algebra allows for the application of the Lie-Bianchi theorem,
meaning that solutions can be found by quadratures (see for example
[6]).
Notice that the second equation shows that K can be generated by
the other invariants, so that I, J,H generate the algebra of invariants.
Using only these three generators, the quotient PDE is given by
J2∂ˆ2I (H) + 2JH∂ˆI ∂ˆJ(H) +H
2∂ˆ2J(H)
+I2∂ˆI(H) + 3IJ∂ˆJ(H)− 4IH − 3J2 = 0.
Quotients of evolutionary PDEs are treated in [13].
Remark 1. We chose this three-dimensional Lie algebra of symmetries
for our computations here instead of the five-dimensional one because
we wanted I, J,H,K to be of second order. If ones goal is to get
an understanding of the space of equivalence classes of solutions, one
should consider the whole Lie algebra of symmetries, or the part of
it that one is interested in. Our purpose here is to find solutions of
PDEs, and for this it would be counter-productive to choose the largest
possible Lie algebra of symmetries. For the interested reader we have
written down the quotient of the full Lie algebra of symmetries of
Burgers’ equation in the appendix.
Remark 2. Burgers’ equation is the quotient of the heat equation
ut = uxx with respect to the one-dimensional symmetry Lie algebra
spanned by u∂u.
2.6. Solving ODEs by symmetry reduction. A special case of the
methods used in this paper appears in the case of ODEs where sym-
metries allows us to reduce the order (see for example [1] and [10]).
Consider the ODE given by
uk = F (x, u, u1, ..., uk−1) = 0 (5)
where ui denotes the ith derivative of u(x). The equation (5) deter-
mines a (k + 1)-dimensional submanifold Ek of Jk(R). Let g be a Lie
algebra of symmetries whose generic orbits on Ek are r-dimensional.
The number of independent differential invariants on Ek is (k + 1− r),
and they can be generated by two invariants I and H and derivatives
of H with respect to the Tresse derivative
∂ˆI =
1
Dx(I)
Dx.
Since there are only (k + 1 − r) independent invariants, the invariant
∂ˆk−rI (H) can be written in terms of the other. Thus we get a differential
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syzygy, or quotient equation, which now is an ODE of order (k − r):
G(I,H, ∂ˆI(H), ..., ∂ˆ
k−r
I (H)) = 0
Each solution g(I,H) = 0 of this can be considered as an rth-order
ODE that has (5) as a differential consequence (I and H can be chosen
to be invariants of order r). Thus we may, instead of solving one ODE
of order k, solve one ODE of order (k − r) and one of order r.
Example: The quotient and solution of an ODE. We chose the fol-
lowing example for its complete transparency, and because it shows a
subtle detail of quotients of differential equations that can be useful to
keep in mind. Consider the ODE defined by
uxxx = uxx
and the Lie algebra g = 〈∂x, ∂u〉 of symmetries. The four-dimensional
ODE is foliated by two-dimensional orbits. The field of rational differ-
ential invariants is generated by I = ux and H = uxx, and these two
invariants completely parametrize all orbits. The Tresse derivative is
given by ∂ˆI =
1
uxx
Dx, so that the quotient is ∂ˆI(H) = 1. We assume
that uxx 6= 0 (the case uxx = 0 can be treated separately).
The solution of the quotient is H = I − A, which gives us a new
ODE: uxx = ux − A. Its derivative is the ODE we started with. The
solution of this second-order ODE is u(x) = Ax + B + Cex. Thus we
obtained the general solution to uxxx = uxx.
Notice that even though I and H completely separate g-orbits on
the ODE, the relation H = I − A alone does not completely separate
inequivalent solutions. This can be seen by switching the constant
C with −C which changes the equivalence class of the solution while
preserving the relation H = I − A. These solutions are separated by
the hypersurface given by H = uxx = 0. For every A, there is one
equivalence class with H < 0, and one with H > 0.
2.7. First-order quotients. The method above shows that solving
the PDE F = 0 can be broken down into two steps: solving the quo-
tient PDE, and solving the overdetermined system made by adding
the differential constraints corresponding to a solution of the quotient.
Intuitively, we restrict to solutions lying inside one equivalence class
(although the previous example shows that it is not that simple). The
hope is that each of these two steps will be significantly easier than
solving the original PDE. In the case of Burgers’ equation, the last
step is easy, but the first is not.
The goal of this section is to pin down a special case in which we are
able to solve the quotient PDE. Since first-order scalar PDEs can be
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solved by using the method of characteristics, at least in principle (see
for example [3]), we seek PDEs with a first-order scalar quotient.
In all of the examples we are going to consider, we will need to
solve two first-order PDEs, one of which is the quotient. We noted in
Section 2.1 that the general solution is expected to be parametrized by
two functions of one variable. In all the examples below, these appear
as the parameters in the general solution of the two first-order PDEs.
Thus, in this case the picture is very similar to that of ODEs.
Assume that the pair (E , g) has a first-order scalar quotient PDE.
Reformulating this in terms of the algebra of differential invariants, we
require it to be generated by three independent differential invariants
I, J,K and the Tresse derivatives ∂ˆI , ∂ˆJ . The quotient is of desired type
if and only if there is one syzygy of the form S(I, J,K, ∂ˆI(K), ∂ˆJ(K)) =
0 and all other differential syzygies are generated by it and its Tresse
derivatives. We also require that the syzygy S = 0 and its differential
consequences ∂ˆI(S) = 0, ∂ˆJ(S) = 0, ... are independent.
If we differentiate one more time, we get three new invariants ∂ˆ2I (K),
∂ˆI ∂ˆJ(K) and ∂ˆ
2
J(K), and two new syzygies:
∂ˆI(S) = S1 + S3∂ˆI(K) + S4∂ˆ
2
I (K) + S5∂ˆI ∂ˆJ(K) = 0,
∂ˆJ(S) = S2 + S3∂ˆJ(K) + S4∂ˆI ∂ˆJ(K) + S5∂ˆ
2
J(K) = 0.
Now we have eight differential invariants, and three syzygies between
them. Continuing this we see that we obtain at each step exactly one
differential invariant that is independent of all the invariants from the
previous step. At some point we must obtain an invariant L that has
order l higher than I and J , so that at least one of ∂ˆI(L) or ∂ˆJ(L) is of
order l + 1. Then further differentiation will give invariants of strictly
increasing order at each step.
We saw in Section 2.3 that, for the Hilbert function Hk, we have
Hk ≤ 2 for k ≥ 0. When the differential invariants are generated
by three invariants and one differential syzygy, and all derivatives of
the syzygy are independent, we see that Hk = 1 for every k above
some integer. This implies that the dimension of a g-orbit in Ek grows
without bound, as k grows. Thus g is infinite-dimensional.
Theorem 2. Let {F = 0} ⊂ J2(R2) be a second-order PDE, and let g
be a Lie algebra of symmetries. Its quotient PDE is a first-order PDE
on one function of two variables only if g is infinite-dimensional.
With this in mind, we look for second-order PDEs whose symmetry
Lie algebra has infinite dimension.
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3. The Hunter-Saxton equation
In this section we will use the Hunter-Saxton equation to show in
detail how the ideas outlined above can be used to find exact solutions
of PDEs. We will find a formula for the general solution, similar to
that found in [2], and we will look at a few concrete solutions, also
with respect to Cauchy data.
Here, and in the rest of the paper, we will continually recycle the
notation used above. The second-order PDE under consideration will
be denoted by E and given by F = 0, the symmetry Lie algebra un-
der consideration is g, and I, J,H are generators for the algebra of
differential invariants, and so on.
The Hunter-Saxton equation is given by
F = (ut + uux)x − u2x/2 = 0.
It was derived in [2] in order to describe nonlinear instability in the
director field of a nematic liquid crystal.
The Lie algebra of symmetries of the Hunter-Saxton equation is
spanned by
X1 = ∂t, X2 = t∂t + x∂x, X3 = x∂x + u∂u,
X4 = t
2∂t + 2tx∂x + 2x∂u, Yf = f(t)∂x + f
′(t)∂u,
where f runs through all smooth functions on R ([8]). We will consider
only the infinite-dimensional Lie subalgebra g = 〈Yf | f ∈ C∞loc(R)〉.
3.1. Differential invariants and the quotient PDE. By choosing
an infinite-dimensional Lie algebra of symmetries, we get a first-order
quotient PDE. At the same time, by not considering a larger symmetry
Lie algebra, we only have to look to E2 to find a generating set of
invariants.
Theorem 3. The algebra of rational differential invariants is generated
by
I = t, J = ux, H = uxx
together with the Tresse-derivatives
∂ˆI = Dt − utx
uxx
Dx, ∂ˆJ =
1
uxx
Dx.
Proof. It is easy to verify that I, J,H are invariant. What remains to
show is that they generate the whole algebra.
Differentiation of H with respect to Tresse derivatives clearly results
in one new independent differential invariant of each order. This shows
that Hk ≥ 1, which gives an upper bound on dimension of g-orbits in
Ek. We show that this upper bound is obtained.
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Let Zi denote the restriction of Y
(i)
ti+1
to the subset in Ei given by
t = 0, ux = 0, and Z−1 = ∂x. Then Zi = (i + 1)!∂uti . At every
point under consideration in Ek, the vectors {Zi | i = −1, ..., k} are
independent on points in general position in Ek. It follows that orbits
in general position in Ek have dimension greater than or equal to k+ 2,
confirming that Hk = 1 for every k. 
The quotient PDE is given by
2∂ˆI(H)− J2∂ˆJ(H) + 4JH = 0.
Remark 3. The differential invariants I and J are independent for
generic solutions. Thus each solution gives a relation of the form G =
H − h(I, J) = 0. The condition that F = 0 and G = 0 are compatible,
puts a restriction on h which is found by differentiating the system
{F = 0, G = 0}, and then eliminating uttx, utxx, uxxx. The result is a
linear first-order PDE on the function h:
2hI − J2hJ + 4Jh = 0.
Equivalent solutions of the Hunter-Saxton equation will result in the
same function h.
Its general solution is easily found to be given implicitly by
16g
(
2J
2−IJ
)
H − (2− IJ)4 = 0.
We choose to write it down like this for future convenience. By inserting
the expressions for I, J,H, we get
G = 16g
(
2ux
2−tux
)
uxx − (2− tux)4 = 0. (6)
3.2. The general solution. For every choice of g, the functions F = 0
and G = 0 are compatible. The equation G = 0 can be viewed as a
first-order PDE on ux which we can solve (as a first-order separable
ODE). Its solution is given implicitly by
Gˆ =
(∫
(tw + 2)2g(w)dw
) ∣∣∣∣∣
w=
2ux
2−tux
+ 4C(t)− 4x = 0.
The choice of anti-derivative of (tw+ 2)2g(w) is obviously not essential
here, since C(t) is arbitrary. However, it will be convenient to fix this,
so let us use the convention
∫
a(w)dw =
∫ w
0
a(v)dv. The Lie algebra g
acts transitively on the set of integration “constants” C(t).
The four equations F = 0, G = 0, Gˆ = 0, DtGˆ = 0 defines a two-
dimensional surface in the space R6(t, x, u, ux, utx, uxx). Its projection
to R3(t, x, u) is a solution to the Hunter-Saxton equation. Notice that
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due to the symmetries, ut and utt do not appear in any of these equa-
tions.
In this case we are even able to give the two-dimensional manifold
as a parametrized surface in R3. We may solve DtGˆ = 0, G = 0 for
utx, uxx and eliminate second-order derivatives from F = 0 to obtain
an equation Fˆ = 0 depending only on t, x, u, ux. Since x appears only
in Gˆ = 0 and u appears only in Fˆ = 0, both in a linear way, may
solve Gˆ = 0, Fˆ = 0 for x and u to obtain the solution in R3(t, x, u),
parametrized by I = t, J = ux, or, in order to simplify the expression,
by t and w = 2ux
2−tux :
t = t
x = 1
4
∫
(tw + 2)2g(w)dw + C(t)
u = 1
2
∫
(tw + 2)wg(w)dw + C ′(t)
(7)
This two-dimensional manifold will in general be multivalued and have
points where it’s not differentiable, even when g is smooth. Notice also
that the general solution depends on two arbitrary functions of one
variable, g and C.
Let s be any of these parametrized solutions, and consider its inter-
section st0 with the plane in R3 given by t = t0. Since ux is a parameter,
the function ux restricted to the curve st0 is injective. In other words:
at any point in time, the slope ux(t0, x) will be different for every x
where it is defined.
3.3. Comparing to the solution of Hunter and Saxton. Hunter
and Saxton solved their equation in [2]:
Theorem 4 (Hunter-Saxton). Every smooth solution of the Hunter-
Saxton equation with the Cauchy data u(0, x) = α(x) is given implicitly
by
u = α(ξ) + tβ(ξ) + γ′(t)
x = ξ + tα(ξ) +
1
2
t2β(ξ) + γ(t)
where γ is any function with γ(0) = γ′(0) = 0 and β satisfies β′(ξ) =
1
2
α′(ξ)2.
We see the relation between our formula for the general solution and
this one by writing γ(t) = C(t) and
ξ =
∫
g(w)dw, α(ξ) =
∫
g(w)wdw, β(ξ) =
1
2
∫
g(w)w2dw.
It follows that w = α′(ξ).
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3.4. Two examples. Let us look at a few examples for different func-
tions g, and C. When g(w) = ew and C(t) ≡ 0 the solution is given
by
x =
(t(tux − 2) + 2)2 + 4
2(2− tux)2 exp
(
2ux
2− tux
)
,
u =
t(2− uxt)2 + t2u2x + 4ux − 4
(2− tux)2 exp
(
2ux
2− tux
)
.
We notice that the solution is defined for positive x only and it is not
smooth everywhere. See Figure 1.
Figure 1. The solution of the Hunter-Saxton equation
corresponding to g(w) = ew for t = 0, 1/2, 1, 3/2, 2, 5/2.
The blue curve is parametrized by ux ∈ (−∞, 2/t) while
the red one is parametrized by ux ∈ (2/t,∞).
Consider now the solution given by g(w) = w(1 + w)(1 − w) and
C(t) ≡ 0. It is given by
x =
u2x(5t
4u4x − 60t3u3x − 4t2u4x + 300t2u2x + 48tu3x − 640tux − 240u2x + 480)
15(tux − 2)6 ,
u = −2u
3
x(5t
3u3x − 60t2u2x − 8tu3x + 180tux + 96u2x − 160)
15(tux − 2)6 .
This solution is multivalued, has nonsmooth points and, for fixed t, it
is not defined for every x. See Figure 2. It is possible to eliminate ux
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from the two equations above to obtain a 16-degree algebraic equation
in t, x, u (the highest power of u is 6).
Figure 2. Slices of the solution of the Hunter-Saxton
equation corresponding to g(w) = w(1 + w)(1 − w) at
t = 0.0, 0.4, 0.8, 1.2, 1.6, 2.0, from red to green.
3.5. Cauchy data. Consider the Cauchy data u(t0, x) = u0(x). If
there exists a function g such that (7) satisfies the Cauchy data, it
follows from (6) that g satisfies the functional equation
g
(
2u′0(x)
2− t0u′0(x)
)
=
(2− t0u′0(x))4
16u′′0(x)
. (8)
Notice that one necessary condition, for this equation to have a solu-
tion, is u′′0(x) 6= 0.
A solution u = ϕ(t, x) of the Hunter-Saxton equation, is transformed
by the flow of Yf to
u = ϕ(t, x+ f(t))− f ′(t).
Thus, for a g satisfies (4), we must choose an appropriate function
C(t) to make the solution fit with the Cauchy data. Moreover, there
are many solutions that satisfy the same Cauchy data. In particular,
if f(t0) = 0 and f
′(t0) = 0, the transformation above will not affect
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the Cauchy data. Thus in order to specify the Cauchy problem com-
pletely, additional restrictions must be given, determining the function
C completely. Hunter and Saxton ([2]) determined C by imposing the
boundary condition limx→∞ u(x, t)→ 0.
Let us find a solution to the Cauchy data u(1, x) = e−x. Solving (8)
with this condition gives
g(w) = − 8
w(w + 2)3
.
This gives the solution
x = −2(t− 1)
2
(w + 2)2
+
2(t2 − 1)
w + 2
− ln(−w) + ln(w + 2) + C(t),
u =
4(1− t)
(w + 2)2
+
4t
w + 2
+ C ′(t).
For t = 1 we have u(x, t)→ 0 as x→∞, and we impose this condition
for every t in order to determine the constant C(t) = −t2/2−t+2−ln 2.
There is a nonsmooth point on the solution, moving along the curve
2u = e2−x. Figure 3 shows a plot of the solution at three different
times.
Figure 3. The curve of singularities in the (x, u)-
plane (blue) plotted against the solution of Cauchy data
u(1, x) = e−x at t = 1, 1.2, 1.4 (red).
Let us find a solution to the Cauchy data u0(x) = u(1, x) = x
2.
The functional equation (8) gives g(w) = 8
(2+w)4
. By integrating and
eliminating w from (7), we get a solution with
u(1, x) = (x+ C(1) + 1)2 − 1− C ′(1).
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So let C(t) = −t (the choice is not unique). Then we get the implicit
solution
(t− 1)4u3 − 3(2tx− 2x+ 1)(t− 1)2u2 + 3(2tx− 2x+ 1)2u
(2− 8x3)(t− 1)− 3x2 + 6(t− 1)2x+ (t− 1)4 = 0.
If we solve for u, we get
u(t, x) =
2x(t− 1) + 1− ((t− 1)3 + 3x(t− 1) + 1)2/3
(t− 1)2 .
Considering these as curves in the (x, u)-plane, parametrized by t,
we can find singular points. They are given by
x = −(t
2 − 3t+ 3)t
3(t− 1) , u = −
2(t− 1)3 − 1
3(t− 1)2 .
As t → 1 we see that (x, u) → (±∞,∞). Eliminating t from the
equations above results in
3x2u2 + 4x3 − u3 + 1 = 0.
See Figure 4.
Figure 4. The curve of singularities in the (x, u)-plane
(blue) plotted against the solution of u(1, x) = x2 at
t = −1, 0, 1/2, 1, 3/2, 2 (red).
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If we try to solve the initial value problem u0(x) = u(0, x) = x
2, the
method will not work. In this case we get g(w) ≡ 1/2, and we get the
implicit solution
t4u3 − 6t3xu2 + 12t2x2u− 8tx3 + 9x2 = 0.
We notice that for t = 0, this gives 9x2 = 0.
The initial time t = 0 is special due to our choice of G, so we should
solve the initial value problem away from this point. Note that this
issue does not reflect a property of the Hunter-Saxton equation since
it has time-translations as symmetries. In particular, we may translate
the solution with u(1, x) = x2, to a solution satisfying u(0, x) = x2.
This solution is given by
u(t, x) =
1 + 2tx− (t3 + 3tx+ 1)2/3
t2
.
3.6. The action of the remaining symmetries on the quotient.
We chose a particular Lie subalgebra of the symmetry Lie algebra of
the Hunter-Saxton equation, and computed the quotient PDE. Each
solution of the quotient is given by a function g. The PDE {F = 0, G =
0} is symmetric with respect to the vector fields Yf , but not with respect
to the rest of the symmetries of the Hunter-Saxton equation. The flows
of the remaining symmetries will act on the function g. Intuitively, they
shuffle equivalence classes of solutions.
∂t ↔ g(w) 7→
16g
(
2w
2−sw
)
(2− sw)4
t∂t − x∂x − 2u∂u ↔ g(w) 7→ g(e−sw)
x∂x + u∂u ↔ g(w) 7→ e−sg(w)
t2∂t + 2tx∂x + 2x∂u ↔ g(w) 7→ g(w + 2s)
4. Solving PDEs with first order quotient
By considering several different second-order PDEs with infinite-
dimensional symmetry Lie algebra, we illustrate the applicability of
the ideas explained above. The PDEs we consider will be invariant
under one of four different infinite-dimensional Lie algebras of the form
g = 〈Xf | f(t) ∈ C∞loc(R)〉, with generators
(1) Xf = f(t)∂x + f
′(t)∂u,
(2) Xf = f(t)∂t − f ′(t)∂u,
(3) Xf = f(t)∂t,
(4) Xf = f(t)∂u.
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They are considered in sections 4.1, 4.2, 4.3 and 4.4, respectively. No-
tice that all these vector fields are projectable to R2(t, x), so their flow
takes graphs of functions (on R2 × R) to graphs of functions.
For each of these infinite-dimensional Lie algebras we will find the
general invariant PDE of the form
F = utx − ϕ(t, x, u, ut, ux, utt, uxx) = 0.
Notice that PDEs for which ∂utx(F ) = 0 holds have, for all our Lie
algebras, the additional properties ∂ut(F ) = 0, ∂utt(F ) = 0. They are
essentially ODEs, possibly parametrized by t.
In order for the global Lie-Tresse theorem ([4]) to apply, we must
require the fibers of Ek → J0(R2) to be (irreducible) algebraic mani-
folds. This restricts ϕ even more. We assume that the equations in
this chapter satisfy this condition.
We will find the differential invariants and quotient PDE for the
general symmetric PDE, and then take a closer look at more specific
PDEs. We will focus on computations, with the aim of getting a feeling
for how the ideas explained above can be used efficiently. For some
PDEs we write down the general solution, and for others we will be
satisfied with only solving the quotient PDE.
In Section 4.5 we discuss the ideas from a slightly different angle.
We realize that we can consider finite-dimensional Lie subalgebras of
g to obtain two first-order syzygies, as we did for Burgers’ equation
in Section 2.5. But because the Lie algebra in these other cases is
a subalgebra of infinite-dimensional ones, these syzygies are partially
uncoupled.
4.1. Symmetries of type 1. Consider the Lie algebra spanned by
vector fields of the form f(t)∂x + f
′(t)∂u. The equation
utx = ϕ(t, x, u, ut, ux, utt, uxx)
is invariant if and only if ϕ = −α(t, ux, uxx)− uuxx. Thus we consider
the PDE
F = utx + uuxx + α(t, ux, uxx).
When α = u2x/2 we get the Hunter-Saxton equation, considered above.
The algebra of differential invariants is generated by
I = t, J = ux, H = uxx.
The quotient PDE is given by
∂ˆI(H)− (α−HαH)∂ˆJ(H) + (J + αJ)H = 0.
Example 1.1: Consider the PDE given by utx + uuxx + α(ux) = 0.
A special instance of this is the “generalized Hunter-Saxton equation”,
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with α(ux) = u
2
x, which was considered in [11] and [9]. Its quotient
PDE is given by ∂ˆI(H) − α(J)∂ˆJ(H) + (J + α′(J))H = 0 which has
general solution
Hg
(∫
dJ
α(J)
+ I
)
= e
∫ J+α′(J)
α(J)
dJ .
This gives the additional equation
uxxg
(∫
dux
α(ux)
+ t
)
= e
∫ ux+α′(ux)
α(ux)
dux
which can be considered as a first-order PDE in ux. Its solution is given
implicitly by
x =
∫ g (∫ dux
α(ux)
+ t
)
e
∫ ux+α′(ux)
α(ux)
dux
dux + C(t).
By solving the original PDE for u, we get
u = −utx − α(ux)
uxx
,
where utx and uxx may be replaced by functions of t and ux (in the same
way as for the Hunter-Saxton equation). We end up with a solution
parametrized by t and ux.
Example 1.2: Consider the PDE utx +uuxx +α(t, ux)uxx = 0. The
quotient PDE is given by ∂ˆI(H) + (J + αJH)H = 0. It has general
solution
H =
e−IJ
g(J) +
∫
αJ(I, J)e−IJdI
.
By considering this as a first-order PDE on ux we get the implicit
solution
x =
∫
etux
(
g(ux) +
∫
e−tuxαux(t, ux)dt
)
dux + C(t).
We also have
u = − utx
uxx
− α(t, ux),
where utx and uxx can be eliminated to give a parametrization of the
solution by t and ux.
Example 1.3: Consider the PDE utx+uuxx+u
2
xx = 0. The quotient
PDE is given by ∂ˆI(H) + H
2∂ˆJ(H) + JH = 0 whose general solution
is given implicitly by(
g(J2 +H2)− I)√J2 +H2 + arctanh( J√
J2 +H2
)
= 0.
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Again, this is a first-order PDE on ux, but contrary to the previous
cases this PDE can not be solved easily as a first-order, separable ODE.
4.2. Symmetries of type 2. Consider the Lie algebra spanned by
f(t)∂t − f ′(t)∂u. The general invariant second-order PDE, assuming it
can be solved for utx, is of the form
utx − α(x, ux, uxx)eu = 0.
The differential invariants are generated by
I = x, J = ux, H = uxx, ∂ˆI = −uxx
utx
Dt +Dx, ∂ˆJ =
1
utx
Dt
and the quotient PDE is given by
αH ∂ˆI(H) + (HαH − α) ∂ˆJ(H) + αJH + αJ + αI = 0.
Let H = g(I, J) be a solution of this equation. It gives an equation
uxx = g(x, ux), which can be viewed as a first-order PDE on ux. Now,
let ux(t, x) = w(t, x) be a solution of this PDE. Inserting it into utx =
αeu results in the solution
u(t, x) = ln
(
wt(t, x)
α(x,w(t, x), wx(t, x))
)
.
Let us consider a few different choices of α.
Example 2.1: Assume that α = Hβ(I, J). The quotient PDE now
takes the form
β∂ˆI(H) + βJH
2 + βJH + βIH = 0
and has general solution
HeIJβ(I, J)
(∫
βJ(I, J)
eIJβ(I, J)2
dI + g(J)
)
= 1.
This gives
uxxe
xuxβ(x, ux)
(∫
βux(x, ux)
exuxβ(x, ux)2
dx+ g(ux)
)
= 1.
Example 2.2: Let us now assume that α = α(I, J). Then the
quotient reduces to
−α∂ˆJ(H) + αJH + αJ + αI = 0
which has general solution
H =
(∫
Jα(I, J) + αI(I, J)
α(I, J)2
dJ + g(I)
)
α(I, J).
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Inserting the expressions for I, J,K gives
uxx =
(∫
uxα(x, ux) + αx(x, ux)
α(x, ux)2
dux + g(x)
)
α(x, ux).
Example 2.3: We continue the computations here for α ≡ −1. In
this case the quotient is given by
∂ˆJ(H)− J = 0.
Its general solution is
H =
1
2
J2 + g(I)
which gives the differential constraint
uxx =
1
2
u2x + g(x).
Interpreted as a first-order ODE on ux this is a Riccati equation. The
transformation ux(t, x) = −2vx(t, x)/v(t, x) gives
2
−vxxv + (vx)2
v2
= 2
(vx)
2
v2
+ g(x)
and
2vxx + g(x)v = 0. (9)
Thus the problem of solving utx + e
u = 0 is reduced to solving a first-
order linear ODE. We refer to [7] for a way to find explicit solutions to
the Shrdinger type equation (9).
4.3. Symmetries of type 3. Consider the Lie algebra spanned by
f(t)∂t. Assuming that the PDE can be solved for utx, the general
invariant second-order PDE is given by
utx − utα(x, u, ux, uxx) = 0. (10)
The differential invariants are generated by
I = x, J = u, H = ux, ∂ˆI = −ux
ut
Dt +Dx, ∂ˆJ =
1
ut
Dt
and the quotient PDE is given by
HJ − α(I, J,H,HI +HHJ) = 0.
Assume that we have a solution of the form H = g(I, J). This gives
an equation ux = g(x, u), of which (10) is a differential consequence.
Thus, solving the second-order PDE (10) amounts to solving, sequen-
tially, two first-order PDEs.
We focus on a few different choices of α.
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Example 3.1: If α = α1(x, u)ux + α2(x, u), the quotient equation
of (10) is
∂ˆJ(H)− α1(I, J)H − α2(I, J) = 0
and its general solution is
H =
(∫
α2(I, J)e
− ∫ α1(I,J)dJdJ + g(I)
)
e
∫
α1(I,J)dJ .
Inserting the expressions for the invariants gives the PDE
ux =
(∫
α2(x, u)e
∫
α1(x,u)dudu+ g(x)
)
e
∫
α1(x,u)du.
Example 3.2: Consider the PDE utx = ut(α1(x)u + α2(x)). Its
quotient PDE is ∂ˆJ(H) = α1(I)H + α2(I). The quotient’s general
solution is H = 1
2
α1(I)J
2+α2(I)J+g(I), or ux =
1
2
α1(x)u
2+α2(x)u+
g(x). This is a Riccati equation. Choosing the the set of solutions for
which g ≡ 0 lets us write them down explicitly:
u(t, x) =
2e
∫
α2(x)dx
C(t)− ∫ α1(x)e∫ α2(x)dxdx
In the case when α1 ≡ 0 and the PDE is linear, we are able to write
down the general solution
u(t, x) =
(∫
g(x)e−
∫
α2(x)dxdx+ C(t)
)
e
∫
α2(x)dx.
Example 3.3: Consider the equation utx = utux. Its quotient is
∂ˆJ(H) = H. This gives H = g(I)e
J , or ux = g(x)e
u. Thus, the general
solution of utx = utux is
u(t, x) = ln
(
1
C(t)− ∫ g(x)dx
)
.
4.4. Symmetries of type 4. Consider the Lie algebra spanned by
f(t)∂u. Assuming the PDE can be solved for utx, the general invariant
second-order PDE is given by
utx = α(t, x, ux, uxx). (11)
Note that this is a first-order PDE in ux. The differential invariants
are generated by
I = t, J = x, H = ux, ∂ˆI = Dt, ∂ˆJ = Dx
and the quotient PDE is given by
∂ˆI(H) = α(I, J,H, ∂ˆJ(H)).
The quotient is exactly (11) treated as a first-order PDE on ux.
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Remark 4. This shows that all first-order scalar PDEs can be obtained
as a quotient of a second-order PDE.
Assume that a solution can be written as H = g(I, J) for some
function g. This gives us an equation ux = g(t, x) which can be added
to (11), and in fact, (11) is just a differential consequence of this first-
order PDE. The function u(t, x) =
∫
g(t, x)dx+C(t) will be a solution
to the original equation. We solve some concrete examples.
Example 4.1: Consider the PDE utx = u
A
x , with constant A 6= 1.
The quotient PDE is given by ∂ˆI(H) = H
A and has general solution
H = (g(J) + (1 − A)I)1/(1−A). This gives the PDE ux = (g(x) + (1 −
A)t)1/(1−A) which is integrated to
u(t, x) =
∫ (
g(x) + (1− A)t) 11−Adx+ C(t).
Example 4.2: Consider the PDE utx = u
A
x uxx. The quotient PDE
is given by ∂ˆI(H) = H
A∂ˆJ(H) and has general solution J + IH
A −
g(H) = 0. This gives the PDE x + tuAx − g(ux) = 0. Solving for ux
and integrating gives the general solution from the equivalence class
determined by g.
Example 4.3: Consider the PDE utx = α(t, x)u
2
x+β(t, x)ux+γ(t, x).
The quotient is given by ∂ˆI(H) = α(I, J)H
2 + β(I, J)H + γ(I, J), a
Riccati equation. If γ ≡ 0, then
H =
e
∫
β(I,J)dI
g(J)− ∫ α(I, J)e∫ β(I,J)dIdI .
Solving this PDE gives the general solution:
u(t, x) =
∫ (
e
∫
β(t,x)dI
g(x)− ∫ α(t, x)e∫ β(t,x)dtdt
)
dx+ C(t)
Some of the equations we solve here may look too trivial to be worth
considering. Even though a part of their simplicity is a consequence
of their symmetry Lie algebra, one reason they seem trivial is that we
have written them down in the right coordinates. Let us illustrate this
with an example. Consider the PDE
−x2u2t + 2x2utux − x2u2x + 2xuut − 2xuux − xutt + xutx − u2 + ut = 0.
Even though the equation looks complicated, its symmetries are easily
computed. In particular, we find that all vector fields of the form
f(t+x)
x
∂u are symmetries. Thus, we may either look for the point-
transformation that brings this to f(t)∂u (and the PDE to utx = u
2
x
which is treated above), or we can find the quotient PDE directly.
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The algebra of differential invariants, with respect to the Lie algebra
spanned by vector fields of the form f(t+x)
x
∂u, is generated by
I = t, J = x, H = u+ x(ux − ut), ∂ˆI = Dt, ∂ˆJ = Dx.
The quotient PDE is given by HI = H
2 which has general solution
H = 1
g(J)−I . It gives u+x(ux−ut) = 1g(x)−t , a new first-order PDE. Its
solution is
u(t, x) =
1
x
(∫
dτ
τ − g(x+ t− τ) + C(t+ x)
) ∣∣∣∣∣
τ=t
.
4.5. Solving the PDEs using finite-dimensional Lie algebras.
We note that all the examples we considered in this and the previous
section has a special property: The PDE we get by adding an additional
differential constraintG = 0 (of order 1 or 2) to F = 0 is of infinite type.
Since one would in general expect the result to be a finite type equation
([12]), all our examples are quite special. This can be explained by
the infinite-dimensional symmetry Lie algebra. It is clear (due to our
choice of coordinates) that neither F nor G will depend on utt. And
since they are compatible, the prolonged equations will not depend on
uti for every integer i ≥ 2.
This is different from what we got when we found the quotient of
Burgers’ equation in Section 2.5. In that case we got a finite type
equation with a three-dimensional solution space. We argued that any
solution to the quotient PDE of Burgers’ equation would determine a
five-dimensional submanifold in J2(R2) on which the Cartan distribu-
tion was two-dimensional and completely integrable, with the symme-
tries acting transitively on the set of integral manifolds. Thus, given
a solution of the quotient, the Lie-Bianchi theorem would let us find
solutions in quadratures. What prohibited us from going through with
this was our inability to solve the quotient PDE.
In this section we will see that if we consider finite-dimensional Lie
subalgebras of the infinite-dimensional ones, we get a situation similar
to that of Burgers’ equation, but now with partially uncoupled quotient
PDEs that we can solve, since one of the two first-order PDEs is the
same as the quotient with respect to the infinite-dimensional symmetry
Lie algebra. We consider two examples.
The Hunter-Saxton equation: Consider again the Hunter-Saxton
equation (ut +uux)x = u
2
x/2, but now with the three-dimensional sym-
metry Lie algebra spanned by ∂x, t∂x + ∂u and t
2∂x + 2t∂u. It is a Lie
subalgebra of the one we already considered in Section 3. In addition
to the invariants I = t, J = ux, H = uxx we found in Section 3, we
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now have an additional second-order invariant K = utt− u2uxx + utux.
With these generators, we get two first-order syzygies instead of one:
2∂ˆI(H)− J2∂ˆJ(H) + 4JH = 0, ∂ˆJ(K) = 0
Now we are in a similar situation as we were with Burgers’ equation,
but with equations that are decoupled. The general solution is
16g
(
2J
2− IJ
)
H − (2− IJ)4 = 0, K = C(I),
where we use similar notation as in Section 3. This gives two second-
order differential constraints:
16g
(
2ux
2− tux
)
uxx − (2− tux)4 = 0, utt − u2uxx + utux = C(t)
Together with the Hunter-Saxton equation (ut + uux)x = u
2
x/2, they
determine a five-dimensional submanifold of J2(R2). The restriction of
the Cartan distribution to this manifold is a two-dimensional integrable
distribution.
Liouville’s equation: Consider now utx + e
u = 0 with its three-
dimensional symmetry Lie algebra 〈∂t, t∂t − ∂u, t2∂t − 2t∂u〉. We use
the differential invariants I = x, J = ux, H = uxx as in Section 4.2. In
addition we have one more second-order invariant K = (2utt−u2t )e−2u.
The quotient PDE is given by the first-order system
∂ˆJ(H)− J = 0, ∂ˆI(K) +H∂ˆJ(K) + 2JK = 0.
The first equation gives H = J2/2+g(I). Inserting this into the second
equation gives us a pure first-order PDE on K.
Again, any solution to this system will give two additional differential
constraints that together with utx+e
u = 0 determine a five-dimensional
manifold in J2(R2) on which the restriction of the Cartan distribution
is two-dimensional. We have Lie algebra acting transversally on the
distribution, as in the case for the Hunter-Saxton equation, but now
the Lie algebra is not solvable, and we can not use the Lie-Bianchi
theorem. This type of situation is treated in [7].
5. Conclusion
We have shown, using several examples, how the theory of differential
invariants can give us insight into the solution space of PDEs, and in
some cases even lets us write down the general solution. The idea is
very general and natural, and we summarize it here in an informal way.
Given a PDE E and a Lie algebra g of symmetries, the obvious thing
to do is to look for objects defined on E that are g-invariant. The
scalar differential invariants are among the simplest invariant objects,
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and they can be generated by a finite set, as a differential algebra. In
general, the algebra is not freely generated, so there are differential
syzygies giving relations between the generators and their derivatives.
The differential syzygies define a PDE, called the quotient PDE, whose
solutions correspond to equivalence classes of solutions of E .
Each solution of the quotient gives us additional differential con-
straints that can be added to the defining equation for E . This amounts
to restricting to an orbit of the g-action on the solution space of E , re-
sulting in a new PDE on which g acts transitively on solutions. In
cases where the Lie algebra of symmetries gives a quotient that is non-
trivial and significantly different from E , we can use the quotient as a
stepping-stone to get insight into the space of solutions of E .
We illustrated, with several examples, how the ideas put forward in
this paper can be implemented in practice. For the special class of
PDEs that we considered, we saw that solution of second-order PDEs
could be obtained by solving two first-order PDEs, a situation very
similar to that of symmetry reduction of ODEs. It is worth noting
that even when we are not able to find general solutions using these
ideas, they will give us a better understanding of the PDE under con-
sideration.
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Appendix: Quotient of Burgers’ equation
Let us compute the differential invariants and quotient PDE for
Burgers’ equation with respect to its five dimensional Lie algebra of
symmetries. The following four functions are invariant:
I =
u3xxx
u4xx
, J =
uxxxuxxxx
u3xx
, H =
uxxxxx
u2xx
, K =
u2xxxuxxxxxx
u5xx
Note that the expressions by which we have written down the invariants
hide the fact that I and J are second-order invariants while H and K
are of third order.
If we take I, J and H as generators of the algebra of differential in-
variants, together with the invariant derivations ∂ˆI and ∂ˆJ , the quotient
can be written as a second-order differential syzygy:
I2
(
4I − 3J)2∂ˆ2I (H) + 2I(4I − 3J)((3J −H)I − J2)∂ˆJ ∂ˆI(H)
+
(
(3J −H)I − J2)2∂ˆ2J(H) + I((9− 2I)I + 6(I − J)2)∂ˆI(H)
−I((2(I − J))H − 10I + J(2J − 3))∂ˆJ(H) + 2(H − 5)I2 − 15IJ = 0
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Then the last third-order invariant K is given by
−
(
I(4I − 3J)∂ˆI(H) + ((3J −H)I − J2)∂ˆJ(H)− 2IH
)
.
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