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ABSTRACT Nowadays, Unmanned Aerial Vehicles (UAVs) have become the preferred, and sometimes the
only support tool when facing critical scenarios such as earthquakes, search and rescue missions, and border
surveillance. In these scenarios, deploying a UAV swarm instead of a single UAV can provide additional
benefits when, for example, cargo carrying requirements exceed the lifting power of a single UAV, or when
the deployment of several UAVs simultaneously can accelerate the accomplishment of the mission, and
broaden the covered area. To this aim, in this paper we present MUSCOP, a protocol that allows multiple
UAVs to perfectly coordinate their flight when performing planned missions. Experimental results show
that the proposed protocol is able to achieve a high degree of swarm cohesion independently of the swarm
formation adopted, and even in the presence of very lossy channels, achieving minimal synchronization
delays and very low position offsets with regard to the ideal case.
INDEX TERMS Ad-hoc network, ArduSim, flight coordination, swarm, UAV.
I. INTRODUCTION
Currently, the adoption and use of Unmanned Aerial Vehicles
(UAVs), also known as drones, is spreading at a fast pace.
There aremany fields of applicationwhereUAVs can be used,
and a huge amount of possibilities for further development in
the near future. Among the different use cases, there are situa-
tions where employing a swarm of UAVs can help to optimize
some task through cooperation [1], or to parallelize tasks
by supporting the redundancy of different sensors, or with
the simultaneous usage of different types of cameras, among
other scenarios.
Although there are already some solutions for the automa-
tion of UAV swarm flights [2], [3], in certain situations auto-
matic guidance can be required. Examples of such situations
may include applications for large-scale agriculture in search
of pests or weeds [4], [5], wild life recordings [6], or border
surveillance [7], among others. In this scenarios we propose
The associate editor coordinating the review of this manuscript and
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MUSCOP, a protocol which is able to coordinate the different
UAVs that make up the swarm while they follow a mission,
which is typically planned beforehand. Then, the communi-
cations between UAVs should enable near-real-time respon-
siveness to maintain the consistency of the swarm.
The reliability of communications is amajor problem in the
creation of swarms, as UAV synchronization directly depends
on the reliability of such communications. Also, the dis-
tance separating the different UAVs that integrate the swarm
must remain consistent to avoid possible collision problems.
Another problem that may be experienced by swarms is asso-
ciated with the transient or long-term interruption of com-
munication, which hinders synchronization, causing delays
to the entire process, or even a reduction of the number of
elements in the swarm.
In this paper we propose the MUSCOP protocol, which
provides UAV coordination to maintain the desired flight
formation when carrying out planned missions. MUSCOP
uses a centralized approach where the master UAV synchro-
nizes all slave UAVs each time they reach an intermediate
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point in the mission. Our protocol has been tested with three
different design formations by following a line, a matrix,
or a circle around the leader. In addition, our proposal has
been validated using the ArduSim [8] simulation platform,
which allows us to perform realistic experiments, validating
the formations with different numbers of UAVs, and in two
types of environments: ideal and lossy wireless channel.
Experimental results show that the proposed solutionmain-
tains the swarm flight formation stable, introducing position-
ing errors below 2 meters. This performance is achieved even
when the UAV reaches the target planned speed (10 m/s), and
with a flight delay between UAVs lower than 1 second, thus
avoiding potential collisions.
The rest of this paper is organized as follows: Section II
reviews the state of the art on this topic. In Section III
we introduce ArduSim, the simulation tool used to imple-
ment and test the proposed protocol. Then, in Section IV,
we detail the proposed MUSCOP protocol. The data source
and methodology used to measure the performance and accu-
racy of the MUSCOP protocol are presented in section V.
A comprehensive validation of the protocol is then provided
in section VI. Finally, in Section VII, we present our conclu-
sions and refer to future work.
II. RELATED WORKS
Nowadays, the use of UAV swarms attempts to play a
vital role in different application scenarios. Such approach,
however, requires solving several technological challenges
prior to their adoption, including the development of swarm
coordination protocols, selecting the most appropriate com-
munications technology, and developing an API to control
the multicopters. Below we provide an overview of relevant
works centered in solving some of these challenges.
In [9] the authors propose an automatic control system
for UAV swarms. Specifically, for their analysis, they use
two fixed-wing aerial vehicles to maintain the cohesion of
the formation. The general idea is to provide a mechanism
based on radio-frequency pulses through which each UAV
can detect its relative rank and orientation compared to its
neighbors. To achieve this, the authors use a variant of the
Frenet-Serret equations of motion for the trajectories of each
UAV. Unlike our proposal, this solution does not focus on
scalable UAV swarms with preplanned missions.
Lidowski et al. [10] developed a new coordination protocol
for UAV swarms focused on search missions. This solution
adds geographic routing to UAV-to-UAV communications in
order to improve performance. The authors evaluate their
novel protocol by simulation in only two dimensions. In [11],
the authors present a swarm coordination proposal using the
traditional 3G/4G communications infrastructure. For com-
munication and coordination among the UAVs they use the
Scalable Data Delivery Layer (SDDL). In [12], the authors
use a swarm of UAVs to provide wireless communications on
disaster-struck areas. This solution configures an autonomous
agent on each UAV that is able to control them coopera-
tively. The proposed system achieves the goal of establishing
communication between multiple ground stations (GS). The
proposed architecture maintains decentralized cooperative
control based on behavior to search for unknown GSs, and
retransmit packets from one GS to another.
Later, in [13], the authors propose a solution based on
ad-hoc networks to build the communications topology nec-
essary to control the UAVs that make up the swarm. The
solution is focused on providing connectivity andmaximizing
the coverage area. Then, Bekmezci et al. [14] provide a
thorough study of the challenges of Flying Ad-Hoc Networks
(FANETs), including topics such as topology changes, radio
propagation model, adaptability, scalability, latency, UAV
platform constraints, and bandwidth.
Another approach could be the use of Zigbee adapters
to make up swarms of microdrones [15]. This solution is
compatible with complex mobility patterns, but it is not well
fitted to the real deployment of swarms in an open field, as the
synchronization between UAVs relies upon a sensor network
built in a test laboratory. The paper also presents details about
the algorithm and the hardware used for implementation;
they validated their solutions through real experiments using
20 UAVs. Similarly, in [16], the authors defined a virtual
structure based formation controller for UAV swarms moving
in the three-dimensional space. This proposal was extensively
evaluated using simulation.
Zeng et al. [17] propose the use of cellular networks to
connect a swarm of UAVs. In their work, the authors analyze
the influence of the cellular network delays in the stability of
the swarm, and the correlation between the network reliability
and the swarm control stability. They establish the maxi-
mum network delay limit to grant stability, considering the
proposed theoretical model. The model is validated through
simulations, although the simulation platform is unknown,
and only a flight formation of only three UAVs is simulated.
In [18] the authors use a controller based on a virtual leader
structure to provide a rigid training. They use an approach
where the controller cooperates in a decentralized way with
the UAVs, allowing them to have a synchronization signal so
that it achieves a predefined formation in the presence of a
time-varying formation topology. Later, the authors of [19]
used a similar approach, but instead they adopt a system hav-
ing a switching interaction topology to achieve time-varying
formations. The switching interaction topology consists of
two parts. The first one uses a formation control solution
based on two-loops, where the internal loop controller sta-
bilizes the altitude, and the external loop controller drives
the UAVs to the desired positions. The second one uses a
formation control protocol using the adjacent information of
each UAV, and where the formation can be time-varying.
Also, they validate their approach in real scenarios using
four quadrotors. Both proposals use algorithms based on
Lyapunov to analyze the stability of their controllers.
Our work differs from all the previous ones since our
protocol is able to maintain the flight formation of a swarm
stable while following a previously planned mission, an issue
not addressed in previous works available in the literature.
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FIGURE 1. Three UAVs following independent missions on ArduSim.
The swarm leader uses the waypoints that define the mis-
sion as synchronization points to verify that all the remain-
ing UAVs are available, and to synchronize the movement
towards the next waypoint, maintaining fixed the relative
location of all UAVs in the swarm. Moreover, we used
ArduSim [20], a realistic multi-UAV simulator, to analyze
the correctness and performance of our protocol under three
different flight formation layouts: linear, matrix, and circular.
III. ArduSim SIMULATOR: AN OVERVIEW
The MUSCOP protocol has been developed and evaluated
using ArduSim, a novel multi-UAV flight simulator/emulator
developed by Fabra et al. [8], and available online [20] under
the Apache License 2.0. ArduSim is able to emulate the
physics of up to 256 multicopters with great accuracy, and
it also simulates the communication among them through
virtual Wi-Fi links.
Figure 1 shows the main window of ArduSim. Most of the
window area (1) shows the movement of the virtual multi-
copters, and the planned mission itself (if it applies). In this
example, three UAVs are drawing the letters ‘‘GRC’’ i.e., our
research group initials, following a planned mission. Several
buttons up on the right (2) allow to control the simulation,
and help to show relevant data about each UAV in real time.
Finally, the log in the upper left corner (3) shows the progress
of the simulation, and messages generated by the protocol
under development.
The most relevant characteristics of ArduSim are:
• Effortless protocol deployment on real UAVs. Ground
Control Stations (GCSs) are able to communicate with
real open-source multicopters using the MAVLink com-
munications protocol [21]. ArduSim drives the virtual
multicopter using this lightweight messaging protocol
oriented to drones. MAVLink follows a modern hybrid
publish-subscribe and point-to-point design pattern: data
streams are sent/published as topics, while configu-
ration sub-protocols such as the mission protocol or
parameter protocol adopt point-to-point communica-
tions with retransmission. The protocols developed in
ArduSim can be deployed in real multicopters merely
by adding a Raspberry Pi with a wireless adapter to
the real multicopters. A Raspberry Pi is a single-board
computer with enough power to run Java applications.
You only need to connect the telemetry port of the flight
controller to the device (instructions available1), which
opens a channel to communicate using the MAVLink
protocol. The internal design abstracts the communica-
tion and UAV control layers, so that the implemented
code works in a real multicopter the same way as in
simulation, making the deployment straightforward.
• Soft real-time simulation. All the UAVs run in near
real-time, making the protocol implementation and
debugging faster than in common simulators, which
often work on simulation time only.
• Scalable. We have proven that ArduSim runs up to
100 UAVs in near real time, and up to 256 UAV in
soft real time on a high-end PC (Intel Core i7-7700,
32 GB RAM).
• UAV-to-UAV communications. When ArduSim is run
as a simulator, the UAVs communicate among them
through virtual links based on the 802.11a standard,
an approach based on experiments previously performed
with real multicopters. Once the protocol proves to
operate reliably, it can be deployed in real devices,
and ArduSim sends the application messages as User
Datagram Protocol (UDP) broadcasts, thus requiring a
wireless adapter connected to an ad-hoc network.
• CompleteApplication Programming Interface (API).
ArduSim provides a complete API to control the behav-
ior of the multicopter, including take-off maneuvers,
mission control, land, and so on.
• Deployment aids. ArduSim can be run as a simulator,
and even in a real multicopter. In the second case, you
can run it also as a PC Companion in a laptop, which
makes it easy to start and supervise the execution of the
protocol.
• Automatic UAV collision detection. Any swarm proto-
col must avoid possible collisions among UAVs. When
ArduSim is run as a simulator, it provides feedback
to the user whenever a collision happens between two
multicopters, which helps the researcher to improve the
protocol design.
• Comprehensive experiment data logging. When the
experiment ends, either in simulation or in a real
multicopter, ArduSim stores, among others, the path fol-
lowed by the multicopters including coordinates, head-
ing, speed, acceleration, distance to origin for each data
recorded, as well as the same path in OMNeT++ [22],
NS2 [23], and Google Earth [24] formats.
1https://bitbucket.org/frafabco/ardusim
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FIGURE 2. MUSCOP protocol master UAV finite state machine.
IV. MUSCOP PROTOCOL
We now present our proposed solution, which is able to
coordinate a UAV swarm while it is following a mission.
To this purpose we use ArduSim, which has the advantage of
making developed code directly portable to real UAVs. Below
we provide implementation details regarding the proposed
protocol.
A. PROTOCOL OVERVIEW
The proposed protocol aims at keeping a stable flight forma-
tion while the swarm follows a previously planned mission.
It is based on the master-slave model, where the swarm
is synchronized by the master UAV when they reach each
waypoint of the mission. Before taking off, all the slaves
receive from the master a copy of the master mission with the
waypoint coordinates adjusted so as to account their position
offset with regard to the swarm leader in the flight formation.
During flight, the UAVs move from waypoint to waypoint of
their own mission, waiting on each location until the master
UAV starts the next part of the mission. As the planned speed
is the same for all the UAVs in the swarm, this solution keeps
the flight formation steady throughout the entire flight.
The messages transmitted to coordinate the flight are han-
dled by two threads per UAV (Talker Thread and Listener
Thread). The master UAV sends coordination commands to
the slaves, and the slaves send acknowledgement messages to
the master UAV. The later thread implements the protocol’s
finite state machine, and issues the corresponding command
to the flight controller as soon as the equivalent message is
received from the other multicopter.
B. FINITE STATE MACHINE
The finite state machine in Figure 2 rules the behavior of the
master UAV, while Figure 3 does the same for the slave UAVs
of the swarm. We use circles to represent the states, curved
arrows for the messages received and sent to other UAVs, and
straight lines for the state transitions. Both Figures also shows
messages received from other multicopters below the states
(Listener Thread), andmessages sent above each state (Talker
Thread).
Before taking off, we assign the role of master to the multi-
copter closest to the center of the flight formation in order to
optimize communications. As the messages are transmitted
from master to slaves, and from slaves to master, we are able
to minimize the distance between sender and receiver, thus
minimizing the probability of message loss as well.
We now proceed to describe the behavior of the UAVs
integrating a swarm. All of them begin in the Start state,
performing a discovery procedure where the master UAV
finds the available slaves. To do this, the slaves send a hello
message to the master UAV, so it can notice their presence,
and infer the number of UAVs that want to take part in the
flight formation. ArduSim provides the user with feedback
to help at determining when the master UAV has detected all
the slaves. Then, the user switches to the Setup state, starting
the procedure to send to all the slaves their specific mission.
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FIGURE 3. MUSCOP protocol slave UAVs finite state machine.
For this purpose, the master UAV starts by assigning all the
slaves a location in the flight formation; then, it calculates
the mission for each slave UAV considering their relative
location in the swarm; finally, it sends them their missions
(message data). The slaves acknowledge the reception (mes-
sage dataAck), and only then does the master multicopter
switch to the Ready to fly state, broadcasting the readyToFly
message so that the slave UAVs switch to the same state, and
acknowledge the reception (readyToFlyAck message). The
master UAV begins the takeoff (Taking off state) when all
the slaves are ready to fly, and stops sending the readyToFly
message, which forces the slaves to also take off. The setup
procedure ends when the flight formation is finally created up
in the air, switching to the Setup finished state.We consider as
our initial hypothesis that a pilot will deploy the UAVs over
a flat surface, so that the fight formation is parallel to the
horizontal plane, which is applicable to most of the current
swarm applications. In other words, the flight formation fol-
lowed by the slaves is parallel to the leader flight formation
in the horizontal plane, and at the same altitude.
MUSCOP has been designed to coordinate the swarm
while it follows a planned mission, and so the master starts
the coordination task when the takeoff ends, and the user
decides to start the flight. As observed in Figures 2 and 3,
the first waypoint of the mission is the location where the
UAVs are at the end of the takeoff process, meaning that
the UAVs start in the Waypoint reached state. The master
multicopter waits for all the slaves to reach that location, and
only moves to the next waypoint (Moving to waypoint state)
when it receives the reachedWPAck message from all the
slaves. At the same time, themaster UAV starts to periodically
send message moveToWP, which forces the slaves to change
to theMoving to waypoint state, and it also moves to the next
waypoint. All UAVs keep moving until the next waypoint is
reached. Periodically, themaster issues the command tomove
(moveToWPmessage), and the slaves send back the acknowl-
edgment of having reached the previous waypoint earlier on
(reachedWPAck message) to increase the reliability of the
protocol, as messages can be lost due to the wireless nature of
the communications link. Furthermore, the transmitted mes-
sages are really short (6 and 14 bytes, respectively), which
implies a very low wireless medium occupancy. When the
master UAV reaches the last waypoint, it lands and sends
the land message, including its current location. The slaves
land upon receiving the message, but before that they change
their location, maintaining the same flight formation while
reducing the distance between them (i.e. 5 meters) in order
to keep the swarm landing area small. Otherwise, they could
land on unexpected places far from the master, making it
difficult to collect the UAVs afterward.
C. MESSAGE FORMAT
The messages used by the master and slave UAVs are shown
on Figure 4. In this section we detail their content and
purpose. All the messages start by identifying the message
(type field), and they are transmitted periodically (period
of 200 ms) to increase the reliability of the protocol due
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FIGURE 4. MUSCOP protocol message types.
to possible message losses through the wireless communi-
cations channel. Additionally, the messages are broadcasted
with UDP to reach all the multicopters within range, mini-
mizing the network overhead.
The slaves send the hello message (1) to the master right
from the beginning. This way, the master UAV detects and
adds them to the swarm. The id field contains a unique
identifier for the sender multicopter, and we include it in
all the messages that require identifying the sender or the
receiver. This identifier is based on the MAC address of
the wireless adapter on the real multicopter, while we use
a unique number directly obtained from ArduSim when we
run it as a simulator. The last two fields represent the current
coordinates of the UAV, which enables the master UAV to
define the mission this specific slave has to follow.
The master UAV calculates the relative location of the
slaves with regard to itself in the predefined flight formation
before taking off. At the same time, it computes the mission
that all the UAVs will follow. The multicopter in the center of
the flight formation will become the master UAV, and will use
the original mission, while the rest of the UAVs will follow
a mission that maintains fixed the relative location to the
remaining UAVs in the swarm flight formation throughout
the flight. We set the UAV in the center of the flight forma-
tion as the master to improve communications, minimizing
the distance between the master and the furthest slave. The
master UAV sends the data message (2) to each slave with
the mission to follow:
• id. Identifier of the source or target UAV.
• idc. Identifier of the UAV that will be in the center of the
flight formation. When idc matches id, the target mul-
ticopter will become the master UAV during the flight,
sending coordination messages to the remaining UAVs.
Otherwise, the multicopter will become a slave, and will
accept commands from the UAV with this identifier.
• nUAVs. Number of UAVs in the flight formation. The
master UAV requires this value to know when to move
to the next waypoint.
• form. Type of formation, selected between the options
provided byArduSim: linear, matrix, and circular among
others.
• pos. Position of the target UAV in the flight formation.
Beside the previous two fields, this one allows eachUAV
to know its relative location in the flight formation.
• h. Heading of the UAV swarm, fixed during the whole
flight. Before landing, the multicopters surrounding the
center UAV approach it, conforming a more compact
version of the flight formation in order to land in a
reduced area, making it easier to collect the multicopters
afterward. This field is needed for each UAV to calculate
its location in the landing formation.
• z. Altitude over the ground for the take-off step.
• n. Size of the mission included in the message (number
of waypoints).
• (x,y,z)i. Coordinates for all the waypoints included in
the message. The maximum number of waypoints that
can fit in the message is 58, considering the maximum
payload of an UDP datagram over standard Ethernet.
Message readyToFly (3) prepares the slaves to take off
when all of them acknowledge the reception of the data
message.
The slave UAVs use the messages dataAck and
readyToFlyAck (4) to inform the master that messages data
and readyToFly, respectively, have been received. The first
one notifies the reception of the UAVmission, and the second
the fact that the multicopter is ready to take off. The identifier
of the sender is included to help the master UAV determine
when all the slaves have the required data.
Themaster UAV synchronizes the swarm, andmoves to the
next waypoint using the moveToWP message (5). Previously,
it has to wait until all the slaves reach the waypoint it is
waiting at, and sends the reachedWPAcki message (6).
Finally, the master UAV sends the land command (7) when
it reaches the last waypoint. It includes its location to allow
the slaves to compute where to land, reducing the distance to
other UAVs, but maintaining the same flight formation.
D. SWARM FORMATIONS
ArduSim integrates tools that allow us to easily define and
use different flight formations on a swarm:
• Linear. The multicopters conform a line perpendicular
to the orientation of the master, being the latter located at
the middle of the flight formation. The distance between
contiguous multicopters remains constant.
• Matrix. The multicopters are arranged according to a
square matrix. Again, the master multicopter is located
in the center of the swarm, and the distance between
contiguous multicopters is the same.
• Circular. The master multicopter is in the center of the
circle, and the slaves surround it. The slave-master and
slave-slave distances can be defined by the user for this
formation.
It is noteworthy that the main flight formation parameter is
the minimum distance between contiguous multicopters, as it
is directly related to the probability of collisions during flight.
VOLUME 8, 2020 72503
F. Fabra et al.: MUSCOP: Mission-Based UAV Swarm Coordination Protocol
FIGURE 5. Flight formations: i) 9 UAVs matrix, ii) 5 UAVs line, and iii)
9 UAVs circle.
Figure 5 illustrates these three different formations.
As stated earlier, the UAV located at the center of the flight
formation is chosen as master to improve communications
performance.
Notice that the chosen patterns provide different trade-offs
between communication link reliability and area coverage.
The linear scenario can provide the greatest coverage area,
but with a greater distance between the master UAV and the
slaves (worst-case approach in terms of reliability), given a
same number of UAVs, and for a same distance between
contiguous UAVs. In particular, the multicopters located on
edge positions will be quite far away from the master, so the
messages transmitted between slave and master are prone to
be lost more often, thereby having a negative effect in terms
of swarm coordination times. On the contrary, the matrix
formation is more compact (worst area coverage by the UAVs
involved), but the distance between master and slaves is
lower, which implies fewer data packet losses. Finally, the cir-
cular formation is in-between the previous two formations
regarding master-slaves distance. Additionally, this distance
is the same in all cases, meaning that a similar packet loss
level is expected.
V. DATA SOURCES AND ERROR ASSESSMENT
We now proceed to validate the solution detailed in the pre-
vious section. First, we will include details about the used
data sources, and then we will explain the procedure adopted
to calculate the UAV location errors gathered during the
experiments.
A. DATA SOURCE
The proposed solution requires a planned mission that the
swarm will follow throughout the flight. In order to analyze
the influence of themission complexity in the flight formation
error, we defined several missions by increasing the number
of waypoints. The mission length was the same in all the
FIGURE 6. Samples of test missions with 2, 6, and 30 waypoints.
missions (1840 m), and the swarm moves from south to
north, and from west to east in alternating mission segments.
Figure 6 shows three mission examples with two (brown), six
(white), and thirty (green) waypoints, respectively.
Using the previously defined missions as input, we per-
formed an extensive set of experiments. At the end of each
simulation, ArduSim provides a large amount of data, includ-
ing speed, acceleration, coordinates, altitude, and heading,
at different time instants along the simulation. We consider as
origin of the experiment the location of each UAV recorded at
the beginning of the flight. Then, we perform an interpolation
of the simulated data at fixed time steps in order to get the
location of each UAV throughout the experiment.
We now describe the process used to obtain the flight
formation error for each of the UAVs of the swarm during
the flight. Since the flight is coordinated by the master UAV,
the main metric is the time delay/offset between the master
multicopter and the slaves for the three formations studied:
linear, matrix and circular. We can get this value given the
distance offset error for each time step.
Figure 7 shows the distance offset error for a matrix flight
formation. We define the real location of the master UAV
(red UAV) as reference to build around it the theoretical
location of the slaves (blue ‘‘X’’), given the target location
(matrix in the example). We define as UAV distance offset
the distance between the master and the slaves’ theoretical
locations. The distance offset error of each slave is defined as
the distance between the expected location (blue ‘‘X’’), and
the actual location of the multicopter (black UAV). The black
arrows show the movement direction of all the multicopters
that make up the swarm. It is noteworthy that all the UAVs
move in the same direction along straight lines, and thus the
offset for the entire journey will in general be parallel to the
mission segments. Below we provide more details about the
procedure adopted for the calculation of the position and time
offsets for the UAVs in the swarm.
B. ERROR ANALYSIS
As stated before, the distance offset error (ε) refers to the dis-
tance between the theoretical location of all the slave UAVs,
and their actual location, where the individual positions in
the formation are defined based on the current location of the
master UAV
−→
PMi , and taking as reference a constant heading
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FIGURE 7. Distance offset error for the matrix formation.
for the formation.
−→
PMi = (Pxi ,Pyi ) (1)
In equation 2, i represents the current time step for a real
position on x and y axes, respectively.
−→
Pki represents the
theoretical position of the slave UAV k calculated for time
instant i, using the master actual location
−→
PMi as reference,











Pki = (xki , yki )
−→
1k = (1xk , 1yk )
xki = Pxi +1xk
yki = Pyi +1yk
1xk = offsetxk · cos(h)+ offsetyk · sin(h)
1yk = offsetyk · cos(h)− offsetxk · sin(h)
As the heading h of the flight formation, and the relative
offset of a slave k with respect to the master UAV, remain
constant to achieve swarm cohesion, the calculated offset
−→
1k
also remains constant over time.
For the time step i, the interpolated data set provides the






ki ), where each
value represents the location in the x and y axes.
The equation to calculate the error or distance offset of the
slaves with regard to the master UAV is defined as:
εki =
√(




yki − x ′ki
)2 (3)
Finally, we calculate the time offset as εki/vki , where vki is
the current speed of UAV k.
VI. VALIDATION OF THE PROPOSED SOLUTION
Up to now, we have described the data used and produced
during the experiment, and the error calculation strategy.
In this section, we validate the proposed solution based on
that strategy. To this aim, we performed a large number of
experiments modifying the number of UAVs, the distance
between them, and the flight formation. The experiments
were divided in three groups: (i) impact of MUSCOP and
mission complexity on flying time; (ii) impact of channel
losses on swarm cohesion for the given formation; (iii) impact
of inter-UAV distance in swarm stability; and finally
(iv) scalability analysis. Please notice that the analysis was
performed while the swarm is following the mission, dis-
carding the data gathered while the multicopters were tak-
ing off and landing. In an illustrative video2 we run three
experiments with different flight formations on the ArduSim
simulator. Below we detail the results obtained.
A. IMPACT OF MUSCOP AND MISSION COMPLEXITY
In this part, our aim is to analyze the time and distance
offset error due to the nature of the proposed solution, and
the performance that it can achieve using an ideal lossless
communications channel. During the experiments, we set a
planned speed of 10 m/s, used a linear flight formation of 9
UAVs, and changed the mission complexity while keeping a
constant mission length of 1840 meters.
1) TIME SERIES ANALYSIS
In this first evaluation, we analyze the behavior of a single
simulation using nineUAVs and a linear formation. The target
flight speed is set to 10 m/s, and we adopt a distance between
UAVs of 50 meters (our default value). The total number of
waypoints in the mission is just 2.
Figure 8 shows the formation error measured as position
offset, and the corresponding delay offset as a function of
time for a single experiment. At time 105 seconds it shows
the offset between slaves and master UAV assessed when the
flight coordination is taking place, when the UAV switches
from the first to the second waypoint of the mission. Note
that the distance offset error in the swarm formation remains
low despite the time offset increases for that point. This is due
to the deceleration of all UAVs, and the synchronization time
overhead when arriving at this coordination point.
In general, Figure 8 (a) shows that the average error
obtained for this type of formation is lower than 2 m. Con-
cerning the time offset, Figure 8 (b) shows that the average
error is of 0.16s, which coarsely corresponds to the synchro-
nization time requirements of our protocol (∼ 200 ms).
2) IMPACT OF MISSION COMPLEXITY
Once the behavior for a single simulation was analyzed,
we proceeded to perform multiple simulations to evaluate the
behavior when increasing the mission complexity. We define
the mission complexity as the number of waypoints included
on the mission, given a constant mission length; in particular,
it is the frequency with which the UAVs have to change
course over time, as explained in sectionV-A. For our tests we
2https://youtu.be/VLMsbL5B6tA
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FIGURE 8. Evaluation using the linear formation with 9 UAVs (ideal
channel).
defined missions having 2, 4, 6, 10, 14, 18, and 30 waypoints,
respectively. In total, five simulations were made for each
mission type, and the speed and the separation between UAV
was kept constant, adopting the values defined earlier.
Figure 9 shows the results obtained for different mission
complexity levels. In general, Figure 9a shows that the time
offset maintains an approximate average value of 0.20s. Also,
maximum atypical values are shown, which vary accord-
ing to the mission. Concerning the distance offset error,
it becomes evident that, in general, it tends to decrease
as the mission becomes more complex. Such behavior is
shown in Figure 9b. To understand the reasons underlying this
phenomenon, notice that distances between the coordination
points decrease as the mission complexity increases, meaning
there is less time for UAVs to accelerate and reach maximum
speed values. This way, given the same time offset error,
the relative slave-master error becomes smaller.
Table 1 shows the average, maximum, and standard devia-
tion values for each flight formation evaluated. In particular,
FIGURE 9. UAVs error for 9 UAVs linear formation (ideal channel).
TABLE 1. Overall simulation statistics (ideal channel).
it shows that the matrix formation appears to achieve slightly
better performance than the other formations, but the overall
results are equivalent, as the distance between UAVs does
not affect the communications link quality (ideal channel).
We found that the mission complexity only affects the dis-
tance offset error, under an ideal channel, if the multicopters
do not have enough time to reach the maximum speed before
getting the next waypoint. On the other hand, we observe that
the time offset is not affected at all, as the data packets always
arrive to destination. Furthermore, table 1 also shows that
the average time offset is almost equivalent to the message
broadcast period (200 ms) used in MUSCOP.
72506 VOLUME 8, 2020
F. Fabra et al.: MUSCOP: Mission-Based UAV Swarm Coordination Protocol
TABLE 2. Flight time overhead.
FIGURE 10. Flight time overhead using the linear formation with 9 UAVs
(ideal channel).
3) MUSCOP TIME OVERHEAD
The mere act of using MUSCOP may introduce some delay
during the flight, as the swarm must be synchronized each
time it reaches a waypoint. In this section, we check to what
extent is the total flight time affected by our protocol. Table 2
shows the mean total flight time for five experiments with
a swarm of 9 UAVs, and for different mission complex-
ity levels. To determine the total flight time overhead 1t,
we compared the results with the time required by a single
multicopter to follow the same mission automatically (Ref-
erence mission), without using MUSCOP. We found that the
total flight time is only increased by about 0.55 seconds per
waypoint of the mission, a very low value.
Additionally, Figure 10 confirms that the total flight time
is not specially affected by the protocol, and also that the
total flight time increases linearly as we increase the mission
complexity, something unrelated to MUSCOP, and that is
defined by the user of the swarm.
B. IMPACT OF CHANNEL LOSSES
Up to now, we have analyzed the performance of MUS-
COP under ideal conditions, and the impact of the mission
complexity and the protocol time overhead. In this section
we consider a more realistic scenario, using a communi-
cations model based on IEEE 802.11a technology, with a
maximum usable distance between sender and receiver of
FIGURE 11. Time offset on a swarm of 9 UAVs (lossy channel).
about 1300 meters. This model was defined from the results
gathered with real multicopters [25]. During these experi-
ments, we kept the same conditions of the previous section
to measure the performance using a lossy channel. Again,
9 UAVs made up the swarm, the minimum distance between
contiguous UAVs was set to 50 meters, and the maximum
speed was 10 m/s. Figures 11 and 12 show the time and
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TABLE 3. Overall simulation statistics (lossy channel).
distance offset error for each of the flight formations eval-
uated.
Figure 11 shows that, in general, the time offset does
not vary significantly when comparing the different forma-
tions. However, compared to the results obtained under ideal
channel conditions, we can now find outlier values for the
delay which are quite higher than for the previous experi-
ments. Besides, these values increase as the complexity of the
mission also increases. Specifically, in the linear formation,
we can see delay values that are much higher than for the
rest of the formations. This occurs because, with 9 UAVs,
the maximum distance from the farthest UAV to the leader
is of about 200 meters.
Figure 12 shows that the average error in distance, mea-
sured as position offset differences, tends to decrease as the
complexity of the mission increases. Specifically, the matrix
formation introduces lower errors with respect to the linear
and circular formations. In the case of linear training, we can
see that it is associated with higher errors; this is due to the
higher distances regarding inter-UAV communications, and
whose details will be analyzed later.
Table 3 shows the mean, maximum, and standard deviation
values for each of the evaluated formations under a lossy
channel. We can see that, compared to the ideal channel
conditions presented earlier, it shows a slight increase in
all its values. Figure 13 shows the behavior of MUSCOP
under both ideal and lossy channel conditions for the three
flight formations tested, considering the values obtained for
missions with different complexity (with 2, 4, 6, 10, 14,
18, and 30 waypoints). In general, it becomes evident that
the time delay with the ideal and lossy channels is similar,
proving that MUSCOP is able to perform well enough under
realistic conditions.
C. IMPACT OF VARYING THE INTER-UAV DISTANCES
In the previous section, we found that the distance between
UAVs affects the flight formation error, both in terms of
distance and time offset, when using a lossy communications
channel. In this section we provide details for experiments
made with a linear flight formation in order to provide insight
into the effect of channel losses on the swarm formation
stability. For these experiments we used only three UAVs,
where the master is in the middle of the flight formation.
This way, the distance of any slave to the master is always
the same. Then, we modified the master-slave distance from
100 to 1000 meters. The mission complexity was kept con-
stant (14 waypoints), and we ran 5 simulations for each
distance studied.
FIGURE 12. Distance offset on a swarm of 9 UAVs (lossy channel).
In general, in Figure 14 we observe that the mean time off-
set grows when the distance between sender and receiver also
increases. This is the expected behavior, as greater distances
between them will cause packet loss, making difficult to syn-
chronize the swarm, which could became a critical problem
under realistic conditions (loss channel). We also found that
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FIGURE 13. Performance comparison between ideal and lossy channel conditions for different formations.
FIGURE 14. Time offset for the linear formation for different master-slave
distances.
the time offset is below 1 second while the master-slave
distance is below 300 meters, which is a quite acceptable
value.
1) PACKET LOSS RATIO ASSESSMENT
In the previous evaluation, it was observed that, at long dis-
tances, a greater time offset is introduced. Next, we proceed
to evaluate the message loss ratio that occurs when using our
protocol in the context of a larger swarm. For this purpose,
a linear formation with 13 UAVs was used in such a way
that each UAV is separated from its neighbors by a distance
of 200 meters; hence, the UAVs located at the edges are
1200 meters away from the leader UAV. Several simulations
weremade, and themean values were taken. The total number
of waypoints for the mission was again equal to 14.
Figure 15 shows the packet loss ratio measured at different
distances. In general, we can see that the UAVs that are at a
FIGURE 15. Packet loss ratio values at different distances.
greater distance have higher loss levels, as expected, a ratio
that even exceeds 80% for the UAVs located in the periphery.
These results evidence that ArduSim induces a very realistic
model for UAV communications, and that MUSCOP is able
to cope with high loss levels.
D. SCALABILITY ANALYSIS
The last set of experiments was designed to analyze the influ-
ence of the number of multicopters on performance, while
also considering the complexity of the mission. To this aim,
we performed experiments with the matrix flight formation,
and with different number of UAVs: 9, 25, 49, and 81. For
each of those swarm sizes, we carried out experiments with
missions with 2, 6, 10, 14, 18, and 30 waypoints, and the
same length. We maintained the distance between the leader
and the furthest away multicopter constant throughout all the
experiments so as to maintain the similarity among them.
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FIGURE 16. Scalability: total flight time vs. number of multicopters.
Figure 16 shows the results when we increase the number
of UAVs, for missions of different complexity, and for both
ideal and lossy wireless channels. In general, the total flight
time is greatly affected by the mission complexity (number
of waypoints), an issue not directly related to the proposed
protocol. In particular, we found that the total flight time
increases from 200 to beyond 450 seconds when we increase
the number of waypoints from 2 to 30. It is also observed that
the swarm size does not significantly affect the total flight
time, which means that MUSCOP scales well by efficiently
synchronizing the entire swarm. In addition, we can also see
that the differences between both channel types is minimal,
which means that our proposed protocol has a high resilience
to packet loss.
To gain further insight on how mission complexity affects
the overall flight time, we analyzed the resulting mobility
pattern in more detail, finding that more complex missions
introduce more acceleration and deceleration events, which
causes the average flight speed to become lower, thereby
increasing the total time associated to a mission.
VII. CONCLUSION AND FUTURE WORK
As the adoption of UAVs continues to grow at a steady pace,
so does the complexity of the solutions targeted by these
devices. In this paper we focus on applications that require the
use of UAV swarms to undertake some preplanned missions.
To this aim we proposed MUSCOP, a novel protocol able to
adequately synchronize all UAVs in a swarm throughout all
the steps involved in the flight.
Experimental validation using the ArduSim simulation
platform has shown that MUSCOP is effective at maintain-
ing the swarm cohesion for the different formations tested,
and under different experimental conditions, being highly
resilient to channel losses, and able to seamlessly scale
to a large number of UAVs without a significant perfor-
mance penalty. In fact, tests evidenced that the complexity
of the mission is the main parameter affecting the overall
flight times, a factor that is independent of the number of
UAVs involved. Nonetheless, the flight time only increases
by 0.55 seconds due to the required synchronization on each
waypoint when testing with an ideal communications chan-
nel, being only slightly higher in the presence of channel
losses.
In the near future we plan to confirm the results obtained by
testing MUSCOP in a testbed with real multicopters, as well
as to design a new protocol to optimize swarm takeoff that is
both efficient and avoids possible collisions.
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