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Introduction to exact Mie theory. For the creation of the test set, the optical set-up including the Schwarzschild optics 98 with a focusing and collecting optics has been taken into account. The algorithm presented in this paper is 99 based on the algorithm of Kohler et al. 9 and the algorithm of Bassan et al. 6 based on a meta-model taking 100 into account a broad parameter range for parameters such as refractive index, size of the cell and effective 101 sample thickness. While the resonant Mie scatter correction algorithm developed by Bassan et al. 6 uses three 102 independent parameters for building the meta-model, we will show in the present paper that the meta-model 103 can be set up with two independent parameters, which further improves the speed of the algorithm and the 104 usage of memory in the modelling step. 105
Simulation of pure absorbance spectra 106 To validate the Mie scatter correction algorithm developed in this paper, a simulated data set of pure 107 absorbance spectra was created. The spectra were simulated such that the obtained absorbance spectra 108 resembled a matrigel spectrum of Bassan et al. 6 , i.e. a spectrum of an artificial base membrane consisting 109 mainly of proteins. The matrigel spectrum is considered as a nearly scatter-free pure absorbance spectrum. A 110 random number generator was used to change of heights (±20%), and shift band positions (±1 cm -1 ) of peaks 111 by superimposing Lorentz lines for 50 spectra. This data set was divided into two data sets of 25 spectra. For 112 data set one, we systematically changed the amplitudes at the peaks positions 1116, 1127, 1172, 1233, 1294, 113 1388, 1544 and 1648 cm -1 by making them either higher or smaller for each respective band. For data set 114 two, we changed the amplitudes at the positions 1075, 1155, 1192, 1243, 1315, 1404, 1456, 1551 and 1656 115 cm -1 by again making them either higher or smaller for each respective band. When analysing these data sets 116
by PCA, two clusters of samples were obtained according to the design of the simulation. The simulated 117 spectra are shown in Fig. 1a . The corresponding score plot for the first two PCA components is shown in 118 where ݊ is the constant part of the real refractive index, P denotes the Cauchy principal value integral and 126 ݊ ᇱ is the imaginary part of the refractive index 12 . 127
128
Simulation of apparent absorbance spectra according to exact Mie theory
129
In order to simulate apparent absorbance spectra, exact Mie theory was used. In the simulations, the optical 130 setup of an infrared microscope with a numerical aperture NA was taken into account. The apparent 131 absorbance was calculated according to 132
where ܽ is the radius of the spherical scatterer, G is the size of the aperture and ߥ is the wavenumber. The 134 integration is performed over the numerical aperture ߠ ே with integrand functions ݅ ଵ,ଶ ሺߠሻ, which are 135 calculated from the scattering amplitudes ܵ ଵ,ଶ ሺߠሻ. Details are given in the Supplementary Material S.2 of 136 paper Lukacs et. al 11 . For each simulated pure absorbance spectrum (see description in the previous section), 137 imaginary and real parts of the refractive index were calculated according to Eqs. 1 and 2 and displayed in 138 Fig. 1c and 1d , respectively. For each simulated apparent absorbance spectrum ‫ܣ‬ , random values were 139 chosen for ݊ and ܽ from the intervals 1.1 < ݊ < 1.4 and 2݉ߤ < ܽ < 5.5݉ߤ. Following this procedure, a 140 set of 50 simulated apparent absorbance spectra was obtained. The apparent absorbance spectra are shown in 141 Fig. 1e . The score plot of the first two components of the corresponding PCA analysis is shown in Fig. 1f . 142 We can see that due to the scatter distortions, the two groups that were observed in the score plot of the first 143 two components of the PCA of the pure absorbance spectra (Fig.1b) are now mixed. It is important to note 144 that visualization of score plots of higher components reveals the grouping also in the apparent absorbance 145 spectra. This is expected, since the scatter distortions are simply leading to a distortion of the main variation 146 pattern, but the information related to the grouping according to the chemical difference is still obtained in 147 the simulated apparent absorbance spectra. It is important to mention that the simulated apparent absorbance 148 spectra as shown in Fig. 1c include the so-called dispersive artefact. When the apparent absorbance spectra 149 in Fig. 1c are corrected according to the EMSC algorithm developed by Kohler et al. 9 , the dispersive artefact 150 can be clearly seen (results not shown). The dispersive artefact is due to the fluctuations of the real refractive 151 index caused by the absorption resonances and is not corrected by the algorithm developed by Kohler et al. 9 , 152 since the model assumes a real and constant refractive index. 153
We further would like to mention that the apparent absorbance spectra in Fig. 1e contain ripples which are 154 higher frequency oscillations. Ripples can be seen clearly in the region from 2800cm -1 to 1800cm -1 . These 155 ripples are also appearing in other spectral regions, but are less visible since they overlap with chemical 156 absorbance bands. While we have observed ripples in spectra of pollen 11 , ripples are usually not dominant in 157 spectra of human and animal cells and tissues. 158
159
Extended multiplicative signal correction and meta-modelling
160
For the extraction of the pure absorbance spectra from simulated apparent absorbance spectra, an iterative 161 algorithm based on EMSC was developed, which is a further extension of the algorithms presented in Kohler 162 et al. 9 and Bassan et al. 7 . Multiplicative signal correction (MSC) and EMSC have been introduced for pre-163 processing of near-infrared spectra 13, 14 . It has been shown in the past that both methods are versatile tools for 164 correcting infrared spectra of biological materials 6, 9, [15] [16] [17] . When EMSC is used for estimating and correcting 165
Mie scattering, a measured absorbance spectrum ‫ܣ‬ ሺߥ ሻ is approximated by a reference spectrum ܼ ሺߥ ሻ 166 times a multiplicative effect b, plus deviations from this reference spectrum expressed by a constant baseline 167 c plus a sum of components ‫‬ ሺߥ ሻ times respective parameters ݃ 168
The un-modelled part is captured by the residual term ߝሺߥ ሻ. Further baseline effects may be included in the 170 model by adding polynomials to the EMSC model 15, 16 . Since EMSC models an apparent absorbance 171 spectrum around a reference spectrum, the estimation of the model parameter has turned out to be a very 172 stable process. This is because infrared spectra of biological materials have very similar spectral signatures 173 deriving from protein, fat and carbohydrate absorptions, leading to a visually very similar overall shape of 174 the spectrum. When the parameters are estimated according to Eq. 4, the apparent absorbance spectrum is 175 corrected according to 176
ሺ5ሻ 177
In an EMSC Mie model, the component spectra ‫‬ ሺߥ ሻ are obtained from a meta-model based on Mie theory. 178
In the meta-model used by Kohler et al. 9 and Bassan et al. 7 , the scatter extinction was approximated by the 179 formula derived by Van de Hulst 4 , which was originally developed for a constant and real refractive index 180 and writes as 181
where ߩ is given by 183 ߩ = 4ߨܽߥ ሺ݊ − 1ሻ ሺ7ሻ
and ܽ and ݊ are the radius of the spherical particle and the real refractive index, respectively. In order to 184 allow for the correction of the dispersive artefact, Bassan et al. 7 introduced in Eq. 6 for ݊ a non-constant real 185 refractive index, which was calculated from an estimate of the pure absorbance according to the Kramers-186 Kronig transform (Eq. 2), while the imaginary part ݊ ᇱ ሺߥ ሻ of the refractive index may be calculated from an 187 estimate of the pure absorbance spectrum ‫ܣ‬ሺߥ ሻ according to Eq. 1. This relation was simplified in Bassan et 188 al. 7 assuming that the imaginary part ݊ ᇱ ሺߥ ሻ of the refractive index is proportional to the absorbance ‫ܣ‬ሺߥ ሻ, 189
where ‫ݏ‬ is a proportionality factor. The proportionality is only a rough approximation since the wavenumber 192 varies on the range under consideration. When the imaginary part of the refractive index, ݊ ᇱ ሺߥ ሻ, is known, 193 the real part, ݊ሺߥ ሻ, can be calculated according to the Kramers-Kronig relation in Eq. 2. Eq. 2. The real part of the refractive index is then used to calculate the extinction efficiency ܳ ௫௧ ሺߥ ሻ 207 according to Eq. 3 for a wide range of parameters a, ݊ and the proportionality factor of Eq. 8, 208
denoted by s. For each parameter typically its range is covered by 10 different values. The apparent 209 absorbance ‫ܣ‬ ሺߥ ሻ is then calculated for the range of parameters a, ݊ and s by assuming that 210 ‫ܣ‬ ሺߥ ሻ ≈ ܳ ௫௧ ሺߥ ሻ, resulting in a set of 10x10x10=1000 apparent absorbance spectra. 211 3. The set of apparent absorbance spectra ‫ܣ‬ ሺߥ ሻ is approximated by a meta-model using PCA, 212 resulting in a set of principal components ‫‬ ሺߥ ሻ that are used as components in Eq. 4. The EMSC 213 parameters in Eq. 4 are estimated by ordinary least square fits. After estimation of the EMSC 214 parameters, the spectrum is corrected according to Eq. 5, resulting in a corrected spectrum ‫ܣ‬ ሺߥ ሻ. 215 4. The estimate of the pure absorbance spectrum is replaced by the corrected spectrum ‫ܣ‬ ሺߥ ሻ and 216 the algorithm is reiterated starting with step 1. 217
The iterative algorithm by Bassan et al. 6 deserves some comments. It is important to mention that the 218 assumed porportionality ‫ܣ‬ ሺߥ ሻ~ܳ ௫௧ ሺߥ ሻ that is employed in step 1, is a rough approximation of Eq. 3 11 . It 219 involves neglecting the third term in Eq. 3 resulting in 220
where ܽ is the radius of the sphere and ‫ܩ‬ is the detector area, and further the expansion of the logarithm ot 222
Eq. 9 up to linear order, resulting in 223
explaining the proportionality between ‫ܣ‬ ሺߥ ሻ and ܳ ௫௧ ሺߥ ሻ. 225
226
Improved algorithm suggested in this paper.
227
The iterative algorithm suggested in this paper involves several improvements. First, the iterative algorithm 228 in this paper is based on a meta-model, which involves a complex refractive index according to the Mie 229 theory. We used an approximation formula for the extinction efficiency, that has been derived by Van de 230
with 232
where ݊ and ݊ ᇱ are the real and the imaginary parts of the refractive index, respectively. The differences 234 between Eq. 6 and Eq. 11 are illustrated in 11 . The differences are significant, both with respect to the position 235 of the band and the absolute values of the estimated extinction and absorbance. 236
The second improvement relates to the complexity of the meta-model. While in Bassan et al. 6 a parameter 237 model was used including ranges of three parameters (3 dimensions), it can be shown that a 2-dimensional 238 parameter model is sufficient for the parameter estimation. Details about the reduction from the 3-parameter 239 model to the 2-parameter model are given in the appendix A. The application of a 2-dimensional parameter 240 model decreases the computation time and required of computer memory. This can be illustrated by an 241 example. When the three parameter ranges represented by the size of the cell, the background refractive 242 index and the scaling parameter s of Eq. 8 are covered and 10 values are used to cover each parameter range, 243 1000 Mie extinction curves need to be simulated and used for the establishment of the meta-model. 244
Employing a two-parameter model, 100 spectra are sufficient to cover the same range. Thus, memory usage 245 is reduced by a factor 10 and the computation time for establishment of the meta-model is reduced as well. 246
A third improvement of the algorithm was achieved by speeding up the Kramers-Kronig transform of Eq. 2. 247
Kramers-Kronig relations are mainly used in optical spectroscopy to determine the complex refractive index 248 ݊ ො = ݊ + ݅݊ ᇱ of the medium from the measured absorption, transmission or reflection spectrum. The 249 refractive index is an important quantity when considering the scattering and absorption of light at biological 250 materials. The real part n of this index describes the refractive properties of the material; the imaginary part 251 ݊ ᇱ of it, determines the absorptive properties of the material. The most employed method for obtaining n 252 from ݊ ᇱ and vice versa is the Kramers-Kronig transform, which expresses the real part n in terms of the 253 imaginary part ݊ ᇱ according to 254
and the imaginary part ݊ ᇱ in terms of the real part n by 255
In Appendix B, we show that these relations are equivalent to the Hilbert transform, since the real part of the 256 refractive index is an even function of the wavenumber and the imaginary part of the refractive index is an 257 odd function of wavenumber, i.e. ݊ሺߥ ሻ = ݊ሺ−ߥ ሻ and ݊ ᇱ ሺߥ ሻ = −݊ ᇱ ሺ−ߥ ሻ. This can be seen from the Lorentz 258 model. Details are given in Supplementary Material S.1 of reference 11 .The Hilbert transform writes as 259
and 260
respectively, where * denotes convolution. The Hilbert transform can be calculated via Fast Fourier 261
Transform (FFT). The FFT method is based on the fact that both real and imaginary parts of the complex 262 refractive index defining the Hilbert transform are proportional to the convolution product between ݊ሺߥ ሻ or 263 ݊ ᇱ ሺߥ ሻ and the convolution kernel function ଵ గఔ . In Eqs. 14 there is a singularity, when s is equal to ߥ . The 264 singularity problem is theoretically bypassed by introducing the Cauchy Principal Value 18 . 265
266
The new iterative algorithm works as follows:
267
The algorithm corrects a scatter distorted apparent absorbance spectrum ‫ܣ‬ ሺߥ ሻ according to the following 268 interative procedure which is based on the EMSC model in Eq. 4. 269
Initialization:
The reference spectrum ܼ ሺߥ ሻ in Eq. 4 is initialized by a matrigel spectrum 6 or another 270 appropriate non-distorted spectrum. 271
Iterative algorithm: 
3. The set of apparent absorbance spectra ‫ܣ‬ ሺߥ ሻ, i.e. the matrix M is approximated by a meta-model 286 using PCA resulting in a set of principal components ‫‬ ሺߥ ሻ that are used as components in Eq. 4. 287
Prior to approximation by PCA, the matrix M is orthogonalized with respect to the reference 288 spectrum ܼ ሺߥ ሻ. This is to avoid competition between the parameters ܾ and ݃ (see Eq. 4) in the 289 subsequent parameter estimation. The EMSC parameters in Eq. 4 are estimated by ordinary least 290 squares fits. After estimation of the EMSC parameters, the spectrum is corrected according to Eq. 5 291 resulting in a corrected spectrum ‫ܣ‬ ሺߥ ሻ. 292 4. The estimate of the pure absorbance spectrum is replaced by the corrected spectrum ‫ܣ‬ ሺߥ ሻ and 293 the algorithm is reiterated starting with step 1. 294 This iterative algorithm is described schematically in Fig. 2 . We suggest to call the algorithm fast 295 resonant Mie scatter correction. 296 EMSC correction of simulated and measured apparent absorbance spectra
297
The correction of an apparent absorbance spectrum according to the algorithm suggested in this paper is 298 demonstrated in Fig. 3 . In Fig. 3a an example of a simulated apparent absorbance spectrum is shown. The 299 spectrum is simulated employing Eq. 3. As parameters we used ݊ = 1.35 and ܽ = 3.81 ߤ݉ . Corrected 300 spectra that were obtained by the first three iterations of the correction algorithm proposed in this paper are 301 shown in Fig. 3b together with the reference spectrum and the pure absorbance spectrum. As a reference 302 spectrum we used the average spectrum of all simulated pure absorbance spectra. Alternatively, the matrigel 303 spectrum could be used. It can be seen that the algorithm converges quickly and that the corrected spectra are 304 close to the pure absorbance spectra used for the simulation. Ripples that can be observed in the region 305 between 4000 cm -1 and 3500 cm -1 were not corrected successfully. This is expected, since the Van de Hulst 306 formula used for the correction (see Eq. 11) does not describe the Mie ripples. In Fig. 4a , a simulated 307 apparent absorbance spectrum containing strong ripples is shown. As parameters, we used ݊ = 1.36 and 308 ܽ = 5.12 ߤ݉ . Ripples with these intensities are usually not observed in infrared microspectroscopy of single 309
cells. An explanation for this will be given elsewhere. In the corrected spectra in Fig. 4b it can be seen 310
clearly that the Van De Hulst algorithm is not capable of correcting the ripples. 311
The complete set of corrected spectra for the simulated apparent absorbance spectra from Fig.1e is shown in 312 Fig. 5 . The spectra that correspond to the red scores of the pure absorbance spectra in Fig. 1b are plotted red  313 in Fig. 5 , while the spectra that correspond to the blue scores of the pure absorbance spectra in Fig. 1 b are  314 plotted blue in Fig. 5 . The reference spectrum is shown in green. It can be seen that the correction of the 315 spectra worked well. The two groups of spectra can be separated visually after correction. As mentioned 316 before, ripples are not well corrected, which does not pose a major problem, since strong ripples are usually 317 not observed in the infrared microspctroscopy of single cells. The computation time for the correction of 50 318 spectra (one iteration in the iterative algorithm) using a 4th generation Intel ®Core TM i7-4702HQ quad core 319 processor,16GB memory and Matlab 2015 is 77 seconds. This is a substantial improvement to the algorithm 320 developed by Bassan et al. 6 which uses 765 seconds on the same computer (employing numerical integration 321 and a parameter model with 3 parameters). No speed optimization of the algorithm by vectorization or 322 parallel programming was done so far. It is important to mention that the Kramers-Kronig part of of the 323 algorithm is improved by a factor of approximately 200 when using the algorithm based on the Hilbert 324 transform compared to the numerical integration. The improvement of the Kramers-Kronig part shows 325 especially advantages when more than 1 iterations are applied in the iterative algorithm. 326
In order to demonstrate that chemical information that was distorded in the apparent absorbance spectra can 327 be restored, we investigated peak ratios before and after correction. In Fig. 6 , the peak ratios for the 328 simulated pure absorbance spectra of the band at 1546 cm -1 and the band at 1387 cm -1 are shown in blue. The 329 peak ratio of this band is simulated such that the 50 spectra can be clearly separated into two groups of 25 330 spectra each. The spectra 1-25 have a lower peak ratio than the spectra 26-50. The corresponding peak ratios 331 for the apparent absorbance spectra are shown in magenta. It is obvious that the scatter distorted apparent 332 absorbance spectra do not allow to separate these two groups with the help of the peak ratio of the band at 333 1546 cm -1 and the band at 1387 cm -1 . The apparent absorbance spectra were then corrected by the iterative 334 algorithm. Corrected spectra are shown in red (one iteration), green (two iterations) and black (three 335 iterations). The ratio obtained from the average spectrum of all simulated pure absorbance spectra that was 336 used as the referense spectrum for the EMSC model is shown as the blue dashed line for comparison. It can 337 be seen that the iterative algorithm retreives a good estimation of the ratio of the simulated pure absorbance 338
spectrum. 339
We further tested the algorithm on a set of measured infrared microspectroscopy spectra of lung cancer cells. 340 Details about the data set can be found in Kohler et al 9 . The measured spectra are shown in Fig. 7 (red) 341 together with the corrected spectra (green). For the correction one iteration step was used. As reference 342 spectrum the matrigel spectrum was used 6 . In Fig. 7 , it can be seen that correction works visually very well. 343
The resonant Mie effect that was not corrected by the algorithm presented in Kohler et al 9 , is now 344 successfully corrected. 345
346
The importance of the reference spectrum for the iterative algorithm 347
An important comment relates to the updating of the EMSC reference spectrum in the iterative algorithm. 348
The dashed line in Fig. 2 indicates, that there are two options: Either the reference spectrum is updated by the 349 new estimate of the pure absorbance spectrum obtained after each iteration or the initial reference spectrum 350 is kept and only the imaginary part of the refractive index and, after Kramers-Kronig transformation, the real 351 part of the refractive index are updated. We have observed that an update of the reference spectrum may lead 352 to instabilities in the iterative algorithm and the result obtained may completely depend on the number of 353 iterations used, i.e. the iterative algorithm may drift completely apart from reasonable solutions. Thus, we do 354 not suggest to update the reference spectrum for EMSC in the iterative algorithm. 355
The use of a good reference spectrum is crutial for the success of the correction algorithm. In Fig.7 it is  356 obvious that the corrected spectra become in their overall shape very close to the reference spectrum. This 357 can be clearly seen when comparing the reference spectrum (for example in Fig. 4b ) with the corrected 358 spectra in Fig. 7 . The same observation can be made in the paper of Bassan et al. 6 , where the same reference 359 spectrum was used as in the current paper. In reference 6 , after correction all spectra are in their overall shape 360 similar to the matrigel spectrum used as a reference in EMSC. This is due to the high flexibility of the meta-361 model used for the correction. Notwithstanding, although the corrected spectra tend overally in their shape 362 towards the reference spectrum, we could clearly show that chemical information can be restored by the 363 suggested algorithm. 364
365

Conclusions
366
In this work we presented an improved iterative EMSC algorithm for correcting Mie scattering in infrared 367 microspectroscopy of single cells and tissues. The iterative EMSC algorithm employs a meta-model based on 368 an approximate formula by Van De Hulst, taking into account a complex refractive index for correcting Mie 369 scattering. The new iterative algorithm was tested using a simulated set of apparent absorbance spectra and a 370 set of measured apparent absorbance spectra. The simulated apparent absorbance spectra were obtained by 371 first simulating pure absorbance spectra and then generating scatter distorted apparent absorbance spectra by 372 full Mie theory. For the simulations, the full optical set up of an infrared microscope including the collecting 373 and focusing Schwarzschild optics were taken into account. The set of simulated spectra used in this paper is 374 thus more difficult to correct than the spectra simulated in the reference 6 , where spectra were simulated by 375 using exactly the same approximation formula that was afterwards used for correction algorithm. In addition, 376 the spectra simulated in reference 6 were obtained by addition of pure absorbance spectra to simulated scatter 377 spectra. This facilitated the correction of the spectra in reference 6 , since scatter distortions where only added 378 on top of the pure absorbance spectra. In our simulations the scatter distorted spectra where obtained 379 according to Eq. 3 and do not contain additive contributions of pure absorbance spectra. It is important to 380 mention that according to the Mie theory, apparent absorbance spectra are not obtained by adding pure 381 absorbance spectra to scatter contributions. Thus, the retrieval of chemical information from the simulated 382 apparent absorbance spectra taking into account the full optical setup as employed in the current paper, 383 demonstrates well the capability of the algorithm presented in this paper. 384
The measured spectra used for correction in the current paper were obtained from single lung cancer cells 9 . 385
The correction of the measured spectra was successful, while it is obvious that the corrected spectra tend in 386 their overall shape towards the matrigel spectrum employed. The high flexibility of the meta-model results in 387 corrected spectra that are in their overall shape very similar to the reference spectrum used in the EMSC 388 model, while we showed by employing a simulated data set that chemical characteristics of the pure 389 absorbance spectra could be restored. 390
The iterative algorithm developed by Bassan et al. 6 involves a numerical integration in order to perform a 391 Kramers-Kronig transform. In the algorithm presented in this paper, we replaced the integral of the Kramers-392
Kronig by a fast Fourier transform (FFT) algorithm. This reduced the computation time of the Kramers-393
Kronig transform approximately by a factor 100. Moreover we have shown that two independent parameters 394 ߙ and ߛ (each parameter contains 10 equidistant values in its respective range) are sufficient for 395 compressing 100 Mie scattering curves into a small number of principal components loading spectra to 396 estimate the scattering contributions in the EMSC meta-model. 397
While we have shown that the new algorithm retrieves the pure absorbance spectra from highly distorted 398 apparent absorbance spectra, ripples that are present in simulated apparent absorbance spectra could not be 399 corrected, since the Van de Hulst approximation does not account for ripples. The ripples that are visible in 400 the simulated apparent absorbance spectra can be explained by diffractive surface waves. While we have 401 observed that the appearance of ripples is not present or suppressed in measured spectra, we believe that the 402 correction of ripples is in general not required for the correction of infrared microspectroscopic spectra of 403 single cells and tissues. Ripples may be absent in measured spectra because the apertures used in infrared 404 microspectroscopy are comparable to the size of the cells, while the exact Mie theory which assumes an 405 incoming plane wave assumes apertures that are much bigger than the probed cell. Thus, diffractive surface 406 waves that are causing ripples in exact Mie theory may be suppressed in practical measurement situations. 407
where ݊ is the constant part of the real refractive index and the integral term 425
is the fluctuating part of the real refractive index. 427
It follows that 428
If ݊ is calculated from the pure absorbance spectrum ‫ܣ‬ሺߥ ሻ according to Eqs. A2 and A4, the effective 430 thickness ݀ of the cell is in general not known. We therefore define a scaled imaginary part of the 431 refractive index, ݊ ௦ ᇱ ሺߥ ሻ, according to 432 Since the parameters ܽ and ݊ are not independent (see A5), these parameter ranges are not absolute. We 452 include for example considerably higher values of ܽ than indicated by the range in (A13c), when the 453 refractive index in an apparent absorbance spectrum is below the maximum value of (A13a), since the two 454 parameters enter Eq. A5 as a product. The parameters in Eqs. A13 are not independent and one parameter 455 can be omitted by rescaling as we will show in the following. We can write Eq. A11 as 456 
and therefore, from (1), we have 517
Taking the real and imaginary parts of ݊ ොሺߥ ሻ = ݊ሺߥ ሻ + ݅݊ ᇱ ሺߥ ሻ, we get 518 
Since 524
Then 525
Multiplying both parts of the last expression by ݅ሾ‫݊݃݅ݏ‬ሺ݂ሻሿ, we get 526 . The complete set of simulated apparent absorbance spectra shown in Fig.1c is corrected by the algorithm presented in this paper. The spectra that correspond to red scores of pure absorbance spectra in Fig   1b are drawn in red; the spectra that correspond to blue scores of pure absorbance spectra in Fig. 1b are marked blue.The reference spectrum is shown in green. Some corrected absorbance spectra contain ripples.
As expected, the EMSC meta-model employing the Van de Hulst formula with complex refractive index does not remove ripples. with the corrected spectra in green. For the correction one iteration step was used. As a reference spectrum (in blue) the matrigel spectrum was used. which is skirting the singularity point ‫ݏ‬ ൌ ߥ , is indicated by arrows. The radius R of the outer semicircle tends to infinity. The radius ߩ of the small semicircle about ߥ tends to zero.
