This paper presents a summary of the 2019 Unconstrained Ear Recognition Challenge (UERC), the second in a series of group benchmarking efforts centered around the problem of person recognition from ear images captured in uncontrolled settings. The goal of the challenge is to assess the performance of existing ear recognition techniques on a challenging large-scale ear dataset and to analyze performance of the technology from various viewpoints, such as generalization abilities to unseen data characteristics, sensitivity to rotations, occlusions and image resolution and performance bias on sub-groups of subjects, selected based on demographic criteria, i.e. gender and ethnicity. Research groups from 12 institutions entered the competition and submitted a total of 13 recognition approaches ranging from descriptor-based methods to deep-learning models. The majority of submissions focused on ensemble based methods combining either representations from multiple deep models or hand-crafted with learned image descriptors. Our analysis shows that methods incorporating deep learning models clearly outperform techniques relying solely on hand-crafted descriptors, even though both groups of techniques exhibit similar behaviour when it comes to robustness to various covariates, such presence of occlusions, changes in (head) pose, or variability in image resolution. The results of the challenge also show that there has been considerable progress since the first UERC in 2017, but that there is still ample room for further research in this area.
Introduction
Biometric ear recognition refers to the task of recognizing people from ear images using computer vision and machine learning techniques. The interest in this field is driven by the appealing characteristics of the human ear when used in automated recognition systems, such as the ability to capture images from a distance and without explicit cooperation of the subjects one is trying to recognize, the ability to distinguish identical twins [21] and the potential to supplement other biometric modalities (e.g., faces) in multi-modal biometric systems [27, 29] .
Research on ear recognition has long been focused on constrained laboratory-like settings, where the variability of the captured ear images was limited and not really representative of real-world settings. The main sources of appearance variability with the ear datasets used during this period were minute differences in head rotation, presence (or absence) of ear accessories and minor changes in illumination conditions, as illustrated by the sample images on the left side of Figure 1 . While these datasets contributed to early developments in the field, they did not account for challenging real-life conditions where the appearance of ears is significantly affected by blur, illumination, occlusion, and view-direction changes as well other nuisance factors, as shown on the right side of Figure 1 . New datasets were needed that would better reflect the image variability encountered in unconstrained (real-world) settings. To address this gap, the Annotated Web Ears (AWE) dataset was introduced in [13] , followed by related unconstrained ear datasets shortly after [9, 10, 12, 31] . Similarly to recent image collections from other areas of computer vision [4, 18, 23] , these ear datasets were not captured in laboratory environments, but were gathered from the in- Figure 1 : Early research on ear recognition focused mostly on constrained laboratory-like settings -see sample images on the left [20] . Recent work is looking at more realistic images captured in unconstrained conditions -see examples from the database used for UERC [10] on the right. UERC 2019 aims to benchmark (in a group effort) existing ear recognition techniques on such unconstrained data. Each column shows images of one subject.
ternet using automatic (and/or semi-automatic) acquisition techniques. Because of the web-based collection approach, ear images from these datasets better reflect the range of possible appearance variability encountered in real-world settings, but consequently also pose a considerably greater challenge to existing recognition techniques.
To analyze how existing ear recognition techniques perform with such difficult images, the first Unconstrained Ear Recognition Challenge (UERC) was organized in 2017 as part of the International Joint Conference on Biometrics (IJCB). The challenge was conducted on a large-scale dataset of ear images and showed that the recognition performance in unconstrained settings is far from the nearperfect recognition rates commonly reported on constrained laboratory datasets. In the most difficult (identification) experiment involving a gallery set of several thousand subjects, the best performing algorithm achieved a relatively modest rank-1 recognition rate of little above 20%, leaving ample room for further research and improvements. Moreover, while certain aspects of the submitted algorithms were studied at UERC 2017 (i.e., impact of head rotations, scalability, etc.), important research questions that could offer insight into potential issues with the existing recognition techniques and point to future research directions were left unanswered, e.g.: How do ear recognition techniques perform across different image resolutions in unconstrained settings? How sensitive are existing techniques to the presence of occlusions and ear accessories? Do existing recognition approaches exhibit a performance bias when presented with images of either male or female subjects? How do recognition techniques generalize to ear image data with different characteristics?
To answer these and related questions, the second Unconstrained Ear Recognition Challenge (UERC) was organized in the scope of the 2019 IAPR International Conference on Biometrics (ICB). UERC 2019 is a follow up on the first ear recognition challenge and with 12 participating institutions the biggest group effort so far aimed at evaluating the state of technology in the field of unconstrained ear recognition. The participating research groups submitted a total of 13 algorithms that were tested on a common dataset of ear images using a predefined experimental protocol. To allow for comparisons with the results from UERC 2017, the same dataset and protocol was used for the main part of UERC 2019, but a new, sequestered datasets was added to evaluate the generalization abilities of the submitted algorithms. The combined research effort of all participating groups resulted in the following contributions:
• A comparative performance evaluation of ear recognition technology involving 13 recognition techniques and comprehensive experiments on an unconstrained large-scale dataset of ear images.
• An in-depth analysis of the sensitivity of ear recognition techniques to different covariates known to affect performance, e.g., image resolution, head rotation, and presence of occlusions.
• An empirical evaluation of the performance bias of ear recognition techniques with respect to the gender of subjects shown in the ear images.
Related work
In this section we present relevant prior work. We first discuss existing datasets of ear images captured in unconstrained conditions and then elaborate on recent research on ear recognition in the wild.
Datasets for unconstrained ear recognition. Numerous datasets are currently available for research in ear recognition [13] . These include early datasets, such as UND image collections E, F, G and J2 1 , the USTB [8] datasets or the popular IITD dataset from [20] , but also newer ones, such as AWE [13] , AWEx [10] , WebEars [31] , or Helloear [33] .
For a considerable period of time, research on ear recognition relied on the (early) controlled datasets listed above, where images were typically captured in constrained conditions, under full profile view, limited illumination and occlusion variations and at high-resolution. Furthermore, the same acquisition hardware was commonly used for the image collection process. To advance the field and provide the research community with a more challenging problem, the 1 Available from: https://cvrl.nd.edu/projects/data/ WPUT [15] dataset was introduced in 2010. The dataset offered images with a significantly wider range of appearance variability (across pose, illumination and occlusions), but was still recorded in controlled, laboratory-like settings. While being more representative of real-world conditions than earlier datasets, WPUT was not widely adopted, likely due to the low recognition rates achieved by the techniques being proposed in the literature.
Recent years have seen the introduction of completely unconstrained ear datasets, where images were not captured specifically for research purposes, but were instead compiled from pre-recorded data collected from the web. The first such dataset was the AWE dataset described by Emeršič et al. in [13, 9] and it's later extension AWEx [10] . Zhang et al. [31] presented another dataset caled WebEars with similar characteristics to AWE, but with a focus on ear detection. Zhou and Zaferiou [35] introduced the Inthe-wild Ear Dataset, which was constructed from an existing unconstrained web-based dataset of face images. In a more recent collection effort, Zhang et al. [32, 33, 34] collected a dataset of ear video sequences recorded with a mobile phone.
The dataset used for UERC 2019 follows the trends outlined above and consists of images collected from the web. However, different from competing datasets, the UERC data contains several thousand of images with more than 3, 000 identities, which makes it the largest dataset of unconstrained ear images publicly available. Given the results of UERC 2017, where the dataset was already used, it also represent one of the most challenging image collections in the field of ear recognition.
Ear recognition in the wild. With the introduction of unconstrained ear datasets (described above), techniques for ear recognition started to shift away from the then dominant descriptor-based methods and techniques combining descriptors with subspace projection techniques (see [13, 24] for details) to more powerful approaches that could better capture the considerable appearance variability of ear image data when recorded in uncontrolled real-life conditions. Specifically popular in this regard are methods are relying on convolutional neural networks (CNNs), as evidenced by the significant body of work adopting these models for ear recognition, e.g., [12, 11, 14, 10, 7, 32, 16, 22, 1, 30] .
With UERC 2019, we study many of the approaches referenced above and conduct one of the first independent evaluations of ear recognition techniques so far. We assess all techniques on the same datasets and protocol and, consequently, contribute to a better understanding of the current capabilities and limitations of ear recognition technology.
Methodology
In this section, we present the methodology adopted for UERC 2019. We first discuss the datasets used in the chal- Figure 2 : Distribution of the available annotations in the AWEx dataset. Each image is annotated with multiple labels that define: the yaw, roll and pitch angles, the amount of occlusion, the gender and the ethnicity of the subjects. These labels allow for a fine-grained analysis of the recognition results. The figure is best viewed in color. The sequestered data is used in UERC to assess the generalization abilities of ear recognition techniques.
lenge and then describe the experimental protocol, performance metrics, and starter kit distributed to the challenge participants. We conclude the section with a summary of the submitted approaches.
UERC 2019 datasets
Two sets of image data were used for UERC 2019. The first (the public dataset hereafter) was distributed to all participants and featured training and testing data for the first stage of the challenge. The second dataset was a hold-out dataset (the sequestered dataset hereafter) used in the second stage of the challenge by the UERC organizers to evaluate the generalization capabilities of the best performing algorithms. This dataset was not available to the participants during development and contained data with slightly different characteristics than the public dataset. A detailed description of both datasets is given below.
The public UERC dataset contained 11, 000 ear images of 3, 690 subjects. The main part of this data was taken from the Extended Annotated Web Ears (AWEx) [12, 13] dataset and comprised 3, 300 ear images of 330 subjects -10 images per subject. Images of the dataset were collected from the web and exhibit considerable appearance variations not usually seen with other ear datasets. AWEx images come with a rich set of annotations, such as head rotations in different directions, gender and race labels, labels for the presence of occlusions and are, therefore, used as the basis for most of analysis presented in Section 4. A summary of the available annotations and their distribution over the AWEx images is shown in Figure 2 . The reader is referred to [10] for more information on the dataset.
The rest of the data in the public dataset was taken from the UERC 2017 dataset. Images from this part were also gathered from the internet to ensure characteristics and variability similar to the AWEx images. For the data collection procedure, a pool of candidate face images was first collected. An automatic post-processing procedure involving the ear detection approach from [9] was then used to identify potential ear regions. The detected (ear-candidate) regions were manually inspected to check for the quality of the detections and false positives and poorly localized ear regions were excluded. All detected ear images were tightly cropped and left as they were. No additional effort was made to align the images to a common side -right or left. Different from the AWEx data, these additional images exhibited large variability in size -the smallest images containing only a few hundred pixels, whereas the largest having close to 400k pixels. The average pixel count per image was 3, 682. Sample images from the public dataset are shown on the right side of Figure 1 .
The sequestered UERC dataset consisted of 500 images of 50 subjects. This dataset was intentionally kept small to allow for quick testing of the submitted models. Similarly to the public dataset, this dataset featured images captured in the wild, but the data collection procedure was conducted with the help of student volunteers. The students were asked to find ear images of arbitrary subjects online, so a certain level of human-bias was introduced into dataset, as images were typically of somehow better resolution and quality and of slightly different visual characteristics compared to the public dataset. To make sure there was no overlap in terms of identities with the public part of the UERC data, the students checked the identity of their subjects against the subject list of the public dataset. Example images from the sequestered datasets are shown in Figure 3 
Experimental setup
UERC was conducted in two separate stages. The first stage focused on model development and testing using the public UERC dataset, whereas the second stage addressed model generalization on the sequestered dataset, i.e., with image data not seen during development.
For the first stage, the public UERC dataset was partitioned into disjoint training and testing splits. The training split consisted of 2, 304 images of 166 subjects from the AWEx dataset, whereas the testing split contained the remaining AWEx data and the rest of the images from UERC 2017 -see Table 1 for details. The training split was used to train feature extraction and classification models (e.g., CNNs, classifiers, etc.) and set potential hyper-parameters, while the testing split was reserved exclusively for the performance evaluation. Using images from the testing split during development and training was not allowed. To ensure that the participants followed the experimental protocol, a small amount of controlled label noise was introduced into the testing split of the dataset. Results for the mislabeled data were then checked manually by the organizers.
Participants were asked to submit results in the form of a similarity matrix of size 7, 742 × 9, 500 to the organizers. This similarity matrix served as the basis for the evaluation and allowed the organizers to analyze different aspects of the submitted recognition approaches. The similarity matrix was generated by comparing 7, 742 probe images (corresponding to 1, 482 subjects) to all 9, 500 gallery images (corresponding to 3, 540 subjects) in an all-vs-all experimental protocol using a selected similarity measure or matching approach. Here, the entire testing split of the public dataset was used for the gallery, while the 7, 742 probe images represented a subset of the 9, 500 gallery images, featuring only subjects with at least 2 images in the dataset. Each similarity score had to be generated based solely on the comparison of two ear images and no information about other subjects in the testing split of the UERC data was allowed to be used for the score generation.
In the second stage of UERC 2019, the top performing algorithms from the first stage were tested on a sequestered dataset. For this part, the sequestered data was anonymized (i.e., image names were randomized) and distributed among participants. The participants then had 2 weeks to compute similarity scores for a number of predefined comparisons and return a second 500 × 500 similarity matrix for scoring. It was not allowed to make any changes to the submitted algorithms during this stage, and the submitted approaches had to be tested with the same configuration and parameter settings as in the first UERC stage.
Performance metrics
All submitted algorithms were tested for identification accuracy and Cumulative Match Score (CMC) curves were generated to visualize results. To report performance, the following quantitative metrics were used: i) the recognition rate at rank one (rank-1), which corresponds to the fraction of probe images, for which an image of the correct identity was retrieved from the gallery as the top match, ii) the recognition rate at rank five (rank-5), which corresponds to the fraction of probe images, for which an image of the correct identity was among the top five matches retrieved from the gallery, and iii) the area under the CMC curve (AUC), which measured the performance of the recognition approached at different ranks. The latter was computed by normalizing the maximum rank (i.e., the number of distinct gallery identities) of the experiments to 1. Rank-1 scores were used to determine the final ranking of the submitted algorithms.
The UERC 2019 starter kit
A MATLAB starter kit was provided to the challenge participants to help them get started with the challenge. The starter kit included implementations of two baseline algorithms, i.e., i) an LBP-based approach (LBP-Base hereafter) and ii) a CNN-based model build around the VGG-16 architecture (VGG-Base 2 hereafter) as well as a sample script that implemented the predefined experiments protocol for the two baselines. This sample script ensured that participants were able to easily generate compliant similarity matrices for scoring. Additionally, scripts and functions for 2 See Table 2 and Appendix for details.
assessing the sensitivity of the recognition models to various data characteristics were also distributed. The starter kit was put online and will stay available after the challenge to help researchers to quickly analyze their models on the UERC datasets. Please refer to http://ears.fri. uni-lj.si/uerc19 for more information.
Participating approaches
The challenge received a total of 13 submissions from research groups belonging to 12 institutions. As noted in the previous section, 2 of these submissions represented baseline models made available by the UERC 2019 organizers. The submissions featured algorithms with different characteristics, model sizes, and different numbers of learnable parameters, as summarized in Table 2 . In line with recent trends, most of the submissions focused on deep learning, with 5 approaches (or 38%) using solely CNN models for image representation, i.e., SEP, MLE-CNN, SiamCNN, VGGEar and VGG-Base, and 4 submissions (or 31%) relying on a hybrid combination of hand-crafted and learned image descriptors, i.e., CH-Fus, CHP-Fus, ScNet-5, and LCFus. Only 4 techniques (or 31%) used hand-crafted features exclusivelly, i.e., PHOG, IFLBP, BIOR and LBP-Base.
Despite the fact that the majority of submissions involved deep learning models (69%), these models dif- fer significantly in number of parameters that need to be learned during training. The smallest models, i.e., SEP, CH-Fus, CHP-Fus and SiamCNN all have less than 60 million parameters to train. The somewhat larger models, i.e., VGGEar, LC-Fus, VGG-Base, need to learn around 120 million parameters, whereas the ensemble MLE-CNN approach requires optimizing for more than 300 million learnable parameters. The largest model by a significant margin is ScNet-5 with 2 billion parameters.
Interestingly, many of the submitted approaches (6 submissions or 46%) relied on multiple image representations by either i) fusing different descriptors (CH-Fus, CHPFus, LC-Fus), ii) using ensembles of CNN models (MLE-CNN, VGG-Ear), or iii) learning to fuse multiple ear experts (ScNet-5). As we show in the experimental section, these approaches are among the best performing approaches in the challenge, which suggests that a single representation is not sufficient to capture the complex appearance variations seen with unconstrained ear images.
The reader is referred to the Appendix for a more complete description of the participating approaches.
Experiments and results
In this section we present the results of the UERC 2019. We conduct an in-depth analysis of all the submitted approaches and use the submitted results to study different aspects of existing ear recognition technology, such as sensitivity to ear rotations (in terms of yaw, tilt and roll angles) and occlusions, performance over different image resolutions, and potential bias with respect to gender. 
Comparative assessment
Experiments on AWEx. In our first series of experiments, we compare the submitted approaches on the testing split of the AWEx dataset (involving 180 subjects), as described in Section 3. The results in Figure 4 and Table 3 show that hybrid techniques that combine hand-crafted and learned features achieve the best performance, followed by methods relying solely on learned image descriptors. Submissions using only hand-crafted descriptors are less competitive and exhibit a considerable performance gap with respect to approaches that incorporate deep-learning models. These trends are clearly visible in Figure 7a , where a bar graph with rank-1 recognition rates is presented for the three different groups of methods.
The overall top performed in this series of experiments with a rank-1 recognition rate of 62.8% is ScNet-5, followed closely by CHP-Fus with a rank-1 score of 57.9%. This comparison is particularly interesting when also considering the model size, where ScNet-5 is the biggest and most resource hungry approach with a model size of around 15 GB, while the CHP-Fus model uses a model of only 226 MB in size. Ranked third and fourth are the CH-Fus and MLE-CNN models, which achieve similar performance with rank-1 values of around 45%. The next model, LCFus, is again a hybrid approach and achieves a rank-1 recognition rate of 31.6%. The SEP, VGGEar, PHOG, Siam-CNN, IFLBP and BIOR approaches perform similarly or below the baselines provided by the organizers.
Experiments on the UERC dataset. In the second series of experiments, we compare the submitted approaches on the testing split of the entire UERC dataset. As suggested in Section 3, these experiments involve 9, 500 images and 3, 540 subjects and aim at evaluating the scalability of the recognition techniques. To facilitate comparisons with submissions from UERC 2017 [12] , we also report results for the techniques participating in the first ear recognition challenge (marked U17) in Figure 5 and Table 4 . Note that due to a minor error in the label file used for UERC 2017, the reported results were recomputed and differ slightly from the results reported in [12] for this experiment.
The results, similarly to the initial test, show the superior performance of techniques relying on learned or on a combination of learned and hand-crafted image descriptors. The relative ranking of the tested techniques is for the most part consistent with the results achieved on the AWEx dataset. The best performing approach is again ScNet-5, however, compared to the first series of experiments, performance has dropped from 62.8% at rank one on AWEx to 28.7% on the complete UERC test data. Similar performance degradations (in the range of 2× to 3× in terms of rank-1 values) are also observed for all other methods. This suggests that, on the one hand, the submitted methods do not scale well with the number of subjects in the test set, but, on the other hand, also shows that the images of the UERC datasets are more challenging due to poorer resolution and lower-quality when compared to AWEx -this is also supported by the results of the sensitivity analysis presented in the next section.
When comparing this year's submissions to the techniques from UERC 2017, the results show clear improvements. ScNet-5 outperforms the winning approach from 2017 (marked U17 UCCS) in terms of rank-1 score, while CHP-Fus is slightly behind with respect to the rank-1 value, but on pair in terms of the rank-5 result. Four of the submission from this year also outperform the techniques ranked second, third and fourth in 2017.
Experiments on the sequestered dataset. In the last series of comparative experiments, we evaluate the 5 top performing algorithms from the previous experiments on a sequestered dataset (with 500 images and 50 subjects) that was not available to the participants during development. The idea of this series of experiments is to test the generalization capabilities of the submitted techniques. In Figure 6 , where the results are presented, the x-axis shows the rank-1 results achieved on the AWEx dataset, the y-axis shows the rank-1 scores on the sequestered dataset and the circular surface area around each point represents the size of each model (for exact model size numbers see Table 2 ). The results show that all tested techniques generalize well and achieve slightly better results on the sequestered dataset, which, as discussed earlier, features images of better quality than AWEx due to the manual data collection process. The best performing approach is again ScNet-5, but as can be seen the high performance comes at the expense of a significant model size, which is 2 orders of magnitude larger than that of the runner up, the CFP-Fus model.
Sensitivity to covariates
Next, we assess the sensitivity of the submitted models to various factors that are labeled in the AWEx dataset. Specifically, we investigate the impact of occlusion (Figure 7b ) and head rotation in different directions (Figures 7d to 7f ) on the performance of the submitted approaches using the 1800 test images from the AWEx dataset. Furthermore, we also examine the impact of image resolution on the recognition performance in Figure 7c and use the complete UERC test dataset for this experiment. In all graphs, performance is reported in terms of rank-1 recognition scores.
We see from the presented results that occlusion has a considerable impact on recognition performance. While the rank-1 scores remain relatively unaffected for minor and mild occlusions (i.e. smaller ear accessories or hair covering smaller parts of the ears), severe occlusions (i.e., hair or ear accessory covering around half of the ears) cause considerable performance degradations for the majority of tested techniques. Interestingly, the SEP and VGGEar models are the only ones that seem to ensure stable performance across all degradation levels, but still result in lower rank-1 scores than the top performers with the most severely occluded images. These results suggest that existing recognition techniques are still sensitive to larger occlusions and that novel mechanisms are needed to make ear recognition technology robust toward this specific covariate. Another major source of performance variability on the UERC test data is image resolution. As can be seen in Figure 7c , all tested methods deteriorate significantly in performance with decreased resolution. On the smallest images with less than 1k pixels (e.g. images with a size of 40 × 25 pixels), the performance drops by at least a factor of 3× compared to the experiments with the AWEx dataset for all tested approaches. Using images with 1k to 5k pixels leads to performance degradations of around 2× compared to the AWEx results, while images with a resolution between 5k pixels and 10k pixels ensure very similar results to those obtained on AWEx. Results achieved with these images are comparable to the results with images having more than 10k pixels. This suggests that images of at least 5k pixels are needed to cater to today's recognition techniques for close to optimal performance, while smaller images inevitably lead to performance degradations.
When looking at the impact of head rotation, we observe very different behaviour for the tested methods. While larger pitch angles lead to significant performance drops for the ScNet-5, CHP-Fus, CH-Fus and LC-Fus and also adversely affect the hand-crafted descriptor-based methods, they have no effect on the MLE-CNN, VGG-Base and SEP models, which even manage to perform slightly better with large pitch angles. Similar observations can be made for variations in roll and yaw angles. The overall top performer, ScNet-5, for example, appears to be unaffected by changes in roll angles, but drops in performance with increased yaw rotations. CH-Fus and LC-Fus, on the other hand, are robust to yaw rotations, but adversely affected by increased roll angles. MLE-CNN is the most robust among all evaluated approaches in terms of rotation in any direction. While rotation is clearly problematic for many of the tested techniques, it is still less of an issue than occlusion or resolution, as many of the submitted approaches are able to cope with different levels (and directions) in head rotation.
Bias analysis
In our final series of experiments we test the submitted approaches for performance bias and again use the AWEx test images for the assessment. With this experiment we try to evaluate if the submitted approaches favor women over men in terms of recognition performance. Since women often wear the same accessories or have longer hair that partially occlude the ears, these factors may contribute towards different recognition rates for male and female subjects.
As can be seen from Figure 8 , where the results of this experiment are presented, most approaches ensure similar performance for men and women, except for MLE-CNN, which achieves somewhat higher results for images of male ears. The rest of the tested techniques ensures comparable rank-1 scores and does not favor one gender over the other.
Conclusion
The aim of the second Unconstrained Ear Recognition Challenge (UERC 2019) was to evaluate the current state of ear recognition technology and assess the progress made in the field since the first competition in 2017. While many open issues still remain, rank-1 recognition rates on the most challenging (large-scale) experiment improved by more than 5% from 2017, while rank-5 recognition rates improved by more than 10% considering the top performers of the two challenges.
UERC 2019 was used as a platform to evaluate different aspects of ear recognition techniques, such as sensitivity to image resolution, occlusion, head rotation and performance bias with respect to gender. While the submitted approaches have in general become more competitive compared to the 2017 submissions, they are still sensitive to ear occlusion and insufficient image resolution. Head rotations and gender bias, on the other hand, appear to be less problematic.
For future challenges we plan to include additional datasets and especially training data more suitable for learning CNNs, which seem to be the favored and best performing models in the field of ear recognition.
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A. Appendix -Summary of Approaches
In this part of the appendix we present a short summary of all approaches participating in UERC 2019. We first describe the two baselines provided by the organizers of UERC and then discuss the participating approaches.
A.1. LBP-baseline (LBP-Base) Contributors LBP-Base is the first baseline included in the UERC 2019 starter kit made available to the UERC participants. The baseline represents a descriptor-based approach that relies on histograms of local binary patterns (LBPs) [25] . With this baseline, 16 × 16 patches are sampled from the ear images using a sliding window approach and a step size of 4 pixels. Each patch is then encoded with uniform LBPs computed with a radius of R = 2 and a local neighborhood size of P = 8. 59-dimensional histograms are calculated for every patch and the computed histograms are finally concatenated to form the final ear descriptor. The cosine similarity is used to measure similarity between two ear (LBP) descriptors. VGG-Base is the second baseline included in the UERC 2019 starter kit. This baseline implements the popular 16-layer VGG convolutional neural network (CNN) from [26] for ear recognition. The model consists of multiple convolutional and max-pooling layers and uses small filters (of size 3 pixels) to reduce the number of parameters that need to be learned during training. The convolutional layers are followed by two fully-connected layer and the output of the second fully-connected layer is used as a 4, 096-dimensional ear descriptor. The VGG baseline is trained from scratch using the UERC training data and aggressive data augmentation. A detailed description of the training procedure is presented in [11] . Two ear descriptors are again matched using the cosine similarity. This approach uses the PHOG (Pyramid of Histograms of Oriented Gradients) descriptor from [3] to extract features from grey-scale ear images. PHOG is a spatial shape descriptor, which represents ear images by their local shape, but different from competing image descriptors preserves the spatial information of the encoded ear shape. To compute the PHOG descriptor, grey-scale ear images are encoded at multiple (pyramid) levels using the standard HOG (Histogram of Oriented Gradients) descriptor. For each encoding a grid is defined over the image containing a predefined number of cells. At the first level, the entire images is considered a single cell, at the second level the image is partitioned into four cells and at the third level the image is partitioned into a total of 16 cells. Finally, the PHOG descriptor for an image is computed by concatenating the HOG descriptors from all grid-pyramid levels. The cosine similarity is used for scoring. The CH-Fus approach automatically normalizes, describes and matches grayscale images of cropped ears [16] . For normalization, a CNN-based side detector is used to flip the image horizontally if it is left-oriented and a CNN-based landmark detector is exploited to locate a set of 55 landmarks, which are employed to translate, rotate and scale an input image to a standard configuration. To this end, a two-stage landmark detector was designed that produces accurate results even in the presence of extreme variations that were not seen during training. For description, features learned by a CNN are combined with handcrafted features extracted by HOG, which produce 512-and 8712-dimensional vectors and are matched by cosine and chisquared distances, respectively. Before fusion, score normalization is carried out considering an identification scenario, in which the only scores available at a single time are the ones between the probe and all gallery images. Minmax normalization is performed and the obtained scores are fused with the sum rule. The landmark detector employed is trained using the In-the-wild Ear Database [35] and the side detection and description networks is trained using the UERC training set.
A.2. VGG-baseline (VGG-

A.4. Intuitionistic Fuzzy Local Binary Pattern (IFLBP)
A. The MLE-CNN approach ensembles 4 CNN models, i.e., two VGG-16 and two ResNet-50 models, all pretrained on the ImageNet database. The four models are grouped into two pairs, where each pair consists of a VGG and a ResNet model. Since all of the model use 224×224 color images as input, all images are resized to 224×224 pixels, while maintaining the original aspect ratio with zero padding. Because of insufficient training data in UERC, data augmentation is performed and 46,378 images are generated by cropping, flipping, etc. The dataset is divided into a training set and a validation set in an 8:2 ratio. During the learning stage, the first network pair is trained directly with the augmented UERC dataset. For the second network pair, an additional database, i.e., K-Ear dataset, is used for domain adaptation before using UERC. The SiamCNN approach is based on a Siamese architecture involving a twin Resnet-18 CNN network. Initially, the USTB ear image dataset is used to perform transfer learning on a Resnet-18 CNN model pretrained on Imagenet data. The (transfer) learned model is then used in the Siamese architecture to train on randomly sampled pairs (positive-positive and positive-negative) of images from the UERC training dataset. Care is taken to ensure that an equal number of positive-positive and positive-negative pairs are generated. The contrastive loss function based on the Euclidean distance measure and the margin of 5 is used. During training, the network takes two color ear images resized to 224 × 224 pixels as input and passes them through the twin network. The Euclidean distance between the two feature vectors (dimension: 2304) corresponding to the pair of input images is evaluated and the corresponding loss is calculated using the contrastive loss function, which is then used to simultaneously update the weights of the twin CNN network.
A.10. ScoreNet-5 (ScNet-5)
Contributors: U. Kacar 1 , M. Kirci ScoreNet-5 [19] represents the first automated fusionlearning (AutoFL) approach for ear recognition. Building the ScoreNet model includes three basic steps. In the first step, a diverse and modular pool of modalities is created. The term modality in this context refers to different operations along the standard recognition pipeline, e.g., image resizing (with different target sizes), preprocessing (with different technqiues), image representation (using handcrafted or learned features), dimensionality reduction (with multiple options), and distance measurement (with various distance measures). In the second step, random modalities are selected for each processing step resulting in a randomly generated ear recognition pipeline. The pipeline is then spplied on a training and validation set to generate a similarity score matrix. Once multiple such pipelines are generated, a Deep Casaceded Score Level Fusion (DCSLF) algorithm selects the best groups of modalities (i.e., pipelines) and calculates the necessary fusion weights. In the third step, all selected modality groups (pipelines) and calculated fusion weights in the cascaded network structure are fixed for the test dataset [19] . For UERC 2019, the landmark-based orientation and scale-normalization procedures from [16] are implemented and applied on the ear images of the experimental database before feeding them to ScoreNet. The ScoreNet model is trained with DCSLF using only the training part of the AWEx dataset and contains a total of 41 modality groups (pipelines). VGGEar relies on multiple VGG-like models for ear image representation. In this approach, the standard VGG model is first modified and then fine-tuned on images from the USTB-Helloear database [32] . First, the last pooling layers are replaced by spatial pyramid pooling layers to accomodate arbitrary data sizes and obtain multi-level features. In the training phase, the VGG model is trained both under the supervision of the softmax and center losses to obtain more compact and discriminative features to identify unseen ears. Finally, three VGG models with different scales of ear images are assembled to generate multi-scale ear representations for ear description. The cosine similarity is used to measure the similarity between two ear descriptors. The LC-Fus method benefits from both hand-crafted and CNN based features. For the CNN part, the VGG-16 [26] model is selected and a combination of center loss [28] and softmax loss is used to learn the model parameters. While the softmax loss tries to produce separable features for each class, center loss is responsible of producing discriminative features by using the total distance between features and the corresponding class center. In order to improve the discriptivness of the feature representation, a domain adaptation strategy is also utilized. For this, instead of initializing network parameters with the pretrained models trained on the ImageNet dataset [6] , a CNN model fine-tuned on the ear domain is used. To provide domain adaptation, the VGG-16 model is fine-tuned on the extended version of the Multi-PIE ear dataset [14] . Afterwards, this model is further finetuned on the UERC 2019 training data. Data augmentation is performed on the UERC 2019 training data to avoid overfitting. For the evaluation part, features from the FC6 layer of the final VGG-16 model are extracted and the similarity matrix is calculated with the cosine metric. For the hand- The BIOR approach [5] uses energy features computed based on the fourth-level biorthogonal-tunable-wavelet (Bior 4.4) image decomposition to represent ear images for recognition. Since part of the ear image may be occluded by hair or spectacles, local energy features are considered by subdividing images into six blocks and computing the wavelet decomposition for each block. Then, the energy of each decomposed block is calculated and used as a feature for the corresponding ear image. The size of the final feature vector is 72. The cosine distance is used to measure the similarity between two feature vectors. The extracted feature vector is found to work on par with level-2 or level-3 energy coefficients as well as with the entire set of wavelet coefficients.
B. Appendix -Qualitative Evaluation
In this part of the Appendix we present qualitative results and show what type of images the submitted approaches return as the first (rank-1) and as the second match (rank-2) for a given probe images. We also show the first correct prediction (note that there are multiple images of the correct subject in the gallery) and provide the rank, at which it was retrieved. The first correct prediction is considered to be the image that is closest in the ranking and has the same identity as the probe image. This qualitative analysis is shown in Figure 9 for 6 randomly selected probe images -shown on the left.
The qualitative results reflect the quantitative analysis well. With the top performing approaches, the images retrieved at rank 1 and 2 exhibit a high visual similarity to the probes, as expected. Thus, even when predictions fail, the closest matches visually resemble the probe image. As already indicated by the sensitivity analysis in the main paper, image resolution is problematic. This is illustrated with the 6th probe image at the bottom of the figure, where all submitted approaches fail to retrieve the correct identity. Nevertheless, in terms of appearance, many of the tested technqiues again retrieve visually similar results.
