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1. Introduction
Let G be a simple graph with n vertices and adjacency matrix A (= A(G)). The characteristic
polynomial and the eigenvalues of A are also called the characteristic polynomial and the eigenvalues of
G. These eigenvalues, in non-increasing order, are denoted by λ1 (= λ1(G)), . . . , λn (= λn(G)).
The problem of determining the graphs whose second largest eigenvalue is bounded by some
(relatively small) number is well studied in the literature. The graphswhose second largest eigenvalue
does not exceed 1
3
or
√
2 − 1 are determined, while the graphs satisfying λ2 
√
5−1
2
are well
characterized but not completely determined (see [7]). In addition, there are many results regarding
the cases λ2  1 (see [9] and the list of references) and λ2  2 (see [7]). More details on this topic
can be found in [1,7], or [3] (including a various bounds on λ2, its relation with algebraic connectivity
or Markov chains, and applications in computer sciences). Here we note that bipartite graphs (and
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consequently, all trees) with λ2  1 are characterized in [6]. It is also known that regular graphs with
small second largest eigenvalue havemore ‘round’ shape, i.e. smaller diameter and higher connectivity
(compare [2, p. 65]).
Although the cases λ2  1 and λ2  2 are very difficult and both solved only for some specific
classes of graphs, our idea is to consider a bound between the previous two. Characterization of graphs
with second largest eigenvalue at most
√
2 is a difficult problem, and so our main goal is to provide
some partial results on this topic. In this purpose we completely determine all trees with λ2 
√
2.
Since the second largest eigenvalue plays an important role in determining the structure of regular
graphs, we specially consider this class of graphs, and additionally the class of semiregular graphs.
We determine all regular bipartite graphs with 4 or 5 distinct eigenvalues satisfying λ2 =
√
2. We
also determine all semiregular graphs obtained from the so called asymmetric balanced incomplete
designs (for definition of these designs, see Section 2) having 5 distinct eigenvalues and satisfying the
same condition.
The paper is organized as follows. In Section 2 some preliminary definitions and results are given.
Trees with λ2 
√
2 are determined in Section 3. Regular and semiregular bipartite graphs with
λ2 =
√
2 are considered in Section 4. Some further results are given in Section 5.
2. Preliminaries
Here we list some notation and results in order to make the paper more self-contained. For addi-
tional notation and terminology we refer to [1], or [2].
It can be verified (say, by the Cauchy interlacing theorem, [1, p. 19]) that if any graph G satisfies
λ2 
√
2, then the same inequality holds for each induced subgraph of G. We say that λ2 
√
2 is a
hereditary property. If it occurs that a graph G has this property, but at the same time no supergraph of
G possesses it, G will be called amaximal graph for λ2 
√
2. On the other hand, a graph without this
property will be referred to as a forbidden graph for λ2 
√
2.
By Sn1,n2 we denote a double star, i.e. the graph which we obtain from stars K1,n1−1 and K1,n2−1 by
joining their centers.
A connected regular graph of degree r will be usually denoted by Gr . A connected (r, s)-semiregular
bipartite graph (it will be usually denoted by Gr,s) is a bipartite graph whose each vertex in the first
(resp. second) partition has degree r (resp. s).
If G is a bipartite graph with bipartition (X, Y) then the bipartite complement of G (denoted by G) is
the bipartite graph with the same bipartition having the edge between X and Y exactly where G does
not. If Gr is a bipartite r-regular graph on n vertices then characteristic polynomials of Gr and Gr satisfy
PGr (x)
x2 − r2 =
P
Gr
(x)
x2 −
(
n
2
− r
)2 , (1)
and so apart from the eigenvalues±r of Gr and±
(
n
2
− r
)
of Gr , the spectra of Gr and Gr are the same.
A balanced incomplete block design (briefly, BIBD) consists of v elements and b subsets of these
elements called blocks such that (i) each element is contained in r blocks, (ii) each block contains s
elements and (iii) each pair of elements is simultaneously contained in exactly λ blocks. The integers
(v, b, r, s, λ) are called the parameters of the design. Given a BIBD, the graph of the design is formed in
the followingway : the v+b vertices of the graph correspond to the blocks and elements of the design
with two vertices adjacent if and only if one corresponds to a block and the other corresponds to an
element contained in that block. Clearly the graph is (r, s)-semiregular bipartite. The eigenvalues of
such a graph are ±
√
rs,
√
r − λ, and 0 with multiplicities of 1 , v − 1, and b − v, respectively. If r = s
the design is called symmetric, and thenwe have v = b, so the parameters of such a design are usually
given in a short form (v, r, λ). It is known that each regular bipartite graphwith 4 distinct eigenvalues
corresponds to some symmetric BIBD (see [1, p. 166]).
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3. Trees with λ2 
√
2
Here we determine the trees whose second largest eigenvalue does not exceed
√
2. We also give
some additional results. Graphs depicted in Fig. 1 will play a crucial role. There, Zk,l (we will always
assume that k + l  2 holds) is a graph with 3(k + l) + 1 vertices obtained by joining a single vertex
(this vertex will be referred as the central vertex) to the endevertex (resp. central vertex) of each of k
(resp. l) paths with 3 vertices. By removing the central vertex from Zk,l we get a disconnected graph
each component ofwhich is a P3, and therefore its largest eigenvalue is equal to
√
2 andhasmultiplicity
at least 2. By the Cauchy interlacing theorem, we get λ2(Zk,l) =
√
2. The second graph of Fig. 1 is a
double star and we also have λ2(S4,5) =
√
2.
It is easy to check that diameter of any connected graph with λ2 
√
2 is at most 6. We prove a
theorem.
Theorem 3.1. Let T be a tree satisfying diam(T) = 3, and λ2(T) 
√
2. Then T is an induced subtree of
Zk,l .
Proof. Assume that diam(T) = 6. Then T contains P7 as an induced subgraph. It is easy to check that
if we attach a pendant edge to some of P7’s vertices different from its middle vertex then the second
largest eigenvalue of the resulting tree exceeds
√
2. On the other hand, only P3’s can be attached to its
middle vertex, but then we get that T is an induced subgraph of Zk,l (for some k and l).
Let now diam(T) = 5. It can be directly computed that trees depicted in Fig. 2 are forbidden for
λ2 
√
2, and therefore T cannot contain any of them as an induced subtree. By inspecting the other
candidates for T we easily get the assertion. In a very similar way, we get the same result even if
diam(T) = 4. Finally, a tree of diameter 2 is known as a star, and any star is, again, a proper induced
subgraph of Zk,l .
The proof is complete. 
Lemma 3.1. The double star S4,5 is a unique maximal tree for λ2 
√
2 of diameter 3.
Proof. The maximality of S4,5 is checked directly. Next, any tree of diameter 3 is a double star. By
considering such trees we get the assertion, and the proof is complete. 
Collecting the results above we get the following theorem.
Theorem 3.2. If T is a tree with λ2(T) 
√
2 then T is an induced subtree of Zk,l , or it is equal to either
S4,5, or S4,4.
Proof. Due to Theorem 3.1 and Lemma 3.1, T must be an induced subtree of Zk,l , or S4,5. But, any
proper induced subtree of S4,5 distinct from S4,4 is also a proper induced subtree of Zk,l , and the proof
follows. 
Fig. 1. Trees Zk,l and S4,5.
Fig. 2. Some forbidden subtrees for λ2 
√
2.
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Fig. 3. Cospectral mate of Zk,l (l  2).
We formulate the next corollary which can be easily proved.
Corollary 3.1. Any forest F satisfies λ2(F) 
√
2 if and only if at most one of its components is different
from Pn (n = 1, 2, 3), and this component satisfies the conditions of the previous theorem.
We now establish the following result. Let Z= consist of S4,5, and all induced subtrees of Zk,l which
contain two copies of P3 as an induced subgraph. Let Z
− consist of S4,4, and all induced subtrees of
Zk,l which do not belong to Z
=. Finally, let Z+ be the set of all remaining trees (i.e. those which do not
belong to the union of the previous two sets). Then we have a theorem.
Theorem 3.3. For any tree T we have
(i) λ2(T) <
√
2 if and only if T ∈ Z−;
(ii) λ2(T) =
√
2 if and only if T ∈ Z=;
(iii) λ2(T) >
√
2 if and only if T ∈ Z+;
Proof. It is a mater of routine to check the statements (i) and (ii). The statement (iii) follows from
Theorem 3.2, and the proof is complete. 
Remark 3.1. The previous theorem, in fact, determineswhether the second largest eigenvalue of a tree
is less than, equal to, or greater than
√
2 by considering its structure (not computing the spectrum). To
conclude where it belongs it is sufficient to compare it to Zk,l, S4,5, S4,4, or to some specific subtrees
of Zk,l . A similar result is obtained in [8] for 2 as the largest eigenvalue of a graph. The corresponding
graphs are known as the Smith graphs.
We conclude the section by giving another result concerning the graph Zk,l .
Theorem 3.4. The graph Zk,l is not determined by its spectrum (i.e. it has at least one cospectral mate)
whenever l  2 holds.
Proof. Applying the Schwenk formula (see [1, p. 78]) we get:
PZk,l(x) =
(
x(x2 − 2)
)k+l−1 (
x4 − (k + l + 2)x2 + k
)
.
We get the same result if we compute the characteristic polynomial of the graph depicted in Fig. 3,
and therefore these graphs are cospectral.
The proof is complete. 
4. Regular and semiregular bipartite graphs with λ2 =
√
2
We consider two classes of bipartite graphs, regular and semiregular, both satisfying λ2 =
√
2. The
consideration is restricted to graphs with 4 or 5 distinct eigenvalues.
Let Mk = ∑ni=1 λki , (k = 0, 1, ...) be the k-th spectral moment of an arbitrary graph G. It is well
known thatMk is equal to the number of closed walks of length k. In particular, if G has n vertices, and
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m edges, then
n∑
i=1
λ0i = n,
n∑
i=1
λi = 0,
n∑
i=1
λ2i = 2m. (2)
Additionally, if G is (r, s)-semiregular bipartite then all odd spectral moments are equal to zero and
we have
n∑
i=1
λ4i = 2m(r + s − 1)m + 8q, (3)
which can be easily checked.
Clearly, there are no regular bipartite graphs satisfying λ2 =
√
2, and having less than 4 distinct
eigenvalues. We prove a theorem.
Theorem 4.1. There are exactly two connected regular bipartite graphs with 4 distinct eigenvalues whose
second largest eigenvalue is equal to
√
2. They are depicted in Fig. 4.
Proof. Let Gr be a graph as in the theorem. Then its spectrum has the following form
1 :
[r, [√2] n−22 , [−√2] n−22 ,−r],
where n, obviously, must be even, and n > 2. Using the equation for the spectral momentM2 (see (2)),
we get
2r2 + 2(n − 2) = 2m.
Since 2m = rn, we get 2r2 − nr + 2(n − 2) = 0, i.e.
r1,2 = n ±
√
n2 − 16n + 32
4
.
Clearly, since r is an integer,n2−16n+32mustbeaperfect square. Thus,wecanwrite (n−8)2−32 = p2
for some positive integer p. In other words, we need perfect squares whose difference is equal to 32.
In this case p < 16 must hold. By considering all possible candidates for p (1  p  15) we get two
solutions: p = 2 and p = 7.
In the later case we immediately get n = −1 , or n = 17. Since n cannot be negative nor odd, there
are no resulting graphs.
In the former case we get the following solutions:
(p, n, r,m) = (2, 2, 1, 1), (2, 2, 0, 0), (2, 14, 3, 21), or (2, 14, 4, 28).
For the first two solutions n = 2 holds, so there are no resulting graphs.
The third solution is considered by computer search, and we get a unique graph with these para-
meters (R of Fig. 4). The remaining solution corresponds to the bipartite complement of R.
The proof is complete. 
Remark 4.1. The graph R is known as the smallest cubic graph of girth 6. Its spectrum is [3, [√2]6,
[−√2]6,−3]. The graph R (resp. R) is a unique (7, 3, 1) (resp. (7, 4, 2)) block design.
Now we consider regular graphs with 5 distinct eigenvalues.
Theorem 4.2. The cycle C8 is a unique connected regular bipartite graphwith 5 distinct eigenvalues whose
second largest eigenvalue is equal to
√
2.
1 The exponents stand for the multiplicities of the eigenvalues.
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Fig. 4. The solutions from Theorem 4.1 (R and R), and the first of the solutions from Theorem 4.3 (S).
Proof. Let Gr be a graph as in the theorem. Then Gr satisfies the same conditions (including connect-
edness), and its degree is n
2
− r (cf. (1)). In addition, at least one of numbers r or n
2
− r is not greater
than n
4
. Without loss of generality, we can assume that r  n
4
. The spectrum of Gr has the form:
[r, [√2] n−k−22 , [0]k, [−√2] n−k−22 ,−r],
where n > k + 2 and k > 0. Using the spectral momentM2 (see (2)), we get
2r2 + 2(n − k − 2) = 2m.
Thus, we have
k = n + r2 − m − 2 = n + r2 − rn
2
− 2 = n
(
1 − r
2
)
+ r2 − 2
 4r
(
1 − r
2
)
+ r2 − 2 = 4r − r2 − 2.
So, the only possibilities are r = 3, k = 1, or r = 2, k = 2.
In the first case we get n = 12, and m = 18. By putting these values into (3) we get q = − 27
4
, so
there is no solution.
In the second case we get C8 as a unique solution (note that C8 = C8).
The proof is complete. 
We now consider semiregular bipartite graphs. If Gr,s is a connected (r, s)-semiregular bipartite
graph with n1 (resp. n2) vertices of the r (resp. s), then
n1 = m
r
, n2 = m
s
. (4)
The largest and the least eigenvalue of Gr,s are equal to
√
rs and −√rs, respectively (cf. [1, p. 42]).
Next, without loss of generality, we assume that r < s. In this case we get n1 > n2, and then 0 is an
eigenvalue of Gr,s (see, for example [1, p. 233]) implying that there are no semiregular bipartite graphs
with 4 distinct eigenvalues. We prove the following theorem.
Theorem4.3. The connected semiregular bipartite graphs obtained fromasymmetric BIBDs having exactly
5 eigenvalues and satisfying λ2 =
√
2 are S of Fig. 4, and the graphs iK1,2, i  3.
Proof. Let Gr,s be the graph as in the theorem, and let it contain q quadrangles. Its spectrum has the
form:
[√rs, [√2] n−k−22 , [0]k, [−√2] n−k−22 ,−√rs].
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Since Gr,s corresponds to some asymmetric BIBD, we have k = n1 − n2 (see Section 2). Using (4), (2),
and (3) we get
n = (r + s)(rs − 2)
r(s − 2) , m =
s(rs − 2)
s − 2 ,
(5)
k = (s − r)(rs − 2)
r(s − 2) , q =
(r − 1)s(s − 3)(rs − 2)
4(s − 2) .
Consider the secondof these equations. Obviously,
s(rs−2)
s−2 must be a positive integer.Wedistinguish
two cases.
Case 1: s is odd. For s = 3, r = 2 we get (n,m, k, q) = (10, 12, 2, 0), and the resulting graph is S
of Fig. 4. If s > 3 we get that s − 2 divides rs − 2 = s(r − 1) + s − 2, i.e. s − 2 divides r − 1, and this
is possible only if r = s − 1. However, in that case we get n = 2s + 3 + 2
s−1 which is not integral, so
there is no solution.
Case 2: s is even. 1 < r < s implies s  4. We can write s = 2s′, and then 2(s′ − 1) must divide
4s′(rs′ − 1), i.e. s′ − 1 divides 2s′(rs′ − 1).
For s′ = 2 we get two possibilities: (i) (r, s) = (2, 4) implying (n,m, k, q) = (9, 12, 3, 3) and
giving the graph 3K1,2, and (ii) (r, s) = (3, 4) where n = 353 is not integral.
For s′ > 2 we have that s′ − 1 must divide 2(rs′ − 1) = 2(s′ − 1) + 2s′(r − 1), i.e. s′ − 1 divides
2(r − 1). Having in mind that r < 2s′, we get the solutions r − 1 ∈
{
s′−1
2
, s′ − 1, 3(s′−1)
4
, 2(s′ − 1)
}
or
r ∈
{
s + 2
4
,
s
2
,
3s + 2
8
, s − 1
}
.
We now put the obtained solutions into the remaining equalities of (5).
For r = s+2
4
we get n = 3+ 5s
4
− 4
s+2 , and n is integral only if s = 6, but then q = 212 is not integral.
So, there is no solution in this case.
For r = s
2
we get that each of the remaining parameters n = 3 + s
2
, m = s( s
2
+ 1), k = s
2
+ 1,
and q = (s+2)s(s−2)(s−3)
16
is integral. The resulting graphs are iK1,2, i  4.
Finally, for r = 3s+2
8
(resp. r = s − 1) we get that n = 3 + 11s
8
− 4
3s+2 (resp. n = 3 + 2s + 2s−1 ) is
not integral for any (admissible) s, so there is no solution.
The proof is complete. 
Note that the graph S corresponds to a unique (6, 4, 2, 3, 1) block design.
5. Some additional results
Here we consider two topics related to the foregoing results.
First we prove the non-existence of one kind of regular graphs with 4 distinct eigenvalues with
λ2 =
√
2. Recall from [4] that any connected regular graph with 4 distinct eigenvalues has either
(i) four integral eigenvalues, or
(ii) two integral eigenvalues, and two eigenvalues of the form 1
2
(a± √b), with a, b ∈ Z, b > 0, or
(iii) one integral eigenvalue (its degree r), and three non-integral eigenvalues with the same mul-
tiplicity k; in addition r = k or r = 2k holds.
Clearly, the case (i) is not interesting forour investigation,while the case (ii) is partially considered in
theprevious section (non-bipartite graphswith4distinct eigenvalues andλ2 =
√
2arenot considered
at all). Here we prove the following theorem.
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Table 1
Feasible spectra for connected regular bipartite graphs with 6 distinct eigenvalues containing
√
2 in the spectrum.
n r a n1 n2 q l 
24 4 2 6 5 6 7 0
28 4 2 6 7 0 6 1
72 14 4 18 17 7308 485 ?
98 4 2 36 12 0 1 0
98 10 3 6 42 1029 91 ?
98 11 3 2 46 1764 136 ?
98 24 4 12 36 70560 3321 ?
Theorem 5.1. There are no regular graphs with spectrum [r,√2k, ak, bk], with a, b /∈ Z, k > 0.
Proof. Let Gr be a regular graph with the above spectrum. Then n divides (r −
√
2)(r − a)(r − b) (see
[7, p. 114]). Let l be a positive integer such that nl = (r−√2)(r− a)(r−b) holds. Using the equations
(2) and (3), we get
l = k
3 + √2(k − 2) − 2
3k + 1 , when r = k, or
l = 2(4k
3 + 3k + k − 2) + √2(k − 3)
3k + 1 , when r = 2k.
But here l is an irrational number unless k = 2 (in the first case), or k = 3 (in the second). By putting
these special values of k into the above equalities, we get l = 6
7
and l = 136
5
, respectively. Since l is not
integral we get the assertion.
The proof is complete. 
Note that the previous proof holds even if, say, a >
√
2.
Now we consider connected regular bipartite graphs with 6 distinct eigenvalues containing
√
2 in
the spectrum (not necessarily as the second largest eigenvalue). The spectrum of these graphs has the
following form
[r, [√2]n1 , [a]n2 , [−a]n2 , [−√2]n1 − r], (6)
with r > a > 0, a = √2 and n1, n2 > 0. Let q denote the number of quadrangles in any of these
graphs. Similarly as in the previous theorem we get
n1 = (2r − n)r + (n − 2)a
2
2(a2 − 2) , n2 =
(n − 2r)r − 2n + 4
2(a2 − 2) ,
(7)
q = 2r
4 − 2(n + a2 + 2)r2 + (a2 + 3)nr − 2(n − 2)a2
8
.
The equation l = (r2−2)(r2−a)
n
can be added to the previous Diophantine system. It can be easily seen
that a must be a square root of an integer (since the remaining parameters are integral). Solving this
system for n  100, we get the solutions given in Table 5 ( denotes the number of graphs). We listed
only spectra of putative graphs satisfying r  n
4
since any other feasible spectrum can be obtained
from (1).
We consider the first two rows of Table 1 by GENREG (a program for fast generation of regular
graphs developed by Meringer – see [5]). In this way we get no graphs corresponding to the first
row, and we get a unique graph corresponding to the second row. Since this graph has 28 vertices, in
order to present its adjacency list, we label vertices of each color class by 0, 1, . . . , 13. Then a vertex
i (i = 0, 1, . . . , 13) belonging to the first color class is adjacent to the following 4 vertices from the
second class: i, i + 1(mod 14), i + 4(mod 14), and i + 6(mod 14).
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We also consider the fourth row of Table 1. We use the formula for the sixth spectral moment of a
regular graph (which can be easily derived by considering the closed walks of length 6):
n∑
i=1
λ6i = 2
(
(5r − 6)r + 2)m + 24(r − 1)q + 12h),
where h denotes the number of hexagons in a putative graph. Substituting the corresponding values
into the previous equality we get h = −1034, which is impossible.
The remaining feasible spectra from Table 1 stay unresolved so far.
As a consequence of the previous consideration we can establish the following result.
Corollary 5.1. There is no connected regular graph with 6 distinct eigenvalues whose second largest
eigenvalue is equal to
√
2.
Proof. Assume the contrary, and let Gr be such a graph. Then its spectrum has the form (6), and the
equalities (7) hold. Similarly as in Theorem 4.2, we can assume that r  n
4
. If a <
√
2 then the only
possibility is a = 1, and so we have n2 = r2 − r−22 n − 2. Clearly, there are no solutions for r = 2,
while for r > 2 we get n2  −r2 + 4r − 2. Thus, n2 is positive only if r = 3. Moreover, in this case
we get n2 = 7 − n2 , i.e. n  12. But, according to Table 1, nmust be greater than 100. A contradiction.
The proof is complete. 
References
[1] D. Cvetkovic´,M. Doob, H. Sachs, Spectra of Graphs – Theory andApplication, third ed., JohannAmbrosius BarthVerlag, Heidelberg,
Leipzig, 1995.
[2] D. Cvetkovic´, P. Rowlinson, S. Simic´, An Introduction to the Theory of Graph Spectra, Cambridge Univ. Press, Cambridge, 2010.
[3] D. Cvetkovic´, S. Simic´, The second largest eigenvalue of a graph (a survey), Filomat 9 (1995) 449–472.
[4] E.R. van Dam, E. Spence, Small regular graphs with four eigenvalues, Discrete Math. 189 (1998) 233–257.
[5] M. Meringer, Fast generation of regular graphs and construction of cages, J. Graph Theory 30 (1999) 137–146.
[6] M. Petrovic´, On graphs with exactly one eigenvalue less than −1, J. Combin. Theory Ser. B 52 (1991) 102–112.
[7] M. Petrovic´, Z. Radosavljevic´, Spectrally Constrained Graphs, Faculty of Science, Kragujevac, Yugoslavia, 2001.
[8] J.H. Smith, Some properties of the spectrum of a graph, in: R. Guy, H. Hanani, N. Sauer, J. Schönheim (Eds.), Combinatorial
Structures and Their Application, Gordon and Breach, Science Publ. Inc., New York, London, Paris, 1970, pp. 403–406.
[9] Z. Stanic´, On regular graphs and coronas whose second largest eigenvalue does not exceed 1, Linear and Multilinear Algebra 58
(2010) 545–554.
