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Abstract. Spectral retinal images have signiﬁcant potential for improv-
ing the early detection and visualization of subtle changes due to eye
diseases and many systemic diseases. High resolution in both the spatial
and the spectral domain can be achieved by capturing a set of narrow-
band channel images from which the spectral images are composed. With
imaging techniques where the eye movement between the acquisition of
the images is unavoidable, image registration is required. In this pa-
per, the applicability of the state-of-the-art image registration methods
for the composition of spectral retinal images is studied. The registra-
tion methods are quantitatively compared using synthetic channel image
data of an eye phantom and semisynthetic set of retinal channel images
subjected to known transformations. The experiments show that Gen-
eralized dual-bootstrap iterative closest point method outperforms the
other evaluated methods in registration accuracy and the number of suc-
cessful registrations.
Keywords: Image registration, spectral imaging, retinal imaging, fun-
dus imaging, quantitative evaluation
1 Introduction
Eye diseases such as Diabetic retinopathy (DR), glaucoma and Age-related mac-
ular degeneration (AMD), or complications of many systemic diseases like di-
abetes and Systemic hypertension (SH), cause structural changes in the eye
fundus. Early detection of the retinal changes, their progression and risk factor
analysis allow better and more cost-eﬀective treatment as most diseases can be
successfully treated if diagnosed early and monitored regularly.
Retinal imaging provides a non-invasive view into the eye and its vascular
bed, and is the standard practice to screen, document, diagnose and monitor eye
diseases. Greyscale or RGB images with high spatial resolution are commonly
used in the diagnosis, complemented with more advanced eye imaging methods
when necessary. To support further development of the diagnostic tools, methods
for spectral reﬂectance measurements, especially spectral imaging of the retina,
have been developed [3,4,5,10]. The aim has been to signiﬁcantly improve the
possibility to detect and visualize diﬀerent parts of the retina and lesions related
to the eye diseases. In [3], an imaging system for measuring spectral images of the
retina using a set of 30 bandpass interference ﬁlters is presented. Two example
images acquired with the setup are shown in Fig. 1.
(a) λ = 442 nm (b) λ = 589 nm (c) λ = 650 nm (d) λ = 690 nm
Fig. 1: Example channel images captured with the system in [3]. The images are
enhanced for visualization.
Depending on the imaging technology, composing spectral images based on a
set of channel images may require image registration at some stage. The purpose
of the registration is to ﬁnd the geometric transformation needed to align the
ﬂoating image (the image to be registered) with the base image (the registration
target). Manually selecting corresponding points in image pairs becomes infea-
sible when the number of individual channels increases or when salient features
become very diﬀerent between images. To solve the problem of image alignment,
there exists a signiﬁcant body of work in the ﬁeld of image registration.
This paper presents a comparison of image registration approaches for the
composition of spectral retinal images. The registration methods are quantita-
tively evaluated on a set of channel images of an eye phantom and a retinal
image set, with each image deformed by a known transformation.
2 Methods
In local similarity based registration, the ﬂoating image is deformed in such
manner that a set of local similarities are maximized. In the framework used
in this work, the nodes of an n × n grid are iteratively moved based on local
similarity of the base and ﬂoating image. The ﬁnal transformation is obtained by
b-spline interpolation using the grid nodes as control points. Several similarity
measures were quantitatively evaluated in this framework: Correlation coeﬃcient
(CC), Similarity measure by Myronenko et al. (CD2) [8], Similarity measure by
Cohen and Dinstein (MS) [2], Mutual information (MI) [15], Minimization of
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residual complexity (RC) [7], Sum of absolute diﬀerences (SAD) and Sum of
squared diﬀerences (SSD).
Thirion [11] has presented a registration approach (Demons) where the ﬂoat-
ing image is considered as a deformable grid model diﬀusing through semi-
permeable membranes deﬁned by, e.g., the gradients of the base image. The
ﬂoating image is transformed by a grid that is deformed by internal forces (re-
lations between grid points) and demons that locally push a diﬀusing model
(grid node) based on the underlying base image. Vercauteren et al. [13,14] have
extended the demons framework Log-demons to the space of diﬀeomorphic trans-
formations by Lie groups, and further extend the diﬀeomorphic demons frame-
work into log-domain to guarantee the existence of and access to the inverse
transformation.
Generalized dual-bootstrap iterative closest point (GDB-ICP) [16] ﬁnds a
transformation aligning two images by starting from a small area of overlap
(bootstrap region) between the images and a locally stable similarity transfor-
mation. An initial transformation derived from a Scale-invariant feature trans-
form (SIFT) descriptor match is reﬁned and validated by feeding edge and corner
points inside a growing bootstrap region to a robust Iterative closest point (ICP)
algorithm. Edge-driven dual-bootstrap iterative closest point (ED-DB-ICP) [12]
is a modiﬁcation of GDB-ICP designed for the registration of multimodal Flu-
orescein angiogram (FA) sequences. The main diﬀerences of ED-DB-ICP with
respect to GDB-ICP are the use of gradient magnitude images instead of inten-
sity images and extending the SIFT-descriptors with a shape context descriptor
presented in detail in [6]. Publicly available implementations were used for all
the methods.
3 Experiments and results
3.1 Datasets and performance evaluation
To quantitatively evaluate the performance of each method with the data ac-
quired with the system described in [3], ﬁve channel image sets were used to
directly estimate the image registration error. A fully aligned spectral image
consisting of 30 channels with spatial resolution of 1024x1024 of a phantom (ar-
tiﬁcial eye) was used as the basis, with a known deformation of increasing degree
applied to each set. The produced sets are referred to as the synthetic test set.
To evaluate the registration performance on real medical data, a semisyn-
thetic test set was generated by deforming spectral retinal images taken with
the system in [1]. The system captures a set of six channel images in approxi-
mately 0.5 s to avoid inter-channel eye movement [1]. The retina was illuminated
at six selected wavelengths {507, 525, 552, 585, 596, 611} nm [10] using a halogen
white-light source ﬁltered through a liquid crystal tunable ﬁlter. During the ex-
periments, the maximum inter-channel displacement was found to be 2.3 pixels
(referred to as the system error).
For both the synthetic and semisynthetic test sets, ﬁve image sets were gener-
ated from the original images by transforming each channel by a known transfor-
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mation with transformation parameters sampled from a parameter distribution.
Based on the experiments in [9], a quadratic transformation was deemed appro-
priate to represent the deformations due to eye movement during retinal image
acquisition. The parameter distribution for the transformations was determined
from a previously registered true retinal channel image set (with 1 442 images
and successful registration conﬁrmed by an expert) by using kernel density es-
timation. The the quadratic term parameters were multiplied by an increasing
weighting constant k for each image set to simulate increasingly distorted im-
ages. For each set, a channel image near the middle of the wavelength range
(λ = 540 nm for the synthetic and λ = 552 nm for the semisynthetic, respec-
tively) was chosen as the base image for each registration. Examples of the test
set images and the corresponding transformations are shown in Fig. 2.
Fig. 2: Examples of synthetic and semisynthetic test sets (enhanced for visualiza-
tion). The images from left to right and top to bottom are as follows: an original
image of the synthetic set (λ = 600 nm); examples of Set 1 and Set 5 of the
semisynthetic test set (λ = 585 nm); transformation grid examples for synthetic
Set 1 and Set 5.
The parameters for each registration method were systematically selected
by registering a subset of the test images whilst varying the parameter values.
The parameter combination that produced the smallest error on the images was
chosen. All registration errors were measured as the Euclidean distance between
the grid points of the registered image and the base image. In the semisynthetic
test set, it is possible that the registration method, in addition to estimating the
synthetic transform, corrects some of the system error. This would manifest itself
as increased error despite the more accurate registration. Therefore, error values
below the system error of 2.3 pixels are considered as zero for the semisynthetic
test set.
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3.2 Results
The results of the image registration performance comparison are summarized
in Tables 1 and 2. While the most relevant results are discussed in this section,
visualizations of imagewise errors for most of the methods are omitted for brevity.
Table 1: Median (Med) and standard deviation (Std) of registration error for
the synthetic set. Base stands for the initial error before registration. Corr is the
correlation with baseline error.
Base CC CD2 MI MS RC SAD SSD Demons Log- GDB- ED-
demons ICP DB-ICP
Med. Set 1 33.7 2.9 64.4 2.3 154.1 2.0 128.8 93.9 110.4 33.5 1.0 0.7
Set 2 47.3 2.6 101.3 7.2 128.6 2.0 144.3 81.0 323.8 48.4 1.1 0.7
Set 3 28.2 3.0 105.8 3.6 233.8 2.2 177.4 114.4 143.4 28.9 1.1 0.7
Set 4 28.9 4.2 29.4 11.9 257.2 4.3 115.3 55.8 18.7 32.8 1.1 0.7
Set 5 43.0 6.1 105.0 11.8 200.1 5.4 147.4 126.6 139.9 43.3 1.0 0.7
Std. Set 1 6.6 3.0 46.4 1.9 74.9 4.9 67.8 51.2 50.8 10.3 0.4 0.4
Set 2 18.6 6.4 40.4 9.3 52.4 4.6 47.4 40.0 210.9 18.7 0.4 0.3
Set 3 9.8 3.5 22.3 5.4 53.8 6.1 47.1 42.4 63.8 15.2 0.3 0.2
Set 4 14.6 8.6 28.2 19.4 69.3 18.9 50.7 30.6 18.9 17.4 0.4 0.4
Set 5 14.5 8.3 20.7 9.0 41.5 8.9 35.2 44.0 75.4 18.4 0.4 0.3
Corr. 1.00 0.16 0.53 0.25 -0.74 0.09 0.01 0.20 0.78 0.98 -0.33 0.05
CC performed relatively well for both the synthetic and semisynthetic sets,
achieving a median registration error below ﬁve pixels for most images. The
variation of error for some images was high, especially for synthetic sets 4 and 5,
however. Excluding some individual images, RC produced low median errors for
all sets for both synthetic and semisynthetic images. However, the error variance
was high, especially for the fourth synthetic set. MI produced relatively good
results for the ﬁrst synthetic set, but showed sensitivity to the increasing level
of deformation with the successive sets. For the semisynthetic set MI performed
comparably to CC. CD2, MS, SAD and SSD managed to, at least in part, suc-
cessfully register the images at wavelengths near the base image, but produced
high errors elsewhere.
Demons showed very high standard deviation in error and produced globally
unrealistic transformations. The method, however, registered local image areas
with high accuracy, resulting in error minimum close to zero for most images
and low median errors for the wavelengths close to the base image. Log-Demons
performed similarly to Demons, but produced less extreme errors and smaller
standard deviations for most images. Furthermore, log-demons showed high cor-
relation between the registration and baseline error, suggesting that the method
is sensitive to the initial conﬁguration.
ED-DB-ICP was hindered because of using the gradient information, espe-
cially in the semisynthetic test set. While the successful registrations were highly
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Table 2: Median (Med) and standard deviation (Std) of registration error for
the semisynthetic set. Base stands for the initial error before registration. Corr
is the correlation with baseline error.
Base CC CD2 MI MS RC SAD SSD Demons Log- GDB- ED-
demons ICP DB-ICP
Med Set 1 13.8 4.5 36.8 5.8 50.8 4.0 56.5 33.0 39.2 16.1 0.0 3.5
Set 2 51.4 0.0 18.4 0.0 21.3 9.9 44.7 15.1 15.2 39.0 0.0 0.0
Set 3 25.7 0.0 32.6 0.0 10.9 0.0 61.4 3.7 15.2 23.3 0.0 -
Set 4 58.7 4.6 167.7 4.5 6.4 5.1 17.1 4.8 8.7 34.2 0.0 34.7
Set 5 33.2 3.4 41.3 3.5 11.5 4.2 29.4 10.2 12.4 31.8 0.0 332.2
Std Set 1 5.1 3.8 14.6 21.6 21.6 11.3 21.4 13.1 14.5 6.0 0.2 2.3
Set 2 1.3 0.3 7.9 10.9 10.9 14.1 21.5 6.3 6.7 4.4 0.0 0.0
Set 3 3.5 1.1 2.4 5.6 5.6 5.0 27.6 2.2 5.3 3.5 0.0 -
Set 4 9.2 2.0 6.7 4.8 4.8 2.4 11.3 2.3 4.8 9.6 0.0 13.0
Set 5 13.6 3.2 19.9 8.4 8.4 6.4 16.9 8.0 9.6 11.1 0.0 117.6
Corr. 1.00 -0.07 0.59 -0.23 -0.65 0.59 -0.74 -0.57 -0.76 0.91 0.00 -0.15
accurate, the method failed (i.e., the method found no stable transformation)
with several images in all sets. GDB-ICP showed very good performance for
both the synthetic and semisynthetic test sets. With the exception of failed reg-
istrations for the two shortest wavelength images of the synthetic set, and two
partially successful registration in the semisynthetic set, the method achieved a
close to sub-pixel accuracy with minimal standard deviation. The channel-wise
performances for Set 1 of the test sets are shown in Fig. 3.
As expected, the errors tend to increase with the wavelength diﬀerence of
the registered images as the prominent image features change (see Fig. 1). The
channel-wise errors of the best-performing methods are visualized in Fig. 4.
4 Conclusion
This paper focused on the comparison of image registration methods for com-
posing spectral retinal images. The experiments on synthetic and semi-synthetic
data showed that the registration error increases with increasing wavelength dif-
ference between the ﬂoating and base image. GDB-ICP outperformed the other
methods in both the number of successful registrations and registration accu-
racy. The other well-performing methods were CC, MI and RC, but they could
not match the accuracy and success rate of GDB-ICP.
Acknowledgements
The authors would like to thank the Academy of Finland for the ﬁnancial support
of the ReVision project (No. 259560).
62   Lauri Laaksonen et al.
(a) Synthetic (set 1) (b) Semisynthetic (set 1)
Fig. 3: Generalized dual-bootstrap iterative closest point (GDB-ICP) errors; the
median error is shown with a circle, the boxes represent the 25th and 75th
percentiles, and the whiskers extend to the most extreme values still considered
as inliers. The outliers are plotted individually.
(a) Synthetic images (b) Semisynthetic images
Fig. 4: Wavelength-wise registration error; Median errors over the sets for each
wavelength.
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