I. Introduction
Time-of-Flight (ToF) camera systems rely on the time of flight (or travel time) of an emitted and reflected light beam to create a depth image of a scenery. They offer many advantages over traditional systems (e.g. lidar) such as compact design, registering depth and intensity images at a high frame rate, and low power consumption [12] . This makes them ideal for mobile usage for example using a ToF camera on a mobile phone. On such devices, the computational resources we can use for the required image reconstruction algorithms are limited. While there are several technologies allowing 3D imaging, in this paper we will focus on cameras that use a modulated light source to calculate the phase shift (encoding the depth image) between the emitted and received signal [16] .
High spatial and temporal resolution requires a large amount of data to be read out and transferred from ToF cameras. In order to determine a depth image, at typically four different phase images per frame have to be collected in the ToF camera. However, even from four phase images the depth image is unique only up to a certain maximal distance from the camera. To measure larger distances one needs additional phase images that have to be read out and transferred. Also in multi-camera systems, where the depth image is calculated outside the camera, the amount of data can be very high. If the data rate is a limiting factor, either the spatial or the temporal resolution has to be reduced in a conventional ToF camera.
To address this issue, in this article we propose a compressive ToF camera that allows a reduced amount of data to be transferred while preserving high spatial and temporal resolution. Instead of individual pixels of the phase images, the compressive ToF camera reads out combinations of pixel values that are transferred to an external processor. We thereby only use combinations of elements in the same row, which is compatible with existing ToF camera designs. Note that a completely different compressive ToF camera design has been proposed in [20] , [19] , [17] . In order to reconstruct the original phase and depth images we use techniques from sparse recovery and 1 -minimization.
Outline
In Section II we give a short overview on ToF imaging. In Section III we present the type of measurements that we propose for compressive ToF imaging.
We thereby start with details on the classical (noncompressive) and the new (compressive) designs. Additionally, we prove that the used matrices fulfill the RIP-property under suitable conditions. In Section IV we give details on the numerical algorithm and present extensive studies of our two-step reconstruction approach of recovering the depth image from the compressed measurements. 
II. Basics of 3D imaging using ToF cameras
A ToF camera measures the distance of a scenery to the camera. By sending out a diffuse light pulse and measuring the reflected signal the camera is able to record the depth informations of the entire scenery at once. To acquire depth information the sent out light is modulated and can be generated by an LED. The scenery reflects the light which is recorded by the camera as depicted in Figure I .1. The emitted pulse can be modeled as a time-dependent function g(t) = C cos(ωt), where C is the amplitude, ω the modulation frequency (or carrier frequency), and t the time variable. The signal is reflected, and the camera receives, for any individual pixel i ∈ {1, . . . , n}, a phase and amplitude shifted signal
Here ϕ i is the phase shift depending on the distance d i between the camera and the scene mapped at pixel i, A i the amplitude depending on the reflectivity, and B i an offset. The phase shift is related to the distance
At each pixel of the ToF camera, the crosscorrelation between the reference and the reflected signal is measured, where the cross-correlation be-
In our case c f,g (·) can be calculated analytically [1] , [24] , [16] which yields
Here K i are some constants accounting for noise and the background image generated by ambient light.
By sampling the cross-correlation function at the sampling points s = 0, π/(2ω), π/ω, 3π/(2ω) we get four so called phase images
Here we have set ϕ = (ϕ j )
, and all operations are taken point-wise. Under the common assumption that K i is independent of the pixel location we can estimate the phase shifts ϕ bŷ [16] , [11] ).
One such approach consists in capturing two sets of phase images with different modulation frequencies ω 1 = ω 2 , and then comparing the two depth images. In this paper we will not address the ambiguity problem further since the compressive ToF camera that we propose below can be extended to multiple modulation frequencies in a straightforward manner.
Further research, however, is needed to thoroughly investigate the possibility of using machine learning to solve the ambiguity issue.
III. Compressive ToF sensing and image reconstruction
In this section we present the proposed compressive ToF 3D sensing design compatible with existing
ToF cameras. Additionally, we describe an efficient block-wise reconstruction procedure based on sparse recovery.
A. Compressive ToF sensing
As mentioned in the introduction, in a conven- The data collected by the compressive ToF camera can be written in the form ∀i ∈ {1, 2, 3, 4} : y
Here M ∈ R m×n is the measurement matrix,
are the phase images and y (i) ∈ R m the read out data with m n. To reconstruct the depth image from the compressed readouts we propose the following two-step procedure: First, we estimate the differences p (1) − p (3) and p (4) − p (2) from
using sparse recovery. In a second step we recover the depth image by applying (II.3) to the estimated differences.
Any In order for (III.3) to uniquely recover x, the matrix M needs to fulfill certain properties. One sufficient condition is the restricted isometry property (RIP).
The matrix M is said to satisfy the s-RIP with constant δ > 0, if
holds for all s-sparse z ∈ R n . If the s-RIP constant is sufficiently small, then (III.3) uniquely recovers any sufficiently sparse vector (see, for example, [10] , [13] , [7] ).
Although some results for deterministic RIP matrices exist [18] , [6] , matrices satisfying the RIP are commonly constructed in some random manner. Realizations of Gaussian or Bernoulli random matrices are known to satisfy the RIP with high probability [13] . Rademacher random variables take the values -1 and 1 with equal probability. It has been
shown [8] that if m ≥ Cδ −2 s log(n/s), then δ s ≤ δ with high probability for both types of matrices.
Remarkably, this bound on m is optimal [13] . This means we can not expect to have universal recovery guarantees for a smaller number of measurements.
Thus, if the number of measurements is lower than this bound, we can find a s-sparse vector that can not be recovered.
More generally, all matrices with independent subgaussian entries satisfy the RIP with high probability. A subgaussian random variable X is defined by the following property (III.5)
Here η equals to the noise level of the measurements.
Similar results hold if Ψ is a frame (see [9] , [15] , [23] , [28] ).
In practical applications such unstructured matrices can not always be used. Either there are restrictions on the matrix preventing us from using a random matrix with i.i.d. entries or the storage space is limited, such that storing a full matrix would be too expensive. There are different methods for constructing structured compressed sensing matrices that satisfy the RIP. For example, such matrices can be constructed by random subsampling of an orthonormal matrix [13, Chapter 12] or deterministic convolution followed by random subsampling [25] or using a random convolution followed by deterministic subsampling [27] . In the next section we will examine the latter type since its application to ToF imaging and the existing camera designs is more accessible.
B. Compressive 3D Sensing Using Block Partial Circulant Matrices
The hardware requirements in our case prevent us from using arbitrary matrices since for the analogto-digital converters (ADC) the weights 0 and ±c for some fixed constant c ∈ R should be used. Further, any individual ADC can only be wired with a limited number of pixels (compare Fig. III.1 ) which imposes a particular block-structure of the measurement matrix. Thus the measurement matrices that we use in our approach take the block-diagonal form
Here, each sub-matrix [27] and have later been refined in [22] 
then, with probability at least 1 − n − log n log Proof. For the case that Ψ is the identity matrix the result is derived in the original paper [22] . If, for some s ∈ N and δ ∈ (0, 1), we have
then, with probability at least 
is any unitary matrix. 
Proof. As m/K ≥ Cδ

C. Image reconstruction by block-1 minimization
As presented in Section III-A, the depth image is recovered from compressed readouts by first estimating the differences p (1) − p (3) and p (4) − p (2) from (III.1) and (III.2), which are underdetermined systems of equations of the form y = Mx, and then applying (II.3) to the estimated differences. In this subsection we present how to efficiently solve these underdetermined systems using block-wise 1 -minimization.
Suppose that the measurement matrix M ∈ R m×n has a block diagonal form (III.6), with diagonal
operating on a subgroup of pixels from individual lines. This type of measurement matrices reflects the current ToF camera architecture illustrated in Fig. III.1 . Assuming the sparsifying basis Ψ to be block diagonal with
, the full 1 -minimization problem (III.5) can be decomposed into
Here y k ∈ R Using a global sparsifying transformation might be better in terms of sparsity, but the resulting problem is less efficient to solve. In the future we will investigate optimal compromises between sparsity and computational efficiency.
For the actual numerical implementation we use
(III.11) whereB = B Ψ l can be calculated by (Ψ B ) .
The two problems (III.10), (III.11) are equivalent [14] in the sense that every solution of (III.10) is also a solution of (III.11) for λ depending on ε and vice versa. For minimizing the unconstrained 1 -problem (III.11) we use the fast iterative soft thresholding algorithm (FISTA) introduced in [5] which is an efficient algorithm for 1 -minimization.
IV. Experimental Results
In this section we present some experimental results using raw data captured by an existing standard ToF camera. An example of such raw data (four phase images) is shown in Figure IV. 1. From the raw data of the standard ToF camera, we generated the compressive sensing measurements synthetically.
A. Compressed ToF sensing
For compressive ToF sensing, we initialized the measurement matrices M (the block circulant matrices; see Section III-B) randomly with the entries of a random vector generating the partial circulant blocks taking values in {−1, 1, 0} with equal probability.
The blocks have size m × 14 which implies that the compression ratio is 14/m. In the experiments we observed that usually not all blocks of our measurement matrix yield adequate reconstruction properties. This indicates that the size of the single blocks is not large enough to guarantee recovery in each block with high probability. Using bigger blocks would overcome this issue (according to Theorem III.3), but this is not possible with our camera design. We therefore propose the following alternative strategy.
We start with a set of several candidates for the blocks of the measurement matrix from which we choose the ones with the lowest reconstruction error on a set of test images. we use the relative mean absolute error (RMAE) and the peak signal to noise ratio (PSNR) defined by 
B. Example 1: Chair image
For our first set of examples we consider phase images of a chair shown in Figure IV .1, which is less than 1 meter away from the camera (see Figure IV. 2, left). In the FISTA reconstruction of the chair-image we see some artefacts around the main objects. They are a result from the small blocks in the measurement matrix and varying sparsity level of the images.
The wavelet coefficients are not exactly zero but only rapidly decreasing and on blocks around edges the decay is slower than elsewhere. These artefacts at image contours could be reduced by adding a noise reduction term to (III.11), for example a total variation term [29] , [31] , [21] , which results in an improved image quality. However, the reconstruction speed would be slower.
In Figure IV 
C. Example 2: Books image
In the second example set we consider an image from a couple of books and folders (see Figure IV 
D. Very limited data
To investigate the reconstruction quality when only using a very small amount of data, we generated a measurement matrix with m = 3. This results in a The colors give the distance from the camera in meters. The compression ratio is 50% and the relative mean absolute error 3.53%.
compression ratio of around 21%. In this example we also increased the probability for zeros to 2/3 and the resulting matrix had around 57% zeros. This means that the images can be captured very quickly since zero entries in the measurement matrix imply that the camera can skip the corresponding pixel.
However this results in some missing data which can never be recovered. The reconstructed depth image is shown in Figure IV 
and p (4) − p (2) with a compression ratio of 50%. Bottom. Uncompressed differences.
One clearly sees that the uncompressed phase differences contain less artefacts than the original phase images p (i) itself (shown in Figure IV .1).
because we us the same block in the measurement matrix for measurements in each column. As a consequence, the resulting artefacts are more regular than for the case where we use different blocks for each row.
E. Error analysis
In Table I we show the average mean absolute error evaluated on a set of 26 test images for various compression ratios. The images consist of the chair-image and books-image and other similar images captured with the ToF camera in an office and an apartment.
We used the same FISTA parameter λ = 0.05 and ran 10 iterations for all the samples.
V. Conclusion
In this paper, we proposed a compressive ToF camera design that reduces the required amount of data to be read out and transferred. The proposed compressed ToF camera uses measurements within and right: p (4) − p (2) ) from our two example images. We only plotted the largest 10% of the coefficients. As expected, the coefficients for the chair-image decrease slower. Table I . Bottom. Same as on top, but now using the PSNR for evaluating the reconstruction quality.
rows of the image which yields a block-diagonal measurement matrix. Random partial circulant matrices as diagonal blocks have been shown to be compatible with current camera architecture. However, their asymptotic recovery guarantees do not directly apply in our case. To fix this, one can increase the block size, which is not really practical for the ToF camera.
On the other hand our experimental results still clearly demonstrate that it is possible to recover the original images for small block sizes. For that purpose, we proposed and implemented a strategy to increase the compressed sensing ability of the random partial circulant matrices. For image reconstruction we use different squared blocks that allow to exploit sparsity of the phase images in the two dimensional wavelet basis. Future work has to be done to improve the image quality and make it more consistent across different images and to increase the reconstruction speed. For that purpose we will investigate the use of machine learning based algorithms for compressed sensing [26] .
