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Nomenclature 
Liste des principaux opérateurs 
Opérateur Signification 
    Valeur absolue de X 
 ̅ Valeur moyenne de X 
 ̂ Valeur estimée de X 
  
  
 
Liste des principaux acronymes 
Acronyme Signification anglaise Signification française 
CAMS 
Copernicus Atmospheric Monito-
ring Services 
Services Copernicus de surveillance de 
l’atmosphère 
CBH Cloud Base Height Altitude de la base des nuages 
CMV Cloud Motion Vectors Vecteurs de déplacement des nuages 
CTH Cloud Top Height Altitude du sommet des nuages 
DHI Diffuse Horizontal Irradiance 
Eclairement diffus intégré sur plan 
horizontal 
DNI Direct Normal Irradiance 
Eclairement direct en incidence nor-
male 
DTW Dynamic Time Warping Adaptation temporelle dynamique 
ECMWF 
European Centre for Medium-
Range Weather Forecasts 
Centre européen pour les prévisions 
météorologiques à moyen terme 
ESRA European Solar Radiation Atlas Atlas solaire européen 
GHI Global Horizontal Irradiance Eclairement global sur plan horizontal 
GSD Granulometric Size Distribution 
Distribution de la taille granulomé-
trique 
HRV High-Resolution Visible 
Image satellite du visible à haute réso-
lution 
IEA International Energy Agency Agence internationale de l’énergie 
KNMI 
Royal Netherlands Meteorological 
Institute 
Institut royal météorologique des 
Pays-Bas 
KSI Kolmogorov–Smirnov test Integral Test integral de Kolmogorov–Smirnov 
MAE Mean Absolute Error Erreur absolue moyenne 
MBE Mean Bias Error Biais 
MSG Meteosat Second Generation Meteosat de seconde génération 
NWP Numerical Weather Prediction Prévision météorologique numérique 
10 NOMENCLATURE 
 
 
ramp-MAD Ramp Mean Absolute Deviation 
Moyenne des valeurs absolues des 
déviations de rampe 
RMSE Root Mean Square Error 
Racine carrée de l’erreur quadratique 
moyenne 
SEVIRI 
Spinning Enhanced Visible and 
InfraRed Imager 
Imageur visible et infrarouge tournant 
embarqué sur MSG 
TDI Temporal Distortion Index Indice de distorsion temporelle 
TDM Temporal Distortion Mix Mix de distorsion temporelle 
TOA Top-of-Atmosphere Irradiance 
Eclairement au sommet de l'atmos-
phère 
UE European Union Union Européenne 
WMO 
World Meteorological Organiza-
tion 
Organisation météorologique mondiale 
 
 
Liste des principaux symboles 
Symbole Description  Unité 
  Eclairement global sur plan horizontal (GHI)        
   Eclairement direct en incidence normale (DNI)     
   
   Eclairement diffus sur plan horizontal (DHI)     
   
   Angle d’élévation solaire au-dessus de l’horizon     
   Angle zénithal solaire     
   Indice de ciel clair   
   Fraction diffuse   
   Indice de clarté   
   Eclairement au sommet de l'atmosphère (TOA)     
   
  Coefficient de corrélation de Pearson   
R  Coefficient de détermination   
      Score de Marquez et Coimbra (2012) appliqué sur la RMSE   
     Eclairement global théorique en l’absence de nuages        
  Paramètre de sensibilité de l’algorithme Swinging Door        
    Indice de distorsion temporelle   
        Moyenne des valeurs absolues des déviations de rampe 
(ramp-MAD) 
            
    Mix de distorsion temporelle   
   Fonction d’ouverture de taille B   
  
 
Chapitre I - Introduction 
I.1 Contexte et enjeux 
La consommation d’énergie primaire dans le monde a plus que doublé depuis 1970 se-
lon les estimations de l’Agence Internationale de l’Énergie (IEA - International Energy 
Agency, 2017a) pour atteindre, en 2016, un équivalent de 13,7 milliards de tonnes de 
pétrole par an. Les projections pour les décennies à venir sont délicates mais cette ten-
dance ne devrait pas s’inverser (IEA, 2017b), en particulier au vu des besoins énergétiques 
croissants des pays émergents et de la croissance démographique mondiale. Aujourd’hui, 
plus de 80% de la consommation d’énergie primaire mondiale provient des ressources fos-
siles, dont 32% de consommation de pétrole.  
 
Les chocs pétroliers de 1973 et 1979 ont illustré l’importance de la dépendance énergé-
tique à l’échelle nationale de certains pays. De telles menaces de rupture d'approvision-
nement en énergie et l'impact des fortes variations de prix sur les balances des paiements 
ont encouragé les gouvernements à définir des politiques énergétiques afin de proposer 
des stratégies d’évolution du secteur énergétique à moyen et long terme.  
 
Lors des décennies qui vont suivre, des préoccupations environnementales liées au ré-
chauffement climatique prennent progressivement de l’importance dans la conscience col-
lective, donnant lieu notamment à la formation du Groupe d’experts Intergouvernemental 
sur l’Évolution du Climat (GIEC) en 1988, et à une succession de négociations internatio-
nales annuelles sur le climat des pays membres de la Convention-Cadre des Nations Unies 
sur les Changements Climatiques (CCNUCC). Le rapport de 2014 du GIEC confirme par 
exemple l’influence de l’homme sur le climat, souligne le caractère inédit de 
l’augmentation des émissions anthropiques de gaz à effet de serre depuis le début de l’ère 
industrielle et observe les probables répercussions de ce dérèglement climatique sur les 
systèmes humains et naturels. Dans l’édition  016 de son mémento sur l'énergie, le CEA 
indique une augmentation de 56% des gaz à effet de serre depuis 1990, issus, pour 65%, 
de la combustion des énergies fossiles. 
 
La 21e « conférence des parties » (COP) s’est tenue à Paris en décembre  015, ras-
semblant les représentants de 196 pays. Ledit « Accord de Paris » qui en a résulté a 
comme principal objectif de maintenir l’augmentation de la température mondiale « net-
tement en dessous» de  °C d’ici à  100, comparé aux niveaux préindustriels (The Paris 
Agreement, 2015). Le Rapport Stern (2006) indique que le coût de l’inaction face aux 
changements climatiques à venir pourrait rapidement atteindre 5 à 20% du PIB annuel 
mondial, encourageant par conséquent un investissement dans la lutte contre le dérègle-
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ment du climat dont le coût moyen pourrait se limiter à 1% du PIB annuel mondial 
(Cany, 2017). 
 
Afin de satisfaire les objectifs fixés par les signataires, des efforts sont nécessaires pour 
assurer cette transition dans de nombreux secteurs et en particulier dans celui de la géné-
ration d’énergie électrique. Le secteur électrique au sein de l’Union européenne (UE) a en 
effet un potentiel de réduction des gaz à effet de serre prometteur puisqu’elles pourraient 
être « quasiment annulées à l’horizon  050 » (Cany, 2017), avec des efforts suffisants. 
Comme l’indique la figure 1, la production d’électricité à l’échelle mondiale est à 66% 
d’origine fossile en  015 et a été multipliée par quatre par rapport à 1970.  
 
 
Au sein de l’UE, l’industrie de l’énergie est le secteur le plus émetteur de gaz à effet de 
serre en 2014 avec une contribution de 29%, devant la part de 21% en provenance du 
secteur des transports (Ministère de l’Écologie,  017). La mutation attendue des véhicules 
thermiques en véhicules électriques va sans doute accentuer cette contribution. Face à ce 
constat, l’UE prolonge ses objectifs de l’horizon  0 0 à l’horizon  030 via le Paquet 
Energie-Climat : 40% de réduction des émissions de gaz à effet de serre par rapport à 
1990, une augmentation de 27% de la part des renouvelables dans la consommation éner-
gétique finale brute et une augmentation de  7% de l’efficacité énergétique (Ministère de 
l’Écologie,  017).  
 
La France avec sa spécificité nucléaire émet avec des proportions différentes selon les 
secteurs d’activité : 9% sont attribuées à celui de l’énergie contre  9% pour les transports 
(Ministère de l’Écologie,  017). Via l’article L100-4 de la loi relative à la transition éner-
gétique pour la croissance verte, le gouvernement français s’engage à « porter la part des 
énergies renouvelables […] à 3  % de la consommation finale brute d'énergie en 2030 » 
et 40% de la production d’électricité.  
 
Figure 1 – Évolution de la production d’électricité mondiale (en TWh). Source : Key world energy 
statistics – IEA, 2017. 
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De tels engagements en termes d’augmentation de la part des renouvelables dans le 
mix énergétique suscitent des interrogations économiques et technologiques liées à leur 
usage dans une infrastructure énergétique existante. Ainsi, l’exploitation de l’énergie so-
laire, au même titre que l’énergie éolienne, soulève notamment des défis liés à la nature 
variable des processus météorologiques mis en jeu. Ce caractère dit « intermittent » de 
ces sources d’énergie constitue une difficulté conséquente dans la gestion du réseau élec-
trique à l’échelle d’un pays, où l’équilibre entre la production et la consommation 
d’électricité est primordial. Cette intermittence soulève aussi des difficultés dans la ges-
tion indépendante de parcs photovoltaïques ou éoliens qui peuvent alors être couplés à 
des moyens de stockage ou de production complémentaires pour délivrer une puissance 
moins variable et incertaine. Dans cette thèse, l’intérêt se porte spécifiquement sur la 
production d’électricité issue directement de la conversion de l’énergie solaire par effet 
photovoltaïque.  
I.2 La nature variable de l’énergie photovoltaïque 
L’effet photovoltaïque caractérise un phénomène physique de conversion d’énergie 
propre à certains matériaux semi-conducteurs qui génèrent un courant électrique par ex-
position à la lumière. Dans la suite de ce document, les termes rayonnement solaire et 
éclairement seront utilisés de manière équivalente et sont définis comme l’intégration de 
la luminance – puissance électromagnétique à travers un angle solide infinitésimal – sur 
l’hémisphère exposé. De cette manière, l’éclairement représente une puissance par unité 
de surface, exprimé en    . La production électrique d’une cellule photovoltaïque dé-
pend des caractéristiques de conception de la cellule qui lui attribueront un certain ren-
dement – rendement qui sera notamment susceptible de varier en fonction de la tempéra-
ture de la cellule et de l’éclairement incident (Beyer et al., 2004). Cependant, la variable 
fondamentale qui régit les fluctuations de la production électrique est le rayonnement 
solaire incident correspondant à la sensibilité spectrale de la cellule. Les influences de la 
température de cette dernière et de la distribution spectrale du rayonnement solaire inci-
dent sur la production photovoltaïque ne seront pas à l’étude dans cette thèse : seul le 
rayonnement total (c.-à-d. intégré sur l’ensemble du spectre solaire) sera ainsi considéré. 
 
Plus précisément, le rayonnement solaire total incident sur plan horizontal, noté GHI 
(Global Horizontal Irradiance – éclairement global sur plan horizontal) est une variable 
essentielle pour l’exploitation de l’énergie solaire par la conversion photovoltaïque. Cette 
technologie de conversion peut être utilisée sur une grande variété de supports, directe-
ment sur les toitures de bâtiments ou parkings existants, sur des supports adaptant leurs 
orientations pour maximiser la production, mais aussi moins couramment sur des façades, 
des routes, des voitures, des drones, etc. Ainsi, le fait d’analyser le rayonnement solaire 
global sur un plan horizontal et sa variabilité rend l'étude indépendante de l'orientation et 
de la sensibilité spectrale des cellules et assure une certaine transposabilité des méthodes 
développées à différents sites et cas d'études. 
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Au-delà de son intérêt pour l’énergie solaire, ce rayonnement solaire incident au sol a 
été reconnu par le Système mondial d'observation du climat (GCOS, Global Climate Ob-
serving System) comme l'une des variables climatiques essentielles pour la caractérisation 
de l'état du système climatique mondial et pour la surveillance du climat à long terme 
(“Implementation Plan for the Global Observing System for Climate in Support of the 
UNFCCC”,  010).  
 
De manière schématique, le GHI se décompose en une partie directe (BHI – Beam Ho-
rizontal Irradiance) et une partie diffuse (DHI, Diffuse horizontal irradiance) comme illus-
tré sur la figure 2.  
 
 
Figure 2 – Rayonnement solaire dans l’atmosphère. 
La variabilité du rayonnement solaire au sol s’exerce à différentes échelles temporelles, 
et chaque échelle de variabilité peut être associée à un ou des phénomène(s) physique(s). 
 
Les mouvements complexes des nuages et des constituants atmosphériques comme la 
vapeur d’eau ou les aérosols génèrent une forte variabilité infrajournalière du rayonnement 
solaire incident. Dans l’étude du rayonnement solaire, la décomposition en une partie at-
tribuée aux effets des nuages et une partie associée aux variations des constituants de 
l'atmosphère non nuageuse est très largement utilisée. Cependant, Oumbe et al. (2014) 
soulignent le très faible couplage qui s’exerce entre ces deux composantes, justifiant 
l’hypothèse de leur indépendance et de séparabilité généralement utilisée en pratique. Ces 
échelles de variabilité vont nous intéresser dans cette thèse et nous chercherons à les pré-
voir. En particulier, les nuages seront au cœur de l’analyse puisqu’ils sont le principal fac-
teur influant le rayonnement solaire perçu au sol (Dambreville, 2014), à l'exception des 
zones où la fréquence de jours sans nuages est très importante et pour lesquelles les aéro-
sols et le contenu en vapeur d'eau jouent alors des rôles dominants. 
 
Absorbé
Diffus
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La rotation terrestre autour de son axe des pôles géographiques engendre une variabili-
té journalière à l’origine de l’alternance jour/nuit et la révolution de la Terre autour du 
Soleil apporte une contribution saisonnière à ces variations du rayonnement au sol. Enfin, 
sur des échelles annuelles et pluriannuelles, les changements météorologiques et clima-
tiques mènent une tendance ou des oscillations lentes. Les mouvements de rotation et de 
révolution de la Terre étant précisément connus (l’erreur sur le calcul rapide des angles 
solaires comme celui proposé par Blanc et Wald (2012) est de l’ordre du millième de de-
grés), il est possible d’établir des modèles théoriques du rayonnement solaire hors atmos-
phère très précis dans le passé aussi bien que dans le futur.  
 
En réalité, il existe des couplages entre les différentes échelles temporelles de variabilité. 
Bengulescu (2017) propose d’utiliser la transformée adaptative de Hilbert-Huang comme 
outil d’analyse des séries temporelles du rayonnement solaire, dont la nature de ces der-
nières s’avère être non linéaire et non stationnaire. Ces travaux ont notamment démontré 
l’existence d’une modulation en amplitude de la variabilité stochastique à hautes fré-
quences du rayonnement par le cycle annuel qui, lui, est de nature déterministe. 
 
Il est possible d’évaluer l’éclairement incident au sol en absence de nuages en tenant 
compte de la transparence ou trouble de l’atmosphère sensible à la composition de cette 
dernière, notamment en vapeur d’eau ou en aérosols. Ces modèles sont dénommés mo-
dèles d’éclairement par condition de « ciel clair ». Il existe une grande variété de modèles 
permettant un calcul de ces profils journaliers d’éclairement par ciel clair et de nom-
breuses comparaisons des modèles existants ont été proposées par la communauté scienti-
fique (Badescu et al., 2013; Engerer et Mills, 2015; Gueymard, 2012; Ineichen, 2016, 
2006; Inman et al., 2013). Dans notre étude, nous avons choisi d’utiliser le modèle ESRA 
(European Solar Radiation Atlas) pour sa robustesse et sa possibilité d’effectuer le calcul 
rétrospectivement, en temps réel ainsi qu’en prévision. En effet, ce modèle d’éclairement 
par ciel clair ESRA est un modèle de calcul empirique alimenté par une base de données 
climatologique de moyennes mensuelles d’indice de trouble de Linke (Remund et al., 
2003). Cependant, il ne prend en compte ni la variabilité interannuelle ni la variabilité 
inframensuelle du trouble de Linke.  
 
Le modèle McClear (Lefèvre et al., 2013) est un modèle physique exploitant les proprié-
tés optiques des aérosols, le contenu en vapeur d’eau et en ozone dans l’atmosphère esti-
més dans le cadre des différents projets européens MACC (Kaiser et al., 2012; Peuch et 
al., 2009) et actuellement de CAMS (Copernicus Atmospheric Monitoring Services) par 
approximation à l’aide d’abaques précalculés du code de transfert radiatif libRadtran 
(Mayer et Kylling, 2005). Cependant, l’absence actuelle de disponibilité en temps réel ou 
en prévision de ce modèle constitue un point discriminant pour notre étude : pour des 
contraintes techniques du moment, le modèle délivre des estimations depuis  004 jusqu’à 
maintenant avec deux jours de délai. Or, l’ensemble des données sur les propriétés des 
aérosols et des contenus de la colonne d’atmosphère en vapeur d’eau et d’ozone utilisé 
par McClear étant dans l’absolu disponible en analyse et en prévision, il n’y a pas 
d’impossibilité à voir émerger dans le futur une version de McClear accessible en prévision 
jusqu’à deux à trois jours en avance.  
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I.3 Intérêt de la prévision photovoltaïque pour le ré-
seau électrique 
L’étude de la stabilité dynamique de réseaux de grande envergure nécessite la connais-
sance d’un grand nombre de paramètres influençant grandement leur comportement futur. 
Or l’énergie solaire photovoltaïque (PV) connaît une forte croissance en termes de puis-
sance installée dans le monde (voir figure 3). Selon Du et al. (2017), cette technologie 
devient d’ores et déjà compétitive sur les marchés de l’énergie, ce qui laisse à penser que 
cette croissance ne va pas s’essouffler dans les prochaines années. En France, le principal 
gestionnaire du réseau de distribution est l’entreprise ENEDIS (ex. ERDF) et a pour mis-
sion de distribuer l’électricité aux consommateurs de l’échelle régionale à l’échelle locale, 
via les lignes de moyennes et basses tensions en assurant l’équilibre entre l’offre et la de-
mande d’électricité. À ces échelles, la variabilité et l’incertitude de la production crois-
sante d’énergie photovoltaïque sont un défi pour les gestionnaires du réseau en termes de 
qualité d’alimentation (courant, tension, fréquence) et du maintien des coûts des opéra-
tions d’ajustement en temps réel entre l’offre et la demande (Bletterie et Pfajfar, 2007; 
Ela et al., 2013). 
 
De manière à atténuer les effets déstabilisants de la variabilité PV et ainsi assurer la 
fiabilité des réseaux électriques existants, plusieurs stratégies peuvent être adoptées. Ces 
dernières dépendent de l’infrastructure du réseau, des interconnexions disponibles qui ren-
dent possible les transactions sur les marchés de l’énergie, de la possibilité d’effacement 
de certaines unités (Lew et al., 2013), du taux de pénétration des énergies intermittentes 
et de la capacité de stockage (stations de transfert d’énergie par pompage – STEP, bat-
teries à hydrogène, au lithium, au plomb, au sel, à flux organique, volant d’inertie, etc.). 
Ela et al. (2013) proposent différentes stratégies de réduction des déséquilibres en éva-
luant leur impact sur le coût de production et l’équilibre consommation-production en 
Arizona. Lorsque peu d’énergies renouvelables variables sont installées sur un territoire, 
 
Figure 3 – Evolution de la puissance photovoltaïque installée dans le monde (en GW). Source : REN21, 
2017. 
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les gestionnaires de réseau se limitent souvent aux prévisions sur la demande en électricité 
pour orchestrer et planifier les unités de production à moindres coûts grâce à des algo-
rithmes d’optimisation. Cependant, l’augmentation de la part des énergies renouvelables 
intermittentes dans le mix devient particulièrement préoccupante, notamment sur certains 
réseaux insulaires (Diagne et al., 2012, 2013) où l’absence – ou l’insuffisance – 
d’interconnexion avec des réseaux voisins nécessite un pilotage intelligent des réserves 
et/ou des autres sources de production. Dans de telles conditions, il est non seulement 
nécessaire d’avoir des prévisions de leur production, mais il faut surtout qu’elles soient 
fiables à tout instant pour le gestionnaire réseau, c’est-à-dire de bonne qualité.  
 
L’écart entre la production et la consommation d’électricité à chaque instant doit être 
maintenu à son niveau le plus bas à chaque instant, afin d’assurer un état stable du ré-
seau et une « disponibilité optimale de l’énergie électrique » (Jeanjean et De Metz-noblat, 
1997). Ainsi, tout changement brusque et de grande amplitude de la production élec-
trique doit être anticipé le plus longtemps à l’avance et le plus précisément possible. Ce-
pendant, de manière générale, la qualité des prévisions décroît lorsque l’horizon de prévi-
sion (cf. paragraphe I.4) augmente, avec une pente plus raide pour les méthodes 
« naïves » telle que la persistance présentée dans la suite de ce mémoire (Pelland et al., 
2013). Ainsi, tous les horizons de prévision ont leur intérêt puisque le gestionnaire de ré-
seau doit anticiper dès que possible et avec précision ces événements. Cependant, la 
moindre erreur sur l’instant d’occurrence prévu de ce que l’on appellera par la suite une 
« rampe » aura pour conséquence d’engendrer un écart instantané important entre pro-
duction et consommation. Par ailleurs, Andersson et al. (2005) pointe notamment un 
risque de pannes en cascade engendrées par des occurrences concomitantes d’événements 
extrêmes antagonistes. Des exemples de telles pannes ont eu lieu notamment le 14 août 
2003 dans plusieurs états des États-Unis et au Canada, le  3 septembre  003 à l’Est du 
Danemark et au Sud de la Suède (privant 4 millions de consommateurs d’électricité) ou 
encore le 28 septembre 2003 en Italie.  
 
Finalement, la prévision s’est imposée comme un outil très important pour la mise en 
œuvre des différentes stratégies d’équilibre, et sa qualité assure une meilleure rentabilité 
et la maîtrise des risques. L’IEA (2014) prédit que l’énergie PV continuera son expansion 
pour atteindre 16% de la production mondiale d’électricité en 2050, ce qui laisse penser 
que la prévision solaire continuera de gagner en importance dans la transformation des 
réseaux actuels vers des réseaux électriques dits plus « intelligents » (certains parlent de 
Smart-Grid), dont l’objectif est de gagner en efficacité grâce à un ajustement des flux 
électriques en production comme en consommation, le tout en temps réel. 
 
La prévision de l’éclairement solaire a également d’autres applications potentielles que 
la gestion du réseau électrique : l’optimisation d’un parc photovoltaïque afin de délivrer 
une puissance moins incertaine, la prévision du rayonnement direct pour l’optimisation du 
pilotage de centrales à concentration solaire visant notamment à adapter les débits des 
fluides caloporteurs, à arbitrer entre la production électrique et le stockage thermique ou 
encore procéder à des défocalisations pour éviter l’échauffement des zones de concentra-
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tion en cas d’éclairement dépassant sa capacité (objet du projet DNICast1). Bien entendu 
d’autres applications de cette prévision existent comme la prévision pour les systèmes de 
chauffe-eau solaires, pour l’agriculture (photosynthèse) ou encore pour des applications de 
santé (rayonnements ultra-violets). Cependant pour cette étude nous nous limiterons à 
l’application de systèmes photovoltaïques connectés à un réseau électrique. 
I.4 Horizon et résolution temporelle de prévision 
Il est essentiel de différencier les termes horizon et résolution temporelle de prévision, 
bien qu’ils puissent se superposer pour certaines prévisions. L’horizon correspond à la pé-
riode de temps sur laquelle porte la prévision et sa résolution temporelle représente en 
quelque sorte sa granularité. 
 
Dans la section précédente, nous avons noté que, d’un point de vue conceptuel, tous 
les horizons de prévision peuvent avoir leur intérêt pour les gestionnaires du réseau élec-
trique. Cependant, ces gestionnaires ont à leur disposition des moyens et méthodes limités 
pour agir de façon à rétablir ou assurer l’équilibre, avec des caractéristiques de délais de 
mise en œuvre qui leur sont propres. Le gestionnaire du réseau doit anticiper les situa-
tions de contraintes que peut engendrer la production PV (ou éolienne) si elle devient 
déséquilibrée par rapport à la consommation. Une telle anticipation permet de ne pas sur-
solliciter les appareils chargés du rétablissement l’équilibre et ainsi d’optimiser la durée de 
vie de ces appareils.  Voyant (2011) récapitule les différents horizons d’intérêt du point de 
vue du gestionnaire de réseau en fonction des sources de production correspondantes ou 
des possibilités de transactions sur les marchés de l’énergie pour le cas de la Corse. La 
figure 4 illustre cette correspondance mais définit également les tranches d’horizons très 
courts, courts et moyens termes que l’on reprendra dans ce manuscrit.  
 
 
Figure 4 – Horizons de prévision et moyens de production associés. Les lettres m, h, et j indiquent 
l’horizon de prévision en termes respectivement de minutes, d’heures et de jours. Source : Voyant (2011). 
Le tableau 1 résume les indications de Kostylev et Pavlovski (2011) en ce qui concerne 
les résolutions temporelles et horizons des prévisions les plus souvent demandées par les 
industriels, avec les événements d’intérêt associés. Chaque type d’opération est associé à 
une échelle temporelle allant le plus souvent de quelques secondes à quelques jours (Mills, 
2010; Sayeef et al., 2012), et nécessite une prévision de la production PV de qualité avec 
la plus faible incertitude possible. 
                                    
1 http://www.dnicast-project.net/ 
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Horizon Résolution 
temporelle 
Utilité 
15 min – 2 h 30 s – 5 min Événements extrêmes (rampes), variabilité impac-
tant les opérations 
1 h – 6 h  15 min – 1 h Suivi de la courbe de charge 
1 jour – 3 jours 1 h – 3 h Démarrage des unités de production, planification 
de la transmission et ventes sur les marchés du 
jour suivant 
1 semaine – 2 mois 1 jour Couverture, planification, optimisation des actifs 
1 année – quelques années 1 jour – 1 an Analyse de séries temporelles à long terme, éva-
luation des ressources, sélection de sites et dos-
siers de financement bancaires 
Tableau 1 – Événements d’intérêt pour les industriels avec leurs horizons et pas de prévision associés. Source : 
inspiré de Kostylev et Pavlovski (2011). 
 
La variabilité qui intervient à chacune de ces échelles n’a pas la même amplitude. La 
particularité du rayonnement solaire est qu’il est potentiellement extrêmement variable à 
très court terme, et donc plus dur à prévoir avec précision, principalement à cause des 
couvertures nuageuses de tailles, de vitesses, de nature (gouttelettes d’eau, cristaux de 
glace, etc.) et d’épaisseurs optiques variables pouvant notamment occulter à des degrés 
divers la composante directe (et circumsolaire) du rayonnement. La résolution temporelle 
de la prévision va limiter de ce fait le type de variations prévisibles. Yang et al. (2017) 
ont récemment suggéré une approche permettant de « réconcilier », c’est-à-dire de fu-
sionner, des prévisions dont l’horizon ou la résolution temporelle sont différents. 
 
I.5 Prévision locale et agrégée 
De la même manière que la prévision s’effectue à différentes échelles temporelles, 
chaque échelle spatiale a son intérêt, avec bien entendu des couplages spatiotemporels 
entre ces dernières. Selon que l’utilisateur des prévisions est un producteur, un gestion-
naire de réseau, un responsable d’équilibre, un agrégateur, etc., l’échelle spatiale de la 
prévision va différer. Un producteur ou un gestionnaire de réseau va en effet s’intéresser à 
la maille locale (prévision de chaque parc) alors qu’un agrégateur ou un responsable 
d’équilibre va s’intéresser à la maille agrégée (qui dépend alors de l’étendue du périmètre). 
 
Les prévisions solaires à l’échelle locale ont des empreintes spatiales très variables allant 
d’un simple instrument pyranométrique in situ à des parcs photovoltaïques de plusieurs 
dizaines d’hectares. Ces types de prévisions, qui seront à l’étude dans ce manuscrit, 
s’incluent dans une stratégie partant de prévisions locales pour faire émerger le compor-
tement global des fluctuations du solaire sur le réseau. Cette approche est difficile à 
mettre en œuvre en pratique, car elle nécessite beaucoup d’efforts de calcul et une con-
naissance de la production de toutes les fermes solaires dans la région d’intérêt – ce qui 
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n’est généralement pas le cas. Elle est cependant la plus à même de prévoir des variations 
brusques de la production globale ; selon Da Silva Fonseca et al. (2014), elle a montré de 
meilleures performances par rapport à une prévision régionale issue des modèles numé-
riques météorologiques à grande échelle. 
 
Une autre approche consiste donc s’intéresser à un comportement agrégé de la produc-
tion, en profitant d’un effet dit de « foisonnement » (Antonanzas et al., 2016; Lorenz et 
al., 2011; Mills et Wiser, 2010), c’est-à-dire de lissage des variabilités temporelles par 
agrégation multisites, qui intervient grâce à une décroissance de la corrélation intersites 
en fonction de leur éloignement, comme le montre la figure 5. La difficulté de cette ap-
proche réside dans le fait que la production agrégée sur un large périmètre n’est souvent 
pas mesurée, la comparaison s’effectue donc par extrapolation d’un sous-ensemble de 
parcs photovoltaïques constituant un échantillonnage statistique que l’on juge représenta-
tif. 
 
Cependant, les contraintes du réseau ne sont pas uniquement globales, c’est pourquoi le 
gestionnaire de réseau français adopte une stratégie hybride, en considérant à la fois les 
prévisions locales et régionales. Une telle stratégie a également pour but de combiner dif-
férentes prévisions afin d’en tirer le meilleur résultat (Yang et al., 2017a). De plus, des 
approches telles que celle proposée par Saint-Drenan et al. (2018) permettent d’estimer la 
production d’énergie photovoltaïque agrégée à partir d’informations météorologiques lo-
cales et avec relativement peu d’informations sur les installations photovoltaïques elles-
mêmes (notamment l’orientation de milliers de panneaux en Allemagne permet la cons-
truction d’une distribution statistique appliquée en Europe).  
 
 
Figure 5 – Coefficient de corrélation des erreurs de prévision de deux systèmes en Allemagne en fonction 
de la distance qui les sépare. Source : Antonanzas et al. (2016), inspiré de Lorenz et al. (2008). 
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I.6 Méthodes de prévision existantes en fonction des 
échelles spatiales et temporelles considérées 
Plusieurs pistes prometteuses ont déjà été à l’étude, reposant sur des domaines de con-
naissances variés tels que la modélisation physique des processus météorologiques et du 
transfert radiatif dans l’atmosphère ou encore l’utilisation de processus autorégressifs, 
l’intelligence artificielle ou encore le traitement d’images et du signal, dans un but 
d’améliorer les capacités prédictives des modèles existants pour différents horizons de pré-
vision. La résolution numérique des équations de la physique atmosphérique permet de 
simuler des systèmes météorologiques donnant lieu aux prévisions numériques météorolo-
giques (NWP, numerical weather prediction). Ce type de prévision est très utilisé, voire 
incontournable, pour des horizons supérieurs à la journée. Cependant, pour de telles ap-
proches, des erreurs aléatoires et des biais importants persistent (Lorenz et al., 2009; 
Mathiesen et Kleissl, 2011; Perez et al., 2013, 2010; Sengupta et al., 2015). Pour les mo-
dèles globaux comme IFS (ECMWF) ou GFS (NCEP), les résolutions spatiales sont ac-
tuellement au mieux de l’ordre de la dizaine de kilomètres et les résolutions temporelles 
de l’ordre de 1 à 3 heures, ce qui est trop peu résolu pour des prévisions à court et à très 
court terme – c’est-à-dire de quelques minutes à quelques heures. Pour des horizons typi-
quement inférieurs à 5 heures, les images provenant de satellites météorologiques géosta-
tionnaires sont susceptibles d’améliorer les erreurs de prévision (Perez et al., 2010). En 
effet, la résolution spatiale de l’ordre du kilomètre et leur disponibilité toutes les dizaines 
ou quinzaines de minutes se prêtent complètement aux horizons allant de quelques mi-
nutes à quelques heures.  
 
Pour des horizons temporels plus courts, il est également possible d’utiliser des caméras 
hémisphériques au sol permettant l’observation de l’état du ciel au-dessus d’un site donné 
(Fu et Cheng, 2013; Gauchet et al., 2012; Marquez et Coimbra, 2013), afin de pallier 
notamment le déficit de résolution subkilométrique des satellites météorologiques. Comme 
nous le verrons en détail par la suite, ces images ont une haute résolution spatiale et 
temporelle (de l’ordre de la seconde), mais admettent des limitations dues à leur vision 
limitée du ciel (un rayon de l’ordre de la dizaine de kilomètres, en fonction de l’altitude 
des nuages et de l’orographie – cf. Chapitre III), réduisant l’horizon de prévision à 
quelques minutes, en fonction de la vitesse de déplacement des nuages.  
 
Enfin, les mesures pyranométriques délivrent une donnée locale – in situ – du rayonne-
ment perçu au niveau du sol. Des études ont été menées pour tenter d’établir une prévi-
sion en considérant uniquement ces données passées du rayonnement incident (processus 
autorégressifs, apprentissage statistique, etc.), mais leurs performances souffrent d’un 
manque de description spatiale de la répartition des nuages (Chu et al., 2015). La figure 6 
présente le domaine d’applicabilité typique de ces différentes sources d’information (avec 
les méthodes de prévision généralement associées) en fonction de leur résolution spatiale 
et temporelle.  
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Figure 6 - Illustration de différentes sources d’information utilisées dans les méthodes de prévision e xis-
tantes selon leurs échelles spatiales et temporelles. Source : inspiré de Sengupta et al. (2015). 
I.7 Objectifs et démarche de la thèse 
Bien que ces différentes sources de données semblent bien proposer une partition des 
échelles spatiales et temporelles où elles sont les plus pertinentes, il est naturel 
d’envisager des synergies entre certaines d’entre elles, permettant d’améliorer la qualité 
des prévisions résultantes.  
 
L’utilisation des mesures in situ remontées en temps réel pour la correction des erreurs 
locales des prévisions des modèles météorologiques (Diagne et al., 2013; Lynch et al., 
2015), ou la rétroaction de la mesure pyranométrique dans les prévisions à base d’images 
satellites (Blanc et al., 2017b) ou d’images au sol (Bernecker et al., 2014; Cheng, 2016) 
peut être vue comme une synergie. 
 
À part peut-être la thèse prospective de Dambreville (2014), peu d’études se sont inté-
ressées à la complémentarité entre les caméras hémisphériques et les estimations par sa-
tellite, avec ou sans rétroaction des mesures in situ. Ces deux sources d’observation di-
recte, toutes deux sous forme de séquences d’images de luminance du « même ciel », 
sont très différentes sur les plans de leurs résolutions spatiale et temporelle, de leurs cou-
vertures spatiales, de leurs points de vue ou même de leur sensibilité spectrale.  
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Ces différences nous engagent à chercher à en exploiter les complémentarités avec ou 
sans des capteurs pyranométriques afin d’élaborer des schémas de prévision performants 
de l'éclairement solaire incident à hautes résolutions temporelle et spatiale et pour des 
horizons allant du très court terme au court terme.  
 
Cette recherche est résumée par le titre et l’objectif de ma thèse : synergie des me-
sures pyranométriques et des images hémisphériques in situ avec des images sa-
tellites météorologiques pour la prévision photovoltaïque.   
 
Les questions sous-jacentes à cet objectif global sont alors les suivantes :  
 
Existe-t-il effectivement une telle synergie ? Pour tenter d’y répondre, nous allons iden-
tifier les forces et les faiblesses qu’offre chaque source d’information indépendamment, 
ainsi que les complémentarités susceptibles d’être exploitées lors d’un processus de fusion.  
 
Peut-on effectivement exploiter cette synergie et quelle méthode de fusion entre-
prendre ?  Les différences entre les deux sources d’images de luminance du ciel énoncées 
précédemment sont tellement marquées qu’elles constituent en même temps autant de 
verrous à la mise en place de méthodes de fusion.   
 
Quels bénéfices en tirer pour l’estimation et la prévision de la ressource solaire ? Les 
avantages à tirer des méthodes proposées peuvent être observés qualitativement sur des 
exemples types, identifiés par des simulations ou quantifiés grâce à des comparaisons avec 
des mesures in situ.  
I.8 Structure du manuscrit   
Ces questions sous-jacentes sont les composantes fondatrices qui structurent ce manus-
crit. Le Chapitre II s’intéresse à l’évaluation des performances des prévisions, puisqu’il est 
essentiel d’avoir des outils permettant de quantifier et de juger leurs apports. Suite à 
l’établissement de ces prérequis en termes d’analyse des performances, nous proposons 
dans le Chapitre III une identification des complémentarités des différentes sources 
d’information afin d’en dégager les potentialités de synergies ainsi que les obstacles asso-
ciés à leur développement. Enfin, une nouvelle approche proposée dans cette étude tente 
de profiter de la différence de point de vue des images satellites et des images hémisphé-
riques afin d’en extraire une meilleure connaissance de la scène nuageuse. Dans le Cha-
pitre IV, nous commencerons par évaluer l’apport d’une telle approche à l’aide d’un simu-
lateur géométrique en trois dimensions, qui autorise toutes sortes d’analyses. Enfin, le 
Chapitre V sera consacré à l’utilisation et l’analyse de cette nouvelle approche sur des cas 
concrets avec des images et des mesures pyranométriques de situations réelles. Des con-
clusions seront dressées au Chapitre VI avec la description de perspectives sur la suite de 
cette thèse. 
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Chapitre II - Analyse des performances 
des prévisions solaires 
II.1 Introduction à l’analyse des performances dans le 
domaine de la prévision solaire 
Le présent chapitre se focalise sur un aspect essentiel du domaine de la prévision solaire 
parfois négligé : qu’est-ce qui fait la qualité d’une prévision ? Quels outils et procédures 
appliquer afin d’extraire des informations quantitatives relatives aux performances des 
prévisions  adaptées à leur application pratique ? Comme l’expliquent Kostylev et 
Pavlovski (2011), les tests de performance des prévisions sont souvent entrepris en 
s’appuyant sur des pratiques analytiques établies sans compréhension claire de la perti-
nence des métriques pour une application donnée. Comme nous l’avons vu dans 
l’introduction, les objectifs des gestionnaires sont multiples et requièrent des prévisions à 
différents horizons. Les inadéquations entre la prévision et la production effectivement 
constatée peuvent avoir des conséquences plus ou moins lourdes pour le réseau électrique 
ou sur la gestion des installations photovoltaïques. Du et al. (2017) ont identifié quatre 
étapes clés qui permettront d’assurer un coût minimal à l’utilisateur final : (1) des don-
nées de mesure représentatives et de haute qualité, (2) des techniques et modèles de pré-
visions de qualité, (3) une évaluation significative de la performance prévisionnelle et (4) 
une communication efficace et efficiente de l’information de prévision à l’utilisateur. De 
plus, Zhang et al. (2013) pointent du doigt la difficulté de l’évaluation des performances 
qui découle du constat que chaque chercheur ou expert apporte des résultats selon sa 
propre métrique. En l’absence de l’implémentation de la méthode, des données ou de la 
manière dont sont calculés les différents scores, les résultats des méthodes de prévision 
sont difficiles à exploiter et à comparer. Ainsi, face à ce constat, plusieurs tentatives de 
standardisation de l’analyse des performances ont été suggérées (Beyer et al. 2009; 
Kostylev et Pavlovski 2011). Ces propositions d’analyses standardisées des performances 
peuvent cependant être complétées par les plus récentes avancées sur le sujet dont cer-
taines seront mises en avant dans ce chapitre.  
 
L’analyse des performances de prévisions ponctuelles du rayonnement global (intégré 
sur tout le spectre) sans considération sur celles relatives aux prévisions probabilistes, de 
distributions angulaires ou spectrales. Elle s’effectue usuellement par la comparaison entre 
des prévisions faites dans le passé avec des mesures effectives. Différentes quantités sta-
tistiques sont ensuite calculées, à partir desquelles sont déduites lesdites performances. 
Quelle que soit l’application, l’objectif de la prévision et ses propriétés requises sont im-
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portants à définir. Les propriétés recherchées peuvent être diverses, comme la corrélation, 
l’alignement temporel, la distribution statistique, le suivi des rampes, etc., mais peuvent 
également concerner le type de ciel à mieux respecter – par exemple, les ciels sans nuages 
pour les systèmes à concentration –, ou encore concerner la validité de la prévision sur 
une zone géographique donnée.  
 
L’approche la plus couramment répandue dans la communauté scientifique est 
l’utilisation de métriques statistiques – définies au paragraphe II.3.1 – quantifiant l’erreur 
globale qu’effectue la prévision par rapport à une mesure considérée comme référence. Le 
paragraphe II.2 de ce chapitre traite des mesures du rayonnement solaire utilisées pour la 
comparaison, ainsi que des méthodes d’analyse de leur qualité justifiant leur utilisation en 
tant que référence, c’est-à-dire de « vérité terrain ». Cependant, comme nous 
l’illustrerons dans le paragraphe II.3.3, l’utilisation de ces métriques statistiques, bien que 
donnant une indication globale des performances en termes d’erreur moyenne commise 
par la prévision, admet certaines limitations et ne suffit pas à transcrire complètement le 
comportement des méthodes de prévision. De nombreux chercheurs se sont penchés sur 
cette problématique au cours des dernières années, ce qui a conduit à la proposition de 
nombreuses métriques pour la prévision solaire. Une liste non exhaustive des métriques 
existantes et de leur utilité est proposée au paragraphe II.4.  
 
Par ailleurs, les échanges que nous avons pu avoir avec des utilisateurs de prévisions so-
laires ont fait émerger deux concepts signifiants pour leur réalité dans la gestion du ré-
seau électrique. Le concept du suivi de rampes évoqué dans le chapitre d’introduction est 
en effet un aspect à prendre en compte, mais la notion d’alignement temporel a égale-
ment son importance. Si une variation brusque est prévue, mais avec une avance ou un 
retard, même limités, l’erreur instantanée commise par la prévision peut être conséquente. 
Deux nouvelles métriques sont ainsi proposées au paragraphe II.5 ce chapitre afin de 
quantifier ces deux notions. 
 
Outre le choix des indicateurs de performance et les problématiques associées à leur 
analyse, le choix du jeu de données sur lequel appliquer ces indicateurs est lui aussi pri-
mordial. Ainsi, appliquer de telles métriques sur des classes spécifiques – les jours dont la 
couverture nuageuse est variable par exemple – peut apporter un complément à l’analyse 
principale et peut permettre de se détacher des spécificités du jeu de données utilisé. Par 
exemple, calculer les performances d’une prévision sur un ensemble de journées majoritai-
rement sans nuages donnera évidemment de meilleurs scores qu’une analyse similaire sur 
des jours plus variables, du fait de la bonne prévisibilité du rayonnement par ciel clair. 
Différentes stratégies de classification des données seront exposées et discutées au para-
graphe II.6 afin d’obtenir une analyse catégorielle des performances. Enfin, les résultats 
des nouvelles métriques proposées et de métriques plus conventionnelles appliquées à des 
méthodes de prévision solaire de référence, et ce, sur différents jeux et classes de données, 
seront présentés paragraphe II.7.   
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II.2 La mesure pyranométrique in situ, une mesure de 
référence pour l’analyse des performances 
II.2.1 Moyens de mesures du rayonnement solaire existants 
La mesure de l’éclairement est essentielle pour l’analyse de la ressource solaire, la cons-
truction d’un projet photovoltaïque, la gestion de l’exploitation ou pour développer et 
tester des modèles d’estimation ou de prévision de cette ressource. Tout instrument de 
mesure a une précision limitée, et donc, une incertitude intrinsèquement associée. 
L’essentiel est alors de déterminer et de quantifier l’importance qu’a cette incertitude au 
regard des quantités mises en jeu et des échelles considérées.  
 
Dans le cadre de la prévision solaire, deux catégories de capteurs sont utilisées : les 
capteurs de rayonnement solaire et la mesure de production de cellule(s) photovoltaïque(s) 
de référence. Seuls les capteurs d’éclairement et leurs incertitudes associées seront énumé-
rés ici pour leur indépendance aux caractéristiques techniques des panneaux solaires, ainsi 
que par soucis de cohérence avec le reste du document qui traite principalement du 
rayonnement solaire total. Comme introduit dans le premier chapitre, le rayonnement 
global GHI s’exprime de la manière suivante : 
 
         (1) 
 
où   est l’éclairement global sur plan horizontal (GHI, exprimé en     ),    est 
l’éclairement direct sur le plan horizontal (BHI, exprimé en    ),    est l’éclairement 
diffus intégré sur le plan horizontal (DHI, exprimé en     ). Par ailleurs, certaines 
études utilisent la variable de rayonnement global sur plan incliné (notée     ou    , 
Plane-Of-Array irradiance ou Global Tilted Irradiance), qui est une variable essentielle 
pour effectuer la conversion de l’éclairement en production électrique photovoltaïque. 
 
En fonction de son inclinaison, le pyranomètre est l’instrument de mesure du GHI – s’il 
se trouve sur un plan horizontal – ou du GTI – lorsqu’il est adossé au plan des panneaux 
solaires. Le pyrhéliomètre est celui qui permet l’acquisition du rayonnement direct en in-
cidence normale (DNI, Direct Normal Irradiance). Enfin, le pyranomètre couplé à un 
disque ou une bande d’ombrage mesure le DHI. Le tableau 2 reprend les différents ins-
truments de mesure du rayonnement solaire cités précédemment avec leur support 
d’intégration angulaire de la luminance du ciel, leur installation la plus courante ainsi 
qu’un exemple d’illustration du matériel. 
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Type de  
radiomètre 
Composante 
mesurée 
Champ 
de vision 
Installation Illustration 
Pyranomètre GHI    sr 
Monté sur une surface hori-
zontale stable et libre d'obs-
tructions locales 
 
Pyrhéliomètre DNI 5 à 6° 
Monté sur traqueur solaire 
automatique pour l'aligne-
ment avec le disque solaire 
 
Pyranomètre 
couplé à un 
disque ou une 
bande  
obstruant le 
Soleil 
DHI   sr 
Monté sur un traqueur so-
laire automatique équipé 
d'un mécanisme d'ombrage 
ou sur une plate-forme à 
bande ajustée manuellement 
pour bloquer le DNI de la 
surface du détecteur 
 
Pyranomètre 
POA ou 
GTI 
  sr 
Monté sur une surface de 
même inclinaison que les 
panneaux solaires 
 
Tableau 2 – Instruments de mesure associés aux différentes composantes du rayonnement solaire.  
Source : Sengupta et al. (2015). 
 
Les pyranomètres et pyrhéliomètres utilisent le plus souvent un détecteur thermoélec-
trique (thermopile) ou photoélectrique pour convertir la puissance solaire (    ) en un 
signal électrique proportionnel. Ces deux types de détecteurs ont cependant des caracté-
ristiques différentes : les thermopiles ont une sensibilité spectrale couvrant la totalité du 
spectre solaire de manière quasi uniforme et ont une réponse temporelle de quelques se-
condes, alors que les photodiodes sont spectralement plus sélectives et non-
uniformes mais ont une réponse temporelle plus courte (quelques millisecondes). Les in-
certitudes de la mesure, avec des instruments propres correctement étalonnés et sous des 
conditions d’utilisation nominales, sont de l’ordre de ± 5% pour le GHI, ± 3% pour le 
DNI et ± 7% pour le DHI (Kleissl, 2013). Typiquement, les performances de ces instru-
ments décroissent de 0,5% à 1,0% par an et nécessitent une maintenance et un étalon-
nage réguliers. 
 
Ces instruments de mesure sont notamment utilisés par les réseaux de capteurs qui dé-
livrent des données de rayonnement solaire. Parmi ces réseaux, citons les stations du ré-
seau BSRN2 (Baseline Surface Radiation Network)  initié par Ohmura et al. (1998) et qui 
sont notamment utilisées à des fins de validation des méthodes Heliosat (Qu et al., 2016; 
Vernay et al., 2013).  
                                    
2 Une liste des stations est disponible à l’adresse suivante : 
https://www.pangaea.de/ddi?request=bsrn/BSRNEvent&format=html&title=BSRN+Stations 
CHAPITRE II - ANALYSE DES PERFORMANCES DES PRÉVISIONS SOLAIRES  29  
 
 
II.2.2 Instrumentation déployée dans le cadre de l’étude 
EDF a installé une instrumentation sur plusieurs centrales photovoltaïques dans le dé-
partement de la Vendée. Les deux sites qui sont à l’étude dans cette thèse, appelés par la 
suite sites n°1 et n° , sont séparés d’une distance d’environ 65 km, approximativement à 
la même latitude. Le site n°1 se situe sur la côte alors que le site n°2 est plus reculé dans 
les terres. L’étude se limite à la période du 01/08/2014 au 31/12/2015 (i.e. 517 jours) 
pour laquelle toutes les données citées ci-dessous sont disponibles. 
 
L’ensemble des appareils de mesure installés sur les deux sites sont représentés sur la 
figure 7. Dans cette étude, des pyranomètres SPN1 (Badosa et al., 2014; Delta-Devices, 
2011; Vuilleumier et al., 2017) et des caméras hémisphériques (ASC pour All-Sky Camera) 
sont essentiellement utilisés. La station météorologique permettant la mesure notamment 
de la pression atmosphérique, de la température à   m et de l’humidité relative peut être 
utile pour mieux comprendre les conditions d’obtention des mesures. Les pyranomètres 
SPN1, dans cette chaîne d’acquisition, fournissent des mesures du rayonnement global et 
diffus sur plan horizontal toutes les minutes, qui sont le fruit d’une intégration des me-
sures instantanées relevées lors de la dernière minute. 
 
  
(a) (b) 
Figure 7 – Photos des appareils de mesure qui équipent le site n°1 (a) et le site n°2 (b). ASC  : caméra 
hémisphérique ; pyranomètre SPN1 : instrument de mesure du rayonnement global et diffus. 
N.B. : Un Pyrgéomètre est un radiomètre hémisphérique mesurant le flux radiatif infrarouge incident à la surface de la 
Terre dans toutes les directions. Ce type d’ instrumentation ne sera pas utilisé dans le cadre de cette étude. 
Les caméras ASC intègrent un objectif de type hémisphérique avec une focale courte de 
1.4 mm : elles permettent de faire des acquisitions du ciel avec un angle de vue de 185°. 
Les images, de dimensions 640 x 480 pixels, sont disponibles suivant un pas de 10 s. Les 
paramètres d’acquisition comme le temps d’exposition, l’ouverture, le gain, etc. varient 
automatiquement en fonction des conditions d’illumination mais ne sont hélas pas dispo-
nibles. 
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II.2.3 Analyses de qualité des mesures pyranométriques 
Bien qu’une incertitude soit indiquée dans les documentations techniques des instru-
ments installés, il convient d’analyser les mesures pour en détecter d’éventuelles « ano-
malies », c’est-à-dire des mesures physiquement impossibles ou une récurrence 
d’évènements rares qui suggèreraient un problème lors de l’acquisition ou de 
l’interprétation des mesures. Il est important de détecter et éliminer – ou corriger – ces 
mesures physiquement impossibles ou hautement improbables car leur utilisation peut 
potentiellement conduire à des résultats et des conclusions erronés. Cependant, des tests 
excessivement restrictifs risquent de détériorer la représentativité des données restantes. 
Les points de mesure exclus au milieu d'une journée, ou initialement manquants dans les 
données, peuvent être abordés de différentes façons. En effet, pour certains algorithmes, 
les données manquantes dans une série temporelle peuvent causer différents problèmes. 
Une solution consiste à essayer de compléter ces données manquantes par des données 
interpolées ou, si une partie importante de la journée est absente, exclure ce jour de 
l'étude. L’impact de ces données manquantes sur le calcul des moyennes d’éclairement 
mensuel a été traité par Peruchena et Amores (2017). Dans cette étude, nous excluons 
les jours pour lesquels il manque plus de 10% des données de jour, ou qui ont été consi-
dérés comme incorrects après avoir appliqué l’analyse de qualité expliquée ci-dessous. Ce 
seuil n’exclut aucune journée pour le site n°1 mais exclut 31 jours sur le site n° , dont 17 
sont des journées totalement absentes des mesures de rayonnement sur ce site. 
 
Trois tests conçus pour les mesures de radiation à la minute du réseau BSRN (Baseline 
Surface Radiation Network) sont appliqués sur nos mesures SPN1, comme l'ont suggéré 
Roesch et al. (2010). Par conséquent, les mesures GHI et DHI sont rejetées si elles ne 
passent pas les tests du tableau 3.  
 
Nom du test Paramètre Condition 1 Condition 2 
Physiquement 
possible 
                      
             
Événement rare                       
            
Condition sur 
le ratio 
DHI/GHI 
   
  
 
 
        
Avec :         
        
Avec :              
Tableau 3 – Tests proposés par Roesch et al. (2010).    est l’angle zénithal solaire,    est la constante 
solaire ajustée par la distance Terre-Soleil et μ est le cosinus de l'angle zénithal solaire. 
 
Seules les données correspondant à des instants dont l’élévation solaire dépasse 7° sont 
analysées, ce qui représente 57.4% de l’ensemble des données. Les résultats de cette ana-
lyse de qualité appliquée aux données du site n°1 sont présentés dans la figure 8 dans une 
représentation (  ,   ), où    
  
 
 est la fraction diffuse et    
 
  
 est l'indice de clarté 
(où    est le rayonnement au sommet de l'atmosphère TOA, déterminé par Blanc et 
Wald (2012)). Les différents tests excluent moins de 0.02% de l’ensemble des données, 
ce qui ne perturbe pas la représentativité des mesures. Des résultats similaires sont obte-
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nus pour le site n°2. D’autres analyses de qualité ont été proposées dans la littérature, 
notamment celles de Younes et al. (2005) utilisées par Ruiz-Arias et al. (2010) mais dont 
les tests – excepté pour le seuil sur l’élévation solaire – sont souvent trop restrictifs. Pour 
de faibles élévations solaires, les points du graphe         sont sensibles à un léger biais 
du GHI ou du DHI. Or l’incertitude de la mesure étant de             (Badosa et 
al., 2014), nous avons privilégié les tests de Roesch et al. (2010) qui ont d’ailleurs été 
adoptés par Long et Dutton (2010).   
 
  
(a) (b) 
Figure 8 – Résultats de l’analyse de qualité sur le site n°1 (a) et n°  (b) en appliquant les tests suggérés par 
Roesch et al. (2010). 
 
Les analyses de qualité mentionnées précédemment sont des outils pertinents permet-
tant d’identifier de potentielles anomalies sur les mesures, mais il est préférable de ne pas 
s’en contenter et d’y ajouter une analyse visuelle des mesures.  
II.2.4 Visualisations des données favorisant l’identification 
d’anomalies sur la mesure in situ  
Plusieurs représentations des données facilitent la détection d’anomalies. Une représen-
tation usuelle qui aide à la visualisation des données manquantes et de certaines incohé-
rences sur les données est la représentation en image indiquant les instants de la journée 
en fonction de la date de chaque donnée, telle qu’illustrée sur la figure 9. À l’aide de ce 
graphe, il est ainsi possible de vérifier que l’horodatage des données corresponde bien au 
temps universel UT, qu’il n’y a pas de saut lors d’un changement d’heure en été ou en 
hiver ou encore que l’unité est effectivement en     . La figure 9.b illustre les trous qui 
apparaissent dans les données d’origine en blanc, représentant 5.02% des données pour le 
site n°2 contre 0.05% pour le site n°1 (figure 9.a). En dehors des données manquantes, 
aucune anomalie significative n’est détectée sur ces données. 
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(a) (b) 
Figure 9 – Représentation des données du site n°1 (a) et du site n°  (b) selon l’heure en ordonnée et la 
journée en abscisse. Le tracé rouge représente la limite d’angle d’élévation solaire nul (    ). 
La figure 10 est une représentation des mesures de l’indice de clarté    – défini au pa-
ragraphe précédent – selon les azimuts et élévations solaires correspondantes. La ligne 
rouge représente l’horizon, calculé à l’aide du modèle numérique de terrain à 100 m de 
résolution et 10 m de précision recueilli par interférométrie radar lors de la mission 
Shuttle Radar Topography Mission (SRTM)3 en 2000 (Jarvis et al., 2008). Une différence 
entre les deux sites qui est révélée par cette représentation est la présence de très faibles 
valeurs de l’indice    pour les élévations entre 0° de 10° sur le site n°2 (figure 10.b). Dans 
un environnement parfait, les mesures indiqueraient ainsi que pour les très faibles éléva-
tions solaires il serait très fréquent d’observer un ciel couvert au-dessus de ce site. Cepen-
dant, si l’on se rapporte à la figure 7.b, la caméra ASC horizontale et le pyrgéomètre 
CGR4 sont disposés respectivement aux azimuts 273° et 93° par rapport au pyranomètre 
SPN1 horizontal. Ces instruments étant approximativement à la même altitude et relati-
vement proches les uns des autres, nous attribuerons ce comportement des élévations 
inférieures à 10° aux phénomènes d’ombrage des instruments voisins. Une attention parti-
culière devra être portée lors de l’utilisation de ces données de faible élévation solaire sur 
le site n°2.  
 
  
(a) (b) 
Figure 10 – Représentation des données du site n°1 (a) et du site n°  (b) selon l’azimut solaire (en ab s-
cisse) et l’élévation solaire (en ordonnée) correspondant à l’instant d’acquisition de ces premières.  
                                    
3 Page de la NASA dédiée à ce format : https://www2.jpl.nasa.gov/srtm/ 
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II.3 Limitation des méthodes standards d’évaluation 
des performances des prévisions  
L'examen des avantages relatifs des différentes méthodes de prévision n'est pas simple. 
Les résultats dépendent notamment de la situation géographique, de la période de l'année 
et du climat local. Aussi, différentes métriques sont utilisées par des auteurs pour caracté-
riser les performances de leurs prévisions. Ce paragraphe recense les métriques statistiques 
les plus utilisées par la communauté scientifique (II.3.1), les pratiques recommandées pour 
appliquer ces métriques (II.3.2) ainsi que des exemples concrets illustrant les limitations 
de la métrique RMSE (Root Mean Square Error, II.3.3). Enfin, la partie II.3.4 résumera 
certaines attentes utilisateurs que nous tenterons de satisfaire dans cette étude.  
 
De manière analogue à une mesure physique, une métrique vise à communiquer sur une 
caractéristique, un attribut ou un comportement de la méthode considérée, afin d’en faci-
liter la comparaison quantifiée avec d’autres méthodes existantes. Comme définie dans le 
paragraphe II.7.2.a, la méthode de prévision de référence qui exploite la forte composante 
déterministe de la variabilité du rayonnement solaire induite par la trajectoire quotidienne 
du Soleil par condition de ciel clair est appelée méthode par persistance. Les scores des 
métriques présentées dans ce paragraphe sont alors fréquemment indiqués à la fois pour 
la méthode à évaluer et pour cette méthode par persistance. À noter que cette méthode 
par persistance est pertinente pour des comparaisons de prévisions à courts et très courts 
termes, mais la comparaison perd de son sens pour des horizons de prévision plus impor-
tants. En effet, l’autocorrélation temporelle de la mesure du rayonnement solaire décroît 
naturellement avec le temps, rendant l’hypothèse de persistance du rayonnement à 
quelques heures peu valable. Inversement, pour des horizons très courts, l'autocorrélation 
est suffisamment importante pour que la persistance à très court terme génère des résul-
tats statistiques très bons, ce qui en fait une méthode difficile à « battre » au sens des 
métriques couramment utilisées.  
 
Enfin, de manière comparable à la visualisation des données du paragraphe II.2.4 ayant 
pour but d’attester de la qualité de la mesure in situ, l’analyse quantitative de la qualité 
des prévisions par le biais de scores doit être complétée par une analyse visuelle des séries 
temporelles sur des situations typiques, comme recommandé notamment par Beyer et al. 
(2009).  
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II.3.1 Métriques usuelles 
La catégorie de métriques dont les concepteurs de prévisions ont le plus recours est 
celle des métriques statistiques. La métrique la plus largement utilisée est la racine carrée 
de l’erreur quadratique moyenne (RMSE, Root Mean Square Error) et se calcule par la 
formule suivante : 
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 (2) 
où  ̂ représente le rayonnement solaire prévu et   est la mesure de référence. Le score 
délivré par cette métrique pénalise les grands écarts à la mesure. 
 
Tout aussi communément utilisée, la métrique d’erreur absolue moyenne (MAE, Mean 
Absolute Error) est adaptée à l’évaluation uniforme des erreurs de prévision, et s’écrit : 
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 (3) 
Les mesures statistiques traditionnelles pour caractériser la qualité d’un modèle com-
prennent aussi le coefficient de détermination qui compare la variance des erreurs à la 
variance des données modélisées : 
 
     
     
  
   
    
  
   
 (4) 
où  ̅ est la moyenne des mesures. 
 
Fréquemment utilisé en appui au coefficient de détermination, le coefficient de corréla-
tion de Pearson est défini par : 
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 (5) 
où Cov est la fonction de covariance. 
 
Afin de caractériser les erreurs systématiques d’une prévision, c’est-à-dire sa justesse, la 
norme ISO       (Organisation internationale de normalisation) recommande le recours 
au biais (aussi noté MBE, Mean Bias Error), décrit par la formule suivante : 
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 (6) 
Cette part systématique de l’erreur quantifiée par le biais est incluse dans la RMSE 
d’après la relation suivante : 
                 (7) 
 où   est l’écart type, qui mesure la dispersion de la prévision, c’est-à-dire son infidélité 
selon les termes des normes ISO. Ainsi, l’utilisation conjointe du biais avec la RMSE ap-
porte une information redondante. À l’inverse, le biais et l’écart type forment un couple 
de métriques complémentaires. 
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Enfin, de manière analogue au biais, certaines métriques recherchent plus la représenta-
tivité statistique que la concomitance des événements. Dans cette approche, nommons 
par exemple le KSI (Kolmogorov–Smirnov test Integral) (Espinar et al., 2009). Le KSI est 
défini comme la moyenne des maxima des valeurs absolues des différences entre les fonc-
tions de répartition des deux ensembles de données sur 100 intervalles réguliers entre leurs 
minimum et maximum. Il s’agit donc d’une métrique de similarité statistique, qui admet 
cependant une dépendance vis-à-vis du temps d’intégration du rayonnement et du nombre 
d’intervalles imposé. 
II.3.2 Pratiques pertinentes pour l’application des métriques 
statistiques  
Dans l’optique d’améliorer la comparabilité des résultats de validation des performances 
des prévisions, il est important d’adopter certaines pratiques qui sont listées – de manière 
non exhaustive – dans la suite de cette section.  
II.3.2.a Scores relatifs et données diurnes 
Dans de nombreux domaines, il est d’usage d’utiliser les métriques énumérées précé-
demment avec leur score relatif associé – une méthode qui est souvent suffisante et satis-
faisante. Cependant, dans le domaine de l’énergie solaire, cette méthode apporte une cer-
taine confusion en partie à cause de l’évolution diurne de la courbe d’éclairement solaire 
incidente au niveau du sol. En effet, les mesures nocturnes ne présentent pas d’intérêt 
particulier. De plus, l’hétérogénéité en latitude des durées de jour va induire un certain 
biais artificiel dans l’interprétation des métriques, puisqu’un calcul de scores incluant les 
données nocturnes va favoriser les lieux qui connaissent le plus d’heures de nuit sur une 
période non entière annuellement. Ces instants de mesures sont donc souvent écartés de 
l’analyse en imposant un seuil sur l’élévation solaire. De manière générale, qu’il ait été 
choisi d’inclure ou de séparer les données jour/nuit, ou de ne considérer que les valeurs de 
GHI supérieures à un certain seuil (Antonanzas et al., 2016), il est impératif d’indiquer 
clairement la période sur laquelle a été évaluée la métrique.  
 
Comme le soulignent Hoff et al. (2013), le calcul des erreurs relatives est souvent plé-
biscité dans l’industrie, mais celles-ci ne font pas encore consensus. Une erreur relative est 
constituée d’un score absolu d’une métrique d’erreur (i.e. RMSE ou MAE) qui est divisé 
par un terme de normalisation. Ce terme peut être la moyenne du jeu de données consi-
déré ou encore la puissance pic. Cette dernière est utilisée lors de l’analyse de production 
électrique, la puissance pic peut être soit la puissance de la centrale considérée soit un 
terme arbitraire de normalisation de         . Le terme normalisateur peut varier sui-
vant les études, il est donc essentiel de préciser la normalisation effectuée. 
 
Dans la suite de ce document, lorsque des scores seront affichés, ils seront calculés sur 
les instants dont l’élévation solaire dépasse les 7°, seuil suggéré par Ruiz-Arias et al. 
(2010). Dans le cas de scores relatifs, le terme de normalisation sera la moyenne des va-
leurs sur cette période.  
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II.3.2.b Comparaison à la persistance (Variabilité & incertitude) 
L’une des difficultés majeures dans la caractérisation des performances est la dépen-
dance aux données sur lesquelles sont testées les méthodes de prévision. Cette dépen-
dance est l’un des facteurs qui rend difficile la comparaison des scores inter-études. L’une 
des stratégies qui ont été proposées consiste à comparer systématiquement les scores des 
métriques statistiques d’une méthode de prévision à la méthode de référence : la persis-
tance. Le lecteur est invité à se rendre au paragraphe II.7.2.a pour une description détail-
lée de cette méthode de référence. 
 
Parfois appelé skill score, parfois nommé forecast skill, la métrique   proposée par 
Marquez et Coimbra (2012) utilise le rapport entre l’incertitude ( ) et la variabilité ( ) 
de la mesure pour en extraire la métrique suivante : 
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où      est la courbe d’éclairement par ciel clair. 
 
Marquez et Coimbra suggèrent d’en moyenner la valeur grâce à un calcul sur une fe-
nêtre glissante. Cette métrique répond alors à l’exigence d’une indépendance des mé-
triques proposées vis-à-vis des conditions climatiques des sites d’études. Ainsi, si la fe-
nêtre contient un grand nombre de journées de ciel clair, l’incertitude   et la variabilité   
de la période seront faibles, le rapport des deux grandeurs informe sur l’erreur de prévi-
sion au regard de la variabilité observée. Marquez et Coimbra indiquent que cette mé-
trique   peut être approché par : 
 
        
    
     
 (11) 
où       est la      calculée entre la persistance et la mesure, la persistance appor-
tant l’information de la variabilité. Dans sa forme initiale, la faiblesse de cette métrique 
réside dans sa dépendance au modèle de ciel clair choisi, puisque la grande variété de ré-
sultats de ces modèles va donc influer sur les résultats de  . Yang et al. (2018) notent 
également que pour la forme suggérée par l’équation (11), calculer la RMSE pour la per-
sistance du GHI plutôt que de l’indice de ciel clair conduirait à un score apparemment 
meilleur. Pour toute utilisation de ce score, il sera ainsi nécessaire d’indiquer le modèle de 
ciel clair utilisé et/ou la méthode de persistance appliquée. 
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II.3.2.c Agrégation temporelle (moyenne temporelle) 
La manière dont sont agrégées les mesures temporellement a également son importance. 
Chaque source d’information a une résolution temporelle qui lui est propre ; or le sur-
échantillonnage ou le sous-échantillonnage des informations a des conséquences sur 
l’analyse. La technique la plus couramment utilisée pour le sous-échantillonnage d’une 
information pyranométrique initialement échantillonnée à quelques secondes est 
d’effectuer une moyenne des mesures précédentes de la manière suivante : 
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 (12) 
où   est le rapport du nombre d’indices de la série d’origine   et de celui de la série 
sous-échantillonnée   . Une autre approche moins courante consiste à simplement préle-
ver à intervalle régulier la valeur du signal d’origine. Au vu de la variabilité de la mesure à 
la minute, il n’est généralement pas recommandé d’opter pour cet échantillonnage discret. 
 
Un effet bien connu des experts du domaine est la réduction des erreurs statistiques 
d’amplitude lorsqu’elles sont calculées sur les échantillons moyennés sur des pas de temps 
plus larges (Kaur et al., 2016). Cette caractéristique ne doit pas être négligée dans la 
comparaison de différentes études. L’horizon de prévision et son pas de temps sont donc 
intrinsèquement liés aux résultats de la méthode de prévision évaluée. Yang et al. (2017b) 
proposent une méthode permettant d’intégrer des prévisions dont les pas de temps et les 
horizons diffèrent. Cette méthode agrège les différentes séries temporelles en une série 
temporelle typiquement au pas de temps 6 h, en prenant en considération les différences 
intrinsèques de chaque modèle pour s’assurer de la cohérence de la réconciliation plutôt 
que de les sommer simplement.  
II.3.2.d Agrégation spatiale 
De la même manière que l’agrégation temporelle a tendance à réduire les erreurs résul-
tantes, l’agrégation spatiale est elle aussi une technique diminuant l’erreur de l’analyse. 
Les prévisions régionales agrégées ne peuvent donc pas être directement comparées aux 
prévisions locales. De façon similaire à la conciliation temporelle des prévisions disparates, 
Yang et al. (2017a) ont proposé une approche permettant de réconcilier les prévisions 
locales avec des prévisions régionales pour une utilisation conjointe. Les auteurs analysent 
différents estimateurs régressifs utilisant la structure hiérarchique du réseau électrique. 
II.3.2.e Périodes de test 
Certains auteurs privilégient une analyse des performances sur une longue période de 
test, ce qui se justifie par une meilleure représentativité des résultats. Cependant, la dis-
ponibilité des données et leur qualité ne sont pas toujours assurées sur de longues pé-
riodes, et les effets spécifiques à certains climats vont avoir une incidence sur les résultats 
et ne seront donc pas uniquement révélateurs des caractéristiques de la méthode évaluée. 
Aussi, nombre de méthodes fonctionnent par apprentissage, pour lesquelles une séparation 
des données est nécessaire en une partie dédiée à cet apprentissage, et une partie, tota-
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lement indépendante, réservée à l’évaluation des performances. Cette pratique limite aussi 
la période disponible pour l’évaluation des différentes méthodes. 
 
D’autres périodes de test peuvent être envisagées, par exemple en appliquant la procé-
dure de caractérisation des performances uniquement sur les jours de ciel clair (Mellit et 
Pavan, 2010), de ciel couvert (Lonij et al., 2013) ou selon différentes classes de journées 
(Dambreville, 2014). Une telle classification des jours permet d’identifier les situations sur 
lesquelles la méthode évaluée est moins performante. Cette stratégie peut être utilisée en 
classifiant les instants ou les saisons ou selon d’autres critères, comme nous le verrons 
dans la partie II.6.  
II.3.2.f Localisation et spécificités du site d’étude 
Finalement, la dépendance à la localisation et aux installations déployées sur le site à 
l’étude est un problème qui limite la possibilité de comparaison des études entre elles. La 
stratégie la plus courante est d’appliquer l’analyse sur le plus de sites possible avec une 
certaine diversité de climats représentés. Cependant le nombre de stations de mesures de 
qualité est limité, et chaque ajout de site d’étude nécessite une analyse préliminaire sur la 
qualité des données et les conditions d’acquisition de celles-ci qui peuvent s’avérer chro-
nophages. Dans notre étude, nous avons privilégié une approche d’évaluation des perfor-
mances à la fois globalement sur l’ensemble des données, mais également catégorielle sur 
des classes de données, ce qui sera explicité plus en détail dans la partie II.6. Cette ap-
proche a pour objectif d’aller vers une plus grande indépendance des scores affichés vis-à-
vis des données d’entrée et donc du site étudié. 
 
II.3.3 Le cas de la métrique RMSE 
Comme nous l’avons déjà souligné, un aspect limitant de la RMSE – et qui s’étend aus-
si aux autres métriques existantes – est la difficulté de comparer les scores entre les diffé-
rentes études. La spécificité de la RMSE avec sa pénalisation quadratique des erreurs de 
grande amplitude a pour conséquence de privilégier des comportements lisses qui pren-
nent peu de « risque » d’un point de vue de la prévision. Cependant, dans notre étude de 
la variabilité à très court terme, les comportements de basses fréquences des séries tem-
porelles à l’étude sont principalement sous-tendus par la composante « ciel clair » de 
l’éclairement. L’intérêt se porte donc plus sur le suivi des variations brusques, ce qui n’est 
pas tout à fait bien caractérisé par la RMSE. Minimiser ce score dans un processus 
d’optimisation peut encourager le choix de réduire les composantes de hautes fréquences 
de la prévision résultante. Dans ce paragraphe, trois méthodes de prévision sont utilisées 
à des fins illustratives. Une description plus précise de leur implémentation est disponible 
au paragraphe II.7.2. 
 
Afin de mieux comprendre cette limitation de la RMSE, intéressons-nous à l’exemple 
concret de la figure 11. La sous-figure (a) représente l’évolution du rayonnement solaire 
mesuré au 05/07/2015 sur le site n°1 (en noir), superposé avec la courbe journalière cor-
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respondant à la prévision météorologique (en vert) délivrée par l’organisme ECMWF 
(centre européen pour les prévisions météorologiques à moyen terme) avec un pas horaire 
de 3 h puis sur-échantillonné à 15 min tel que décrit au paragraphe II.7.2.c. La particula-
rité de cette prévision est d’être émise à minuit pour toute la journée. Du fait de la faible 
résolution spatiale (environ 12 km) et temporelle (3 h) de la donnée météorologique 
d’origine, la série temporelle résultante est extrêmement lisse et est donc incapable de 
détecter le contenu à haute fréquence du rayonnement solaire, qui est capturé par le py-
ranomètre au sol. Pour le jour en question, une telle prévision affiche un score de RMSE 
de              . 
 
La figure 11.b représente en vert une prévision satellitaire (cf. II.7.2.b pour le détail de 
la méthode), qui repose sur l’estimation du mouvement des nuages (Cloud Motion Vec-
tors, CMV4) entre deux images successives, puis sur une hypothèse de persistance de ces 
vecteurs déplacements au pas de temps suivant. Les images utilisées pour générer cette 
prévision proviennent de la base de données HelioClim-3 de cartes de rayonnement solaire, 
issues de la conversion des images satellites du visible par la méthode Heliosat-2 (Lefevre 
                                    
4 Une description de ces méthodes d’estimation des CMV est proposée à l’annexe A1. La méthode de prévision appe-
lée « CMV sur HelioClim-3 » est décrite au paragraphe II.7.2.b. 
  
(a) (b) 
 
(c) 
Figure 11 - Exemple de la journée du 05/07/2015 sur le site n°1 pour trois méthodes de prévision de réf é-
rence (en vert) : la prévision ECMWF interpolée à 15 min (a), une prévision satellite simple utilisant les 
images HelioClim (b) et la persistance de l’indice de ciel clair (c). Sur les trois sous -figures, la mesure est 
représentée en noir. 
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et al., 2002; Rigollier et al., 2004) Pour tout le manuscrit, HelioClim fera référence aux 
images de cette base HelioClim-3. 
 
En suivant l’hypothèse de persistance des vecteurs déplacements, il est ainsi possible de 
fournir une première prévision du rayonnement solaire au pas de temps et à l’horizon 15 
min, en prenant le pixel qui va arriver sur le site d’étude en prolongeant les vecteurs dé-
placements. Cette méthode de prévision a des caractéristiques qui lui sont propres : elle a 
tendance à mieux suivre les fluctuations du rayonnement solaire mais la limite de résolu-
tion spatiale des images satellites (environ 3 km au nadir) et les effets parallaxe (cf. par-
tie III.1.5) peuvent expliquer en partie les erreurs restantes. De manière analogue à la pré-
vision ECMWF, la RMSE sur ce jour particulier est de              . Or les compor-
tements des deux séries temporelles sont radicalement différents. Cette erreur de RMSE 
s’explique en partie par la forte pénalisation de l’erreur de prévision commise à 8:45. La 
surestimation de ce pic de rayonnement incident est le résultat d’une mauvaise localisa-
tion d’une trouée dans la couverture nuageuse passant au-dessus du site d’intérêt à cet 
instant, ce qui est particulièrement difficile à anticiper uniquement avec l’information sa-
tellite à cause du phénomène de parallaxe, de la résolution spatiale limitée de ce type 
d’images et de la déformation des nuages qui n’est pas prise en compte ici. 
 
Enfin, la figure 11.c affiche l’évolution de la prévision par persistance (en vert), qui pro-
fite du modèle théorique de ciel clair pour générer une prévision « naïve » des fluctua-
tions du GHI. Une telle méthode est caractérisée par un suivi quasi parfait des variations 
de la mesure (en noir) mais systématiquement en retard d’un pas de temps de 15 min. Si 
l’on se cantonne au score de RMSE, cette méthode simple semble avoir de meilleures per-
formances (          ) sur ce jour que la méthode météorologique ou la méthode 
satellite choisie.  
 
En dépit des scores très proches délivrés par la RMSE pour ces trois méthodes de prévi-
sion que l’on considère comme référence, les comportements de ces trois séries tempo-
relles prévues sont intrinsèquement différents par construction. Parmi ces comportements, 
certaines caractéristiques sont particulièrement intéressantes pour les utilisateurs des pré-
visions et méritent d’être mises en avant lors de l’analyse des performances. Les attentes 
des utilisateurs des prévisions sont décrites dans le paragraphe suivant.  
 
Ce type de limitations est aussi présent sur les autres métriques très utilisées comme la 
MAE ou le biais. En effet, chaque métrique est conçue pour indiquer une information 
spécifique et n’est pas suffisante en soi. L’approche suggérée dans cette étude, et détaillée 
au paragraphe II.7, consiste à privilégier une analyse multicritère de manière à décrire le 
comportement des prévisions à l’aide d’un panel de métriques préalablement choisies, plu-
tôt que de se reposer sur une unique métrique qui ne sera jamais parfaite.   
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II.3.4 Rappel des attentes des utilisateurs 
Florita et al. (2013) remarquent un attrait récent des opérateurs réseau vers une meil-
leure compréhension de l’impact des évènements extrêmes sur le système électrique. En 
particulier, l’accent est mis sur la caractérisation des « grandes rampes » – ou fortes et 
brusques variations – afin d’en étudier l’incidence sur la fiabilité et la rentabilité du sys-
tème. Notamment, les impacts d’une accumulation de rampes sur le réseau électrique 
sont indéniables selon Kudo (2015). L’étude propose une analyse du lien entre les rampes 
extrêmes constatées et les données météorologiques correspondantes, sur deux exemples 
de journées. 
 
Comme nous le constaterons au paragraphe II.4.1, le concept de rampes a fait l’objet 
de nombreuses tentatives de détection et de caractérisation. Dans le contexte prédictif, il 
est fréquent de mal estimer ces fortes fluctuations, que ce soit dans son amplitude, sa 
durée ou son instant d’occurrence. En effet, les modèles météorologiques peuvent facile-
ment dévier spatialement, engendrant alors une prévision correcte mais décalée temporel-
lement. De même, les prévisions qui reposent sur l’hypothèse d’advection monocouche des 
nuages (sur des images satellites ou des images hémisphériques) peuvent être source 
d’erreur d’amplitude ou temporelle dans la description des fortes fluctuations – l’effet pa-
rallaxe étant un facteur détériorant davantage la qualité de ces prévisions.  
 
L’objectif des prévisions de court-termes est en premier lieu une aide à la gestion de la 
variabilité de la production solaire afin de fournir le délai et la visibilité suffisante sur les 
évènements à venir (Du et al., 2017). Les opérateurs réseau tentent d’exploiter ces prévi-
sions dans leurs stratégies décisionnelles qui cherchent une meilleure rentabilité tout en 
assurant des niveaux de fiabilité très élevés de leurs services. Pour que cette information 
prédictive constitue effectivement une aide à la décision, il est primordial que les erreurs 
de prévision n’engendrent que peu de conséquences économiques pour l’ensemble du sys-
tème. Or, lorsqu’une grande variation de production intervient, si elle n’a pas été prévue 
ou si elle a été prévue trop en avance ou trop en retard, il y a des conséquences sur 
l’optimisation économique recherchée. 
 
Du point de vue du réseau électrique, la variable qui fait foi est l’écart entre la produc-
tion et la consommation d’électricité à tout instant, de manière à assurer un voltage, un 
courant et une fréquence à l’intérieur des intervalles requis. Ainsi, bien que la RMSE soit 
souvent utilisée pour sa pénalisation des larges erreurs, elle ne décrit pas totalement la 
capacité à détecter ces évènements extrêmes au bon moment.   
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II.4 Présentation de méthodes exploratoires qui ten-
tent de combler le manque lié aux méthodes exis-
tantes et en réponse aux besoins utilisateurs 
Ce paragraphe traite des méthodes exploratoires sélectionnées qui entendent préciser et 
diversifier l’information, avec souvent une intention d’harmoniser les métriques de perfor-
mances avec les besoins des utilisateurs exprimés précédemment. Deux concepts phares 
sont notamment mis en avant : 
- le premier a d’abord été exploité dans le contexte éolien mais commence à trouver 
sa place dans le domaine solaire, il s’agit de la propension d’une méthode de prévi-
sion à suivre les ”rampes”. Comme indiqué dans le paragraphe II.3.4, cette notion 
suscite un intérêt croissant pour la gestion de la puissance photovoltaïque délivrée 
sur le réseau. La méthode exploratoire qui est d’un intérêt particulier pour notre 
étude repose sur l’algorithme Swinging Door, qui sera exploité lors de la proposition 
d’une nouvelle métrique sur les rampes au paragraphe II.5.1. 
- La notion d’erreur temporelle suggère de ne plus considérer uniquement l’erreur 
comme une erreur d’amplitude mais plutôt comme la concomitance d’une erreur 
temporelle et d’une erreur d’amplitude. Cette approche suggérée par Frías-Paredes 
et al. (2016) sera utilisée dans la proposition de la nouvelle métrique du TDM 
(Temporal Distortion Mix) au paragraphe II.5.2.  
 
II.4.1 Suivi des rampes 
Les évènements extrêmes s’avèrent être une préoccupation majeure des utilisateurs des 
prévisions, ce qui explique en partie l’émergence de nouvelles recherches sur la caractéri-
sation des dénommées « rampes » afin d’en faciliter la gestion. La notion de rampe a été 
notamment définie en 2007 dans le cadre de la prévision éolienne par (Cutler et al., 2007) 
comme étant un changement de la puissance de sortie ayant une amplitude suffisamment 
élevée sur une courte période. Cette définition, peu précise, a été l’objet de plusieurs ten-
tatives d’améliorations. Ainsi, Ferreira et al. (2011) ont-ils proposé une série de quatre 
définitions d’une « rampe » dans le cas de l’énergie éolienne en se basant sur trois para-
mètres intrinsèques des rampes : leur amplitude, leur durée et leur direction. Des seuils 
sur ces paramètres doivent ainsi être identifiés de manière à détecter une rampe à partir 
d’une certaine valeur. Ces seuils sont souvent directement liés aux caractéristiques spéci-
fiques du parc étudié, telles que la puissance nominale installée. Cependant, cette puis-
sance nominale peut être amenée à changer en cas de postes défaillants ou de mainte-
nance (Kamath, 2010) et n’est pas forcément connue, c’est pourquoi d’autres définitions 
de rampes doivent être envisagées. 
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Une autre approche consiste à considérer tous les changements d’amplitude pour un 
pas de temps donné. Avec cette approche, il est possible de calculer la pente typiquement 
observée : le Ramp Rate (Kleissl, 2013; Kudo, 2015; Lave et Kleissl, 2013). Ce Ramp 
Rate est uniquement déterminé sur la base de la série temporelle. Les probabilités de dé-
tection (POD), la probabilité de fausse alarme (FAR) et un indice d’amplitude (RMI) 
(Chu et al., 2015) permettent aussi d’évaluer la qualité de la prédiction des rampes en 
comparaison avec la mesure. Ces probabilités nécessitent la définition d’un seuil qui con-
ditionne la détection ou non d’une rampe. Ces métriques sont prometteuses mais ont 
l’inconvénient de ne détecter que des rampes pour un pas de temps fixe. Or les rampes 
qui semblent avoir un impact fort sur le réseau peuvent avoir différentes durées.  
 
Un algorithme d’approximation d’une courbe par morceaux suivant des pas de temps ir-
réguliers a été proposé par Bristol en 1990 pour une application de compression de don-
nées. Cette méthode, appelée « Swinging door » – ou porte battante en français –, est 
réapparue en 2013 dans un article de Florita et al. en démontrant l’intérêt d’une telle 
méthode pour l’identification de rampes dans les séries temporelles de puissances élec-
triques produites par des systèmes solaires ou éoliens. Cette méthode, illustrée par la fi-
gure 12, identifie les points de départ et d’arrivée des rampes en se basant sur un unique 
paramètre  . Ce paramètre « d’approximation » détermine la sensibilité de l’algorithme 
aux petites variations. L’opération réalisée est une sorte d’approximation par morceaux 
irréguliers de la courbe initiale. Lorsque   est faible, une grande quantité de rampes est 
potentiellement détectée alors que pour un   plus grand, seules les rampes les plus impor-
tantes sont détectées. Ce paramètre est donc central puisqu’il régit la détection des 
rampes telle qu’expliquée ci-dessous. 
 
 
Figure 12 – Algorithme "Swinging door" pour l'extraction de rampes contenues dans une série temporelle. 
Source : inspiré de Florita et al. (2013). 
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L’algorithme démarre au point initial   puis détermine le segment le plus long possible 
respectant la condition d’une erreur d’approximation entre le segment et la courbe d’au 
plus   . Dès que l’erreur entre le segment et la série temporelle d’origine dépasse   – 
comme c’est le cas pour le segment      sur la figure 12 – l’algorithme réitère en prenant 
en entrée le point de mesure précédent – c’est-à-dire le point . 
  
Une optimisation de cet algorithme a été proposée par Cui et al. (2017, 2016, 2015) en 
fusionnant des rampes adjacentes de même direction. Ces articles introduisent trois défini-
tions d’une rampe significative avec des seuils reposant sur la puissance nominale installée 
et sur la durée des rampes. Quatre définitions de rampes significatives ont également été 
proposées par Zhang et al. (2014) pour les installations éoliennes, se reposant là encore 
sur les caractéristiques en puissance des installations. Dans l’optique d’introduire une mé-
trique qui puisse être universelle, peut-être sera-t-il préférable de ne pas se reposer sur la 
puissance installée ? Cependant, la notion de rampe significative est pertinente dans 
l’étude de la production photovoltaïque. En effet, certaines rampes pouvant être détectées 
dans la mesure du rayonnement solaire par un seul pyranomètre peuvent finalement être 
peu perceptibles dans la puissance de sortie. En effet, la variabilité temporelle peut être 
grandement réduite, par foisonnement (i.e. décorrélation partielle), lors de l’agrégation 
spatiale de la production de systèmes photovoltaïques géographiquement répartis (Hoff R., 
2012; Hoff et Perez, 2010; Perez et al., 2016). Une définition d’une rampe significative 
pourrait s’appuyer sur les rampes qui se retrouvent effectivement dans la puissance fina-
lement délivrée, compte tenu de ces effets de foisonnement. Cette puissance délivrée peut 
par exemple être estimée au préalable à l’aide d’un modèle simulant la variabilité qu’une 
centrale solaire atteindrait en cumulé. À cet effet, le modèle de variabilité en ondelettes 
(WVM, Wavelet Variability Model), présenté par Lave et al. (2013),  se base sur une me-
sure ponctuelle du rayonnement, la densité spatiale de panneaux photovoltaïques et la 
vitesse des nuages de la journée pour en estimer la production agrégée sur le support spa-
tial. 
II.4.2 Erreur temporelle : le Temporal Distortion Index (TDI) 
Frías-Paredes et al. (2016) ont suggéré une approche différente des analyses des per-
formances des méthodes de prévision. L’idée est de décomposer l’erreur de prévision en 
une part de « distorsion temporelle » et une part d’erreur d’amplitude. Cette distorsion 
est caractérisée par un indice de distorsion temporel (TDI, Temporal Distortion Index) qui 
quantifie l’erreur temporelle qui est faite par la prévision. Cette distorsion est quantifiée 
grâce à un algorithme classique de Dynamic Time Warping (DTW) (Sakoe et Chiba, 
1978). Ce type d’algorithme fait partie de la famille de la programmation dynamique, 
dont le principe consiste à décomposer un problème complexe en problèmes locaux plus 
simples. L’approche permet d’aligner temporellement la série temporelle de la prévision 
sur celle de la référence, de manière à appliquer dans un second temps les métriques sta-
tistiques quantifiant l’erreur d’amplitude : une fois temporellement alignée, le TDI est 
estimé et l’erreur d’amplitude est évaluée, par exemple par la MAE (Frías-Paredes et al., 
2017, 2016). 
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L’idée de l’algorithme DTW est d’associer les indices de la série temporelle de test 
               avec la série temporelle de référence               , où   est la 
longueur de la série test, considérée comme égale à celle de référence pour simplifier 
l’explication (le raisonnement reste valide pour des longueurs différentes). Cet apparie-
ment s’effectue en associant une distance locale à chaque couple d’indices possible entre 
la série de test T et la série de référence R. La distance proposée par Frías-Parades est 
l’erreur absolue instantanée entre les couples (     )           
   
 
                 (    ) |     | (13) 
D’autres distances ont été proposées par la communauté scientifique dans le but 
d’affiner cette attribution des points de la série test aux points de la série de référence. 
Macrae et Dixon (2010) ont suggéré l’utilisation d’une corrélation locale afin de caractéri-
ser la distance entre les deux séries temporelles de manière plus robuste, par la formule 
suivante : 
 
                (     )    ∑
〈         〉
‖    ‖‖    ‖       
 (14) 
où   définit la taille de la fenêtre sur laquelle calculer cette distance. Le choix de la 
distance dans le calcul du TDI sera discuté lors de la présentation de nouvelles métriques, 
au paragraphe II.5.2. 
 
Le calcul de ces distances donne lieu à une matrice dite de coûts cumulés   qui indique 
la somme des distances selon un motif d’évolution récursive (step pattern) prédéfini :  
 
                       (     )     {
        
        
          
} (15) 
Plusieurs motifs d’évolution de cette étape de programmation dynamique ont été éva-
lués par Frías-Paredes et al. (2017, 2016) afin de contraindre plus ou moins les mouve-
ments possibles du chemin optimal. Dans cette étude nous nous limitons au motif stan-
dard décrit dans l’équation (15) qui ne privilégie pas de chemin a priori. 
 
L’étape suivante consiste à identifier le chemin   qui minimise le coût total entre les 
indices des deux séries temporelles : 
 
  (                           )          (16) 
La fonction de coût total que l’on cherche à minimiser est alors définie comme la 
somme des distances locales entre les deux séries calculées sur la séquence de points 
        avec        . 
 
Un exemple de chemin optimal détecté par l’algorithme est proposé en figure 13.b pour 
les séries temporelles artificielles proposées par Frías-Paredes et al. (2016) sur la figure 
13.a. Une fois le chemin optimal trouvé, le TDI est défini comme l’aire entre le chemin 
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optimal et le chemin identité (en rouge sur la figure 13.b), normalisée par l’aire sous la 
droite identité, afin d’en extraire un pourcentage de la distorsion temporelle maximale :  
 
 
    
 
  
∑                            
   
   
 (17) 
 
Cette formulation du TDI sous la forme d’une somme de Riemann décrite par Vallance 
et al. (2017) découle du développement de la forme intégrale du TDI proposée initiale-
ment par Frías-Paredes et al. (2016). 
 
  
(a) (b) 
Figure 13 - Calcul du TDI : (a) séries temporelles artificiellement générées et (b) délimitation de l'aire 
entre le chemin optimal et l'identité. Source : Frías-Paredes et al. (2016). 
 
L’algorithme DTW permet donc d’associer les indices de la série de test à ceux de la 
série de référence. Cependant, ce regroupement, qui dépend de la distance   et du motif 
d’évolution choisis, est subjectif. L’appariement indiciel perd en effet du sens lorsque l’on 
essaye d’identifier la distorsion temporelle entre deux signaux très différents par nature. 
Frías-Paredes et al. (2017) suggèrent un choix du motif récursif permettant de minimiser 
la MAE entre la série alignée et la série de référence : un exemple de résultat résultant de 
ce choix est disponible sur la figure 14. Intéressons-nous aux évènements entre les heures 
45 et 50. Avec la distance   et le motif récursif choisis, la variation de la prévision sur cet 
intervalle est considérée comme une erreur temporelle et est associée au mauvais évène-
ment. De plus, lorsqu’un évènement n’apparaît que dans l’une des deux séries temporelles, 
à quel indice faut-il l’associer ? Pour tenter de limiter ces défauts de l’analyse de la dis-
torsion temporelle, nous recommandons d’utiliser la distance énoncée à l’équation (14). 
De même, dans l’optique d’utiliser cet algorithme dans un cadre standardisé de l’analyse 
des performances, nous préconisons l’utilisation du motif récursif le plus simple, suivant 
l’équation (15), qui ne privilégie pas de chemin a priori.  
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(a) (b) 
Figure 14 – (a) Evolution de l’énergie éolienne mesurée (noir) et prévue (rouge) sur trois jours. 
(b) prévision alignée sur la mesure (bleu). Source : Frías-Paredes et al. (2017). 
 
II.5 Métriques proposées 
Florita et al. (2013) identifient l’inadéquation des métriques statistiques utilisées par la 
communauté scientifique avec les besoins des opérateurs système, où les facteurs les plus 
critiques du point de vue utilisateur ne sont souvent pas pris en compte. Deux aspects 
essentiels ont été identifiés comme étant en accord avec la réalité de la gestion de la va-
riabilité de la production solaire : la capacité d’une méthode de prévision à appréhender 
les fortes variations de la mesure, et sa capacité à établir une prévision alignée temporel-
lement avec la mesure. La première métrique proposée exploite la décomposition en 
rampes délivrée par l’algorithme Swinging Door – décrite au paragraphe II.4.1 – appliquée 
sur la série temporelle prévue ainsi que celle mesurée, dans le but d’en quantifier l’écart 
entre les pentes détectées. La seconde repose sur l’approche proposée dans le calcul du 
TDI – décrit au paragraphe II.4.2 – afin d’en créer un score capable de quantifier la ten-
dance d’avance ou de retard de la méthode de prévision testée.  
II.5.1 Quantifier la capacité de la prévision à suivre les 
rampes 
Comme discuté au paragraphe II.4.1, la détection de rampes dites ”significatives” pour 
l’analyse a connu un intérêt croissant ces dernières années. La métrique que nous avons 
proposée (Vallance et al., 2017) vise à quantifier la capacité d’une méthode de prévision à 
capturer les fluctuations significatives du rayonnement solaire. La significativité des 
rampes détectées par l’algorithme Swinging Door est maîtrisée par son unique 
mètre  , ce qui en fait un algorithme adapté à notre analyse. L’idée sous-jacente est de 
prendre en compte uniquement les fluctuations susceptibles d’avoir un impact sur le sys-
tème photovoltaïque. Ainsi, dans un premier temps, la métrique proposée décompose sé-
parément les séries temporelles de la mesure et de la prévision en leur approximation res-
pective par morceaux, issues de l’algorithme Swinging Door.  
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Un exemple d’une telle décomposition est proposée sur la figure 15.a, où les séries tem-
porelles de la mesure et de la prévision à partir des données HelioClim (cf. II.7.2.b) sont 
représentées avec leurs aires d’approximation – constituée d’une séquence de parallélo-
grammes de largeur   – issues de cette décomposition pour           arbitrairement 
choisi. Ensuite, l’évolution temporelle des pentes des rampes extraites est représentée sur 
la figure 15.b. La déviation absolue moyenne des rampes, notée ramp-MAD, est définie 
par l’aire normalisée entre les deux séries de pentes détectées par l’algorithme Swinging 
Door, exprimée en         , et représentant un équivalent de la différence d'amplitude 
moyenne horaire entre les deux séries de rampes : 
 
 
        
 
         
∫ |   (    )     (    )|  
     
    
 (18) 
où     donne les pentes des rampes extraites par l'algorithme Swinging Door de para-
mètre  ,      et      sont les bornes de la période considérée.  
 
Lorsque les rampes de la mesure et de la prévision vont dans la même direction, l’écart 
de pente est faible, ce qui correspond à une aire plus petite sur la représentation       et 
donc à un score faible. Sur la figure 15, les pentes de la mesure et de la prévision sont 
dans des directions opposées entre 10:00 et 10:15, ce qui contribue à l’augmentation de 
l’erreur de suivi de rampes.  
 
 
(a) 
 
(b) 
Figure 15 – Détection de rampes issues de l'algorithme Swinging Door appliqué aux mesures et de la mé-
thode CMV sur les cartes HelioClim (a) avec leur représentation de la pente en fonction du temps (b) . 
CHAPITRE II - ANALYSE DES PERFORMANCES DES PRÉVISIONS SOLAIRES  49  
 
 
Le paramètre   définit la sensibilité d'amplitude aux fluctuations de l'éclairement dans 
l'algorithme Swinging Door. Néanmoins, compte tenu des effets saisonniers, une variation 
importante de l'éclairement en été peut avoir une amplitude plus importante qu'une va-
riation en hiver. Considérer un paramètre fixe   tout au long de l'année conduirait, en 
moyenne, à moins de rampes détectées en hiver qu'en été. Par conséquent, nous propo-
sons de définir   par jour comme une fraction constante du maximum quotidien du 
rayonnement dans des conditions de ciel clair. Cette fraction est un nouveau paramètre, 
noté     , compris entre 0 et 1 : 
             
     
     
(19) 
 
La figure 16 montre un exemple d'approximation par morceaux faite par cet algorithme 
pour la journée 2014/08/10 afin de mieux comprendre l'effet de     . Ce paramètre doit 
être réglé en fonction de l'amplitude des rampes que l'on souhaite détecter, ce qui dépend 
de l'utilisation finale. Ce paramètre définit la frontière entre les fluctuations significatives 
et les autres. Le pourcentage de rampes détectées en fonction de la MAE relative engen-
drée par l'approximation est représenté sur la figure 17. Le choix de      est en effet un 
compromis à trouver entre ces deux grandeurs : le pourcentage de rampes détectées et la 
MAE relative résiduelle. 
 
 
Figure 16 – L'algorithme Swinging Door appliqué le jour 2014/08/10 pour différentes valeurs de     . 
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Figure 17 – Pourcentage de rampes détectées dans la série temporelle de la mesure via l'algorithme Swin-
ging Door en fonction de la MAE relative résultante, calculée entre la mesure et son approximation par mo r-
ceaux. 
L'instrument pyranométrique dans notre cas est un SPN1 avec une incertitude sur les 
lectures individuelles de             (Badosa et al., 2014). Nous nous attendons à 
ce que l'algorithme Swinging Door effectue une approximation de la série temporelle de 
rayonnement en rampes « significatives ». Lorsque le paramètre       est trop petit, la 
détection de rampes résultante est trop sensible à l'incertitude de mesure. Par conséquent, 
nous recommandons de définir       de manière à obtenir une erreur d'approximation de 
la rampe au moins supérieure à l'incertitude. Inversement, comme l'illustre la figure 16, 
pour         , une valeur trop élevée de      conduirait à des rampes détectées qui ne 
représentent pas fidèlement des variations significatives du rayonnement. Dans cette 
étude, afin de caractériser la variabilité « significative », nous avons fixé         , ce 
qui correspond à 10% des rampes détectées. D'autres définitions de rampes significatives 
sont disponibles dans la littérature (Zhang et al., 2014). Cependant, ces définitions dé-
pendent généralement d'un pourcentage de la puissance installée de l'installation, qui 
n'est pas toujours connue. Ainsi, le paramètre       n'est pas à optimiser mais à choisir 
en fonction du contexte. 
 
 
Figure 18 - Evolution de la métrique de rampe en fonction du paramètre      . 
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La figure 18 montre l'évolution de la métrique ramp-MAD en fonction de      pour un 
pas de temps de 15 min pour le site n°1 (des résultats similaires sont obtenus pour le site 
n°2). Comme indiqué sur ce graphique, en dessous d'une sensibilité de 7% du rayonne-
ment maximal quotidien par ciel clair, la méthode de persistance présente des erreurs de 
rampe plus élevées que la méthode CMV et une erreur de rampe plus élevée que la mé-
thode ECMWF. Cependant, la persistance est plus apte à prévoir à 15 min des rampes 
que les méthodes CMV et ECMWF lorsque le paramètre de sensibilité est supérieur à 7%. 
En effet, la persistance identifie les rampes, mais seulement après qu'elles se soient réel-
lement produites, ce qui signifie que le      choisi permet l'association des rampes avec 
un certain décalage temporel. Cette métrique seule n’est pas suffisante pour adresser la 
problématique du décalage temporel. Ainsi, le principe de calcul du TDI sera exploité au 
paragraphe II.5.2 pour proposer un critère complémentaire. 
 
De plus, afin de permettre une détection des rampes qui ne soit pas parfaitement en 
phase entre les deux séries chronologiques, il est important de permettre un certain niveau 
d'approximation. Ce comportement explique pourquoi la métrique         est plus éle-
vée pour la persistance avec un      bas mais diminue à mesure que le signal est simplifié 
par l'algorithme Swinging Door. Avec le paramètre de sensibilité choisi         , la 
figure 18 montre que la méthode de persistance a une erreur de rampe inférieure à celle 
de la méthode CMV et qui a une valeur d'erreur de rampe elle-même inférieure à la prévi-
sion ECMWF. Ces caractéristiques sont cohérentes avec le comportement de ces trois 
méthodes de prévision vues au paragraphe II.3.3. 
 
II.5.2 Quantifier l’alignement temporel de la prévision par 
rapport à la mesure 
Quantifier la tendance à générer une prévision alignée temporellement (i.e. ni en retard, 
ni en avance) sur la mesure est une problématique qui peut être approchée de plusieurs 
manières. Les gestionnaires de réseaux portent en effet une attention particulière à la mi-
nimisation de l’écart entre consommation et production, et un décalage temporel dans la 
prévision – qu’elle soit en avance ou en retard – peut avoir des conséquences néfastes sur 
le réseau en cas d’événement extrême. Fournir une prévision qui est systématiquement 
mal alignée temporellement pourrait même engendrer des coûts plus importants qu’une 
gestion sans prévision. Face à cette problématique, il est donc nécessaire d’avoir des ou-
tils permettant d’indiquer l’avance ou le retard des prévisions. La connaissance de 
l’alignement temporel des prévisions est essentielle non seulement pour les utilisateurs des 
prévisions solaires (gestionnaires de réseau ou de parcs photovoltaïques), mais également 
pour les concepteurs des prévisions. En effet, il est fréquent que des erreurs d’indice se 
glissent dans l’implémentation de telles méthodes, ou que les effets parallaxes non corri-
gés se traduisent par des décalages.  
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Ainsi qu’expliqué dans le paragraphe II.4.2, Frías-Paredes et al. (2016) ont proposé un 
indice permettant de quantifier la distorsion temporelle apparente entre deux séries tem-
porelles. Nous avons repris cette approche en y ajoutant une décomposition de cette dis-
torsion estimée en deux parties, une partie représentant la contribution « en avance » de 
cette distorsion et une partie celle « en retard ». De cette décomposition nous proposons 
un indice signé négatif si la prévision est en avance, 0 si la prévision est alignée temporel-
lement et positif si la prévision est en retard. Une valeur de 100 % (respectivement -100%) 
signifie que lorsqu’un décalage temporel est détecté, il est systématiquement en retard 
(respectivement en avance). Ces scores indiquent la composition – ou mix – de la distor-
sion temporelle estimée en termes de retard et d’avance. D’où le nom de cet indice : 
TDM (Temporal Distortion Mix).  
 
La nécessité d’une distinction des composantes « avance » et « retard » de la distor-
sion temporelle est illustrée sur la figure 19. La sous-figure (a) présente une prévision par 
persistance qui est par construction systématiquement en retard, et la sous-figure (b) af-
fiche la prévision utilisant la mesure des déplacements des nuages par HelioClim qui est 
mieux alignée temporellement mais qui manque d’une description précise du contenu à 
haute fréquence de la mesure. Cependant, les valeurs du TDI calculées sont sensiblement 
les mêmes pour ces deux jours. De manière à distinguer ces deux comportements diffé-
rents – qui ont des implications différentes du point de vue opérationnel comme du point 
de vue de la conception des méthodes –, l’approche algorithmique du DTW exprimée 
dans la partie II.4.2 est reprise afin d’extraire le chemin optimal qui associe les indices de 
la série de la mesure avec ceux de la série de la prévision. Le calcul du     est effectué 
sous les deux conditions     et      , pour lesquelles nous utiliserons les notations 
           et         :  
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(21) 
Ces deux composantes sont respectivement proportionnelles à la partie située au-
dessous et au-dessus de la courbe d'identité de la zone rouge de la figure 13.b. Les com-
posantes « avance » et « retard » sont définies en pourcentage du TDI total : 
 
     
          
   
    et        
       
   
 (22) 
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Ces composantes « avance » et « retard » sont complémentaires et peuvent être con-
sidérées comme les deux contributions de la distorsion temporelle globale. Par conséquent, 
nous définissons le mélange de distorsion temporelle TDM comme étant : 
 
                      (23) 
 
Le TDM est exprimé en pourcentage signé, où la valeur -100% (respectivement 
+ 100%) décrit une prévision systématique à l'avance (respectivement en retard). 
 
  
(a) (b) 
Figure 19 – Exemples de deux jours donnant la même valeur TDI entre les données mesurées et les prév i-
sions. La prévision sur la sous-figure de gauche (a) est toujours en retard alors que la courbe de droite (b) 
montre une prévision qui admet un meilleur alignement temporel. 
 
Lors du calcul du TDI, d'autres distances peuvent être utilisées pour associer des paires 
de points de données. En fait, une inadéquation dans l'utilisation de la distance eucli-
dienne a été observée lors du calcul du TDM : pour une prévision qui a un équilibre entre 
ses composantes d’avance et de retard, la série temporelle alignée résultante peut ne pas 
avoir un TDM nul. Comme exprimé dans la partie II.4.2, la corrélation locale (14) propo-
sée par Macrae et Dixon (2010) est capable de résoudre cette anomalie d’alignement 
temporel. Nous choisissons pour cette étude une taille de fenêtre     pour le calcul de 
cette distance, ce qui semblait le plus à même de satisfaire la condition suivante : détec-
ter 100% de retard sur la persistance et ne pas perturber l’équilibre avance-retard lors de 
l'alignement de la série de la prévision sur la mesure (c'est-à-dire TDM = 0). 
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II.6 Caractérisation catégorielle des performances : 
vers une indépendance de l’ensemble des données uti-
lisées  
La complexité de la dynamique atmosphérique induit une variabilité de la météorologie 
d’un instant, d’un jour, d’une saison et d’un endroit à un autre. Dans la majorité des pu-
blications approfondissant les domaines d’estimation ou de prévision de la ressource so-
laire, les positions géographiques des lieux d’étude sont indiquées. C’est un facteur évi-
dent dont dépendent les résultats de ces études, et les conclusions sont donc générale-
ment conditionnées à cette localisation. Cependant, les résultats sont également dépen-
dants de la fréquence d’occurrence des différentes situations dans le jeu de données utilisé. 
Par exemple, analyser les performances d’une méthode de prévision sur un jeu de données 
où le ciel était dégagé la plupart du temps donnera des résultats plus favorables que la 
même analyse effectuée sur un jeu de données admettant une plus grande variabilité. 
Cette dépendance des résultats d’études aux données est une problématique importante 
qui rend compliquée, voire impossible, l’extraction de conclusions sur les performances des 
méthodes proposées. Ainsi, bien que les métriques énoncées dans ce chapitre donnent des 
informations globales pertinentes lorsqu’elles sont calculées sur l’ensemble du jeu des 
données, une analyse plus fine des résultats est possible en indiquant ces scores sur des 
classes prédéfinies. Par exemple, analyser les performances des prévisions sur un site par-
ticulier ou un ensemble limité de données en distinguant les classes de situations peut 
permettre d’estimer les performances de ces prévisions sur un autre site ou un autre jeu 
de données. Cette estimation pour un autre site peut s’effectuer en analysant l’occurrence 
de ces situations puis en pondérant les résultats du premier site par la différence 
d’occurrence.  Nous énumérerons de façon non exhaustive plusieurs stratégies de classifi-
cation des données, qu’il s’agisse de regrouper les données dont les instants sont dans des 
situations similaires (II.6.1), ou par type de journées (II.6.2), ou autre (II.6.3).  
 
L’analyse catégorielle des performances a pour ambition de rendre la comparaison inter-
études plus légitime, mais elle prétend également contribuer à une clarification des cir-
constances atmosphérique sous lesquelles la méthode testée est plus ou moins perfor-
mante. Les classifications proposées sont élaborées à différentes échelles temporelles. Le 
choix du nombre et du type de classes à distinguer dépendra à la fois du cadre de l’étude 
et de la résolution temporelle des données fournies. En effet, des données horaires ne 
permettent pas de capturer la haute variabilité temporelle du rayonnement, toute tenta-
tive d’en extraire une classe d’instants variables s’annonce donc vaine.   
II.6.1 Classification d’instants 
La classification des instants est la catégorisation la plus fine que l’on puisse effectuer. 
Des détections d’instants de ciel sans nuages ont été proposées par Lefèvre et al. (2013), 
ou encore par Reno et Hansen (2016), classifiant chaque instant dans deux classes. Une 
autre classification a été proposée par Tina et al. (2012) autorisant une distinction cir-
constancielle en quatre classes : ciel clair, légèrement couvert, couvert et variable. Cet 
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algorithme est basé sur un «indice de sérénité»   et son écart absolu local    à la 
moyenne mobile    : 
 
     
              
       
 (24) 
 
      
 
  
∑       
    
   
 (25) 
 
      
 
  
∑               
    
   
 (26) 
  correspond à l'écart de rayonnement relatif à la courbe de ciel clair et    décrit sa 
variabilité en utilisant les    instants précédents. Il est important de noter que cet algo-
rithme ne nécessite que des données présentes et passées, sur quelques minutes. Il est 
donc applicable en analyse de données historiques mais aussi en temps réel.  
 
La figure 20 schématise l’arbre de décision à l’origine de cette classification. Pour notre 
étude, nous avons choisi d'appliquer cette méthode à des mesures de 1 min afin de captu-
rer les fluctuations rapides du rayonnement, qui seraient invisibles en moyennant à des 
pas de temps plus élevés. La période d'échantillonnage est importante pour cette classifi-
cation car un pas de temps plus long conduirait à des courbes beaucoup plus lisses, les 
rendant plus difficiles à classifier. D’ailleurs, Ransome et Funtan (2005) considèrent que 
les données horaires ne devraient pas être utilisées pour caractériser correctement la per-
formance d'une méthode de prévision, car elles sont insuffisantes pour décrire la dyna-
mique de la variabilité infrajournalière. 
 
 
Figure 20 – Arbre de décision de l'algorithme de classification des instants proposé par Tina et al. (2012). 
La classification d’origine proposée par Tina et al. (2012) s’appliquait sur des mesures 
pyranométriques au pas de temps 10 min avec une taille de fenêtre glissante     , soit 
30 min. Dans l’optique d’appliquer cette méthode à nos données à 1 min de résolution, 
nous avons choisi d’adapter uniquement la taille de la fenêtre glissante  , les seuils de la 
figure 20 étant conservés à l’identique.  
 
Une base de données de situations étiquetée de référence est alors nécessaire afin 
d’adapter la fenêtre glissante de la classification sur le pas de temps 1 min. Ainsi, une 
interface utilisateur a été créée dans le but de faire étiqueter par des experts du rayonne-
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ment solaire du centre OIE et d’EDF R&D des instants aléatoirement choisis sur la pé-
riode du 01/08/2014 au 31/12/2015. Cinq experts du rayonnement solaire par site ont 
contribué à cet étiquetage en classifiant 1000 instants chacun selon l’une des cinq classes 
suivantes : "Ciel clair" (absence de nuages), "Légèrement couvert" (une faible nébulosité 
avec un faible impact sur GHI), "Couvert" (faible GHI et faible variabilité), "Variable" 
(forte variabilité autour de l'instant mesuré) et une classe échappatoire "Je ne sais pas". 
L’interface de la figure 21 propose à chaque expert de sélectionner la classe correspon-
dante à la situation nuageuse de l’instant sélectionné en se basant sur les fluctuations 
locales du rayonnement. L’image hémisphérique correspondante à l’instant à étiqueter est 
également montrée aux experts afin de lever certaines ambiguïtés pouvant survenir lors de 
l’analyse de la courbe d’éclairement uniquement. 
 
Figure 21 – Interface utilisateur développée afin de recueillir une base de données étiquetée selon cinq 
classes (d) à partir de la courbe de mesure du GHI (a), un zoom autour de l’instant à classifier (b) et l’image 
hémisphérique correspondante (c). 
Sur chacun des jeux d’instants à étiqueter,  0 instants sont communs à tous les experts 
de chaque site de manière à évaluer la fiabilité de cette phase d’étiquetage et la cohé-
rence entre les experts. La figure 21 montre les étiquettes associées à chacun de ces ins-
tants communs choisis au hasard. Sur 40% de ces instants, les experts sont unanimes. Les 
autres instants sont sujets à des divergences lors de cette étape d'étiquetage. En outre, 
nous remarquons que la frontière entre les définitions "Couvert" et "Variable" est quelque 
peu vague pour les experts, ainsi que pour les classes "Légèrement couvert" et "Ciel 
clair". La fiabilité de ces étiquettes, dont la figure 21 donne un aperçu, est considérée 
comme suffisante pour notre étude. 
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(b) 
Figure 22 – Distribution des étiquettes pour les 20 instants communs aux cinq experts du site n°1 (a) et 
pour les 20 instants communs aux cinq experts du site n°2 (b) . 
Le tableau 4 est un exemple de matrice de confusion où chaque colonne de la matrice 
représente le nombre d'occurrences de la classe de la classification de Tina, tandis que 
chaque ligne représente le nombre d'occurrences des classes étiquetées par les experts. Le 
critère simple choisi pour déterminer la fenêtre glissante est le pourcentage de données 
sur la diagonale de cette matrice globale de confusion. Dans le contexte de cette classifi-
cation, l'algorithme est appliqué a posteriori aux données mesurées, de sorte que nous 
pourrions utiliser une fenêtre glissante présentant les pas de temps passés et futurs. Ce-
pendant, puisqu’il peut être pratique d'avoir une méthode causale (i.e. applicable en 
temps réel) pour la prévision solaire, la fenêtre glissante causale de la forme           
proposée par Tina est retenue dans cette analyse. Le pourcentage de données tombant 
sur la diagonale est maximisé pour       . Cette valeur sera utilisée dans la suite afin 
d’assurer la meilleure correspondance avec les instants étiquetés. La précision totale de la 
classification vis-à-vis de celle de Tina, définie comme le nombre d’instants classifiés simi-
lairement divisé par le nombre d’instants, vaut 67,5%. 
(%) Ciel clair 
Tina et al. 
Couvert  
Tina et al. 
Légèrement couvert 
Tina et al. 
Variable  
Tina et al. 
Ciel clair 87 0 13 0 
Couvert  0 86 3 11 
Légèrement couvert 52 4 29 15 
Variable 7 12 13 68 
« Je ne sais pas » 17 29 18 36 
Tableau 4 – Matrice de confusion issue de la classification des instants de Tina et al. pour      au re-
gard des instants étiquetés, sur des mesures du GHI au pas de temps 1 min. 
(a)
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Les instants étiquetés par les experts comme ”Légèrement couvert” sont considérés 
comme ”Ciel clair” par l'algorithme de Tina et al. 5 % du temps et seulement 29% sont 
correctement classés. Cette différence peut s'expliquer par la difficulté de différencier un 
ciel clair parfait d'un moment légèrement couvert basé uniquement sur l’évolution du GHI. 
En effet, comme observé pendant la phase d'étiquetage de la base de données, certains 
jours clairs comportaient des écarts par rapport à la courbe du ciel clair comparables à 
ceux causés par une couverture nuageuse légère en dehors de la région circumsolaire : la 
distinction entre ces deux classes n’est en fait visible qu’en observant les images hémis-
phériques associées à chaque instant. À l'exception de la classe ”Légèrement couvert”, la 
matrice de confusion affiche des valeurs relativement élevées sur la diagonale.  
 
Figure 23 – Exemple résultant de la classification des instants en quatre classes appliquée le 2014/10/08 
sur le site n°1. 
Un exemple de résultats de cette classification est présenté à la figure 23. Nous limitons 
notre étude à cette classification car elle sert uniquement à valider les performances des 
méthodes de prévision sur ces différentes classes. L'imperfection de la classification des 
instants ”Légèrement couverts” doit être gardée à l'esprit lors de l'analyse des résultats. 
Enfin, une classification plus efficace pourrait être obtenue en utilisant les caractéristiques 
des sous-ensembles étiquetés des experts en utilisant, par exemple, la logique floue. 
II.6.2 Classifications de jours 
À une autre échelle de temps, une pratique de plus en plus considérée repose sur une 
classification des jours. À l’origine, la classification des instants de Tina et al. (2012) a 
été proposée afin d’attribuer un pourcentage de ces quatre classes à chaque jour. Une 
classification des jours peut donc aisément être exprimée en appliquant des seuils sur les 
proportions de ces classes. Une autre approche a été proposée par Gastón-Romeo et al. 
(2011). Cette classification repose sur une fonction dite de distribution de la taille granu-
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lométrique (GSD, Granulometric Size Distribution) des courbes de rayonnement direct 
(DNI). Cette classification peut être envisagée sur les courbes GHI mais la variabilité est 
plus marquée sur le DNI. Plus formellement, il s’agit de construire la fonction         en 
appliquant une fonction d’ouverture à la courbe d’une longueur variable   de la manière 
suivante : 
          
    
    
      {
     ∫            
         
 (27) 
      une fonction d’ouverture, définie par : 
 
     (      ) 
             
   
        
             
   
        
(28) 
avec    la fonction d’érosion et    la fonction de dilatation de taille  . 
La fonction résultante      d’une courbe de ciel clair sera donc proche de zéro pour de 
faibles valeurs de   puis atteindra 1 (cf. Figure 24.1). Pour une courbe dotée d’une forte 
variabilité à l’inverse, la fonction      approchera plus rapidement la valeur 1 lorsque   
augmente (cf. Figure 24.2). 
 
Figure 24 – Courbe de rayonnement direct par ciel clair (1a) et sa fonction GSD associée (1b). Courbe de 
rayonnement direct d’un jour très variable ( a) et les valeurs de sa GSD associée ( b). Source : (Gastón-
Romeo et al., 2011). 
La GSD      décrit la texture morphologique – appelée granulométrie – de la courbe 
du DNI en observant la courbe restante après « filtrage » de l'original avec la fonction 
d'ouverture de taille   . Une GSD est calculée par jour. L'algorithme k-médoïdes (Van der 
Laan et al., 2003) est ensuite appliqué au groupe de courbes GSD sur la période d'intérêt.  
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L'algorithme k-médoïdes est similaire à l’algorithme k-means mais utilise des points de 
données représentatifs – les médoïdes – comme centre de chaque cluster. Gastón-Romeo 
et al. ont suggéré un regroupement en quatre classes, permettant la classification de 
chaque jour en fonction de leur variabilité infrajournalière. Cependant, la classe «ciel 
clair» qui en résulte contient des jours avec une variabilité notable et nous proposons 
donc un léger changement dans la procédure pour assurer une classe de ciel clair plus 
restrictive.  
 
Afin d'extraire une classe plus « sélective », nous proposons une première classification 
préliminaire avec un nombre plus élevé de classes (50 dans notre cas, ce paramètre doit 
être adapté à chaque site). Ensuite, nous mettons de côté la classe avec la médoïde la 
plus basse (la classe ciel clair) et nous appliquons une deuxième fois l’algorithme k-
médoïdes, avec 2 classes, sur les classes restantes. Un exemple de classification résultante 
des courbes GSD est proposé sur la figure 25. Des exemples de courbes de DNI résultant 
de cette étape de classification se trouvent sur la figure 26. Bien sûr, un nombre plus éle-
vé de classes peut être sélectionné au cours de ce processus, mais pour notre cas d’étude, 
nous avons choisi de classer les jours en trois classes seulement. La méthode présentée 
dans ce paragraphe a l'avantage d'être indépendante de tout seuil autre que le nombre de 
classes et est donc applicable à tout autre site. Seule la sélection des jours de ciel clair 
nécessitera d’imposer un paramètre. D’autres classifications de journées ont également été 
proposées dans la littérature, comme celle de Dambreville (2014) qui utilise des seuils 
arbitraires sur la variabilité journalière et l’indice de ciel clair moyen, ou celles de Harrouni 
(2008), Harrouni et al. (2005) ou encore de Maafi et Harrouni (2003) basées sur des des-
cripteurs fractals. 
 
Figure 25 – Classification en trois classes de distributions de taille granulométrique (GSD) . 
   
(a) (b) (c) 
Figure 26 - Exemples de courbes de GHI classées par la méthode proposée selon 3 classes: (a) faible, (b) 
moyenne et (c) grande variabilité infrajournalière (la courbe en pointillés est la courbe de ciel clair). 
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II.6.3 Autres classifications pertinentes 
D’autres outils d’analyse peuvent être appropriés selon l’utilisation. Il peut par exemple 
y avoir un intérêt à classifier par saison, demi-journée, par élévation solaire ou par locali-
sation afin d’identifier certaines caractéristiques propres à la prévision ou au site d’étude. 
En définitive, pour obtenir la caractérisation des performances la plus complète possible, il 
est nécessaire à la fois d’avoir à disposition des métriques permettant de mesurer les ca-
ractéristiques souhaitées, mais il est aussi nécessaire d’appliquer ces métriques sur diffé-
rentes classes de données. L’objectif est d’être le moins dépendant possible de la composi-
tion des données, et ainsi indiquer des scores par catégories d’instants, de jours, de sai-
sons ou autre plutôt que d’indiquer un unique score pour l’ensemble des données. En effet, 
cette approche a pour objectif d’analyser les erreurs de la méthode de prévision de ma-
nière détaillée, mais également de transposer les performances à d’autres sites ne présen-
tant pas forcément le même nombre d’occurrence de situations par classe.  
 
II.7 Présentation de l’analyse des performances pour 
trois méthodes de prévision de référence 
Cette partie entend illustrer l’analyse des performances décrite précédemment en 
l’appliquant à trois méthodes considérées comme référence (II.7.2) et en affichant les 
scores des métriques sélectionnées sous la forme d’un graphe radar (II.7.1). Les classifica-
tions d’instants et de jours de la partie II.6 sont utilisées pour extraire ces mêmes scores 
et graphes associés à chaque classe. 
II.7.1 Suggestion de représentation graphique des résultats 
et métriques sélectionnées 
Nous avons adopté une représentation des résultats sous la forme d'un graphique radar 
pour faciliter la comparaison des performances des méthodes de prévision. Nous associons 
les six mesures suivantes à chaque branche du graphique radar : la RMSE relative, la 
MAE relative et le biais relatif sont tracés en bas; le ramp-MAD, le TDI et le TDM en 
haut. Cependant, puisque le biais et le TDM peuvent être négatifs, nous affichons leur 
valeur absolue avec un marqueur associé (' ' pour le négatif et ' ' pour le positif). Avec 
cette représentation radar, la meilleure méthode de prévision – selon les métriques choi-
sies – est celle qui a les valeurs les plus proches du centre du graphique. En particulier, les 
valeurs maximales de chaque métrique sont ajustées pour faciliter la lecture des résultats 
et leur éventuelle comparaison à d’autres méthodes. 
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II.7.2 Trois méthodes de références utilisées pour 
l’illustration des avantages et inconvénients des métriques 
sélectionnées 
Trois méthodes de prévisions ont été utilisées pour l’illustration des limitations de la 
RMSE au paragraphe II.3.3. Nous allons désormais apporter quelques précisions sur 
l’implémentation et la conception de ces méthodes afin de clarifier la compréhension des 
différents graphiques proposés dans le prochain paragraphe II.7.3. Ces trois méthodes sont 
dénommées prévision par persistance, prévision par CMV appliquée à HelioClim et prévi-
sion ECMWF. 
II.7.2.a Méthode de prévision par persistance 
Lors de l’étude de la variabilité infrajournalière de l’éclairement, il est désormais clas-
sique de s’intéresser non pas à prédire l’éclairement mais plutôt l’indice de « ciel clair », 
noté   , qui a pour objectif de s’affranchir le plus possible des variations intra-journalières 
relativement lentes d’éclairement par ciel clair connues a priori avec une bonne de préci-
sion – et donc de se concentrer sur la variabilité infrajournalière du rayonnement solaire : 
    
 
    
 (29) 
où   désigne le GHI et      la courbe théorique par ciel clair. 
La persistance désigne de manière générale la technique consistant à considérer la va-
leur d’une variable présente comme une estimation de sa future valeur. Bien que la persis-
tance sur le     soit parfois utilisée par la communauté scientifique, 
l’expression ”persistance à    min” dénominera dans la suite la méthode de persistance 
appliquée à l’indice de ciel clair   , telle que :  
  ̂                
          (30) 
où  ̂         désigne la série temporelle prévue par cette méthode de persistance. 
Pour générer les résultats de cette méthode dans le cadre de cette étude, le modèle de 
ciel clair climatologique ESRA sera systématiquement utilisé.  
II.7.2.b Méthode de prévision par CMV sur HelioClim 
Les méthodes de prévision satellitaires sont des approches reconnues comme étant per-
formantes sur des horizons de prévision de 15 min à quelques heures (Dambreville, 2014). 
La popularité de ces méthodes est en partie due à leur praticité, leur couverture presque 
mondiale et leur faible coût de mise en œuvre. Les satellites météorologiques géostation-
naires des familles METEOSAT, GOES, FENG YUN et HIMAWARI sont largement utili-
sés afin d’en dériver des estimations du rayonnement incident au sol (Blanc et al., 2017b). 
Que ce soit des approches physiques modélisant le transfert radiatif de l’atmosphère ou 
des approches empiriques ou semi-empiriques qui se basent sur un indice nuageux, leur 
résultat délivrent une estimation du rayonnement solaire au pas de temps 15 à 30 min et 
avec une résolution spatiale de 1 à 10 km. Dans le cadre de l’élaboration de cette mé-
thode de référence, nous utilisons la base de données HelioClim-3 élaborée à partir de la 
méthode Heliosat-2 (Lefevre et al., 2002; Rigollier et al., 2004). 
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Les méthodes appelées Cloud Motion Vectors (CMV) tentent de profiter conjointement 
de l’information spatiale et temporelle de ces séries temporelles d’images. L’idée directrice 
est d’estimer le mouvement d’advection des masses nuageuses entre deux images succes-
sives. Les différentes techniques de calcul des CMV existantes pour la prévision satellitaire 
sont énumérées et discutées par Blanc et al. (2017). Pour notre étude, l’algorithme de 
flot optique développé par Liu (2009) dans le cadre de sa thèse a été choisi pour sa rapi-
dité d’exécution, sa performance et la disponibilité de son implémentation5.  
 
La dernière étape consiste à faire l’hypothèse de persistance de ces vecteurs de dépla-
cements des nuages estimés, dont la validité décroît avec l’accroissement de l’horizon de 
prévision. La méthode que nous considérons pour l’illustration consiste à identifier le pixel 
– ou une valeur interpolée – qui va « atteindre » le site d’étude sous cette hypothèse de 
persistance des vitesses de déplacement des nuages. L’estimation de la future valeur du 
rayonnement incident est donc directement celle du pixel – ou de la valeur interpolée – de 
la dernière image HelioClim disponible. Cette méthode profite d’une meilleure localisation 
des nuages et d’une meilleure résolution spatiale et temporelle comparée aux prévisions 
météorologiques telle que celle proposée au paragraphe II.7.2.c. Cependant, leur limite de 
résolution spatiale et temporelle, les erreurs d’estimation de la ressource, de l’estimation 
des mouvements nuageux ou les erreurs de parallaxe vont dégrader et limiter les perfor-
mances de ce type de prévisions. 
II.7.2.c Méthode de prévision ECMWF 
Un modèle de prévision météorologique numérique de ECMWF (centre européen pour 
les prévisions météorologiques à moyen terme) appelé Integrated Forecasting System (IFS) 
(Morcrette et al., 2008) est utilisé. La prévision ECMWF est calculée tous les jours, à 
minuit et 12:00 UT, et donne les valeurs prévisionnelles pour le lendemain à un pas de 
temps de 3 h. Comme nous le verrons au paragraphe V.1.2, il existe plusieurs approches 
pour la comparaison de données n’ayant pas le même pas de temps. Cependant, interpo-
ler simplement cette prévision initialement au pas de temps 3 h sur un pas de temps 15 
min apporte des erreurs directement liées à la forme de la courbe du GHI par ciel clair qui 
n’est pas prise en compte dans l’interpolation. Ici, afin de ramener la courbe prévue par 
ECMWF à un pas de temps de 15 min, une interpolation linéaire est appliquée sur le pa-
ramètre    
   
   
  multiplié ensuite par le TOA. Ainsi, cette technique permet de 
s’affranchir des erreurs principales d’interpolation associées à la variation connue du TOA. 
 
  
                                    
5 https://people.csail.mit.edu/celiu/OpticalFlow/ 
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II.7.3 Résultats globaux et par catégorie 
La procédure de caractérisation des performances exprimée dans ce chapitre a été ap-
pliquée aux trois méthodes décrites au paragraphe II.7.2. Ces méthodes ont été sélection-
nées afin de mettre en lumière certaines caractéristiques bien connues des experts du do-
maine, et qui ont un intérêt particulier dans cette analyse.  
 
Figure 27.a illustre l’ensemble des résultats de chaque méthode de prévision selon les 
six métriques sélectionnées pour l’ensemble de la période du 01/08/2014 au 31/12/2015. 
Pour les métriques classiques de RMSE, MAE et Biais, la méthode de persistance est lé-
gèrement meilleure que la simple méthode CMV, qui à son tour fonctionne mieux que la 
prévision ECMWF. Le TDI donne des informations sur la distorsion temporelle globale 
entre les séries temporelles prévues et les mesures. Cette distorsion peut être provoquée 
par différents comportements de prévision, un décalage temporel ou une approximation 
qui est, en moyenne, alignée temporellement (i.e. une faible valeur du TDM). Selon les 
scores représentés sur la figure 27, la persistance est à 100% en retard, ce qui est cohé-
rent avec sa définition; la méthode CMV donne une prévision alignée temporellement et la 
prévision ECMWF est en retard de 36%. La métrique ramp-MAD décrit la capacité de la 
prévision à suivre les pentes des rampes significatives. Comme mentionné ci-dessus, nous 
avons utilisé      comme un paramètre de sensibilité de l'algorithme Swinging Door. Sur 
la figure 27.a, la méthode de persistance a un meilleur ramp-MAD que la méthode CMV 
et la prévision ECMWF, similairement au cas présenté à la figure 18. La figure 27.b af-
fiche les résultats de la série de prévisions alignées selon le calcul TDI choisi. La persis-
tance alignée donne de très bons résultats, mais pas parfaits, puisque la persistance est 
appliquée à l'indice de ciel clair    et non au GHI. La correction temporelle est satisfai-
sante puisque le TDI de la persistance alignée est proche de zéro. Notons aussi que l'ali-
gnement temporel diminue significativement le TDM. La figure 27 montre que cette cor-
rection de la distorsion temporelle peut entraîner une nette amélioration des performances 
de persistance et une légère amélioration du ECMWF et de la méthode CMV. 
 
(a)  (b) 
Figure 27 –  Performances globales de la prévision par persistance 15 min, de la méthode CMV basée sur 
les images HelioClim et de la prévision interpolée ECMWF sur 15 min avant (a) et après (b) alignement des 
séries de prévisions pour le site n°1. 
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La figure 28 affiche les scores des métriques sélectionnées pour chaque classe de la 
classification des instants (cf. paragraphe II.6.1). Afin d'obtenir les classes correspon-
dantes à un pas de temps de 15 min, nous prenons l'étiquette la plus commune des 15 
précédents instants classifiés au pas de temps 1 min en calculant le premier mode (c’est-
à-dire la valeur la plus fréquente). Le calcul des trois métriques supérieures du graphe 
radar est adapté afin d'attribuer des valeurs à une série d'instants classifiés. Nous ne pre-
nons en compte que les instants consécutifs car le TDI et le ramp-MAD sont intrinsè-
quement cumulatifs dans leurs définitions. Pour autoriser la comparaison des scores entre 
les classes, toute la période d'étude est utilisée pour le calcul des scores relatifs. Sans sur-
prise, ECMWF donne les moins bons résultats des trois méthodes de prévision utilisées à 
des fins d’illustration.  
 
Cette classification nous aide à comprendre dans quelles circonstances chaque méthode 
fonctionne le mieux. Par exemple, la prévision ECMWF manque d’une description précise 
de la couverture nuageuse et produit donc de très mauvais résultats pour les instants 
classifiés comme ”couvert”. La classe clear-sky affiche un TDM non nul, qui est dû aux 
petites variations encore présentes dans la sortie de l'étape de classification et aux inexac-
titudes potentielles dans le modèle de ciel clair. En effet, le TDI et le TDM sont sensibles 
  
  
Figure 28 –  Performance de chaque classe à partir de la classification des instants pour la prévision par 
persistance 15 min, de la méthode CMV basée sur les images HelioClim et de la prévision interpolée 
ECMWF de 15 min.  
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à une mauvaise estimation de la courbe de ciel clair. Cependant, selon la définition du 
TDM, son analyse devrait être faite en conjonction avec celle du TDI. De plus, l'algo-
rithme qui calcule le TDI tend à associer à tort certains instants proches lors d’une faible 
variabilité autour de la courbe ciel clair, ce qui explique sa légère augmentation pour les 
instants légèrement nuageux. Notons enfin que le meilleur score de TDI est atteint pour 
les instants ciel clair et couvert lorsque la variabilité temporelle est plus faible. 
 
La façon dont le ramp-MAD est calculé dépend de l'amplitude des rampes considérées 
et de la résolution temporelle de la prévision. Les résultats sont également susceptibles de 
varier pour des horizons de prévision plus élevés. Comme le montre la figure 28, quelle 
que soit la classe considérée, la méthode de persistance suit mieux les rampes que les mé-
thodes CMV et ECMWF. La valeur de ramp-MAD est la plus faible pour les instants de 
ciel couvert (ce qui est cohérent car ils ont des pentes très faibles) et est légèrement plus 
élevée pour les cieux clairs (correspondant aux pentes de la courbe du ciel dégagé). Les 
instants variables et légèrement couverts ont des valeurs de rampe assez proches puisque 
ces instants sont soumis aux mêmes ordres de grandeur de variabilité. Une classification 
des instants plus précise conduirait certainement à des valeurs de ramp-MAD plus petites 
(i.e. meilleures) pour la classe légèrement couvert. De la même manière, une classe de ciel 
clair plus restreinte pourrait conduire à une meilleure description de la performance sous 
un ciel dégagé. 
 
La portée de cette étude est limitée à la variabilité infrajournalière du rayonnement so-
laire, mais d'autres classifications de résultats par jour, mois, saison ou année pourraient 
être considérées avec la même approche. Cette étape de classification est essentielle pour 
mieux comprendre les sources d'erreurs de prévision. 
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II.8 Conclusions du chapitre 
En conclusion, ce chapitre a eu pour objectif d’étudier la manière dont est réalisée 
usuellement l’analyse des performances dans le domaine de la prévision solaire.  
 
Dans le cas des prévisions locales, la mesure pyranométrique s’est imposée comme réfé-
rence dans la comparaison a posteriori des performances de méthodes de prévision. Après 
un bref descriptif des moyens de mesures du rayonnement solaire existant, une analyse de 
la qualité de nos mesures a permis de s’assurer de leur plausibilité vis-à-vis des quantités 
physiques étudiées.   
 
Certaines limitations des métriques usuelles ont été illustrées sur des exemples concrets 
de journées, avec notamment la particularité de la RMSE ayant tendance à privilégier des 
prévisions contenant très peu de variabilité hautes fréquences. Les utilisateurs des prévi-
sions à très court terme semblent avoir cependant un intérêt pour ce contenu hautes fré-
quences, et plus particulièrement sur la notion de restitution des rampes principales de la 
mesure au bon moment.  
 
En réponse à ce constat, deux nouveaux outils ont été proposés dans ce chapitre dans 
l’objectif de compléter l’information délivrée par les métriques les plus utilisées. Une mé-
trique nommée ramp-MAD tente de quantifier la capacité d’une méthode de prévision à 
restituer les rampes de la mesure, dont le niveau d’approximation est contrôlé par un 
unique paramètre. La métrique TDM s’appuie sur la notion de distorsion temporelle pro-
posée antérieurement par Frías-Paredes et al. (2016) pour quantifier la proportion de 
cette distorsion en avance ou en retard par rapport à la mesure. 
 
Ensuite, afin de compléter cette analyse des performances, nous soutenons l’importance 
d’y adosser une caractérisation catégorielle de ces performances. Qu’il s’agisse d’une clas-
sification d’instants, de journées ou de tout autre support temporel ou d’autres variables, 
ces techniques affinent l’analyse, permettent de faciliter la compréhension de certains ré-
sultats globaux et vont vers une plus grand indépendance des données de l’étude. 
 
L’analyse des performances suggérée ici a été appliquée sur des méthodes de prévision 
dont les comportements sont bien connus des experts de la prévision solaire, et leurs ca-
ractéristiques sont en phase avec les résultats des nouvelles métriques, sur les horizons et 
pas de temps considérés, au lieu étudié. Elle n’a donc pas vocation à être exhaustive mais 
plutôt démonstrative. Les deux nouvelles métriques ont été publiées par Vallance et al. 
(2017). Un effort collaboratif avec Dazhi Yang de l’institut SIMTech de Singapour a été 
entamé dans l’optique d’une dissémination large des codes de ces métriques en Open 
Source dans plusieurs langages, et ainsi faciliter l’utilisation et l’appropriation de ces mé-
triques par la communauté scientifique. Ces métriques font aussi l’objet d’une étude me-
née par le DLR où elles sont utilisées et analysées sur différentes méthodes de prévision 
sous différents horizons et lieux d’étude.  
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Par l’introduction de ces nouvelles métriques, l’accent est mis sur la qualité de la resti-
tution et de la prévision des rampes tant sur leurs amplitudes que sur leurs instants 
d’occurrence. Afin de développer de nouvelles approches de prévision dont l’objectif est 
d’apporter des améliorations au regard de ces nouvelles métriques, nous avons envisagé 
d’exploiter non pas une seule source d’informations (mesures pyranométriques, images 
hémisphériques in situ ou images satellites) mais la synergie de plusieurs d’entre elles.   
 
Le chapitre qui suit identifiera les complémentarités observables qui sont attendues lors 
d’une utilisation conjointe de ces trois sources d’informations à disposition. 
 
 
  
 
Chapitre III - Observation des complé-
mentarités des sources d’information 
En l’état actuel de la recherche dans le domaine, l’élaboration de méthodes de prévision 
de rayonnement ou de production PV à très court terme se base principalement sur trois 
sources d’information : des images issues de satellites météorologiques géostationnaires, 
des images issues de caméras hémisphériques scrutant le ciel avec un angle solide de    
sr sur les sites à étudier et des mesures pyranométriques in situ représentant en temps 
réel l’évolution du rayonnement incident en un point. Chaque méthode de prévision a des 
résultats issus de l’analyse des performances qui lui sont propres, dont certaines méthodes 
ont été présentées et discutées au chapitre II. Certaines caractéristiques de ces méthodes 
de prévision sont intrinsèquement liées aux données qu’elles utilisent. Ce chapitre est dé-
dié à la description des caractéristiques propres à chaque source d’information, ainsi qu’à 
leurs aspects complémentaires suggérant la possibilité d’exploiter ces synergies dans un 
contexte prévisionnel. Les trois sources d’information à l’étude sont des observations de la 
dynamique de la même scène nuageuse en présence. Chacune apporte une partie de 
l’information sous une forme et avec une perception différentes de la même réalité. En 
particulier, l’accent sera mis sur les différences et complémentarités entre les deux sources 
d’images (caméra hémisphérique et satellite météorologique géostationnaire) se dessinant 
par comparaison des deux. 
III.1 Complexité de la scène 3D et de ses observations 
L’image satellite et l’image hémisphérique du ciel constituent deux acquisitions quasi 
instantanées d’une même scène en trois dimensions. La complexité des scènes nuageuses 
(formes tridimensionnelles complexes, frontières floues et fractales), qui peuvent survenir 
ne peut pas être décrite parfaitement par une unique observation. Ce paragraphe vise à 
énumérer les caractéristiques de la géométrie en présence.  
III.1.1 Une vision partielle des nuages pour chaque point 
d’observation 
L’une des différences fondamentales entre les deux types d’images est leur différence de 
points de vue induisant des phénomènes d’occlusion inévitables du champ de vision. La 
figure 29 illustre cette différence à l’aide d’une situation artificiellement générée depuis le 
logiciel Blender©.  La figure 29.a affiche la scène qui comporte deux nuages de tailles 
différentes ainsi qu’une sphère rouge et une sphère bleue. La figure 29.b représente le 
point de vue du satellite, avec toutefois une meilleure résolution spatiale pour l’illustration. 
Sur cette image simulée, les deux nuages sont visibles mais apparaissent collés et seule la 
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sphère rouge est visible. La sphère bleue est occultée par le nuage 1. La figure 29.c repré-
sente ce qui serait alors perçu au même instant sur l’image hémisphérique, la caméra hé-
misphérique étant représentée par une demi-sphère sur les images (a) et (b). Outre la 
distorsion optique de l’image, il apparait de ce point de vue que les deux nuages sont ef-
fectivement distincts et seule la sphère bleue est visible, la rouge étant quant à elle occul-
tée par le nuage 1. Un autre aspect intéressant et visible sur ces images est la difficulté 
d’estimer la taille d’un objet avec une seule image en l’absence d’information sur son alti-
tude : l’objet en gris sur l’image hémisphérique parait plus gros que la sphère bleue, alors 
qu’il est en réalité cinq fois plus petit, mais nettement plus proche de la caméra. 
 
  
 
(a) (b)  (c) 
Figure 29 – Scène nuageuse artificielle (a) illustrant les différences de perception d’une même scène entre le 
point de vue satellitaire (b) et le point de vue de la caméra hémisphérique au sol (c). La demi-sphère au sol sur 
les images (a) et (b) représente la caméra hémisphérique. 
III.1.2 Taille de la couverture nuageuse perçue par l’image sa-
tellite 
Les satellites météorologiques géostationnaires constituent une famille de satellites qui 
restent par définition au-dessus du même point géographique en suivant la rotation de la 
Terre. Une grande variété de capteurs est embarquée dans ces satellites, dont des cap-
teurs optiques à grande focale autorisant des observations régulières de l’atmosphère et 
de la Terre sur le long terme et sur une large partie du globe. La figure 30 proposée par 
Blanc et al. (2017) décrit la couverture de la surface terrestre observée par chaque satel-
lite des familles de satellites METEOSAT, GOES, FENG YUN et HIMAWARI. Ainsi, la 
couverture typique des images issues de ces satellites est le tiers de la surface terrestre. À 
l’exception des régions polaires, ces familles de satellites observent la surface terrestre 
avec une résolution spatiale kilométrique et une résolution temporelle intra-horaire. 
 
1 
2 
1 
2 
1 
2 
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Figure 30 – Champ de vision des principales familles de satellites météorologiques géostationnaires 
(GOES, Meteosat première, deuxième et troisième génération, Feng-Yun et Himawari) pour une couverture 
mondiale. Source : Blanc et al. (2017) à partir des informations délivrées par OMM OSCAR6. 
 
Dans cette étude, plusieurs produits issus directement ou indirectement du satellite Mé-
téosat Seconde Génération (MSG) ont été utilisés. Les deux canaux du visible utilisés 
dans la méthode Heliosat-2 ainsi que le canal infrarouge exploité par le KNMI pour ex-
traire l’information d’altitude du sommet des nuages (CTH, Cloud Top Height) recou-
vrent le même disque complet du globe, tel qu’illustré à la figure 31. Cependant, les li-
mites de débit de données confinent les images visibles à haute résolution (HRV, high-
resolution visible) à la moitié de la Terre dans une direction Est-Ouest. Les images HRV 
ont une résolution spatiale au nadir de 1 km contre 3 km pour les autres canaux. La cou-
verture exacte de la Terre est programmable, sur la figure 31 elle recouvre la moitié du 
disque avec deux parties distinctes, l’une centrée sur l’Europe et l’autre centrée sur 
l’Afrique de l’Est. 
 
    
(a) (b) (c) (d) 
Figure 31 – Couverture MSG pour le canal 1 visible centré sur 0.635 µm (a) et le canal 2 visible centré 
sur et 0.81 µm (b) utilisés dans la méthode Heliosat -2, la couverture MSG pour le canal 3 infrarouge centré 
sur 1.64 µm (c) utilisé pour générer les images CTH du KNMI, et le canal 12 haute résolution visible (HRV) 
à large bande spectrale (de 0.4 à 1.1 µm). Source : Eumetsat7. 
                                    
6
 OSCAR: Observing Systems Capability Analysis and Review tool de l’Organisation Météorologique Mondiale 
(http://www.wmo-sat.info/oscar/) 
7 EUMETSAT : European Organisation for the Exploitation of Meteorological Satellites (https://www.eumetsat.int/) 
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Ainsi, la large couverture géographique des images satellites météorologiques constitue 
un avantage considérable pour les estimations et les prévisions solaires sur les gammes 
d’horizons allant de 15 min à quelques heures. Cependant, en fonction de la position géo-
graphique du site sur lequel il est requis d’avoir une prévision ou une estimation du GHI, 
certains décalages spatiaux peuvent intervenir, ce sera l’objet du paragraphe III.1.5. Aussi, 
les déficits de résolutions spatiales et temporelles sont également source d’erreur, des ob-
servations de ces spécificités sont proposées dans la suite du chapitre. Dans toute la suite, 
l’expression images satellites fera référence aux images HelioClim, CTH et/ou HRV.  
III.1.3 Image hémisphérique : la distorsion optique au service 
d’une vision périphérique du ciel 
La géométrie de la scène nuageuse capturée sur une image hémisphérique est particu-
lière. La distorsion optique de l’objectif hémisphérique de très grand angle permet une 
acquisition de la totalité du ciel au-dessus de site d’étude sur une seule image. Ainsi, 
l’angle d’élévation (i.e. angle par rapport à l’horizon) correspondant à chaque pixel de 
l’image est illustré par les lignes de niveau en surimpression de la figure 32.a, le centre de 
l’image correspondant à un angle d’élévation de 90° (zénith). La figure 32.b, quant à elle, 
représente un exemple de positions du Soleil à chaque heure pleine pour l’année  015 sur 
le site n°1. Des boucles à temps universel constant sont affichées, le haut de ces boucles 
représente les positions du Soleil pour les jours d’été, et le bas pour les jours d’hiver. 
  
(a) (b) 
Figure 32 – Exemple d’image acquise sur le site n°1 à 8 h UT le 01/08/ 015, avec en superposition les 
lignes de niveau de l’angle d’élévation de chaque pixel (a) et la position du Soleil en fonction de l’heure de 
la journée pour toute l’année  015 (b).  
La particularité des prévisions solaires reposant sur ce type d’images est qu’elles se limi-
tent à des horizons de prévisions très courts (Kazantzidis et al., 2017). En effet, les 
nuages qui vont passer au-dessus du site dans quelques heures se trouvent, en général, 
au-delà de l’horizon de la caméra. L’étendue de la couverture nuageuse visible depuis le 
sol dépend de l’altitude des nuages. La figure 33.a représente la zone de l’image hémis-
phérique pour laquelle l’angle d’élévation (angle entre le plan horizontal et le point obser-
vé) est supérieur à 15°. La figure 33.b délimite la zone correspondante sur l’image satellite 
en fonction de l’altitude considérée. 
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(a) (b) 
Figure 33 – Zone de l’image hémisphérique (en jaune) dont l’angle d’élévation est supérieur à 15° (a) et la 
zone de visée correspondante du point de vue du satellite (b) pour trois altitudes de nuages  : 1 km, 6 km et 
12 km. 
 
Les centres des cercles correspondants aux nuages pour différentes altitudes sur la fi-
gure 33.b ne correspondent pas à la localisation des sites. La raison de ces décentrages 
provient de l’effet parallaxe qui existe entre le point de vue de la caméra et le point de 
vue satellitaire au point (0°N, O°E, 36000 km). Une explication de cet effet de parallaxe 
est proposée au paragraphe III.1.5.  
 
Les intersections des cercles de même altitude des deux sites suggèreraient une utilisa-
tion conjointe des images hémisphériques des deux sites. Cependant, les nuages d‘altitude 
supérieure à 6 km – souvent des cirrus – ne sont pas facilement identifiables sur les deux 
types d’images, en particulier pour des angles d’élévation faibles du point de vue du sol. 
De plus, la majorité des nuages épais se trouve en dessous de 7 km d’altitude d’après la 
classification de l’Organisation Météorologique Mondiale (WMO), donc il est difficilement 
envisageable de recouper les informations des deux sites de manière directe.  
 
L’une des difficultés qui transparait déjà dans ce cas simple est la nécessité d’avoir une 
estimation fiable de l’altitude des nuages pour être à même de compenser ces phéno-
mènes de parallaxe rendant difficile la mise en correspondance de la perception des 
nuages pour les deux sources d’observation. 
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III.1.4 Perception d’une grille horizontale par les deux types 
d’images en fonction de son altitude imposée 
L’illustration proposée à la figure 34 décrit une partie de la complexité liée à la géomé-
trie 3D observée de deux points de vue et liée à la géométrie hémisphérique de la caméra. 
Dans cette situation complètement artificielle, nous réduisons la diversité des configura-
tions nuageuses possibles à une couche nuageuse d’épaisseur infinitésimale et de taille 40 
km par 40 km située à la verticale du site n°1. Cette couche nuageuse est matérialisée par 
une grille suivant un pas de 5 km de côté de manière à visualiser les déformations de la 
grille dans les deux projections : satellitaire et hémisphérique. Sur la première colonne de 
la figure 34, l’altitude de la grille artificielle est imposée à 1 km. Dans ce cas, du point de 
vue satellitaire (deuxième ligne) le site se trouve à peu près au centre de la grille : les 
effets de parallaxe sont plus limités pour des altitudes de 1 km, compte tenu de la dis-
tance angulaire entre le site d’étude et la position de MSG. Ainsi pour un nuage 
d’altitude 1 km, la présence d’un nuage au-dessus du site peut être estimée à l’aide de 
l’image satellite en prenant directement le pixel correspondant aux coordonnées du site. 
Pour ce qui est de la perception de cette grille depuis le point de vue du sol au site n°1 
(dernière ligne), les quatre dalles centrales (i.e. environ 10 km de diamètre) représentent 
la majeure partie de ce qui est visible sur l’image.  
 
Lorsque la grille s’éloigne du sol (colonnes de gauche à droite sur la figure 34), un effet 
de glissement de la grille vers le Nord est observé sur les images satellitaires – ce phéno-
mène est l’effet parallaxe et sera discuté au paragraphe III.1.5 –, et la perception de la 
grille du point de vue de la caméra est de moins en moins distordue à mesure que 
l’altitude de la grille augmente. Cette évolution de la taille perçue par les pixels de l’image 
hémisphérique sera traitée au paragraphe 0. 
 
Figure 34 – Illustration des différences de perception d’une même grille de taille 40 km x 40 km et de pas  
5 km positionnée à différentes altitudes (première ligne, dans le repère local Est -Nord-Zénith) du point de 
vue satellitaire (deuxième ligne, dans le repère latitude-longitude) et du point de vue du sol (dernière ligne, 
dans le repère de la caméra hémisphérique). Seul le site n°1 est représenté sur cette image.  
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L’objectif de cette illustration est de pointer l’importance qu’occupe l’altitude des 
nuages dans la problématique qui nous intéresse, au-delà des problèmes d’occlusion. Plu-
sieurs aspects ne sont pas considérés dans la représentation précédente. Par exemple, 
l’épaisseur des nuages et leur géométrie en trois dimensions compliquent la perception de 
la scène par seulement deux points de vue.  
 
III.1.5 Effet parallaxe 
De manière générale, la parallaxe est l’effet du changement de position d’un observa-
teur sur la perception de l’objet éloigné observé. Ici, l’effet parallaxe intervient à la fois 
sur la différence de point de vue du satellite et de la direction d’éclairement du Soleil, et à 
la fois entre les points de vue de la caméra et de celle du satellite. Ces effets sont illustrés 
sur les figures 35 et 36 en prenant l’exemple de la position angulaire du Soleil le  3 juin 
 015 à midi (UT) où l’effet a beaucoup d’influence puisque proche du solstice d’été. La 
figure 35 indique que, du fait de cet effet parallaxe, les nuages de l’hémisphère Nord (resp. 
Sud) sont perçus par le satellite décalées vers au Nord (resp. Sud). Un site peut ainsi être 
considéré comme couvert par des nuages depuis le satellite alors qu’il est en fait ensoleillé, 
et inversement.  
 
  
(a) (b) 
Figure 35 – Explication du phénomène de parallaxe : vue schématique dans le référentiel géocentrique (a) 
et terrestre (b). Dans le référentiel terrestre, l’angle des rayons de visées du satellite MSG (en violet) fait 
qu’ils atteignent le sol avec un angle d’élévation de 36.4°. La situation proposée corresp ond à celle du sols-
tice d’été (càd. le  0 ou  1 juin). Schéma inspiré des animations de http://astro.unl.edu. 
 
Cet effet est observable sur la figure 36. La représentation de l’ensemble des informa-
tions pour un instant donné telle que proposée sur cette figure sera utilisée de façon ré-
currente dans la partie III.4. En haut à droite se trouve l’image hémisphérique orientée de 
la même manière que les images satellites, l’instant de l’image hémisphérique étant 4 min 
en avance par rapport à l’instant d’acquisition de l’image satellite afin d’assurer une cor-
respondance temporelle des observations (se référer à III.3.1 pour plus de détails). À 
droite, une projection de cette image dans un plan horizontal arbitrairement imposé à 
2 km est proposée à des fins illustratives sur une grille de 500 x 500 px. En pointillés, les 
cercles concentriques de l’image hémisphérique d’origine correspondent aux angles 
d’élévation de 30° et 60°. Ils sont représentés sur l’image projetée. En haut à droite, 
Sous-estimation Sur-estimation 
76 CHAPITRE III - OBSERVATION DES COMPLÉMENTARITÉS DES SOURCES D’INFORMATION 
 
 
l’image HRV de résolution 1 km au nadir codée sur 8 bits. Pour la suite, deux marqueurs 
différents représenteront les sites à l’étude sur les images satellites. Le symbole ☆ décrira 
la position du site n°1, et le symbole ☐ celle du site n°2. En bas à droite est représentée 
l’image HelioClim correspondante de résolution 3 km au nadir, le plus souvent exprimée 
en indice de ciel clair    de manière à s’affranchir des évolutions du rayonnement par ciel 
clair. Enfin, en bas à gauche l’évolution quotidienne du rayonnement mesuré par le pyra-
nomètre du site est proposée. Les courbes théoriques de ”ciel clair” du GHI et du DHI, 
respectivement en jaune et en violet, sont issues du modèle ESRA (cf. Chapitre I). Les 
évolutions du GHI en bleu et du DHI en orange sont affichées au pas de temps 1 min, et 
l’instant d’intérêt (correspondant à l’acquisition de l’image hémisphérique du dessus) est 
matérialisé par une barre verticale rouge. 
 
Sur cette figure 36, à 7h11 le centre de l’image hémisphérique indique la présence d’un 
nuage à la verticale du site. À ce même instant, la mesure pyranométrique est typique-
ment celle d’un instant couvert, puisqu’elle vaut moins de la moitié de la valeur théorique 
par ciel clair et qu’elle n’admet qu’une très faible variabilité temporelle locale. Cependant, 
qu’il s’agisse de l’image HelioClim ou de l’image HRV, l’information satellitaire ne perçoit 
pas le site comme étant couvert par des nuages. Ces effets parallaxes dépendent de 
l’altitude, de l’épaisseur et du nombre de couches de nuages présentes.  
 
 
Figure 36 – Exemple concret d’observation de l’effet parallaxe . 
 
La figure 37 représente l’altitude du sommet des nuages estimée par les images CTH 
du KNMI. L’altitude du sommet du nuage qui se trouve légèrement au Nord du site à 
7h11 est d’environ 4 km. Ainsi du point de vue du satellite, le décalage spatial du nuage 
est perçu vers le Nord. Sachant que l’angle d’élévation du satellite MSG dans le référen-
tiel du site n°1 est de 36.4°, il est  possible d’estimer grossièrement ce décalage, équiva-
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lent au produit de l’altitude estimée du nuage et de la tangente de cet angle d’élévation 
de MSG. Dans ce cas, la parallaxe entre le point de vue du sol et le point de vue du satel-
lite est de l’ordre de 3 km. Cependant, l’évolution journalière de la position du Soleil va 
générer un déplacement de l’ombre portée du nuage dans le sens inverse de la course du 
Soleil (c’est-à-dire d’Ouest en Est). Ce phénomène est lui aussi induit par l’effet de paral-
laxe, mais il intervient cette fois-ci à cause de la différence de point de vue entre le satel-
lite et le Soleil. 
 
 
 
Figure 37 – Altitude du sommet des nuages (CTH) provenant du KNMI correspondant à la situation illu s-
trée sur la figure 36. 
 
III.2 Différence de résolution spatiale entre images 
hémisphériques et images satellites 
III.2.1 Résolution spatiale et taille du pixel 
 De manière générale, la résolution définit la faculté du système d’acquisition d’images 
à distinguer les plus petits détails de la scène observée. Dans cette étude, l’expression 
résolution spatiale sera utilisée en référence à la taille du pixel uniquement, de façon à ce 
que plus la taille du pixel est petite, plus la résolution spatiale est grande. Cette notion 
est cependant plus complexe. Selon la définition du Larousse elle est ”la propriété d’un 
système d’observation à permettre la vision distincte de deux points rapprochés”. Selon 
cette définition, la résolution spatiale de capteurs optiques dépend non seulement de la 
taille du pixel, mais aussi de la tâche image et du bruit de mesure. Nous ignorerons à ce 
stade ces deux paramètres dans notre analyse puisque le noyau de convolution des cap-
teurs embarqués dans les satellites météorologiques est généralement de rayon très faible.  
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III.2.2 Taille du pixel satellite 
L’acquisition des images satellites MSG s’opère par révolution du satellite – pour le 
scan des lignes d’Est en Ouest – et rotation du miroir interne – pour le passage à la ligne 
supérieure. Ces deux rotations effectuent un balayage angulaire régulier selon les deux 
axes. La rotondité de la Terre a une influence importante sur la résolution spatiale de 
l’image acquise, qui augmente du centre (nadir) à la bordure de l'image tel qu’illustré sur 
la figure 38.  
 
Figure 38 – Évolution de la résolution spatiale des images satellites MSG dont la résolution spatiale au 
nadir est de 3 km (tous les canaux excepté le canal 12 visible à haute résolution HRV), Source : Mines Pa-
risTech.  
 
L’angle de balayage de l’instrument SEVIRI (Spinning Enhanced Visible and InfraRed 
Imager) embarqué dans MSG est de 18°, et la longueur focale du système optique est de 
5367 mm.  Ainsi, l’altitude des nuages observés n’a que très peu d’influence sur la résolu-
tion spatiale de ceux-ci. Pour un nuage au nadir d’altitude  0 km, l’écart de taille du 
pixel central comparé à ce même pixel en l’absence de nuages est de l’ordre du mètre. 
Cette propriété des images satellites ne se vérifie pas pour les caméras hémisphériques 
puisqu’ils ont des focales nettement plus petites et sont, proportionnellement, plus 
proches des nuages.  
 
Les huit canaux IR thermiques et les trois canaux solaires ont un pas d'échantillonnage 
de 3 km au nadir. Cependant, le canal visible à haute résolution (HRV) fournit des 
images avec un échantillonnage de 1 km au nadir. Ainsi, l’évolution de la résolution spa-
tiale pour les images HRV est semblable à celle de la figure 38 mais avec le tiers des va-
leurs présentées. 
 
  
3 km
3,5 km
4 km
5 km
6 km
7 km
8 km
10 km
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III.2.3 Taille du pixel de l’image hémisphérique 
La taille du pixel de l’image hémisphérique dépend principalement de l’altitude de la 
base du nuage observé (altitude de la base puisqu’observés depuis le dessous) et de la 
position du pixel dans l’image (dépendance vis-à-vis de l’angle entre le pixel et le zénith, 
appelé angle zénithal du pixel – PZA, pixel zenithal angle). La figure 39 décrit l’évolution 
de la longueur des pixels pour trois altitudes données (1km, 5 km et 10 km) selon la posi-
tion du pixel dans l’image. La résolution des pixels est proportionnelle à l’altitude du 
nuage observé et dépend de l’angle zénithal de chaque pixel.  
 
Figure 39 – Lignes de niveaux des longueurs des pixels (en m) de l’image hémisphérique en fonction de 
l’altitude de la base du nuage considéré. Le pixel central de l’image pour ces altitudes est respectivement de 
longueur 40 m, 200 m et 400 m aux altitudes 1 km, 5 km et 10 km. 
III.3 Différence de résolution temporelle des informa-
tions 
III.3.1 Instant d’acquisition des pixels de l’image satellite 
Le principe d’acquisition des images satellites issues du satellite MSG est décrit dans la 
figure 40. Cette acquisition est réalisée en utilisant la combinaison de la révolution du 
satellite et de la rotation des miroirs de balayage, un processus pas à pas qui induit un 
écart d’instant d’acquisition entre les pixels de l’image finale. Les images sont prises du 
Sud au Nord et d'Est en Ouest.  
 
Figure 40 – Principe d’acquisition d’une image par le satellite Météosat Seconde Génération (MSG). 
Source : Müller et al. (2013). 
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Les informations fournies par EUMETSAT ont permis de générer la figure 41. L'ima-
geur à 12 canaux du satellite, appelé SEVIRI, observe le disque complet de la Terre avec 
un cycle de répétition de 15 minutes. L’inscription en rouge correspond à l’instant 
d’acquisition de la ligne de pixels recouvrant les sites à l‘étude. Aussi, afin de s’assurer de 
la cohérence d’une comparaison avec les images hémisphériques, l’instant d’acquisition 
des extrémités des images satellites sont affichées sur la figure 41. L’instant   associé à 
chaque image satellite étant l’instant de fin d’acquisition, la comparaison avec les infor-
mations in situ se fera en prenant l’instant        comme référence au sol, avec une 
erreur acceptable de moins de 10 s. 
 
 
Figure 41 – Détermination de l’instant d’acquisition des lignes de l’image satellite. En rouge la durée entre 
le début d’acquisition de l’image et l’acquisition de la ligne qui contient les deux sites d’étude. 
III.3.2 Résolution temporelle des informations in situ 
L’instrumentation in situ délivre les mesures du GHI et du DHI qui sont stockées au pas 
de temps 1 min par intégration sur les derniers échantillons recueillis. La prise de photo 
de l’imagerie hémisphérique est quant à elle paramétrée sur un pas de temps 10 s. Cette 
différence de résolution temporelle avec les images satellites peut être assimilée de trois 
manières : (1) pour les observations de la suite de ce chapitre et pour toute analyse au 
pas de temps 15 min, seule l’image obtenue instantanément 4 min avant l’image satellite 
sera exploitée ; (2) pour une analyse des pas de temps plus courts, des techniques de sur-
échantillonnage temporel des images satellites peuvent être utiles pour l’utilisation de 
l’ensemble des images hémisphériques (cf. annexe A2) ; (3) l’agrégation temporelle des 
images hémisphériques pour se ramener à un pas de temps de 15 min est une méthode 
qui a été écartée puisqu’elle floute l’information sur la position des nuages et leur texture, 
réduisant considérablement leur potentiel d’exploitation. 
11 min 29 s
11 min 06 s
10 min 55 s
10 min 03 s
11 min 01 s
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III.4 Observation des complémentarités des diffé-
rentes sources d’information  
Les nuages sont perçus différemment du point de vue de chaque source d’information.  
Ces observations tentent d’illustrer – de manière non exhaustive – certaines particularités 
directement issues des caractéristiques des sources d’information en présence, mais éga-
lement certaines complémentarités qui suggèrent de tirer parti d’une utilisation conjointe 
de ces informations.  
III.4.1 Ciel clair 
La situation de ciel clair est souvent considérée comme le cas le plus simple à estimer 
ou à prévoir. Cependant, certaines caractéristiques des sources d’information et de la phy-
sique atmosphérique peuvent rendre cette tâche complexe.  
 
En effet, la définition même d’un instant de ciel clair comme étant l’absence de nuages 
peut être ambiguë à cause de la définition d’un nuage qui peut être évasive. Calbó et al. 
(2017) ont dédié une publication scientifique au sujet de la frontière floue entre les défini-
tions de nuages et d’aérosols, qui font toutes deux référence au même phénomène phy-
sique : des particules en suspension dans l’air. Cette distinction se justifie par leurs diffé-
rences de compositions, de taille et de nombre de particules (i.e. différences de propriétés 
optiques).  
Certaines des situations proposées dans ce paragraphe s’inscrivent dans la zone appelée 
« crépusculaire » – twilight – par Koren et al. (2007), qui décrit une ”ceinture de forma-
tion et d'évaporation de fragments de nuages et d'aérosols hydratés s'étendant à des di-
zaines de kilomètres des nuages dans la zone dite «sans nuage»”. Comme nous l’avons 
expliqué dans l’introduction, certains modèles de ciel clair, tel que le produit McClear, 
incorpore les informations sur les aérosols dans le modèle de ciel clair.  
 
Certaines pistes d’explications ont été mentionnées, les observations des instants de ciel 
clair se focaliseront sur les situations décrites dans le tableau suivant, où 1 correspond à 
un instant perçu comme ciel clair selon chaque source :  
Description de la situation Figure  
associée 
Mesure 
du GHI 
Image 
au sol 
Image 
HRV 
Image  
HelioClim 
Toutes les sources d’information 
s’accordent sur le ciel clair 
Figure 42 1 1 1 1 
La mesure dévie de la courbe de ciel 
clair sans nuage visible 
Figure 43 0 1 1 1 
Des nuages sont visibles à l’horizon 
mais aucun impact sur la mesure 
Figure 44 1 0 1 1 
Image satellite dégagée, mais du point 
de vue du sol le ciel est couvert : 2 
possibilités, soit effet parallaxe soit 
nuage plus petit qu’1 km. 
Parallaxe 
Figure 36 
0 0 1 1 
Petit nuage 
Figure 45 
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La figure 42 est une situation proche du cas idéal d’un jour de ciel clair. À l’instant 
considéré, aucun nuage n’est apparent sur les trois images. L’image HRV affiche ainsi la 
silhouette de la côte atlantique aux abords de la région de Vendée. Dans cette situation, 
la qualité des estimations ou prévisions du rayonnement solaire repose principalement sur 
la capacité à estimer ou prévoir les concentrations des différents constituants atmosphé-
riques qui ont un impact sur le rayonnement solaire incident au sol, et ainsi obtenir une 
courbe d’éclairement par condition de ciel clair proche de la mesure. D’après la figure 42, 
le modèle climatologique ESRA semble convenir aux conditions atmosphériques de la 
journée du 02/09/2014. Cependant certaines légères déviations peuvent survenir lorsque 
le trouble de Linke effectif s’éloigne de celui estimé dans le calcul du modèle ESRA. Par 
exemple, les valeurs affichées sur la courbe de la mesure de la figure 43 sont systémati-
quement plus petites que les valeurs estimées par le modèle ESRA, ce qui suggère une 
sous-estimation de la valeur de ce trouble. 
 
 
Figure 42 – Instant perçu comme ciel clair par toutes les sources d’information. Aucun nuage n’est visible 
sur les deux types d’images et la mesure suit parfaitement la courbe théorique d’éclairement par ciel clair du 
modèle d’ESRA. 
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Figure 43 – Instant perçu comme ciel clair par toutes les images : aucun nuage n’est visible sur les images 
satellites comme sur l’image hémisphérique. Cependant la mesure s’éloigne légèrement de la courbe thé o-
rique d’éclairement par ciel clair du modèle d’ESRA. 
La définition du « ciel clair » comme une absence de nuages n’attribuerait pas l’instant 
de la figure 44 à cette catégorie. En effet, l’image hémisphérique indique la présence de 
nuages dans plusieurs secteurs du ciel, essentiellement dans sa partie Ouest. Cependant, 
l’observation de la mesure indique que la courbe d’éclairement par ciel clair est presque 
parfaitement atteinte sur une période de 30 min. Du point de vue satellitaire, le site n°1 
peut également être considéré comme ciel clair. Cette situation illustre la difficulté 
d’estimer le rayonnement diffusé par l’environnement nuageux et les autres constituants 
atmosphériques.  
 
 
Figure 44 – Instant perçu comme ciel clair du point de vue satellitaire et de la mesure, mais des nuages 
sont présents sur l’image hémisphérique. 
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Le déficit de résolution spatiale des images satellites est illustré par la situation de la fi-
gure 45, où le point de vue satellitaire n’est pas en mesure d’estimer et encore moins de 
prévoir la baisse de rayonnement observée à 13h26 le 01/08/2014 sur le site n°1. Ces 
fluctuations d’amplitude moyenne autour de 70 % de la valeur par ciel clair peuvent être 
attribuées aux nuages filandreux observés sur l’image hémisphérique, dont la taille et la 
transparence en font des objets difficiles à percevoir avec la résolution spatiale limitée de 
l’observation satellitaire.  
 
Un lien entre variabilité spatiale et variabilité temporelle peut être observé ici, où les 
petits amas nuageux viennent atténuer tour à tour le rayonnement direct reçu par le py-
ranomètre. Ce nuage a été identifié comme étant un cirrocumulus, grâce à son aspect 
granuleux et son altitude estimé par l’image CTH est de plus de 6 km. Ces nuages sont 
principalement constitués de cristaux de glace. 
 
 
Figure 45 – Des nuages de très petites tailles se trouvent dans la zone circumsolaire, générant une variab i-
lité moyenne du rayonnement au sol. L’image hémisphérique délivre une bonne perception de ce type de 
nuages, mais leur taille inférieure aux résolutions des images satellites en font des objets invisibles du point 
de vue satellitaire. 
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III.4.2 Ciel couvert 
Typiquement, un instant correspondant à un ciel couvert admet un rayonnement global 
et direct mesuré plus faible par rapport à sa valeur théorique par ciel clair et une variabili-
té temporelle locale plutôt faible. Une situation faisant l’unanimité des observations des 
sources d’informations est proposée sur la figure 46. Tous les pixels de l’image hémisphé-
rique perçoivent le nuage dense présent au-dessus du site, les images satellites indiquent 
nettement la présence du nuage sur le site et ses environs, et la mesure du GHI égale celle 
du DHI, atteignant 10 % de sa valeur théorique par ciel clair et ne variant que très légè-
rement dans le voisinage de l’instant considéré.  
Dans un contexte prédictif, toutes les sources d’information s’accordent sur la prévision 
d’un instant couvert à court et très court terme. Cependant, une prévision précise du 
rayonnement diffus ou de pics de rayonnement direct n’est pas chose aisée. Par exemple, 
le pic de rayonnement intervenant à 16 h est complexe à prévoir : il s’agit d’un trou de 
petite taille dans la couverture nuageuse dense qui, du point de vue du sol, va laisser en-
trevoir le Soleil. Or, pour prévoir un tel évènement au bon moment, il est nécessaire 
d’avoir une bonne estimation du déplacement des nuages (CMV), une bonne résolution 
spatiale et une bonne estimation de la parallaxe (donc de l’altitude des nuages). 
 
 
Figure 46 – Exemple d’un instant totalement couvert par des nuages ne laissant passer que 10 %  du 
rayonnement théorique par condition de ciel clair. Toutes les sources d’information sont en accord.  
 
 
 
 
 
 
 
86 CHAPITRE III - OBSERVATION DES COMPLÉMENTARITÉS DES SOURCES D’INFORMATION 
 
 
La situation illustrée par la figure 47 présente également les caractéristiques d’un ciel 
couvert. Pourtant, une partie de l’image hémisphérique observe bien le ciel et non des 
nuages. La couverture nuageuse est localisée au-dessus du site n°1, selon le point de vue 
du satellite. Ainsi, cette figure et la figure 44 laissent penser que la présence ou non de 
nuages dans la zone circumsolaire joue un rôle prédominant dans l’atténuation du rayon-
nement solaire incident au sol. Blanc et al. (2014) soulignent le rôle significatif que joue 
cette zone sur l’évolution des composantes du rayonnement solaire incident au sol que 
sont les éclairements direct et diffus circumsolaire. 
 
 
Figure 47 – Situation où le ciel est considéré comme couvert par toutes les sources d’information bien que 
le ciel soit visible sur l’image hémisphérique et que la couverture du nuage atténuant l’éclairement ne couvre 
qu’une portion limitée de la zone au -dessus du site n°1. 
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III.4.3 Ciel variable 
L’une des spécificités du rayonnement solaire incident au sol est sa variabilité à haute 
fréquence temporelle que génèrent les nuages par obstructions successives des compo-
santes directe et diffuse circumsolaire du rayonnement. L’anisotropie de la composante 
diffuse de la luminance solaire joue également un rôle non négligeable sur cette variabilité.  
 
 
Figure 48 – Haute variabilité temporelle de la mesure avec forte amplitude. Nuages fractionnés sur l’image 
hémisphérique, légèrement perçus par HRV mais information floue sur HelioClim 
 
Un exemple de situation affichant une telle variabilité de grande amplitude est proposé 
à la figure 48. Sur l’image hémisphérique, des nuages de tailles variables sont répartis 
dans le ciel au-dessus du site n°1. Les mouvements et l’évolution de cette couverture nua-
geuse fractionnée engendrent une forte variabilité temporelle du rayonnement, principale-
ment entrainée par l’évolution « en dent-de-scie » de sa composante directe et les piques 
marqués de la composante diffuse suite à de complexes et fugaces réflexions multiples. Du 
point de vue satellitaire, l’image HRV perçoit la « granularité » de la couverture nua-
geuse, mais, compte tenu de la vitesse de déplacement des nuages, sa résolution tempo-
relle ne permet pas de prévoir précisément la variabilité observée sur la mesure au pas de 
temps 1 min. L’image HelioClim est directement une estimation du rayonnement solaire 
sur le site, mais sa résolution spatiale étant trois fois moindre que celle de l’image HRV : 
uniquement le contenu de plus large échelle peut être perçu.  
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Pour illustrer les conséquences de la limite de résolution spatiale et temporelle des 
images HelioClim, la figure 49 donne l’évolution de l’estimation – par interpolation li-
néaire – de l’estimation issue d’HelioClim suivant son pas de temps d’origine de 15 min. 
Cette série temporelle est juxtaposée avec celles issue des mesures in situ au pas de temps 
1 min et 15 min, pour la journée du 30/07/2015. La comparaison de ces courbes, no-
tamment celles suivant le même pas de 15 min, montre clairement que la résolution spa-
tiale et temporelle d’HelioClim ne permet pas de capter cette haute variabilité spatiale et 
temporelle du rayonnement, et constitue donc une source d’erreur pour l’estimation et la 
prévision solaire. 
 
 
Figure 49 – Conséquences des limites de résolutions spatiales et temporelles d’HelioClim sur le contenu 
haute fréquence non perçu. 
 
Du point de vue prévisionnel, la particularité de ce jour est la présence d’un mouve-
ment des nuages du Nord-Est vers l’Ouest, avec une déformation des nuages allant 
jusqu’à leur disparition lors de leur arrivée au-dessus de l’océan Atlantique. Dans ce type 
de situations, plusieurs facteurs rendent la prévision précise du rayonnement solaire com-
plexe même sur de courts horizons. Notamment, l’hypothèse de mouvement simplement 
advectif des nuages sans déformation, ni formation / disparition est de moins en moins 
vérifiée à mesure que l’horizon de prévision augmente. De plus, des estimations précises 
de l’altitude et du mouvement des nuages sont nécessaires pour prévoir toutes les rampes 
de pentes positives et négatives résultantes sur le rayonnement solaire incident au sol. Le 
dépassement récurrent de la courbe de ciel clair tout au long de la journée fera l’objet du 
paragraphe III.4.5. 
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La figure 50 propose une situation dont la couverture nuageuse s’avère complexe à mo-
déliser dynamiquement. En particulier, les amplitudes des variations dépendent de 
l’atténuation qui en est faite par chaque partie des nuages. 
 
 
Figure 50 – Situation illustrative de la complexité de la couverture nuageuse susceptible d’intervenir sur le 
territoire côtier français. 
 
Enfin, dans certains cas la variabilité spatiale des images HRV ne suffit pas non plus, 
comme le montre la figure 51 pour laquelle la forte variabilité temporelle de la mesure ne 
peut être complètement caractérisée par l’information satellitaire, même à l’aide du canal 
de haute résolution du visible HRV. 
 
 
Figure 51 – Haute variabilité temporelle, variabilité invisible sur HelioClim, peu visible sur HRV. 
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III.4.4 Ressemblance multiéchelle de la couverture nuageuse 
L’Organisation Mondiale de la Météorologie (WMO) liste une grande diversité de types 
de nuages8, avec des altitudes et des caractéristiques de formes typiques. Certains ont la 
particularité d’avoir un aspect semblable à plusieurs échelles spatiales d’observation 
(autosimilarité). La figure 52 illustre une situation dont la couverture nuageuse a été 
identifiée comme étant de type cirrostratus. Ce type de nuage a la particularité de 
s’étendre de manière stratiforme en haute altitude, avec des propriétés de transparence 
générant un haut niveau de rayonnement diffus, tel qu’illustré sur la mesure du DHI (en 
orange) conjointement à une baisse importante de la composante directe.  
 
Sur l’image hémisphérique, le Soleil apparait en « transparence » et génère un halo 
lumineux dans la zone circumsolaire – typique de ce type de nuages. Enfin, du point de 
vue satellitaire, l’image HRV n’affiche que très peu de contenu hautes fréquences et 
l’image HelioClim indique une valeur moyenne de l’indice de ciel clair (c.-à-d 0.6). Ce 
déficit de contenu de haute fréquence spatiale de ce type de nuage indiqué par les trois 
images se répercute sur la mesure du GHI autour de l’instant considéré. 
 
La principale difficulté qu’évoque ce type de situation est l’estimation du rayonnement 
solaire à l’aide uniquement de l’image hémisphérique. Le point de vue satellitaire semble 
très approprié pour la prévision solaire en présence de ce type de nuages, grâce à la res-
semblance multiéchelle des propriétés du cirrostratus. 
 
 
Figure 52 – Exemple de la présence d’un cirrostratus observé par toutes les sources. 
 
 
                                    
8 Atlas international des nuages de l’organisation météorologique mondiale – https://cloudatlas.wmo.int 
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À nouveau dans la catégorie des nuages de haute altitude, la figure 53 affiche une si-
tuation où la présence d’un nuage de type cirrus semi-transparent est observable sur les 
trois images. L’aspect filandreux se retrouve à plusieurs échelles spatiales : sur l’image 
hémisphérique, sur l’image HRV et dans une moindre mesure sur l’image HelioClim. 
L’effet de cette couverture nuageuse sur le rayonnement au sol est très caractéristique : il 
induit des légères fluctuations autour de la courbe de ciel clair. Au regard du rayonne-
ment diffus mesuré, l’atténuation du rayonnement direct par ce nuage semi-transparent 
est en partie compensée par l’augmentation du rayonnement diffus. 
 
Les similitudes multiéchelles vont dans le sens d’une description fractale des nuages 
telle que suggérée par Lovejoy et Mandelbrot (1985), où la forme des nuages est inva-
riante par changement d’échelle. Une telle propriété pourrait ainsi être exploitée afin 
d'établir des prévisions aux échelles spatiales plus petites, et de manière corollaire avec 
des pas de temps plus fins.  
   
 
Figure 53 – Texture filandreuse des nuages perceptible sur les 3 images. Faible variabilité de la mesure au-
tour de la courbe de ciel clair. 
 
III.4.5 Nets dépassements de la courbe de ciel clair 
Un phénomène qui se produit notamment régulièrement sur les sites à l’étude et qui 
rencontre un intérêt croissant dans la communauté scientifique est nommé de nombreuses 
manières : over irradiance, overshoot, cloud edge, cloud enhancement, cloud lensing, irra-
diance spikes caused by broken clouds, silver lining, super irradiance, cumulus solar-
irradiance reflection, cloud gap effect, irradiance enhancement. Ces dénominations se réfè-
rent toutes à un accroissement rapide et important de la composante diffuse du rayonne-
ment causé par les nuages entourant le disque solaire non obstrué. Cet accroissement du 
rayonnement diffus vient donc s’ajouter au rayonnement direct, ce qui a pour effet une 
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amplification du rayonnement global pouvant ainsi dépasser de 30% – dans le cas ex-
trême – la valeur au sommet de l’atmosphère sur les données au pas de temps 1 min 
(Gueymard, 2017). Cette dernière étude propose une analyse détaillée de ce phénomène à 
l’aide de 10 ans de données de mesures au pas de temps 1 min et 1 s. Nous décidons de 
nommer ces évènements « suréclairement ». 
 
L’étude de ce phénomène a une importance du point de vue opérationnel, notamment 
pour le dimensionnement optimal des onduleurs des systèmes PV (Luoma et al., 2012). 
Par ailleurs, Chicco et al. (2016) soulignent-ils l’effet négatif qui est induit par ces effets 
sur les performances des prévisions des  puissances produites par des systèmes photovol-
taïques dont les onduleurs, non dimensionnés pour ces niveaux de suréclairements, indui-
sent des écrêtements fugaces mais importants de la puissance en sortie. 
 
La figure 54 présente une situation pour laquelle ce phénomène de suréclairement inter-
vient sur une période d’une heure. Le cumulus longiforme qui apparaît sur l’image hémis-
phérique et sur les images satellites a une frontière située dans la zone circumsolaire. 
L’analyse précise de ce phénomène dans cette situation n’est pas simple, mais il repose 
certainement sur la conjonction de plusieurs effets d’accroissement de rayonnement en 
lien avec la diffusion et réflexion de celui-ci par les constituants atmosphériques – nuages 
inclus – et par l’albédo du sol. De ces effets multiples résulte une augmentation du diffus 
difficile à modéliser, estimer et donc à prévoir en se basant uniquement sur ces informa-
tions.  
 
 
Figure 54 – Observation du phénomène de suréclairement persistant sur une heure. Illustration de la com-
plexité de l’analyse du phénomène avec les moyens d’observation disponibles.  
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Toujours dans l’observation du phénomène de suréclairement, la figure 55 tente 
d’illustrer une difficulté supplémentaire de ce type d’évènements : les nuages observés 
dans l’image hémisphérique – qui semblent contribuer grandement à ces phénomènes – ne 
sont pas identifiables sur les images satellites, qu’il s’agisse de l’image HRV ou de l’image 
HelioClim. La présence de nuages fractionnés favorise l’apparition de ces dépassements 
très nets du rayonnement théorique par ciel clair. Dans cette situation, l’effet a perduré 
pendant 30 min. 
 
Figure 55 – Observation d’un phénomène de suréclairement alors que rien n’est visible avec l’information 
satellitaire uniquement.  
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Enfin, les instants des deux maxima du GHI mesuré sur les sites n°1 et n°2 sont présen-
tés par les figures 56 et 57. Ils correspondent respectivement à un rayonnement incident 
mesuré à 1294      et 1330    , soit 109% et 118% des valeurs correspondantes 
hors de l’atmosphère. Dans les deux cas, les situations nuageuses sont relativement com-
plexes et entrainent une haute variabilité temporelle sur la mesure. La variabilité spatiale 
à haute fréquence des nuages est peu visible avec l’image HRV et totalement impercep-
tible avec l’image HelioClim. 
 
 
Figure 56 – Maximum de rayonnement atteint sur le site n°1 à 11h45 le 18/05/2015 pour atteindre 1294 
     sur les mesures du GHI au pas de temps 1 min. Ce dépassement correspond à un dépassement de 9%  
de la valeur théorique au sommet de l’atmosphère. 
 
 
Figure 57 – Maximum de rayonnement atteint sur le site n°2 à 11h45 le 02/08/2014 pour atteindre 1330 
     sur les mesures du GHI au pas de temps 1 min. Ce dépassement correspond à un dépassement de 
18%  de la valeur théorique au sommet de l’atmosphère. 
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III.4.6 Situations propices à l’exploitation de complémentari-
tés 
Certaines situations mettent en évidence des complémentarités entre les sources 
d’information, et suggèrent qu’une exploitation de ces complémentarités peut être béné-
fique pour l’application aux estimations et prévisions solaires. 
 
La situation de la figure 58 présente un nuage dont l’épaisseur semble suffisamment 
fine pour envisager une correspondance entre l’image hémisphérique et l’image HRV. Une 
telle tentative a été réalisée, mais de nombreux facteurs limitent la mise en œuvre de 
cette mise en correspondance :  
 La couverture nuageuse doit être monocouche puisque les points de vue sont 
opposés ; 
 Dans le cas où la couverture nuageuse a une texture autosimilaire, l’association 
de l’image hémisphérique avec l’image satellite est délicate 
Nous reviendrons sur ces difficultés au paragraphe III.5. 
 
 
Figure 58 – Instant précédent un passage au ciel clair, couche nuageuse fine, silhouette de la frontière du 
nuage perceptible sur l’image HRV. 
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La matinée du 17/08/ 014 sur le site n°1 permet d’illustrer les avantages et inconvé-
nients de chaque source d’information. Les figures 59, 60 et 61 affichent les différentes 
observations respectivement à 9h, 10h et 11h.  
 
L’évolution des masses nuageuses est ainsi proposée selon les différents points de vue. 
Les images satellites de la figure 59 indiquent qu’un nuage est présent au-dessus du site à 
9h, bloquant la composante directe du rayonnement incident. Sur l’image hémisphérique, 
seul ce nuage est visible, occupant la totalité de l’hémisphère observé. En se basant uni-
quement sur ce type d’images, il est ainsi impossible de prévoir la situation décrite sur la 
figure 60 où une couverture nuageuse fractionnée apparait une heure plus tard – couver-
ture qui n’est pas encore visible à 9h du point de vue du sol. 
 
Figure 59 – Ciel couvert observé sur toutes les sources d’informations. 
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Ensuite, à 10h sur la figure 60, la masse nuageuse perçue du point de vue satellitaire 
s’est déplacée de telle manière que sa frontière s’approche du site d’intérêt. Or en obser-
vant l’image hémisphérique, cette frontière est en fait constituée de petits amas nuageux 
spatialement répartis. Ce sont ces petits nuages qui font obstacle au rayonnement direct 
du Soleil, générant ainsi la haute variabilité temporelle de la mesure autour de l’instant 
d’intérêt. L’image hémisphérique permet donc une bonne description de la variabilité spa-
tiale à haute résolution, et donc de la variabilité temporelle à très court terme. Dans cette 
situation, la masse nuageuse au sud de l’image hémisphérique correspond à la masse nua-
geuse couvrant le site une heure avant. Cependant, là encore, il n’est pas possible de pré-
voir la situation de ciel clair qui apparaît 20 min plus tard en se basant uniquement sur 
l’image hémisphérique, du fait de sa vision limitée du ciel par l’horizon.  
 
 
Figure 60 – Nuages fractionnés générant une grande variabilité temporelle de la mesure . 
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Enfin, la situation à 11h de la figure 61 affiche un ciel clair quasi parfait du point de 
vue de toutes les sources d’information. En conclusion, la dynamique du rayonnement 
solaire à basse fréquence est plutôt bien décrite par l’information satellitaire, mais son 
déficit de résolutions spatiale et temporelle dégrade sensiblement sa capacité à représenter 
la variabilité de haute fréquence temporelle induite par une couverture nuageuse en mou-
vement et finement fractionnée. Leur large couverture spatiale permet cependant 
d’effectuer des prévisions à plus long terme avec toutefois un effet parallaxe, source 
d’erreurs notamment temporelle qui aura des conséquences mesurables par le TDI : ce 
point sera discuté en détail dans le chapitre IV. 
 
 L’image HelioClim délivre une estimation du rayonnement solaire ce qui facilite son 
utilisation dans le contexte prédictif. À l’inverse, l’image hémisphérique permet une bonne 
description de la couverture nuageuse au-dessus du site, propice à une estimation et une 
prévision à très court terme des variations brusques. Cependant, sa vision limitée du ciel 
limite intrinsèquement les horizons de prévision possibles.  
 
 
Figure 61 – Ciel clair observé sur toutes les sources d’information. 
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III.4.7 Anomalies ou événements limitant l’exploitation des 
données 
Ce paragraphe recense plusieurs artefacts, événements ou anomalies limitant 
l’exploitation des données ou qui sont susceptible de générer de mauvaises interprétations 
de celles-ci.  
 
Ces exemples particuliers montrent que l’exploitation des différentes sources 
d’observations présentées ici soulève non seulement des difficultés théoriques complexes 
(effets de parallaxe, de suréclairement, de déficit de résolutions spatiales et temporelles, 
etc.) mais aussi des difficultés pratiques de mesures dans des conditions réelles qu’il ne 
faut pas oublier ou négliger. 
 
Tout d’abord, les évènements météorologiques tels que la pluie, la grêle ou la neige 
peuvent altérer l’exploitation des instrumentations in situ. Sur l’image hémisphérique, la 
figure 62 affiche un exemple d’instant où les gouttes de pluie viennent localement entra-
ver la visibilité de la scène. Ces gouttes peuvent rester plusieurs heures sur l’objectif de la 
caméra et détériorent la qualité des algorithmes de détection de nuages ou d’estimation 
du rayonnement.  
 
Des algorithmes de détection de ces gouttes d’eau ont par exemple été proposés par 
Roser et Geiger (2009) avec des tentatives de suppression de ces artefacts par You et 
Tan (2013). Sur les deux sites, aucun épisode de neige n’a été détecté sur la période 
d’étude. Or, la neige est un problème fréquent dans les analyses in situ de données pyra-
nométriques, d’images hémisphériques ou de production photovoltaïque puisque les ins-
truments recouverts de neige ne délivrent plus l’information désirée.  
 
 
Figure 62 – Exemple d’un instant couvert pour lequel l’effet des gouttes d’eau détériore la perception de 
l’image hémisphérique. Avant 10h, trou dans la couche nuageuse qui génère un phénomène de suréclaire-
ment. 
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Qu’elles soient les conséquences ou non de précipitations, des salissures et poussières 
s’installent progressivement sur l’objectif de la caméra hémisphérique, ainsi que sur les 
autres instruments de mesure in situ. Une illustration de ce phénomène est proposée fi-
gure 63. Ces salissures peuvent perdurer plusieurs jours en attendant les prochaines in-
tempéries ou le prochain nettoyage de l’instrumentation lors de la maintenance.  
 
 
Figure 63 – Observation de salissures liées aux intempéries précédentes.  
 
D’autres évènements liés à la faune locale peuvent survenir. La figure 64 illustre les 
obstructions du champ visuel de la caméra par des araignées et des oiseaux. De la même 
manière, et certainement plus difficiles à détecter, des oiseaux peuvent se percher sur 
l’instrumentation voisine et perturber les mesures. L’exemple de la figure 65 est typique 
de l’impact d’un oiseau posté sur un pyranomètre. La journée du 06/06/2015 est une 
journée où le ciel est complètement dégagé. Or entre 13h15 et 13h30, la mesure chute 
brutalement. L’image hémisphérique correspondant à cet instant renseigne sur la présence 
d’un oiseau sur le capteur SPN1 voisin. 
 
  
(a) (b) 
Figure 64 – Observation de la faune prenant support sur la caméra hémisphérique. Exemple d’une ara i-
gnée (a) et d’un oiseau (b) observés sur le site n°1. 
 
< 
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Figure 65 – Impact de la présence d’un oiseau sur le capteur pyranométrique lors d’une journée de ciel 
clair. 
 
Finalement, plusieurs évènements sont susceptibles d’affecter la qualité des observations 
et des mesures in situ. Certains évènements peuvent également altérer l’information satel-
litaire, comme des déviations dans l’orientation, des perturbations ou des images man-
quantes. Cependant ces évènements sont moins fréquents et vite maitrisés par les entités 
responsables de la qualité du service délivré par les satellites géostationnaires.  
 
III.5 Vers l’exploitation des complémentarités 
Ce chapitre a été l’occasion d’observer les points communs et les différences des 
sources d’information à disposition. Aussi, des potentiels de complémentarités émergeant 
de ces observations ont été identifiés. En particulier, profiter de la fine résolution spatiale 
et temporelle des observations in situ, de la large couverture nuageuse perçue par le satel-
lite, de la différence de point de vue des deux imageurs sont des pistes prometteuses dans 
la recherche de synergies.  Ces synergies seront exploitées par l’utilisation de techniques 
de fusion de données. 
 
La définition de la fusion de données proposée par Wald (1999) et qui sera retenue 
dans la suite de ce document est la suivante : « la fusion de données constitue un cadre 
formel dans lequel s’expriment les moyens et techniques permettant l’alliance des données 
provenant de sources diverses. Elle vise à l’obtention d’information de plus grande qualité ; 
la définition exacte de « plus grande qualité » dépendra de l’application ».  
 
Dans notre cas, comme nous l’avons souligné dans le chapitre II, que l’on considère 
l’estimation ou la prévision du rayonnement solaire, une plus grande qualité s’exprimera 
en termes d’alignement temporel, de suivi des rampes et d’erreur statistique vis-à-vis de la 
mesure.  
Au préalable, afin d’allier les données de sources diverses, il est essentiel de trouver un 
référentiel commun avant toute opération de fusion. Dans notre étude, ces référentiels 
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géométrique et temporel communs doivent être définis afin d’envisager l’élaboration de 
schémas de fusion.  
 
Une première idée d’exploitation des complémentarités, qui ont été identifiées dans ce 
chapitre, a été de considérer les images satellites et les images hémisphériques comme des 
informations en partie redondantes de la géométrie 2D des nuages au-dessus des sites 
d’étude dans le plan horizontal. L’objectif était de pallier le déficit de résolution spatiale 
des images satellites en incorporant les détails de l’image hémisphérique, en espérant affi-
ner suffisamment le contour des nuages localement au-dessus de chaque site pour amélio-
rer la qualité du rayonnement solaire estimé et/ou prévu. Cette idée – qui a été explorée 
mais qui n’est pas détaillée dans ce document – s’est heurtée à la complexité de la géo-
métrie des deux types d’images et des nuages observés, avec en particulier leur différence 
de point de vue qui rend l’alignement des deux types d’images compliqué.  
 
L’étude des nuages en deux dimensions a ainsi rapidement trouvé ses limites dans la re-
cherche d’une exploitation des complémentarités des sources d’information disponibles. La 
différence de point de vue, qui était considérée comme une limitation de l’approche  D, 
est la base de l’approche qui sera développée dans les deux prochains chapitres : l’idée 
sous-jacente consiste à profiter justement de cette différence de point de vue pour estimer 
la géolocalisation 3D des nuages par fusion des données contenues dans les deux types 
d’images. Dans tout le manuscrit, l’expression géolocalisation des nuages fera référence à 
la fusion de données dans l’espace 3D. 
 
En effet, l’espace 3D s’avère être un référentiel géométrique commun privilégié autori-
sant l’alliance des données présentées dans ce chapitre. Cependant, les deux types 
d’images ont des résolutions temporelles eux aussi différentes : il sera également néces-
saire de trouver un référentiel temporel commun.  
 
Face aux complexités géométriques de l’observation des scènes nuageuses, un simula-
teur a été conçu afin de mieux comprendre les potentialités qu’offre le référentiel 3D en 
termes d’estimation de la géolocalisation des nuages dans l’espace. Le chapitre IV décrit 
le principe de la méthode de géolocalisation proposée qui exploite la différence de point 
de vue des deux types d’images, puis présente les résultats issus du simulateur. La néces-
sité d’un référentiel temporel commun n’interviendra qu’au chapitre V, où la géolocalisa-
tion des nuages sera appliquée aux données réelles puis exploitée à des fins d’estimation 
et de prévision de la ressource solaire. 
 
 
  
 
Chapitre IV - Simulateur géométrique 
3D : validation spatiale  
de la géolocalisation 
Les observations du chapitre III ont notamment permis d’illustrer l’importance de la 
contribution des nuages sur la variabilité temporelle à hautes fréquences du rayonnement 
solaire. En particulier, leurs altitudes, leurs formes et leurs déplacements sont à l’origine 
de la majorité des variations brusques du rayonnement direct lorsque ceux-ci obstruent le 
disque et l’auréole solaires. La recherche d’une prévision précise de ces variations passe 
ainsi par une géolocalisation dynamique précise de la couverture nuageuse.  
 
Ce chapitre se concentre sur l’une des complémentarités exprimées au chapitre précé-
dent qui n’a pas encore été caractérisée par la communauté scientifique : la complémen-
tarité des points de vue entre celui du capteur embarqué par le satellite géostationnaire et 
celui de la caméra hémisphérique, donnant accès à l’information 3D sur la couverture 
nuageuse. L’analyse de cette complémentarité proposée est purement géométrique, sans 
description du transfert radiatif dans l’atmosphère au travers des nuages.  
 
Dans un premier temps, nous exprimons le choix de se concentrer sur l’estimation du 
rayonnement direct spatialement étendu au paragraphe IV.1. Puis, l’approche proposée 
qui estime la position et la forme des nuages sera décrite au paragraphe IV.2. Le reste de 
ce chapitre s’intéressera à la simulation de cette approche (cf. IV.3 et IV.4) à l’aide de 
situations nuageuses artificiellement générées. Leur but est d’extraire les informations 
d’erreur attendues selon le site considéré sur Terre (cf. IV.5) et d’appréhender les avan-
tages et les limites d’une utilisation conjointe des deux types d’images. 
IV.1 L’estimation de l’ombre portée des nuages : une 
étape du processus prévisionnel 
Le chapitre II a fait l’objet de la proposition de deux métriques caractérisant deux no-
tions importantes pour l’analyse de la qualité à la fois de l’estimation et de la prévision du 
rayonnement solaire global : leur alignement temporel et la qualité de la restitution des 
rampes détectées.   
 
Cette recherche explicite de restitution des variations rapides du rayonnement solaire 
global nécessite de considérer les deux composantes constitutives de ce rayonnement que 
sont les rayonnements direct et diffus. 
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Les définitions exactes des rayonnements direct et diffus circumsolaire en fonction de 
l’angle solide d’ouverture sont proposées par Blanc et al. (2014). Dans notre cas le 
rayonnement direct est considéré comme celui mesuré par le capteur pyranométrique 
SPN1 des sites d’études : comme l’indiquent Badosa et al. (2014), le demi-angle 
d’ouverture équivalent pour cet instrument dépend de manière complexe de l’angle zéni-
thal solaire et se situe entre 5° et 25° : il comprend donc une part non négligeable du dif-
fus circumsolaire. Le rayonnement diffus est donc le complémentaire : c’est la part du 
rayonnement global ne provenant pas de cette zone circumsolaire.  
 
Ces deux composantes du rayonnement global présentent des variabilités temporelles de 
nature très différentes, avec, la plupart du temps, une nette prépondérance de la variabili-
té du direct. En effet, même si le rayonnement direct provient d’une portion d’angle so-
lide du ciel très restreinte (en moyenne de l’ordre de 5 pour 1000 des    sr de 
l’hémisphère du ciel), il représente en moyenne, par condition de ciel clair, entre 70 % et 
80 % du rayonnement global. Son support angulaire étant faible, il est très sensible aux 
passages nuageux dans la zone circumsolaire et il est fréquent d’observer une extinction 
totale très rapide de cette composante dans ces situations. À l’inverse, la composante 
diffuse correspond à l’intégrale de la luminance solaire sur tout l’hémisphère hors zone 
circumsolaire – cette zone étant déjà comptabilisée par le rayonnement direct. Son sup-
port d’intégration angulaire étant plus grand, avec une luminance du ciel nettement 
moins variable et moins importante que dans la zone circumsolaire, sa variabilité tempo-
relle est généralement plus tempérée, sur des amplitudes plus faibles, à l’exception des 
phénomènes fugaces de réflexions multiples entre nuages (phénomène de suréclairement, 
cf. paragraphe III.4.5). 
 
Afin d’illustrer cette prépondérance de la variabilité de la composante directe dans celle 
du rayonnement global, nous avons analysé et comparé, sur l’ensemble des mesures pyra-
nométriques in situ, les amplitudes des gradients temporels de ces deux composantes au 
regard de celles du rayonnement global au pas de 1 min. 
 
La figure 66 représente les trois fonctions de répartition de ces amplitudes en échelle 
semi-logarithmique. Cette représentation permet ainsi de constater que 97% des varia-
tions de rayonnement entre deux instants successifs au pas de temps 1 min ont une am-
plitude inférieure à        pour le DHI, à        pour le BHI et        pour le 
GHI. Au-delà d’une amplitude de gradient de 30 W/m2/min, les courbes de répartition 
correspondant au GHI et au BHI se confondent (celle du DHI étant alors à la valeur 
maximale de 100 %). Cela signifie que les fortes rampes de rayonnement global sont pour 
la grande majorité induite par celles de sa composante directe.  
 
Cette contribution prépondérante du rayonnement direct aux variations significatives du 
rayonnement global se constate aussi en considérant la métrique ramp-MAD proposée et 
définie au paragraphe II.5.1. En effet, cette métrique appliquée entre le BHI et le GHI 
d’une part et entre le DHI et le GHI d’autre part vaut respectivement              et 
            . Ceci indique que le BHI suit plus fidèlement les rampes du GHI que le 
DHI.  
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Géométriquement, la variabilité de la composante directe du rayonnement induite par 
les passages nuageux correspond à celle des ombres portées des nuages au sol. C’est la 
raison pour laquelle, dans le cadre de cette thèse, on se focalisera sur la reconstruction 
3D des nuages permettant la géolocalisation des ombres portées induites par ces derniers. 
La précision d’une telle géolocalisation des ombres a pour objectif d’affiner la précision 
temporelle de l’estimation et de la prévision de leurs effets sur le rayonnement direct.  
 
La caractérisation complexe des effets 3D de la couverture nuageuse sur la composante 
diffuse du rayonnement solaire dépasse le cadre de cette thèse.  
 
Nous nous appuierons par la suite sur l’approximation validée par Oumbe et al. (2014) 
concernant le découplage possible entre les effets des paramètres de l’atmosphère sans 
nuages sur le rayonnement – liés notamment aux aérosols, à la vapeur d’eau ou encore 
l’ozone – et ceux induits par les nuages. En d’autres termes, on s’intéressera à caractéri-
ser les effets des nuages sur le rayonnement direct au travers de l’indice de ciel clair qui 
ne dépend que des paramètres des nuages et de l’éclairement par condition de ciel clair 
(i.e. sans nuages), lui-même dépendant des paramètres de l’atmosphère non nuageuse 
ainsi que de l’angle zénithal solaire.   
 
 
Figure 66 – Fonction de répartition des amplitudes des gradients des composantes diffuse (DHI) et directe 
(BHI) du rayonnement solaire global (GHI). L’axe des abscisses est échelle logarithmique.  
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IV.2 Méthodes de géolocalisation des nuages par pho-
togrammétrie 
L’exploitation de la différence de point de vue de plusieurs observations d’une même 
scène à un instant donné par photogrammétrie est une approche qui a été envisagée à 
plusieurs reprises dans le contexte de la prévision solaire. À l’aide de multiples caméras 
hémisphériques proches de quelques centaines de mètres les unes des autres, Blanc et al. 
(2017) utilisent la légère différence de point de vue pour en déduire l’altitude des nuages 
par stéréoscopie, dans le but d’en extraire une prévision à très court terme de DNI. Cette 
méthode fait l’approximation de nuages plats sans épaisseur et apparie les textures sem-
blables pour en estimer une altitude. Avec le même type de configuration instrumentale, 
Oberländer et al. (2015) ont proposé une méthode de géolocalisation des nuages par 
« sculpture de voxels » (voxel carving). Cette technique stéréoscopique a l’avantage de 
s’affranchir de cette hypothèse réductrice des nuages plats et tente plutôt d’en estimer 
leur épaisseur afin d’estimer l’ombre portée des nuages sur le sol. Elle consiste, après dé-
tection préalable des nuages sur chaque image, à recouper les lignes de visée des deux – 
ou plus – caméras hémisphériques afin d’en extraire des volumes englobant les nuages, tel 
qu’illustré sur la figure 67. Sans hypothèse sur l’altitude ni sur l’épaisseur des nuages en 
présence, cette technique permet d’augmenter très fortement la probabilité de détection 
des nuages. En effet, pour une détection parfaite des nuages sur les images hémisphé-
riques, les volumes générés avec cette méthode contiennent assurément les nuages. À 
l’inverse, la probabilité de fausse alarme peut être grande, puisque toutes les formes et 
toutes les altitudes sont envisagées dans ces volumes des possibles.  
 
 
 
Figure 67 – Schéma explicatif de la méthode stéréoscopique de voxel carving proposée par Oberländer et 
al. (2015).  
 
Fish-eye Fish-eye
Volumes potentiellement nuageux
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L’approche de voxel carving est reprise dans cette étude, mais cette fois l’intérêt se 
porte sur l’utilisation concomitante des images de la Terre issues du satellite géostation-
naire et des images hémisphériques du ciel issues d’une unique caméra hémisphérique. Le 
schéma explicatif de cette méthode adaptée à ces données d’entrée est proposé sur la 
figure 68. Cette méthode appliquée aux images satellites et hémisphériques sera plus sim-
plement désignée dans la suite par la « géolocalisation des nuages ». 
 
L’utilisation de l’information satellitaire dans ce cadre a la particularité d’inclure une 
observation des nuages d’un tout autre point de vue que celle de la caméra hémisphérique. 
Le capteur SEVIRI embarqué dans le satellite MSG avec une focale de près de 5,4 m ob-
serve en effet les nuages « depuis le dessus » avec un angle d’incidence quasiment cons-
tant de 53.6° à l’échelle de nos deux sites, alors que la caméra hémisphérique informe sur 
la couverture nuageuse « depuis le dessous » dans quasiment toutes les directions du ciel, 
avec une focale de quelques millimètres. Compte tenu de ces grandes différences, les 
techniques de stéréoscopie sont plus complexes à mettre en œuvre puisque des faces diffé-
rentes des nuages sont observées avec des capteurs différents.  
 
Ainsi qu’illustrée par la figure 68, l’approche de géolocalisation des nuages consiste à 
« croiser » les volumes quasi cylindriques – appelés potentiellement nuageux – issus de la 
détection des nuages sur les images satellitaires avec les volumes coniques issus de la dé-
tection de ces derniers sur les images hémisphériques. 
 
L’objectif des chapitres IV et V est d’évaluer cette méthode de géolocalisation des 
nuages – et de leurs ombres portées – vus conjointement par le satellite MSG et une ca-
méra hémisphérique au sol, respectivement par la simulation géométrique 3D et son ap-
plication sur des données réelles. 
 
 
 
Figure 68 – Schéma explicatif de la méthode de géolocalisation des nuages exploitant les images issues 
d’une caméra hémisphérique et les images du satellite MSG. 
Fish-eye
MSG
Volumes potentiellement nuageux
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Ces analyses considéreront à chaque fois trois niveaux graduels d’information sur la po-
sition des nuages pour lesquels les notations suivantes sont adoptées dans la suite de ce 
manuscrit : 
(1) ’SOL+SAT’ fait référence à l’intersection des volumes potentiellement nuageux 
issus des segmentations des images satellites et hémisphériques ; 
(2) ’SOL+SAT+CTH’ fait référence au niveau d’information (1) ’SOL+SAT’ affiné 
avec l’information d’altitude du sommet des nuages ; 
(3) ’SOL+SAT+CTH+CBH’ fait référence à ’SOL+SAT+CTH’ affiné avec 
l’information d’altitude de la base des nuages (Cloud base height, CBH) ; 
Enfin, le nombre de couches traversées dans la direction du Soleil sera noté   . 
IV.3 Objectifs d’une simulation de l’approche 
Plusieurs facteurs rendent difficile l’évaluation des méthodes proposées sur les données 
réelles, principalement à cause de l’étape préliminaire de détection des nuages sur les 
images d’origine. Nous avons constaté au chapitre III la porosité de la frontière entre 
nuages, aérosols et trouble de l’atmosphère : la turbidité de l’atmosphère rend la percep-
tion des nuages, notamment à l’horizon des images hémisphériques, compliquée. Ces phé-
nomènes complexifient donc toute tentative de segmentation des images hémisphériques 
afin d’en extraire les masses nuageuses. De la même manière, les effets de halo et de su-
rexposition dans la zone circumsolaire affectent les résultats de la méthode implémentée. 
Du point de vue satellitaire, l’étape de segmentation s’avère aussi difficile. Notamment, 
les canaux du visible ne permettent pas toujours de distinguer les nuages d’un sol enneigé, 
et leur identification suppose une bonne connaissance de l’albédo du sol. Enfin, la limita-
tion de résolution spatiale joue en défaveur de la qualité de la segmentation des images 
satellites. Ces particularités de l’utilisation de la méthode de géolocalisation seront expri-
mées plus en détail au chapitre V. 
 
Afin de s’affranchir de ces difficultés, la simulation géométrique de l’approche est envi-
sagée comme moyen d’évaluation a priori. Cet outil de simulation permet de tester la 
méthode expliquée au paragraphe IV.1 sur des configurations nuageuses artificiellement 
générées, pour un site et une configuration instrumentale donnée. Elle permet également 
d’évaluer la méthode en termes d’ombres portées des nuages au sol.  
 
Cette évaluation est une information pertinente pour la prévision de la production pho-
tovoltaïque puisque l’ombrage de chaque cellule PV va jouer un rôle dans la production 
en sortie des panneaux qui les agrègent. Sur les deux sites à l’étude, caractériser les per-
formances de ces méthodes en termes d’ombre portée n’est possible que par la simulation 
puisqu’aucun dispositif d’observation de l’ombre portée au sol n’est disponible. La plate-
forme solaire d’Almería dans le désert de Tabernas dans le sud de l'Espagne dispose d’une 
série de caméras fixées à une tour de 81 m de haut, dirigées vers le sol (Kuhn et al., 
2017). Ce type d’instrumentation autorise une analyse de l’ombre estimée par 
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comparaison avec l’ombre effectivement observée par ces caméras, mais cette 
configuration est à ce jour unique, à notre connaissance. Dans ce chapitre, la simulation 
se contentera d’illustrer les résultats de la méthode pour le site n°1 de l’étude et sa confi-
guration instrumentale associée. La conception de ce simulateur est expliquée au para-
graphe suivant IV.4. 
IV.4 Description du simulateur 
Le simulateur se décompose en deux parties distinctes : le générateur d’images qui a 
pour but de simuler ce que les deux imageurs – satellite et hémisphérique – sont censés 
percevoir d’une scène 3D donnée, et la méthode de géolocalisation des nuages en elle-
même qui extrait les volumes « potentiellement nuageux » en se basant sur ces deux 
images simulées. La caractérisation des performances de la géolocalisation se fera par 
comparaison des ombres portées initiales et estimées. 
IV.4.1 Choix de la représentation 3D des nuages 
Plusieurs représentations 3D peuvent être adoptées dans l’implémentation de la mé-
thode de géolocalisation décrite au paragraphe IV.2. La plus utilisée dans le domaine de 
l’énergie solaire est la représentation en voxels. Il s’agit de quadriller l’espace 3D de ma-
nière régulière et avec une résolution prédéfinie, chaque cube élémentaire est appelé voxel. 
L’un des inconvénients majeurs de cette représentation est le temps de traitement d’une 
scène 3D qui peut être extrêmement élevé pour une petite taille de voxels et une grande 
scène analysée (i.e. un grand nombre de voxels).  
 
Deux autres représentations peuvent également être envisagées :  
- une représentation par nuage de points, où un certain nombre de points seront ré-
partis aléatoirement dans chaque cube potentiellement nuageux, par une approche 
de type Monte-Carlo. Cette représentation permet de réduire considérablement le 
temps de calcul d’opérations de projection ; 
- Une représentation en metaballs (« objets mous » en français) initialement proposé 
par Blinn (1982), où chaque « balle » est définie par une fonction de champ sca-
laire – c’est-à-dire qu’elle associe un scalaire à chaque point de l’espace – qui dé-
pend généralement de son centre. Les volumes sont délimités en appliquant un seuil 
à la somme de ces fonctions. Dobashi et al. (1999) ont par exemple exploité cette 
représentation en metaballs afin de modéliser et d’animer les nuages détectés sur 
des images satellites. 
La première méthode par voxels a été choisie pour la suite, pour sa simplicité de mise 
en œuvre. Le cadre prospectif de ces travaux de thèse autorise en effet d’avoir un temps 
d’exécution des algorithmes d’analyse relativement élevé car sans contrainte opération-
nelle. Dans cette approche purement géométrique, chaque voxel contiendra ainsi une 
seule valeur binaire, valant 1 si le voxel correspond à un cube potentiellement nuageux, 0 
sinon. 
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IV.4.2 Génération d’images synthétiques à partir d’une situa-
tion nuageuse donnée 
L’idée directrice de cette partie est de simuler ce qui serait perçu du point de vue satel-
litaire et du point de vue du sol pour une scène nuageuse artificielle donnée, dont la re-
présentation est effectuée par l’attribution de la valeur 1 à un ensemble de voxels sur une 
étendue spatiale donnée. 
IV.4.2.a Situations nuageuses artificielles 
La première étape du simulateur consiste à générer une scène nuageuse de manière arti-
ficielle. Dans un but d’obtenir une caractérisation des méthodes de géolocalisation des 
nuages la plus proche possible de cas réels typiques, nous avons envisagé la construction 
d’un ensemble de situations nuageuses représentatives du site étudié, tel que proposé par 
la figure 69. Différentes stratégies de génération de ces scènes peuvent être envisagées, 
nous décidons de regrouper les classes de nuages proposées par WMO9 afin de simplifier 
l’analyse. Cette étape de génération de la scène nuageuse ne prend cependant pas en 
compte la transmittance des nuages ou des autres constituants atmosphériques. Elle est 
strictement géométrique et simplifiée à l’information de présence d’un nuage. 
 
L’analyse exhaustive des situations nuageuses n’étant pas le sujet central de la thèse, 
seuls trois types de nuages ont été analysés :  
- les nuages de type cumulus, dont l’intérêt porte sur l’estimation de leur position et 
taille ; 
- les nuages de type stratus divisés, permettant de mettre en avant le gain de résolu-
tion obtenu grâce à la caméra hémisphérique ; 
- les nuages stratus uniformes, qui seront principalement exploités dynamiquement 
afin de mettre l’accent sur la précision temporelle du passage d’un front nuageux 
devant le Soleil. Il peut être assimilé à un nuage de type cumulus, plat et de grande 
surface. 
 
Les simulations peuvent s’effectuer pour un instant particulier – appelé analyse statique 
dans la suite – ou dans le cadre d’une analyse temporelle d’une séquence de situations 
simulées – appelé analyse dynamique. Seuls les nuages de type cumulus feront l’objet 
d’une analyse statique des méthodes de géolocalisation. Ces nuages seront à l’étude dans 
le cadre d’une évaluation dynamique du mouvement des nuages avec leur série temporelle 
d’ombrage du site associé.  
  
                                    
9 Atlas international des nuages de l’organisation météorologique mondiale – https://cloudatlas.wmo.int 
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Figure 69 – Simplification de la classification des nuages de l’OMM vers 3 classes de nuages englobantes.  Source: 
“Situations météorologiques typiques dans la région des Alpes” – MétéoSuisse. 
IV.4.2.b Simulation des deux types d’images 
Projections du volume nuageux dans le plan des images 
À partir de chaque situation nuageuse artificiellement générée, l’ensemble des voxels du 
volume nuageux est projeté dans le plan des images. Avec la représentation des volumes 
nuageux en voxels, les coordonnées               de chaque voxel    correspondent aux 
coordonnées de leur centre. Une étape préliminaire consiste donc à récupérer les coordon-
nées des sommets de chaque voxel, c’est-à-dire les coordonnées des points de l’isosurface 
du volume. Cet ensemble de points de l’espace 3D va être projeté dans le référentiel de la 
caméra hémisphérique et dans celui du satellite. Dans un premier temps, il est exprimé en 
coordonnées sphériques : 
 
                       { 
                             
           √      
  √               
 (31) 
 où    et    sont respectivement les angles d’azimut et d’élévation. Seuls ces deux 
angles sont exploités pour projeter ces points dans le référentiel de l’image hémisphérique 
en lignes   et colonnes   : 
 
 {
  (
 
 
   )         
  (
 
 
   )           
 (32) 
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Le principe de cette projection est illustré sur la figure 70. 
 
Figure 70 – Principe de la projection de l’espace 3D dans le plan image de la caméra hémisphérique.  
Il est à noter que cette projection est une projection idéalisée dite « en équidistance 
angulaire » de la projection réelle de caméra hémisphérique10. Une calibration de la camé-
ra utilisant OcamCalib (Scaramuzza et al., 2006) est décrite par Gauchet et al. (2012) et 
permet, avec une précision de l’ordre du dixième de degré, de se ramener à ce cas idéal. 
 
Concernant la projection dans le repère de l’image satellite, les équations de passage du 
plan focal à la ligne de visée ou inversement indiquées par Müller et al. (2013) sont réuti-
lisées. Ces équations intègrent l’altitude des nuages dans le référentiel géographique.  
 
La figure 71 propose deux exemples de projection de scènes artificiellement générées 
dans le plan des deux capteurs satellite et hémisphérique. Les sous-figures (a) et (b) dé-
crivent la projection des nuages de type stratus divisés respectivement de taille 
              et            . Hormis les résolutions spatiales des images qui ne sont 
pas encore prises en compte à ce stade, les caractéristiques de perception de la géométrie 
3D par chaque image coïncident avec les observations qui en sont faites au chapitre III.  
  
(a) (b) 
Figure 71 – Exemple de projection d’une scène 3D artificiellement générée dans le référentiel de la caméra 
hémisphérique et du satellite. La scène nuageuse (a) – respectivement (b) – est composée de nuages de 
taille               – respect.             – espacés de      – respect.        – dans les deux direc-
tions du plan horizontal. 
                                    
10 Cours de traitement des images de Télécom ParisTech dispensé par Henri Maître sur les objectifs photo Fish-Eye :  
https://perso.telecom-paristech.fr/maitre/cours/projet_fish_eye/appareil_fish_eye.pdf 
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Prise en compte de la limite de résolution spatiale de chaque image 
Afin de prendre en compte la limite de résolution spatiale des deux types d’images, la 
grille pixellique est définie en accord avec les caractéristiques de chaque image, puis les 
points de l’isosurface sont comptabilisés dans chaque pixel. Sur les deux situations précé-
dentes, la prise en compte de la limite de résolution spatiale des deux images est proposée 
sur la figure 72. Cette limitation affecte particulièrement l’image satellite. À partir d’un 
certain espacement entre les nuages, la taille limitée des pixels empêche toute distinction 
des nuages proches en utilisant uniquement cette information satellitaire. La figure 72.b 
affiche un exemple de situation où l’information satellitaire apparait comme une tâche 
floue non uniforme matérialisant la perception de cumulus de      de côté et        
d’épaisseur, répartis en strate horizontale, proches de         les uns des autres. 
 
  
(a) (b) 
Figure 72 – Mêmes exemples que la figure 71 dont la limite de résolution spatiale des deux types d’images 
est prise en compte. 
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IV.4.3 Application de la méthode de géolocalisation des 
nuages en 3D 
IV.4.3.a Segmentation des images 
À ce stade de la simulation, nous disposons de deux images synthétiques – satellite et 
hémisphérique – correspondant à une scène initiale artificiellement générée (cf. IV.4.2). 
Comme formulé au paragraphe IV.2, les différents niveaux d’information de la méthode de 
géolocalisation considérés passent par une étape préliminaire d’identification des masses 
nuageuses dans les deux types d’images. Dans ce chapitre, les images satellites et hémis-
phériques sont des images synthétiques dont la seule information qu’elles contiennent 
correspond à la présence ou non d’un nuage. La segmentation de ces images est donc 
triviale, tout pixel d’une valeur supérieure à zéro indique la présence d’un nuage – puisque 
l’on compte le nombre de points de l’isosurface arrivant sur chaque pixel. Effectuer la 
segmentation des deux types d’images sur les données réelles n’est pas aussi trivial et son 
résultat ne sera jamais parfait. Cet aspect est traité au paragraphe V.2.1. Ainsi, cette 
simulation géométrique de la géolocalisation 3D des nuages permet de s’affranchir des 
erreurs de segmentation des deux types d’images, et de se concentrer sur les perfor-
mances de la méthode pour un site et une instrumentation donnée. 
IV.4.3.b Projection de l’information issue des images dans le vo-
lume 3D 
Suite à la segmentation des deux types d’images, aucune hypothèse sur l’altitude des 
nuages n’est prise pour l’instant – ce qui correspond au niveau d’information (1) 
‘SOL+SAT’ de la méthode de géolocalisation décrite au paragraphe IV.2. Cette informa-
tion de présence des nuages est alors projetée dans l’espace 3D selon chaque point de 
vue : pour chaque pixel identifié comme nuageux, tout voxel dont le centre est inclus 
dans le cône de visée se voit attribuer la valeur 1. De cette étape résulte la génération 
d’un « cône » de voxels – des deux points de vue – partant de chaque imageur et conte-
nant le nuage. Ces volumes sont appelés « volumes potentiellement nuageux » puisqu’ils 
englobent le volume nuageux, mais peuvent contenir de nombreux voxels non nuageux.  
 
115 CHAPITRE IV - SIMULATEUR GÉOMÉTRIQUE 3D : VALIDATION SPATIALE  
DE LA GÉOLOCALISATION  
 
 
(a) (b) (c) 
Figure 73 – Vue schématique des premières étapes du simulateur : (a) la génération d’une scène nuageuse 
– ici de type cumulus et de taille          , (b) la simulation de l’image satellite (en haut) et hémisphé-
rique (en bas) correspondant à cette scène, et (c) la projection de ces informations dans l’espace 3D en 
l’absence d’hypothèse sur l’altitude des nuages.  
En ne considérant que l’information satellitaire, l’ensemble des positions possibles d’un 
nuage d’après son identification dans l’image satellite est projeté dans l’espace 3D, ce qui 
va générer un « cône » (quasi cylindrique) de voxels partant du satellite, englobant le 
nuage de la scène initiale et atteignant le sol. Comme illustré sur la partie haute de la 
figure 73, ce volume potentiellement nuageux se basant strictement sur l’information sa-
tellitaire et généré à partir de nuages synthétiques rectangulaires, s’apparente au sol à un 
parallélépipède. Ce volume à base rectangulaire provient de l’étape de segmentation de 
l’image satellite, et le parallélisme apparent des rayons d’incidence au sol vient de la pré-
pondérance de la distance Terre-satellite devant les distances considérées (d’un rapport 
     ). La partie basse de cette figure illustre le volume potentiellement nuageux se ba-
sant uniquement sur l’information de l’image hémisphérique au sol. Le « cône » conte-
nant l’ensemble des positions possibles du nuage initial part de la caméra hémisphérique 
et se dirige dans la direction du nuage identifié sur l’image correspondante. Enfin, les trois 
volumes nuageux illustrés sur la figure 73 sont représentés avec une position du Soleil 
arbitraire (disque jaune) et leur ombre portée au sol correspondante, dont la colorimétrie 
est indexée sur le nombre de couches nuageuses traversées dans la direction du Soleil   . 
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IV.4.3.c Intersection des volumes 
À partir des deux volumes potentiellement nuageux issus respectivement de 
l’information satellitaire et de l’information au sol, l’opération de fusion d’information 
proposée consiste simplement à réaliser l’intersection de ces deux volumes. En effet, 
chaque cône potentiellement nuageux peut être vu comme l’ensemble des solutions de la 
position des nuages issu d’un seul point de vue. L’intersection de ces ensembles de posi-
tions possibles pour les nuages va affiner le volume potentiellement nuageux et donc gé-
nérer une première estimation de la géolocalisation des nuages en 3D puisque les deux 
imageurs observent la même scène nuageuse. La figure 74 décrit cette opération 
d’intersection des volumes potentiellement nuageux. Notons sur cet exemple la réduction 
considérable des volumes potentiellement nuageux, qui se traduit au sol par une réduction 
de l’ombre portée, en se rapprochant ainsi de celle de la scène initiale.  
 
 
Figure 74 – Illustration de l’étape d’intersection des volumes potentiellement nuageux, générant une est i-
mation de la position et de la forme 3D du nuage de la scène d’origine figure 73.a. 
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IV.4.3.d Incorporation d’informations partielles de géolocalisa-
tion des nuages 
Le volume potentiellement nuageux peut être grand comparé au volume du nuage ini-
tial. La comparaison de ces volumes nuageux potentiels et initiaux est, dans notre cas, 
réalisée par comparaison de leurs ombres portées au sol respectives.  
 
Ce simulateur peut également servir à caractériser l’apport d’un ajout d’autres informa-
tions partielles sur la position des nuages à la méthode de géolocalisation de ceux-ci.  
 
 Le niveau d’information ( ) ‘SOL+SAT+CTH’ exprimée au paragraphe IV.2 reprend 
la méthode telle qu’exprimée jusqu’à présent en y intégrant en outre l’information 
d’altitude du sommet des nuages. Des estimations de l’altitude du sommet des nuages 
sont effectivement proposées par divers organismes comme EUMETSAT (Stengel et al., 
2014) ou KNMI (Roebeling et al., 2006) mais ont une incertitude de l’ordre de   km en 
écart type. Une description des méthodes d’estimation de l’altitude du sommet des 
nuages est proposée au paragraphe V.2.2.a. Dans le cadre de ce simulateur, l’hypothèse 
d’une connaissance parfaite de l’altitude du sommet des nuages est adoptée dans un pre-
mier temps, mais l’incertitude de cette estimation peut être prise en compte afin d’en 
déterminer son impact sur la reconstruction de l’ombre portée au sol.  
 
L’information de niveau (3) ‘SOL+SAT+CTH+CBH’ reprend celle de niveau 
( ) ’SOL+SAT+CTH’ en considérant parfaitement connue en outre l’information de 
l’altitude de la base des nuages. Une méthode sera proposée dans le chapitre V (cf. para-
graphe V.2.2.b) afin d’extraire du croisement des dynamiques des deux types d’images 
une estimation de cette altitude de la base des nuages.  
 
Une illustration de la méthode de géolocalisation exploitant les trois niveaux 
d’information est proposée à la figure 75. 
 
 
   
(a) (b) (c) 
Figure 75 – Schéma des trois niveaux d’information de la méthode de géolocalisation proposée intégrant 
graduellement les informations sur l’altitude du sommet des nuages et de la base des nuages. Les sous -figures 
(a), (b) et (c) correspondent respectivement aux schémas explicatifs des niveaux d’information (1) 
‘SOL+SAT’, ( ) ‘SOL+SAT+CTH’, (3) ‘SOL+SAT+CTH+CBH’ de la méthode de géolocalisation des 
nuages. 
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IV.4.4 Comparaison des ombres portées au sol 
Afin de caractériser les performances de la méthode proposée de géolocalisation 3D des 
nuages en fonction des trois niveaux d’information, l’ombre portée au sol s’avère être une 
information pertinente à comparer du point de vue de l’application. En effet, ce n’est pas 
tant la reconstruction parfaite du volume nuageux qui importe que son ombre portée au 
sol, dont l’estimation facilite ensuite la transposition en production instantanée d’une ins-
tallation photovoltaïque par la connaissance des modules ombragés.  
 
L’étape de comparaison des ombres portées au sol entre le volume nuageux d’origine 
artificiellement généré et celui résultant de l’intersection des volumes potentiellement 
nuageux est illustrée sur la figure 76. Une méthode simple d’extraction de l’ombre portée 
au sol est adoptée ici : il s’agit de sommer les couches de voxels potentiellement nuageux 
dans la direction du Soleil. Le résultat est donc une fraction de couches traversées    en 
direction du Soleil – ou un entier si la méthode d’interpolation au plus proche voisin est 
adoptée. Afin de quantifier la capacité de la méthode à géolocaliser l’ombre portée des 
nuages, une matrice de confusion (cf. tableau 5 et figure 76.e) est calculée entre les deux 
présences d’ombres d’origine (cf. figure 76.c) et de l’estimation (cf. figure 76.d). Dans la 
partie statique de l’analyse de ce simulateur (cf. paragraphe IV.5.1), il sera question en 
effet de  présence d’ombres, c’est-à-dire du résultat logique de la condition (    ). La 
partie dynamique de l’analyse de ce simulateur (cf. paragraphe IV.5.1) utilisera à la fois 
l’information non-binaire d’ombre et l’information binaire de présence d’ombre. 
 
  Scène d’origine 
  Pixel ombragé Pixel non ombragé 
E
st
im
at
io
n
 
Pixel ombragé TP : Vrai positif FP : Faux positif 
Pixel non ombragé FN : Faux négatif TN : Vrai négatif 
Tableau 5 - Matrice de confusion pour l’analyse de la présence d’ombre est i-
mée comparativement à la présence d’ombre de la scène d’origine.  
À partir de cette matrice de confusion, plusieurs métriques peuvent être calculées :  
- Taux de vrais positifs ou sensibilité (TPR, true positive rate) : 
     
  
     
 (33) 
- Taux de faux positifs (FPR, false positive rate) : 
     
  
     
 (34) 
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- La métrique de précision, qui est en quelque sorte un taux de bonnes réponses : 
     
     
           
 (35) 
- Le coefficient de corrélation de Matthews (1975) qui s’avère être particulièrement 
approprié pour décrire des classes binaires de tailles très différentes (Boughorbel et 
al., 2017), contrairement à la métrique ACC. Il trouve ses valeurs entre -1 (désac-
cord avec l’observation) et 1 (accord avec l’observation) : 
     
             
√                            
  (36) 
Nous avons sélectionné les métriques ACC et MCC afin de quantifier les performances 
de la géolocalisation de l’ombre portée. 
 
 
(a) (b) 
  
(c) (d) 
 
(e) 
Figure 76 – Étape de comparaison des ombres portées : la matrice de confusion (e) est calculée entre les 
présences d’ombres (c) de la scène d’origine (a) et la présence d’ombres (d) de la scène estimée (b).  
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IV.5 Analyse des résultats 
IV.5.1 Analyse statique 
Désormais, pour chaque scène nuageuse artificielle et pour chaque position angulaire du 
Soleil, le simulateur est en mesure de calculer une valeur de la métrique ACC et une va-
leur de MCC, caractérisant la performance statique en termes de présence d’ombre portée 
de la méthode de géolocalisation des nuages considérée. Cependant, un grand nombre de 
configurations nuageuses peut être proposé en entrée du simulateur.  
 
Nous nous limiterons à une analyse sur des géométries de nuages simples sous la forme 
de parallélépipèdes rectangles, faisant référence à la classe cumulus évoquée à la figure 69. 
Là encore, les paramètres de taille et de position du centre du nuage peuvent avoir tout 
type de valeurs. Ainsi, dans la suite de ce paragraphe, l’extraction des résultats se focali-
sera sur trois tailles de nuages –            ,           et           – sur lesquelles 
les trois niveaux d’information présentés au paragraphe IV.2 seront appliqués. 
 
Pour chacune de ces trois tailles de nuages de type cumulus, la méthode de tirage aléa-
toire de type Monte-Carlo est appliquée sous des lois de probabilité uniformes sur la posi-
tion du centre du nuage dans les intervalles              ,               et            
respectivement en X, Y et Z (resp. directions Est, Nord et Zénith), ainsi que sur la posi-
tion du Soleil. Cependant, pour obtenir des résultats réalistes, la position du Soleil est 
choisie aléatoirement parmi les couples d’angles d’azimut et d’élévation solaires positifs de 
l’année  015 sur le site étudié. 10000 positions du centre du nuage et du Soleil sont tirées 
pour chaque type de nuage. 
Tout d’abord, le simulateur est appliqué au nuage de taille            , tel que repré-
senté sur la figure 77, et en considérant uniquement le niveau d’information (1) 
‘SOL+SAT’ dans un premier temps. Ce nuage a la particularité d’être perçu du point de 
vue satellitaire avec une taille inférieure à celle d’un pixel de l’image satellite (qui vaut 
         au nadir de MSG). Dans cette situation, l’image satellite apporte donc une in-
formation très grossière de géolocalisation alors que l’image hémisphérique est plus sus-
ceptible d’affiner la délimitation du nuage. L’information satellitaire est d’autant plus 
grossière si le nuage est localisé à la frontière de deux ou quatre pixels.  
 
Figure 77 – Nuage de taille             artificiellement généré dont la position de son centre ainsi que la 
position du Soleil sont soumises à une analyse de Monte-Carlo.  
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Le tirage aléatoire décrit précédemment donne ainsi 10000 valeurs de ACC et de MCC. 
Afin de mettre en évidence une éventuelle dépendance des résultats vis-à-vis de la position 
du nuage dans la scène, la métrique ACC est représentée dans le repère de l’image hémis-
phérique sur la figure 78, en fonction de la position du centre du nuage correspondant.  
 
Ainsi, le centre de la sous-figure (e) correspond au Zénith et le symbole □ indique la 
position angulaire du satellite du point de vue du sol (177,6° d’azimut et 53,6° d’angle 
zénithal). Les points cardinaux sont également indiqués. Chaque pixel contient la 
moyenne des valeurs de ACC dont le centre du nuage correspondant se trouve dans ce 
pixel, c’est-à-dire dans cet intervalle de directions.  
 
Les valeurs de précision affichées sont dépendantes de la taille de chaque classe et donc 
de la grille sur laquelle est représentée chaque ombre portée. Ainsi, les valeurs de ACC 
peuvent être artificiellement améliorées en augmentant la taille de la grille pour la compa-
raison des ombres portées. Les valeurs de ACC de la figure 78 étant calculées sur la 
même grille, le comportement relatif à la position du centre du nuage est donc plus im-
portant ici que la valeur d’un pixel isolé. Il en sera de même pour l’affichage des valeurs 
des métriques ACC et MCC appliquées sur les autres tailles de nuage, la comparaison 
entre graphes est possible mais en aucun cas ces valeurs peuvent être comparées à des 
analyses régies par d’autres paramètres de grille. 
 
Le premier constat est que la performance de la méthode de géolocalisation des nuages 
dépend de l’emplacement angulaire du nuage. En particulier, la tache verte diffuse autour 
de la direction du satellite suggère que la performance en termes de présence d’ombres 
portées dépend de l’écart angulaire entre la position du centre du nuage et la position du 
satellite. Afin de faciliter la compréhension de ce résultat, quatre scènes sont également 
affichées sur la figure 78, représentant l’estimation de la géolocalisation 3D d’un nuage de 
taille             dont le centre a un angle d’élévation de 30°. La sous-figure de gauche 
(respectivement du haut, de droite et du bas) correspond à un nuage situé à l’Ouest (res-
pectivement au Nord, à l’Est et au Sud). La sous-figure du bas (figure 78.d) correspond à 
la position d’un nuage très proche de la direction du satellite. Dans ce cas, le volume po-
tentiellement nuageux du point de vue de l’image hémisphérique est dirigé vers le satellite, 
son intersection avec le volume potentiellement nuageux du point de vue satellitaire va 
donc être bien plus grande que pour les autres positions du nuage dans l’espace. L’ombre 
portée résultante est donc elle aussi très grande en moyenne en comparaison à l’ombre 
portée de la scène initiale. 
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Figure 78 – Illustration et explication des résultats de la méthode de Monte-Carlo pour l’analyse du si-
mulateur sur 10000 points avec la méthode de géolocalisation utilisant le niveau d’information (1) 
‘SOL+SAT’ et sur un nuage de taille            . La position du nuage et la position réaliste du Soleil 
sont tirées aléatoirement. Au centre, la sous-figure (e) de résultats de la métrique ACC du point de vue 
du sol, chaque pixel correspondant à la précision moyenne de géolocalisation de l’ombre portée d’un 
nuage à cet emplacement. Les sous-figures (a), (b), (c), et (d) illustrent les types de résultats obtenus 
après application de la géolocalisation utilisant le niveau d’information (1) ‘SOL+SAT’ pour un nuage 
situé respectivement à l’Ouest, au Nord, à l’Est et au Sud du site étudié, à une élévation de 30°. 
 
Un autre effet notable sur la figure 78 est la teinte légèrement plus rouge à l’Est et à 
l’Ouest qu’au Nord pour des angles d’élévation faibles. Cet effet est principalement visible 
pour ces nuages de taille inférieure au pixel de l’image satellite. L’une des explications à 
cette caractéristique est que la taille d’un pixel satellitaire n’a pas la même dimension 
selon l’axe Ouest-Est (environ 3 km) que selon l’axe Sud-Nord (environ 5 km). Ainsi, 
l’intersection des volumes potentiellement nuageux pour des nuages situés à l’Est et à 
l’Ouest profitera d’une précision légèrement meilleure que pour des nuages situés au Sud 
ou au Nord.  
 
Cette caractéristique est bien entendu dépendante de la position du site et du satellite 
considéré. Pour un site dont la latitude serait proche de zéro et une longitude proche de 
45°, par exemple en Somalie, la figure de précision attendue serait proche d’une rotation 
de 90° dans le sens horaire de la figure 78, le satellite MSG se trouvant alors à l’Ouest du 
site et la longueur de 5 km des pixels satellites suivant l’axe Ouest-Est. 
 
La même analyse de Monte-Carlo est appliquée au simulateur en utilisant séparément 
les trois premiers niveaux d’information de la méthode de géolocalisation des nuages, ainsi 
qu’en l’appliquant sur les nuages de dimensions             (cf. figure 79),           
(cf. figure 80) et           (cf. figure 81). Les sous-figures (a), (b) et (c) de ces trois 
figures correspondent aux résultats de la métrique de précision ACC, et les sous-figures 
(d), (e) et (f) aux résultats de la métrique de corrélation MCC respectivement pour les 
informations de niveaux (1) ‘SOL+SAT’, ( ) ‘SOL+SAT+CTH’ et (3) 
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‘SOL+SAT+CTH+CBH’. Les performances de l’information de niveau (3) sont en 
moyenne meilleures que celles de niveau (2), qui sont elles-mêmes meilleures que celles de 
niveau (1).  
 
Les caractéristiques de l’information de niveau (1) d’une moins bonne précision et 
d’une moins bonne corrélation dans la zone autour du satellite ne sont respectivement 
peu et pas visibles pour les informations de niveaux (2) et (3). Les sous-figures (b) et (e) 
des figures 79, 80 et 81 affichent une moins grande dépendance des performances à la 
position du satellite, mais elle reste tout de même présente à cause de la partie inférieure 
du « cône » potentiellement nuageux. Cette caractéristique est absente des sous-figures 
(c) et (f). Sur les sous-figures (c), les précisions ACC de la géolocalisation sont très éle-
vées dans toutes les directions, excepté pour les très faibles élévations, ce qui s’explique 
par le fait que les faces Nord, Sud, Est ou Ouest du nuage sont légèrement moins bien 
estimées que pour un nuage situé au Zénith. Cette caractéristique est d’autant plus mar-
quée sur la corrélation MCC affichée sur les sous-figures (f), où le différentiel de corréla-
tion entre la direction zénithale et les directions proches de l’horizon est plus grande pour 
les nuages de taille            . En effet, la mauvaise estimation des bordures des 
nuages est négligeable pour les nuages de grande taille, alors qu’elle est en proportion 
plus impactante pour les nuages de petite taille. D’où des résultats plus isotropes pour les 
sous-figures 81.d, 81.e et 81.f de corrélation MCC. 
 
 
(a) (b) (c)  
 
(d) (e) (f)  
Figure 79 – Figures de résultats des performances de la méthode de géolocalisation utilisant les niveaux 
d’information (1) ‘SOL+SAT’, ( ) ‘SOL+SAT+CTH’ et (3) ‘SOL+SAT+CTH+CBH’ appliquée à un nuage 
de dimension              en termes de précision (ACC) et de corrélation (MCC). La colorimétrie est iden-
tique pour chaque métrique afin de faciliter la comparaison inter-figures. 
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(a) (b) (c)  
 
(d) (e) (f)  
Figure 80 – Figures de résultats des performances de la méthode de géolocalisation utilisant les niveaux 
d’information (1) ‘SOL+SAT’, ( ) ‘SOL+SAT+CTH’ et (3) ‘SOL+SAT+CTH+CBH’ appliquée à un nuage 
de dimension            en termes de précision (ACC) et de corrélation (MCC). La colorimétrie est identique 
pour chaque métrique afin de faciliter la comparaison inter -figures. 
 
(a) (b) (c)  
 
(d) (e) (f)  
Figure 81 – Figures de résultats des performances de la méthode de géolocalisation utilisant les niveaux 
d’information (1) ‘SOL+SAT’, ( ) ‘SOL+SAT+CTH’ et (3) ‘SOL+SAT+CTH+CBH’ appliquée à un nuage 
de dimension            en termes de précision (ACC) et de corrélation (MCC). La colorimétrie est identique 
pour chaque métrique afin de faciliter la comparaison inter -figures. 
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Finalement, cette analyse statique des méthodes de géolocalisation 3D des nuages per-
met d’identifier certaines caractéristiques des résultats qui peuvent être attendus. En par-
ticulier la dépendance des performances du niveau d’information (1) ‘SOL+SAT’ à la 
position angulaire relative du nuage par rapport à celle du satellite a été constatée. Cette 
analyse suppose une identification parfaite des nuages dans les différentes images, pour 
un instant donné. Aussi, une amélioration de l’estimation de l’ombre segmentée des 
nuages est constatée lorsque les altitudes du sommet et de la base des nuages sont con-
nus. Le paragraphe suivant poursuivra cette analyse en exploitant ce simulateur sur des 
nuages artificiels soumis à un mouvement arbitraire.  
 
IV.5.1 Analyse dynamique 
L’extraction de résultats à partir du simulateur peut également s’effectuer de manière 
dynamique afin d’analyser les performances d’une méthode de géolocalisation 3D des 
nuages par comparaison de séries temporelles. Pour l’obtention de telles séries temporelles, 
un mouvement arbitraire est appliqué à l’une des configurations nuageuses choisies. À 
chaque pas de temps, il est alors possible de comparer la scène nuageuse d’origine avec 
celle estimée par la méthode. Cette fois, l’estimation du nombre de couches    potentiel-
lement nuageuses traversées dans la direction du Soleil sera analysée dynamiquement, ce 
qui permet de tester la méthode dans le cas où l’identification des nuages dans les images 
est parfaite, le mouvement des nuages est purement advectif sans déformation de ceux-ci 
et sans considération sur l’étape de conversion de l’information d’ombrage en rayonne-
ment solaire quantifié (cf. partie V.3).  
 
Application d’un mouvement arbitraire aux nuages artificiellement générés 
De la même manière que pour la génération des situations nuageuses, n’importe quel 
mouvement peut leur être appliqué. Nous avons choisi d’utiliser un mouvement simple à 
appliquer sur les situations nuageuses, tel que représenté sur la figure 82 : il suit une tra-
jectoire rectiligne dans le plan horizontal d’Ouest en Est avec une vitesse de  0 km/h. 
 
  
(a) (b) 
Figure 82 – Mouvements choisis pour l’application du simulateur dans le cadre d’une analyse dynamique.  
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Sélection des scènes nuageuses à faire évoluer dynamiquement 
Comme dans le cas statique, il existe une grande diversité de scènes nuageuses à insérer 
en entrée de ce simulateur. Les nuages stratocumulus de taille            ,           
et           et espacés de       – afin d’éviter d’éventuelles interférences entre deux 
nuages successifs – sont soumis au mouvement décrit ci-dessus. Bien entendu, utiliser un 
panel de scènes nuageuses représentatif du site étudié enrichirait les résultats de cette 
analyse dynamique. Dans cette étude, on se contente de la sélection de ces quelques si-
tuations afin d’entrevoir les potentiels d’extraction de résultats et d’analyse par le simula-
teur proposé. 
 
Évaluation dynamique des performances de la méthode de géolocalisation 
L’évaluation peut se faire de deux manières différentes : il est possible d’afficher à 
chaque instant – c’est-à-dire à chaque nouvelle position de la couverture nuageuse – les 
valeurs des métriques ACC et MCC décrites dans la partie précédente, mais il est égale-
ment possible de comparer les séries temporelles d’ombres portées estimée et initiale. Ain-
si, les métriques du chapitre II sont utilisées afin de caractériser les performances de la 
méthode vis-à-vis de son estimation ponctuelle de l’ombrage du site. 
 
Dans l’optique de simuler dynamiquement les performances que délivre la méthode de 
géolocalisation des nuages intégrant progressivement les différents niveaux d’information, 
il est possible de fixer ou de faire évoluer la position du Soleil au cours du temps. La se-
conde option a été choisie afin d’intégrer dans une même analyse les effets 3D particuliè-
rement importants aux faibles élévations solaires, et afin d’éviter une redondance des ré-
sultats. Les résultats de cette partie sont donnés sur une journée virtuelle dont la course 
du Soleil correspond typiquement à celle d’un jour d’été. 
 
La notation ’SAT+CTH’ est ajoutée dans cette analyse dynamique afin de mettre en 
évidence l’influence de l’utilisation de l’information in situ dans la géolocalisation. Ce ni-
veau d’information supplémentaire exploite donc uniquement les informations susceptibles 
d’être obtenues du point de vue satellitaire. 
 
Les figures 83, 84 et 85 illustrent respectivement les résultats de cette analyse dyna-
mique des nuages de taille          ,           et              soumis à un mouve-
ment d’Ouest en Est de  0 km/h. Sur ces trois figures, la métrique de corrélation MCC 
est représentée sur les sous-figures (a) au cours de la journée pour les quatre niveaux 
d’informations de la méthode de géolocalisation. Ce graphique indique la performance 
globale de l’estimation de la présence d’ombre au sol. Quel que soit la taille des trois 
nuages simulés, cette sous-figure affiche un classement systématique des performances 
selon les niveaux d’information : la méthode strictement satellitaire ‘SAT+CTH’ est bien 
moins corrélée que la méthode ‘SOL+SAT’, elle-même légèrement moins corrélée que la 
méthode ‘SOL+SAT+CTH’. Enfin, de manière prévisible, la méthode 
‘SOL+SAT+CTH+CBH’ qui intègre toutes les informations obtient les meilleurs résultats 
de corrélation.  
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Ces différentes performances sont ensuite analysées en termes de séries temporelles de 
   sur le site étudié – sur les sous-figures (c) – et sur un site annexe situé à 4 km à l’Est 
(choix arbitraire pour l’illustration) – sur les sous-figures (e). Ces figures permettent 
d’abord de visualiser le lien entre variabilité spatiale et variabilité temporelle du rayonne-
ment solaire. Par exemple, la figure 83.c suggère qu’un nuage de taille           soumis 
à un mouvement linéaire à         engendre une perturbation au sol pendant      .   
 
Sur les sous-figures (c) des trois figures 83, 84 et 85, seule la méthode ‘SAT+CTH’ 
n’est pas alignée temporellement avec la référence. En effet, la limite de résolution spa-
tiale des images satellites engendre une approximation temporelle de l’estimation du 
nombre de couches    potentiellement nuageuses traversées. Cette propriété se retrouve 
sur les sous-figures (d), sur lesquelles le TDI est toujours le plus grand pour la méthode 
‘SAT+CTH’. Rappelons que pour l’analyse de tous ces graphiques radars, la valeur du 
TDI indique la distorsion temporelle moyenne de l‘estimation par rapport à la référence, 
et le TDM indique le pourcentage de cette distorsion en avance (valeur négative), en re-
tard (valeur positive) ou alignée temporellement (valeur nulle). Ainsi, les deux métriques 
sont à analyser ensemble. Par exemple un TDI proche de zéro signifie une distorsion 
faible, donc le TDM associé n’apporte peu d’information, et inversement. 
 
Cependant, il est intéressant de remarquer que cette méthode ‘SAT+CTH’ admet une 
avance de moins en moins grande sur les fronts montants le matin, et un retard de plus 
en plus grand sur les fronts descendants des créneaux de l’après-midi, d’après les sous-
figures (c). Ces décalages temporels d’avance le matin et de retard l’après-midi se com-
pensent lors du calcul du TDM sur la journée, indiquant par sa valeur proche de zéro un 
alignement moyen journalier relativement bon.  
 
L’utilisation de l’information issue des images hémisphériques pour l’estimation du site 
considéré – c’est-à-dire les méthodes ‘SOL+SAT’, ‘SOL+SAT+CTH’ et 
‘SOL+SAT+CTH+CBH’ – assure une précision temporelle quasi parfaite, avec un TDI 
proche ou égal à zéro. Cette propriété d’alignement temporel découle de l’hypothèse 
d’une segmentation parfaite effectuée dans le cadre de ce simulateur, mais au vu des dif-
ficultés de la segmentation dans la zone circumsolaire sur les images hémisphériques ré-
elles qui seront exprimés au chapitre V, une détérioration de cette propriété est attendue  
dans le cas réel.  
 
Dans cette étude, la concordance temporelle entre les évènements prévus et mesurés 
est importante. Nous nous sommes donc demandé si la propriété d’alignement temporel 
vu précédemment dans le cas d’une estimation sur le site considéré reste la même pour 
une estimation de    sur un autre site proche. Le site situé à 4 km à l’Est a été choisi et 
la dénomination « site annexe » sera utilisée dans la suite pour le désigner. Avec le mou-
vement de  0 km/h imposé d’Ouest en Est, au déplacement du Soleil près, les évène-
ments observés sur le site d’étude sont donc attendus 1  min plus tard sur le site annexe. 
La particularité d’estimer    sur le site annexe provient des volumes potentiellement nua-
geux qui sont calculés en partie sur les images issues du site d’étude. Ainsi, la délimita-
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tion du nuage n’est pas aussi précise que pour une estimation sur le site d’étude. En par-
ticulier, même dans le cas de la méthode ‘SOL+SAT+CTH+CBH’ recoupant toutes les 
informations, les faces verticales du cube nuageux sont moins bien définies lors-
qu’observées sous un autre point de vue, générant une distorsion temporelle supplémen-
taire sur le site annexe. Puisque dans la stratégie de construction des volumes potentiel-
lement nuageux, il a été décidé de conserver l’ensemble des positions possibles des nuages, 
il est attendu d’obtenir des créneaux estimés englobant les créneaux de la référence. 
 
D‘après les sous-figures (f) des figures 83, 84 et 85, les différents niveaux d’information 
de la méthode de géolocalisation donnent des résultats légèrement meilleurs en termes de 
RMSE, de MAE, de biais et de rampes. Cependant, l’amplitude des créneaux ici n’est pas 
l’aspect le plus important recherché, puisqu’un post-traitement consistera à convertir ces 
amplitudes en rayonnement solaire. En revanche, l’approximation temporelle quantifiée 
par le TDI est plus grande sur le site annexe que sur le site d’étude pour toutes les mé-
thodes intégrant l’information in situ et pour les trois tailles de nuages. Sur ces distor-
sions temporelles plus élevées, le TDM positif indique qu’elles sont majoritairement en 
retard. Cette caractéristique est particulièrement marquée pour la méthode 
‘SOL+SAT+CTH’, ce qui peut s’expliquer par la partie inférieure du cône des possibles 
issus de l’image hémisphérique qui va entrainer une fausse détection du nuage. Le retard 
s’explique par la position relative du site annexe vis-à-vis du mouvement imposé et du site 
étudié.  
 
 
 
 
  
  
 
 
Figure 83 – Résultats de l’analyse dynamique du simulateur 3D pour un nuage de taille           soumis à un mouvement de  0 km/h d’Ouest en Est. Pour chacune 
des trois méthodes de géolocalisation est affiché : (a) l’évolution temporelle de la métrique MCC calculée entre les ombres portées au sol, (b) une illustration d’une scène 
nuageuse à l’instant matérialisé en rouge, (c) l’estimation du nombre de couches    traversées dans la direction du Soleil pour le site et pour (e) le site annexe, ainsi que 
leur graphe radar respectif (d) et (f).  
  
 
 
Figure 84 – Résultats de l’analyse dynamique du simulateur 3D pour un nuage de taille           soumis à un mouvement de  0 km/h d’Ouest en Est. Pour chacune 
des trois méthodes de géolocalisation est affiché : (a) l’évolution temporelle de la métrique MCC calculée entre les ombres portées au sol, (b) une illustration d’une scène 
nuageuse à l’instant matérialisé en rouge, (c) l’estimation du nombre de couches    traversées dans la direction du Soleil pour le site et pour (e) le site annexe, ainsi que 
leur graphe radar respectif (d) et (f). 
  
 
 
Figure 85 – Résultats de l’analyse dynamique du simulateur 3D pour un nuage de taille             soumis à un mouvement de  0 km/h d’Ouest en Est. Pour chacune 
des trois méthodes de géolocalisation est affiché : (a) l’évolution temporelle de la métrique MCC calculée entre les ombres portées au sol, (b) une illustration d’une scène 
nuageuse à l’instant matérialisé en rouge, (c) l’estimation du nombre de couches    traversées dans la direction du Soleil pour le site et pour (e) le site annexe, ainsi que 
leur graphe radar respectif (d) et (f). 
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Finalement, plusieurs résultats ont été extraits du simulateur géométrique proposé. La 
méthode de géolocalisation de niveau d’information (1) ‘SOL+SAT’ exploitant unique-
ment le croisement des lignes de visée de l’observation satellitaire avec celles de 
l’observation in situ affiche des résultats simulés dépendants de l’angle relatif entre la 
position du nuage et celle du satellite. Cependant, ce déficit de performances lorsqu’un 
nuage est présent dans la zone proche de la direction satellitaire peut être réduit avec la 
connaissance de l’altitude du sommet et de la base des nuages. Aussi, l’analyse dyna-
mique apporte une information sur le lien entre la précision de la localisation de l’ombre 
portée des nuages – quantifiée par l’analyse statique – et la précision temporelle de 
l’occurrence des évènements – qui se rapproche de la comparaison à la mesure pyranomé-
trique. Cette analyse autorise donc une visualisation du lien entre la variabilité spatiale et 
la variabilité temporelle du rayonnement solaire proche du site, et permet de mettre en 
évidence un inconvénient majeur des méthodes satellitaires – la limite de résolution spa-
tiale des images satellites induisant une approximation temporelle des variations du 
rayonnement solaire au sol.  
 
L’ajout d’un site annexe dans l’analyse dynamique a permis de caractériser les perfor-
mances de la méthode de géolocalisation dans le cas où la caméra hémisphérique servirait 
à estimer le rayonnement solaire sur un site situé à 4 km dans la direction et le sens du 
mouvement des nuages. 
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IV.6 Conclusions du chapitre 
Le simulateur géométrique proposé dans ce chapitre exploite l’espace 3D comme réfé-
rentiel géométrique afin d’effectuer la fusion des images synthétiques issues d’une part de 
la caméra hémisphérique et d’autre part du satellite géostationnaire. Statiquement, les 
performances en termes d’ombres portées des nuages associées à l’utilisation conjointe 
d’observations issues du point de vue du sol et du point de vue satellitaire ont été expo-
sées. Le recoupement des lignes de visée de ces deux points de vue a une précision spa-
tiale dépendante de la position relative du nuage et de sa taille. Cette partie statique du 
simulateur a aussi mis en évidence le gain obtenu par les connaissances des altitudes du 
sommet et de la base des nuages. 
 
En dynamique, les mêmes tailles de nuages ont été évaluées et ont été soumises à un 
mouvement arbitraire de  0 km/h d’Est en Ouest. L’analyse des performances n’est plus 
spatiale et statique comme précédemment, mais temporelle et dynamique. La meilleure 
précision spatiale ayant été obtenue statiquement sur la méthode de géolocalisation 
‘SOL+SAT+CTH+CBH’ a engendré systématiquement une plus petite distorsion tempo-
relle vis-à-vis de la scène dynamique d’origine choisie. Cette amélioration n’a pas seule-
ment été constatée sur le site où se trouve la caméra mais également pour un site arbi-
trairement choisi, situé à 4 km à l’Est de celui-ci.  
 
Quelle que soit la situation nuageuse et le site choisis, le classement des niveaux 
d’information selon les métriques TDI, ramp-MAD, RMSE, MAE et biais reste inchangé : 
chaque ajout d’information dans ce simulateur améliore la géolocalisation des nuages, qui 
se traduit en une amélioration de leur estimation spatiale d’ombre segmentée et une amé-
lioration de la série temporelle estimée du nombre de couches nuageuses traversées   . 
Ces améliorations sont systématiquement plus importantes pour le site d’étude que pour 
le site annexe (excepté pour le nuage de taille            sur les métriques RMSE et 
ramp-MAD). Enfin, les méthodes utilisant l’information de niveau ( ) et (3) sont toujours 
plus performantes que la méthode ‘SAT+CTH’ sur les nuages testés. 
 
Néanmoins, la simulation suppose la réalisation d’une segmentation parfaite des deux 
images de nuages et ne prend nullement en compte les autres phénomènes optiques et 
atmosphériques qui rentrent en compte dans le cas réel. Les différentes méthodes de géo-
localisation proposées dans ce chapitre seront donc appliquées sur des données réelles 
dans le chapitre V afin d’en extraire une estimation puis une prévision du rayonnement 
solaire au sol spatialement étendu.  
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Chapitre V - Application de 
la géolocalisation 3D des nuages aux 
données réelles 
Ce chapitre se concentre sur l’application de méthodes de géolocalisation 3D des 
nuages sur les données réelles de l’étude. De cette géolocalisation, une estimation et des 
prévisions à très court terme du rayonnement solaire seront extraites. De nouveaux défis 
émergent de l’application pratique des méthodes de géolocalisation des nuages par fusion 
et de l’étape de conversion en rayonnement solaire. En conséquence, de nombreux choix 
ont été effectués tout au long de ce chapitre afin de proposer une voie exploratoire, dont 
l’ambition est d’illustrer et d’analyser les potentialités offertes par de telles méthodes. 
L’objectif n’est donc pas tant de proposer une méthode définitive de prévision, mais plu-
tôt d’emprunter une première voie – parmi d’autres – et de la tester sur une journée suffi-
samment diversifiée pour pouvoir discuter du gain et des limitations de l’approche.  
 
Dans le cadre d’une application de ces méthodes à des données réelles, il sera d’abord 
nécessaire d’établir un référentiel temporel commun puisque les deux types d’images ont 
des résolutions temporelles différentes (resp. 10 s et 15 min). La partie V.1 s’attachera 
donc à la description d’un référentiel de l’espace-temps discret commun. Ensuite, les spé-
cificités liées à l’utilisation des données réelles dans l’approche de géolocalisation des 
nuages seront exprimées dans la partie V.2, avec notamment les segmentations des 
nuages dans les deux types d’images et l’extraction des altitudes des nuages. Enfin, 
l’étape d’estimation du rayonnement solaire à partir des volumes potentiellement nuageux 
et l’étape de prévision du rayonnement solaire spatialement étendu (i.e. ne se limitant pas 
au point de mesure) seront traitées respectivement dans les parties V.3 et V.4.    
V.1 Recherche d’un référentiel commun 
Comme il a déjà été mentionné précédemment, il est essentiel de trouver un référentiel 
commun pour effectuer la fusion des informations contenues dans les images des deux 
sources. Le paragraphe V.1.1 reviendra sur le référentiel géométrique choisi, puis une 
harmonisation des résolutions temporelles de sources d’informations servant à la fusion 
sera proposée au paragraphe V.1.2. 
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V.1.1 Rappel du référentiel géométrique commun : l’espace 
3D 
L’espace est considéré comme référentiel géométrique commun, dans lequel le repère 
orthonormé     ⃗  ⃗  ⃗⃗  est utilisé, avec   l’origine du repère positionné à l’emplacement du 
site considéré. Les vecteurs unitaires  ⃗   ⃗       ⃗⃗ sont respectivement dirigés vers l’Est, vers le 
Nord et vers le Zénith et de leur longueur unitaire vaut 1 m. Le système de coordonnées 
spatiales est donc local, et seules les altitudes positives sont considérées. Dans la repré-
sentation en voxels, seules les coordonnées des centres de ceux-ci seront indiquées. 
V.1.2 Référentiel temporel commun : harmonisation des pas 
de temps à la minute 
Dans le chapitre IV, l’analyse dynamique était possible sur n’importe quel pas de temps 
puisque la simulation permet de générer des images hémisphériques et satellites pour 
toute configuration nuageuse et toute position du Soleil souhaitées. Cependant, dans le 
cas réel, les images satellites MSG ne sont disponibles que toutes les 15 min – correspon-
dant à des instants d’acquisition quasi instantanés en fonction du numéro de ligne dans 
l’image SEVIRI –, les images hémisphériques toutes les 10 s et les mesures pyranomé-
triques toutes les minutes. Afin de réaliser la fusion des deux types d’images, le référentiel 
géométrique commun n’est pas suffisant, il est également nécessaire d’établir un référen-
tiel temporel commun. L’objectif applicatif de cette thèse étant d’élaborer des schémas de 
prévision à haute résolution temporelle, nous décidons d’utiliser le plus petit pas de temps 
proposé par les données pyranométriques. De cette manière, seules les images hémisphé-
riques les plus proches de la minute ronde seront considérées, et il sera ensuite nécessaire 
de ramener les images satellites à un pas de temps de la minute. Afin d’effectuer un tel 
sur-échantillonnage temporel des images satellites – qu’il s’agisse des images dans le vi-
sible ou l’infrarouge thermique ou encore des produits dérivés de ces canaux –, deux mé-
thodes ont été identifiées : 
- L’interpolation linéaire : l’obtention d’images intermédiaires peut se faire par simple 
somme pondérée des deux images encadrantes suivant une pondération dépendant 
de l’écart temporel relatif. Cette méthode n’est cependant pas causale (i.e. elle né-
cessite l’image satellite après l’instant de l’image intermédiaire souhaitée) et a, en 
outre, l’inconvénient de mal décrire la position des masses nuageuses puisqu’une 
sorte de moyenne des deux images est calculée ; 
- L’interpolation par mesure des déplacements géométriques par flot optique. Cette 
méthode consiste à estimer le déplacement des nuages entre deux images succes-
sives, puis d’utiliser cette information de déplacement géométrique pour propager 
les nuages selon ce déplacement. La version causale de cette méthode, illustrée sur 
la figure 86.a, détecte le mouvement des nuages entre les deux dernières images 
successives précédant l’instant intermédiaire, jusqu’à la réception de la prochaine 
image satellite. La version non-causale (cf. figure 86.b) détecte le déplacement des 
nuages entre les images  précédente et suivante afin de générer les images intermé-
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diaires en croisant les informations de la dernière image avec celles de l’image future 
(approche de type forward-backward). Une description plus détaillée de ces deux 
versions de l’interpolation temporelle proposée est disponible en Annexe A . 
  
(a) (b) 
Figure 86 – Illustration des deux méthodes de sur-échantillonnage temporel des images satellites exploitant 
les CMV. Les images HelioClim sont schématisées en couleur orange et les images CTH (ou tout autre pr o-
duit satellitaire) en violet.    est l’instant pour lequel l’information satellitaire est souhaitée et sera également 
l’instant présent (rouge) dans la suite de ce manuscrit. L’instant    correspond à celui de la dernière informa-
tion satellitaire disponible.    est la résolution temporelle des images sate llites et vaut 15 min dans notre cas. 
Les images HelioClim et CTH en bordures pointillées représentent les résultats des propagations causales (a) 
ou non-causales (b) calculés à partir des CMV estimés entre deux images HelioClim successives.  
 
Grâce à cette dernière interpolation temporelle des images satellites, permettant 
d’établir des images satellites intermédiaires au pas de 1 min, il est désormais envisa-
geable d’appliquer les méthodes de géolocalisation entre les images hémisphériques et les 
images satellites suivant la même granularité temporelle. Cependant, un dernier aspect est 
à prendre en considération dans ce référentiel temporel : l’instant d’acquisition des lignes 
de l’image satellite est différent pour chaque ligne de l’image satellite. Comme expliqué 
dans le chapitre III, l’instant d’acquisition des pixels de la zone recouvrant les deux sites à 
l’étude correspond à 4 min avant l’instant indiqué dans les métadonnées satellites.  Ainsi, 
ce décalage temporel doit être considéré dans l’interpolation des données satellitaires au 
pas de temps 1 min. 
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V.2 Spécificités de la géolocalisation des nuages à 
partir des données réelles 
Le simulateur présenté au chapitre IV évalue les méthodes de géolocalisation 3D des 
nuages dans un cas où les nuages sont parfaitement identifiables dans les images artifi-
cielles. Bien qu’il soit possible de l’exploiter pour évaluer l’impact d’une erreur de segmen-
tation des images sur les performances en termes d’ombre portée, ou encore de simuler 
d’autres versions des méthodes proposées, nous décidons de poursuivre l’analyse en appli-
quant ces méthodes sur de vraies images. Les deux spécificités de l’application de ces mé-
thodes sur les données de l’étude qui seront traitées dans cette partie sont : la segmenta-
tion des images – décrite au paragraphe V.2.1 – et l’estimation de l’altitude du sommet 
et de la base des nuages – proposée au paragraphe V.2.2. 
 
V.2.1 Segmentation des images 
L’étape qui diffère fondamentalement de la simulation est l’étape de segmentation des 
nuages. Que ce soit sur l’image hémisphérique ou sur l’image satellite, identifier automa-
tiquement les nuages dans ces images est rendu difficile notamment par la complexité de 
la scène nuageuse et de son interaction avec le rayonnement solaire. Dans le cas de 
l’image hémisphérique, il s’agit de distinguer les nuages avec le ciel et le halo du Soleil ; 
et dans le cas satellitaire, les nuages sont à distinguer de la terre, la mer ou encore la 
neige. 
V.2.1.a Segmentation des images hémisphériques 
En raison de la diffusion moléculaire – appelée diffusion de Rayleigh – des courtes lon-
gueurs d’onde, celles correspondant à la couleur bleue sont plus diffusées que le reste du 
spectre solaire, ce qui donne au ciel clair sa couleur bleue. D'un autre côté, les nuages 
composés principalement d'eau et de particules de glace diffusent uniformément le rayon-
nement visible – appelée diffusion de Mie –, c’est pourquoi les zones nuageuses dans le 
ciel apparaissent souvent blanches. Ainsi, au sein de la communauté scientifique traitant 
de ces images hémisphériques du ciel dans les bandes spectrales du visible (et du proche 
infrarouge), la stratégie très largement adoptée pour la détection de nuages consiste à 
exploiter deux ou trois de leurs canaux rouge, vert et bleu (Chow et al., 2011; Heinle et 
al., 2010; Johnson et al., 1989; Long et al., 2006; Pfister et al., 2003; Roy et al., 2001).  
 
Le plus souvent, le canal rouge est utilisé en comparaison du canal bleu car ils sont 
spectralement les plus discriminants entre les pixels de nuages et les pixels de ciel, mais le 
canal vert est parfois utilisé (Yang et al., 2016) car moins sensible au facteur de flare11. 
Dans la suite de ce paragraphe, les lettres R, G et B – pour Red, Green, Blue –feront res-
pectivement référence aux canaux rouge, vert et bleu des images hémisphériques. Que ce 
                                    
11  « Aberration optique due à une diffusion parasite de la lumière à l'intérieur de l’objectif ». Source : 
https://fr.wikipedia.org/wiki/Facteur_de_flare 
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soit sur le ratio R/B, la différence R-B ou la différence normalisée NRBR = (B-R)/(B+R) 
(NRBR : Normalized Red-Blue ratio), une méthode simple consiste à imposer un seuil 
arbitraire sur le résultat de ces opérations afin d’extraire les pixels nuageux (Gauchet et 
al., 2012; Heinle et al., 2010; Long et al., 2006; Yamashita, 2004). Heinle et al. (2010) et 
Kazantzidis et al. (2012) obtiennent des résultats de segmentation légèrement meilleurs 
avec le canal composite R-B que celui R/B, bien qu’il soit plus sujet aux bruits (Shields 
et al., 2009).  
 
Le seuil imposé est cependant difficilement transposable à d’autres sites puisqu’il est 
dépendant des caractéristiques de l’acquisition de l’image ainsi que des conditions atmos-
phériques (Tapakis et Charalambides, 2013) et surtout de la position du pixel dans 
l’image hémisphérique. Plusieurs méthodes de seuillage automatique (Otsu, 1975; Yang et 
al., 2012) ou hybride ont été également proposées (Li et al., 2011), cependant deux zones 
de l’image restent particulièrement difficiles à segmenter :  
- la zone circumsolaire (typiquement à moins de 10 à 15° de la position du Soleil) 
pour laquelle la luminance croît très rapidement en puissance inverse de la distance 
angulaire à la position Soleil (Buie et al., 2003). Lorsque la zone circumsolaire n’est 
pas oblitérée par des nuages ayant une épaisseur optique suffisante, cette croissance 
rapide de la luminance mesurée rend difficile la détection des pixels nuageux dans la 
zone. De plus, compte tenu de la limitation en dynamique des capteurs CCD ou 
CMOS des caméras numériques, les pixels de la zone circumsolaire sont très rapi-
dement complètement saturés, empêchant toute segmentation pour ces derniers ; 
- la zone proche de l’horizon correspond à des pixels du ciel acquis avec une résolu-
tion spatiale dégradée (effet fish-eye) correspondant à des angles solides de lumi-
nance de ciel associés à des épaisseurs optiques de l’atmosphère importantes.  
Ces deux effets joints rendent difficile, même visuellement, la distinction entre un nuage 
dont les frontières sont floues ou une zone de luminance du ciel troublée par l’atmosphère. 
 
Par ailleurs, la caméra hémisphérique a elle aussi une réponse colorimétrique qui n’est 
pas parfaitement homogène dans tout son champ hémisphérique. L’exposition de cette 
dernière à une source de luminance parfaitement homogène (sphère intégrante) ne génè-
rerait pas des images RGB parfaitement constantes.  
 
Pour toutes ces raisons, la détection des nuages sur tout le champ hémisphérique peut 
être grandement améliorée en considérant un seuil dépendant de la position relative des 
pixels dans l’image et vis-à-vis du Soleil. Un tel seuillage est en fait grandement facilité 
par la modélisation de l’image acquise par condition de ciel clair (i.e. sans nuage) afin 
d’en extraire l’information de présence nuageuse par un seuillage unique sur la différence 
d’opérateurs colorimétriques entre l’image d’origine et l’image ciel clair modélisée corres-
pondante.  
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Afin d’établir un modèle de prédiction des images par condition de ciel clair d’une ca-
méra particulière, une sélection visuelle préalable d’images de ciel clair permet la création 
d’une table de correspondances (Look-up Table, LUT) entre la position relative des pixels 
dans l’image et du Soleil avec les intensités des canaux RGB (Chow et al., 2011; Long et 
al., 2006; Pfister et al., 2003; Shields et al., 2009). Pour cela, il est recommandé par 
Chauvin et al. (2015) de changer de système de coordonnées, puisque l’intensité de 
chaque pixel de ciel clair est notamment dépendante de l’angle qu’il forme avec le Zénith 
(Pixel Zenith Angle, PZA) et de celui qu’il forme avec le Soleil (Solar Pixel Angle, SPA). 
Un exemple de cette représentation (PZA, SPA) pour une image de ciel clair est proposé 
à la figure 87.b sur une grille de résolution angulaire de 1°. Dans cette représentation, 
chaque pixel est une valeur moyenne de tous les pixels de l’image d’origine ayant ces va-
leurs de PZA et de SPA (à 1° près). Ainsi, l’effet de flare rouge visible sur la figure 87.a 
ne se retrouve pas sur la représentation (PZA, SPA) puisqu’elle est moyennée (diluée) 
avec les valeurs proches de ces angles. 
 
 
 
(a) (b) 
Figure 87 – Un exemple d'image de ciel clair représentée (a) dans le système de coordonnées de la cam é-
ra et (b) dans le système de coordonnées (PZA, SPA). 
Dans cette étude, les  0 journées contenant le plus d’instants de ciel clair – d’après la 
classification d’instants proposée au paragraphe II.6.1 – sont utilisées pour chacun des 
deux sites afin de générer cette LUT, une pour chaque caméra. Ce jeu de données a en-
suite été filtré en supprimant par inspection visuelle les images contenant des nuages. 
L’adaptation des résultats extraits de cette table aux zones de ciel clair apparentes le cas 
échéant sur l’image à segmenter a notamment été utilisée par Chauvin et al. (2015). 
Cette adaptation est proposée par les auteurs en adaptant une modélisation paramétrique 
de la luminance mesurée par ciel clair, mais peut également être envisagée plus simple-
ment en multipliant l’image ciel clair modélisée par un facteur correctif (Ghonima et al., 
2012; Shields et al., 2010), ce qui a pour but de s’adapter aux changements de turbidité 
de l’atmosphère.  
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Pour tenter de rendre compte de la variabilité de la luminance mesurée du ciel induite 
par un changement du trouble de l’atmosphère claire (variabilité du contenu de la colonne 
d’atmosphère en vapeur d’eau des épaisseurs optiques des aérosols, etc.), nous avons 
ajouté à ces tables de LUT une entrée supplémentaire liée au trouble de Linke   , en plus 
des entrées relatives aux paramètres angulaires PZA et SPA 
 
L’estimation du trouble de Linke   , à la fois pour l’apprentissage et pour l’application 
de la LUT, se calcule de manière empirique d’après la relation proposée par Ineichen 
(2008) en fonction de la teneur en vapeur d'eau atmosphérique   et l'épaisseur optique 
d'aérosols     à 550 nm : 
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(37) 
où   est la pression atmosphérique à l'altitude considérée et    la pression atmosphé-
rique au niveau de la mer. Les variables   et     sont délivrées par le service Global 
forecast of atmosphere composition de CAMS (Copernicus Atmospheric Monitoring Ser-
vice) et utilisées par le service CAMS Radiation McClear (Schroedter-Homscheidt, 2016) 
en prévision au pas de temps 3 h. La pression atmosphérique est mesurée directement sur 
chacun des sites au pas de temps 1 min. L’apprentissage sur les  0 jours de ciel clair dé-
livre une LUT pour chacune des caméras, dont une illustration est proposée sur la figure 
88. Le trouble de Linke a été séparé en quatre intervalles réguliers, et les angles PZA et 
SPA en 25 intervalles chacun. Une interpolation linéaire a été choisie afin de générer 
l’image de ciel clair à partir de cette LUT et des images de PZA, de SPA et de 
l’estimation à chaque instant du trouble de Linke de l’instant considéré. 
 
 
Figure 88 – Illustration de la LUT selon les trois variables d’apprentissage  :    ,     et   .  
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Désormais, pour chaque image hémisphérique, nous sommes en capacité de générer une 
image modélisée de ciel clair qui apporte l’information de la distribution anisotropique de 
l’intensité des pixels en l’absence de nuages. Ce modèle intègre sans toutefois les départa-
ger la répartition angulaire de la luminance du ciel ainsi que les défauts d’homogénéité de 
la réponse de la caméra. Des exemples de résultats extraits de la LUT sont disponibles sur 
la deuxième et la quatrième colonne de la figure 89 pour la journée du 22/04/2015. Dans 
la suite de ce chapitre, cette journée sera utilisée pour illustrer les différents comporte-
ments des estimations et prévisions issues de la méthode de géolocalisation proposée.  
 
 
    
    
    
    
Figure 89 – Huit exemples de situations nuageuses observées par les caméras hémisphériques in situ lors 
de la journée d’exemple du 22/04/2015 avec les images issues de la LUT de ciel clair correspondantes. Ces 
images sont acquises toutes les heures entre 8h30 et 15h30. La segmentation des images hémisphériques est 
matérialisée par un contour jaune en surimpression, le Soleil est localisé sur ces images de manière théorique 
par le biais d’un point rouge et sa course pour cette journée apparait en couleur verte.  
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À partir des images d’origine et de ciel clair, plusieurs opérateurs colorimétriques ont 
été proposés par la communauté scientifique dans le but de faciliter l’identification des 
nuages. Chauvin et al. (2015) ont suggéré d’appliquer un seuil de 0.15 sur la valeur abso-
lue de la différence d’opérateurs NRBR de l’image d’origine et de l’image ciel clair modé-
lisée, tel que : 
 |            |       (38) 
avec 
           
   
   
 (39) 
et l’exposant     indique que l’opérateur est appliqué à l’image de ciel clair modélisée. 
 
Cet opérateur colorimétrique a l’avantage de présenter une distribution bimodale dans 
les ciels partiellement couverts (Chauvin, 2016), facilitant la segmentation par un unique 
seuil. Cependant, l’utilisation des seules différences entre les canaux rouges et bleus en-
traine souvent une assimilation des flares rouges à des nuages. Pour faire face à ce pro-
blème spécifique à nos caméras, nous proposons l’opérateur colorimétrique suivant :  
                                
                           
                           
 (40) 
Puisque les flares rouges ne sont pas décrits dans la LUT choisie, la différence        
sera plus élevée dans les zones rouges de l’image que la différence       . Ainsi, le mi-
nimum de ces différences aura pour effet de passer outre cette élévation de la composante 
rouge. Des résultats de la segmentation sont disponibles sur la figure 89, où le seuil 0 a 
été choisi de manière à privilégier une segmentation correcte de la zone circumsolaire au 
détriment de la détection de certains nuages fins. La qualité de la segmentation est sub-
jective et ne sera jamais parfaite, il s’agit donc de choisir un compromis.  
V.2.1.b Segmentation des images satellites 
Afin d’identifier les nuages dans les images satellites, Escrig et al. (2013) proposent un 
seuil sur les pixels qui prend en compte l’hétérogénéité du sol en exploitant les canaux 
visibles et infrarouges de MSG. Avec ces mêmes canaux, Derrien et Le Gléau (2005) ap-
pliquent des tests locaux de texture afin d’en extraire le masque des nuages. Dans cette 
thèse, par soucis de simplicité, cette étape utilise uniquement les images d’indice de ciel 
clair HelioClim sur lesquelles est appliqué un seuil arbitraire. Ainsi, la détection des 
nuages est facilitée par l’indice de ciel clair fourni puisque la méthode Heliosat-2 com-
pense les effets de l’albédo du sol pour ne conserver que l’influence des nuages sur le 
rayonnement solaire incident au sol.  
 
Cependant, la segmentation des images satellites admet plusieurs limitations. L’une des 
faiblesses provient directement du modèle d’estimation solaire par imagerie satellitaire 
dans le domaine du visible. Son incertitude et le biais qui en résulte sont en effet accrus 
lorsque le sol est recouvert de neige ou, plus généralement, lorsque le sol est très réflé-
chissant. Perez et al. (2010) utilisent l’imagerie infrarouge afin de détecter la possible 
présence de neige au sol et ainsi améliorer la conversion de l’image satellite en rayonne-
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ment solaire. Mais la faiblesse de la segmentation satellitaire repose surtout sur le déficit 
de résolution spatial de ces images, où une décision binaire de présence de nuage sur un 
pixel de 3 km de large s’avère peu précise.  
 
De plus, dans le cadre de la méthode de géolocalisation proposée, puisque l’on recoupe 
avec l’information au sol, une fausse alarme est préférable à une non-détection. Autre-
ment dit, il est préférable d’être inclusif et de détecter faussement des pixels comme nua-
geux – ce qui sera en partie corrigé par la connaissance de l’altitude du sommet des 
nuages du paragraphe V.2.2.a –, plutôt que de ne pas détecter des pixels nuageux – ce 
qui aurait un impact conséquent lors de l’étape d’intersection des volumes potentiellement 
nuageux. C’est la raison pour laquelle le seuil sur l’indice de ciel clair choisi pour détermi-
ner si l’image satellite est contaminée par des nuages est 0,98 : autrement dit si, pour un 
pixel donné,  la valeur estimée de l’éclairement au sol est à 98% de la valeur de ciel clair 
théorique. Cette segmentation des images satellites peut également être effectuée direc-
tement en appliquant le masque des nuages proposé par le KNMI et inclus dans l’altitude 
haute des nuages ou CTH (voir section suivante). 
 
V.2.2 Les trois versions de la méthode de géolocalisation 
dans le cas réel 
Dans le chapitre IV, l’analyse statique du simulateur a permis de mettre en évidence les 
avantages liés à l’ajout d’informations sur l’altitude du sommet et de la base des nuages. 
Au sein de cette simulation, ces altitudes étaient considérées comme connues parfaite-
ment. Or dans le cas réel, il est nécessaire d’estimer ces deux grandeurs afin d’appliquer 
la méthode de géolocalisation avec les trois niveaux d’information présentés précédem-
ment.  
V.2.2.a Estimation de l’altitude du sommet des nuages 
Plusieurs organismes proposent des produits sur les propriétés des nuages en se basant 
sur différentes sources d’information. En particulier, le KNMI propose une estimation de 
l’altitude du sommet des nuages en se basant sur les images du proche infrarouge du sa-
tellite MSG. L’algorithme sépare dans un premier temps les pixels contaminés par des 
nuages des autres pixels en exploitant l’algorithme de détection des nuages développé à 
l’origine pour le spectroradiomètre d'imagerie à résolution modérée MODIS (Frey et al., 
2008; Platnick et al., 2003). Ensuite, les propriétés physiques primaires des nuages (tem-
pérature au sommet, phase, épaisseur optique et tailles des gouttelettes d’eau) sont esti-
mées de manière itérative en comparant simultanément les réflectances observées dans les 
canaux du visible et du proche infrarouge aux tables de correspondances (LUT) des ré-
flectances simulées par calcul de transfert radiatif des nuages d'eau et de glace. Enfin, la 
détermination des autres propriétés des nuages repose principalement sur ces propriétés 
primaires.  
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Concernant la variable qui nous intéresse ici, l’estimation de l’altitude des nuages 
(Cloud Top Height, CTH) s’effectue par comparaison de la température de brillance in-
frarouge au sommet des nuages à un profil de température issu de modèles météorolo-
giques   Cette technique avait été proposée par Mahani et al. (2000) en soulignant 
l’importance d’un recalage de type orthorectification des images satellites pour limiter 
l’impact de l’effet parallaxe. 
 
L’évaluation du CTH issu du KNMI a été effectuée par Stengel et al. (2014) en compa-
rant ce produit aux informations délivrées par les satellites CloudSat et CALIPSO. Cette 
étude indique un écart type de      et un biais de         pour le CTH. Dans la suite 
de cette étude, l’information proposée par le CTH sera considérée comme correcte, bien 
qu’une analyse plus poussée de la sensibilité de cette variable sur nos résultats mériterait 
d’être développée. 
 
Des méthodes de stéréoscopie satellitaires sont également envisageables afin d’estimer 
l’altitude du sommet des nuages. Campbell et al. (1996, 1998) mettaient déjà en avant la 
possibilité d’extraire cette altitude ainsi que les vitesses du sommet des nuages géométri-
quement à partir de paires d’observations satellites, puis Campbell et Holmlund (2004) 
ont présenté les résultats de leur méthode sur cinq paires de satellites. En 2007, Seiz et al. 
ont appliqué ces méthodes de détermination de l’altitude du sommet des nuages et de 
leur vitesse à partir des satellites Météosat de première génération 5, 7 et 8, avec, no-
tamment, une investigation sur l’avantage de l’utilisation du canal HRV. La précision de 
l’estimation de l’altitude avec cette méthode est de       . Enfin, Horváth et Davies 
(2001) ont appliqué ces méthodes stéréoscopiques au satellite Terra en orbite polaire avec 
neuf caméras embarquées, dont les caractéristiques orbitales permettent d’obtenir une 
précision de l’altitude du sommet des nuages de     . Cependant cette information 
n’est pas disponible à n’importe quelle heure contrairement aux satellites géostationnaires, 
ce qui limite son utilité pour la prévision solaire.   
V.2.2.b Estimation dynamique de l’altitude de la base des nuages  
De multiples sources d’informations peuvent servir de support à l’estimation de 
l’altitude de la base des nuages, comme par exemple des ceilomètres (Gaumet et al., 1998) 
ou encore des couples caméras hémisphériques utilisées en mode stéréoscopique (Blanc et 
al., 2017; Crispel et Roberts, 2018; Seiz, 2003; Tapakis et Charalambides, 2013). Aussi, 
Bertin et al. (2015) utilisent une caméra hémisphérique infrarouge pour récupérer 
l’altitude de la base des nuages épais – dont la profondeur optique est supérieure à 3 – en 
exploitant le même type de relation qu’au paragraphe V.2.2.a entre température et alti-
tude des nuages.  
 
En l’absence de telles configurations instrumentales, nous proposons une méthode 
d’estimation de l’altitude de la base des nuages exploitant la dynamique des nuages ob-
servée conjointement par la caméra hémisphérique et le satellite et dont le principe est 
schématisé à la figure 90. En effet, le mouvement des nuages estimé entre deux images 
hémisphériques successives à l’aide d’algorithmes CMV (cf. annexe A1) permet d’obtenir 
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une vitesse du nuage observé, notée     , exprimée en pixel/s s’apparentant à une vitesse 
angulaire. Du point de vue satellitaire, le système a une focale et une distance 
d’observation de la Terre suffisamment grandes pour que la vitesse estimée soit très 
proche d’une vitesse de translation, notée      et exprimée en    .  
 
L’hypothèse est que le mouvement de translation du sommet du nuage est le même que 
celui de sa base, et que le déplacement de type angulaire perçu du point de vue du sol 
correspond au déplacement de la base du nuage. Une estimation de l’altitude de la base 
du nuage    à partir de ces deux vitesses a été proposée par Wang et al. (2016) et repris 
par Kuhn et al. (2018) : 
 
   
     
    
 
 
       
 (41) 
où    est l’angle zénithal d’intégration avec lequel l’information de l’image hémisphé-
rique est moyennée, et   correspond au diamètre du cercle défini par    en nombre de 
pixels, tels qu’illustrés sur la figure 90. Cette approche est plus précisément décrite dans 
l’article de Wang et al. (2016). Ces derniers estiment l’incertitude exprimée en RMSE de 
1 6 m mais elle dépend de l’incertitude de l’instrument de mesure des vitesses des nuages 
utilisé par les auteurs. Dans notre cas, puisque la comparaison est effectuée avec une es-
timation satellitaire du mouvement des nuages, l’incertitude sera certainement plus 
grande. Aucun appareil de mesure de vitesses des nuages n’étant installé sur nos sites 
d’étude, l’estimation de l’incertitude de la méthode dans notre cas n’a pas été réalisée.   
 
 
Figure 90 – Schéma explicatif de l’algorithme d’estimation de l’altitude de la base des nuages par comp a-
raison entre le déplacement angulaire du point de vue du sol (en bleu) et le déplacement par trans lation du 
point de vue satellitaire (en orange). 
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V.2.3 Analyse qualitative de la géolocalisation sur le jour 
d’exemple 
Comme indiqué précédemment, le jour   /04/ 015 a été choisi comme jour d’exemple 
sur le site n°  afin d’illustrer le comportement des méthodes proposées sur des configura-
tions nuageuses particulières. Les illustrations de ce paragraphe ont pour objectif 
d’identifier certaines caractéristiques de la méthode de géolocalisation proposée sur trois 
périodes particulièrement intéressantes. Ces trois périodes sont délimitées sur la figure 91 
en surimpression des courbes de GHI et BHI mesurés au sol sur le site n°2. 
 
 
Figure 91 – Selection des trois plages d’instants : la plage (1) s’étend de 9h à 9h40, la plage ( ) de 10h30 
à 11h10 et la plage (3) aux instants autour de midi. La différence des composantes globale et diffuse de la 
mesure pyranométrique est nommée ”BHI mesuré”. Les composantes de ciel clair sont issues d u modèle 
ESRA. 
Sur ces trois plages d’instants, la méthode de géolocalisation proposée avec le niveau 
d’information (3) SOL+SAT+CTH+CBH est appliquée. Les images satellites HelioClim 
et CTH utilisées pour l’estimation sont celles rapportées au pas de temps 1 min selon la 
propagation non-causale (cf. figure 86.b du paragraphe V.1.2). Le volume potentiellement 
nuageux obtenu à l’issue de cette géolocalisation est illustré sur les figures 92, 93 et 94 
respectivement pour les plages d’instants (1), ( ) et (3) avec les images hémisphériques, 
HelioClim et CTH correspondantes toutes les 10 min. 
 
Sur la figure 92, la plage d’instants (1) correspond au passage d’un nuage conséquent 
dont le mouvement est globalement advectif du Sud vers le Nord. La série d’images hé-
misphériques de la colonne de gauche de la figure permet la délimitation du contour des 
nuages avec une bonne résolution spatiale. La colonne du milieu donne, pour chaque ins-
tant choisi, l’image estimée à la minute près de HelioClim et du CTH. Ces séries de deux 
images nous renseignent respectivement sur la présence (pour un seuil donné) et l’effet 
des nuages sur l’éclairement incident et sur l’altitude du sommet de ces derniers. Enfin, la 
colonne de droite illustre la géolocalisation des nuages issue de la méthode proposée. 
Cette géolocalisation est qualitativement cohérente avec les observations, elle sera analy-
sée dans le cadre de l’estimation et de la prévision dans les paragraphes V.3 et V.4. 
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Dans le cas d’une estimation du rayonnement solaire direct, la zone circumsolaire con-
tient l’essentiel des informations nécessaires. La partie saturée de cette zone peut notam-
ment être exploitée pour affiner la segmentation de l’image dans cette zone. Par exemple, 
sur les images hémisphériques à 9h et 9h10 le Soleil est perçu au travers des nuages. Sur 
la première image, la zone saturée est détectée comme appartenant au ciel clair et dans le 
second cas, cette zone passe le seuil de la segmentation et est considérée comme nua-
geuse. Cet effet de seuil va avoir tendance à générer des rampes d’estimation de pentes 
plus fortes que celles de la mesure. Ces instants sont également particulièrement difficiles 
à prévoir puisque sans information sur la transmittance des nuages, prévoir précisément à 
quel moment le Soleil transpercera les nuages est une tâche difficile avec l’approche pro-
posée.   
 
Sur la figure 93, les images hémisphériques et satellites correspondant à la plage 
d’instants ( ) illustrent la présence d’un nuage de plus petite taille, mais dont la délimita-
tion est relativement bonne sur les deux segmentations. Cependant, lors de la reconstruc-
tion du volume 3D illustrée sur la partie droite de la figure, il semble que l’estimation de 
l’altitude de la base des nuages  (CBH) soit perturbée par les nuages proches de l’horizon. 
Ainsi, cette mauvaise estimation du CBH ajoute une partie du volume potentiellement 
nuageux sous la position réelle du nuage. Cette partie du volume disparait en partie à 
10h50 pour se reformer plus tard. Ces effets sont particulièrement visibles à cause des 
nuages situés à l’horizon, dont l’intersection de leur cône des possibles avec l’information 
issue du CTH entraine une estimation surévaluée des masses nuageuses géolocalisées. La 
remarque sur les difficultés liées à la transmittance des nuages dans un processus de pré-
vision est la même qu’à la figure 92. 
 
 
  
149 CHAPITRE V - APPLICATION DE LA GÉOLOCALISATION 3D DES NUAGES AUX DONNÉES RÉELLES 
 
 
 
 
 
 
 
Figure 92 – Illustration d’un passage nuageux dont le mouvement est principalement advectif et pour le-
quel la géolocalisation proposée performe relativement bien. Cette illustration correspond à la plage 
d’instants (1). 
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Figure 93 – Illustration d’un passage nuageux pour lequel la géolocalisation proposée affiche certaines li-
mites. Cette illustration correspond à la plage d’instants ( ). 
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La figure 94.a illustre le résultat de la géolocalisation 3D des nuages effectuée pour une 
situation nuageuse fractionnée, fine et semi-transparente. Ces nuages ont la particularité 
d’être détectés sur l’image hémisphérique mais ne sont pas visibles sur les informations 
satellitaires. Ainsi, le CTH n’est pas correct puisqu’il est estimé à une valeur proche de 
zéro et le CBH est lui aussi impacté puisque l’estimation du mouvement des nuages à un 
endroit où les nuages ne sont pas détectés est proche de zéro également. Dans ces cas où 
le CTH est inférieur au CBH, nous avons décidé d’imposer à ces nuages l’altitude de  ,6 
km correspondant à la valeur médiane du CTH de l’ensemble de nos données. Le résultat 
pour ce type de situations intégrant cette condition est illustré sur la figure 94.b. 
 
 
(a) 
 
(b) 
Figure 94 – Illustration d’une situation nuageuse de faible épaisseur, semi-transparente et fractionnée vi-
sible uniquement sur l’image hémisphérique. La méthode de géolocalisation telle qu’expliquée jusqu’à pré-
sent donne le volume des possibles à droite de la sous-figure (a) et la méthode utilisant l’altitude médiane 
des CTH en cas de conflit entre le CTH et le CBH donne celui de la sous -figure (b). 
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V.3 Estimation du rayonnement solaire spatialement 
étendu 
La partie précédente s’est focalisée sur l’étude de certaines spécificités et difficultés 
liées à l’application des méthodes de géolocalisation 3D des nuages sur des données ré-
elles. Le chapitre IV traitant du simulateur géométrique de ces méthodes a permis 
d’extraire des résultats simulés en termes d’ombres portées des nuages. Cependant, dans 
le cas réel, seul le capteur pyranométrique permet l’analyse de la performance de ces mé-
thodes. Ainsi, l’étape manquante qui va être l’objet de cette partie est la conversion de la 
série temporelle d’ombrage issue de le géolocalisation des nuages en série temporelle de 
rayonnement solaire estimé. Différentes stratégies peuvent être adoptées afin d’établir – si 
possible – un lien entre ces deux grandeurs. Une première estimation du rayonnement 
solaire direct s’effectuera par le biais d’une relation simple a priori avec le nombre de 
couches potentiellement nuageuses traversées    au paragraphe V.3.1. Ensuite, une mé-
thode associant les volumes potentiellement nuageux issus des méthodes de géolocalisa-
tion des nuages avec l’estimation satellitaire de la base HelioClim est proposée au para-
graphe V.3.2. Cette méthode d’estimation permet de corriger en partie les images Helio-
Clim de l’effet parallaxe entre le point de vue du sol et celui du satellite, en exploitant 
l’information d’altitude du sommet des nuages proposée par le KNMI via le produit CTH 
(cf. paragraphe V.2.2.a). Enfin, le paragraphe V.3.3 s’intéresse à une méthode de régres-
sion se basant sur une rétroaction en temps réel de la mesure pyranométrique. Cette mé-
thode permet d’établir un lien entre les éclairements solaires mesurés et les caractéris-
tiques géométriques des ombres et des positions des nuages estimées par les méthodes de 
géolocalisation. 
 
V.3.1 Relation a priori 
La première estimation du rayonnement solaire direct qui a été envisagée repose sur 
une modélisation simple de l’indice de ciel clair à partir du nombre de couches    traver-
sées dans la direction du Soleil : 
 
  ̂   (
  
     
)    
    (42) 
où       est le nombre maximal de couches nuageuses selon la maille de voxels choisie, 
  ̂ est l’estimation du rayonnement direct,   
    est le rayonnement direct par condition 
de ciel clair, et   est une fonction qui peut être définie de manière a priori ou bien déter-
minée par d’autres méthodes. La fonction   suivante est proposée comme fonction a prio-
ri : 
                    (43) 
Bien que cette formulation simple ait l’avantage de ne dépendre d’aucun autre para-
mètre et qu’elle soit très simple à appliquer, elle n’est reliée à aucun comportement théo-
rique : l’épaisseur géométrique d’un nuage n’étant pas directement relié à son épaisseur 
optique ou à son indice de ciel clair correspondant. 
153 CHAPITRE V - APPLICATION DE LA GÉOLOCALISATION 3D DES NUAGES AUX DONNÉES RÉELLES 
 
 
V.3.2 Utilisation de l’indice de ciel clair HelioClim 
Une autre approche de l’estimation du rayonnement solaire incident consiste à exploiter 
celle délivrée par la base de données HelioClim en attribuant à chaque voxel potentielle-
ment nuageux l’indice de ciel clair correspondant d’après l’estimation par la méthode He-
liosat-2. Cette information est en effet très peu utilisée dans les méthodes de géolocalisa-
tion proposées jusqu’à présent, puisqu’elle sert uniquement à la segmentation des images 
satellites (cf. paragraphe V.2.1.b), qui est déjà plus ou moins présente dans l’information 
délivrée par le CTH. Ainsi, plutôt que de projeter l’information de présence de nuage dans 
l’espace 3D, la projection de l’indice de ciel clair d’HelioClim est effectuée. Chaque voxel 
contient désormais une valeur d’indice de ciel clair. Il reste à déterminer une manière de 
combiner ces indices de ciel clair dans la direction de l’éclairement solaire direct. Là en-
core, différentes opérations mathématiques peuvent être appliquées sur cette colonne 
d’indices afin d’estimer in-fine le rayonnement solaire incident au sol. Nous avons choisi 
d’utiliser la moyenne des indices de ciel clair dans la direction du Soleil intersectés avec 
les volumes potentiellement nuageux proposés.  
 
Cependant, cette méthode délivre un indice de ciel clair    moyen pour la composante 
globale du rayonnement solaire. La base de données HelioClim3 utilise une procédure par-
ticulière pour évaluer les composantes directe (BHI) et diffuse (DHI) sur plan horizontal 
du rayonnement connaissant le GHI ainsi que l’éclairement hors atmosphère et la masse 
d’air correspondants. Cette procédure, empirique, est basée sur la fonction paramétrique 
G2 proposée par Ruiz-Arias et al. (2010).  
 
Les résultats de l’estimation du BHI par HelioClim et de l’estimation du BHI issue de la 
méthode décrite précédemment – appelée « Estimation HelioClim corrigée » – sont illus-
trés pour la journée du 22/04/2015 à la figure 95.  
 
 
Figure 95 – Illustration sur la journée d’exemple du   /04/ 015 de l’estimation du rayonnement direct is-
su directement de la base HelioClim, de l’estimation corrigée par la géolocalisation des nuages via la mé-
thode proposée (« Estimation HelioClim corrigée ») et de la mesure du BHI sur le site n°2. 
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Des analyses de comparaisons avec les mesures in situ correspondantes permettent de 
montrer que la correction apportée améliore sensiblement le TDI, qui passe de 5,6 % à 
 ,8 %. Ces opérations ont donc pour effet de corriger l’effet parallaxe induit par la diffé-
rence de point de vue entre le sol et le satellite grâce à la géolocalisation des nuages réali-
sée. Cependant, la limite de résolution spatiale de l’image HelioClim ne permet pas 
d’ajouter beaucoup d’informations hautes fréquences. 
 
V.3.3 Régression 
La dernière approche envisagée pour extraire une estimation du rayonnement solaire in-
cident à partir des volumes potentiellement nuageux précédemment construits est la ré-
gression. Le terme de régression désigne une analyse statistique dont le but est d’établir 
une relation entre une variable – dite expliquée – et une (ou des) variable(s) – dite(s) 
explicative(s). Cette régression dans ce cas s’attachera à établir une estimation du rayon-
nement solaire à partir de l’information du nombre de couches    nuageuses traversées 
dans la direction du Soleil ainsi que de la valeur moyenne de l’indice de ciel clair issue des 
images HelioClim. L’étape préliminaire consiste à entrainer le modèle sur des données 
historiques par comparaison à la mesure pyranométrique. Le lien entre ces deux grandeurs, 
s’il existe, dépend des paramètres intrinsèques de la représentation 3D choisie et notam-
ment de la taille de chaque voxel.  
 
Le premier modèle de régression envisagé ici, appelé régression statique, est typique-
ment entrainé sur une première période, puis testé sur une autre supposée indépendante 
de la première. Les variables explicatives choisies pour diriger le modèle sont l’estimation 
proposée au paragraphe précédent V.3.2, ainsi que le nombre de couches    traversées 
dans la direction du Soleil. La structure polynomiale suivante est imposée au modèle : 
 
 Pour                                              
        
     (a) 
 
avec         les coefficients du modèle à estimer,      l’estimation HelioClim exploi-
tant les volumes potentiellement nuageux,      le nombre de couches    traversées dans la 
direction du Soleil,    l’erreur du modèle et    le rayonnement solaire BHI mesurée par le 
pyranomètre. La représentation matricielle suivante sera utilisée dans la suite : 
 
       (44) 
avec            ,             et 
  (
                     
     
 
      
                     
     
 
) 
 
La méthode des moindres carrés est utilisée pour estimer les coefficients    du modèle : 
 
  ̂             (45) 
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Le second modèle de régression est une régression dite dynamique (ou itérative) utili-
sant en temps réel la mesure pyranométrique précédente. Cette fois-ci, une version pondé-
rée de la méthode des moindres carrés est utilisée, avec   une matrice de poids – ou ma-
trice d’oubli – privilégiant les mesures les plus récentes dans la régression : 
 
  ̂    
                 (46) 
 avec                       l’opérateur de diagonalisation et   la matrice d’oubli 
définie arbitrairement par l’équation suivante : 
 
                       (
    
 
  ) (47) 
avec    la taille de la fenêtre glissante et    l’instant présent. 
 
Les résultats de cette régression dynamique sont affichés pour la journée du 
22/04/2015 à la figure 96. Sur cette figure, l’estimation par la relation a priori et celle 
d’HelioClim corrigé sont également affichées. La relation a priori correspond à la courbe 
théorique de rayonnement direct par ciel clair lorsque l’intersection des volumes potentiel-
lement nuageux ne détecte pas de nuage dans la direction du Soleil. Cependant de nom-
breux passages nuageux ne sont pas détectés. Ces défauts de détections sont directement 
liés aux segmentations des deux images. En particulier, le halo  autour du Soleil génère 
souvent une saturation dans la zone circumsolaire et rend impossible la détection de 
nuages, particulièrement aux alentours de midi. Enfin, grâce à l’utilisation de la rétroac-
tion de la mesure précédente, l’estimation par régression dynamique suit de très près la 
mesure. 
 
 
Figure 96 – Comparaison des trois méthodes de conversions du nombre de couches    nuageuses traver-
sées dans la direction du Soleil en rayonnement solaire direct : l’estimation a priori du paragraphe V.3.1 (en 
turquoise), l’estimation HelioClim corrigée par le volume potentiellement nuageux du paragraphe V.3.2 (en 
noir), et l’estimation par régression dynamique du paragraphe V.3.3 (en rouge). Les séries temporelles cor-
respondant aux estimations du 22/04/2015 sont présentées à titre illustratif.  
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Ces résultats de ces trois estimations sur cette journée d’exemple sont analysés à l’aide 
des outils décrits au chapitre II sur la figure 97. En termes de RMSE, de MAE ou de biais, 
l’estimation dynamique surpasse largement les deux autres. Le TDI indique une très faible 
distorsion temporelle de l’estimation dynamique par rapport à la mesure, mais cette dis-
torsion est 15 % en retard d’après le TDM. En effet, pour tous les instants détectés 
comme ciel clair d’après la relation a priori, mais qui sont variables d’après la mesure, 
l’estimation dynamique effectue en quelque sorte la persistance de l’instant précédent, 
d’où ce retard détecté. Cet écart de performances est attribué en grande partie à 
l’utilisation de la dernière mesure pyranométrique en rétroaction dans la régression dyna-
mique. 
 
Figure 97 – Comparaison des trois méthodes de conversions du nombre de couches    nuageuses traver-
sées dans la direction du Soleil en rayonnement solaire direct : l’estimation a priori du paragraphe V.3.1 (en 
turquoise), l’estimation HelioClim corrigée par le volume potentiellement nuageux du paragraphe V.3.2 (en 
noir), et l’estimation par régression dynamique du paragraphe V.3.3 (en rouge). Les résultats de ce gra-
phique radar correspondent aux estimations du 22/04/2015 affichées à la figure 96. 
Les deux plages (1) et ( ) d’instants illustrées et commentées au paragraphe V.2.3 (cf. 
figure 91) sont analysées ici pour les résultats d’estimation : celle de 9h à 9h40 et celle de 
10h30 à 11h10. Ces deux plages correspondent à des passages nuageux devant le Soleil 
qui ont eu la particularité d’être correctement détectés par les différentes sources 
d’information. Ainsi, lorsque la géolocalisation de ces nuages est correcte, le chemin op-
timal obtenu pour le calcul du TDI et du TDM est très proche de la bissectrice. Autre-
ment dit, une meilleure précision temporelle est observée lorsque la géolocalisation 3D des 
nuages est proche de la réalité. Ceci confirme avec des données réelles des résultats con-
formes à la conclusion de l’étude sur le simulateur dynamique du chapitre IV.  
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V.4 Prévision du rayonnement solaire spatialement 
étendu 
Les différentes étapes expliquées jusqu’à présent permettent d’obtenir, à partir d’une 
image satellite et d’une image hémisphérique, une estimation de la géolocalisation des 
masses nuageuses dans l’espace, puis une estimation de l’ombre portée des nuages au sol, 
et enfin une estimation du rayonnement solaire direct spatialement étendu. Ce paragraphe 
a pour objectif de proposer une manière d’exploiter ces trois étapes dans un contexte de 
prévision solaire et non plus uniquement d’estimation. Le paragraphe V.4.1 explique le 
concept de la prévision proposée en récapitulant les différentes étapes et leurs interactions 
proposées jusqu’à présent. Le paragraphe V.4.2 explique brièvement l’étape supplémen-
taire pour obtenir la prévision du rayonnement solaire direct spatialement étendu, puis les 
résultats sur la journée d’exemple sont affichés et analysés au paragraphe V.4.3. 
V.4.1 Le principe 
La figure 98 illustre la chronologie des traitements effectués menant à la prévision pro-
posée. La ligne de temps est affichée en haut de cette figure, pour laquelle la case rouge 
correspond à l’instant présent   , les intervalles oranges aux images satellites (HelioClim 
et CTH) toutes les 15 min et les intervalles bleus aux images hémisphériques toutes les 
minutes. Les intervalles en pointillés représentent les images futures. L’instant      cor-
respond à l’instant à prévoir avec l’horizon de temps   fixé à 10 min pour les besoins de 
l’illustration de la figure 98.  
 
Les premières étapes du processus de prévision consistent à estimer le mouvement des 
nuages entre les deux dernières images disponibles successives, du point de vue satellite et 
du point de vue de la caméra hémisphérique. Les CMV satellitaires sont ensuite utilisés 
pour propager les images HelioClim et les images de CTH de l’instant    (instant le plus 
récent de l’acquisition satellite) de manière à estimer ce que seraient ces produits satelli-
taires s’ils avaient été acquis à l’instant   , illustrées par une bordure en pointillés. Dans 
le cas de la prévision, la propagation causale est donc appliquée (cf. figure 86.a du para-
graphe V.1.2). 
 
Dans le cas d’un développement opérationnel, il est important de noter qu’un certain 
laps de temps sera nécessaire à la génération des images HelioClim et CTH, de l’ordre de 
quelques minutes après les 15 min rondes. Ainsi, la dernière image HelioClim disponible 
pourrait dater de plus de 15 min, faisant elle-même référence à une prise de vue effective 
4 min plus tôt. Nous estimons opérationnellement la propagation maximale de 
l’information satellitaire à  4 min. Cette contrainte opérationnelle ne sera pas considérée 
dans la suite de ce chapitre. 
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Figure 98 – Schéma récapitulatif des différents traitements réalisés au cours du processus prévisionnel 
proposé, accolé à un chronogramme illustrant les données temporelles utilisées pour une prévision réalisée à 
l’instant    d’horizon  . L’instant  
  correspond à l’instant de réception de la dernière image satellite généra-
lement sur 15 min rondes.    est la résolution temporelle des images satellites de 15 min,    est le pas de 
temps retenu pour l’étude de 1 min, c’est-à-dire qu’une image hémisphérique sur 6 est utilisée. L’instant en 
rouge correspond à l’instant présent    et les intervalles en pointillés représentent les instants d’acquisition 
des images futures. L’étape appelée CMV correspond à l’estimation du mouvement des nuages entre deux 
images successives, utilisé pour propager les informations temporellement. L’étape appelée CBH correspond à 
l’estimation de l’altitude de la base des nuages. En orange sont représentées les images HelioClim, en bleu 
les images hémisphériques et en violet les images CTH.  
 
Pour ce qui concerne les images hémisphériques, leur pas de temps de 10 s est suffi-
samment court pour utiliser la dernière image disponible, sans besoin de prévision 
d’images futures. Les CMV issus des deux dernières images hémisphériques et des deux 
dernières images satellites sont exploités dans le calcul du CBH.  
 
Enfin, l’estimation du CBH, l’image HelioClim propagée à l’instant   , l’image CTH 
propagée à l’instant    et l’image hémisphérique courante sont fusionnées via la méthode 
de géolocalisation proposée. Cette étape effectue l’intersection des différents volumes po-
tentiellement nuageux construits à partir de chaque source d’information indépendam-
ment. Plusieurs voies peuvent permettre la prévision du rayonnement solaire à partir du 
volume potentiellement nuageux final. Le processus proposé ici consiste à simplement 
propager le volume des possibles selon le CMV estimé du point de vue satellitaire. Cette 
étape suppose donc la persistance de la forme du volume potentiellement nuageux de 
l’instant présent à l’horizon considéré pour la prévision, ce qui peut être loin de la réalité 
des mouvements complexes suivant plusieurs couches de nuages avec des déformations 
des contours.  
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La nouvelle position du volume des possibles permet d’estimer la future valeur du 
rayonnement direct selon la méthode suggérée dans la partie V.3. La prévision à      
exploite donc les dernières images disponibles pour estimer la géolocalisation des nuages à 
l’instant présent   , information ensuite propagée dans l’espace pour réaliser la prévision 
de la position de la couverture nuageuse à l’horizon de prévision   puis de son rayonne-
ment direct induit, spatialement étendu. 
 
 
L’estimation des CMV est systématiquement réalisée en utilisant l’algorithme proposé 
par Liu (2009). Cette estimation du déplacement des nuages est décrite et discutée dans 
l’annexe A1. La propagation causale des images selon le champ de CMV estimés est ex-
pliquée, quant à elle, dans l’annexe A . L’estimation du CBH est décrite au paragraphe 
V.2.2.b et l’estimation du rayonnement au paragraphe V.3. Le paragraphe V.4.2 suivant 
décrit la propagation du volume potentiellement nuageux de l’instant    à l’instant      
à prévoir. 
 
V.4.2 Propagation des volumes potentiellement nuageux 
La géolocalisation des nuages proposée est plus ou moins fidèle au volume réellement 
occupé par les nuages. Les écarts proviennent à la fois de la segmentation en deux classes 
ciel clair / ciel couvert qui simplifie la complexité de la définition d’un nuage en une in-
formation binaire de présence de celui-ci. Ces écarts sont également inhérents à la mé-
thode de géolocalisation des nuages, tels qu’analysés par la simulation au chapitre IV. Les 
résultats de la simulation statique comme dynamique ont mis en évidence l’amélioration 
de géolocalisation apportée par la connaissance de l’altitude de la base et du sommet des 
nuages (resp. CBH et CTH).  
 
Ainsi, le volume qui a été choisi pour la propagation est celui issu de l’intersection de 
tous les volumes des possibles provenant de toutes les informations considérées, soit le 
troisième niveau d’information ‘SOL+SAT+CTH+CBH’. En effet, sans utilisation des 
informations d’altitude des nuages, les cônes potentiellement nuageux issus de l’image 
hémisphérique à l’instant    seraient encore très présents dans le volume final et auraient 
un impact non négligeable sur la qualité de la prévision. Plus le volume est affiné et 
proche de la réalité, plus la propagation de ce volume est juste.  
 
Il existe un grand nombre de choix pour effectuer la propagation du volume potentiel-
lement nuageux final. Seuls les déplacements estimés par les CMV satellitaires sont utili-
sés pour cette propagation. De plus, seul le vecteur déplacement moyen sur la zone étu-
diée est conservé et appliqué à l’ensemble du volume potentiellement nuageux de façon 
uniforme. Ces choix ont été faits afin de simplifier au maximum cette étape qui peut être 
envisagée de manière plus poussée. Toutefois, afin d’éviter de trop grandes discontinuités 
temporelles dans la prévision, un lissage temporel a été entrepris en utilisant la valeur 
médiane des déplacements estimés sur une fenêtre glissante contenant les deux derniers 
instants et l’instant présent. 
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V.4.3 Résultats sur le jour d’exemple 
La totalité des étapes illustrées sur la figure 98 est appliquée au jour d’exemple du 
  /04/ 015 sur le site n° . Cependant, l’étape d’estimation du rayonnement solaire ex-
primée au paragraphe V.3 est difficilement applicable en l’état pour des prévisions de plu-
sieurs minutes d’horizon. En effet, pour une prévision d’horizon  , les coefficients de ré-
gression estimés dynamiquement à l’instant    sont appliqués à l’instant     . Dans le 
cas de l’estimation, la persistance des coefficients d’une minute à l’autre engendrait peu 
d’instabilité sur la sortie de la régression. Par contre, pour une prévision d’horizon de plu-
sieurs minutes, la détermination dynamique des coefficients de régression est susceptible 
de s’éloigner fortement de la mesure. Ainsi, dans ce paragraphe, une approche de régres-
sion moins dynamique a été envisagée, où l’apprentissage des coefficients et l’application 
du modèle se font sur cette unique journée du 22/04/2015.  
 
Bien entendu, le fait d’effectuer l’apprentissage et le test du modèle de régression sur la 
même période n’est pas approprié pour évaluer correctement les performances du modèle, 
mais l’objectif ici est plutôt de montrer un exemple de ce qui peut être extrait comme 
information de rayonnement solaire à partir des sorties de l’étape de géolocalisation des 
nuages, en mode prévision. De cette manière, les coefficients sont appliqués de façon 
identique sur toute la journée. 
 
Trois horizons de prévision ont aussi été choisis : 5, 10 et 15 min. Pour chacun de ces 
horizons, l’estimation a priori (cf. V.3.1) et l’estimation décrite ci-dessus sont calculées et 
affichées pour la journée d’exemple sur les figures 99, 100 et 101 respectivement. Les mé-
thodes de persistance (cf. définition au paragraphe II.7.2.a) 5, 10 et 15 min sont propo-
sées en noir sur ces figures de manière à faciliter la comparaison avec une prévision dont 
le comportement est maitrisé.  
 
Sur chacune de ces trois figures, le comportement de la prévision sur la plage d’instants 
(1) de 9h à 9h40 est relativement bien déterminé. L’évènement est prévu, mais les pentes 
des rampes des prévisions a priori et par régression ne sont pas aussi abruptes que la me-
sure. Ce comportement s’explique principalement par l’étape de segmentation des images 
hémisphériques et la difficulté de quantifier l’atténuation du rayonnement direct sans in-
formation sur l’épaisseur optique des nuages. Ainsi, avant 9h, un nuage est détecté sur 
l’image hémisphérique mais a relativement peu d’impact sur la mesure et le Soleil reste 
« visible ». Ce type de comportement est moins problématique en estimation qu’en prévi-
sion puisque l’image hémisphérique informe à son instant d’acquisition sur l’occlusion ef-
fective du Soleil, grâce à la présence d’une zone saturée circumsolaire. 
 
Certains décalages temporels peuvent être associés à l’étape de segmentation des 
nuages, mais il s’agit souvent d’un résultat combiné avec les erreurs d’estimations des 
CMV, de leur propagation – lagrangienne ou eulérienne – appliquée à tout le volume po-
tentiellement nuageux ou encore de mauvaises estimations des altitudes et épaisseurs des 
nuages, en particulier pour les faibles élévations solaires. En observant les courbes des 
prévisions par relation a priori des figures 99, 100 et 101, il s’avère qu’elles sont qualitati-
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vement alignées temporellement. Cette observation suggère ainsi que l’estimation des 
CMV est de bonne qualité et que l’hypothèse de non-déformation et d’advection des 
nuages semble respectée au moins sur la plage d’instants (1). En effet, une sous-
estimation des CMV entrainerait une avance de la prévision de plus en plus marquée à 
mesure que l’horizon augmente. 
 
Les erreurs d’amplitude associées à la conversion en rayonnement par la relation a prio-
ri peuvent à la fois être associées à la relation elle-même qui ne repose sur aucune réalité 
physique, mais aussi sur les erreurs de géolocalisation des nuages. La prévision par régres-
sion a justement un objectif de compenser les erreurs systématiques de la méthode a prio-
ri, mais d’autres méthodes de post-traitement dynamique corrigeraient certainement 
mieux les erreurs d’amplitude des prévisions. 
 
Enfin, sur figures 99, 100 et 101, une faible variabilité des prévisions est constatée au-
tour de 1 h en sortie de l’étape de géolocalisation comparée à la mesure du BHI. Ce type 
de comportements est également associé en grande partie à la segmentation des images 
de nuages, où le seuil de décision fixe ne permet pas de capturer la variabilité spatiale 
contenue à l’intérieur des frontières des nuages détectés.  
 
 
Figure 99 – Séries temporelles des prévisions du BHI d’horizon 5 min à l’aide de la méthode de géolocal i-
sation de niveau (3) ’SOL+SAT+CTH+CBH’ associée à l’estimation a priori (en bleu) et par régression (en 
rouge). La méthode de prévision par persistance à l’horizon 5 min est affichée en noir. La mesure est repr é-
sentée par une courbe en pointillés noir dont l’aire sous la courbe est teintée de gris. 
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Figure 100 – Séries temporelles des prévisions du BHI d’horizon 10 min à l’aide de la méthode de géoloca-
lisation de niveau (3) ’SOL+SAT+CTH+CBH’ associée à l’estimation a priori (en bleu) et par régression 
(en rouge). La méthode de prévision par persistance à l’horizon 10 min est affichée en noir. La mesure est 
représentée par une courbe en pointillés noir dont l’aire sous la courbe est teintée de gris.  
 
 
Figure 101 – Séries temporelles des prévisions du BHI d’horizon 15 min à l’aide de la méthode de géoloca-
lisation de niveau (3) ’SOL+SAT+CTH+CBH’ associée à l’estimation a priori (en bleu) et par régression 
(en rouge). La méthode de prévision par persistance à l’horizon 15 min est affichée en noir. La mesure est 
représentée par une courbe en pointillés noir dont l’aire sous la courbe est teintée de gris.  
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La figure 102 affiche les résultats des métriques décrites au chapitre II sous forme de 
graphe radar, appliquées aux résultats des méthodes des prévisions du BHI aux horizons 5, 
10 et 15 min (cf. resp. figure 102.a, -.b et -.c) pour la journée d’exemple. Ces résultats 
sont fondamentalement dépendants de la variabilité de cette journée, mais la persistance 
constitue une sorte d’étalon pour la comparaison.  
 
D’après la figure 102.a, la prévision par régression et la persistance donnent des résul-
tats très proches en termes de RMSE et de MAE pour l’horizon 5 min. Plus l’horizon 
augmente (cf. resp. figure 102.b et -.c), plus ces résultats se dégradent pour la persis-
tance mais ceux de la prévision par régression restent à peu près les mêmes. 
 
  
(a) (b) 
 
(c) 
Figure 102 – Performances des prévisions du BHI d’horizon 5 min (a), 10 min (b) et 15 min (c) à l’aide 
de la méthode de géolocalisation de niveau (3) ’SOL+SAT+CTH+CBH’ associée à l’estimation a priori (en 
bleu) et par régression (en rouge) sur la journée du 22/04/2015. La prévision par persistance 5 min (a), 10 
min (b) et 15 min (c) est affichée en noir pour la comparaison.  
 
Le biais reste nul pour la méthode par persistance puisque, par construction, elle re-
prend les précédentes valeurs de la mesure. Les biais pour les trois horizons de prévision 
sont plutôt stables pour la méthode par régression. 
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Enfin, le TDI quantifie la distorsion temporelle entre chaque méthode de prévision et la 
mesure. Cette distorsion augmente considérablement pour la prévision par relation a priori 
à mesure que l’horizon augmente. Une distorsion temporelle plus importante est égale-
ment constatée pour la prévision par persistance à mesure que son horizon augmente. 
Cependant, la  prévision par régression permet d’assurer une distorsion temporelle relati-
vement stable avec l’horizon.  
 
Le TDM, tel qu’attendu, indique que la persistance est systématiquement en retard. La 
prévision par relation a priori à 5 min montre un très bon alignement temporel moyen, 
qui se dégrade légèrement aux horizons 10 et 15 min. Concernant la prévision par régres-
sion, l’alignement temporel moyen est moins bon pour l’horizon 10 min que pour les hori-
zons 5 et 15 min. Ces résultats du TDM sont à mettre en perspective des résultats du 
TDI puisqu’il s’agit du pourcentage de la distorsion temporelle attribuable à l’avance ou 
au retard. Ainsi, la régression diminue la distorsion temporelle par rapport à la relation a 
priori, mais cette modification influence aussi l’équilibre moyen entre le retard et l’avance. 
Le comportement aligné de la prévision par régression à 15 min devra être analysé plus 
précisément sur un support temporel bien plus étendu qu’une simple journée. 
 
Sur ces trois graphiques (cf. figure 102.a, -.b et -.c), les résultats de la métrique ramp-
MAD, les méthodes exploitant la géolocalisation des nuages restituent plus fidèlement les 
rampes que la méthode pas persistance pour les horizons 10 et 15 min. Ainsi, ce résultat 
suggère que le suivi des rampes de la mesure peut être amélioré par une meilleure géolo-
calisation des nuages dans l’espace. Ces résultats sont cohérents avec ceux issus du simu-
lateur dynamique proposé au chapitre IV. 
V.5 Conclusions du chapitre 
Ce chapitre a été l’occasion de proposer une procédure exploitant la méthode de géolo-
calisation des nuages par fusion proposée au chapitre IV et menant à l’estimation et à la 
prévision du rayonnement solaire sur le site étudié. L’espace 3D est donc le référentiel 
géométrique commun privilégié pour effectuer une telle fusion, mais un référentiel tempo-
rel commun au pas de temps 1 min a également été choisi de manière à établir les esti-
mations et prévisions à haute résolution temporelle. Afin de se ramener à une donnée sa-
tellitaire au pas de temps 1 min, l’annexe A  décrit une méthode causale et une méthode 
non-causale permettant de modéliser, à l’aide des CMV, les images satellites à n’importe 
quel instant.  
 
Tout au long de cette procédure, une succession de choix a mené à une première esti-
mation et une première prévision à 5, 10 et 15 min. Dans l’adaptation de la méthode de 
géolocalisation des nuages au cas réel, une segmentation des images hémisphériques a été 
proposée en se basant essentiellement sur des approches publiées. Notamment, la cons-
truction d’un abaque – ou LUT – a permis de générer des images de ciel clair pour tout 
instant en se basant sur la position de chaque pixel relativement au Soleil et au Zénith. 
Nous avons proposé une nouvelle entrée à cette LUT constituée du niveau de turbidité de 
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l’atmosphère via le trouble de Linke, estimé à partir des paramètres issus de CAMS. Ces 
images de ciel clair ont permis de faciliter et d’améliorer l’étape de segmentation des 
images hémisphériques. L’opérateur colorimétrique standard NRBR a aussi été adapté de 
manière à s’affranchir des effets de flares rouges sur cette segmentation. Enfin, une seg-
mentation simple des images satellites a été proposée par simple seuillage des images He-
lioClim. 
 
D’autres choix ont suivi dans les étapes d’estimation des altitudes du sommet et de la 
base des nuages (resp. CTH et CBH). Les images CTH fournies par le KNMI ont été uti-
lisées comme information d’altitude du sommet des nuages bien que leur incertitude est 
de l’ordre de   km en écart type. Concernant l’estimation de l’altitude de la base des 
nuages, une estimation du CBH proposée par Wang et al. (2016) a été adaptée à notre 
étude en comparant des vitesses estimées à partir d’images hémisphériques et d’images 
satellites successives. Cette estimation donne une valeur de CBH unique pour toute la 
scène, ce qui peut être très réducteur dans le cas de nuages multicouches. 
 
Enfin, après application de la méthode de géolocalisation des nuages, trois estimations 
du rayonnement solaire à partir du nombre de couches traversées    ont été proposées. 
Une méthode d’estimation par régression dynamique a donné les meilleurs résultats, mais 
de nombreuses autres retranscriptions en rayonnement solaire peuvent être envisagées à 
cette étape. La version statique de cette régression est ensuite appliquée aux volumes 
potentiellement nuageux qui ont été translatés du dernier déplacement estimé entre deux 
images satellites par les CMV satellitaires. Comme pour l’estimation, les prévisions à 5, 10 
et 15 min sont évaluées pour une journée d’exemple, mais une validation plus exhaustive 
sur une période bien plus étendue serait pertinente afin d’extraire plus finement les gains 
et limitations de cette approche. 
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Chapitre VI - Conclusions et perspectives 
VI.1 Conclusions 
Cette thèse a été l’occasion d’explorer de nouvelles approches permettant l’exploitation 
de synergies entre les images hémisphériques, les images satellites et les mesures pyrano-
métriques in situ pour la prévision photovoltaïque à très court terme.  
 
Dans le contexte général de l’analyse des performances de ces prévisions solaires, deux 
nouvelles métriques ont été proposées au chapitre II afin de permettre, avec les approches 
existantes, une validation et une analyse des performances plus complète et plus adaptée 
aux besoins applicatifs des prévisions. Plus particulièrement, les moyens d’analyse sup-
plémentaires proposés dans le chapitre II ont pour objet de caractériser deux aspects im-
portants : la capacité d’une méthode de prévision à restituer les rampes et sa capacité à 
être alignée temporellement avec la mesure. Ces métriques ont été conçues dans le but 
d’affiner la compréhension de la qualité des prévisions pour les utilisateurs comme pour 
les concepteurs de prévisions eux-mêmes, en allant au-delà des métriques classiquement 
utilisées. Dans cet élan, une approche multicritères a été envisagée et apparait comme 
étant appropriée à l’identification et à la quantification des avantages et inconvénients de 
chaque méthode, s’affranchissant de ce fait des limites de l’utilisation d’une unique mé-
trique comme, classiquement, la racine carrée de l’erreur quadratique moyenne (RMSE) 
ou la moyenne des valeurs absolues des erreurs (MAE). De plus, toujours dans le cadre de 
l’analyse de performance, le double intérêt d’utiliser des classifications préalables 
d’instants ou de journées a été souligné : l’analyse s’en trouve d’une part affinée en fonc-
tion de classes de variabilité, et d’autre part plus indépendante des données et des condi-
tions météorologiques associées en catégorisant l’information de manière interprétable et 
transposable pour d’autres lieux.  
 
Les observations des différences entre les sources d’informations considérées au chapitre 
III ont permis d’identifier certaines complémentarités et difficultés liées à leur utilisation 
concomitante. En particulier, les résolutions spatiales et temporelles des deux types 
d’images sont foncièrement différentes : elles perçoivent une même scène nuageuse de 
deux points de vue différents avec une couverture spatiale propre à chaque image. Cer-
tains effets particulièrement importants dans l’utilisation de ces images ont été mis en 
évidence sur les données de l’étude, comme notamment l’effet parallaxe lié à cette diffé-
rence de point de vue entre la caméra hémisphérique et le satellite géostationnaire. De ces 
observations a émergé la nécessité de définir préalablement un référentiel commun afin 
d’y opérer la fusion envisagée des deux types d’images. Le référentiel géométrique qui est 
mis en avant dans cette étude est l’espace 3D de la couche d’atmosphère à l’aplomb de la 
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zone d’intérêt et de son voisinage direct. Concernant le référentiel temporel commun, il a 
été montré comme essentiel d’assurer une concordance temporelle des informations à fu-
sionner, à une résolution temporelle de l’ordre de la minute.  
 
Les évènements d’occlusions successives du Soleil par les nuages ont un impact très 
important sur la variabilité temporelle du rayonnement solaire incident avec notamment 
des successions de rampes très marquées de ses composantes directe et circumsolaire. Ces 
évènements ont aussi un impact très important dans la variabilité spatiale de ces dernières 
composantes avec des structures très marquées correspondant aux ombres portées des 
nuages. Rendre compte de ces évènements d’occlusion du Soleil par les nuages et être 
capable de les prévoir repose en grande partie sur une détermination et une prévision pré-
cise de la géolocalisation 3D des nuages à l’horizon souhaité. 
 
Le référentiel commun spatial et temporel des deux sources d’information étant posé, 
les approches de fusion proposées pour améliorer la prévision ont ainsi consisté à affiner, 
par la complémentarité de ces sources d’informations, l’estimation de la géolocalisation 
des nuages et de propager cette information à partir des champs de déplacement nuageux 
les plus récemment estimés. 
 
Compte tenu de la complexité des géométries des deux types d’images des nuages, de 
celle de la position et des déplacements des nuages et de celle de l’éclairement du Soleil, 
un simulateur géométrique spécifique a été proposé et décrit dans le chapitre IV. Ce simu-
lateur a pour objectif de caractériser les performances de méthodes de géolocalisation 3D 
des nuages – méthodes exploitant certaines synergies inter-images. Plus précisément, il 
s’agit d’un outil permettant d’analyser les performances des méthodes de géolocalisation 
des nuages en termes d’ombre portée au sol, sans utilisation des données réelles. 
 
Ce simulateur a permis de mettre en évidence que la méthode « simple » de géolocali-
sation, réalisant « uniquement » l’intersection des informations de présence de nuages 
issues de chaque image dans l’espace 3D, a des performances fortement dépendantes de 
la position angulaire relative des nuages par rapport à la position du satellite, ainsi que de 
la taille des nuages. Aussi, pour des nuages de taille inférieure aux pixels de l’image satel-
lite, les performances de cette méthode simple sont meilleures en comparaison à une utili-
sation seule des informations satellitaires.  
 
De plus, le simulateur a permis de démontrer le bénéfice apporté par l’inclusion de la 
donnée des altitudes de la base et du sommet des nuages dans le cas statique – sur la 
présence des ombres – comme dans le cas dynamique – sur le nombre de couches poten-
tiellement nuageuses traversées dans la direction du Soleil en fonction du temps. En ana-
lysant ces séries temporelles simulées, il a également été possible d’étudier cette augmen-
tation de performances vis-à-vis des métriques proposées au chapitre II. Une meilleure 
géolocalisation des nuages améliore la précision temporelle de l’estimation, à la fois pour 
le site où se trouve la caméra, mais également pour un site éloigné de quelques kilomètres. 
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Les méthodes d’expression des informations dans le référentiel spatio-temporel commun 
ainsi que les approches de fusion proposées et analysées via le simulateur ont ensuite fait 
l’objet d’une application sur des données réelles du site d’étude. La description et 
l’analyse de ces applications font l’objet du chapitre V. 
 
L’étape incorporant les altitudes de la base et du sommet des nuages a été adaptée au 
cas réel, en utilisant les images d’altitude du sommet des nuages (CTH) proposées par le 
KNMI, ainsi qu’en appliquant une méthode d’estimation de l’altitude de la base des 
nuages. Cette dernière repose sur la comparaison entre la vitesse angulaire estimée depuis 
le sol par l’analyse temporelle des images hémisphériques et la vitesse linéaire estimée du 
point de vue satellitaire.  
 
L’autre étape qui diffère fondamentalement des simulations du chapitre IV est l’étape 
de segmentation des images. En effet, de par la nature floue des frontières des nuages, 
une segmentation des images de ces derniers est toujours imparfaite. Les images Helio-
Clim ou CTH peuvent faciliter l’identification des nuages sur les images satellites puisque 
les structures du sol n’y sont pas présentes. Cependant, la limite de résolutions spatiale et 
temporelle inhérente à l’observation satellitaire depuis l’orbite géostationnaire peut rendre 
cette segmentation complexe, voire fortement dégradée. Des difficultés additionnelles 
s’ajoutent dans le cas des images hémisphériques, où la distorsion optique, la turbidité de 
l’atmosphère, la pluie, les salissures du dôme, le halo du Soleil allant jusqu’à saturer des 
zones entières de l’image ou encore les caractéristiques de la chaine d’acquisition entra-
vent l’identification des nuages par simple seuillage colorimétrique.  
 
Les méthodes de géolocalisation des nuages telles qu’analysées dans le simulateur ont 
alors été appliquées sur les images réelles d’une journée d’exemple choisie pour la diversité 
des périodes de variabilité de la couverture nuageuse. Il ne s'agissait pas de valider com-
plètement la méthode, mais d'évaluer dans des cas détaillés les bénéfices et les difficultés 
de l'approche proposée. L’étape de conversion du nombre de couches nuageuses traver-
sées dans la direction du Soleil en rayonnement solaire a été abordée de trois façons diffé-
rentes, selon que l’on considère ou pas l’utilisation conjointe de remontée en temps réel 
des mesures pyranométriques in situ. Une relation a priori, une correction de l’estimation 
HelioClim et une régression dynamique ont été ainsi évaluées. Les techniques de régres-
sion ont montré les meilleurs résultats sur la journée étudiée : une meilleure précision 
temporelle de l’occurrence des évènements a notamment été mise en évidence, à la fois en 
estimation et en prévision.  
 
L’estimation donne de meilleurs résultats que les prévisions à 5, 10, 15 et 30 min. La 
propagation des nuages à l’horizon souhaité est une étape qui peut s’envisager de diffé-
rentes manières. Dans cette thèse, la propagation du déplacement des nuages a été réali-
sée de manière simple en ne considérant que l’estimation du mouvement entre les deux 
dernières images satellites successives. Cette étape a un impact très important sur les 
performances des prévisions, mais certains comportements des nuages resteront très diffi-
ciles à prévoir. L’analyse des prévisions à 5, 10 et 15 min sur la journée d’exemple a per-
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mis de mettre en lumière certaines caractéristiques apportées par la méthode de géolocali-
sation 3D des nuages. Notamment, conformément aux résultats issus du simulateur, la 
meilleure géolocalisation des nuages, améliore la géolocalisation de l’ombre portée de 
ceux-ci et semble entrainer un alignement temporel plus marqué sur les séries temporelles 
d’estimation comme de prévision du rayonnement solaire direct, vis-à-vis de la mesure. 
 
VI.2 Perspectives 
VI.2.1 L’analyse des performances des méthodes de prévision 
L’analyse des performances suggérée dans cette étude mériterait d’être appliquée à 
d’autres méthodes de prévision – dont le comportement est établi –, sur d’autres horizons 
et résolutions temporelles de prévision, ainsi que sur d’autres lieux. Cela permettra de 
vérifier la pertinence des métriques dans d’autres circonstances et éventuellement adapter 
leurs paramètres intrinsèques.  
 
La nouvelle métrique TDM proposée dans cette thèse a été définie de manière à indi-
quer le pourcentage de la distorsion temporelle quantifiée par le TDI attribuable à une 
avance ou un retard temporel. Cependant, une autre façon de représenter cette informa-
tion pourrait consister en l’introduction d’un « biais temporel » et d’un « écart type 
temporel » qui complèteraient le biais et l’écart type d’amplitude. 
 
Le TDI et le TDM proposé associé sont le résultat d’un algorithme de DTW dont les 
paramètres de recherche fenêtrée et de distance pour le calcul du chemin optimal sont 
déterminants. Aussi, ces métriques admettent certaines limites d’applicabilité, notamment 
lorsque les deux signaux à comparer sont de variabilités temporelles très différentes. Par 
exemple, il est conceptuellement difficile d’attribuer une avance ou un retard à un pic de 
la série de test qui n’est pas présent dans la série de référence. Ces métriques calculées 
sur un grand jeu de données conservent leur pertinence si les deux séries temporelles ont 
des échelles de variabilité similaires. Ces métriques sont intéressantes par l’information 
qu’elles délivrent, mais il sera tout de même nécessaire d’étudier ces limitations.  
 
Enfin, bien que déjà publiée dans le journal international Solar Energy (Vallance et al., 
2017), l’analyse des performances proposée gagnerait à obtenir une appropriation et un 
consensus au sein de la communauté scientifique. Pour ce faire, une démarche de partage 
des codes des métriques proposées a ainsi été entamée en partenariat avec Dahzi Yang de 
l’institut SIMTech à Singapour. Le domaine de la prévision solaire est régulièrement enri-
chi par des recommandations et publications issues de rencontres d’experts mondiaux du 
domaine, qui donnent souvent lieu à des partenariats multiples. La tâche 16 du pro-
gramme PVPS12 (Photovoltaic Power Systems Programme) de l’IEA en est un exemple 
de renforcement des collaborations internationales sur le sujet. De telles initiatives pour-
                                    
12 Les informations sur le programme de collaboration PVPS sont disponible à l’adresse : http://iea-pvps.org 
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raient être complétées par le développement d’outils collaboratifs visant à démocratiser et 
uniformiser les dernières avancées proposées par les experts du domaine, sur l’analyse des 
performances comme sur les autres aspects du domaine de la prévision solaire.  
VI.2.2 Le simulateur géométrique 
Le simulateur géométrique des acquisitions conjointes d’images issues de caméras hé-
misphériques et de satellite géostationnaire développé dans le cadre de la thèse a été ex-
ploité sur un ensemble de situations nuageuses simples. Cependant, des simulations avec 
des scènes nuageuses plus représentatives au-dessus d’un lieu donné permettraient 
d’obtenir une information sur les performances attendues plus proche de cas réels.  
 
Cet outil peut également intégrer toute autre source d’information, même partielle, sur 
la géolocalisation des nuages. L’influence d’un ajout de nouvelles sources d’informations 
sur les performances de la méthode, comme par exemple des images satellites géostation-
naires de meilleure résolution, ou des images issues de satellites en orbite polaire, ou en-
core d’autres caméras hémisphériques peut être évaluée grâce à ce simulateur. La déter-
mination de la distance optimale – au sens de la géolocalisation des nuages – entre ces 
différentes caméras hémisphériques est un exemple d’études rendues possibles par le biais 
de ce simulateur.  
 
Enfin, une amélioration conséquente du simulateur proposé consisterait à y intégrer des 
calculs de transfert radiatif, tel que proposé par Kurtz et al. (2017) et Mejia (2017). 
Leurs contributions associent la simulation des grandes structures de la turbulence avec le 
code de transfert radiatif en trois dimensions SHDOM (Spherical Harmonic Discrete Or-
dinate Method) proposé par Evans (1998), pour simuler des méthodes de prévision exploi-
tant uniquement des images hémisphériques. Une telle approche complexifie singulière-
ment le simulateur mais ouvre un nouveau champ de perspectives comme celle de simuler 
la composante diffuse du rayonnement avec notamment les effets de réflexions multiples 
entre les nuages pour mieux comprendre les phénomènes de suréclairement observés au 
paragraphe III.4.5.  
 
Par exemple, si la simulation s’avère être suffisamment proche de la réalité, il est envi-
sageable de l’utiliser comme banc de test pour tout type de méthode de prévision utilisant 
des images hémisphériques ou satellites. Apporter un jeu de données simulées réalistes 
(images hémisphériques, images satellites, mesures pyranométriques, …) pourrait servir de 
tests standardisés dans l’analyse des performances des prévisions. Ainsi, au lieu d’analyser 
les performances par comparaison à des mesures – dont la fiabilité est essentielle mais pas 
toujours assurée – elle pourrait s’effectuer directement sur les sorties d’un tel simulateur. 
L’étape de classification des types d’instant ou de types de jours serait alors remplacée en 
imposant différents types de configurations atmosphériques. 
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VI.2.3 L’application de la fusion pour une géolocalisation des 
nuages dans le cas réel 
De la même manière que pour le simulateur, l’approche de fusion permettant une géo-
localisation des nuages en 3D pourrait profiter des avancées sur les transferts radiatifs 
rapides. Cela permettrait d’extraire une meilleure estimation du rayonnement solaire inci-
dent au sol à partir de la description de la forme et de la position des nuages en 3D.  
 
Les méthodes de fusion pour la géolocalisation des nuages proposées se sont révélées 
très sensibles à la qualité des segmentations des deux types d’images en zones nuageuses 
et claires. Ces segmentations ne peuvent jamais être parfaites, induisant des erreurs sur la 
détermination des volumes potentiels de nuages. Une première approche pourrait profiter 
de la cohérence temporelle des nuages entre deux instants proches pour affiner la segmen-
tation résultante ou même affiner le volume potentiellement nuageux à partir des infor-
mations passées. 
 
Par ailleurs, la fusion pourrait s’effectuer non plus sur la base de segmentation binaire, 
mais sur la base d’une logique floue – qui en est une extension. Il n’est alors plus question 
de présence ou non d’un nuage, mais d’un degré de certitude de présence. L’avantage 
d’une telle représentation de l’information, est d’autoriser la prise en compte de 
l’incertitude et de l’imprécision des informations à combiner, et de ne pas imposer de dé-
cision de la présence d’un nuage ou non en amont. Par exemple, il est possible d’indiquer 
le peu de confiance dans l’information de présence d’un nuage dans la zone circumsolaire 
lorsque le Soleil sature cette zone. Aussi, des lois de probabilité peuvent être définies afin 
d’indiquer à partir d’une information donnée le degré d’ennuagement de chaque voxel. La 
méthode de géolocalisation 3D proposée dans cette thèse pourrait alors s’articuler autour 
de la logique floue de la façon suivante : 
 L’étape de segmentation actuelle des images hémisphériques doit être légèrement mo-
difiée en sélectionnant non plus un seuil, mais toute une série de seuils successifs sur 
les opérateurs colorimétriques, générant une estimation du degré d’ennuagement. 
Cette information floue peut être conditionnée à un degré de certitude, par exemple 
défini à partir des positions angulaires relatives de chacun des pixels par rapport au 
Soleil, d’une part, et par rapport au zénith, d’autre part ; 
 L’étape de segmentation des images satellites peut être remplacée par une exploitation 
non plus de l’indice de ciel clair seuillé des images HelioClim mais des images d’indices 
d’ennuagement, non seuillés donc plus graduel, également disponibles avec la méthode 
Heliosat-2 ; 
 L’information sur les altitudes du sommet et de la base des nuages peut être associée 
à une incertitude qui a été estimée par des études antérieures. Ainsi, les images CTH 
du KNMI ont une incertitude en écart type de 2 km (Stengel et al., 2014). Cette in-
formation pourrait par exemple être incorporée au sein d’une fonction de répartition a 
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priori des altitudes des nuages pour déterminer une fonction d’appartenance floue 
dans la direction verticale ;  
 Enfin, la fusion des informations qui était opérée jusqu’à présent via une simple inter-
section (opérateur ET) de volumes booléens, doit être adaptée à la logique floue. Les 
opérateurs de la logique classique trouvent leur extension en logique floue sous deux 
formalismes différents : la représentation probabiliste, où l’intersection de deux va-
riables est le produit des deux, et la représentation de Zadeh (1975), où l’intersection 
est le minimum des deux. Ces deux approches pourront faire l’objet d’une analyse 
comparée pour évaluer la plus performante.  
 
En plus de cette sensibilité à la segmentation des zones nuageuses, la propagation du 
mouvement récent des nuages sur l’horizon de prévision souhaité est une étape qui, elle 
aussi, s’est révélée être importante pour les performances des prévisions. Dans l’annexe 
A2, une méthode lagrangienne et une méthode eulérienne ont été proposées. Les deux 
méthodes sont des approximations de la réalité et ont chacune leurs limitations. Une pro-
pagation hybride alliant les avantages des méthodes lagrangienne et eulérienne exposées 
dans l’annexe A  serait une piste d’amélioration des prévisions actuelles. 
 
L’estimation du rayonnement solaire à partir de la prévision du nombre de couches po-
tentiellement nuageuses et de l’indice moyen de ciel clair issu d’HelioClim le long du tra-
jet du rayonnement direct peut être améliorée de bien des manières. En particulier, la 
rétroaction de la mesure in situ améliore considérablement la précision des prévisions so-
laires à très court terme, mais son efficacité diminue à mesure que l’horizon de prévision 
augmente. Une approche de type filtrage de Kalman ayant par exemple comme vecteur 
d’état les paramètres issus de la prévision du volume potentiellement nuageux peut être 
intéressante à envisager.  
 
L’approche proposée de la géolocalisation 3D des nuages des images hémisphérique et 
satellitaires ouvre une nouvelle voie prometteuse pour une amélioration sensible des prévi-
sions locales du rayonnement solaire incident à court et très court terme. Cependant, la 
qualité des prévisions résultantes doit être démontrée sur un jeu de données plus étendu 
que l’unique journée choisie en exemple pour le chapitre V. 
 
De plus, plusieurs verrous doivent être encore levés avant l’utilisation industrielle et 
opérationnelle des méthodes proposées de manière exploratoire dans cette thèse. Notam-
ment, les temps de calcul des différents traitements aboutissant à la prévision à très court 
terme doivent être réduits au maximum. Aussi, la disponibilité des différentes informa-
tions en temps réel est un enjeu majeur pour la prévision opérationnelle. Par exemple, les 
données satellitaires – images HRV, HelioClim ou CTH – ont un temps de transmission et 
de traitement qui ne peuvent pas être négligés.  
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Annexe A1 - Estimation du mouvement 
des nuages 
 De nombreuses techniques d’estimation du mouvement des nuages ont été proposées 
ces dernières décennies (Menzel, 2001), et ont été utilisées dans le domaine de la 
prévision solaire dès le début des années 2000 (Lorenz et al., 2004) sur des images 
satellites pour en extraire des prévisions allant d’une heure à cinq heures (Blanc et al., 
2017b; Diagne et al., 2013; Kleissl, 2013). Le mouvement des nuages est particulièrement 
complexe à estimer à partir d’images. D’abord, ce sont des objets mal définis avec des 
formes, des frontières et une transparence qui varient dans le temps, plusieurs couches de 
nuages peuvent se croiser, se former ou disparaitre. Les vecteurs résultants de ces 
techniques d’estimation du mouvement des nuages sont appelés vecteurs déplacement des 
nuages (CMV, cloud motion vectors). 
A1.1. Techniques d’estimation du mouvement 
Deux catégories de techniques sont principalement utilisées :  
- les techniques reposant sur une corrélation croisée normalisée – de phase ou 
d’amplitude – entre blocs de pixels de taille fixe de deux images successives, que 
l’on nommera appariement par corrélation – ou correspondance de blocs (block-
matching en anglais) ; 
- les techniques de flot optique qui sont des méthodes différentielles ; 
A1.1.1. Appariement par corrélation 
Le principe de cette technique consiste à effectuer des paires de blocs de pixels 
semblables – au sens de la corrélation croisée – entre deux images successives afin d’en 
déduire le déplacement de ces blocs – appelés zones de contexte – entre ces deux instants. 
Pour des raisons de performances matérielles, une zone de recherche est généralement 
imposée telle qu’illustrée sur la figure 103. Il en résulte un champ de vecteurs dont la 
densité dépend de la zone de contexte et du chevauchement entre les blocs choisis. Cette 
technique est très largement employée sur les images satellites (Dambreville, 2014; Lorenz 
et al., 2004; R Perez et al., 2010; Yang et al., 2013) mais est également appliquée sur les 
images hémisphériques (Kazantzidis et al., 2017; Marquez et al., 2013; Peng et al., 2015; 
Quesada-Ruiz et al., 2014). Il est courant d’avoir recours à des techniques de filtrage 
temporel et/ou spatial afin de s’affranchir de valeurs aberrantes issues de cet algorithme 
de détection de mouvement (Chauvin, 2016).  
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Figure 103 – Schéma explicatif de la technique d’appariement par corrélation estimant le déplacement des 
nuages entre deux images successives.  
 
Une technique analogue faisant également intervenir la corrélation croisée – mais cette 
fois dans le domaine de Fourier – est la méthode d'alignement d'images par corrélation de 
phase (Cros et al., 2014a; Huang et al., 2012). Elle ne sera pas considérée dans la suite 
de cette annexe car trop peu utilisée dans le domaine de la prévision solaire et parce 
qu’elle donne les moins bons résultats dans l’évaluation d’une méthode de prévision CMV 
par satellite proposée par Cros et al. (2014b). 
A1.1.2. Flot optique  
Le flot optique désigne la détection de mouvements d’objets sur des images successives. 
Sa particularité est de faire une hypothèse de conservation de la luminosité, qui suppose 
que la valeur des pixels doit être cohérente le long du vecteur de flux, c’est-à-dire que les 
différences entre deux images consécutives sont alors supposées être uniquement dues à la 
translation locale des nuages :  
 
  
  
   
  
  
   
  
  
   (48) 
avec   l’intensité de l’image,   et   les coordonnées des pixels,   et   les composantes 
horizontale et verticale du vecteur déplacement. Puisque le nombre de variables est 
supérieur au nombre d’équations, ce qui est souvent appelé problème d’ouverture du flot 
optique, il est nécessaire d’apporter des contraintes supplémentaires. Par exemple, la 
méthode Lucas-Kanade (1981) est une approche locale du problème où l’hypothèse de 
conservation de la luminosité est supposée valide dans le voisinage spatial. Les vecteurs de 
déplacement correspondants sont ensuite déterminés localement via ces différences grâce 
à une approximation locale de Taylor et la méthode des moindres carrés. Ce type de 
résolution du flot optique a par exemple été utilisé dans le domaine de la prévision solaire 
par Cros et al. (2015), ou encore Wood-Bradley et al. (2012). 
Dans la suite de cette annexe, l’algorithme de flot optique conçu par Liu (2009) sera 
utilisé comme référence. Cet algorithme13 exploite la méthode de sur-relaxation successive 
                                    
13Codes Matlab et C++ disponibles à l’url suivante : https://people.csail.mit.edu/celiu/OpticalFlow/ 
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de résolution d’un système linéaire de la forme     , qui permet de résoudre très 
rapidement le problème d’ouverture grâce à un facteur de régularisation noté  . Les 
écarts globaux aux hypothèses de conservation de luminosité et de régularité sont mesurés 
par la fonction énergie   de l’équation (49). L’objectif est de trouver le champ de flux 
optique   et   qui minimise   : 
        ∫ (                         )    ∫      
           (49) 
avec         décrit un point de l’image,   le terme de régularisation,   est 
l’opérateur du gradient et   est une fonction robuste (Black et Anandan, 1996). 
L’approximation numérique et la résolution du problème de minimisation de l’énergie sont 
plus précisément décrites par Liu (2009). 
A1.2. Banc d’essai pour l’estimation des CMV 
Caractériser les performances d’une détection de mouvement est souvent effectué de 
manière qualitative ou quantitative par la caractérisation de la sortie d’une chaine 
d’opérations délivrant une prévision solaire. Concrètement, l’évolution de la RMSE entre 
la prévision et la mesure du rayonnement solaire en fonction de l’algorithme CMV 
sélectionné est une procédure qui a été utilisée (Blanc et al., 2017b). Cependant, cette 
technique est dépendante des différentes étapes antérieures et postérieures générant la 
prévision. En soumettant une image de nuages – satellitaire ou hémisphérique – à un 
mouvement artificiel, il est possible de caractériser l’aptitude de chaque technique de 
CMV à suivre le mouvement imposé, sans déformations des nuages et surtout, 
indépendamment des autres étapes de la prévision. Aussi, à l’aide de ce mouvement 
artificiel, nous pouvons ajuster les paramètres des algorithmes d’estimation du 
mouvement des nuages de manière à effectuer la plus faible erreur sur la détection des 
mouvements d’advection – qui sont d’un intérêt particulier pour notre étude. Cette 
technique sera appliquée au cas des images satellites au paragraphe A1.2.1. Cependant, 
comme nous le verrons au paragraphe A1.2.2, cette méthode ne semble pas adaptée à la 
géométrie des images hémisphériques. Une seconde méthode sera alors proposée afin de 
déterminer les paramètres optimaux des algorithmes de flot optique et d’appariement par 
corrélation, et finalement choisir le plus performant. 
A1.2.1. Un mouvement artificiel des nuages imposé aux 
images satellites 
L’image HelioClim du 01/01/ 015 à 1 h est arbitrairement sélectionnée pour servir de 
base à la caractérisation des CMV. Le déplacement suivant est imposé selon les colonnes 
  et les lignes   de l’image satellite à chaque pas de temps de 15 min : 
 
             {
          (
 
 
)
         (
 
 
)
 (50) 
avec   exprimé en heures. Du fait de la différence de taille des pixels en longitude et 
latitude, les déplacements en x et y correspondent à une même vitesse maximale de 30 
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km/h. L’évolution temporelle du déplacement imposé en   (respectivement en  ) est 
représentée sur la figure 104.a (respectivement figure 104.b) en bleu.  
 
 
(a) (b) 
Figure 104 – Illustration du déplacement initialement imposé à l’image satellite – en bleu – à chaque pas 
de temps, comparé à son estimation obtenue sur le site n°1 issue de l’algorithme de CMV de Liu (2009) pour 
       . Leur composante en x est représenté sur la sous-figure (a) et celle en y sur la sous-figure (b). 
 
Le mouvement décrit par l’équation (50) est imposé à chaque pixel de l’image 
HelioClim, puis en appliquant une interpolation linéaire pour générer l’image suivante sur 
la même grille d’origine. Une interpolation au plus proche voisin génèrerait des sauts 
brusques du déplacement, et une interpolation cubique modifie l’intensité globale de 
l’image ce qui rend caduque l’hypothèse de conservation de la luminosité. Enfin, pour 
faire face aux effets de bord, l’image choisie est répliquée de manière symétrique dans 
toutes les directions. Ces opérations assurent un mouvement strictement advectif des 
nuages dont le déplacement est connu et dans lesquelles les hypothèses du flot optique se 
trouvent dans leur domaine de validité ; Le mouvement artificiel sera ainsi utilisé comme 
un banc d’essai facilitant la caractérisation des performances des méthodes CMV. 
 
L’algorithme de CMV proposé par Liu (2009) contient plusieurs paramètres d’entrée. 
Parmi ceux-ci, le paramètre fondamental à imposer est le facteur de régularisation   
compris entre 0 et 1, qui modélise la régularité spatiale du flot optique et pénalise les 
variations élevées du mouvement à détecter. Dans l’optique d’identifier une valeur de ce 
facteur de régularisation   qui soit satisfaisante, l’algorithme de CMV est appliqué avec 
des valeurs de   comprises entre 0,005 et 0,03.  Le mouvement estimé au niveau du site 
n°1 est comparé au mouvement initialement imposé (n’importe quel point de l’image 
donnerait les mêmes résultats). La valeur de la RMSE en fonction de   est représentée 
sur la figure 105, où la courbe bleue représente l’évolution de la RMSE pour le 
déplacement en x, et la courbe orange celle pour le déplacement en y. Dans la suite, la 
valeur         sera conservée à chaque application de cet algorithme de CMV sur les 
images satellites. L’estimation du mouvement issue de cette valeur de   est représentée 
sur la figure 104. 
179 ANNEXE A1 - ESTIMATION DU MOUVEMENT DES NUAGES 
 
 
 
Figure 105 – Evolution de la RMSE calculée entre l’estimation du mouvement satellitaire en (x,y) par flot 
optique et le mouvement imposé initialement, en fonction du facteur de régularisation imposé en entrée de 
l’algorithme de Liu (2009). 
À titre de comparaison, un algorithme d’appariement par corrélation a été appliqué. La 
taille de la zone de contexte est imposée à 5 pixels de large, et la taille de la zone de 
recherche évolue entre 7 et 15 pixels de large. Une légère amélioration de cet algorithme 
est également implémentée : lors de la recherche de la corrélation la plus grande entre le 
bloc de l’image initiale et le bloc de test, un barycentre est calculé sur le voisinage du 
maximum de corrélation afin d’améliorer la précision du vecteur déplacement estimé et 
ainsi obtenir des estimations sous-pixelliques. La figure 106 affiche la valeur de la RMSE 
calculée pour le mouvement synthétique choisi en fonction de la largeur de la zone de 
recherche. Ainsi, l’algorithme d’appariement par corrélation testé est moins performant 
que l’algorithme de flot optique de Liu (2009) avec         pour estimer le mouvement 
purement advectif proposé à l’équation (50). Enfin, pour la même paire d’images à traiter 
testée dix fois, l’algorithme d’appariement par corrélation met en moyenne 0. 7 s à 
s’exécuter contre 0.17 s pour le flot optique de Liu (2009). L’algorithme d’appariement 
par corrélation n’est donc pas retenu pour l’estimation du mouvement des nuages à partir 
d’images satellites puisqu’il donne des résultats légèrement moins bons sur le mouvement 
synthétique testé et est moins rapide que le flot optique. 
 
Figure 106 – Évolution de la RMSE calculée entre l’estimation du mouvement satellitaire en (x,y) par un 
algorithme d’appariement par corrélation et le mouvement imposé initialement, en fonction de la taille de la 
zone de recherche, et une zone de contexte de largeur 5 pixels.  
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A1.2.2. Imposé aux images hémisphériques 
Un nuage qui respecterait les hypothèses de mouvement purement advectif et de non-
déformation n’apparaitrait pas nécessairement entre deux images hémisphériques 
successives sans déformation. En effet, sur l’image hémisphérique, la distorsion optique 
génère une déformation géométrique lorsqu’un nuage d’épaisseur non négligeable se 
déplace horizontalement dans l’espace. De plus, les déformations des nuages semblent 
bien plus fréquentes avec la perception et la résolution des images hémisphériques qu’avec 
les images satellites où ces déformations sont moyennées par pixels de 3 km de côté. 
Ainsi, la méthode décrite au paragraphe précédent semble peu appropriée à l’évaluation 
des méthodes CMV sur les images hémisphériques. 
 
La seconde méthode proposée dans ce paragraphe repose sur une évaluation 
pragmatique des CMV, en demandant à un opérateur expert d’apparier les 70 paires de 
points entre deux images hémisphériques séparées de 30 s, pour lesquels il a le plus grand 
degré de confiance dans l’association. La figure 107 illustre le résultat de l’appariement 
manuel proposé par l’expert entre deux images du   /04/ 015 à 1 h15. Cet appariement 
est ensuite considéré comme le déplacement de référence.   
 
 
Figure 107 – Illustration de l’appariement de points sélectionnés par un opérateur expert entre une pre-
mière image (en rouge) et une seconde image acquise 30 secondes plus tard (en vert). 
 
Les algorithmes de flot optique et d’appariement par corrélation sont ensuite appliqués 
sur les images projetées dans un plan d’altitude arbitraire de 5 km, puis les vecteurs 
déplacements résultants sont reprojetés dans le repère de la caméra hémisphérique. Les 
vecteurs de déplacement ainsi estimés sont ensuite comparés à l’appariement manuel pour 
chaque valeur du facteur de régularisation (pour le flot optique) et de la taille de la zone 
de recherche (pour l’appariement par corrélation). La figure 108 (resp. 109) décrit 
l’évolution de la RMSE calculée selon les déplacements en x et y entre les CMV estimés 
par flot optique (resp. appariement par corrélation) et l’appariement manuel de l’expert 
selon le paramètre concerné. Les deux algorithmes convergent autour de la valeur de 1 
pixel de RMSE, cependant les vitesses de calcul entre les deux sont très différentes : le 
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flot optique de Liu (2009) effectue l’estimation des CMV autour de 1,7 s quel que soit le 
facteur de régularisation choisi, alors que l’appariement par corrélation effectue 
l’estimation en 5,4 s pour une zone de recherche de taille 7 pixels jusqu’à 40 s pour une 
taille de recherche de 15 pixels. Dans le chapitre V, du fait de sa rapidité d’exécution et 
de sa précision, l’estimation des CMV à partir des images hémisphériques sera 
systématiquement effectuée à partir de l’algorithme de flot optique avec un facteur de 
régularisation de 1, assurant la plus faible RMSE sur les déplacements en x et en y.  
 
 
Figure 108 – Evolution de la RMSE calculée entre l’estimation du mouvement sur l’image hémisphérique 
en (x,y) par flot optique et le mouvement déterminé manuellement, en fonction du facteur de régularisation 
imposé en entrée de l’algorithme de Liu (2009). 
 
 
Figure 109 – Evolution de la RMSE calculée entre l’estimation du mouvement sur l’image hémisphérique 
en (x,y) par appariement par corrélation et le mouvement déterminé manuellement, en fonction de la taille 
de la zone de recherche, et une zone de contexte de largeur 5 pixels. 
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Annexe A2 - Sur-échantillonnage tempo-
rel des images satellites  
 
La limite de résolution temporelle des images satellites constitue un frein à l’utilisation 
concomitante de ces images avec les images hémisphériques. Dans cette thèse, un 
référentiel spatial commun est proposé afin d’effectuer la fusion de ces informations. 
Cependant, il est également nécessaire de travailler dans un référentiel temporel commun. 
À partir de cet objectif, plusieurs pistes peuvent être envisagées. Par exemple, il peut être 
suffisant de travailler au pas de temps 15 min et ainsi n’utiliser qu’un sous-ensemble des 
images hémisphériques disponibles. Cette question s’intègre dans un cadre plus large sur 
la manière d’effectuer la comparaison entre une estimation du rayonnement solaire et la 
mesure.  Dans notre cas,  il est souhaité d’obtenir des estimations et prévisions à haute 
résolution temporelle, d’où la recherche d’un échantillonnage à la minute de toutes les 
sources d’informations disponibles. Les mesures pyranométriques sont d’ores  et déjà 
acquises au pas de temps 1 min et seule l’image hémisphérique la plus proche de la 
minute ronde est utilisée (c’est-à-dire une image sur six). Enfin, la difficulté de travailler 
dans un référentiel temporel commun à haute résolution réside dans l’étape de sur-
échantillonnage temporel des images satellites, passant ainsi d’un pas de temps de 15 min 
à 1 min. Dans cette annexe, il a été choisi d’appliquer uniquement ce sur-échantillonnage 
temporel aux images HelioClim puisque leur estimation du rayonnement solaire 
intrinsèque autorise une comparaison avec les mesures in situ.  
 
Appliquer une technique simple d’interpolation temporelle de manière directe en 
effectuant une moyenne pondérée de l’image présente avec l’image précédente pour en 
générer les images intermédiaires a deux défauts majeurs : d’abord cette méthode ne 
permet pas de prévoir les images intermédiaires à venir, et ne prend pas en considération 
le mouvement des nuages. Ainsi, cette méthode a tendance à générer des courbes 
moyennes d’estimation du rayonnement solaire extrêmement dépendantes de la méthode 
d’interpolation sélectionnée.  
 
Cette annexe présente deux manières d’effectuer l’interpolation temporelle des images 
satellites avec une étape préliminaire d’estimation du mouvement des nuages entre deux 
images successives. L’algorithme de flot optique de Liu (2009) dont les paramètres 
d’implémentation sont discutés dans l’annexe A1 est utilisé afin d’extraire un champ de 
vecteurs déplacements des nuages (CMV) entre deux images successives. La première 
méthode présentée dans la suite est une méthode causale – qui ne dépend que des valeurs 
précédentes – qui permet de prévoir les images futures à partir de l’image présente et de 
l’image précédente. La seconde méthode au contraire utilise l’image présente et l’image 
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suivante – du « futur » – afin de générer des images intermédiaires de manière moins 
dépendante de l’estimation des CMV. Cette seconde méthode est donc utilisée pour 
générer des estimations a posteriori  connaissant l’image suivante pour affiner le résultat 
des images intermédiaires. 
 
A2.1. Méthode de sur-échantillonnage causale 
Dans le cas de la méthode causale, le problème revient à celui de la propagation des 
CMV déterminés entre les instants      et   à l‘horizon   souhaité afin d’estimer l’image 
    . L’horizon peut par exemple varier de 1 à 15 min si l’objectif est de générer des 
images intermédiaires, ou peut dépasser 15 min si l’objectif est la prévision des images 
futures pour en déduire des prévisions de rayonnement.  Une telle propagation a été 
envisagée de deux manières différentes. Une première méthode que l’on nommera 
eulérienne consiste à supposer un déplacement rectiligne et uniforme de chaque élément, 
c’est-à-dire que le vecteur déplacement calculé entre      et   est associé à la particule 
dont la vitesse restera inchangée tout au long de son parcours. Une deuxième méthode 
appelée lagrangienne consiste à considérer le champ de vecteurs comme constant au cours 
du temps, chaque particule suit ainsi le champ de vecteurs estimé. Ces deux méthodes 
sont simplificatrices de la complexité de l’évolution des masses nuageuses dans l’espace et 
le temps. L’approche eulérienne, bien que très simple dans l’attribution d’un vecteur 
vitesse constant, peut dans certains cas être préférable à l’approche lagrangienne. Cette 
dernière va en effet stopper la propagation des nuages si le déplacement estimé est nul 
sur une partie de l’image. Malgré cet artefact,  uniquement la méthode lagrangienne sera 
utilisée et expliquée dans la suite de ce paragraphe. 
Notons          les déplacements des nuages en   et   entre l’image       et l’image    . 
   est le pas de temps initial de la séquence d’images satellites,    est le pas de temps 
final du sur-échantillonnage. La formule itérative suivante délivre une estimation de 
l’image      à partir de l’image    et du champ de déplacement          : 
 
            {
                 
        
 
  
         
 (51) 
avec    les matrices de coordonnées de l’image   . Cette formulation suppose la 
persistance des matrices de déplacement         , mais l’itération attribue le déplacement 
à différents pixels au cours du temps. Autrement dit, chaque particule suit les lignes du 
champ de vecteurs déplacements et se voit attribuer une vitesse qui varie au cours du 
temps. Cette méthode fournit des images sur n’importe quel horizon en se basant 
uniquement sur les deux dernières images disponibles, ce qui en fait une méthode adaptée 
à la prévision satellitaire du rayonnement solaire.  
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A2.2. Méthode de sur-échantillonnage non causale 
Sur-échantillonner temporellement les images satellites peut également s’envisager de 
manière non causale. Afin de générer les images intermédiaires, cette méthode propage de 
manière croisée à l’horizon souhaité    l’image à l’instant   et l’image à l’instant     , 
puis la moyenne pondérée de ces deux propagations est réalisée comme suit :  
  
                               (            )         (               ) 
 
(52) 
avec     
  
  
 , et          le déplacement entre l’image    et      . L’illustration de 
cette méthode est disponible à la figure 110. Dans ce cas l’horizon   varie strictement 
entre le pas de temps du sur-échantillonnage et le pas de temps d’origine. La propagation 
effectuée à l’équation (52) peut être considérée comme une propagation eulérienne de 
l’image    vers le futur et de l’image       vers le passé.  
 
Figure 110 – Schéma explicatif de la méthode de sur-échantillonnage temporel des images satellites. 
 
Ces deux méthodes – causale et non causale – ont été appliquées aux indices de ciel 
clair d’HelioClim sur le mois d’août  015, et la comparaison avec la mesure 
pyranométrique donne des scores assez proches pour les deux méthodes d’environ 38% de 
RMSE. Cette erreur est en partie associée à la limite de résolution spatiale des images 
satellites qui empêchent une description précise de la localisation des nuages, de l’effet 
parallaxe et des erreurs inhérentes à la base de données HelioClim. En guise de 
comparaison, le suréchantillonnage au pas de temps 1 min sans utiliser les CMV, par 
simple interpolation linéaire entre deux points – donc non causal – donne une RMSE de 
64 % sur le mois d’aout  015. 
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ABSTRACT 
 
The exploitation of solar energy raises challenges related to the variable nature of the resources in-
volved: the incident solar irradiance. Its intermittent behavior is an issue for grid and photovoltaic power 
plants management. One of the solutions that have been widely considered is the forecast of photovoltaic 
production at different time horizon. 
 
The aim of this thesis is to explore new ways for improving the existing solar irradiance forecasts, for ho-
rizons ranging from the present moment to few hours, by exploiting possible synergies between pyranomet-
ric measurements, hemispherical images of the sky taken from the ground and images acquired by geosta-
tionary meteorological satellites. These two types of images have completely different spatial coverage, 
spatio-temporal resolutions and are taken from two different locations. 
 
The proposed approach in this thesis exploits this difference in points of view in order to geolocate the 
clouds in 3D by stereoscopy, whose shadows dynamics can then be estimated and forecasted. A geometric 
simulator of the method has been developed and allows identifying certain advantages and limitations. The 
geolocation of clouds applied to real images made it possible to develop efficient estimates and forecasts of 
incident solar irradiance. Finally, to complete the usual analysis of these performances, two new metrics 
have been proposed in order to quantify two essential notions: the monitoring of the ramps and the 
temporal alignment of the forecast with the measurements. 
 
MOTS CLÉS 
 
Prévision solaire, photovoltaïque, mesures pyranométriques, images hémisphériques, images satellites 
RÉSUMÉ 
 
L’exploitation de l’énergie solaire pose des défis liés à la nature variable de la ressource concernée : le 
rayonnement solaire. Son comportement intermittent est un problème pour la gestion du réseau électrique 
et des centrales photovoltaïques. L'une des solutions largement envisagées est la prévision de la 
production photovoltaïque à différents horizons. 
 
L'objectif de cette thèse est d'explorer de nouvelles voies pour améliorer les prévisions existantes du 
rayonnement solaire, pour des horizons allant de quelques minutes à quelques heures, en exploitant les 
synergies possibles entre les mesures pyranométriques, les images hémisphériques du ciel prises au sol et 
les images acquises par les satellites météorologiques géostationnaires. Ces deux types d’images ont des 
couvertures spatiales, des résolutions spatio-temporelles et des points de vue très différents.  
 
L’approche proposée dans cette thèse exploite cette différence de points de vue afin d’affiner la 
géolocalisation des nuages en 3D par stéréoscopie, dont l’évolution des ombres peut alors être estimée et 
prévue. Un simulateur géométrique de la méthode a été développé et permet d’en identifier certains 
avantages et limitations. La géolocalisation des nuages appliquée à des images réelles a permis d’élaborer 
des schémas d’estimations et de prévisions performants du rayonnement solaire incident. Enfin, pour 
compléter l’analyse usuelle de ces performances, deux nouvelles métriques ont été proposées dans 
l’optique de quantifier deux notions essentielles : le suivi des rampes et l’alignement temporel de la 
prévision par rapport à la mesure. 
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