Abstract. In this paper, we introduce the notion of k th -order slant little Hankel operator on the Bergman space with essentially bounded harmonic symbols on the unit disc and obtain its algebraic and spectral properties. We have also discussed the conditions under which k th -order slant little Hankel operators commute.
Introduction
Let D = {z ∈ C : |z| < 1} be the open unit disc and dA = dxdy denotes the Lebesgue area measure on D, normalised so that the measure of D is 1. Let L 2 (D, dA) be the space of all Lebesgue measurable functions f on D for which
It forms a Hilbert space with inner product
The Bergman space L 2 a (D, dA) consists of all analytic functions f on D such that f ∈ L 2 (D, dA) and is closed subspace of Hilbert space L 2 (D, dA). It is well known that { √ n + 1z n } ∞ n=0 is an orthonormal basis for L 2 a (D, dA) and the orthogonal projection The theory of Hankel operators on the Hardy spaces is an important area of mathematical analysis and lots of applications in different domains of mathematics have been found such as interpolation problems, rational approximation, stationary processes or pertubation theory [10, 11] . In the year 1996, M.C.Ho [7] investigated the basic properties of slant Toeplitz operators on Hardy spaces. After that in the year 2006, Arora [1] introduced the class of slant Hankel operators on Hardy spaces and discussed its characterizations.
In the present paper, we study spectral and commutative properties of k th -order slant little Hankel operators on the Bergman space with essentially bounded harmonic symbols. More precisely, we describe the conditions under which k th -order slant little Hankel operators commute and we prove that spectrum and approximate point spectrum of S k φ are same where φ(z) = N i=0z i and N ∈ {0, 1, · · · 2k − 1}. Basic properties of the Hardy space and Bergman spaces can be found in [4, 5] . We refer [1, 2, 7, 12] for the applications and extensions of study to Hankel operators, slant Toeplitz operators, slant Hankel operators and its generalization on Hardy spaces. Let T be a bounded linear operator on a complex Banach space X then spectrum of T is defined as the set of all complex number λ such that λI − T is not invertible in the algebra B(X), where I denotes the identity operator on X and B(X) denotes the set of all bounded linear operator on X . The spectrum of T is classified into three categories: point spectrum, σ P (T ); residual spectrum, σ R (T ) and continuous spectrum, σ C (T ) where σ P (T ) = {λ ∈ C : ker(λI − T ) = (0)}, σ R (T ) = {λ ∈ C : ker(λI − T ) = (0) and Range(λI − T ) − = X}, and
There are some overlapping divisions of spectrum also, namely approximate point spectrum and compression spectrum where approximate point spectrum of T is the set of all complex number λ such that λI −T is not bounded below and compression spectrum of T is the set of all complex number λ such that Range(λI − T ) − = X.
k th
and its matrix representation is 
whose adjoint is given by 
From above matrices, we conclude that
m+1 z km for m ≥ 0 (see [9] ). In year 2008, Arora and Bhola [2] discussed about the k th -order slant Hankel operators on H 2 space. We extend the definition of little Hankel operators on the Bergman space to k th -order slant little Hankel operators in the following manner:
with symbol φ and
Thus, S k φ is bounded. We denote the set of all k th -order slant little Hankel operators
and its matrix representation is given as
It is denoted by S φ where W 2 is denoted by W .
Note 2.2. Since b j does not appear in the matrix (2.1) for any natural number j therefore we have
The following proposition follows directly from the above matrix with respect to the orthonormal basis.
. This gives the operator S k φ does not have unique symbol φ.
In [3] , Arora and Bhola gave the point spectrum of k th -order slant Hankel operators on Hardy space H 2 with symbolz i for i ≥ 0. Motivated by their work, the following results are obtained.
i+1 a i and λa n = 0 for all n ≥ 1. If λ = 0 and λ = 1 then a n = 0 for all n ≥ 1. This yields a 0 = λa 0 which gives a 0 = 0 leads to f = 0, a contradiction. Hence 0 is the eigen value of S k φ corresponding to the eigen vector f (z) = ∞ n=0 a n z n with N i=0 1 i+1 a i = 0 and 1 is the eigen value of S k φ corresponding to the eigen vector f (z) = a 0 .
If λ = 0 then equation (2.3) gives a n = 0 for all n ≥ 2,
and
On solving equations (2.4) and (2.5), it follows that a 1 = 2(λ − 1)a 0 then substituting the value of a 1 in equation (2.5), it becomes a 0 (λ − λ 1 )(λ − λ 2 ) = 0 where
. If λ = 0, λ = λ 1 and λ = λ 2 then a 0 = 0 and a 1 = 0 which gives f = 0, a contadiction. Hence 0 is the eigen value of S k φ corresponding to the eigen vector f (z) = ∞ n=2 a n z n and λ 1 and λ 2 are the eigen values of S k φ corresponding to the eigen vector f (z) = a 0 + a 1 z with a 1 = 2(λ 1 − 1)a 0 and a 1 = 2(λ 2 − 1)a 0 respectively. 
As a consequence of the above theorem, we obtain the following result:
Theorem 2.7. Let σ AP (S k φ ) and σ(S k φ ) denote the approximate point spectrum and spectrum of S k φ respectively, where
Proof. It is well known that [6] , σ(T ) = σ AP (T ) σ CP (T ) for any bounded linear operator T on Hilbert space H, where σ(T ), σ AP (T ) and σ CP (T ) denotes spectrum, approximate point spectrum and compression spectrum of T respectively. Therefore
Similarly we conclude the following result:
Theorem 2.8. For i ≥ 0, the point spectrum of S k z i is the following:
Commutativity of k th -order slant little Hankel operators
In the year 2013, C.liu and Y.Lu [8] discussed the commutativity of k th -order slant Toeplitz operators on the Bergman space with harmonic polynomial symbols, analytic symbols and coanalytic symbols. In this section, we show that under some assumptions k th -order slant little Hankel operators on L 2 a (D, dA) commute if and only if the symbols are linearly dependent.
where n is any non negative integer and a n = 0, b n = 0 then S k φ and S k ζ commute if and only if φ and ζ are linearly dependent.
Proof. Let φ and ζ are linearly dependent then it is obvious that S k φ and S k ζ commute. Conversely suppose that S k φ and S k ζ commute. If n = 0 then result is trivially true. For n > 0 let n = kp + r where p ≥ 0, 0 ≤ r ≤ k − 1 be integers. Since S k φ and S k ζ commute therefore,
The following two cases arise:
From equations (3.1), (3.3) and (3.4), it follows that
forms an orthonormal basis for Bergman space, so equation (3.5) gives b n a i = a n b i for all 0 ≤ i ≤ n. This yields b i = λa i for all 0 ≤ i ≤ n where λ = bn an . Hence, ζ(z) = λφ(z). Case 2: If r > 0 then it follows from equation (3.2) that
(3.6) Similarly, we can obtain . Similarly from equation (3.8) it follows that for every integer m such that n−2k < m ≤ n−k, we have
Proof. Since S k φ and S k ζ commute, therefore
The following three cases arise: Case 1: If m = 0 and n = kp 1 + r 1 . Since n > m, so either p 1 = 0 and 0 < r 1 or p 1 > 0 and 0 ≤ r 1 < k then
So, from equations (3.9), (3.10) and (3.11) it follows that b m a i = 0 for 0 < i ≤ n. Since b m = 0 therefore a i = 0 for all i such that m < i ≤ n. Case 2: If m = r 2 where 0 < r 2 < k. If n = r 1 then since n > m, so 0 < r 2 < r 1 < k.
(3.12) 
By using equation (3.9), it follows that a i b 0 = 0 for n−k < i ≤ n. Since n−k < kp 1 ≤ n, so a kp 1 b 0 = 0 but a kp 1 = 0 and a 2
Continuing in this way, we conclude that a i = 0 for all i such that m < i ≤ n. Case 3: If m = kp 2 where p 2 > 0 and n = kp 1 + r 1 then since n > m so, either p 2 = p 1 and 0 < r 1 < k or p 1 > p 2 and 0 ≤ r 1 < k. By the simple calculations, we obtain
By using equation (3.9) , it follows that b m a i = 0 for m < i ≤ n but b m = 0 which leads to a i = 0 for all i such that m < i ≤ n. Case 4: If m = kp 2 + r 2 where p 2 > 0 and 0 < r 2 < k. If n = kp 1 + r 1 where p 1 = p 2 = p (say) then since n > m therefore, 0 < r 2 < r 1 < k. Then, gives a i b kp 2 = 0 for n − k < i ≤ n (using equation (3.9)). Since b kp 2 = 0 so it gives a i = 0 for n − k < i ≤ n. Also,
(kp 2 +2)(i+k+1) a i+k b kp 2 +1 = 0 for all i such that n − 2k < i ≤ n − k. Since a i+k = 0 for n − k < i + k ≤ n and b kp 2 = 0 leads to a i = 0 for n − 2k < i ≤ n − k. Continuing like this, we conclude that a i = 0 for all i such that m < i ≤ n. 
