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Abstrak 
Isu pengelasan objek ke dalam kumpulan apabila pembolehubah yang diukur adalah 
campuran pembolehubah selanjar dan pembolehubah binari telah menarik perhatian 
ahli statistik. Antara kaedah-kaedah diskriminan dalam pengelasan, Model Lokasi 
Terlicin (SLM) digunakan untuk mengendalikan data yang mengandungi kedua-dua 
pembolehubah selanjar dan binari secara serentak. Namun, model ini adalah tidak 
tersaur jika data mengandungi pembolehubah binari yang besar bilangannya. 
Kehadiran pembolehubah binary yang besar akan mewujudkan sel multinomial 
yang banyak, yang akhirnya mengakibatkan wujudnya banyak bilangan sel kosong. 
Kajian lepas telah menunjukkan bahawa kewujudan sel kosong yang banyak 
berupaya menjejaskan prestasi model lokasi terlicin yang dibina. Dalam usaha 
untuk mengatasi masalah sel kosong yang banyak disebabkan oleh banyak  
pembolehubah terukur (terutamanya binari), kajian ini mencadangkan empat model 
SLM yang baharu melalui penggabungan SLM sedia ada dengan Analisis 
Komponen Utama (PCA) dan empat jenis analisis kesepadanan berganda (MCA). 
PCA digunakan untuk menguruskan bilangan pembolehubah selanjar yang besar 
manakala MCA digunakan untuk mengendalikan pembolehubah binari yang 
banyak. Prestasi empat model yang dicadangkan, SLM+PCA+MCA Indikator, 
SLM+PCA+MCA Burt, SLM+PCA+Analisis Kesepadanan Tercantum (JCA), dan 
SLM+PCA+MCA Terlaras dibandingkan berdasarkan kadar kesilapan pengelasan. 
Keputusan kajian simulasi menunjukkan model SLM+PCA+JCA berprestasi terbaik 
dalam semua keadaan yang diuji  kerana ia berjaya mengekstrak jumlah komponen 
binari terkecil dan masa pelaksanaannya paling singkat. Siasatan pada set data 
sebenar barah payudara penuh juga menunjukkan bahawa model ini menghasilkan 
kadar kesilapan pengelasan terendah. Kadar kesilapan pengelasan terendah yang 
berikutnya diperolehi oleh SLM+PCA+MCA Terlaras diikuti SLM+PCA+MCA 
Burt dan SLM+PCA+MCA Indikator. Walaupun model SLM+PCA+MCA 
Indikator memberi prestasi yang paling lemah tetapi model ini masih lebih baik 
daripada beberapa kaedah pengelasan sedia ada. Keseluruhannya, model-model 
lokasi terlicin yang dibina boleh dianggap sebagai kaedah alternatif untuk tugas-
tugas pengelasan dalam mengendalikan pembolehubah campuran yang banyak, 
terutamanya pembolehubah binari. 
 
 
Kata Kunci: Model Lokasi Terlicin, Analisis Komponen Utama, Analisis 
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Abstract 
The issue of classifying objects into groups when the measured variables are 
mixtures of continuous and binary variables has attracted the attention of 
statisticians. Among the discriminant methods in classification, Smoothed Location 
Model (SLM) is used to handle data that contains both continuous and binary 
variables simultaneously. However, this model is infeasible if the data is having a 
large number of binary variables. The presence of huge binary variables will create 
numerous multinomial cells that will later cause the occurrence of large number of 
empty cells. Past studies have shown that the occurrence of many empty cells 
affected the performance of the constructed smoothed location model. In order to 
overcome the problem of many empty cells due to large number of measured 
variables (mainly binary), this study proposes four new SLMs by combining the 
existing SLM with Principal Component Analysis (PCA) and four types of Multiple 
Correspondence Analysis (MCA). PCA is used to handle large continuous variables 
whereas MCA is used to deal with huge binary variables. The performance of the 
four proposed models, SLM+PCA+Indicator MCA, SLM+PCA+Burt MCA, 
SLM+PCA+Joint Correspondence Analysis (JCA), and SLM+PCA+Adjusted MCA 
are compared based on the misclassification rate. Results of a simulation study 
show that SLM+PCA+JCA model performs the best in all tested conditions since it 
successfully extracted the smallest amount of binary components and executed with 
the shortest computational time. Investigations on a real data set of full breast 
cancer also showed that this model produces the lowest misclassification rate. The 
next lowest misclassification rate is obtained by SLM+PCA+Adjusted MCA 
followed by SLM+PCA+Burt MCA and SLM+PCA+Indicator MCA models. 
Although SLM+PCA+Indicator MCA model gives the poorest performance but it is 
still better than a few existing classification methods. Overall, the developed 
smoothed location models can be considered as alternative methods for 
classification tasks in handling large number of mixed variables, mainly the binary. 
 
Keywords: Smoothed Location Model, Principal Component Analysis, Multiple 
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Classification is a procedure of grouping objects or individual into their groups 
according to some common characteristics (Hunter, 2009). Classification tasks are 
found in different areas of studies such as in medical where it involves classification 
of breast tumors, in financial where it involves classification of bankruptcy and 
classification of students’ performance based on their grades in education. (Veer et 
al., 2002; Hauser & Booth, 2011). These classifications are called standard 
classification while standard statistical classifications represent a subset for statistical 
use (Hoffman, 1999). 
By using statistics, classification can be done in many ways. One of them is through 
discriminant analysis. Discriminant analysis is a statistical analysis method used to 
classify an object into one of several populations (Lachenbruch, 1975; Hand, 1981; 
Pyryt, 2004; Jombart, Devillard, & Balloux, 2010). There are many successful 
applications of discriminant analysis based on variables that have been collected and 
used in various fields such as economy, environmental sciences and humanistic as 
well as social behavior and geographical ecology (William, 1983; Chanda & Murthy, 
2008; Taniguchi, Hirukawa, & Tamaki, 2008; Soni & Shrivastave, 2010).  
Discriminant analysis has been used for classification not only on single type of 
variables but also mixture type (Krzanowski, 1980; Knoke, 1982; Daudin, 1986). 
Data with single type of variable refers to the data set containing only the continuous 
The contents of 
the thesis is for 
internal user 
only 
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