Let R (h) denote the polynomial ring in variables x 1 , . . . , x h over a specified field K. We consider all of these rings simultaneously, and in each use lexicographic (lex) monomial order with x 1 > · · · > x h . Given a fixed homogeneous ideal I in R (h) , for each d there is unique lex ideal generated in degree at most d whose Hilbert function agrees with the Hilbert function of I up to degree d. When we consider IR (N) for N ≥ h, the set B d (I, N ) of minimal generators for this lex ideal in degree at most d may change, but B d (I, N ) is constant for all N ≫ 0. We let B d (I) denote the set of generators one obtains for all N ≫ 0, and we let b d = b d (I) be its cardinality. The sequences b 1 , . . . , b d , . . . obtained in this way may grow very fast. Remarkably, even when I = (x 2 1 , x 2 2 ), one obtains a very interesting sequence, 0, 2, 3, 4, 6, 12, 924, 409620, . . .. This sequence is the same as H d−1 + 1 for d ≥ 2, where H d is the d th Hamilton number. The Hamilton numbers were studied by Hamilton and by Hammond and Sylvester because of their occurrence in a counting problem connected with the use of Tschirnhaus transformations in manipulating polynomial equations.
Introduction
There has been a great deal of work recently (see, for example, [1, 2, 3, 5, 7, 8, 9, 15, 16, 22] and their references) on the behavior of invariants of ideals generated in at most a given degree and with at most a given number of generators when the number of variables is not bounded in any way. The problems we study were motivated by a related question described below. Suppose we fix the Hilbert function of a homogeneous ideal I in a polynomial ring over a field K in several variables. An example would be to fix the Hilbert function of the ideal generated by x 2 1 , x 2 2 . It is easy to see that the Hilbert functions of all the extensions of I to polynomial rings in more variables, where the number of variables N may be arbitrarily large, are determined by the original Hilbert function. We think of the Hilbert functions of I and its extensions as a model for the behavior of a large class of ideals. In our example, the Hilbert function of the ideal generated by a regular sequence consisting of any two quadratic forms, not necessarily x 2 1 , x 2 2 , is obtained once the number of variables is sufficiently large.
Throughout this paper, the terms "lexicographic" and "lex" are used interchangeably in describing both monomial orders and ideals. In dealing with lexicographic order, we always assume x 1 > x 2 > · · · > x N . A monomial ideal I will be called lexicographic or lex (some authors use the term lexsegment) if whenever µ ′ > µ are monomials of degree d and µ ∈ I then µ ′ ∈ I.
Suppose that an ideal I N in R (N ) := K[x 1 , . . . , x N ] has the same Hilbert function as IR (N ) . When one calculates a Gröbner basis, with respect to any monomial order, for I N , one obtains an initial ideal, a monomial ideal with the same Hilbert function. The length of the calculation depends, of course, on the choice of I, and can grow with N , but an upper bound can be predicted if one has an upper bound for the number of minimal generators of the initial ideal. By a result of Macaulay [20] the lex ideal with the same Hilbert function has the largest number of minimal generators of any homogeneous ideal with the same Betti numbers. This is generalized in [4, 13, 27] , where it this shown that the lex ideal with a given Hilbert function has the largest graded Betti numbers of any homogeneous ideal with that Hilbert function. We were therefore led to explore this question: when one considers the extension of I to a polynomial ring in N variables, where N ≫ 0, how many generators are needed in each degree d for the lex ideal with the same Hilbert function as the extension of I? The existence of such a lex ideal was shown by Macaulay [20] . It turns out that for any specific degree, the number of minimal generators needed in that degree is constant for all N ≫ 0. See Discussion 3.6. For other background in this area see [14, 17, 23, 24, 25, 26, 28, 29, 30] . A general treatment of monomial ideals is given in [12] .
Our results give bounds on the lengths of Gröbner basis calculations, for any monomial order, for ideals of a certain "shape," where the shape is described in terms of an ideal in a relatively small number of variables. Fix the field K. We shall say that a finitely generated graded module M 1 over R (h1) has the same shape as a finitely generated graded module M 2 over R (h2) if M 1 has the same graded Betti numbers as M 2 . If we extend M 1 to a polynomial ring in more variables by a degree-preserving map, the shape is preserved. The shape, together with the number of variables, determines the Hilbert function.
We illustrate this idea by focusing on the case of a regular sequence of quadratic forms of length two, which is an example of a simple shape, coming from the ideal (
. For all regular sequences of quadratic forms of length 2 generating an ideal I, the modules R/I have the same graded Betti numbers.
Other examples are a regular sequence of length h of forms of specified degrees d 1 , . . . , d h or t × t minors of an r × s matrix of forms F ij of degrees d ij such that the t size minors are homogeneous and the height of the ideal is the same as in the generic case: in this case, the shape may vary with the characteristic of the base field (cf. [11] ).
In the case of a regular sequence of quadratic forms of length two, suppose that we have such a sequence in the polynomial ring in N variables, and we want to bound the length of a Gröbner basis calculation, with respect to some monomial basis, for the ideal they generate. Such a bound can be determined from the least number of generators of the initial ideal one obtains, and the number of generators is largest for a lex ideal whose Hilbert function is the same as the one obtained from the two quadratic forms, by Macaulay's result or the results of [4, 13, 27] cited above. Similarly, in general, the numbers of generators of the various lex ideals with the same Hilbert function, once the ideal is extended to R (N ) , give information bounding the length of the Gröbner basis calculation for ideals of a given shape as the number of variables N grows.
In the case of our example of a regular sequence consisting of two quadratic forms, our detailed results are given in Theorems 5.1 and 5.2 in §5.
We now make all this precise, and describe in detail the main question that we study. Throughout this paper, let K be a fixed, specified, but arbitrary field K. Let I be a specified ideal in R (h) . Observe that if we want to study homogeneous regular sequences F 1 , . . . , F n with respective degrees m 1 , . . . , m n , we may take
. For all N ≥ h, let L I,N denote the unique lex ideal with the same Hilbert function as IR (N ) . In Discussion 3.6, we shall see that the set A d (I, N ) (respectively, B d (I, N )) of minimal generators of L I,N that have degree d (respectively, degree at most d) is constant for all N ≫ 0, and we let A d (I) (respectively, B d (I)) denote the stable value. Let a d (I) and b d (I) denote the respective cardinalities of the sets A d (I) and B d (I). Clearly, b d (I) is the sum of the values a j (I) for j ≤ d. Our primary objective is the study of the sequences of numbers a d (I) and b d (I). One of our main results is a recursive formula for b d+1 in the general case: see Theorem 3.7.
When I is generated by a regular sequence consisting of two quadratic forms,for d ≥ 2 the sequence b d (I) coincides with the sequence H d−1 + 1, where H d is d th Hamilton number, studied by Hamilton and others in a completely different context: see §4. These numbers have double exponential growth (cf. Proposition 4.1(f)).
When a lex ideal is extended to a polynomial ring in more variables, it may fail to be lexicographic. For example, (x 2 1 , x 1 x 2 , x 2 2 ) is lexicographic in R (2) but not in R (3) , because in the larger ring x 1 x 3 > x 2 2 . We shall say that an ideal of R (h) is a universal lex ideal if its extension to R (N ) is lexicographic for all N ≥ h. The usage of universal is the same as in [12] . This notion will be quite useful in understanding the behavior of a d (I) and b d (I). Universal lex ideals are studied in detail in §2. Notation 1.1. We need two kinds of notation connected with binomial coefficients.
We use n r with its standard meaning for n ≥ r ≥ 0, and it is defined to be zero if n or r is negative or r > n. If r ≥ 0, we write n r for 1 r!
where the product is 1 if r = 0. For fixed r ≥ 0, this is the unique polynomial in n of degree r that agrees with n r for all n ≥ r. In fact, it is easy to see that n r = n r whenever n ≥ 0.
Note that n 0 = 1 for all n ∈ Z, that n r = 0 for 0 ≤ n < r, and that for n > 0,
Also note that for all n ∈ Z and all r ≥ 1,
since this well-known identity for binomial coefficients holds for n ≥ r and both sides are polynomials in n. We note that the usual binomial coefficient identities
hold for all n, r ≥ 1, even if r is large, so that a numerator may exceed a denominator.
We make frequent use of the fact that for N > 0, the Hilbert function of R (N )
Note that this not correct when N = 0: there is one incorrect value, when t = 0, since −1 −1 is 0, not 1.
Universal lex ideals
We shall show that universal lexicographic ideals are very constrained.
Notation 2.1. Suppose that we have a universal lexicographic ideal and that it has minimal generators in degrees d 1 < d 2 < · · · < d h = d where d 1 ≥ 1, and that the number of minimal generators in degree d i is α i ≥ 1. We shall let Γ denote the set of pairs {(d j , α j )}. There is no constraint on the number of variables, and we may assume that N variables, where N ≫ 0, are available. This information uniquely determines the generators and the ideal, since in choosing the next minimal generator to use in given degree, it must be the largest monomial of that degree that is not a multiple of any previously chosen monomials. Let L Γ,N denote this universal lexicographic ideal whenever N is sufficiently large. It will be convenient to define β 0 := 0 and β i := α 1 + α 2 + · · · + α i , 1 ≤ i ≤ h, so that Theorem 2.4 below gives a complete, explicit description of the set of minimal generators once Γ is specified.
Notation 2.2. For this same ideal and for i ∈ N, we can define a i and b i in N as follows. We let a i := α j if i is one of the d j , and a i := 0 otherwise. We define b i as the sum of the α j such that d j ≤ i, which is the same as the largest of the β j for j ≤ i. Note that b i is also the sum of the a j such that j ≤ i. Thus, a i is the number of minimal generators of the ideal in degree i, and b i is the number of minimal generators of the ideal of degree at most i.
Since the quotient of a polynomial ring in M variables by an ideal generated by m variables is polynomial ring in M −m variables, we have the following preliminary result:
The Hilbert function of the ideal generated by m variables in a polynomial ring in M > m variables over a field is t →
Theorem 2.4. Consider the universal lexicographic ideal L Γ,N corresponding to Γ as described in Notation 2.1. Let
. Then, in degree d j , the minimal generators of L Γ,N will be
where the last term may also be written as µ j x βj .
We let B Γ denote this set of generators. The number of generators of this ideal, is evidently β h , which is also the total number of variables occurring in the generators.
For any fixed N ≥ β h , the set of monomials in L Γ,N that are multiples of a minimal generator of degree d j but not of a minimal generator of degree d i for i < j is the same as the set of monomials in
where S j is the polynomial ring generated over K by all of the consecutive variables
Hence, for N > β h , the Hilbert function of the ideal L Γ,N is
Before giving the proof, we make a remark and exhibit the first three cases without using the β notation.
Remark 2.5. Requiring that N > β h rather than N ≥ β h is only needed because we need to make sure that the formula for the Hilbert function for the term subtracted is correct when j = h, N = β h , and t = d j . In this case the term subtracted should be 1, not 0.
In degree d 1 we must first have x d1 1 , and then x d1−1 1 x 2 , . . . , x d1−1 x α1 as the minimal generators. In degree d 2 we must have
x α1+α2 as the new minimal generators.
In degree d 3 we must have
as the largest new minimal generator and then
x α1+α2+α3 as the other new minimal generators.
Proof. We need to prove that for all N ≥ β h , the universal lexicographic ideal L Γ,N is the same as the ideal generated by B Γ . We shall prove all of the following statements simultaneously by induction on j.
(1) Every monomial occurring in the set of generators of L Γ,N for N ≫ 0 involves exactly one new variable, the next largest variable not already used.
(2) All monomials occurring among the generators of L Γ,N for N ≫ 0 in degree at least d j are divisible by µ j and, if a variable occurs in µ j , it cannot occur in a monomial generator of total degree > d j with an exponent strictly larger than it has in µ j .
(3) The minimal generators of L Γ,N for N ≫ 0 occurring in degree d j are precisely the monomials displayed in ( † j ), and the new variables,
introduced in the monomials after the first do not occur in any other minimal generator of L Γ,N for N ≫ 0. From these statements, we will be able to show easily that B Γ generates L Γ,N for all N ≫ 0. It is clear that the specified generators are correct for degree d 1 , since the monomials specified are the largest of that degree no matter how many variables N ≫ 0 there are. Assume the statements above and the specification of generators for L Γ,N , where N ≫ 0, are correct through degree d j−1 for some j with 2 ≤ j ≤ h. We need to show the same for the monomials in degree d j . No monomial in degree higher than d j−1 can occur with a bigger exponent on any of the variables in µ j−1 than it has in µ j−1 : if we increase the exponent on x βi+1 we get a multiple of the largest minimal generator of degree d i . On the other hand, all monomials chosen in degree d j or higher degree must be multiples of µ j−1 . The reason is that for sufficiently large N , there are arbitrarily many multiples of µ j−1 in every degree: anything not a multiple of µ j−1 is smaller than these, or else a multiple of a generator of lower degree. No previously used variable can occur in the terms of degree d j or higher: if that happened, it would produce a multiple of a chosen monomial of lower degree. The smallest monomial we might use comes from multiplying by a power of the next new variable. We cannot use that new variable again.
We now discuss the final statements of the theorem. We comment only on the formula ( †). We have mutually disjoint contributions to the Hilbert function: since µ j has degree d j − 1, the contribution in degree t from multiples of elements of degree d j not already in the ideal is the number of monomials of degree t − (d j − 1) in the ideal (x βj−1+1 , x βj−1+2 , . . . , x βj−1+i , . . . , x βj−1+αj )S j .
Now apply Lemma 2.3 with M = N − β j−1 , m = α j , and t replaced by t − (d j − 1).
Recall the definition of the a i and b j from Notation 2.2. Note that the formula ( †) in Theorem 2.4 Hilbert function is still correct if we insert additional degrees for which the value of the corresponding α j is 0: each of the extra summands in the formula is the difference of two terms that are equal, since β j = β j−1 . The terms of the original formula are recovered from the terms in the new formula where b j = b j−1 .
Corollary 2.6. Given a universal lex ideal L generated in degree at most d, with the b j as above (i.e., b j is the total number of minimal generators of L of degree at most j), we have that, for N > b d , the Hilbert function of L is 
The case of Hilbert functions of arbitrary ideals and modules
The second factor in each of the summands is the number of monomials of degree t − i in N − h variables. As usual, we define twists M (s) for Z-graded modules M , where s ∈ Z, by [M (s)] t := [M ] t+s . Using a graded free resolution by finitely generated free R (N )modules and degree preserving maps (each free module is a finite direct sum of twists R (N ) (s), s ∈ Z of R (N ) ), we may express the Hilbert function H (N ) as a Z-linear combination of binomial coefficient functions
and so the the Hilbert function H (N ) of R (N ) ⊗ R (h) M described in the preceding paragraph can be written in the form , then c s is the difference between the total number of occurrences of R (h) (s) as a summand of G j with j even and the total number of occurrences of R (h) (s) as a summand of G j with j odd, and is independent of the choice of the graded resolution G • . We refer to this function of N and t, which is defined for all t ∈ Z and all N ≥ h, as the extended Hilbert function of I or M . We shall say that a function of N ≥ 1, t ∈ Z is an LCBC function (LCBC stands for "linear combination of binomial coefficients") if it is a Z-linear combination of the functions Discussion 3.6. For every N ≥ h, there is a unique lex ideal L I,N in R (N ) that has the same Hilbert function as IR (N ) : see [20] or [23] for an expository version. We shall prove that for a fixed degree d, these lex ideals eventually all have the same set of minimal generators in degree at most d, and are universal lex. We shall let B I,d denote the set of generators in degree at most d. We prove this by induction on d. Suppose that we have constructed the ideal up to degree d, and we want to construct it in degree d + 1. We have a formula for the Hilbert function of IR (N ) and a formula for the Hilbert function of the approximation up through degree d.
As functions of N, t these agree in degree d for all N ≫ 0. By the result above, the difference of their values in degree d + 1 is constant for all N ≫ 0. Denote this constant a d+1 . If we take a new universal lex ideal with a d+1 new minimal generators in degree d + 1, it will agree with the Hilbert function of IR (N ) in all degrees ≤ d + 1 for all N ≫ 0. This will lead to a formula for a d+1 in terms of b 1 , . . . , b d and the coefficients in the LCBC that gives the Hilbert function of I.
We carry this out in detail. Suppose that I is a homogeneous ideal of R (h) whose extended Hilbert function has integer coefficients c s (I). Here, s varies in Z but has only finitely many nonzero values. We develop recursive formulas for b d (I), which is the least number of generators of the universal lexicographic ideal whose Hilbert function agrees with that of I in degrees up to and including d. Thus b d = 0 if d is strictly less than the degree of any minimal generator of I, and if d 0 is the least degree of a minimal generator of I, b d0 is the number of minimal generators of I of degree d 0 .
We write a d (I) = b d (I) − b d−1 (I). For the rest of this discussion, we omit I from the notation, and abbreviate b d = b d (I) and a d = a d (I). Suppose that we know b j for j ≤ d. We obtain the recursion as follows. First, we have that a d+1 is the difference between the value of the extended Hilbert function of I in degree d + 1 and the extended Hilbert function of the universal lex ideal we have already constructed with generators in degree at most d: moreover, we know that the difference is constant, independent of N , by Theorem 3.4. Second, we have a formula ( † † ′ ) for the extended Hilbert function of the universal lex ideal for N ≫ 0 by Corollary 2.6. Hence, by Remark 3.2 and Proposition 3.3,
and the value of this expression is independent of N , since it is a polynomial in N and constant for N ≫ 0. By Remark 3.5, we may substitute N = 0 to get the constant value
For 1 ≤ j ≤ d − 1, there are two terms in the summation involving b j : one of these is the second term occurring for index j and the other is the first term occurring for index j + 1. These two terms may be combined using Equation 1.2:
Using Equation 1.1, this becomes
This yields
Assuming that I is not the unit ideal, we have that b 0 = 0, and so −b 0 + d d + 2 = 0. Hence:
By adding b d , we obtain a formula for b d+1 . 
Hamilton numbers
In this section we describe a sequence of integers studied by Hamilton and described in [18] , [19] , [21] and [31] that originally arose in studying the behavior of generalizations of the Tschirnhaus transformation. 1 For further background we refer the reader to [6] and [10] as well as to the papers already cited. Of course, the Hamilton numbers arise here in a completely different context.
We first give a self-contained treatment of the Hamilton numbers that includes all of the results we need. We then connect this treatment with the one given in [18] , which has two small errors in it, one of which is noted in [19] .
We begin by defining a sequence ℓ n recursively for n ≥ 0 by letting ℓ 0 = 3 and using the recursion (Eq. 4.1)
The general term on the right, after the initial 1, is (−1) j ℓ n−j j + 2 , where 0 ≤ j ≤ n. Note that, typically, many of the rightmost terms vanish. We shall soon see that ℓ n > 0 for all n ≥ 0, so that the formula just above is also correct if we replace ℓ n−j j + 2 by ℓ n−j j + 2 , since these agree when the numerator is positive.
We may then define H n for n ≥ 1 by the formula H n := ℓ n−1 − 1. We have: 0  3  1  4  2  2  6  3  3  12  5  4  48  11  5  924  47  6  409620  923  7  83763206256  409619  8  3508125906290858798172  83763206255  9 6153473687096578758448522809275077520433168 3508125906290858798171 For the curious, ℓ 10 is 189326192088949818333335820590333293708012662495359 02023330546944758507753065602135844 which is larger than the approximation 1.89 · 10 85 .
The growth rate of ℓ n is double exponential. More precisely: Proposition 4.1. We have the following:
(a) For all n ∈ N,
(c) For all n ∈ N, the binomial coefficient terms ℓ n−j j + 2 on the right hand side of the recursion Eq. 4.1 for ℓ n+1 are nonincreasing, 0 ≤ j ≤ n. (e) For all n ≥ 1, 3 · 2 2 n−1 ≤ ℓ n+1 , and for all n ≥ 0, ℓ n+1 ≤ 2 · 2 2 n . (f ) ℓ n is asymptotic to 2 · 2 ρ2 n where ρ = 0.2756687129668628532825852274380553674012976 to 43 decimal places. If we let ρ n := log 2 (ℓ n+1 ) − 1 2 n , then for all n ≥ 4, ρ n ≥ ρ ≥ ρ n − 1 2 n−3 ln 2 √ ℓn . Proof. We first prove (b). Since (k + 1)!/k! = k + 1 and since, for 0 ≤ j < L,
We next prove (a) and (c) simultaneously by induction on n. One may check (a) and (c) explicitly for 0 ≤ n ≤ 4 by calculating ℓ n for 0 ≤ n ≤ 5. Assume both (a) and (c) hold for integers up to and including n. In the recursion for ℓ n+1 , the binomial coefficients on the right are nonincreasing because the first of the inequalities in part (a) holds for M = ℓ n−j and L = ℓ n−j−1 until we reach the terms that are 0. The alternating sum of the terms of a nonincreasing sequence of nonnegative real numbers is nonnegative, from which we have at once that
To complete the inductive proof of (a) and (c), we abbreviate L := ℓ n . The
The first inequality in ( †) together with the fact that L ≥ ℓ 2
and so we are done if
. If we multiply by 6 L √ L and collect terms, we see that this is equivalent to
. This is true if L ≥ 48, and the cases that involve a smaller value of L, where 0 ≤ n ≤ 4, are handled by explicit calculation in the base case for the induction. Hence, (a) and (c) are proved.
With L = ℓ n , the inequalities
were established in ( * ) and ( †) in the preceding paragraph. If we divide by L 2 , we see that ℓ n+1 ℓ 2 n is trapped between two numbers both of which approach 1 2 as n → ∞. This establishes part (d).
Part (e) now follows from the inequalities in part (a) by a straightforward induction.
For part (f), for n ≥ 0 let ρ n := log 2 (ℓ n+1 ) − 1 2 n , so that ℓ n+1 = 2 · 2 ρn2 n . Note that ρ 0 = 1, that every ρ n ≥ 0, and that ρ n+1 < ρ n since
Hence, as n → ∞, ρ n converges to ρ ≥ 0. Also, by ( * ) above with n increased by one,
and since √ 3 ℓ n+1 ≤ 2 ℓ n+1 for all n, we have
Hence:
Note that if n ≥ 4, u n > 2 and u n increases with n. Applying log 2 to the first and last terms in (#), we have
Note that for log 2 (1−x) = ln(1 − x) ln 2 = −1 ln 2 (x+x 2 /2+· · · ) is negative for 0 < x < 1,
This shows that ρ n+1 is trapped between ρ n and ρ n − ǫ n with ǫ n = 1 (ln 2)2 n u n .
Clearly, ǫ n+1 < ǫ n 2 , and it follows that
using the formula ( ‡) for u n displayed above. Thus, ρ n converges to ρ very rapidly. Now, ℓ n+1 2 · 2 ρ2 n = 2 · 2 ρn2 n 2 · 2 ρ2 n = 2 (ρn−ρ)2 n < 2 2ǫn2 n = 2 2 (ln 2)un → 1 as n → ∞, which establishes the asymptotic estimate in part (f). To estimate ρ using ρ 9 , note that since ℓ 10 > 1.89 · 10 85 , we have that ρ 9 − ρ < 2ǫ 9 < 1 64(ln 2) √ 18.9 · 10 42 < 5.19 · 10 −45 .
Since the 44 th and 45 th digits of ρ 9 after the decimal point are both 3, this error will not affect earlier digits, and ρ 9 will agree with ρ to at least 43 decimal places, which is what is shown in part (f).
We shall need:
The following alternate recursive formulas for ℓ n hold, as well as the recursive formula shown for H n+1 .
(a) For all n ≥ 1, ℓ n+1 = n+1 j=1 (−1) j+1 ℓ n−j+1 + 1 j + 1 .
(b) For all n ≥ 0, ℓ n = 3 + n−1 j=0 (−1) j ℓ n−j−1 − 1 j + 2 .
(c) For all n ≥ 0, H n+1 = 2 + n−1 j=0 (−1) j H n−j j + 2 .
Proof. (a) For n = 1, this may be verified by direct calculation. Assume n ≥ 2. Let E n be the equation displayed as Eq. (4.1).
, n ≥ 0.
Since n ≥ 2 we may write E n−1 as a formula for ℓ n 1 , subtract the equation 
by substituting 1 + ℓ n−1 2 = ℓ n−1 − 1 2 + ℓ n−1 on the right side. We replace ℓ n−1 , the second term on the right, by the formula from the equation obtained by replacing n by n − 1 in (b), which is the induction hypothesis. This yields
We shift the summation variable in the first sum by 1 so that it varies from 1 to n − 1 and combine terms to obtain:
The required formula for ℓ n is now obtained by applying Equation 1.3(ii) to the terms in the summation. One obtains (c) from (b) by replacing each occurrence of ℓ k by H k+1 + 1 and subtracting 1 from both sides of the equation.
We next give a description of the Hamilton numbers following [18] . We generate an array, shown below, in which the zeroth row consists of 1 followed by an infinite sequence of zeros. We use the notation λ ij , i, j ≥ 0 for the j th entry of the i th row.
Mathematica), namely:
H 1 := 2 and H n+1 = 2 + n−1 i=0 (−1) i H n−i i + 2 , n ≥ 1.
This agrees with part (c) of Proposition 4.2, which shows that our treatment of the Hamilton numbers yields the same sequence as that in [18] . We note that [18] also treats the numbers ℓ n , but there is another error, because one has ℓ n := H n+1 + 1, n ≥ 0, and in [18] , H n is used instead of H n+1 . Note that our recursion for ℓ n+1 is the same as the recursion given on page 498 of [18] , except that we have replaced n by n + 1.
The case of a regular sequence of two quadratic forms
The next result and the variant that follows describe the behavior obtained from a regular sequence of quadratic forms, making the connection with the Hamilton numbers noted in §1. This result is somewhat surprising, since it means that the number of generators needed for the lex ideal whose Hilbert function agrees with the Hilbert function of an ideal generated by a regular sequence of two quadratic forms has double exponential growth. To prove that b d = ℓ d−3 for d ≥ 3 (this is checked above for d = 3, d = 4), it will be convenient to extend the definition of ℓ so that ℓ −3 = 0, ℓ −2 = 0, and ℓ −1 = 2. Then we want to show by induction that b d = ℓ d−3 for all d ≥ 0. From this definition and the calculations above we have that b d = ℓ d−3 for 0 ≤ d ≤ 4. For d ≥ 4 we have that c −(d+1) = 0 and so the recursion for b d+1 becomes
and the induction hypothesis yields that
To complete the proof, it suffices to show that the right hand side is ℓ d+1−3 = ℓ d−2 . By Proposition 4.2(a) we have that for n ≥ 1,
The required result follows by letting n = d − 3 and j = d + 1 − i (note the last sentence of the first paragraph of Notation 1.1).
