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Abstract
In this short paper, we intend to describe one way to construct arbitrarily high order kinetic schemes
on regular meshes. The method can be arbitrarily high order in space and time, and run at CFL one.
This is a common feature with the Lattice Boltzmann Methods. However, the type of Maxwellian we
use here are different. This results in very simple and CPU efficient methods.
1 Introduction
The Lattice Boltzmann Method (LBM) is a relatively new numerical method that finds its origin in the
Lattice Automata Method founded in the 80’s by U. Frisch, Y. Pommeau, D’Hummie`re and others [1], but
also in the theory of statistical mechanics because it starts from the BGK approximation of the Boltzmann
equations. It has been very successfull in several areas of fluid mechanics, including multiphase flows with
or without solid particle, but mostly for incompressible flow or weakly compressible flows, see [2, 3] among
many others. Its success comes from the fact that a small number of discrete velocities are chosen, the
computational domain is discretised with a structured Cartesian grid and the Maxwellian, that is needed in
the BGK approximation, has a very simple form (though several form of the equilibrium Maxwellian can be
found in the literature).
Much less work has been done for fully compressible flows, since the early work of [4, 5] and [6, 7]
and many others as [8, 9]. It seems that following the same techniques in writing the Maxwellian leads
to numerical instabilities however, and this reduces the scope of application. Several authors, [10, 11] for
example, have noticed the similarities between the LBM methods and the Kinetic methods, developped for
example in [12, 13] for scalar problems and then [14] for systems.
In both cases, the velocity space reduces to a finite and small number of velocities. The difference between
LBM and Kinetic methods is that the first ones get their inspiration from the method of characteristics,
while the second ones uses the simplicity of the Riemann problem for transport equations with constant
coefficients to construct the schemes. The collision terms are also handled differently, mostly because they
have different interpretation of the data and, finally, the LBM methods run with a CFL number of unity
while the Kinetic method use smaller than unity CFL numbers.
The notion of accuracy is, in our opinion, not completely clear for the LBM methods. In many papers,
physics related arguments are used to assess the accuracy. The setting of Kinetic methods is more classical,
and up to our knowledge, these methods have been designed up to second order in space, using the classical
reconstruction tools of modern CFD methods. Our aim here is to propose a framework that enables to
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design schemes that have a flavour of LBM methods and a flavour of Kinetic methods, that can run at CFL
unity, and be of arbitrary order of accuracy. We will show examples up to third order. We will also present
an algorithm able to handle the discontinuities of the solution, though it does not spoil the accuracy when
no solution singularity exists.
Let us specify first the context. We are given the PDE
∂u
∂t
+
∂f(u)
∂x
= 0 (1a)
with the initial condition
u(x, 0) = u0(x), (1b)
with u ∈ Rp and f : Rp → Rp. It is known, at least since the work of Jin [12] and then Natalini [13] and
co-workers, that this system can formally be see as the limit for ε→ 0 of a relaxation system:
∂F
∂t
+ Λ
∂F
∂xj
=
M(PF)− F
ε
(2a)
with F ∈ Rk×p, M is a Maxwellian and P is a linear operator such that PM(PF) = PF. The simplest example
is
∂u
∂t
+
∂v
∂x
= 0
∂v
∂t
+ λ2
∂u
∂x
=
f(u)− v
ε
that can be rewitten in the form with:
∂f1
∂t
+ λ
∂f1
∂x
=
M1 − f1
ε
∂f2
∂t
− λ∂f2
∂x
=
M2 − f2
ε
(3)
where
M1 +M2 = f1 + f2 = u, λ(M1 −M2) = f(u),
i.e.
M1(f, λ) =
1
2
(
f1 + f2 +
f(u)
λ
)
,M2(f, λ) =
1
2
(
f1 + f2 − f(u)
λ
)
.
We know that Λ must be larger than the max of |f ′(u)| because of the sub-characteristic condition by
Whitham as a formal Chapman Enskog expansion. Another argument is, as shown by [15], that under this
condition the two Maxwellian M1 and M2 satisfy a monotonicity condition.
The question we address in this paper is the following: given a system (1) and a regular grid of spatial
step ∆x > 0, can we construct an explicit scheme that solves (2) with uniform accuracy of order r > 0 for
all ε > 0 and with a CFL condition, based on the matrix Λ, that is larger than 1. The answer is yes, and
this paper proposes a simple construction in one dimension. As we have written above, this type of scheme
has a flavour of the methods of LBM type.
The format of the paper is as follows. We first introduce the general method which amounts to describe
the discretisation of Λ
∂F
∂x
and a time discretisation. The scheme resulting from this discretization is fully
implicit. The next step is to show that, thanks to the operator P, we can make it explicit. Several choices
of Λ and Maxwellians M are described. We also address the question of the non linear stabilisation of the
method when discontinuities appear. Several numerical examples, covering scalar and system cases, are then
proposed to show the relevance of the method. The accuracy is checked for the scalar case.
2
2 General discretisation principle
Starting from (2), the idea is to first discretise in space Λ
∂F
∂x
. This introduces an error which we assume to
be O(∆xq),
∂F
∂t
+
1
∆x
ΛδF =
M(PF)− F
ε
+O(∆xq). (4)
The second step is to discretise in time, so that we expect that the resulting scheme will be of order p in
space and time, at least for moderate values of ε. This leads to have q ≥ p. The problem is then two-fold: (i)
how to define the discretisation operator δ for which a minimum requirement is the semi discrete stability,
(ii) how to discretise in time so that the accuracy is uniform in time and uniformly in ε. We first discuss the
issue of time discretisation, then space discretisation.
2.1 Time discretisation
Let us consider q + 1 points in [0, 1], c0 = 0 < c1 . . . < ci < . . . < cq = 1 and the quadrature formula∫ tn+ci∆t
tn
ϕ(s) ds ≈ ∆t
q∑
j=0
aijϕ(tn + cj∆t).
More precisely, if {`j} are the Lagrange polynomials associated to the partition {cj}qj=0, if we take
aij =
∫ ci
0
`j(s)ds,
the quadrature formula is of order q+1. In the practical example, this is the way we proceed, but this choice
has no incidence on the construction. Nevertheless, we will always require that the quadrature formula are
consistent, i.e.
q∑
j=0
aij = ci.
Considering xk, a grid points, and setting F
n,j
k ≈ F(xk, tn + cj∆t), an approximation of (2) is:
Fn,jk − Fnk +
∆t
∆x
( q∑
l=0
ailλδF
n,l
k
)
− µ
q∑
l=0
ail
(
MPFn,lk − Fn,lk
)
= 0, j = 1, . . . , q (5)
where µ = ∆tε and
δF
∆x is a consistent approximation of
∂F
∂x
. As a result, (5) is implicit, and in general non
linear. In order to simplify the resolution, we consider a simpler scheme, where the source term discretisation
remains the same and the Euler method is used on each sub-time step:
Fn,jk − Fnk + cj
∆t
∆x
ΛδFnj − µ
q∑
l=0
ail
(
MPFn,lk − Fn,lk
)
= 0, j = 1, . . . , q. (6)
This leads to the introduction of two operators,
L1(F) = (. . . , L1(F)j , . . .), L2(F) = (. . . , L2(F)j , . . .),
where the index j refers to the grid point xj and, denoting by Fj the vector (or vectors)
Fj = (F
0
j ,F
1
j , . . . ,F
q
j)
T ,F0j = (F
0
j , . . . ,F
0
j , )
T
3
the operators L1 and L2 are respectively defined by
L2(F)j = Fj − F0j +
∆t
∆x
ΛA
δF
q
j
...
δF0j
− µA
MPF
q
j − Fqj
...
MPF0j − F0j
 (7)
and
L1(F)j = Fj − F0j +
∆t
∆x
ΛD
δF
q
j
...
δF0j
− µA
MPF
q
j − Fqj
...
MPF0j − F0j
 (8)
where A = (Aij) is the (q + 1)× (q + 1) matrix defined by
Aij =
{
ai+1,j if i ≥ 1
0 else.
and D is the (q+ 1)× (q+ 1) diagonal matrix defined by Dii = ci+1 if i > 0 and D11 = 0. For both matrices,
there is no contribution to F0. Clearly, the evaluation of L2(F)− L1(F) for the point xj gives:
L2(F)j − L1(F)j = ∆t
∆x
Λ

...
1∑
j=0
aij
(
δFji − δF0i
)
...
 = O(∆t)
if the matrix
∆t
∆x
Λ stays bounded. Hence, under a CFL-like condition (where C is still to be defined)
∆t
∆x maxj
|λj | ≤ C,
we see that the scheme in F will be q-th order accurate if the discretisation operator δF is itself q-th order
accurate, after at most q steps of the Defect Correction (DEC) iterative procedure:
F
(0)
j =
F
n
j
...
Fnj

L1j (F
(p+1)) = L1j (F
(p))− L2j (F(p))
(9)
This is a simple application of the following lemma shown in [16]:
Lemma 2.1. If two operators L1∆ and L2∆ defined on Rm, which depend of a parameter ∆, are such that:
1. We assume there exists a unique U?∆ such that L2∆(U?∆) = 0.
2. There exists α1 > 0 independent of ∆ such that for any U , V ,
α1||U − V || ≤ ||L1∆(U)− L1∆(V )||, (10)
3. There exists α2 > 0 independent of ∆ such that for any U , V ,∣∣∣∣∣∣∣∣(L1∆(U)− L2∆(U))− (L1∆(V )− L2∆(V ))∣∣∣∣∣∣∣∣ ≤ α2∆||U − V ||. (11)
This last condition is nothing more than saying that the operator L1∆ − L2∆ is uniformly Lipschitz
continuous with Lipschitz constant α2∆
4
Then if ν = α2α1 ∆ < 1 the defect correction is convergent, and after p iterations the error is smaller than
νp.
Remark 2.2. Since we use the same discretisation of the relaxation term for L1 and L2, the accuracy will
be uniform in ε.
Without creating ambiguity, we can slightly change the notations. For the mesh point under considera-
tion, the state vector is F = (F1, . . . ,Fq)
T where Fl ≈ F(xj , tn + cl∆t). The index j is not written in the
following. After simple algebra, we see that (9) reads:
F(p+1) + µA

MPF(p+1)q − F(p+1)q
...
MPF(p+1)1 − F(p+1)1
 = F0 − ∆t∆xΛAδF(p) + µ
a0q...
a01
⊗ (MPF0 − F0) (12)
where F0 is the value of F at xj and tn. We have denoted
a0 =
a0q...
a01
 .
It is easy to solve the problem (12), thanks to the operator P. By applying P to (12), we get
PF(p+1) = PFn − ∆t
∆x
P
(
ΛAδF(p)
)
, (13)
so that PF(p+1) is known explicitly, and then:
F(p+1) =
(
Id+µA
)−1[
F0− ∆t
∆x
ΛAδF(p)
]
+µ
(
Id+µA
)−1
a0⊗(MPF0−F0)+µ
(
Id+µA
)−1
A
MPF
q
j
...
MPF1j
 (14)
provided that Id + µA is invertible. Assuming this is true for µ ∈ [µ0,+∞[, we see that
lim
µ→+∞
(
Id + µA
)−1
= 0, lim
µ→+∞µ
(
Id + µA
)−1
a0 = A
−1a0, lim
µ→+∞µ
(
Id + µA
)−1
A = Id
Hence we have a scheme that is defined for any µ ≥ µ0 which is defined by (13)-(14), and in the limit
µ→ +∞, (14) is replaced by
F
(p+1)
i =
MPF
q
j
...
MPF1j
+A−1a0 ⊗ (MPFni − F0i ) (15)
Here, we will consider second and third order approximation in time, namely the Crank-Nicholson method
and the third order one that uses the points tn, tn +
∆t
2 and tn+1. They are described by their matrices A,
• Second order
A2 =
(
1
2
1
2
)
,F =
(
F1
F0
)
with F0 = F
n and F1 = F
n+1. Writing the discretisation of the time derivative applied to F, we would
have
F1 − F0 = ∆tAF,
i.e.
F1 − F0 = ∆t
(1
2
F1 +
1
2
F0
)
.
This is Crank-Nicholson.
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• Third order
A3 =
 524 13 −124
1
6
2
3
1
6
 ,F =
F2F1
F0

where F0 = F
n, F1 = F
n+1/2 ≈ F(tn + ∆t2 ) and F2 = Fn+1
2.2 Space discretisation: Definition of the δ operator
The only question left is how to define a stable scheme. This amounts to study the stability of the pure
convection scheme, since under the sub-characteristic condition, the Maxwelian defines a monotone operator
[15]. The stability of the convection schemes splits into two sub-questions: is the convection scheme defined by
L2 conditionally or unconditionally stable, and then, is the convection scheme defined by the DEC iteration
(13) stable, and under which conditions. In the next section, we will provide 3 examples with increasing
accuracy, and sketch a general method.
The matrix Λ is diagonal. In [17], the author considers the transport equation
ut + aux = 0
and shows that if a < 0 and
ux(xi) ≈ 1
∆x
s∑
j=−r
αjui+j ,
then the order is at most 2 min(r+ 1, s) and in addition the only stable methods are those defined for r = s
or s = r + 1 or s = r + 2. If a > 0, we set
ux(xi) ≈ 1
∆x
r∑
j=−s
αjui+j ,
while in that case r = s or r = s + 1 or r = s + 2. We will only consider these approximations. Following
[17], we have
αj =
(−1)j+1
j
r!s!
(r + j)!(s− j)! − r ≤ j ≤ s, j 6= 0
α0 = −
s∑
j=−r,j 6=0
αj
and
δku
∆x
− ∂u
∂x
(xk) = c∆x
q ∂
q+1u
∂xq+1
(xk) +O(∆x
q+1), q = r + s
c =
(−1)s−1r!s!
(r + s+ 1)!
Remark 2.3 (Conservation). We note that we can always write
δui = fi+1/2 − fi−1/2 (16)
with
fi+1/2 =
s∑
j=−r+1
βjui+j
βj =
∑
l≥j+1
αl
(17)
6
Proof. Assuming that fi+1/2 =
s−1∑
j=−r
βjui+j for any i, we write
α−rui−r + . . .+ αsui+s =
(
β−r+1ui−r+1 + . . . βsui+s
)
−
(
β−r+1ui−r + . . . βsui+s−1
)
= −β−r+1ui−r + (β−r+1 − β−r)ui−1−r + . . .+ (βl − βl−1)ui+l−1 + . . .+ βsui+s
so that βj = −
∑
l≥j+1
αl, using that
r∑
l=−s
αl = 0.
This means that the approximation (14), in the limit ε → 0 is always conservative since Λ is diagonal,
and thanks to (15).
We list the possible choices:
• First order approximation (upwind scheme): if a > 0, we take δ1uj = uj − uj−1, while if a < 0,
δ1uj = uj+1 − uj . If a = 0, of course δ1uj = 0.
• Second order: for a < 0,
δ2uj = −uj−1
3
− uj
2
+ uj+1 − uj+2
6
so that
ux =
1
∆x
(− uj−1
3
− uj
2
+ uj+1 − uj+2
6
)
+ c∆x3
∂4u
∂x4
+O(∆x4)
with
c = − 1
12
.
This corresponds to the [r, r + 2] approximation with r = −1. In term of flux, we have (for a < 0):
fi+1/2 =
a
6
(
2ui + 5ui+1 − ui+2
)
For a > 0, we have
fi+1/2 =
a
6
(
2ui+1 + 5ui − ui−1
)
.
• Third order: if r = s = 2, and for any a
δ13uj =
ui+2 − ui−2
12
+ 2
ui+1 − ui−1
3
hence
∂u
∂x
− δ
1
3u
∆x
= c∆x4
∂5u
∂x5
+O(∆x5)
and if r = 1, s = 3 and a < 0,
δ23u = −
ui−1
4
− 5
6
ui +
3
2
ui+1 − ui+2
2
+
ui+3
12
.
In term of flux, we have:
– for δ13 ,
fi+1/2 = a
(ui+2
12
+
3
4
ui+1 +
3
4
ui +
ui−1
12
)
– for δ23 , for a < 0
fi+1/2 = a
(ui+3
12
− 5
12
ui+2 +
13
12
ui+1 +
ui
4
)
and for a > 0,
fi+1/2 = a
(ui+1
4
+
13
12
ui − 5
12
ui−1 +
ui−2
12
)
.
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3 Stability analysis
We study the stability of the discretisation of the homogeneous problem. Since Λ is diagonal, it is enough to
look at the scalar conservation problem. We first look at the implicit method, and then at the DEC iteration
that is constructed on top of it. This is done by Fourier analysis, we can assume that a > 0 and the Fourier
symbol of δ is g. The table 1 display the symbols of the operators.
Operator δ1 δ2 δ
1
3 δ
2
3
Symbol g 1− e−iθ 13eiθ + 12 − e−iθ + 16e−2iθ i
( sin(2θ)
6 +
4
3 sin θ
)
eiθ
4 +
5
6 − 32e−iθ + 12e−2iθ − e
−3iθ
12
Table 1: List of Fourier symbols.
The next step is to evaluate the amplification factors of the method, first without DEC iteration, then
with DEC iteration.
3.1 First order in time
The scheme is the explicit one, so the CFL condition is 0 ≤ λ ≤ 1, and no DEC iteration is needed: by
Fourier transform, we have uˆn+1 − uˆn + λguˆn+1 = 0, so that the amplification factor is G = 1
1 + λg
which
is of modulus ≤ 1 if
2λ<(g) + λ2|g|2 ≥ 0.
If λ→ 0+, we see that <(g) ≥ 0 is a necessary condition, while if λ→ 0−, <(g) ≤ 0. In all cases, λ<(g) ≥ 0
is a necessary condition. Writing g = a+ ib, and assuming that λ 6= 0, we see that this condition writes:
2λa+ λ2(a2 + b2) = (λa+ 1)2 + λ2b2 − 1 ≥ 0.
We also see that
(λa+ 1)2 + λ2b2 ≥ (λa+ 1)2 ≥ 1
so that λ<(g) ≥ 0 is a necessary and sufficient condition for stability. The Table 2 provides the stability
condition for the first, second and third order schemes.
Conditions DEC
3.2 Second order in time
In that case the scheme writes:
un+1i − uni +
λ
2
(
δuni + δu
n+1
i
)
= 0
for which the amplification factor is simply
G =
1− λ2 g
1 + λ2 g
.
We have |G| ≤ 1 if and only if
λ<(g) ≥ 0.
Again, the Table 2 provides the stability condition for the first, second and third order schemes.
The DEC iteration is
up+1i = u
n
i −
λ
2
(
δuni + δu
(p)
i
)
,
8
so that
G0 = 1
Gp+1 = 1− λ
2
(
g + gGp)
and we see that
Gp+1 −G = −λg
2
(
Gp −G) =
(− λg
2
)p+1(
1−G).
3.3 Third order in time
Here, the scheme writes:
u
n+1/2
i − uni + λ
(
5
24
δuni +
1
3
δu
n+1/2
i −
1
24
δun+1i
)
= 0
un+1i − uni + λ
(
1
6
δuni +
2
3
δu
n+1/2
i +
1
6
δun+1i
)
= 0
so that the Fourier transform gives (
uˆn+1/2
uˆn+1
)
= G
(
1
1
)
uˆn
with
G =
(
1 + λg3 −λg24
2λg
3 1 +
λg
6
)−1(
1− 5λ24 g
1− λg6
)
=
(
G1
G2
)
and we have to look at max{|G1|, |G2|} ≤ 1 for the calculation of uˆn+1/2 and uˆn+1 to be stable. We have
G =
 −g2λ2+242 g2λ2+12λ g+24
g2λ2−6λ g+12
g2λ2+6λ g+12
 .
Then with obvious notations, the DEC iteration is
v
(p+1)
1 − uni + λ
(
5
24
δuni +
1
3
δv
(p)
1 −
1
24
δv
(p)
2
)
= 0
v
(p+1)
2 − uni + λ
(
1
6
δuni +
2
3
δv
(p)
1 +
1
6
δv
(p)
2
)
= 0
The Fourier analysis gives:
vˆ(p+1) =
(
1 + λθ10g
1 + λθ20g
)
uˆn + λg
(
θ11 θ
1
2
θ21 θ
2
2
)
vˆ(p),
(
θ10 θ
1
1 θ
1
2
θ10 θ
2
1 θ
2
2
)
=

5
24
1
3
−1
24
1
6
2
3
1
6

The amplification vector, Gp after the p-th iteration is defined by
G0 = 1
Gp+1 =
(
1 + λθ10g
1 + λθ20g
)
+ λg
(
θ11 θ
1
2
θ21 θ
2
2
)
Gp.
(18)
We note that, setting θ =
(
θ11 θ
1
2
θ21 θ
2
2
)
,
Gp+1 −G = (λg)pθp
((1
1
)
−G)
9
and ρ(θ) =
1
2
√
3
, so that using the spectra decomposition of θ which has two complex and distinct eigenvalues,
that
ρ(θp) ≤ µp =
√
17
16
+
√
241
16
(
1
2
√
3
)p
.
We get finaly µ1 = 0.4115783562, µ2 = 0.1188124373, µ3 = 0.03429819635, µ4 = 0.009901036444, hence the
convergence is very quick.
3.4 Summary of the stability analysis
Combining these expressions with the actual form of the Fourier symbol of δ, we get the results of table 2.
First order second order Third order
δ1 X X X
δ2 X X X if λ ≤ 4.5
δ13 X X (|G| = 1) X (|G| = 1)
δ23 X X X if λ ≤ 94
Analytical condition λ<(g) ≥ 0 λ<(g) ≥ 0 λ<(g − λg26 ) > 0
Table 2: Stability conditions for the original scheme.
Now, we turn our attention on the DEC iteration. For the second order in time approximation, we first
have
Gp = (1− θp)G+ θp with θp =
(− 1)p(λ
2
g
)p
.
so we get
|Gp|2 − 1 = |1− θp|2
(|G|2 − 1)+ 2<(θp(1− θp)(G− 1))
hence if |G| ≤ 1, a sufficient condition is that
<
(
θp(1− θp)(G− 1)
)
≤ 0.
For the third order scheme, we have similarly
Gp =
(
Id− (λg)θp)G+ (λg)θpe, e = (1
1
)
,
but it is more complicated to get an analytical condition. So we rely on Maple.
The stability conditions are summarised in Table 3.
4 Wave model
We have to specify the diagonal matrix Λ and the Maxwellians M. We will use two kind of wave models:
• A two wave model. In that case,
Λ =
(
a 0
0 −a
)
with a ≥ maxi ρ(f ′(ui)). In that case, since PF = u and PΛF = f(u), we have explicitly M = (M1,M2)
with
M1(PF) =
1
2
(
u+
f
a
)
, M2(PF) =
1
2
(
u− f
a
)
(19)
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Scheme # iterations
Order δ 1 2 3 4 5 6
2 δ1 1 1 1 1 1 1
2 δ2 0 ≥ 0.85 ≥ 1.22 ≥ 1.02 ≥ 1.08 ≥ 1.23
2 δ13 0 0 ≥ 1.45 ≥ 1.45 ≥ 0.002 ≥ 0.01
2 δ23 0 ≥ 0.5 ≥ 0.69 0.71 0.73 0.73
3 δ1 6 ≥ 1.5 ≥ 1.87 ≥ 2 ≥ 2.23 ≥ 2.48
3 δ2 0 0 1 ≥ 2.0447 ≥ 2.17120 ≥ 2.568
3 δ13 0 0 0 ≥ 1.6171 ≥ 2.4727 ≥ 2.9162
3 δ23 0 0 ≥ 0.1 ≥ 1.3096 ≥ 1.3955 ≥ 1.8282
Table 3: CFL number for stability of the DEC iterations. 0 means that the scheme is unconditionally
unstable. x means that the scheme is stable up to CFL x, ≥ x means that the scheme is stabble for at least
CFL x (and slightly above).
• A three waves model, where
Λ =
a 0 00 0 0
0 0 −a
 .
In that case, the Maxwellian is M = (M1,M2,M3) and we have
u = M1 +M2 +M3
f(u) = aM1 − aM3
so we need to specify M2
For the scalar problems, we will use the two wave model that reveals itself sufficient. For the fluid problems,
we will show that the two wave models is not perfect, and hence the three wave model needs to be considered.
Following [15], we know that the sub-characteristic condition is equivalent to the monotonicity of the
Maxwellians: they need to be differentiable and have only positive eigenvalues. In [15, 13], it is proposed to
use
M1(u) =
1
a
f+(u)
M2(u) = u− f+(u)− f−(u)
a
M3(u) =
1
a
f−(u)
(20)
where f(u) = f+(u)+ f−(u), f± are differentiable, ∇uf+(u) has only positive eigenvalues, while ∇uf−(u) has
only negative eigenvalues. In the case of the Euler equations,
u =
 ρρu,
E
 , f(u) =
 ρuρu2 + p
u(E + p)
 , p = (γ − 1)(E − 1
2
ρu2
)
,
we propose to use a simpler Maxwellian that relies on the van Leer flux splitting [18]. It is purely algebraic
and defined by:
1. if M =
u
c
≤ −1, with c2 = γ pρ , then f−(u) = f(u), f+(u) = 0,
2. If M ≥ 1, then f+(u) = f(u), f−(u) = 0,
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3. if −1 ≤M ≤ 1, then
f−(u) =
 QQRγ
QR2
2(γ2−1)
 , Q = − ρ
4c
(u− c)2, R = (γ − 1)u− 2c,
and f+ = f − f−
The eigenvalues of f± are bounded by
a =
 (|u|+ c)
γ + 3
2γ + |M |(3− γ) if |M | ≤ 1
|u|+ c else.
Note that γ+32γ+|M |(3−γ) ≤ γ+32γ for |M | ≤ 1. For γ = 1.4, γ+32γ = 117 ≈ 1.57
5 Non linear stabilisation
If the solution is expected to be non smooth, then one can expect the occurence of spurious oscillations.
Sometimes, oscillations are acceptable, provided they do not lead to the crash of the simulation. In order
to get rid of them, or to control them, we have adopted the MOOD technique initially designed in [19] with
some improvement described in [20]. We have adapted it our way in order to get results that are formally
of order p in space and time, here p = 1, 2, 3. We proceed as follows: at the time step tn, we have the values
(Fnj )j . For now on, we drop the superscript n, since there is no ambiguity. In the DEC iteration (5), with
the spatial scheme defined by δp, writes (with the convention that F
(l)
0 = F0 for l = 0, . . . , q − 1)
F
(p+1)
k − Fk +
∆t
∆x
( q∑
l=0
ailΛδpF
(p)
l − µ
q∑
l=0
ail
(
MPF(p+1)k − F(p+1)k
))
, p = 0, . . . , q − 1
form which we get
PF(p+1)k − PFk +
∆t
∆x
( q∑
l=0
ailPΛδpF(p)l
)
= 0, p = 0, . . . , q − 1.
The increment δpF
l
k is the difference of two flux, and we write
δpF
l
k = a
(
Flk+1/2,p − Flk−1/2,p
)
= φ
[k,k+1],l
k,p + φ
[k−1,k],l
k,p
with
φ
[k,k+1],l
k,p = F
l
k+1/2 − aFlk, φ[k,k+1],lk+1,p = aFlk+1 − Flk+1/2,p.
One way to rephrase the conservation is
φ
[k,k+1],l
k,p + φ
[k,k+1],l
k+1,p = a
(
Flk+1 − Flk
)
and the right hand side of this relation is independant of the order p. We use this remark in the implemen-
tation. Let us detail this point. For each iteration, we apply the algorithm 1.
In the simplified version of the MOOD algorithm, we will consider only two spatial approximations,
namely the first order one defined by δ1, and the high order one define by δp, p = 2 or 3 in this paper.
The idea is to use as often as possible the highest order scheme, and to use the low order one to correct
potential problems. Knowing the {Fj,(p)k }k, we first compute {PFj,(p+1)k }k (5) using the high order residuals
and algorithm 1. Then we test the results using a set of criteria, applied on PF. This set of criteria is
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Algorithm 1 Evaluation of PF(p+1) from PF(p).
Require: res(1 : 2, 1 : nv) where 2 is the number of mesh points in element [xi, xi+1] and nv is the number
of mesh points.
res = 0
for l = 0, . . . , q: do
for all element , [i, i+ 1] : je = 1, . . . ne do
Compute Fli+1/2
res(1, je) = res(1, je) + ail
(
Fli+1 − Fli+1/2
)
res(2, je) = res(2, je) + ail
(
Fli+1/2 − Fli
)
end for
for all element [j, j + 1] : je = 1, . . . ne do
PF(p+1)i = PF
(0)
i −
∆t
∆x
P
(
res(1, je)
)
PF(p+1)i+1 = PF
(0)
i+1 −
∆t
∆x
P
(
res(2, je)
)
end for
end for
explained below in subsection 5.1. This enable to identify a set I of mesh points where the criteria are not
met for the PFj,(p+1)k , k ∈ I. These quantities are initially computed using the high order residuals. In
order to guaranty local conservation, we proceed as follows: if the point xj is flag, flag the cells [j, j+ 1] and
[j − 1, j], then PFj,(p+1)k , is recomputed by using the residuals:
{φ[k,k+1],lk , φ[k,k+1],lk+1 } =
{
{φ[k,k+1],lk,p , φ[k,k+1],lk+1,p } if [k, k + 1] is not flagged,
{φ[k,k+1],lk,1 , φ[k,k+1],lk+1,1 else.
algorithm 2 and then we apply again the loop 1. This is followed by (14) or (15) depending whether ε = 0
or ε > 0.
Algorithm 2 Evaluation of PF(p+1) from PF(p).
Require: res: the residual we need
Require: res1: the residual computed using δ1
Require: resp: the residual computed using δp
for all elements [j, j + 1] : je = 1, . . . ne do
if Criteria(je) = .TRUE. then
res(:, je) = res2(:, je)
else
res(:, je) = res1(:, je)
end if
end for
5.1 Criteria
We follow the ideas of [19, 20] with some small adaptation to the context. Initially, the predicted values
of PF are obtained with the highest order scheme. For any element [i, i + 1], we look the structure of the
solution PF first in the element and then around it. From this we get a logical information (true or false)
for the elements. Initially, the logical array is set to .TRUE. for any element. In the sequel, S is the stencil
of the method. Then, we proceed as follows:
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1. We first check if PFi and PFi+1 lies in the invariance domain if relevant: in the case of the Euler
equation, we check if the density and the internal energy are both positive. If not, we set the criteria to
.FALSE. on this element. In that case we jump to the next element, else we look for the next criterion.
2. We check if the solution is not locally constant. Taking ν = ∆x3, we check if∣∣max
l∈S
ui+l −min
l∈S
ui+l
∣∣ ≤ ν and ∣∣max
l∈S
ui+1+l −min
l∈S
ui+1+l
∣∣ ≤ ν
If this is true, the criteria is kept to .TRUE., else it is set to .FALSE. and we jump to the next element
3. We check if a new extrema is created or not, by comparing with the solution at the previous time
step, in a neighbourhood extended to the right and the left by one cell: we are running at CFL 1. In
the case of the Euler equations, the test is done on a subset of the primitive variables, see later. The
variables on which the test are done are denoted by u.
(a) We first test if un+1i , u
n+1
i+1 ∈ [minl∈S ui+l+,maxl∈S ui+l−]∩[minl∈S ui+1+l+,maxl∈S ui+1+l−].
If this is true, we jump to the next element,
(b) else, denoting by Pj the Lagrange interpolation polynomial that interpolates {uj+l}l∈S
• we compute u′ = P ′i (xi), vL = P ′i (xi − ∆x2 ), vmin/max = min /max
(
P ′i (xi − ∆x2 ), P ′i−1(xi −
∆x
2 )
)
then
– If vL < u
′, αL = min(1,
vmax − u′
vL − u′ )
– if vL = u
′, αL = 1
– if vL < u
′, αL = min(1,
vmin − u′
vL − u′ )
• We compute u′ = P ′i+1(xi), vR = P ′i+1(xi−∆x2 ), vmin/max = min /max
(
P ′i+1(xi+
∆x
2 ), Pi(xi+
∆x
2 )
)
then
– If vR < u
′, αR = min(1,
vmax − u′
vL − u′ )
– if vR = u
′, αR = 1
– if vR < u
′, αR = min(1,
vmin − u′
vL − u′ )
• We set α = min(αL, αR)
• If α = 1, the we have a true extrema, keep the criteria to .TRUE. and jump to the next
element. Else, we set the criteria to .FALSE. and jump to the next element.
In the case of the Euler equations, we test this on some primitive variables: the density and the energy, and
for some severe problems, the velocity. We can add as many criteria as needed.
There are certainly better ways to do.
6 Numerical examples
6.1 Scalar problems
The first problem is the transport equation with periodic boundary conditions
∂u
∂t
+
∂u
∂x
= 0
where the initial condition is
u0(x) = sin(2pix) + 0.5. (21)
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A two waves model is used with a = 1.01 (so a little larger that the actual maximum speed. We always
proceed as such for scalar and system cases. We make a convergence test for short and long final times,
namely T = 0.5 and T = 10. The CFL number, with respect to the wave model maximum speed, is always
set to 1. In both cases, we see that the expected order of accuracy is obtained. Note that the second and
third order scheme with the non linear stabilisation give exactly the same error: the scheme are in this case
identical because the criteria is always true. All the calculations are done with the two waves model. Note
that for first order scheme, if one starts from an initial condition given by the Maxwellian, then this scheme
is nothing more than the Lax-Friedrichs scheme, for second order in time approximation. For third order in
time, since the equilibrium relaxation is more complex, we get a different scheme.
First order
h L1 r L2 r L∞ r
50 2.75963992 10−2 - 3.89822088 10−2 - 2.49972343 10−2 -
100 1.31966826 10−2 1.43 1.86553914 10−2 1.43 1.18893785 10−2 1.43
200 6.94037229 10−3 1.33 9.81052034 10−3 1.33 6.26028096 10−3 1.33
400 3.47535103 10−3 1.38 4.91373939 10−3 1.38 3.13191721 10−3 1.38
800 1.73895701 10−3 1.38 2.45900149 10−3 1.38 1.56634545 10−3 1.38
Second order
50 4.83627617 10−3 - 6.70434069 10−3 - 4.40502120 10−3 -
100 1.21754361 10−3 2.07 1.70489808 10−3 2.06 1.10206485 10−3 2.08
200 3.05118738 10−4 2.07 4.29379230 10−4 2.07 2.75470491 10−4 2.08
400 7.60697367 10−5 2.08 1.07314205 10−4 2.08 6.85840860 10−5 2.08
800 1.89899602 10−5 2.08 2.68216700 10−5 2.08 1.71091069 10−5 2.08
Third order
50 2.01420626 10−5 - 2.78967473 10−5 - 1.83221455 10−5 -
100 1.22373888 10−6 3.49- 1.71345209 10−6 3.48 1.10817064 10−6 3.49
200 7.58582317 10−8 3.47 1.06747542 10−7 3.47 6.84816328 10−8 3.47
400 4.72452033 10−9 3.47 6.66496769 10−9 3.47 4.25998525 10−9 3.47
800 2.94836794 10−10 3.47 4.16430973 10−10 3.47 2.65634292 10−10 3.47
Table 4: Order of convergence for the convection problem and two wave model for order 1, 2 and 3. The
final time is T = 0.5.
Note that the non linear stabilisation procedure of section 5 does not flag any cell.
The figure 1 shows some results for the Burgers equation
∂u
∂t
+
1
2
∂u2
∂x
= 0 (22)
with the initial condition (21). The non linear stabilisation performs correctly.
The last scalar example is the Buckerett equation
∂u
∂t
+
∂f(u)
∂x
= 0, f(u) =
u2
u2 + (1− u)2 (23)
again with the same initial condition (21).
We have run the same initial condition (21) with 100 points, until time T = 1 with the 2 waves model
we have considered.The first order (O1), second order (O2), third order (O3), second order with non linear
stabilisation (O2M), and third order with non linear stabilisation (O3M) are displayed on figure 2, together
with a reference solution computed with 1000 points and the first order scheme: remember that this corre-
sponds to the Lax Friedrichs scheme, and it satisfies all entropy inequalities. This guaranties that the scheme
converges. The non linearly stabilized solution have a correct behavior.
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First order
h L1 r L2 r L∞ r
50 0.374521524 - 0.529551387 - 0.337824076 -
100 0.222015068 1.22 0.313846916 1.22 0.200003594 1.21
200 0.121430904 1.23 0.171709701 1.30 0.109344706 1.3
400 6.35740533 10−2 1.34 8.99051651 10−2 1.34 5.72395548 10−2 1.34
800 3.25359367 10−2 1.36 4.60121371 10−2 1.36 2.92929020 10−2 1.36
Second order
50 9.76886451 10−2 - 0.135240585 - 8.88576061 10−2 -
100 2.43498404 10−2 2.08 3.40924263 10−2 2.07 2.20487341 10−2 2.09
200 6.06694631 10−3 2.08 8.53730459 10−3 2.08 5.47759095 10−3 2.08
400 1.51354610 10−3 2.08 2.13514664 10−3 2.08 1.36459176 10−3 2.08
800 3.77953198 10−4 2.08 5.33837010 10−4 2.08 3.40518804 10−4 2.08
Third order
50 3.99626675 10−4 - 5.54330298 10−4 - 3.63966072 10−4 -
100 2.44519597 10−5 3.48 3.42405583 10−5 3.47 2.21427508 10−5 3.49
200 1.51620566 10−6 3.47 2.13338581 10−6 3.47 1.36890401 10−6 3.47
400 9.44495966 10−8 3.47 1.33241784 10−7 3.47 8.51629025 10−8 3.47
800 5.89182880 10−9 3.46 8.32168912 10−9 3.47 5.30826449 10−9 3.46
Table 5: Order of convergence for the convection problem and two wave model for order 1, 2 and 3. The
final time is T = 10.
6.2 Euler
In that case, se wet γ = 1.4 and we have run some standard cases: the Sod case and the Shu Osher case.
6.2.1 Sod test case
We have used the 3-waves model described above. The mesh resolution is of 100 elements, and the CFL is
again 1 in all cases. From figure 3, we see that the results are of good quality, at least compared with more
standard methods.
For the sake of completeness, we have made the same simulation with the two wave model. We see a
stair case solution of the first order in space which is typical from the Lax-Friedrichs scheme. By comparing
the solution, the 2 waves model provide results of lesser quality than the 3 waves one. For that reason, we
will not consider it anymore for the Euler equations.
6.2.2 Shu Osher test case
The reference solution is obtained with 10 000 points and 3rd order limited scheme. It is difficult to see
any modification in the solution if we use more grid points, this is why we consider this solution as the
reference solution. We display only the solution with the stabilisation strategy, however, we have tried two
different strategy. The figures labelled as OXMood, where X=2 or 3, use the full strategy of section 5. The
physical variables are the density and the pressure, nothing is tested on the velocity. In the figures labelled
as OXMoodNaN, with X=2 or 3, we only check if the solution lies in the invariance domain. Last, 200, 400
and 800 mesh points are used. From figure 6, we see that with 800 points, there is hardly no difference
with between the O3MoodNaN solution and the reference one.
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(a) (b)
Figure 1: Burger equation T=0.5. (a) First order, second and third order solution, with no stabilisation. (b)
First order, second and third order with the current stabilisation. Initial condition : u0(x) = sin(2pix) + 0.5
7 Conclusion
In this paper, simplifying a method described in [21], we show how to construct a class of numerical methods
that have the flavour of Lattice Boltzmann Method that can handle in a simple manner hyperbolic problems,
and in particular compressible fluid mechanics one. These methods are always locally conservative and thus
can handle correctly discontinuities. We have described a rather simple stabilisation mechanism which can be
further improved or changed: it is not really at the core of the method. Our methodology can be arbitrary
high order and use CFL number larger or equal to unity on regular Cartesian meshes. Extension to the
multidimensional case will be the topic of future works. In particular, our implementation of these methods
indicates that they can be potentially very fast. The parallelisation should also be straightforward. This,
however, has to be confirmed in several spatial dimensions.
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(a) O2Mood (b) O3Mood
(c) O2MoodNaN (d) O3MoodNaN
Figure 5: The reference solution is ploted with doted line. Comparison of various strategies of Mood, for
800 points.
A Another iteration technique for the third order in time case.
The iteration (9) solved by (8) writes (when we have no source term or after the application of the projector
operator): Jacobi:
v
(p+1)
1 = u
n
i − λ
(
θ10δu
n
i + θ
1
1δv
(p)
1 + θ
1
2δv
(p)
2
)
v
(p+1)
2 = u
n
i − λ
(
θ20δu
n
i + θ
2
1δv
(p)
1 + θ
2
2δv
(p)
2
)
and after the application of the Fourier transform, we have
vˆ(p+1) = uˆne− λgθv(p), e =
(
1− θ10λg
1− θ20λg
)
, θ =
(
θ11 θ
1
2
θ21 θ
2
2
)
so that the amplification factor satisfies
G(p+1) = e− λgθGp.
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This can be seen as the Jacobi iteratition for solving the system
(Id + λgθ
)
G = e.
By analogy, we can define a Gauss-Seidel iteration by
v
(p+1)
1 = u
n
i − λ
(
θ10δu
n
i + θ
1
1δv
(p)
1 + θ
1
2δv
(p)
2
)
v
(p+1)
2 = u
n
i − λ
(
θ20δu
n
i + θ
2
1δv
(p+1)
1 + θ
2
2δv
(p)
2
)
which Fourier transform gives
vˆ(p+1) = uˆne− λgΘ1vˆ(p+1) − λgΘ2vˆ(p), Θ1 =
(
0 0
θ21 0
)
, Θ2 =
(
θ11 θ
1
2
0 θ22
)
and hence
(Id + λgΘ1)G
(p+1) = e− λgΘ2Gp.
In both cases, G(0) = e.
We can study the stability of the Gauss Seidel iteration, and we recall the results of Jacobi’s for com-
parison. Denoting again by g1 (resp. g2, g3,1, g3,2) the Fourier symbol of the operators aδ1 (resp. aδ2, aδ
1
3 ,
aδ23), we get the results of table 6.
1 iter 2 3 4 5
Gauss Seidel
g1 1.5 1.276906714 1.167201858 1.197067146, 1.152628955
g2 unst ≥ 1.65 ≥ 1.47 ≥ 1.435 ≥ 1.55
g13
1 unst ≥ 0.926 ≥ 1.775 unst unst
g23 unst ≥ 0.917 0.8754013933 ≥ 0.89 ≥ 0.86
Jacobi
g1 1 1 1.256372663 1.392646782 1.774161172
g2 0 ≥ 0.87 ≥ 1.625 ≥ 1.744 ≥ 2.06
g13
2 0 0 ≥ 1.25 ≥ 2.06 ≥ 2.52
g23 0 0 ≥ 0.905 ≥ 1.044 ≥ 1.321
Table 6: CFL number for stability of the Dec iterations. 0 means that the scheme is unconditionally
unstable. x means that the scheme is stable up to CFL x, ≥ x means that the scheme is stabble for at least
CFL x (and slightly above).
Remark A.1 (A few remarks about table 6.). • For g13, the amplification factor is always equals to 1
when x = pi, and stricktly below 1 under the condition stated above.
• For g1 and 3 iteration, the CFL condition can be computed exactly. It is 12
3
√
4 +
√
17− 12 13√4+√17 +
1
2 ≈
1.256372663
From this results, we see that there is no fundemental reason to prefer Gauss-Seidel iteration than the
Jacobi one; the coding of the Gauss-Seidel is also slightly more involved. However, this conclsion holds true
only for the schemes we have considered here, and might not be true for others.
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(a) O2 800 (b) O3 800
(c) O2 400 (d) O3 400
(e) O2 200 (f) O3 200
Figure 6: O2 and O3 mood solutions with control of NaN only, for 200, 400 and 800 mesh points.
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