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On the Throughput of Large-but-Finite MIMO
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Behrooz Makki, Tommy Svensson, and Mohamed-Slim Alouini, Fellow, IEEE
Abstract—This paper studies the sum throughput of the multi-
user multiple-input-single-output (MISO) networks in the cases
with large but finite number of transmit antennas and users. Con-
sidering continuous and bursty communication scenarios with
different users’ data request probabilities, we derive quasi-closed-
form expressions for the maximum achievable throughput of the
networks using optimal schedulers. The results are obtained in
various cases with different levels of interference cancellation.
Also, we develop an efficient scheduling scheme using genetic
algorithms (GAs), and evaluate the effect of different parameters,
such as channel/precoding models, number of antennas/users,
scheduling costs and power amplifiers’ efficiency, on the system
performance. Finally, we use the recent results on the achiev-
able rates of finite block-length codes to analyze the system
performance in the cases with short packets. As demonstrated,
the proposed GA-based scheduler reaches (almost) the same
throughput as in the exhaustive search-based optimal scheduler,
with substantially less implementation complexity. Moreover, the
power amplifiers’ inefficiency and the scheduling delay affect the
performance of the scheduling-based systems significantly.
I. INTRODUCTION
The next generation of wireless communication networks
must provide data streams for everyone everywhere at any
time. One of the promising techniques to address these de-
mands is to use many antennas at the transmitter and/or
receiver sides. This approach is referred to as massive or large
multiple-input-multiple-output (MIMO) in the literature.
In general, the network sum rate increases with the number
of transmit/receive antennas. Thus, the trend is towards base
stations and/or users with asymptotically large number of
antennas. However, large MIMO implies challenges such as
hardware impairments and signal processing complexity which
may limit the number of antennas in practice. Therefore, it is
interesting to analyze the performance of the multi-user MIMO
systems in the cases with large but finite number of transmit
antennas and/or users. Particularly, user scheduling algorithms,
in which only a set of users are activated based on the channel
quality/metric of interest, are appropriate approaches to utilize
the diversity of large MIMO systems and optimize the network
performance.
The scheduler-based data transmission of multi-user MIMO
systems is studied in, e.g., [1]–[29]. In [1], we study the
performance of a genetic algorithm (GA)-based scheduler
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in the cases with large-but-finite number of transmit anten-
nas/users. Then, [2]–[5] develop GA-based schedulers for
MIMO systems in the cases with zero-forcing beamforming
[2]–[4] and dirty paper coding [5]. Also, [6]–[12] study
the problem in massive MIMO systems with asymptotically
large number of transmit antennas/receivers. The scheduling
algorithms are mostly designed to maximize the network sum
rate/capacity [1], [3]–[25], while other objective functions
such as the coverage area [2], the feedback load [16], the
symbol error probability [17], the packet drop rate [24], the
outage probability [26], the bit error probability [26], the
outage capacity [27] and the spectral efficiency [28] have been
considered as the objective function as well. Moreover, e.g.,
[4]–[6], [10], [29] suggest different algorithms for fair schedul-
ing. Finally, the effect of imperfect channel state information
(CSI) on the performance of the scheduling techniques has
been investigated by [9]–[16], [26], [29], and different limited
feedback methods have been proposed.
As highlighted in the literature, depending on the power
constraints, precoding schemes and the considered metrics,
user scheduling may be a non-convex problem. Also, unless
for the cases with few transmit antennas and/or users, the
search space for the scheduler optimization is extremely large
which prohibits an optimal search approach, and even makes
the simulations challenging. Example 1 demonstrates some
typical numbers for the scheduling complexity as a motivation
for our problem formulation and analysis.
Example 1: On the Scheduling Complexity. To motivate
for deriving an efficient scheduling algorithm and closed-
form expressions for the maximum achievable throughput of
the scheduler-based large-but-finite MIMO networks, consider
a setup with M = 30 transmit antennas and a maximum
of N˜ = 100 users each with data requesting probability
α = 0.8. Let
(
n
k
)
denote the “n choose k” operator. If in
a time slot N = 80 users ask for data transmission, with
probability
(
N˜
N
)
αN (1− α)N˜−N = 0.099, the scheduler needs
to check
(
80
30
) ≃ 8.8× 1021 possible user scheduling selection
schemes in that specific time slot. Also, the expected number
of checkings, averaged over multiple times slots, is
S¯ =
M∑
i=1
(
N˜
i
)
αi(1− α)N˜−i +
N˜∑
i=M+1
(
N˜
i
)
αi(1− α)N˜−i
(
i
M
)
,
(1)
which with the considered parameter settings leads to S¯ ≃
3.6× 1022. Then, to derive the expected throughput, we need
to run the scheduling algorithm for, say, 106 different time978-1-4799-5863-4/14/$31.00 c©2014 IEEE
2slots, i.e., in total ≃ 3.6×1028 checkings, which is not feasible
in a limited time.
In this perspective, it is essential to develop low complexity
sub-optimal scheduling algorithms as proposed in, e.g., [1]–
[29]. However, due to the lack of analytical- and simulation-
based results on the performance of the optimal scheduler,
e.g., in terms of sum throughput, it is difficult to evaluate
the efficiency of the sub-optimal schemes, unless for small
systems. Therefore, it is interesting to derive closed-form
expressions for the ultimate performance of optimal schedulers
with moderate/large number of transmit antennas and users.
Particularly, as shown in the following, these expressions pro-
vide insight into the effect of scheduling on the performance
of multi-user MIMO systems, facilitate efficient numerical
evaluations for the cases of practical interest, and provide
benchmarks for evaluation/comparison of different scheduling
algorithms.
In this paper, we study the performance of the scheduling-
based multi-user multiple-input-single-output (MISO) systems
with large but finite numbers of antennas at the transmitter and
single-antenna receivers. The problem is cast in form of opti-
mizing the system sum throughput. The results are obtained for
the cases with continuous and bursty communications where
in each slot the users may ask for data transmission with
different probabilities. Moreover, considering various users’
data request probabilities, we maximize the throughput in the
cases with different levels of interference cancellation.
The contributions of the paper are threefold. 1) We derive
quasi-closed-form expressions for the maximum achievable
throughput of the scheduler-based networks in the cases
with different interference cancellation levels (Theorems 1-4,
Corollary 1). The derived expressions can be utilized as the
benchmarks for the evaluation of different scheduling schemes.
Moreover, 2) we develop an efficient scheduling scheme based
on GAs. With the proposed GA-based scheduler, the data re-
questing users are dynamically scheduled in each slot such that
the network throughput is optimized. In the meantime, various
scheduling rules, e.g., proportional fairness, can be effectively
optimized by the proposed algorithm. Finally, 3) we evaluate
the effect of different parameters such as the power amplifiers’
efficiency, number of antennas/users, different channel and
precoding models, scheduling delay and users’ data request
probabilities on the network performance. Particularly, we use
the recent results of [30] on the achievable rates of finite block-
length codes to analyze the throughput in the cases with short
packets, and evaluate the effect of the codeword length on the
system performance.
Our paper is different from the state-of-the-art literature
because the proposed GA-based scheduler and the derived
quasi-closed-form expressions of the throughput have not been
presented before. Also, we perform finite block-length analysis
of the network and present discussions on the effect of power
amplifiers, different channel models as well as the cost of
iterative scheduling schemes, which have not been considered
by, e.g., [2]–[29]. Also, compared to our preliminary results in
[1], this paper performs a deep analysis of the effect of various
parameters, percoding schemes and GA-based scheduler on
the system performance, and derives closed-form expressions
for the network maximum sum rate in different scenarios.
Finally, note that, while the paper concentrates on the multi-
user MISO networks, the analytical results and the developed
scheduler are useful for the analysis of, e.g., return-link multi-
beam satellite systems [31] as well.
The numerical and the analytical results indicate that the
proposed GA-based scheduler reaches (almost) the same per-
formance as in the optimal exhaustive search-based scheduler,
with substantially less implementation complexity. With differ-
ent precoders and channel models, there are mappings between
the performance of scheduler-based large-but-finite multi-user
MISO networks, in the sense that the sum throughput achieved
with different precoding schemes/channel models are the same
as long as specific parameters are set appropriately. Taking
the scheduling delay into account, the maximum end-to-end
throughput is reached by dedicating a small fraction of the
packet period to finding a sub-optimal scheduling rule and
using the rest of the packet for data transmission. Moreover,
the system throughput is sensitive to the length of short
packets while its sensitivity to the packets length decreases
for long packets. Finally, the power amplifiers’ inefficiency
affects the network performance remarkably. For example,
consider a 40× 60 network with continuous communications,
no interference cancellation and the typical parameter settings
of power amplifiers. Then, with a total consumed power
56 dBm, the throughput reduces by 50% when the power
amplifiers’ efficiency decreases from 75% to 25%.
The paper works on both the algorithmic and the theoretical
analysis of scheduler-based networks, and interestingly these
results match with high accuracy. For this reason, depending
on the reader’s point of interest, there are different efficient
ways of reading the paper. For a reader interested in scheduling
algorithms, an efficient way to read this paper is to first read
Sections II-IV, where the system model, the problem formu-
lation and the proposed GA-based algorithm are described,
respectively, and then follow Section VI analyzing the simu-
lation results/algorithm performance. On the other hand, the
mathematical analysis of the optimal schedulers is presented
in Section V. Thus, a reader with theoretical background
may skip Section IV, and read Sections II, III, V and VI in
which the system model, the problem formulation, the quasi-
closed-form expressions for the maximum throughput and the
simulation results are presented, respectively.
II. SYSTEM MODEL
We concentrate on the downlink of a multiuser MISO
network with M transmit antennas. Also, we consider bursty
communications setup with a maximum of N˜ ≥ M single-
antenna users, where in each slot each user may ask for
new data with probability α. Here, N˜ can be the total
number of users registered in a base station and is used
to derive the expected sum rate in bursty communications
model. With this setup, in each time slot, with probability
Pr(N) =
(
N˜
N
)
αN (1−α)N˜−N , N out of N˜ users may ask for
data. Then, the transmitter schedules N˘ ≤M users out of the
N data requesting ones and sends them their corresponding
messages. Note that setting α = 1 represents the cases with
3continuous communications where all N˜ users are always
asking for new information. In this way, serving N˘ ≤ M
users in a time slot, the received signal is represented as
y(t) = H(t)V(t)s(t) + z(t). (2)
Here, H(t) ∈ CN˘×M is the fading matrix with the (i, j)-
th element given by Hi,j(t) = d
ζi,j
i,j hi,j(t) where di,j is the
distance between the receiver i and antenna j, ζi,j is given
by the path loss exponent and hi,j(t) ∈ C denotes the small
scale fading. Then, s(t) ∈ CN˘×1 denotes the transmitted
message vector, V(t) ∈ CM×N˘ is the precoding matrix
and z(t) ∈ CN˘×1 denotes the independent and identically
distributed (IID) zero-mean complex Gaussian noise vector
with normalized variance. Also, depending on the precoder
type, different power normalization constraints can be consid-
ered for the precoder. The proposed GA-based scheduler is
applicable for different channel/path loss models. In Section
V, however, we derive quasi-closed-form expressions for the
achievable throughput in the cases with no path loss. Finally,
to simplify the presentation, we drop the time index t in the
following discussion.
We study quasi-static conditions where the channel coef-
ficients remain constant during the channel coherence time
and then change to other values based on their probability
density functions (PDFs). Also, we denote the PDF and the
cumulative distribution function (CDF) of the random variable
∆ by f∆ and F∆, respectively. The proposed scheduling
algorithm is applicable for the cases with different levels of
partial CSI at the transmitter and receivers. In Section V
deriving closed-form expressions for the network sum rate and
the simulation figures, however, the channel coefficients are
assumed to be known by the transmitter and the receivers.
This is an acceptable assumption in quasi-static conditions
with larger coherence time of the channel compared to the data
transmission periods. As a motivation for this model, consider
the long-term evolution (LTE) standard; as discussed in [32],
each transmission slot is 0.5 ms in the LTE standard. Also,
for systems operating at a carrier frequency around 2.5 GHz
and in the case that a receiver is moving with a speed of 2
km/h (walking speed) the coherence time is equal to 200 ms
[32]. This coherence time is 400 times larger than the time slot
duration in LTE1. Thus, the quasi-static condition can properly
model the channel characteristics in the cases with stationary
and slow-moving users on which we concentrate. Finally, the
transmitter is supposed to serve as many users as possible in
each time slot.
III. PROBLEM FORMULATION
Let us denote the set of users asking for data in a time slot
by X ⊆ {1, . . . , N˜}, and the cardinality of X by CX . Then,
the sum throughput, averaged over many time slots, is given
by
1The coherence time may be shorter in, e.g., millimeter wave (MMW)
communications, with high carrier frequencies. However, as future large-but-
finite MIMO systems are envisioned to operate in time division duplex (TDD)
mode, the channel reciprocity will help to reduce the overhead of CSIT
acquisition. Also, with MMW the slot duration can also become shorter such
that the coherence time is still much larger than the slot duration.
η =
∑
∀X
(Pr(X )E{R(H|X )}) (a)=
N˜∑
N=1
(Pr(N)E{R(N)}).
(3)
Here,
Pr(X ) = αCX (1− α)N˜−CX (4)
is the probability that specific users n ∈ X ask for data
transmission (and the rest remain silent). Also, the probability
that N users ask for data transmission, independently of the
users’ indices, is given by
Pr(N) =
(
N˜
N
)
αN (1− α)N˜−N , (5)
In (3), (a) holds in the cases with identical long-term chan-
nel statistics of the users, on which we concentrate in the
simulations. Then, denoting the expectation operator by E{·},
E{R(H|X )} stands for the expected achievable throughput
given the data requesting users n ∈ X , with expectation over
all possible channel realizationsH. WithM transmit antennas,
all users asking for data are scheduled if N ≤ M, i.e., the
number of data requesting users is less than the number of
transmit antennas. On the other hand, if N > M users ask
for data transmission, the scheduler selects the best M users
out of N , such that the throughput is maximized. That is,
N˘ = min(N,M) in (2).
Assuming the cases with a power-normalized precoder V,
M transmitting antennas and serving, e.g., M users, the
achievable rate terms R(H|X ) and R(N) are respectively
obtained by
R(H|X ) =
∑
∀i∈X
log
(
1 +
P
N˘
gi,i
P
N˘
∑
∀j∈X ,j 6=i gi,j + 1
)
, (6)
and
R(N) =
N∑
i=1
log
(
1 +
P
N˘
gi,i
P
N˘
∑N
j=1,j 6=i gi,j + 1
)
, (7)
nats per channel use (npcu), where gi,j is the (i, j)-th element
of the matrix G = |HV|2. Also, P is the total transmission
power. Thus, because the noise variance is set to 1, P (in dB,
10 log10 P ) represents the signal-to-noise ratio (SNR) at the
transmitter as well.
As the other extreme case, one can consider the cooperative
upper bound of MIMO channels, which is achieved under the
assumption that the users can cooperate with each other in
decoding their received signals, leading to [31, Eq. (7)], [33]
R(N)CO = log det
(
IN +
P
N˘
HHh
)
. (8)
Here, Hh denotes the Hermitian transpose of H and IN is
the N ×N identity channel matrix, and the result is achieved
under the assumption of perfect CSI at the receiver. Also, (8)
is based on the fact that with users’ cooperation the system
becomes equivalent to a point-to-point MIMO connection,
and the sum rate is achieved through the use of successive
interference cancellation. Note that, depending on the number
of antennas and users, the cooperation may not be possible
4and the rate (8) is not practically achievable. However, it
is interesting to derive the system performance in the cases
with users’ cooperation because 1) it is a benchmark for
the ultimate potential gains of the interference cancellation
in MIMO networks and 2) as seen in the following, the
performance of the zero-forcing based scheme is close to the
one obtained via (8). For this reason, Theorem 4, presented in
the sequel, determines the maximum achievable throughput of
the network in the cases with users’ cooperation. Moreover,
the mathematical techniques of Theorem 4 can be supportive
for different analysis of MIMO system with large-but-finite
number of antennas. Finally, Theorems 1-3 and Corollary
1 analyze the system performance for the cases with no
interference cancellation and different precoding schemes,
respectively.
In this perspective, the scheduling problem is simplified
to finding the optimal, in terms of throughput, configuration
among the sub-matrices of the matrix H in each slot. Indeed,
the optimal set of users can be selected via exhaustive search
in the cases with few antennas/users. However, with large
networks, which are of interest in the next generation of
wireless networks, we need to design efficient algorithms to
derive sub-optimal scheduling rules with low complexity.
IV. GENETIC ALGORITHM-BASED SCHEDULING
In this paper, we propose a scheduling scheme based on
GAs [2]–[5], [34]. The proposed scheme is explained in
Algorithm 1. In words, the algorithm is based on the following
procedure. If N ≤ M users ask for data, serve all of them.
Otherwise, do the following. With a given precoding scheme,
start the algorithm by selecting K possible channel assign-
ments. Each channel assignment corresponds to a selected
set of users. In each iteration, we determine the best matrix,
referred to as the queen, that leads to the highest throughput,
compared to the other considered matrices. Then, we keep the
queen for the next iteration and create J < K matrices around
the queen. This is achieved by applying small modifications
into the queen (For instance, by changing a few number of
users in the set of users associated with the queen). Finally,
in each iteration K − J − 1 sets of user assignments are
selected randomly and the iterations continue for Nit times
considered by the designer. Running all considered iterations,
the queen is returned as the scheduling rule of the current
network realization. The throughput is achieved by averaging
on the achievable rates over many channel realizations.
Considering the proposed GA-based algorithm, it is inter-
esting to note that:
• The algorithm is generic in the sense that it can be
implemented for different channel models, precoding
schemes and objective functions.
• As opposed to exhaustive search-based methods, the
proposed algorithm implies KNit trials which, depending
of the considered parameter settings, can be considerably
low. Particularly, as demonstrated in Section VI, the
proposed approach reaches (almost) the same throughput
as in the optimal (exhaustive-search) scheduler with few
iterations.
Algorithm 1 GA-based Scheduling Algorithm
In each slot with N users asking for data, do the followings:
• If N > M
I. Consider K sets of M users and for each set cre-
ate the channel matrix. Consequently, K associated
matrices Hk, k = 1 . . . ,K, are created.
II. For each matrix Hk, k = 1 . . . ,K , use (6) and
the considered precoding scheme to determine the
throughput R(Hk).
III. Find the matrix which results in the highest through-
put, referred to as the queen, i.e., Hi where
R(Hk) ≤ R(Hi), ∀k = 1, . . . ,K .
IV. H1 ← Hi.
V. Generate J < K matrices Hj,new, j = 1, . . . , J,
around H1. These matrices are generated by small
changes in the queen; for instance, by changing a
number of the users in the queen.
VI. Hj+1 ← Hj,new, j = 1, . . . , J .
VII. Regenerate the remaining matrices Hj , j = J +
2, . . . ,K, randomly with the same procedure as in
Step I.
VIII. Go to II. and continue the procedure forNit iterations
where Nit is the number of iterations considered by
the designer.
• else if N ≤M
Schedule all data requesting users and calculate the
throughput based on (6).
Return the queen as the scheduling rule of the current slot.
• Because of step VII. of the algorithm, where K − J − 1
random channel assignments are checked in each iter-
ation, Algorithm 1 mimics the exhaustive search and
reaches the globally optimal selection rule if Nit →∞.
• As opposed to typical GAs, we do not use the crossover
operation because the proposed algorithm works very
well with no need for the additional complexity of the
crossover operation. However, it is straightforward to
include the crossover into the proposed algorithm where,
for instance, the queen and the next best solutions are
combined to generate new possible solutions.
• For simplicity, we presented Algorithm 1 for the cases
with perfect CSI available at the transmitter. However,
the proposed algorithm is well applicable for the cases
with different levels of partial CSI at the transmitter. With
imperfect CSI, we follow the same approach as in Algo-
rithm 1, except that the precoding matrices are designed
based on the partial CSI available at the transmitter which
will affect the sum throughput (6) correspondingly.
Performance analysis of the proposed algorithm is studied in
Figs. 6-12 and Table I.
V. THROUGHPUT ANALYSIS IN RAYLEIGH FADING
CHANNELS
Here, we consider Rayleigh fading model and derive ap-
proximations/bounds for the ultimate performance of optimal
5schedulers. Particularly, Theorems 1-3 and 4 present quasi-
closed-form expressions for the maximum throughput of the
scheduler-based scheme in the cases with no interference
cancellation and users’ cooperation, respectively. Then, Corol-
lary 1 and Subsection V.C extend the results to the cases
with different precoding/fading models and short packets,
respectively.
A. Throughput with no Interference Cancellation
With multiple antennas at the transmitter, different precod-
ing schemes are normally applied by the transmitter, which
increase the users’ received signal-to-interference-plus-noise
ratio (SINR). In this section, however, we start the discussions
by assuming no precoding at the transmitter. Although it
leads to low achievable rates for the users at high SNRs,
the performance analysis with no interference cancellation
is important because 1) it provides a lower bound for the
performance of precoding-based schemes, and 2) the same
throughput term as in (6) is applicable for different multiuser
networks, such as point-to-point spectrum sharing networks
scheduled by a central unit. Also, 3) as we show in Fig. 4, the
no interference cancellation scheme is of interest at low SNRs,
because it provides relatively good performance compared to
the cases using zero-forcing precoder/users’ cooperation with
considerably less implementation complexity.
Considering no interference cancellation at the receivers,
the achievable rate in each time slot is given by (7) with G =
|H|2. Here, we consider two cases with N ≥M and N < M
and find the expected achievable rate as given in (19) and (20),
respectively. Then, the results of (19) and (20) are combined
to determine the throughput as presented in Theorem 1.
In each time slot, if N > M users ask for data transmission,
there are
(
N
M
)
combinations of possible user selections and the
optimal scheduler picks the best combination such that the
throughput is maximized. Therefore, with N > M, we have
E{R(N)no-IC|N > M} = E{ZN,M} =
∫ ∞
0
zfZN,M (z)dz
(b)
=
∫ ∞
0
(1− FZN,M (z)) dz. (9)
Here, (b) is obtained by partial integration and ZN,M is the
random variable defined as
ZN,M
.
= max
n=1,...,(NM)
{
ZN,Mn
}
, (10)
with
ZN,Mn ={
M∑
i=1
log
(
1 + uN,Mi
)∣∣∣∣selecting the n-th combination
}
,
u
N,M
i
.
=
P
M
gNi,i
1 + P
M
∑
j=1,...,M,j 6=i g
N
i,j
. (11)
Note that the PDF of the random variable gNi,j = |hNi,j |2 is
given by fgN
i,j
(x) = e−x because hNi,j is Rayleigh distributed.
Also, considering the random variable S(n) =
∑n
i=1 gi, with
fgi(x) = e
−x, we have FS(1)(x) = 1− e−x and
FS(n)(x) = Pr (S(n− 1) + gn ≤ x) =
∫ x
0
e−tFS(n−1)(x − t)dt
= 1− e−x
n−1∑
i=1
xi
i!
, n ≥ 2, (12)
which leads to the PDF fS(n)(x) =
xn−1
Γ(n) e
−x.
Thus, using (12), the PDF of the random variable
χ
N,M
i =
∑
j=1,...,M,j 6=i g
N
i,j is given by fχN,M
i
(x) =
1
Γ(M−1)x
M−2e−x, x ≥ 0. In this way, from (11), we have
F
u
N,M
i
(u) = Pr
(
u
N,M
i ≤ u
)
=
∫ ∞
0
1
Γ(M − 1)x
M−2e−x Pr
(
gNi,i ≤
Mu
P
(
P
M
x+ 1
))
dx
(c)
=
∫ ∞
0
1
Γ(M − 1)x
M−2e−x
(
1− e−MuP ( PM x+1)
)
dx
= 1− 1
Γ(M − 1)e
−Mu
P
∫ ∞
0
xM−2e−(1+u)xdx
(d)
= 1− e
−Mu
P
(1 + u)M−1
, (13)
where (c) is obtained by FgN
i,i
(x) = 1 − e−x, x ≥ 0, for IID
Gaussian channels. Also, (d) comes from some manipulations
and the definition of the upper incomplete Gamma function
Γ(s, x) =
∫∞
x
ts−1e−tdt, Γ(s) = Γ(s, 0).
Using (10), the CDF of the random variable ZN,M is found
as
FZN,M (z) =
(
F
Z
N,M
n
(z)
)(NM)
. (14)
Therefore, the final step to find FZ(z) and (9) is to derive
F
Z
N,M
n
(z). Using (11) and the central limit Theorem (CLT)
and for moderate/large values of M , which is our range of
interest, the variable ZN,Mn converges to the Gaussian variable
Z ∼ N (Mµ,Mσ2) with µ and σ2 given by
µ = E
{
log
(
1 + uN,Mi
)}
=
∫ ∞
0
log(1 + x)f
u
N,M
i
(x)dx
(e)
=
∫ ∞
0
1− F
u
N,M
i
(x)
1 + x
dx =
∫ ∞
0
e
−Mx
P
(1 + x)M
dx
(f)
= e
M
P EM
(
M
P
)
,
(15)
and σ2 = ρ− µ2 with
ρ = E
{
log
(
1 + uN,Mi
)2}
=
∫ ∞
0
log(1 + x)2f
u
N,M
i
(x)dx
(g)
= 2
∫ ∞
0
log(1 + x)
1 + x
(
1− F
u
N,M
i
(x)
)
dx
= 2
∫ ∞
0
log(1 + x)e−
Mx
P
(1 + x)M
dx
(h)≃ 2
∫ ∞
0
log(1 + x)e−(
M
P
+M)xdx
(i)
=
2Pe
M
P
+M
M + PM
E1
(
M
P
+M
)
,
(16)
respectively. Here, En(x) =
∫∞
1
e−xt
tn
dt is the n-th order
exponential integral function. Also, (e) is obtained by partial
6integration and (f) follows from some manipulations and the
definition of the exponential function. In (16), (g) comes from
partial integration. Then, (h) is based on the approximation
1
(1+x)n ≃ e−nx, ∀n > 0, which is tight for moderate/large
values of M on which we concentrate. Finally, (i) follows
from straightforward manipulations and using the definition
of the exponential integral function.
In this way, considering the error function erf(x) =
2√
pi
∫ x
0
e−t
2
dt and the CDF of the Gaussian variables, we have
FZ(z) =
1
2
(
1 + erf
(
z −Mµ√
2Mσ2
))
, (17)
and, from (14),
FZN,M (z) =
(
1
2
)(NM)(
1 + erf
(
z −Mµ√
2Mσ2
))(NM)
. (18)
Thus, the expected term (9) is given by
E
{
R(N)no-IC|N > M} = Qno-IC(N,M,P ),
Qno-IC(N,M,P )
=
∫ ∞
0
(
1−
(
1
2
)(NM)(
1 + erf
(
z −Mµ√
2Mσ2
))(NM))
dz,
(19)
which, using µ and σ in (15) and (16), can be easily calculated
for every given values of N,M,P .
Finally, because all users are selected by the scheduler in
the cases with N ≤M, the expected achievable throughput in
that case is found as
E{R(N)no-IC|N ≤M} = E
{
N∑
i=1
log
(
1 + uN,Mi
)}
= NE
{
log
(
1 + uN,Mi
)}
(j)
= Ne
N
P EN
(
N
P
)
, (20)
where (j) is obtained with the same procedure as in (15).
Combining (19) and (20), the network throughput in the cases
with no interference cancellation is given as summarized in
Theorem 1.
Theorem 1. Without interference cancellation, the through-
put of the scheduler-based network is (approximately) deter-
mined as
ηno-IC =
M∑
N=1
(
N˜
N
)
αN (1− α)N˜−NNeNP EN
(
N
P
)
+
N˜∑
N=M+1
(
N˜
N
)
αN (1− α)N˜−NQno-IC(N,M,P ), (21)
with Qno-IC(·, ·, ·) given in (19).
Finally, to find a quasi-closed-form expression for the one-
dimensional integration (19), we use a linearization technique
as stated in Theorem 2.
Theorem 2. With no interference cancellation, the maximum
achievable throughput of the network is approximated as
ηno-IC ≃
M∑
N=1
(
N˜
N
)
αN (1− α)N˜−NNeNP EN
(
N
P
)
+
N˜∑
N=M+1
(
N˜
N
)
αN (1− α)N˜−NτN,M , (22)
with τN,M given in (23).
Proof. As a second order approximation, we can use Theorem
1 and the linearization technique TN,M (x) ≃ YN,M (x) where
TN,M (x) = 1−
(
1
2
)(NM) (1 + erf( x−Mµ√
2Mσ2
))(NM)
and
YN,M (x)
=


1 x ≤ τN,M + 12ζN,M ,
1
2 + ζN,M (x− τN,M ) x ∈
[
τN,M +
1
2ζN,M
, τN,M − 12ζN,M
]
,
0 x ≥ τN,M − 12ζN,M ,
τN,M =Mµ+Q
−1
(
1−
(
1
2
) 1
(NM)
)√
Mσ2,
ζN,M =
−1
2
√
2πMσ2
(
N
M
)
e
− 1
2

Q−1

1−( 12 )
1
(NM)




2
, (23)
to rewrite (21) as
ηno-IC
(k)≃
M∑
N=1
(
N˜
N
)
αN (1− α)N˜−NNeNP EN
(
N
P
)
+
N˜∑
N=M+1
(
N˜
N
)
αN (1− α)N˜−N
∫ ∞
0
YN,M (x)dx
=
M∑
N=1
(
N˜
N
)
αN (1 − α)N˜−NNeNP EN
(
N
P
)
+
N˜∑
N=M+1
(
N˜
N
)
αN (1− α)N˜−NτN,M , (24)
with µ and σ2 given in (15) and (16), respectively, and Q−1(·)
representing the inverse Q function. Here, (k) comes from
the first order Taylor expansion of TN,M (x) at point x =
τN,M .
Setting α = 1 in (21) for continuous communications setups
where all users are always asking for data transmission, the
network throughput is given by
ηno-IC, continuous
=
∫ ∞
0
(
1−
(
1
2
)(N˜M)(
1 + erf
(
z −Mµ√
2Mσ2
))(N˜M))
dz.
(25)
In Theorems 1-2, we used the CLT to analyze the per-
formance of the scheduler-based schemes in the cases with
large numbers of antennas and users. Theorem 3 completes
the discussions on the no interference cancellation scenario,
7and bounds the sum throughput in the cases with different
numbers of antennas/users.
Theorem 3. For every number of antennas/users, the net-
work sum throughput is lower-bounded via (27)-(28).
Proof. From (13), the random variable u
N,M
i is dominated
2
by the random variable v
N,M
i which follows the CDF
F
v
N,M
i
(x) = 1− e−(MP +M−1)x. (26)
Here, we have used the bound 1(1+x)n ≥ e−nx, ∀n, x ≥ 0,
which, considering (13) and (26), is tight at low SNRs, but its
tightness decreases as the transmission power increases. In this
way, we can use the results of [36] and (26), to upper-bound
the CDF FZN,M (z) by
F
Z
N,M
n
(z) ≤ F
V
N,M
n
(z), ∀z,
F
V
N,M
n
(z) = 1− eM(MP +M−1)×
HM+1,01,M+1
[
2z
log(2)
(
M
P
+M − 1)M ∣∣∣∣ (1,1,0)
(0,1,0),(1, 1,
M
P
+M − 1), . . . , (1, 1, M
P
+M − 1)︸ ︷︷ ︸
M times
]
,
(27)
where Hs,rm,n
[
.
]
denotes the generalized upper incomplete
Fox’s H function [37, Sec. 1.19]. In this way, the expected
term (9) can be lower-bounded by the numerical evaluation of
E
{
R(N)no-IC|N > M} ≥ ∫ ∞
0
(
1−
(
F
V
N,M
n
(z)
)(NM))
dz,
(28)
which, using (20) and the same arguments as in Theorem 1,
lower-bounds the throughput.
Mathematically, (28) is applicable for every value of M,N.
However, for, say M > 5, the implementation of the gen-
eralized upper incomplete Fox’s H function is very time-
consuming and the tightness of the bound decreases with
increasing M,N . As a result, (27)-(28) are useful for per-
formance analysis in the cases with small M,N ’s, while
the CLT-based approach of Theorems 1-2 provides accurate
performance evaluation for moderate/large networks. Finally,
except for Fig. 4 which analyzes small networks, we do not
consider small values of N˜,M in our evaluations.
B. Throughput with Interference Cancellation
In this subsection, we first analyze the ultimate performance
limits of the scheduler-based MIMO networks in the cases
with users’ cooperation. This is interesting because, as seen
in the following, the performance of the optimal scheduler
using zero-forcing precoder is close to the one with users’
cooperation (see Fig. 4).
As illustrated in Section III, from the mathematical perspec-
tive the only difference between the cases with no interference
2The random variable X dominates the random variable Y if FX(x) ≥
FY (x), ∀x [35].
cancellation and users’ cooperation is in their achievable rates
given in (6) and (8), respectively. Therefore, we use (8) and
follow the same procedure as in (9)-(21) to find the throughput
in the cases with cooperative users. The details of the analysis
are as follows.
With N > M number of data requesting users and interfer-
ence cancellation, M users are selected by the scheduler and
we have
E{R(N)CO|N > M} =
∫ ∞
0
(1− FW (w)) dw, (29)
with
WN,M
.
= max
n=1,..., (NM)
{
WN,Mn
}
, (30)
WN,Mn ={
log det
(
IM +
P
M
HHh
) ∣∣∣∣selecting the n-th combination
}
,
(31)
where H is the M ×M channel associated with the n-th, n =
1, . . . ,
(
N
M
)
, combination of the scheduled users. Using CLT
for the cases with large number of antennas/users, the random
variable WN,Mn converges in distribution into the Gaussian
random variable Y ∼ CN
(
µˆM,M ,
(
σˆM,M
)2)
. Here, µˆN,M
and σˆN,M are the mean and the standard deviation of the
random C = log det
(
IN +
P
M
HHh
)
which can be effectively
found via simulations. Also, there are different approximations
in the literature for (µˆN,M ,
(
σˆN,M
)2
), e.g., [38, Section II.A](
µˆN,M ,
(
σˆN,M
)2)
= (MP,P 2), (32)
at low/moderate SNRs. In this way, following the same argu-
ments as in (18), we have
FWN,M (z) =
(
1
2
)(NM)(
1 + erf
(
z − µˆN,M√
2σˆN,M
))(NM)
. (33)
Thus, the expected term (29) is found as
E
{
R(N)CO|N > M} = QCO(N,M,P ),
QCO(N,M,P ) =∫ ∞
0
(
1−
(
1
2
)(NM)(
1 + erf
(
z − µˆN,M√
2σˆN,M
))(NM) )
dz.
(34)
Also, the expected rate in the cases with N ≤ M number of
data requesting users is given by
E
{
R(N)CO|N ≤M} = E {log det(IN + P
N
HHh
)}
= µˆN,N ,
(35)
which can be found via the approximation scheme of (32) or
by numerical evaluations. Thus, with users’ cooperation the
throughput is found as summarized in Theorem 4.
8Theorem 4. With users’ cooperation, the throughput of the
scheduler-based network is (approximately) obtained by
ηCO =
M∑
N=1
(
N˜
N
)
αN (1 − α)N˜−N µˆN,N
+
N˜∑
N=M+1
(
N˜
N
)
αN (1− α)N˜−NQCO(N,M,P ), (36)
with QCO(·, ·, ·) and µˆN,N given in (34) and (35), respectively.
Finally, Corollary 1 extends the results of Theorems 1, 2 and
4 into the cases with different precoding and fading models.
Corollary 1. Consider the cases with moderate/large number
of antennas/users and no or the same path loss for all users.
There are mappings between the performance of scheduler-
based MIMO networks with different precoders/fading models,
in the sense that the sum throughput achieved with different
precoding schemes/channel models are the same, as long as
the necessary conditions of the CLT are satisfied and one can
find appropriate parameter settings such that the considered
precoding schemes/channel models lead to the same equivalent
Gaussian variables.
Proof. The proof comes from Theorems 1, 2 and 4 where
the sum throughput is achieved by taking expectation over
the CDF of equivalent Gaussian variables. Thus, from the
mathematical perspective, as long as the necessary conditions
of the CLT are satisfied and one can find an equivalent
Gaussian variable for the sum rate random variable, the
only difference between the system performance in different
precoding schemes and fading models is in the mean and the
variance of the equivalent Gaussian variables, e.g., (µ, σ2) and(
µˆN,M ,
(
σˆN,M
)2)
in (21) and (36) for the cases with no
interference cancellation and users’ cooperation, respectively.
Thus, if we can set the parameters such that the mean and
the variance of the equivalent Gaussian variables of different
precoding schemes/fading models are the same, they will lead
to the same throughput.
It is important to note that, as opposed to scheduler perfor-
mance evaluation which may not be feasible via simulations,
for every precoding scheme/fading model, if the necessary
conditions of the CLT are satisfied, the mean and the variance
of the equivalent Gaussian variable can be easily found via
simulations or analytically. Finally, note that the approxima-
tion results of Theorem 1, 2 and 4 and Corollary 1 are tight
for moderate/high users’ activation probabilities such that in
each slot the number of data requesting users is high.
C. Finite Block-length Analysis
As a common point, the state-of-the-art results are obtained
under the assumption of asymptotically long codewords where
the instantaneous achievable rate of a user is given by the
Shannon capacity formula log(1 + γ) with γ standing for the
instantaneous received SINR. This is an appropriate assump-
tion in the cases with long codewords of length, say, & 4000
channel uses. On the other hand, in many delay-sensitive ap-
plications the codewords are required to be short (on the order
of ∼ 100 channel uses) and, as a result, log(1 + γ) is not an
appropriate approximation for the achievable rates [30], [39].
As a breakthrough, [30] presented bounds/approximations on
the achievable rates of finite block-length codes where the
maximum achievable information rate for user i which can
be decoded with block error probability no greater than ϕi is
given by [30, Theorem. 45]
ri ≃ log(1 + γi)−
√
1
L
(
1− 1
(1 + γi)2
)
Q−1(ϕi). (37)
Here, L is the codeword length and γi denotes the received
SINR of user i. Note that the approximation result of (37) is
tight for, say, L > 100 channel uses on which we concentrate.
Moreover, as expected, the achievable rate (37) increases with
the signal length L monotonically and letting L → ∞, (37)
converges to Shannon’s capacity formula in the cases with
asymptotically long codewords.
Using (37) and different precoding schemes, one can re-run
Algorithm 1 to derive the system performance in the cases
with short packets. Also, considering moderate/large number
of antennas/users, we can replace the sum of ri’s in (37) by
an equivalent Gaussian variable, with mean and variance as
functions of the codeword length L and the constant error
probability ϕi = ϕ, ∀i, and use the same method as in
Theorems 1, 2 and 4 to derive quasi-closed-form expressions
for the throughput, and evaluate the effect of codeword length
on the system performance.
Finally, while adaptive power allocation can be easily added
into the scheduling approach of Algorithm 1, we concentrated
on the cases with equal power allocation. This is because 1) in
many practical systems we do not have a lot of dynamic range
to adapt the transmit power. Instead, the data is transmitted
at a fixed power, and the transmission rates are adapted.
Also, 2) the nonadaptive power allocation allows us to derive
quasi-closed-form expressions for the maximum achievable
rate as given in Section V. Adaptive power allocation is an
interesting extension of the paper and is expected to improve
the system performance considerably. However, with adaptive
power allocation and/or different distances to the users the rate
terms in, e.g., (6) are not IID random variables and the CLT
can not be used for approximating the system performance.
VI. SIMULATION RESULTS
Here, we present the simulation results of the proposed
GA-based scheduler and verify the accuracy of the derived
analytical results. In all figures, except for Fig. 9, we consider
Rayleigh fading conditions and set di,j = 1, ∀i, j. Performance
analysis with different channel models is considered in Fig.
9. In all figures, except for Fig. 6 which shows an example
of the algorithm convergence, we have considered 5 × 105
different channel realizations for each point in the simulation
curves. Moreover, in all figures, except for Figs. 6 and 11,
the algorithm is run for sufficiently large number of iterations
until no further performance improvement is observed by
increasing the number of iterations. Then, Figs. 6, 11 and Table
I study the performance of the proposed scheduler for different
numbers of iterations. The results of the algorithm are tested
9for K = 10 and J = 5. Also, we have tested the algorithm for
the cases where in Step V either one or two users are changed
in the queen, and in both cases the algorithm converged to the
same results.
A. On the Accuracy of the Analytical Results
As discussed in Example 1, with typical numbers of an-
tennas/users, analyzing the exhaustive search-based optimal
scheduler implies very large number of scheduling rule check-
ings. As a result, it is not feasible to compare the analytical
approximations with the exhaustive search based approach,
unless for small networks (see Fig. 4). For this reason, as an
appropriate metric to measure the difference between PDFs,
we first analyze the Kullback-Leibler divergence (KLD) [40,
p. 22] of the PDF of the random variable ZN,Mn (resp.W
N,M
n )
in (10) (resp. (30)) and its corresponding CLT-based Gaussian
approximation Z (resp. Y) in the cases with no interfer-
ence cancellation (resp. users’ cooperation). In mathematical
statistics, the KLD (also called relative entropy) is a measure
of how one PDF diverges from another PDF. Particularly, a
large value of KLD indicates different characteristics of two
random variables, while the KLD converges to zero as the
PDFs of two random variables become identical. Note that
the CLT-based approximations of ZN,Mn and W
N,M
n are the
only approximations that we have applied in Theorems 1 and
4. Thus, a low value of KLD well proves the accuracy of
the approximations. Then, we compare the analytical results
with those achieved by GA-based scheduler running for a large
number of iterations which tightly mimic the exhaustive search
approach.
Figures 1a and 1b demonstrate the KLD of the empirical
PDF of the achievable rates and their CLT-based Gaussian
approximations for the cases with no interference cancellation
and users’ cooperation, respectively. Here, KLD is defined as
[40, p. 22]
D
(
f
Z
N,M
n
, fZ
)
=
∫ ∞
0
f
Z
N,M
n (x)
log
(
f
Z
N,M
n
(x)
fZ(x)
)
dx,
(38)
and
D
(
f
W
N,M
n
, fY
)
=
∫ ∞
0
f
W
N,M
n
(x) log
(
f
W
N,M
n
(x)
fY(x)
)
dx,
(39)
in the cases with no interference cancellation and users’
cooperation, respectively. Also, Fig. 1b evaluates the KLD
in the cases where the mean and variance of the equiv-
alent Gaussian distribution are given by the low-SNR ap-
proximation (32). Then, Fig. 2 compares the empirical
and the approximated PDFs of the achievable sum rates∑N
i=1 log
(
1 +
P
M
gi,i
P
M
∑
N
j=1,j 6=i gi,j+1
)
in (7) for the cases with
no interference cancellation.
As it can be seen in Figs. 1-2, for a broad range of
SNRs/number of antennas, the CLT-based approximation and
the approximation approach of (32) result in very low values of
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Figure 1. Kullback-Leibler divergence between the empirical and the analyt-
ically approximated PDFs of the users’ sum rates in the cases with (a): no
interference cancellation, and (b): users’ cooperation. The results are presented
for the cases with M transmit antennas and N = M users.
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Figure 2. Empirical and approximated PDFs of the sum rate, no interference
cancellation, M = N = 60.
KLD, and the achievable rates can be approximated by equiv-
alent Gaussian variables with high accuracy. Also, compared
to the cases approximating the mean and the variance of the
equivalent Gaussian variable, the tightness of the CLT-based
approximation increases when the mean and the variance are
found by simulations (Fig. 1b). Thus, the CLT-based approach
and (32) provide tight approximations for the ultimate per-
formance of the optimal scheduler. Finally, in harmony with
intuitions, the KLD decreases with the number of antennas,
i.e., the tightness of the CLT-based approximation increases
with the network size.
Setting M = 40, N˜ = 60, α = 0.9, Fig. 3 verifies the
tightness of the approximation schemes of Theorems 1-2
for the cases with no interference cancellation. Then, Fig.
4 studies the achievable sum throughput in the cases with
no interference cancellation, zero-forcing precoder and users’
cooperation, and compares the results with those achieved
via the approximation approach of Theorem 3. Here, the
results are presented for continuous communications (α = 1),
M = 2 and N˜ = 5. Also, for different precoding schemes,
the simulation results have been derived by both exhaustive
search, which is feasible for the considered parameter setting
of Fig. 4, and GA-based approach, and they lead to the same
system throughput.
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Figure 3. On the tightness of Theorems 1-2, no interference cancellation,
α = 0.9,M = 40, and N˜ = 60.
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Figure 4. Performance analysis in small networks, continuous communica-
tions, α = 1,M = 2, and N˜ = 5.
The tightness of the approximation scheme of Theorem 4
is evaluated in Fig. 5a, where we study the sum throughput in
the cases with M = 40, N˜ = 60, continuous communications
and users’ cooperation. Also, the figure studies the accuracy
of the CLT-based approximation in the cases where the one-
dimensional integration of (36) is approximated by the same
linearization techniques as in (23) as well as the cases where
the mean and the variance of the equivalent Gaussian variable
are approximated by (32). Finally, to validate Corollary 1,
Fig. 5b compares the achievable sum throughput of the zero-
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Figure 5. On the tightness of the analytical results. (a) Sum throughput for the
cases with users’ cooperation, α = 1,M = 40, N˜ = 60. (b): The simulation
and the analytical performance analysis of the zero-forcing based precoder,
M = 30, P = 4 dB.
forcing based scheduler with the cases where the same CLT-
based approximation technique as in Theorems 1, 4 is used
to derive the network throughput analytically. That is, in Fig.
5b the analytical results are obtained by finding the mean and
variance of the achievable rate term in (7) through simulations
for the cases with zero-forcing precoder, and replacing them in
the throughput expression (36). Here, the results are presented
for the cases with M = 30, P = 4 dB, perfect CSI available
at the transmitter and different total numbers of users N˜ .
As it is observed in Figs. 1-5, the analytical results of
Theorems 1, 2 and 4 mimic the exact results with very
high accuracy. Also, the linearization technique of (23) can
effectively be applied to derive a tight quasi-closed-form
approximation for the achievable throughput of the optimal
scheduler in the cases with no interference cancellation and
users’ cooperation. Moreover, Theorem 3 properly lower-
bounds the network throughput and leads to a tight bound
at low SNRs/number of antennas (Fig. 4). At high SNRs,
however, the tightness of the lower bound of Theorem 3
decreases. This is intuitive because the difference between the
CDFs F
v
N,M
i
and F
u
N,M
i
increases with the SNR (see Theorem
3). At low/moderate SNRs, (32) provides tight approximations
for the mean and variance of the equivalent Gaussian variable
and the corresponding approximation matches the exact values
derived via simulations with high accuracy (Fig. 5a). Also, in
harmony with Corollary 1, the same CLT-based approximation
as in Theorems 1 and 4 can be applied for the cases with,
e.g., zero-forcing precoder, as long as the mean and variance
of the equivalent Gaussian variables are given (see Fig. 5b
and Corollary 1). Finally, the tightness of the CLT-based
approximation and, consequently, the approximation schemes
of Theorems 1, 2, 4, increases with the number of antennas.
In summary, the results of Figs. 1-5 are interesting from
two perspectives:
1) According to the figures, the approximation schemes of
Theorems 1, 2 and 4 (resp. Theorem 3) provide effec-
tive tools for the analytical investigation of the optimal
scheduler in the cases with large (resp. small) number
of antennas/users. Also, the derived quasi-closed-form
expressions can be utilized as a benchmark to evaluate
the efficiency of different sub-optimal schedulers, e.g.,
[2]–[29].
2) While the exhaustive search-based optimal scheduling is
not feasible in the cases with moderate/large number of
antennas/users, the proposed GA-based scheduler results
in (almost) the same throughput as in the derived quasi-
closed-form expressions for the optimal scheduler (Figs.
3, 5). That is, while Section V derives quasi-closed-
form expressions for the ultimate performance of the
optimal schedulers, Section IV develops an effective
approach to reach the ultimate system performance with
few iterations.
Finally, as a side result, Fig. 4 indicates the efficiency of the
zero-forcing precoder where the gap between the throughput
of the cases with zero-forcing precoder and users’ cooperation
is relatively small for a broad range of SNRs. Also, while
interference cancellation improves the system performance
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Figure 6. An example of the convergence process of the proposed algorithm.
The results are presented for a single channel realization, bursty communi-
cations, no interference cancellation, N˜ = 60, M = 40, α = 0.9, and
P = 10 dB.
Table I
AVERAGE NUMBERS OF ITERATIONS REQUIRED FOR THE CONVERGENCE
OF THE ALGORITHM, BURSTY COMMUNICATIONS,α = 0.9. THE RESULTS
OF THE GA-BASED SCHEME ARE OBTAINED BY AVERAGING OVER 5× 105
DIFFERENT RANDOM CHANNEL REALIZATIONS.
Number of transmit antennas
M = 20 M = 30 M = 40
N˜ = 60
GA-based 472 487 451
Exhaustive search-based 5× 1014 5× 1015 6× 1013
N˜ = 80
GA-based 668 746 767
Exhaustive search-based 4× 1017 3× 1020 1× 1021
significantly as the transmission power/number of antennas
increases, it leads to marginal throughput increment at low
SNRs.
B. On the Performance of the GA-based Scheduler
In Figs. 6-12 and Table I, we study the performance of
the proposed GA-based scheduler and evaluate the effect of
different parameters on the system throughput. The simulation
results are presented in different parts as follows.
On the performance of the proposed algorithm: Considering
a single channel realization, Fig. 6 shows an example for the
convergence of the proposed GA-based scheduler in the cases
with M = 40, N˜ = 60,K = 10, J = 5, α = 0.9, and
P = 10 dB. Then, setting K = 10, Table I shows the average
number of iterations that are required in the proposed GA-
based scheduler to achieve (almost) the same throughput as in
the optimal exhaustive search-based scheduler. Also, the table
compares the required number of iterations of the proposed
algorithm with those in exhaustive search which are found by
(1). The results of Table I are presented for the users’ data
request probabilities α = 0.9. Also, the algorithm is stopped
if no improvement is observed after a number of iterations
(500 iterations in the simulations of Table I).
From Fig. 6, we observe that the system performance
improves with the number of iterations monotonically. How-
ever, the developed GA-based method leads to (almost) the
same performance as the exhaustive search-based scheduler
with very limited number of iterations (Fig. 6, Table I). For
example, with the parameter settings of Fig. 6, our GA-based
scheduler reaches more than 95% of the maximum achievable
throughput with less than 200 iterations (note that with the
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Figure 7. Sum throughput vs (a) the total number of users N˜ , and (b) users’
data request probability α. The results are presented for zero-forcing precoder
and M = 30. In Subplots (a) and (b), we set P = 20 dB, and N˜ = 70,
respectively.
parameter settings of Fig. 6 the exhaustive search implies
6 × 1013 different parameter checkings). Thus, the proposed
algorithm can be effectively applied for user scheduling in the
cases with large-but-finite number of antennas/users. Finally,
the algorithm converges in a ladder fashion. This is because
the system performance is not necessarily improved in each
iteration, and it may fall into a local optimum in some itera-
tions. However, because of Steps V-VII of the algorithm, it can
always escape a local minima and reach the global optimum,
if sufficiently large number of iterations are considered (Fig.
6).
On the performance of the zero-forcing based precoder:
Figure 7a studies the sum throughput of the scheduler-based
network for different maximum numbers of users N˜ . Here, the
results are presented for the cases with M = 30, P = 20 dB,
and zero-forcing precoder. Then, considering bursty commu-
nications, M = 30 and N˜ = 70, Fig. 7b shows the network
sum throughput for different users’ data request probabilities
α. Finally, setting M = 30, N˜ = 70, Fig. 8 demonstrates the
system performance for different SNRs. As seen in Figs. 7a
and 7b, the performance of the zero-forcing based scheduler
is improved by increasing the number of users and the users’
data request probabilities. This is intuitive because with a
large number of users asking for data the scheduler has better
chance to select the users with high channel quality. However,
the relative effect of the number of users and their data
request probabilities decreases as N˜ and α increase (also,
see Fig. 5b). Also, the sensitivity of the throughput to the
users’ data request probability increases as transmission power
increases/maximum number of users N˜ decreases (Figs. 7-8).
Performance analysis in different channel models/number
of scheduled users: While we presented the analytical and
simulation results for the cases with no path loss and Rayleigh
fading, the GA-based scheduler is well applicable for different
path loss/channel models. Also, in Sections IV-V, we presented
the results for the cases where, if at least M users ask for
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data, then M users will be scheduled. This is motivated
by serving as many as possible users and also because of
the implementation complexity of the scheduling algorithm.
However, it is straightforward to modify Algorithm 1 such that
the number of served users are also optimized. For instance,
considering different values of path loss exponent in (2), Fig.
9 demonstrates the system throughput for the cases optimizing
the number of served users and compares the results with those
obtained by always serving M users out of N ≥ M data
requesting users. Here, the results are presented for the cases
withM = 7, N˜ = 20, users randomly dropped in a circle with
radius 50 m, continuous communications and no interference
cancellation.
As seen in Fig. 9, the proposed algorithm can be effectively
applied for different channel models. Also, while the system
performance is improved by optimizing the number of served
users in each time slot, the performance improvement, com-
pared to the cases always serving M users out of N ≥ M
data requesting users, is negligible for a broad range of SNRs
and path loss exponents. Also, the relative performance gain
of optimizing the number of served users is observed at higher
SNRs, as the path loss exponent increases. Finally, note that
the CLT-based approximation results of Theorems 1, 2 and 4
can be extended to the cases with optimized number of served
users.
On the effect of imperfect power amplifiers: In Sections IV-
V, we considered perfect hardware. However, as the number
of antennas increases, the hardware inefficiency, especially
the power amplifiers’ inefficiency may affect the system
performance remarkably. Interestingly, the proposed algorithm
can be adopted to take different hardware impairments into
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Figure 10. Sum throughput versus the power amplifiers’ efficiency, continuous
communications, no precoder, M = 40, and N˜ = 60.
account. For this reason, Fig. 10 studies the performance of
the scheduler-based network in the cases with imperfect power
amplifiers and no interference cancellation. Particularly, we
consider the state-of-the-art power amplifiers’ efficiency model
where the output power at the m-th antenna is given by [41],
[42], [43, Eq. (3)], [44, Eq. (1)]
Pm
P consm
= ǫ
(
Pm
Pmaxm
)ϑ
⇒ Pm =
(
ǫP consm
(Pmaxm )
ϑ
) 1
1−ϑ
,m = 1, . . . ,M.
(40)
Here, Pm, P
max
m and P
cons
m are the output, the maximum output,
and the consumed power of the m-th antenna, respectively,
ǫ ∈ [0, 1] denotes the maximum power efficiency achieved
at Pm = P
max
m , ∀m, and ϑ is a parameter that, depending
on the power amplifier classes, varies between [0, 1]. Also,
the total consumed power at the transmitter is given by
P cons = MP consm . The results of Fig. 10 are given for
M = 40, N˜ = 60, ϑ = 0.5, Pmaxm = 25 dB, ∀m, and different
total consumed powers. As seen, the inefficiency of the power
amplifiers affects the throughput significantly. For instance,
with the parameter settings of Fig. 10 and the throughput 1
npcu, decreasing the power amplifiers’ efficiency from 45%
to 30% leads to 2 dB loss in power efficiency. Also, with
the total consumed power 56 dBm, the throughput reduces
by 50% when the power amplifiers’ efficiency decreases from
75% to 25%. Thus, the power amplifiers’ efficiency should be
carefully taken into account in the network design.
On the cost of scheduling: As the network size increases,
the scheduling delay may reduce the end-to-end throughput.
To analyze the cost of the scheduling, we consider the end-
to-end throughput defined as
ηend-to-end(k) = (1− ξk)
N˜∑
N=1
Pr(N)E{Rk(N)}. (41)
Here, E{Rk(N)} represents the expected achievable rate with
N data requesting users and the scheduling rule in the k-
th iteration of the algorithm. Also, ξ denotes the normalized
delay for each iteration of the algorithm (normalized by the
total packet length), i.e., the delay cost for each iteration of
the algorithm.
Considering zero-forcing precoder, α = 0.9,M = 30, N˜ =
60, and P = 12 dB, Fig. 11 studies the network end-to-
end throughput versus the maximum number of iterations Nit.
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of the algorithm, zero-forcing precoder, α = 0.9,M = 30, N˜ = 60, P = 12
dB.
Note that, in contrast to Fig. 6 representing the algorithm
performance for a single channel realization, the results of
Fig. 11 are obtained by averaging the system performance
over 5 × 105 different channel realizations. As a result, the
ladder-shape convergence is smoothed out in Fig. 11.
As opposed to the delay-insensitive scenario, i.e., ξ = 0,
where the system performance improves monotonically with
Nit until it converges to the exhaustive search-based results,
the end-to-end throughput does not necessarily improve with
the number of iterations if the delay cost of the algorithm is
taken into account (see Fig. 11, the case with ξ = 0.002).
That is, considering the algorithm running delay, there is a
trade-off between finding the optimal scheduling and reducing
the data transmission time slot. Thus, the highest throughput
may be achieved by few iterations, i.e., a rough estimation
of the optimal scheduler, and there is an optimal number of
iterations maximizing the throughput. For instance, with the
parameter settings of Fig. 11 and ξ = 0.002, the maximum
end-to-end throughput is achieved by selecting a sub-optimal
scheduling after nopt = 45 iterations, and leaving the rest of
the packet for data transmission. However, as seen in Fig. 11,
with 45 iterations the algorithm finds queens which lead to
85% throughput of the optimal exhaustive-search based results,
i.e., 15% throughput loss. Then, using (41) with ξ = 0.002
and k = 45, the end-to-end throughput would be 77% of
the throughput of the optimal scheduler with no cost. Finally,
note that, while we concentrate on temporally-independent
quasi-static conditions, in practice there may be considerable
correlation between the channel realizations in successive
fading blocks. In that case, the queen of the previous fading
block can be an appropriate initial guess for the optimal
scheduling rule of the next block and, as a result, the required
number of iterations may decrease significantly.
Finite block-length analysis: Considering M = 30, N˜ =
60, P = 14, 16 dB, and bursty communications with α = 0.9,
Fig. 12 analyzes the system throughput in the cases with short
packets. Here, the results are obtained for different codewords
lengths L and block error probabilities ϕ in (37). Also, with
finite block-length codes and in harmony with, e.g., [30], [45],
we define the throughput as η =
∑N˜
N=1 Pr(N)E{r(N)} with
r(N) =
∑N
i=1 ri and ri given in (37). As seen, the proposed
algorithm is well applicable in the cases with different code-
words lengths. Also, in harmony with intuitions, the achievable
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Figure 12. Finite block-length analysis of the scheduler-based network, no
interference cancellation, α = 0.9,M = 30, N˜ = 60, P = 14, 16 dB.
throughput increases as the required block error probability
tends towards one. Particularly, at low error probabilities the
throughput increases (almost) logarithmically with the block
error probability. On the other hand, the throughput decreases
significantly in the cases with strict block error probability
requirements, i.e., small ϕ’s. Finally, the system throughput is
sensitive to the length of short packets while its sensitivity to
the packets length decreases for long packets.
VII. CONCLUSION
This paper studied the performance of the scheduler-based
MIMO networks in the cases with large-but-finite number of
antennas/users. Considering different communication/channel
models and precoding schemes, we presented quasi-closed-
form expressions for the ultimate performance of the optimal
scheduler. Also, we presented mappings between the perfor-
mance of different precoding schemes, in the sense that with
appropriate parameter settings the same throughput is achieved
in these setups. Finally, we proposed an efficient scheduling
approach based on GAs and evaluated the system performance
for different channel conditions. As demonstrated, the pro-
posed scheduler can reach (almost) the same performance as
the optimal scheduler with few iterations. Also, while the
network sum throughput is not sensitive to the precoding
scheme at low SNRs, significant performance improvement
is achieved by, e.g., zero-forcing precoding as the number of
antennas/transmission power increases. Finally, the scheduling
running delay, the hardware impairments and the length of
short packets affect the performance of the large MIMO
networks remarkably and should be carefully considered in
the network design.
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