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Abstract
In this paper, we study the multi-server setting of the Private Information Retrieval with Coded Side Information
(PIR-CSI) problem. In this problem, there are K messages replicated across N servers, and there is a user who
wishes to download one message from the servers without revealing any information to any server about the identity
of the requested message. The user has a side information which is a linear combination of a subset of M messages
in the database. The parameter M is known to all servers in advance, whereas the indices and the coefficients of the
messages in the user’s side information are unknown to any server a priori.
We focus on a class of PIR-CSI schemes, referred to as server-symmetric schemes, in which the queries/answers
to/from different servers are symmetric in structure. We define the rate of a PIR-CSI scheme as its minimum download
rate among all problem instances, and define the server-symmetric capacity of the PIR-CSI problem as the supremum
of rates over all server-symmetric PIR-CSI schemes. Our main results are as follows: (i) when the side information
is not a function of the user’s requested message, the capacity is given by (1 + 1/N + · · ·+ 1/N⌈
K
M+1⌉−1)−1 for
any 1 ≤ M ≤ K − 1; and (ii) when the side information is a function of the user’s requested message, the capacity
is equal to 1 for M = 2 and M = K, and it is equal to N/(N + 1) for any 3 ≤ M ≤ K − 1. The converse proofs
rely on new information-theoretic arguments, and the achievability schemes are inspired by our recently proposed
scheme for single-server PIR-CSI as well as the Sun-Jafar scheme for multi-server PIR.
I. INTRODUCTION
In the Private Information Retrieval (PIR) problem, there is a user who wishes to download a single or multiple
messages belonging to a database with copies stored on a single or multiple servers, while protecting the identity
of the demanded message(s) from the server(s) [1], [2]. This setup was recently extended to the settings wherein
the user has some side information (unknown to the server(s)) about the messages in the database [3]–[13].
For the PIR problem in the presence of side information, the savings in the download cost (i.e., the amount of
information downloaded from the server(s)) depend on whether the user wants to achieve W -privacy (i.e., only the
privacy of the requested message(s) needs to be protected), or (W,S)-privacy (i.e., the privacy of both the requested
message(s) and the messages in the side information need to be protected).
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The settings in which the side information is a subset of messages, referred to as PIR with Side Information
(PIR-SI) when W -privacy is required, and PIR with Private Side Information (PIR-PSI) when (W,S)-privacy is
required, were studied in [3]–[5], [10]–[12]. Recently, in [6] and [7], we studied the single-server case of a related
problem wherein the side information is a linear combination of a subset of messages. This problem is referred
to as PIR with Coded Side Information (PIR-CSI) when W -privacy is required, and PIR with Private Coded Side
Information (PIR-PCSI) when (W,S)-privacy is required.
In this work, we consider the multi-server case of the PIR-CSI problem. In this problem, there is a database of
K messages replicated across N servers, and there is a user who wants to download a single message from the
servers, while revealing no information about the requested message to any server. We assume that the user has a
linear combination of a subset of M messages in the database as side information. Also, we assume that the side
information size M is known to all servers in advance, but no server knows the indices and the coefficients of the
messages in the user’s side information in advance. These assumptions are motivated by several practical scenarios.
For instance, the user could have obtained their side information from a trusted entity with limited knowledge about
the database, or from the information locally stored in their cache.
A. Main Contributions
We focus on a class of PIR-CSI schemes, which we refer to as server-symmetric, where the queries/answers
to/from different servers are symmetric in structure. Such schemes are of particular interest in practice for their
simple implementation. We define the rate of a PIR-CSI scheme as its minimum download rate (i.e., the inverse
of the normalized download cost) amongst all problem instances, and define the server-symmetric capacity of the
PIR-CSI problem as the supremum of rates over all server-symmetric PIR-CSI schemes.
For the settings in which the side information is not a function of the requested message, we show that the
capacity is given by (1 + 1/N + · · ·+ 1/N⌈
K
M+1⌉−1)−1 for any 1 ≤M ≤ K − 1. Interestingly, the capacity in
this case is the same as that of multi-server PIR-SI under the server-symmetry assumption [10], where the user’s
side information is comprised of M uncoded messages. Moreover, comparing this result with the capacity of multi-
server PIR without side information [1], one can see that having a coded side information (which is not a function
of the demanded message) of size M reduces the effective number of messages from K to ⌈K/(M + 1)⌉.
For the settings wherein the side information is a function of the requested message, we show that the capacity
is equal to 1 for M = 2 and M = K , and it is equal to N/(N +1) for any 3 ≤M ≤ K − 1. Again, a comparison
of these results with the capacity of multi-server PIR without side information reveals that having a coded side
information (which is a function of the demanded message) of size M ∈ {2,K} and M ∈ {3, . . . ,K − 1} reduces
the effective number of messages from K to 1 and 2, respectively.
The converse proofs rely on new information-theoretic arguments, and the achievability schemes are inspired by
our proposed scheme in [6] for single-server PIR-CSI as well as the Sun-Jafar scheme of [1] for multi-server PIR.
II. PROBLEM FORMULATION
Throughout, we denote random variables by bold-face letters and their realizations by regular letters.
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Let Fq be a finite field of size q for some prime q, and let F
×
q , Fq \ {0} be the multiplicative group of Fq.
Let Fqm be an extension field of Fq for some integer m ≥ 1, and let L , m log2 q. For an integer i ≥ 1, let
[i] , {1, . . . , i}.
There are N non-colluding servers, each storing an identical copy of K messages X1, . . . , XK where Xi for i ∈
[K] is independently and uniformly distributed over Fqm , i.e.,H(Xi) = L for all i ∈ [K] andH(X1, . . . ,XK) = KL.
We denote X[K] , {X1, . . . , XK} and X[K] , {X1, . . . ,XK}. There is a user who wishes to download a message
XW for some W ∈ [K] from the servers. We refer to W as the demand index and XW as the demand. The user
has a linear combination Y [S,C] ,
∑
i∈S ciXi for some S , {i1, . . . , iM} ⊆ [K] and C , {ci1 , . . . , ciM } with
ci ∈ F
×
q . We refer to Y
[S,C] as the side information, S as the side information index set, and M as the side
information size.
Let S be the set of all M -subsets of [K], and let C be the set of all length-M sequences (i.e., ordered sets of
size M ) with elements from F×q . We assume that S and C are uniformly distributed over S and C, respectively.
We consider two different models for the conditional distribution of W given S, depending on whether W 6∈ S
(Model I) or W ∈ S (Model II). For Model I, we assume that W is distributed uniformly over [K] \ S given that
S = S; and for Model II, we assume that W is distributed uniformly over S given that S = S. Note that Models I
and II are well-defined for 1 ≤M ≤ K − 1 and 2 ≤M ≤ K , respectively.
We assume that the servers initially know the side information size M , the considered model (i.e., whether
W 6∈ S or W ∈ S), and the distributions of S and C, and the conditional distribution of W given S; whereas the
servers have no information about the realizations W,S,C a priori.
In order to retrieve XW for any given W,S,C, the user generates N queries Q
[W,S,C]
n for n ∈ [N ], and sends
to the nth server the query Q
[W,S,C]
n , which is a (potentially stochastic) function of W,S,C, Y [S,C].
Upon receiving Q
[W,S,C]
n , the nth server responds to the user with an answer A
[W,S,C]
n , which is a (deterministic)
function of the queryQ
[W,S,C]
n and the messages inX[K]. In particular, (W,S,C) → (Q
[W,S,C]
n ,X[K])→ A
[W,S,C]
n
is a Markov chain, and H(A
[W,S,C]
n |Q
[W,S,C]
n ,X[K]) = 0.
For the simplicity, we denote Q[W,S,C] , {Q
[W,S,C]
n }n∈[N ] and A
[W,S,C] , {A
[W,S,C]
n }n∈[N ].
Recoverability condition: The user must be able to retrieve the demand XW from the answers A
[W,S,C] along
with the side information Y [S,C], i.e.,
H(XW|A
[W,S,C],Q[W,S,C],Y[S,C],W,S,C) = 0.
W -privacy condition: For each n ∈ [N ], the query Q
[W,S,C]
n must protect the privacy of the user’s demand index
W from the nth server, i.e., for all n ∈ [N ],
I(W;Q[W,S,C]n ,A
[W,S,C]
n ,X[K]) = 0.
The problem is to design a protocol for generating queries Q
[W,S,C]
n and their corresponding answers A
[W,S,C]
n
(for any given W,S,C) that satisfy the W -privacy and recoverability conditions. We refer to this problem as the
Private Information Retrieval with Coded Side Information (PIR-CSI). In particular, we refer to this problem under
Model I (or Model II) as the PIR-CSI–I (or PIR-CSI–II) problem.
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We focus on server-symmetric PIR-CSI protocols in which the queries/answers to/from different servers are
symmetric in structure. In particular, we say that a PIR-CSI–I (or respectively, PIR-CSI–II) protocol is server-
symmetric if
(Q[W,S,C]n ,A
[W,S,C]
n ,X[K]) ∼ (Q
[W,S,C]
n′ ,A
[W,S,C]
n′ ,X[K])
holds for all n, n′ ∈ [N ] and for any W ∈ [K], S ∈ S, C ∈ C such that W 6∈ S (or respectively, W ∈ S), where
the relation U ∼ V means that U and V have identical distributions. It should be noted that most of the existing
multi-server PIR schemes (with information-theoretic guarantees) are server-symmetric. Server-symmetric schemes
are particularly of interest because the symmetry of queries/answers across the servers makes the implementation
quite simple in practice.
We define the rate of a PIR-CSI–I (or PIR-CSI–II) protocol as the ratio of the entropy of a message, i.e.,
L, to the maximum total entropy of the answers from all servers, i.e., D , max{W,S,C}H(A
[W,S,C]), where the
maximization is over all W,S,C such that W 6∈ S (orW ∈ S). We also define the server-symmetric capacity of the
PIR-CSI–I (or PIR-CSI–II) problem as the supremum of rates over all server-symmetric PIR-CSI–I (or PIR-CSI–II)
protocols.
Our goal is to characterize the server-symmetric capacity of the PIR-CSI–I and PIR-CSI–II problems, and to
design server-symmetric protocols that are capacity-achieving.
III. MAIN RESULTS
In this section, we present our main results. Theorems 1 and 2 characterize the server-symmetric capacity of the
PIR-CSI–I and PIR-CSI–II problems, respectively.
Theorem 1. The server-symmetric capacity of PIR-CSI–I problem with N servers, K messages, and side information
size 0 ≤M ≤ K − 1 is given by
CW−I =
(
1 +
1
N
+ · · ·+
1
N ⌈
K
M+1
⌉−1
)−1
.
This result is interesting because it shows that the capacity in this case is the same as the capacity of multi-server
PIR-SI [3], [10] whereM uncoded messages are available at the user as side information. That is, knowing only one
linear combination of M messages as side information would be as effective as knowing M (uncoded) messages
separately.
Theorem 2. The server-symmetric capacity of PIR-CSI–II problem with N servers, K messages, and side infor-
mation size 2 ≤M ≤ K is given by
CW−II =


1, M = 2,K,
N
N+1 , 3 ≤M ≤ K − 1.
.
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This result shows that for the two corner cases of M = 2 and M = K , the cost of retrieving one message
privately is no more than that of downloading the message directly. For the cases of 3 ≤M ≤ K − 1, full privacy
can be achieved for only an additional download cost of L/N .
IV. THE PIR-CSI–I PROBLEM
In this section, we give the proof of converse and the achievability proof of Theorem 1.
The following lemma renders a necessary condition for any server-symmetric PIR-CSI–I (or PIR-CSI–II) protocol
to satisfy the W -privacy condition.
Lemma 1. Any server-symmetric PIR-CSI–I (or PIR-CSI–II) protocol satisfies the following condition: for any
W,W ′ ∈ [K], S ∈ S, C ∈ C with W 6∈ S (or W ∈ S), there exist S′ ∈ S, C′ ∈ C with W ′ 6∈ S′ (or W ′ ∈ S′), such
that
(Q[W,S,C]n ,A
[W,S,C]
n ,X[K])∼(Q
[W ′,S′,C′]
n ,A
[W ′,S′,C′]
n ,X[K])
holds for all n ∈ [N ].
Proof: The proof is by the way of contradiction, and based on the definitions ofW -privacy and server-symmetry.
To protect the user’s privacy, for different demands, the strategies (queries and answers) must be indistinguishable
(identically distributed) from the perspective of each server. In particular, for each n ∈ [N ], it must hold that for any
W ∈ [K], S ∈ S, C ∈ C withW 6∈ S (orW ∈ S), and any candidate demandW ′ ∈ [K], there exist Sn ∈ S, Cn ∈ C
with W ′ 6∈ Sn (or W
′ ∈ Sn) that satisfy the condition of the lemma for the server n. Otherwise, if there do not
exist such Sn ∈ S, Cn ∈ C that satisfy the condition of the lemma for some server n, then the privacy condition
is violated. Moreover, by the server-symmetry assumption, for any candidate demand W ′ ∈ [K], there must exist
S′ ∈ S, C′ ∈ C (independent of n) with W ′ 6∈ S′ (or W ′ ∈ S′) that make the strategies indistinguishable from the
perspective of each server n ∈ [N ]. That is, there must exist S′ ∈ S, C′ ∈ C with W ′ 6∈ S′ (or W ′ ∈ S′) that
satisfy the condition of the lemma for all servers. Otherwise, the server-symmetry assumption is violated.
A. Converse Proof for Theorem 1
Suppose that the user wishes to retrieve XW for a given W ∈ [K], and has a side information Y , Y
[S,C] for
given S ∈ S, C ∈ C such that W 6∈ S. The user sends to the nth server a query Q
[W,S,C]
n , and the nth server
responds to the user with an answer A
[W,S,C]
n . We need to show that the maximum total entropy of the answers
from all servers (over all W,S,C), denoted by D, is lower bounded by (1 + 1/N + · · ·+ 1/N ⌈
K
M+1
⌉−1)L.
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The proof proceeds as follows:
D ≥ H(A[W,S,C]|Q[W,S,C],Y)
= H(A[W,S,C],XW |Q
[W,S,C],Y) (1)
= L+H(A[W,S,C]|Q[W,S,C],XW ,Y) (2)
≥ L+H(A
[W,S,C]
1 |Q
[W,S,C],XW ,Y)
= L+H(A
[W,S,C]
1 |Q
[W,S,C]
1 ,XW ,Y) (3)
where (1) follows from H(XW |A
[W,S,C],Q[W,S,C],Y) = 0 (by the recoverability condition); (2) holds since XW
is independent of (Q[W,S,C],Y), and H(XW |Q
[W,S,C],Y) = H(XW ) = L; and (3) holds because A
[W,S,C]
1 only
depends on (Q
[W,S,C]
1 ,X[K]), and is conditionally independent ofQ
[W,S,C]
n for all n 6= 1, given (Q
[W,S,C]
1 ,XW ,Y).
We will consider the following two cases separately: (i) ⌈K/(M + 1)⌉ = 1 (i.e., K = M + 1), and (ii)
⌈K/(M + 1)⌉ > 1 (i.e., K > M + 1). In the case (i), we need to show that D is lower bounded by L. Since
H(A
[W,S,C]
1 |Q
[W,S,C]
1 ,XW ,Y) ≥ 0, then D ≥ L (by (3)).
In the case (ii), in order to continue lower bounding (3), we arbitrarily choose a message, say XW1 , such that
W1 6∈W ∪ S. (Note that such W1 exists because |W ∪ S|=M +1 < K .) Based on Lemma 1, there exist S1 ∈ S,
C1 ∈ C with W1 6∈ S1, and accordingly Y1 , Y
[S1,C1], such that
H(A
[W,S,C]
1 |Q
[W,S,C]
1 ,XW ,Y) = H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW ,Y).
Then, we can write
D ≥ L+H(A
[W,S,C]
1 |Q
[W,S,C]
1 ,XW ,Y)
= L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW ,Y)
≥ L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1],XW ,Y).
Similarly, by the server-symmetry assumption we have
D ≥ L+H(A[W1,S1,C1]n |Q
[W1,S1,C1],XW ,Y)
for all n ∈ [N ]. Combining all of these inequalities, we get
D ≥ L+
1
N
N∑
n=1
H(A[W1,S1,C1]n |Q
[W1,S1,C1],XW ,Y)
≥ L+
1
N
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y). (4)
6
To further lower bound (4), we can write
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y)
≥ H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y,Y1)
= H(A[W1,S1,C1],XW1 |Q
[W1,S1,C1],XW ,Y,Y1) (5)
= L+H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y,XW1 ,Y1) (6)
≥ L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1],XW ,Y,XW1 ,Y1)
= L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW ,Y,XW1 ,Y1) (7)
where (5) holds since XW1 is recoverable from A
[W1,S1,C1], Q[W1,S1,C1], Y1,W1, S1, C1; and (6) holds because
XW1 is independent of (Q
[W1,S1,C1],XW ,Y,Y1).
We consider two cases separately: (ii.1) ⌈K/(M + 1)⌉ = 2, and (ii.2) ⌈K/(M + 1)⌉ > 2. In the case (ii.1),
from (4) and (7) it follows that D ≥ L+ L/N .
In the case (ii.2), to continue lower bounding (7), we pick a message, say XW2 , such thatW2 6∈W ∪S∪W1∪S1.
(Note that such W2 exists since |W ∪S ∪W1 ∪S1|≤ 2(M +1) < K .) According to Lemma 1, there exist S2 ∈ S,
C2 ∈ C with W2 6∈ S2, and accordingly, Y2 = Y
[S2,C2], such that
H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW ,Y,XW1 ,Y1) = H(A
[W2,S2,C2]
1 |Q
[W2,S2,C2]
1 ,XW ,Y,XW1 ,Y1).
Thus,
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y)
≥ L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW ,Y,XW1 ,Y1)
= L+H(A
[W2,S2,C2]
1 |Q
[W2,S2,C2]
1 ,XW ,Y,XW1 ,Y1)
≥ L+H(A
[W2,S2,C2]
1 |Q
[W2,S2,C2],XW ,Y,XW1 ,Y1).
Similarly, by the server-symmetry assumption, we have
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y)
≥ L+H(A[W2,S2,C2]n |Q
[W2,S2,C2],XW ,Y,XW1 ,Y1)
for all n ∈ [N ]. Combining all of these inequalities, we get
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y)
≥ L+
1
N
H(A[W2,S2,C2]|Q[W2,S2,C2],XW ,Y,XW1 ,Y1). (8)
Putting (4) and (8) together, we get
D ≥ L+
L
N
+
1
N2
H(A[W2,S2,C2]|Q[W2,S2,C2],XW ,Y,XW1 ,Y1).
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By recursively choosing the messages XWi (similarly as XW1 and XW2 ) for i ∈ {3, . . . , ⌈K/(M + 1)⌉} and
using the same lower bounding technique, it can be shown that
D ≥ L+ L/N + · · ·+ L/N ⌈
K
M+1
⌉−1.
B. Achievability Proof for Theorem 1
In this section, we propose a server-symmetric PIR-CSI–I protocol that achieves a rate equal to CW−I. The
proposed protocol employs the Randomized Partitioning (RP) scheme which we proposed in [6] for single-server
PIR-CSI (under Model I) as well as the Sun-Jafar scheme of [1] for multi-server PIR.
We assume that each message consists of N ⌈K/(M+1)⌉ symbols over Fq.
Multi-Server PIR-CSI–I Protocol:
Step 1: The user utilizes the RP scheme of [6] to construct r , ⌈ KM+1⌉ sequences I1, . . . , Ir from indices in
[K], each of length M + 1, and r sequences I ′1, . . . , I
′
r with elements in F
×
q , each of length M + 1. In particular,
I1 = {W,S} and I
′
1 = {c, C} where C is the sequence of coefficients in the user’s side information Y
[S,C], and c
is randomly chosen from F×q . (For more details, see [6, Section IV-B].)
Step 2: The user then creates I˜i and I˜
′
i for each i ∈ [r] by reordering the elements of both Ii and I
′
i with the
same randomly picked permutation pii : [M + 1] → [M + 1], and constructs I
∗
i = (I˜i, I˜
′
i). Then, the user sends
{I∗σ(i)}i∈[r] to all servers, for a randomly chosen permutation σ : [r] → [r]. Note that in the RP scheme, {Ii}i∈[r]
and {I ′i}i∈[r] are designed in such a way that given {I
∗
σ(1), . . . , I
∗
σ(r)}, any index in [K] is equally likely to be the
user’s demand index.
Step 3: Using I∗σ(i) = (I˜σ(i), I˜
′
σ(i)) for all i ∈ [r], the user and all the servers form r super-messages Xˆ1, . . . , Xˆr
such that Xˆi =
∑M+1
j=1 cijXij for all i ∈ [r], where I˜σ(i) = {i1, . . . , iM+1} and I˜
′
σ(i) = {ci1 , . . . , ciM+1}.
Step 4: The user and the servers then utilize the Sun-Jafar protocol with r super-messages Xˆ1, . . . , Xˆr in such a
way that the user can privately download the super-message Xˆσ−1(1) = cXW+Y
[S,C]; and subsequently, subtracting
off Y [S,C] from Xˆσ−1(1), the user recovers XW .
Example 1. Assume that there are N = 2 servers, K = 9 messages from F38 (i.e., each message has 8 symbols
over F3), and M = 3. Suppose that the user demands the message X1 and has a side information X2 +2X3+X4.
Note that for this example, W = 1, S = {2, 3, 4}, and C = {1, 2, 1}.
First, the user labels r = ⌈ KM+1⌉ = 3 sequences as I1, I2, I3, each of length M + 1 = 4. For creating these
sequences, the user needs to have 12 indices, but at the beginning the user has 9 indices. For selecting the remaining
3 required indices, following the RP scheme of [6], the user selects w ∈ {0, 1}, s ∈ {0, 1, 2, 3}, and t ∈ {0, 1, . . . , 5}
randomly chosen indices fromW = {1}, S = {2, 3, 4}, and T = {5, 6, 7, 8, 9}, respectively, according to a carefully
designed probability distribution (ensuring W -privacy of the RP scheme) on all (w, s, t) such that w + s+ t = 3.
For this example, the probability distribution is given by
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p(w, s, t) ,


14
171 , w = 0, s = 3, t = 0
60
171 , w = 0, s = 2, t = 1
36
171 , w = 0, s = 1, t = 2
4
171 , w = 0, s = 0, t = 3
21
171 , w = 1, s = 2, t = 0
30
171 , w = 1, s = 1, t = 1
6
171 , w = 1, s = 0, t = 2
Suppose that the user chooses w = 1, s = 1, t = 1, and selects the 3 indices {1, 2, 5}. Following the RP protocol,
the user forms the sequence I1 = {W,S} = {1, 2, 3, 4}. In the remaining 8 indices, there is one repetitive index,
5. For forming the other two sequences, I2 and I3, the user places the repetitive index 5 into both I2 and I3. Next,
the user randomly partitions the remaining 6 indices, {1, 2, 6, 7, 8, 9}, into I2 and I3. For this example, suppose
that I2 = {5, 1, 7, 8} and I3 = {5, 2, 6, 9}.
The user then labels r = 3 sequences as I ′1, I
′
2, I
′
3, each of length 4. For this example, suppose that the user
creates I ′1 = I
′
2 = I
′
3 = {1, 1, 2, 1}. Then, the user randomly reorders the elements of Ii and I
′
i , and constructs
I˜1 = {2, 4, 1, 3}, I˜
′
1 = {1, 1, 1, 2}
I˜2 = {7, 5, 1, 8}, I˜
′
2 = {2, 1, 1, 1}
I˜3 = {2, 9, 6, 5}, I˜
′
3 = {1, 1, 2, 1}.
Next, the user sends a uniform random permutation of {I∗1 , I
∗
2 , I
∗
3}, say {I
∗
1 , I
∗
3 , I
∗
2 }, to both servers, where
I∗i = (I˜i, I˜
′
i).
The user and the servers then form three super-messages as follows:
Xˆ1 = X2 +X4 +X1 + 2X3
Xˆ2 = X2 +X9 + 2X6 +X5
Xˆ3 = 2X7 +X5 +X1 +X8.
Finally, the user and the servers run the Sun-Jafar protocol as follows for the three super-messages Xˆ1, Xˆ2, Xˆ3
in such a way that the user can privately download Xˆ1. For each Xˆi, let [Xˆi,1, . . . , Xˆi,8] be an independent and
uniform random permutation of the 8 symbols (over F3) of Xˆi. The user requests 7 symbols from the first server
and 7 symbols from the second server as listed in Table I [1], where the requested symbols are carefully designed
linear combinations of symbols {Xˆi,j}i∈[3],j∈[8]. From the servers’ answers, the user first obtains the super-message
Xˆ1 = X2 + X4 +X1 + 2X3, and then recovers the desired message X1 by subtracting off the side information
X2 + 2X3 +X4. For this example, the proposed protocol requires to download a total of 14 symbols (over F3),
achieving the rate of 8/14 = 4/7.
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TABLE I
THE QUERIES/ANSWERS OF SUN-JAFAR PROTOCOL FOR 2 SERVERS AND 3 MESSAGES Xˆ1, Xˆ2, Xˆ3 , WHEN THE USER DEMANDS Xˆ1 [1].
Server 1 Server 2
Xˆ1,1, Xˆ2,1, Xˆ3,1 Xˆ1,2, Xˆ2,2, Xˆ3,2
Xˆ1,3 + Xˆ2,2 Xˆ1,5 + Xˆ2,1
Xˆ1,4 + Xˆ3,2 Xˆ1,6 + Xˆ3,1
Xˆ2,3 + Xˆ3,3 Xˆ2,4 + Xˆ3,4
Xˆ1,7 + Xˆ2,4 + Xˆ3,4 Xˆ1,8 + Xˆ2,3 + Xˆ3,3
Lemma 2. The Multi-Server PIR-CSI–I protocol is a server-symmetric protocol that satisfies the recoverability and
the W -privacy conditions, and achieves the rate (1 + 1/N + · · ·+ 1/N ⌈
K
M+1
⌉−1)−1.
Proof: The Multi-Server PIR-CSI–I protocol is a server-symmetric protocol since as explained in Step 4 of this
protocol, it builds upon the Sun-Jafar protocol that enforces symmetry across servers [1].
Since X1, . . . ,XK are uniformly and independently distributed over Fqm , and Xˆ1, . . . , Xˆr are linearly inde-
pendent combinations of X1, . . . , XK over Fq , then Xˆ1, . . . , Xˆr are uniformly and independently distributed over
Fqm . That is, H(Xˆi) = m log2 q = L for all i ∈ [r]. Hence, the proposed protocol achieves the same rate as the
Sun-Jafar protocol for N servers and ⌈K/(M + 1)⌉ identically and independently distributed messages, i.e., the
rate (1 + 1/N + · · ·+ 1/N ⌈
K
M+1
⌉−1)−1 (see [1, Theorem 1]).
From the step 4 of the proposed protocol, it can be easily confirmed that the recoverability condition is satisfied.
The proof of W -privacy is as follows. By the design of the protocol, all servers are fully aware of how the super-
messages Xˆ1, . . . , Xˆr have been formed. From the perspective of each server, according to the RP protocol, each
super-message Xˆi has a certain probability to be the super-message needed by the user, i.e., the super-message
from which the user can recover the demanded message. On the other hand, the Sun-Jafar protocol guarantees
that given their query, no server can obtain any information about which super-message is being requested by the
user. That is, given their query, from each server’s perspective the probability of any super-message Xˆi to be the
super-message needed by the user remains the same as that in the RP protocol. Moreover, the W -privacy of the
RP protocol ensures that given their query, each server finds every message in X[K] equally likely to be the user’s
demand. This proves the W -privacy of the proposed protocol.
V. THE PIR-CSI–II PROBLEM
In this section, we give the proof of converse and the achievability proof of Theorem 2.
A. Converse Proof for Theorem 2
Suppose that the user wishes to retrieve XW for a given W ∈ [K], and has a side information Y , Y
[S,C] for
given S ∈ S, C ∈ C such that W ∈ S. We need to show that the maximum total entropy of the answers from all
servers (over all W,S,C), denoted by D, is lower bounded by L when M = 2 or M = K , and is lower bounded
by (1 + 1/N)L when 3 ≤M ≤ K − 1.
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The proof proceeds as follows:
D ≥ H(A[W,S,C]|Q[W,S,C],Y)
= H(A[W,S,C],XW |Q
[W,S,C],Y) (9)
= L+H(A[W,S,C]|Q[W,S,C],XW ,Y) (10)
where (9) holds because of the recoverability condition, and (10) holds becauseXW is independent of (Q
[W,S,C],Y).
By the non-negativity of the entropy, (10) yields D ≥ L, which completes the proof for the cases of M = 2 and
M = K . For the cases of 3 ≤M ≤ K − 1, we continue lower bounding (10) as follows:
D ≥ L+H(A[W,S,C]|Q[W,S,C],XW ,Y)
≥ L+H(A
[W,S,C]
1 |Q
[W,S,C],XW ,Y)
= L+H(A
[W,S,C]
1 |Q
[W,S,C]
1 ,XW ,Y) (11)
where (11) holds because given (Q
[W,S,C]
1 ,XW ,Y), A
[W,S,C]
1 is conditionally independent of Q
[W,S,C]
n for all
n 6= 1. In order to continue lower bounding (11), we choose an arbitrary message, say XW1 , such thatW1 ∈ S \W .
According to Lemma 1, there exist S1 ∈ S, C1 ∈ C with W1 ∈ S1, and accordingly Y1 , Y
[S1,C1], such that
H(A
[W,S,C]
1 |Q
[W,S,C]
1 ,XW ,Y) = H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW ,Y).
Rewriting (11),
D ≥ L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW ,Y)
≥ L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1],XW ,Y).
Similarly, by the server-symmetry assumption, we can write
D ≥ L+H(A[W1,S1,C1]n |Q
[W1,S1,C1],XW ,Y)
for all n ∈ [N ]. Combining all of these inequalities, we get
D ≥ L+
1
N
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y). (12)
To further lower bound H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y), we can write
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y)
≥ H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y,Y1)
= H(A[W1,S1,C1],XW1 |Q
[W1,S1,C1],XW ,Y,Y1) (13)
where (13) follows from the fact that XW1 is recoverable from A
[W1,S1,C1], Q[W1,S1,C1], Y1,W1, S1, C1.
We will consider two cases as follows separately: (i) XW1 is independent of (Q
[W1,S1,C1],XW ,Y,Y1), and (ii)
XW1 and (Q
[W1,S1,C1],XW ,Y,Y1) are not independent.
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In the case (i),XW1 and (Q
[W1,S1,C1],XW ,Y,Y1) are independent. That is,H(XW1 |Q
[W1,S1,C1],XW ,Y,Y1) =
H(XW1) = L. Then, we can continue lower bounding (13) as follows:
H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y)
≥ H(A[W1,S1,C1],XW1 |Q
[W1,S1,C1],XW ,Y,Y1)
= H(XW1 |Q
[W1,S1,C1],XW ,Y,Y1)
+H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y,XW1 ,Y1)
= L+H(A[W1,S1,C1]|Q[W1,S1,C1],XW ,Y,XW1 ,Y1)
≥ L. (14)
By (12) and (14), D ≥ L+ L/N , as was to be shown.
In the case (ii), due to the dependence ofXW1 and (Q
[W1,S1,C1],XW ,Y,Y1) and the linearity ofXW , Y,XW1 , Y1,
it must hold that Y = cWXW + cW1XW1 + Z and Y1 = c
′
WXW + c
′
W1
XW1 + c
′Z for some c′W , c
′
W1
, c′ ∈ F×q ,
where Z =
∑
i∈S\{W,W1}
ciXi, and ci’s are the elements in the sequence C (i.e., the coefficients of the messages
in the side information Y ). We proceed by lower bounding (11), when W,S,C, Y are replaced by W1, S1, C1, Y1.
To this end, we choose an arbitrary message, say XW2 , such that W2 6∈ S. Based on Lemma 1, there exist S2 ∈ S,
C2 ∈ C with W2 ∈ S2, and accordingly Y2 , Y
[S2,C2], such that
H(A
[W,S,C]
1 |Q
[W,S,C]
1 ,XW ,Y) = H(A
[W2,S2,C2]
1 |Q
[W2,S2,C2]
1 ,XW ,Y).
We consider two cases as follows separately: (ii.1) XW2 is independent of (Q
[W2,S2,C2],XW ,Y,Y2), and (ii.2)
XW2 depends on (Q
[W2,S2,C2],XW ,Y,Y2). In the case (ii.1), the proof follows the exact same line as in the proof
of case (i), and hence not repeated.
In the case (ii.2), one can readily verify that XW2 must be recoverable from Q
[W2,S2,C2], XW , Y, Y2 since XW2
depends on (Q[W2,S2,C2],XW ,Y,Y2). As a result, Y2 = c
′′
W2
XW2 + c
′′(cW1XW1 + Z) for some c
′′
W2
, c′′ ∈ F×q . It
is also easy to verify that XW2 is not recoverable from XW1 , Y1, Y2, and XW2 is independent of (XW1 ,Y1,Y2).
On the other hand, we have
D ≥ L+H(A
[W1,S1,C1]
1 |Q
[W1,S1,C1]
1 ,XW1 ,Y1) (15)
= L+H(A
[W2,S2,C2]
1 |Q
[W2,S2,C2]
1 ,XW1 ,Y1).
where (15) follows from (11) that holds for W1, S1, C1 (and Y1), because D is defined as the maximum total
entropy of answers from all servers over all W ′ ∈ [K], S′ ∈ S, C′ ∈ C such that W ′ ∈ S′. Similarly as before, by
the server-symmetry assumption it can also be shown that
D ≥ L+
1
N
H(A[W2,S2,C2]|Q[W2,S2,C2],XW1 ,Y1)
≥ L+
1
N
H(A[W2,S2,C2]|Q[W2,S2,C2],XW1 ,Y1,Y2). (16)
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SinceXW2 is independent of (Q
[W2,S2,C2],XW1 ,Y1,Y2), andXW2 is recoverable fromA
[W2,S2,C2],Q[W2,S2,C2],
and Y2, a simple application of the chain rule of entropy yields
H(A[W2,S2,C2]|Q[W2,S2,C2],XW1 ,Y1,Y2) ≥ L. (17)
By (16) and (17), D ≥ L+ L/N , as was to be shown.
B. Achievability Proof for Theorem 2
In this section, we propose a server-symmetric PIR-CSI–II protocol for each 2 ≤ M ≤ K − 1 that achieves a
rate equal to CW−II for the corresponding M .
For 3 ≤M ≤ K − 1, we assume that each message consists of N2 symbols over Fq. For M = 2 and M = K ,
each message can be as short as one Fq-symbol.
Multi-Server PIR-CSI–II Protocols:
Case of M = 2: The user randomly selects one of the two indices, say i, in S as follows: i =W with probability
1/K , and i = S \W with probability (K−1)/K . Then, the user requests the message Xi from a randomly chosen
server.
Case of 3 ≤ M ≤ K − 1: The proposed scheme for this case consists of four steps. In the first step, given
W,S,C (and Y [S,C]), the user utilizes the scheme of [6] for single-server PIR-CSI (under Model II), which we
refer to as Modified Randomized Partitioning (MRP), to construct two sequences I1, I2 of indices in [K], each of
lengthM−1, and two sequences I ′1, I
′
2 of elements in F
×
q , each of lengthM−1. (For details, see [6, Section V-B].)
Next, the user and the servers follow the steps 2-4 of the Multi-Server PIR-CSI–I protocol.
Case of M = K: Assume, w.l.o.g., that W = 1. The user randomly chooses an element c′1 from F
×
q \ {c1},
where c1 is the coefficient of X1 in the side information Y
[S,C]. Then, the user requests the linear combination
c′1X1+c2X2+ · · ·+cKXK from a randomly chosen server, where ci is the coefficient of Xi in the side information
Y [S,C].
Example 2. (Case of 3 ≤M ≤ K2 + 1) Assume that there are N = 2 servers, K = 10 messages from F34 (i.e.,
each message has 4 symbols over F3), andM = 4. Suppose that the user demands the message X1 and has a coded
side information X1 +X2 +2X3 +X4. Note that, for this example, W = 1, S = {1, 2, 3, 4}, and C = {1, 1, 2, 1}.
First, the user labels 2 sequences as I1, I2, each of length M − 1 = 3. For creating these sequences, the user
selects w ∈ {0, 1} and t ∈ {2, 3} randomly chosen indices from W = {1} and T = {5, 6, 7, 8, 9, 10}, respectively,
according to a carefully designed probability distribution (ensuring W -privacy of the MRP scheme) on all (w, t)
such that w + t = 3. For this example, the probability distribution is given by
p(w, t) ,


0.4, w = 0, t = 3
0.6, w = 1, t = 2
Suppose that the user chooses w = 1, t = 2, and selects the 3 indices {1, 6, 10}. Following the MRP protocol, the
user forms the sequence I1 = S \W = {2, 3, 4} and I2 = {1, 6, 10}.
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TABLE II
THE QUERIES/ANSWERS OF SUN-JAFAR PROTOCOL FOR 2 SERVERS AND 2 MESSAGES Xˆ1, Xˆ2 , WHEN THE USER DEMANDS Xˆ2 [1].
Server 1 Server 2
Xˆ1,1 Xˆ1,2
Xˆ2,1 Xˆ2,2
Xˆ2,3 + Xˆ1,2 Xˆ2,4 + Xˆ1,1
The user then labels 2 sequences as I ′1, I
′
2, each of length 3. For this example, suppose that the user creates
I ′1 = {1, 2, 1}, I
′
2 = {1, 1, 1}. Then, the user randomly reorders the elements of Ii and I
′
i , and constructs
I˜1 = {3, 2, 4}, I˜
′
1 = {2, 1, 1}
I˜2 = {1, 10, 6}, I˜
′
2 = {1, 1, 1}.
Next, the user sends a uniform random permutation of {I∗1 , I
∗
2}, say {I
∗
2 , I
∗
1}, to both servers, where I
∗
i = (I˜i, I˜
′
i).
The user and the servers form two super-messages as follows:
Xˆ1 = X1 +X10 +X6
Xˆ2 = 2X3 +X2 +X4.
Finally, the user and the servers run the Sun-Jafar protocol as follows for the two super-messages Xˆ1, Xˆ2 in
such a way that the user can privately download Xˆ2. For each Xˆi, let [Xˆi,1, . . . , Xˆi,4] be an independent and
uniform random permutation of the 4 symbols (over F3) of Xˆi. The user requests 3 symbols from the first server
and 3 symbols from the second server as listed in Table II [1], where the requested symbols are carefully designed
linear combinations of symbols {Xˆi,j}i∈[2],j∈[4]. From the servers’ answers, the user first obtains the super-message
Xˆ2 = 2X3 +X2 +X4, and then recovers the desired message X1 by subtracting off Xˆ2 from the side information
X1 +X2 + 2X3 +X4. For this example, the proposed protocol requires to download a total of 6 symbols (over
F3), achieving the rate of 4/6 = 2/3.
Example 3. (Case of K2 ≤M ≤ K − 1) Assume that there are N = 2 servers, K = 5 messages from F34 (i.e.,
each message has 4 symbols over F3), and M = 4. Suppose that the user demands the message X1 and has coded
a side information X1+X2+2X3+X4. Note that, for this example,W = 1, S = {1, 2, 3, 4}, and C = {1, 1, 2, 1}.
First, the user labels 2 sequences as I1, I2, each of length M = 4. For creating these sequences, the user selects
w ∈ {0, 1} and t ∈ {2, 3} randomly chosen indices from W = {1} and T = {2, 3, 4}, respectively, according
to a carefully designed probability distribution (ensuring W -privacy of the MRP scheme) on all (w, t) such that
w + t = 3. For this example, the probability distribution is given by
p(w, t) ,


0.4, w = 0, t = 3
0.6, w = 1, t = 2
Suppose that the user chooses w = 1, t = 2, and selects the 3 indices {1, 2, 4}. Following the MRP protocol, the
user forms the sequence I1 = S = {1, 2, 3, 4} and I2 = {5, 1, 2, 4}.
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The user then labels 2 sequences as I ′1, I
′
2, each of length 4. For this example, suppose that the user creates
I ′1 = {2, 1, 2, 1}, I
′
2 = {1, 2, 1, 1}. Then, the user randomly reorders the elements of Ii and I
′
i , and constructs
I˜1 = {1, 4, 2, 3}, I˜
′
1 = {2, 1, 1, 2}
I˜2 = {1, 5, 2, 4}, I˜
′
2 = {2, 1, 1, 1}.
Next, the user sends a uniform random permutation of {I∗1 , I
∗
2}, say {I
∗
2 , I
∗
1}, to both servers, where I
∗
i = (I˜i, I˜
′
i).
The user and the servers form two super-messages as follows:
Xˆ1 = 2X1 +X5 +X2 +X4
Xˆ2 = 2X1 +X4 +X2 + 2X3.
Finally, the user and the servers run the Sun-Jafar protocol as explained in the previous example for the two
super-messages Xˆ1, Xˆ2 in such a way that the user can privately download Xˆ2. The user requests 3 symbols from
the first server and 3 symbols from the second server as listed in Table II [1]. From the servers’ answers, the
user first obtains the super-message Xˆ2 = 2X1 + X4 + X2 + 2X3, and then recovers the desired message X1
by subtracting off the side information X1 +X2 + 2X3 +X4 from Xˆ2. For this example, the proposed protocol
requires to download a total of 6 symbols (over F3), achieving the rate of 4/6 = 2/3.
Lemma 3. The Multi-Server PIR-CSI–II protocols for the cases of M = 2, 3 ≤M ≤ K − 1, and M = K are
server-symmetric protocols that satisfy the recoverability and the W -privacy conditions, and achieve the rates 1,
N/(N + 1), and 1, respectively.
Proof: The proof is similar to the proof of Lemma 2, and hence omitted to avoid repetition.
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