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Abstract
In 2002, Hartono, Kraaikamp and Schweiger introduced the Engel continued fractions (ECF), whose
partial quotients are increasing. Later, Schweiger generalized it into a class of continued fractions with
increasing digits and a parameter , called generalized continued fractions (GCF). In this paper, we will
give some arithmetic properties of such an expansion, and show that the GCF holds similar metric properties
with ECF under the condition that −1 <   1. But when it comes to the condition that  = −1, it does not.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In 2002, Hartono, Kraaikamp and Schweiger [2] introduced the Engel continued fraction
(ECF) induced by the map TE : [0,1] → [0,1]
TE(x) := 1 1
x

(
1
x
−
⌊
1
x
⌋)
, x = 0; TE(0) := 0. (1.1)
Define the partial quotients b1, . . . , bn for Engel continued fraction expansion as
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⌊
1
x
⌋
and bn = bn(x) := b1
(
T n−1E (x)
)
.
Then it follows that the partial quotients satisfy b1(x) b2(x) b3(x) · · · .
In 2003, Schweiger [4] gave a generalized continued fraction (GCF) induced by the map
T : (0,1] → (0,1]
T(x) := −1 + (k + 1)x1 +  − kx , x ∈ B(k) :=
(
1
k + 1 ,
1
k
]
, (1.2)
where the parameter  : N → R satisfies
(k) + k + 1 > 0. (1.3)
Define the partial quotients k1, . . . , kn for the generalized continued fraction expansion as
k1 = k1(x) :=
⌊
1
x
⌋
and kn = kn(x) := k1
(
T n−1 (x)
)
.
Then it gives that the partial quotients satisfy k1(x) k2(x) k3(x) · · · .
From the definition of T , it follows that [4]
x = An + BnT
n
 (x)
Cn + DnT n (x)
, for all n 1 (1.4)
where the numbers An,Bn,Cn,Dn are given recursively by the following formula
(
C0 D0
A0 B0
)
=
(
1 0
0 1
)
,
(
Cn Dn
An Bn
)
=
(
Cn−1 Dn−1
An−1 Bn−1
)(
kn + 1 kn(kn)
1 1 + (kn)
)
, n 1. (1.5)
For any non-decreasing integer vector (k1, . . . , kn), define the nth order cylinders as follows
B(k1, . . . , kn) =
{
x ∈ (0,1]: kj (x) = kj , ∀1 j  n
}
.
Since there is a one-to-one correspondence between x ∈ (0,1] and the non-decreasing integer
sequence (k1, k2, . . .), we have [4] B(k1, . . . , kn) is just the interval with two endpoints Ln = AnCn
and Rn = An+Bn/knCn+Dn/kn . As a consequence, it follows that
λ
(
B(k1, . . . , kn)
)= BnCn − AnDn
Cn(Cnkn + Dn), (1.6)
where λ(·) denotes the usual Lebesgue measure. Moreover, for any 0 b 1
kn
,
{
x ∈ [0,1]: ki(x) = ki, 1 i  n, T n (x) b
}=
[
An
,
An + Bnb ]
. (1.7)
Cn Cn + Dnb
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Qn
be the nth ECF-convergents of x. It was given in [2] that
limn→∞ PnQn = x. For the GCF, we have the corresponding arithmetic property for the conver-
gent of x:
Proposition 1.1. For x ∈ (0,1), let Ln = AnCn be the nth GCF-convergents of x. Then, for any
 −1, we have
lim
n→∞
An
Cn
= x.
The following metric properties for the ECF are obtained in [2]:
1. For any n 1 and b1, b2, . . . , bn ∈ N with b1  b2  · · · bn, one has
∑
b1,...,bn∈N
λ(B(b1, . . . , bn))
bn + 1 
(
313
324
)n
.
2. For any n 1, and x ∈ (0,1), setting zn(x) = bn(x)T nE(x), γ = 313324 . One has
λ
(
x ∈ (0,1): zn(x) < t
)= t(1 + O(γ n)).
For the GCF we have two similar results when −1 <   1.
Theorem 1.2. Let γ = max{ 3+(1)4+2(1) , 67 }. For any n  1 and k1, k2, . . . , kn ∈ N with k1  k2 · · · kn, we have
∑
k1,...,kn∈N
λ(B(k1, . . . , kn))
kn + 1  2γ
n.
Theorem 1.3. For any n 1, and x ∈ (0,1), set zn(x) = kn(x)T nE(x). Then we have
λ
{
x ∈ (0,1): zn(x) < t
}= t(1 + O(γ n)).
Metric properties for the ECF are extensively studied in [3], where the authors gave that
1. For λ-almost all x ∈ (0,1),
lim
n→∞b
1/n
n (x) = e, lim
n→∞(b1b2 · · ·bn)
1/n2 = √e.
2. For λ-almost all x ∈ (0,1),
lim
n→∞
1
n2
log
∣∣∣∣x − Pn(x)Qn(x)
∣∣∣∣= −12 .
For the GCF we also have two similar results when −1 <   1.
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lim
n→∞ k
1/n
n (x) = e, lim
n→∞(k1k2 · · ·kn)
1/n2 = √e λ a.e.
Theorem 1.5. For any −1 <   1, we have
lim
n→∞
1
n2
log
∣∣∣∣x − An(x)Cn(x)
∣∣∣∣= −12 λ a.e.
Some elementary nature of GCF are given in Section 2, also, Proposition 1.1 is established in
this section. Section 3 will be devoted to studying the metric properties of the GCF in details.
2. Arithmetic properties of GCF
The following calculations will be used frequently, so we collect them here as a lemma.
Lemma 2.1. Let the sequences (An)n1, (Bn)n1, (Cn)n1, (Dn)n1 be recursively defined
by (1.5). Then
(1) An+1Cn − AnCn+1 = BnCn − AnDn,
(2) Bn+1Dn − BnDn+1 = −kn+1(kn+1)(BnCn − AnDn),
(3) Bn+1Cn − AnDn+1 = (1 + (kn+1))(BnCn − AnDn),
(4) An+1Dn − BnCn+1 = −(1 + kn+1)(BnCn − AnDn),
(5) BnCn − AnDn =∏ni=1(1 + ki + (ki)) > 0.
Proof. (1)–(4) are direct. (5) just follows from the fact that
Bn+1Cn+1 − An+1Dn+1 = (BnCn − AnDn)
(
1 + kn+1 + (kn+1)
)
. 
In the following, we give some features that Cn and Dn share.
Lemma 2.2. For any n 1, we have
Cn > 0. (2.1)
Proof. We show it by induction. It is evident that C1 = k1 + 1 > 0. Assume that (2.1) holds for
all  n. Now we consider Cn+1. Notice that Cn+1 −Cn = kn+1Cn +Dn. Then by the induction
that C > 0 for all  n, we have
kn+1Cn + Dn  knCn + Dn =
(
kn + 1 + (kn)
)
(knCn−1 + Dn−1)

(
kn + 1 + (kn)
)
(kn−1Cn−1 + Dn−1) · · ·

n∏
j=1
(
1 + kj + (kj )
)
k1 > 0.
From this it follows that Cn+1 > Cn > 0. 
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Corollary 2.3. For any n 1, we have
knCn + Dn  k1
n∏
i=1
(
1 + ki + (ki)
)= k1(BnCn − AnDn).
In the following, we only focus on the case that −1   1.
Lemma 2.4. For any n 1, we have
{
Dn  0, if (k) 0,
Dn < 0, if (k) < 0.
Proof. These follow from the fact that Dn+1 − Dn = (kn+1)(kn+1Cn + Dn). 
Lemma 2.5. For any n 1, we have
(i) If (k)−1, then Cn + Dn  1;
(ii) If −1 (k) 1, then Cn  |Dn|.
Proof. (i) This follows from the fact that
Cn+1 + Dn+1 =
(
1 + (kn+1)
)
(kn+1Cn + Dn) + (Cn + Dn)
 Cn + Dn  · · · C1 + D1 = k1 + 1 + k1(k1) 1.
(ii) We will distinguish two cases Dn  0 and Dn < 0.
For Dn < 0, by (i) that Cn + Dn  1, it follows that Cn −Dn + 1−Dn.
For Dn  0, we show by the assertion by induction. Assume Cn Dn, then
Dn+1 = (kn+1)kn+1Cn +
(
1 + (kn+1)
)
Dn  (kn+1)(kn+1 + 1)Cn + Dn  Cn+1. 
Corollary 2.6. For any n 1, if (k)−1, then Cn  knCn−1 + 1, moreover, Cn  nkn.
Proof of Proposition 1.1. It is well known that Ln and Rn are just the two endpoints of
B(k1, . . . , kn). Hence Ln is increasing and Rn is decreasing. Moreover by Corollaries 2.3 and 2.6
Rn − Ln = BnCn − AnDn
Cn(knCn + Dn) 
1
nknk1
→ 0
as n → ∞. 
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In this section, we will give the metrical properties of GCF, including the growth rate of
kn+1/kn and the convergence of x by its convergents.
First we give two estimations on the case k1 = k2 = · · · = kn, which will be used later. We
always denote yn = Dn/Cn.
Lemma 3.1. For the case that −1 <  < 0, if k1 = k2 = · · · = kn = 1, we have, for all 1  n,
y  (1).
Proof. By the iteration (1.5), we have
C + D =
(
2 + (1))(C−1 + D−1) = (2 + (1)).
Moreover, since C = 2C−1 + D−1, (1) > −1, we have
C = C−1 +
(
2 + (1))−1 = (2 + (1)) + (1)
1 + (1) . (3.1)
As a consequence,
D
C
= (1) (2 + (1))
 − 1
(2 + (1)) + (1) > (1). 
Corollary 3.2. For any −1 <   0 and 0 t  1, we have
∣∣∣∣ 1kn + ynt
∣∣∣∣ 41 + (1)
1
kn + 1 . (3.2)
Proof. When kn = 1, then (1) yn  0, we have
∣∣∣∣ 1kn + ynt
∣∣∣∣ 11 + (1) 
4
1 + (1)
1
kn + 1 .
When kn  2,
∣∣∣∣ 1kn + ynt
∣∣∣∣ 1kn − 1 
4
1 + (1)
1
kn + 1 . 
Remark 3.3. It is evident, at the same time, that (3.2) still holds for 0   1.
Proof of Theorem 1.2. Since −1 < yn  1 (Lemma 2.5), it follows that 1kn+1+1  2kn+1+2+yn .
Therefore, we will estimate the following summation instead of the one in Theorem 1.2
∑ λ(B(k1, . . . , kn))
kn + 2 + yn−1 .k1,...,kn∈N
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∑
k1,...,kn,kn+1∈N
λ(B(k1, . . . , kn, kn+1))
kn+1 + 2 + yn =
∑
k1,...,kn∈N
λ(B(k1, . . . , kn))
kn + 2 + yn−1 × Θ(kn, yn, yn−1),
where
Θ(kn, yn, yn−1) =
∑
knkn+1
Cn(Cnkn + Dn)(kn + 2 + yn−1)
((kn+1 + 1)Cn + Dn)(Cnkn+1 + Dn)(kn+1 + 2 + yn) .
Dividing the numerator and denominator by C2n in Θ(kn, yn, yn−1), we have
Θ(kn, yn, yn−1) =
∑
kn+1kn
(kn + yn)(kn + 2 + yn−1)
(kn+1 + yn)(kn+1 + 1 + yn)(kn+1 + 2 + yn)
= (kn + yn)(kn + 2 + yn−1)
2
×
∑
kn+1kn
(
1
kn+1 + yn −
2
kn+1 + 1 + yn +
1
kn+1 + 2 + yn
)
= kn + 2 + yn−1
2(kn + 1 + yn) .
In the following, we will concentrate on the estimation of Θ(kn, yn, yn−1). Notice that yn =
(kn)kn+(1+(kn))yn−1
kn+1+yn−1 , then we have
Θ(kn, yn, yn−1) = Θ(kn, yn−1) = 12
(kn + 2 + yn−1)(kn + 1 + yn−1)
(kn + 1)(kn + 1 + yn−1) + (kn)kn + (1 + (kn))yn−1 .
For simplicity, we write
f (y) = 1
2
(k + 2 + y)(k + 1 + y)
(k + 1)(k + 1 + y) + k + (1 + )y .
By a simple calculation, we have
d2
dy2
f (y) = (2k + 3 + 3)(k + 2 + ) + (k + 1)
2 + k
(((k + 1)2 + k) + (k + 2 + )y)3 .
Then by Lemmas 2.2 and 2.4, we always have that
d2
dy2n−1
Θ(kn, yn−1) > 0.
This yields that Θ(kn, yn−1) is concave with yn−1 as a variable.
T. Zhong / Journal of Number Theory 128 (2008) 1506–1515 1513Case (1): kn = 1.
(i) −1 <   0. By Lemmas 2.4 and 3.1, we have −1 < (1) yn−1  0. As a result, by the
fact the Θ(kn, yn−1) is concave, we have
Θ(1, yn−1)max
{
Θ
(
1, (1)
)
,Θ(1,0)
}
max
{
3 + (1)
2(2 + (1)) ,
3
4 + (1)
}
= 3 + (1)
2(2 + (1)) < 1.
(ii) 0   1. At this case, by Lemma 2.5 that 0 yn−1 < 1, then we have
Θ(1, yn−1)max
{
Θ(1,0),Θ(1,1)
}
max
{
3
4
,
6
7
}
= 6
7
.
Case (2): kn = 2.
(i) −1 <  < 0. At this case, by Lemma 2.5 that 0 yn−1 < 1, then we have
Θ(2, yn−1)max
{
Θ(2,−1),Θ(2,0)}max
{
3
4
,
6
7
}
= 6
7
.
(ii) 0   1. At this case, 0 yn−1  1. Then
Θ(2, yn−1)max
{
Θ(2,0),Θ(2,1)
}
max
{
2
3
,
10
13
}
= 10
13
<
6
7
.
Case (3): kn  3.
(i) −1 <   0, i.e. −1 < yn−1  0;
kn + 2 + yn−1
2(kn + 1 + yn) 
kn + 2
2kn
 5
6
<
6
7
.
(ii) 0 <   1, i.e. 0 < yn−1  1;
kn + 2 + yn−1
2(kn + 1 + yn) 
kn + 3
2(kn + 1) 
3
4
<
6
7
.
Take γ = max{ 3+(1)2(2+(1)) , 67 }. We have Θ(kn, yn, yn−1) γ. This yields that
∑
k1,...,kn∈N
λ(B(k1, . . . , kn))
kn + 1  2γ
n.  (3.3)
Remark 3.4. It should be mentioned that our methods used here can also be transferred to the
correspondent results in the case of Engel series expansion (see [1, p. 101]) and Engel continued
fraction expansion [2], but with brief arguments.
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∑
k1,...,kn∈N
λ(B(k1, . . . , kn))
kn + 1 
λ(B(1,1, . . . ,1))
1 + 1 =
1
2Cn
= 1
2(n + 1) > 2γ
n
for n sufficiently large.
Setting
rn(x) = kn+1(x)
kn(x)
, zn(x) = kn(x)T n (x). (3.4)
Lemma 3.6. For any x ∈ (0,1) and n 1,
log rn(x) = − log zn(x) + O
(
1
kn+1
)
with a uniform constant in O(·).
Proof. It follows from |kn+1T n − 1| 1kn+1+1 , since 1kn+1+1  T n (x) 1kn+1 . 
Proof of Theorem 1.3. Using (1.7), we have
λ
({
x ∈ (0,1): zn(x) < t
})
=
∑
k1···kn
λ
({
x ∈ [0,1]: ki(x) = ki, 1 i  n, 0 T n (x)
t
kn
})
=
∑
k1···kn
t (BnCn − AnDn)
Cn(Cnkn + tDn) .
Moreover, it should be noticed that
∣∣∣∣ BnCn − AnDnCn(Cnkn + tDn) −
BnCn − AnDn
Cn(Cnkn + Dn)
∣∣∣∣= λ(B(k1, . . . , kn))
∣∣∣∣yn(1 − t)kn + ynt
∣∣∣∣.
As a consequence, by Corollary 3.2 and Theorem 1.2, we have
∣∣λ({x ∈ (0,1): zn(x) < t})− t∣∣=
∣∣∣∣t
∑
k1,...,kn
(
BnCn − AnDn
Cn(Cnkn + tDn) −
BnCn − AnDn
Cn(Cnkn + Dn)
)∣∣∣∣

∑
k1,...,kn
λ
(
B(k1, . . . , kn)
)∣∣∣∣ 41 + (1)
1
kn + 1
∣∣∣∣= O(γ n). 
After such a preparation, the proof of Theorems 1.4 and 1.5 is quite standard arguments,
hence we will not give the details. For the details about the proof, one can refer to [3], where the
standard arguments are given.
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