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Abstract
Let X be a Banach space on which a symmetry group G linearly acts and let J be a G-
invariant functional deﬁned on X : In 1979, R. Palais (Comm. Math. Phys. 69 (1979) 19) gave
some sufﬁcient conditions to guarantee the so-called ‘‘Principle of Symmetric Criticality’’:
every critical point of J restricted on the subspace of G-symmetric points becomes also a
critical point of J on the whole space X : This principle is generalized to the case where J is not
differentiable within the setting which does not require the full variational structure under the
hypothesis that the action of G is isometry or G is compact.
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1. Introduction
If a variational problem has a symmetric structure which is described as the
invariance under some group G; then it would be natural and important to seek for
critical points which are also invariant under G:
Let X be a Banach space on which G linearly acts and let J be a smooth G-
invariant functional on X ; that is, JðguÞ ¼ JðuÞ for all gAG and uAX : Let S be the
subspace consisting of all symmetric points with respect to G; i.e., S ¼ fuAX : gu ¼
u; 8gAGg: What we call the ‘‘Principle of Symmetric Criticality’’ (for smooth
functionals) asserts that any critical point of JjS (the restriction of J to S) is a critical
point of J on the whole space X : In the pioneering work of Palais [18], it is pointed
out that an early implicit use of this principle can be found in [19] or [25] and an
explicit reference to this principle can be found in Coleman’s paper [11], but whose
sketch of a proof still contains some ambiguity. Unfortunately this principle is not
valid in general. In fact, Palais [18] gave some counterexamples where this principle
does not hold. In spite of the presence of these pathological examples, however, he
found out that this principle is valid in a reasonably broad context from the view
point of mathematical physics. In particular, he showed that this principle is valid if
G is a compact Lie group or if X is a Hilbert space and G is isometric, (actually he
discussed in a more general G-manifold setting). In his theory, however, one needs to
work in the C1-category with full variational structure.
One of our main purpose of this paper is to discuss the case where the functional J
to be considered need not be differentiable. More precisely, we consider the case
where J is given as the sum of a G-invariant lower semicontinuous convex functional
j from X into ð	N;þN and a G-invariant C1-functional C on X : Then the
‘‘Principle’’ for this case should read
@ðjjSÞðuÞ þ ðCjSÞ0ðuÞ{0 in S ) @jðuÞ þC0ðuÞ{0 in X : ð1Þ
Here @jðuÞ denotes the subdifferential (a generalized Fre´chet derivative) of j at u and
becomes a multivalued operator in general. Therefore, in order to investigate the validity
of the ‘‘Principle’’ in this new version, we must work in a multivalued setting, which
makes the analysis much more difﬁcult than in the classical setting. It seems that the
study in this direction is not fully pursued yet. Related results can be found in Suzuki
and Nagasaki [21], Krawciewicz and Marzantowicz [7], and Varga and Da´lyai [24].
Another main purpose of this paper is to present a more general form of the
‘‘Principle’’ whose setting does not require the full variational structure, in other
word, the term ðCjSÞ0ðuÞ and C0ðuÞ in (1) could be replaced by more general
operators which need not to be given as the derivatives of some functionals (see ðP1)
in Section 3). This generalization enables us to apply the ‘‘Principle’’ not only for the
elliptic equations with full variational structure but also for many partial differential
equations without full variational structure, in particular, for some evolution
equations, which will be discussed in our forthcoming papers (see e.g. [1]).
This paper is composed of four sections. We shall ﬁrst recall the ‘‘Principle’’ within
the category of C1-functionals on Banach spaces in Section 2. Especially in Section 2.1,
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we give a new result in the classical setting, i.e., Theorem 2.2. We next discuss in
Section 3 the new version of the ‘‘Principle’’ in the generalized setting mentioned
above. In Section 3.1, we deal with the case where X and its dual X  are both
reﬂexive and strictly convex and G is isometric. Here a generalized version of
Theorem 2.2 is discussed. To cope with the difﬁculty caused by the multivaluedness,
we construct a suitable projection operator by using arguments based on the convex
analysis and the geometry of Banach spaces. In Section 3.2, the case where G is a
compact topological group is treated. When G is compact, the classical theory relies
essentially on the averaging operator A over G constructed by using the normalized
Haar measure on G: In our case, however, the adjoint operator A of A will play an
important role such as the projection operator in the previous subsection. In the last
section, we exemplify the applicability of our abstract setting to nonlinear elliptic
equations by a variational inequality associated with the p-Laplacian in unbounded
domains.
2. Principle for smooth functionals
Most of results in this section except in Section 2.1 is essentially contained in
Palais [18]. However, since we are here concerned with the special (i.e., Banach
space) setting, the arguments could be more direct and clear than those in [18], so we
recall them in our setting for the sake of convenience.
Let X be a real Banach space and let X  be its dual. The norms of X and X  will
be denoted by jj  jj and jj  jj; respectively. We shall denote by X /; SX the duality
pairing between X and X ; which will be simply denoted by /; S if no confusion
arises.
Let G be a group and let p be a representation of G over X ; that is, pðgÞ is a
bounded linear operator in X for each gAG and
pðeÞu ¼ u; 8uAX ;
pðg1g2Þu ¼ pðg1Þðpðg2ÞuÞ; 8g1; g2AG; 8uAX ;
where e is the identity element of G: The representation p of G over X  is naturally
induced by p through the relation:
/pðgÞv; uS ¼ /v; pðg	1ÞuS; gAG; vAX ; uAX : ð2Þ
For simplicity, we shall often write gu or gv instead of pðgÞu or pðgÞv; respectively.
A function h on X (or X ) is called G-invariant if
hðguÞ ¼ hðuÞ; 8uAX ðor hðguÞ ¼ hðuÞ; 8uAX Þ; 8gAG
and a subset M of X (or M of X ) is called G-invariant if
gM ¼ fgu : uAMgCM ðor gMCMÞ; 8gAG:
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The linear subspaces of G-symmetric points of X and X  are deﬁned as the common
ﬁxed points of G:
S ¼ fuAX : gu ¼ u; 8gAGg;
S ¼ fvAX  : gv ¼ v; 8gAGg:
Hence, by (2), we can easily see that vAX  is symmetric if and only if it is a G-
invariant functional. It is clear that S and S form closed linear subspaces of X and
X ; respectively, so S and S are regarded as Banach spaces with their induced
topologies.
Let C1GðX Þ be the set of all G-invariant C1-functional on X : In this section, we
consider the following principle:
ðP0Þ For all JAC1GðXÞ; it holds that ðJjSÞ0ðuÞ ¼ 0 assures J 0ðuÞ ¼ 0 and uAS:
Here ðJjSÞ0ðuÞ and J 0ðuÞ denote the Fre´chet derivatives of JjS and J at u in S and
X ; respectively.
Proposition 2.1 (Palais [18, Proposition 4.2]). The principle ðP0Þ is valid if and only if
S-S> ¼ f0g;
where S> ¼ fvAX  : /v; uS ¼ 0; 8uASg:
Proof. (If part) Suppose S-S> ¼ f0g and let u0 be a critical point of JjS: We must
show J 0ðu0Þ ¼ 0: Since Jðu0Þ ¼ JjSðu0Þ and Jðu0 þ vÞ ¼ JjSðu0 þ vÞ for all v in S; we
get
X /J 0ðu0Þ; vSX ¼ S/ðJjSÞ0ðu0Þ; vSS ¼ 0; 8vAS;
where S/; SS denotes the duality pairing between S and its dual S: This implies
J 0ðu0ÞAS>: On the other hand, it follows from the G-invariance of J that
/J 0ðguÞ; vS ¼ lim
t-0
Jðgu þ tvÞ 	 JðguÞ
t
¼ lim
t-0
Jðu þ tg	1vÞ 	 JðuÞ
t
¼/J 0ðuÞ; g	1vS
¼/gJ 0ðuÞ; vS
for all gAG and u; vAX : This means J 0 is G-equivariant, i.e.,
J 0ðguÞ ¼ gJ 0ðuÞ; 8gAG; 8uAX : ð3Þ
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Especially, since u0AS; we obtain gJ 0ðu0Þ ¼ J 0ðu0Þ for all gAG; that is, J 0ðu0ÞAS:
Thus we conclude J 0ðu0ÞAS-S> ¼ f0g; i.e., J 0ðu0Þ ¼ 0:
(Only if part) Suppose that there exists a non-zero element vAS-S>; and
deﬁne JðÞ by JðuÞ ¼ /v; uS: Then it is clear that JAC1GðXÞ and ðJÞ0ðÞ ¼ va0;
so J has no critical point in X. On the other hand, the assumption vAS>
implies vjS  0; whence follows ðJjSÞ0ðuÞ ¼ 0 for all uAS: This violates the
principle ðP0Þ: Therefore the condition S-S> ¼ f0g is necessary for the principle
ðP0Þ: &
2.1. The isometry case
In this subsection, we impose the following two assumptions:
(A.1) X is reﬂexive and strictly convex;
(A.2) The action of G over X is isometric, i.e.,
jjgujj ¼ jjujj; 8gAG; 8uAX :
Then the following result hold.
Theorem 2.2. Let (A.1) and (A.2) be satisfied. Then the principle ðP0Þ is valid.
For the later use, we prepare a couple of propositions.
Proposition 2.3. Assume that (A.2) is satisfied. Then the action of G over X  becomes
also isometric.
Proof. For all gAG and vAX ; we have
jjgvjj ¼ sup
jjujj¼1
/gv; uS ¼ sup
jjujj¼1
/v; g	1uSp sup
jjujj¼1
jjvjjjjg	1ujj ¼ jjvjj:
Moreover, the above relation with g replaced by g	1 gives
jjvjj ¼ jjg	1ðgvÞjjpjjgvjj: &
Proposition 2.4. Assume that (A.2) is satisfied. Let F be the duality map from X into
X : Then for every vAS-RðFÞ; F	1ðvÞ forms a G-invariant set, i.e.,
gF	1ðvÞCF	1ðvÞ for all gAG: Furthermore, if (A.1) is satisfied, then F	1ðSÞCS
holds.
Proof. Let vAS-RðFÞ and take any vAF	1ðvÞ: Then, by (A.2), we get
jjgvjj ¼ jjvjj ¼ jjvjj;
/v; gvS ¼ /g	1v; vS ¼ /v; vS ¼ jjvjj2;
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which implies gvAF	1ðvÞ; whence follows gF	1ðvÞCF	1ðvÞ for all gAG: We here
recall that the reﬂexivility of X assures that F is surjective and the strict convexity of
X assures that F is injective (see [10, Chapter II]). That is, (A.1) assures that F	1
becomes a single-valued mapping deﬁned on X : Hence, the above argument says
that gF	1ðvÞ ¼ F	1ðvÞ for all gAG; i.e., F	1ðvÞAS for all vAS: &
Remark 2.5. For the case where X is not strictly convex, F	1ðvÞ could be G-
invariant for every vAS: However, each element vAF	1ðvÞ may not belong to S;
as is shown by the following counter example.
Counter-Example 2.6. Let X ¼ R3 ¼ fu ¼ ðu1; u2; u3Þ : uiAR; i ¼ 1; 2; 3g with the
norm jujX ¼ jujN ¼ max1pip3 juij: Then the dual norm of X  ¼ R3 becomes jujX  ¼
juj1 ¼
P3
i¼1 juij: Let c ¼ fuc ¼ ð0; 0; tÞ : tARg and denote by gy the axial rotation in
R3 with axis c and angle y; i.e., gyu ¼ ðu1 cos y	 u2 sin y; u1 sin yþ u2 cos y; u3Þ: Let
G1 be the group generated by gp=2: G1 ¼ fe; gp=2; gp; g3p=2g: Then the action of G1
becomes isometric. Furthermore, it is clear that the action of G1 on X
 becomes the
same as the action of G1 on X and that S ¼ S ¼ c: Let v ¼ ð0; 0; 1ÞAS: Then it is
easy to see that F	1ðvÞ ¼ fðv1; v2; 1Þ : jv1jp1; jv2jp1g: Hence F	1ðvÞ is obviously
G1-invariant but each element v ¼ ðv1; v2; 1Þ of F	1ðvÞ is not G1-symmetric except
the case v1 ¼ v2 ¼ 0:
Now we are ready to prove Theorem 2.2.
Proof of Theorem 2.2. By virtue of Proposition 2.1, we only need to check the
condition S-S> ¼ f0g:
Let vAS-S>: Then Proposition 2.4 with the fact vAS assures F	1ðvÞAS:
Therefore, by using the fact that vAS>; we obtain jjvjj2 ¼ /v; F	1ðvÞS ¼ 0; i.e.,
v ¼ 0: &
2.2. The compact case
In this subsection, we introduce another type of assumption on G:
(A.3) G is a compact topological group and the representation p of G over X is
continuous, i.e., ðg; uÞ/gu is a continuous mapping from G  X into X :
By Rudin [20, Theorem 3.27], for each uAX ; there exists a unique element AuAX
such that
/v; AuS ¼
Z
G
/v; guSdmðgÞ; 8vAX ; ð4Þ
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where m is the normalized Haar measure on G: The mapping A is called the averaging
over G and has the following properties:
* A is a continuous linear projection from X onto S:
* If K is a G-invariant closed convex subset of X ; then AðKÞCK :
As for these properties, we refer the reader to the book of Vanderbauwhede [23,
Section 2.5] (see also [20, Chapters 3 and 5]).
Theorem 2.7 (Palais [18, Theorem 5.1]). If (A.3) is satisfied, then ðP0Þ is valid.
Proof. We check the condition S-S> ¼ f0g again. Let vAS-S> and
suppose va0: Since vAS; the hyperplane H ¼ fu : /v; uS ¼ 1g becomes a
non-empty G-invariant closed convex subset of X : Then, for any uAH; we have
AuAH-S and hence /v; AuS ¼ 0 since vAS>: This contradicts the fact that
AuAH: &
3. Principle for subdifferentials
Let FðXÞ be the set of all proper lower semicontinuous convex functions j from X
into ð	N;þN; where ‘‘proper’’ means the effective domain DðjÞ ¼ fuAX :
jðuÞoþNg of j is not empty. For uADðjÞ; the subdifferential @jðuÞ of j at u is
deﬁned by
@jðuÞ ¼ fuAX  : jðvÞ 	 jðuÞX/u; v 	 uS; 8vAXg:
Then, as is well known, @j is a maximal monotone operator from X into X  (see
Barbu [5] and Bre´zis [8]).
Let FGðXÞ be the set of all G-invariant functionals belonging to FðX Þ; and let
GGðX Þ be the set of all G-invariant weakly closed convex subset of X :
In this section, as a generalization of the classical ‘‘principle of symmetric
criticality’’, we introduce the following principle ðP1Þ:
ðP1Þ For all jAFGðX Þ and all KAGGðX Þ; it holds that
@ðjjSÞðuÞ-K jSa|) @jðuÞ-Ka| and uAS;
where K jS ¼ fvjS : vAKg with S/vjS; uSS :¼ X /v; uSX (uAS).
Apparently, this principle ðP1Þ seems to have no recognizable relation to the
classical principle ðP0Þ: However it turns out that ðP1Þ gives a generalization of ðP0Þ:
To see this, we ﬁrst note the following fact:
ðJjSÞ0ðuÞ ¼ ðJ 0ðuÞÞjS; 8JAC1ðXÞ; 8uAS: ð5Þ
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Indeed, J 0ðuÞ satisﬁes
Jðu þ hÞ ¼ JðuÞ þ/J 0ðuÞ; hSþ oðjjhjjÞ; 8hAX ;
then ðJ 0ðuÞÞjS satisﬁes
Jðu þ hÞ ¼ JðuÞ þ S/ðJ 0ðuÞÞjS; hSS þ oðjjhjjÞ; 8hAS:
Noticing that u; u þ hAS imply Jðu þ hÞ ¼ JjSðu þ hÞ and JðuÞ ¼ JjSðuÞ; we get
ðJjSÞ0ðuÞ ¼ ðJ 0ðuÞÞjS:
Here, let JAC1GðXÞ and put K ¼ f	J 0ðuÞg with uAS; then by virtue of (3), we get
KAGGðX Þ: Therefore, in view of (5), we ﬁnd that ðP1Þ yields
ðP1Þ0 For all jAFGðXÞ and all JAC1GðXÞ; it holds that
@ðjjSÞðuÞ þ ðJjSÞ0ðuÞ{0 ) @jðuÞ þ J 0ðuÞ{0 and uAS:
Here, in particular, take j  0; then @ðjjSÞðuÞ ¼ @jðuÞ ¼ f0g: Hence ðP1Þ0 reads
‘‘ðJjSÞ0ðuÞ ¼ 0 ) J 0ðuÞ ¼ 0’’. Thus ðP1Þ0 with j  0 gives the classical principle of
symmetric criticality ðP0Þ:
Furthermore, if we take K ¼ 	J 0ðuÞ þ @cðuÞ with JAC1GðX Þ; cAFGðXÞ; and
uAS; then (3) and Proposition 3.1 below assure that KAGGðX Þ: Therefore, this
time, ðP1Þ yields
ðP1Þ00 For all j;cAFGðXÞ and all JAC1GðXÞ; it holds that
@ðjjSÞðuÞ þ ðJjSÞ0ðuÞ 	 @ðcjSÞðuÞ{0
) @jðuÞ þ J 0ðuÞ 	 @cðuÞ{0 and uAS;
provided that @ðcjSÞðuÞ ¼ ð@cðuÞÞjS (see Lemma 3.10 and Remark 3.12).
If one is faithful to the usage of the word ‘‘criticality’’, it is plausible to consider
only the case where the set K has also a variational structure such that K ¼ TðuÞ is
given as a (generalized) derivative of a functional of u as above. However, our
abstract setting allows us to deal with the case which K does not have any variational
structures. Indeed ðP1Þ can be applied to some parabolic type equations (lacking
the full variational structure), which will be discussed in our forthcoming papers
(see e.g. [1]).
One of the main difﬁculties in discussing the symmetric criticality for the equations
involving the subdifferentials lies in the multivaluedness of the subdifferentials.
Nevertheless, it shows a close analogy with the classical case. We begin with the
analogue of (3), the G-equivariant property.
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Proposition 3.1. For all jAFGðX Þ; the subdifferential @j of j is G-equivariant, i.e.,
@jðguÞ ¼ g@jðuÞ; 8gAG; 8uAX :
Proof. We ﬁrst prove @jðguÞCg@jðuÞ: Let vA@jðguÞ: Then we have
jðvÞ 	 jðuÞ ¼jðgvÞ 	 jðguÞ
X/v; gv 	 guS
¼/g	1v; v 	 uS
for all vAX : This implies g	1vA@jðuÞ and hence vAg@jðuÞ:
Moreover, the above relation with g replaced by g	1 gives
g@jðuÞ ¼ g@jðg	1guÞCgg	1@jðguÞ ¼ @jðguÞ;
which completes the proof. &
Remark 3.2. It follows from the proposition above that if uAS; then @jðuÞAGGðX Þ:
Especially if @j is single-valued, then @jðuÞAS: However, in general, each element
of @jðuÞ need not be G-symmetric (cf. (3)) as is shown in the following counter-
example.
Counter-Example 3.3. Let X ¼ R3 with the norm jjujj ¼ juj2 ¼ ð
P3
i¼1juij2Þ1=2 and
take c and gy as in Counter-Example 2.6. Let G2 ¼ fgy : yA½0; 2pÞg: Then G2
becomes a compact and isometric group acting on the Hilbert space R3: Furthermore
it is clear that S ¼ S ¼ c; S> ¼ fu> ¼ ðu1; u2; 0Þ : u1; u2ARg; and S-S> ¼ f0g:
Let j be the indicator function of S ¼ c; i.e., jðuÞ ¼ 0 if uAS; and jðuÞ ¼ þN if
uAR3\S: Then DðjÞ ¼ S and @jðuÞ ¼ S> for all uAS: Hence @jðuÞ is obviously
invariant under the action of G2; but each element u
> ¼ ðu1; u2; 0Þ of @jðuÞ is not
G2-symmetric except the case u
> ¼ 0:
This counterexample shows that even if assumptions ðA; 1Þ0 (introduced in Section
3.1), (A.2), and (A.3) are satisﬁed, each element of @jðuÞ with uAS may not be G-
symmetric. Because of this fact, the previous argument for regular (single-valued)
operators does not work for the multivalued operators any more. To cope with this
difﬁculty, we here introduce a projection P from X  onto S satisfying the following
property:
(a) For all KAGGðX Þ; it holds that PðKÞCK :
Proposition 3.4. Suppose that S-S> ¼ f0g holds and that there exists a linear
projection P from X  onto S satisfying ðaÞ: Moreover, assume that @ðjþ ISÞ ¼
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@jþ @IS holds, where IS is the indicator function of S; i.e., ISðuÞ ¼ 0 if uAS and
ISðuÞ ¼ þN if uAX \S: Then the principle ðP1Þ is valid.
Proof. Let jAFGðXÞ and KAGGðX Þ; and assume that
@ðjjSÞðuÞ-KjSa|: ð6Þ
We ﬁrst prove
ð@jðuÞ þ @ISðuÞÞ-Ka|: ð7Þ
Indeed, by (6), there exist vAK such that vjSA@ðjjSÞðuÞ: This implies
uADðjjSÞ and jjSðwÞ 	 jjSðuÞXS/vjS; w 	 uSS; 8wAS;
or
uAS-DðjÞ and jðwÞ 	 jðuÞXX /v; w 	 uSX ; 8wAS:
Therefore we have vA@ðjþ ISÞðuÞ ¼ @jðuÞ þ @ISðuÞ: Thus (7) is veriﬁed.
By (7), there exist wA@jðuÞ and zA@ISðuÞ such that w þ zAK : By ðaÞ; we have
Pw þ PzAK : Since uAS; by Proposition 3.1, we get @jðuÞAGGðX Þ and hence, by
(a), PwA@jðuÞ: Thus in order to conclude @jðuÞ-Ka|; it sufﬁces to show Pz ¼ 0:
Since P is a projection onto S; we have PzAS: On the other hand zAS>
follows from the fact that the range of @IS coincides with S>: Hence, by using ðaÞ
again, we have PzAS> since it is easily seen that S> is a G-invariant weakly closed
linear subspace of X : Consequently, we deduce Pz ¼ 0 from the assumption
S-S> ¼ f0g: &
3.1. The isometry case
We here assume (A.2) and the following ðA:1Þ0; a little bit stronger than (A.1).
ðA:1Þ0 X is reﬂexive and the norms of X and X  are both strictly convex.
Then our main result here is stated as follows.
Theorem 3.5. Assume that ðA:1Þ0 and (A.2) are satisfied. Then the principle ðP1Þ is
valid.
Proof. We ﬁrst construct the projection P : X -S which satisﬁes (a) and next
show that @ðjþ ISÞ ¼ @jþ @IS; that is, @jþ @IS is maximal monotone. To carry
out this program, we prepare several results. &
Proposition 3.6. Let ðA:1Þ0 and (A.2) be satisfied, and let F be the duality map form X
into X : Then it holds that FðSÞ ¼ S:
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Proof. Under ðA:1Þ0; the duality map F becomes a bijection from X to X  and the
same argument as that in the proof of Proposition 2.4 gives
FðguÞ ¼ gFðuÞ; 8gAG; 8uAX ð8Þ
and hence FðSÞCS: Furthermore F	1ðSÞCS is assured by Proposition 2.4. Thus
we obtain FðSÞ ¼ S: &
Proposition 3.7. Assume that ðA:1Þ0 and (A.2) are satisfied. Then we have
X  ¼ S"S>;
i.e., S and S> are topological complements to each other.
Remark 3.8. By substituting X for X ; we also have
X ¼ S"ðSÞ>;
where ðSÞ> ¼ fuAX : /v; uS ¼ 0; 8vASg:
Proof of Proposition 3.7. Let v0AX
: Since S and S> are closed and S-S> ¼ f0g
(by Theorem 2.2), we have only to show that v0 can be decomposed into the sum of
two elements in S and S>:
To do this, let us introduce the functional r on X  deﬁned by
rðzÞ :¼ 1
2
jjz 	 v0jj2; zAX :
Since X  is reﬂexive and strictly convex, there exists a unique minimizer z0 of rjS> ;
that is, the nearest point of v0 in S
>: We here recall the fact that the norm of X  is
Gaˆteaux differentiable except at the origin since X is strictly convex (see [16, Section
26]). Hence r becomes everywhere Gaˆteaux differentiable. Moreover its Gaˆteaux
derivative drðz0Þ coincides with F	1ðz0 	 v0Þ (cf. [5, II.2.2., Example 2]). So, for any
zAS> and tAR; we get
0prðz0 þ tzÞ 	 rðz0Þ ¼ /tz; F	1ðz0 	 v0ÞSþ oz ðtÞ;
where oz ðtÞ denotes the remainder term depending on z such that
lim
t-0
oz ðtÞ=t ¼ 0:
Then dividing both sides by t40; to0 and letting t-þ 0; t-	 0; we deduce
/z; F	1ðz0 	 v0ÞS ¼ 0; 8zAS>;
or F	1ðz0 	 v0ÞAðS>Þ> ¼ fuAX : /v; uS ¼ 0 8vAS>g (cf. [2, Corollary 1.5]).
Since ðS>Þ> coincides with S (see [7, Proposition II.12]), Proposition 3.6 says that
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z0 	 v0 ¼ FðF	1ðz0 	 v0ÞÞAS: Hence v0 is decomposed as follows:
v0 ¼ ðv0 	 z0Þ þ z0; v0 	 z0AS; z0AS>;
which completes the proof. &
Thus we can deﬁne two linear projections P : X -S and Q : X -S> by
P : v0/v

0 	 z0; Q : v0/z0:
Lemma 3.9. The projection P defined above satisfies ðaÞ:
Proof. Let KAGGðX Þ and v0AK : By Proposition 3.7, v0 is decomposed as follows:
v0 ¼ w0 þ z0; w0 ¼ Pv0AS; z0 ¼ Qv0AS>:
We are going to show w0AK :
Suppose otherwise, i.e., w0eK : Then, by ðA:1Þ0; there exists the nearest point v1 of
w0 in K-ðw0 þ S>Þ (note that this set is not empty since v0AK-ðw0 þ S>Þ). We
write
v1 ¼ w0 þ z1; z1AS>:
Since w0eK; we have z

1a0: Hence, by Proposition 3.7, z

1eS: Therefore there exists
a gAG such that gz1az

1: Put
z2 ¼ 12 ðz1 þ gz1Þ
for such g: Then z2AS
> holds, since S> is a G-invariant subspace. Moreover, we get
jjz2jjojjz1jj; since jjgz1jj ¼ jjz1jj and X  is strictly convex. Put
v2 ¼ w0 þ z2 ðAw0-S>Þ:
Then it is easy to see
v2 ¼ 12 v1 þ 12 gv1:
Thus, since K is G-invariant and convex, we ﬁnd that v2AK and jjz2jj ¼ jjv2 	
w0jjojjv1 	 w0jj ¼ jjz1jj; which contradicts the deﬁnition of v1: &
The following lemma completes the proof of Theorem 3.5.
Lemma 3.10. Let the same assumptions in Theorem 3.5 be satisfied. Then @jþ @IS
becomes maximal monotone.
To prove this lemma, we need the following fact which is well known for the case
where X is a Hilbert space [8, Theorem 9].
ARTICLE IN PRESS
J. Kobayashi, M. #Otani / Journal of Functional Analysis 214 (2004) 428–449 439
Lemma 3.11. Assume that ðA:1Þ0 is satisfied. Let A : X-X  be a maximal monotone
operator, JAl its resolvent, and cAFðXÞ: Suppose that there exists C40 such that
cðJAl uÞpcðuÞ þ Cl; 8uADðcÞ; 8l40: ð9Þ
Then A þ @c is maximal monotone.
Proof. We ﬁrst recall the following facts (see [5, Chapter II, Section 1] or [9]):
* A monotone operator B : X-X  is maximal if and only if RðF þ BÞ ¼ X :
* If A is maximal monotone, then Al becomes bounded, monotone, and
demicontinuous from X to X : Hence Al þ @c becomes maximal monotone,
where Alu ¼ l	1Fðu 	 JAl uÞ and JAl u satisﬁes
FðJAl u 	 uÞ þ lAðJAl uÞ{0:
Thus for an arbitrary element vAX ; there exists a unique element ulAX satisfying
FðulÞ þ Alul þ @cðulÞ{v; 8l40: ð10Þ
We are going to show below that jjuljj ¼ jjFðulÞjj and jjAluljj are bounded as
l-0: Hence, by the standard argument such as in the proof of Theorem 1.7 of [5], it
can be shown that ul converges weakly to uAX satisfying
FðuÞ þ Au þ @cðuÞ{v:
Thus RðF þ A þ @cÞ ¼ X ; i.e., A þ @c is maximal monotone (cf. [9, Theorem 2.1]).
By (10) and the deﬁnition of @c; we have
cðwÞ 	 cðulÞX/v 	 FðulÞ 	 Alul; w 	 ulS; 8wADðcÞ: ð11Þ
Putting w ¼ JAl ul; we get, by (9)
ClXcðJAl ulÞ 	 cðulÞX/v 	 FðulÞ 	 Alul;	lF	1ðAlulÞS:
Hence, from the fact that jjFðzÞjj ¼ jjzjj; we deduce
jjAluljj2pC þ ðjjvjj þ jjuljjÞjjAluljj: ð12Þ
On the other hand, putting w ¼ w0 in (11) for some w0 ﬁxed in DðAÞ-DðcÞ; we have
cðw0Þ 	 cðulÞX/v; w0 	 ulS	/FðulÞ; w0Sþ jjuljj2
þ/Alw0 	 Alul; w0 	 ulS	/Alw0; w0 	 ulS:
Therefore, noting the facts that Al is monotone, cðulÞX	 C1jjuljj 	 C2; and
jjAlw0jj is bounded, we can derive the boundedness of jjuljj independent of l:
Consequently, by (12), we ﬁnd that jjAluljj is also bounded.
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We have thus proved that A þ @c is maximal monotone. &
Proof of Lemma 3.10. We apply the fact above with A ¼ @j and c ¼ IS: Let l40
and let Jl be the resolvent of @j: It then sufﬁces to show JlðSÞCS; which implies (9)
with C ¼ 0:
By the deﬁnition of Jl; we have
FðJlu 	 uÞ þ l@jðJluÞ{0; 8uAX :
Multiplying this by gAG; by (8) and Proposition 3.1, we obtain
FðgJlu 	 guÞ þ l@jðgJluÞ{0; 8gAG; 8uAX :
Therefore, by the deﬁnition of Jl; we get
JlðguÞ ¼ gJlu; 8gAG; 8uAX :
Especially if uAS; then Jlu ¼ gJlu for all gAG; that is, JluAS: This completes the
proof of the lemma (and hence Theorem 3.5). &
Remark 3.12. Let ð@jÞjS ¼ f½u; f AS Sj(hA@jðuÞ s:t:hjS ¼ f g: Then it is easy to
check ð@jÞjSC@ðjjSÞ: By Asakawa [3, Corollary 2.2], @jþ @IS is maximal
monotone if and only if ð@jÞjS ¼ @ðjjSÞ; i.e., ð@jÞjS is maximal monotone in
S S: &
3.2. The compact case
In this subsection, we always assume (A.3).
To prove S-S> ¼ f0g; in the classical setting, the averaging operator A over G
played an important role in Section 2.2. On the other hand, the crucial point for
verifying the principle ðP1Þ in our setting is the construction of the operator P which
maps X  into S and satisﬁes the property ðaÞ: As for the compact case in our new
setting, the adjoint operator A of A plays the same important role as P in the
previous subsection.
Lemma 3.13. The adjoint operator A of A is a mapping from X  into S: If
KAGGðX Þ; then AðKÞCK :
Proof. We ﬁrst prove that AvAS for all vAX : By the right invariance of the
Haar measure [20, Theorem 5.14] and (4), we easily get
Agu ¼ Au; 8gAG; 8uAX :
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Therefore
/gAv; uS ¼/v; Ag	1uS
¼/v; AuS
¼/Av; uS
for all gAG and uAX ; that is, AvAS:
We next prove AðKÞCK : Suppose that there exists an element vAK such that
AveK: We apply the Hahn–Banach theorem [15, Corollary 14.4] in X  with weak
topology sðX ; XÞ: Then there exist uAX ; cAR; and e40 such that
/Av; uSpc 	 eocp/w; uS; 8wAK :
By putting w ¼ g	1vAK for all gAG; we get
/v; AuSpc 	 eocp/v; guS; 8gAG;
which contradicts (4). &
Thus, with the aid of Theorem 2.7 and Proposition 3.4, we obtain the following
result.
Theorem 3.14. Assume that (A.3) is satisfied and @jþ @IS is maximal monotone.
Then the principle ðP1Þ is valid.
The maximal monotonicity of @jþ @IS is assumed as an important hypothesis in
the theorem above. However the veriﬁcation of it is not so easy a task, except under
some special setting such as in Lemma 3.10. Here we note that the compact case can
be reduced to the isometry case in Theorem 2.2, provided that X is reﬂexive by using
the renorming technique, which is suggested to us by H. Asakawa.
Proposition 3.15. Assume that X is reflexive and (A.3) is satisfied. Then there exists an
equivalent norm of X with which ðA:1Þ0 and (A.2) are satisfied.
Proof. By the result of Asplund [4], we can choose an equivalent norm of X with
which X and X  are both strictly convex. We ﬁrst claim that there exists a constant
C40 such that
1
C
jjujjpjjgujjpCjjujj; 8gAG; uAX : ð13Þ
Indeed, since G is a compact topological group, we have
sup
gAG
jjgujjoN; 8uAX :
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So it follows from the Banach–Steinhaus theorem that there exist a constant C40
such that
jjgujjpCjjujj; 8gAG; uAX :
Noticing that u ¼ g	1gu; we obtain (13).
Let Y :¼ L2ðG; XÞ with the norm
jjyjjY ¼
Z
G
jjyðgÞjj2 dmðgÞ
 1=2
:
For uAX ; we deﬁne buAY by buðgÞ ¼ gu (gAG) and put bX ¼ fbu : uAXg:
Then, by (13), bX is isomorphic to X and the norm
jjjujjj :¼ jjbujjY ¼ Z
G
jjgujj2 dmðgÞ
 1=2
ðuAX Þ
is equivalent to that of X :
We are going to show that ðX ; jjj  jjjÞ satisﬁes ðA:1Þ0 and (A.2). We here recall the
following facts:
* A Banach space E is strictly convex if and only if
x þ y
2
  2o1
2
ðjjxjj2 þ jjyjj2Þ; 8x; yAE; xay
[6, Part 3. Chapter I. Proposition 1].
* If E satisﬁes ðA:1Þ0; then any closed linear subspace of E also satisﬁes ðA:1Þ0 [17,
Chapter 5, Section 26, 3 (3), (4)].
Using the former fact, we can easily show that Y and Y  ¼ L2ðG; X Þ are strictly
convex. Therefore, by the latter fact, ðX ; jjj  jjjÞ ðC bXÞ satisﬁes ðA:1Þ0:
Finally, we can see that the action of G is isometric with respect to the norm jjj  jjj
by the right invariance of the Haar measure. &
Thus, if X is reﬂexive and (A.3) is satisﬁed, then by combining Proposition 3.15
with Lemma 3.10, we can conclude that @jþ @IS becomes maximal monotone.
Hence, from Theorem 3.14, we deduce the following result.
Theorem 3.16. Assume that X is reflexive and (A.3) is satisfied. Then the principle ðP1Þ
is valid.
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4. Application
In Mechanics and Physics, one often encounters some problems which can be
expressed in terms of inequalities in situations where the constraints, the equations of
state, the physical lows change when certain thresholds are crossed or attained.
Across or on these thresholds, there should normally appear some non-differentiable
structure in the systems. Mathematically, this non-differentiable structure often gives
rise to the multi-valuedness of operators appearing in the equations describing the
systems. It should be noted that the classical ‘‘Principle of Symmetric Criticality’’ is
no more applicable for these cases even in the Hilbert space setting. Nevertheless,
many of them can be formulated as ‘‘variational inequalities’’, (see Duvaut–Lions
[13]), where our abstract setting can work well. To exemplify this situation, we
consider the following variational inequality:
Find uAK such thatZ
O
jrujp	2ru  rðv 	 uÞ þ l
Z
O
up	1ðv 	 uÞ
X
Z
O
uq	1ðv 	 uÞ þ
Z
O
f ðv 	 uÞ; 8vAK ; ð14Þ
where lAR; 1opoq; fALp=ð p	1ÞðOÞ (O is a domain in RN), and
K ¼ fvAW 1;p0 ðOÞ : vX0 a:e: in Og:
Roughly speaking, this problem gives a weak form of the problem to ﬁnd a
solution u satisfying:
	divðjrujp	2ruÞ þ lup	1 ¼ uq	1 þ f
under the constraint uAK : Here the operator Wp : u/divðjrujp	2ruÞ coincides
with the usual Laplacian when p ¼ 2; and is often discussed as a prototype model in
the theory of non-Newtonian ﬂuids (see [14]) or climatology (see [12]).
Let C : W 1; p0 ðOÞ-R be given by
CðuÞ ¼ 1
p
Z
O
ðjrujp þ ljujpÞ 	 1
q
Z
O
jujq 	
Z
O
fu
and let IK be the indicator function of K : Then uAW
1;p
0 ðOÞ is a solution of (14) if and
only if u is a critical point of Cþ IK ; that is, C0ðuÞ þ @IKðuÞ{0:
When O is bounded and p ¼ 2; the existence of solution for this problem is shown
in [22]. For the case where O is unbounded, however, (even if p ¼ 2) the existence of
solution for this problem is highly nontrivial because of the lack of compactness of
the embedding: W
1;p
0 ðOÞCLqðOÞ: On the other hand, it is known that the
compactness of the above embedding recovers for suitable subspaces consisting of
functions which possess high symmetry (see Proposition 4.2 below). So we may
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expect the possibility of ﬁnding a solution for this problem in such symmetric
subspaces, where our abstract results are applicable.
Let O be an (unbounded) domain in RN with smooth boundary @O and let G be a
subgroup of OðNÞ whose elements leave O invariant: gðOÞ ¼ O for all gAG: We
assume that O is compatible with G (see [26]), that is, for some r40
mðy; r; GÞ-N as distðy;OÞpr; jyj-N; ð15Þ
where
mðy; r; GÞ ¼ sup nAN : (g1; g2;y; gnAG s:t:
Bðgjy; rÞ-Bðgky; rÞ ¼ | if jak
 
:
Let X ¼ W 1;p0 ðOÞ and deﬁne a representation of G over X as follows:
ðpðgÞuÞðxÞ ¼ uðg	1xÞ; gAG; uAX ; xAO:
As usual we shall write gu in place of pðgÞu: A function u deﬁned on O is said to be
G-invariant if
uðgxÞ ¼ uðxÞ; 8gAG; a:e: xAO:
Then uAX is G-invariant if and only if
uAW 1; p0; GðOÞ :¼ fuAX ju ¼ gu; 8gAGgð¼ SÞ:
If we take
jjujj ¼
Z
O
ðjrujp þ jujpÞ
 1=p
as the norm of X ; then ðA:1Þ0 and (A.2) are satisﬁed. Note that (A.3) is also satisﬁed
(we may assume that G is a closed subgroup of OðNÞÞ:
Theorem 4.1. Let l40; 1opoqop; with p ¼ Np=ðN 	 pÞ ( for N4pÞ; p ¼N
( for Npp). Assume that fALp=ð p	1ÞðOÞ is G-invariant and fp0 a.e. in O: Then the
variational inequality (14) has a G-invariant nontrivial solution.
Proof. By assumption, Cþ IK is a G-invariant functional. So, by virtue of Theorem
3.5, u is a G-invariant solution of (14) if it is a critical point of I :¼ CjS þ ðIKÞjS:
Since I is not C1; in order to construct a nontrivial solution of (14), we cannot
depend on the classical mountain pass lemma. However, we can apply a mountain
pass type theorem due to Szulkin [22, Theorem 3.2]. We ﬁrst verify that I has the
mountain pass structure in the Banach space S; that is,
(i) Ið0Þ ¼ 0 and there exists a r40 such that inffIðuÞ : jjujj ¼ rg40;
(ii) there exists an eAS such that jjejj4r and IðeÞp0:
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Let uAS-K : Then
R
O fup0 since fp0 a.e. in O: Therefore, by the Sobolev
inequality,
CðuÞXC1jjujjp 	 1
q
jujqLq
XC1jjujjp 	 C2jjujjq;
where C1 and C2 are constants which are independent of u: Hence the condition (i) is
satisﬁed since q4p: Fix uAðS-KÞ\f0g: We have, for tX0;
CðtuÞ ¼ t
p
p
Z
ðjrujp þ ljujpÞ 	 t
q
q
Z
jujq 	 t
Z
fu:
Since 1opoq; condition (ii) is also satisﬁed.
We next show that I satisﬁes the following condition ðPSÞ0; a generalization of the
Palais Smale condition (see [22]).
ðPSÞ0 If ðunÞ is a sequence such that IðunÞ is bounded and
/C0ðunÞ; v 	 unSX	 enjjv 	 unjj; 8vAS-K ð16Þ
with en-0; then ðunÞ possesses a convergent subsequence.
In order to check ðPSÞ0; we shall use the following result, which is an analogue of
Theorem 1.24 of [26].
Proposition 4.2. If O is compatible with G; then the embeddings
S ¼ W 1; p0; GðOÞCLqðOÞ; poqop
are compact.
We follow the proof of Theorem 1.24 of [26]. Assume that un, 0 weakly in
W
1; p
0; GðOÞ: We are going to show that un-0 strongly in LqðOÞ:
We ﬁrst prove that
sup
yAO
Z
Bðy;rÞ
junjp-0 as n-N: ð17Þ
Here, it is understood that un is extended to R
N by zero.
Let e40: It is clear thatZ
Bðy;rÞ
junjpp sup
n
junjpLpðOÞ=mðy; r; GÞ; 8n
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since un is G-invariant (note that if distðx;OÞ4r; then
R
Bðy;rÞ junjp ¼ 0). Hence, by
(15), there exists R40 such that
sup
jyjXR
Z
Bðy;rÞ
junjppe; 8n: ð18Þ
While the Rellich theorem implies that un-0 strongly in L
pðBð0; R þ rÞÞ: So there
exists n0AN such that
sup
jyjpR
Z
Bðy;rÞ
junjppe; 8nXn0: ð19Þ
Since e40 is arbitrary, assertion (17) follows from (18) and (19).
We next prove that un-0 strongly in L
sðOÞ; where s ¼ pð p þ NÞ=N:
By the Gagliardo–Nirenberg inequality, we have
junjLsðBðy;rÞÞpCjunj1	lLpðBðy;rÞÞ jjunjjlW 1; pðBðy;rÞÞ;
where l ¼ N=ðN þ pÞ: Noticing that sl=p ¼ 1; we obtainZ
Bðy;rÞ
junjspCsjunjð1	lÞsLpðBðy;rÞÞ
Z
Bðy;rÞ
ðjrunjp þ junjpÞ:
Now, covering O by balls with radius r; in such a way that each point of O is
contained in at most N þ 1 balls, (which is always possible since OCRN ;) we ﬁnd
Z
O
junjspðN þ 1ÞCs sup
yAO
Z
Bðy;rÞ
junjp
( )ð1	lÞs=p
jjunjjp
W
1; p
0
ðOÞ:
Thus, by (17), we have un-0 strongly in L
sðOÞ:
Since junjLp and junjLp are both bounded, by using the interpolation inequality
(i.e., Ho¨lder’s inequality), junjLqpCjunjyLp junj1	yLs or junjLqpCjunjyLs junj1	yLp for some
yA½0; 1; we can see that jjunjjLq-0 as n-N for poqop: &
Now let ðunÞ be a sequence such that IðunÞ is bounded and satisﬁes (16). Putting
v ¼ 2un in (16), we have /C0ðunÞ; unSX	 enjjunjj: Since en-0 andCðunÞ is bounded,
we obtain, for almost all n;
C1 þ jjunjjXCðunÞ 	 1
q
/C0ðunÞ; unS
¼ 1
p
	 1
q
  Z
O
ðjrunjp þ ljunjpÞ þ 1
q
	 1
  Z
O
fun
XC2jjunjjp;
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where C1 ¼ supCðunÞ and C2 ¼ ð1=p 	 1=qÞminf1; lg: Hence jjunjj is bounded. So
we may assume that
un,u weakly in S; jrunjLp-aðXjrujLpÞ; and junjLp-bðXjujLpÞ:
By Proposition 4.2, un-u strongly in L
qðOÞ and hence uq	1n -uq	1 strongly in
Lq=ðq	1ÞðOÞ: It follows from (16) with v ¼ u that
	enjju 	 unjjp/C0ðunÞ; u 	 unS
p jrunjp	1Lp ðjrujLp 	 jrunjLpÞ þ ljunjp	1Lp ðjujLp 	 junjLpÞ
þ
Z
O
ðuq	1n 	 uq	1Þðun 	 uÞ þ
Z
O
f ðun 	 uÞ:
Letting n-N; we get
0pap	1ðjrujLp 	 aÞ þ lbp	1ðjujLp 	 bÞ:
This implies lim jrunjLp ¼ jrujLp and lim junjLp ¼ jujLp : Then, since Lp is uniformly
convex, un converges to u strongly in W
1;pðOÞ: Thus the condition ðPSÞ0 is veriﬁed.
Hence, to complete the proof of Theorem 4.1, it sufﬁces to apply Theorem 3.2 of [22].
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