This paper describes a n 'execution monitor ' (EM) 
Introduction
As noted by Latombe [l], motion planning, i.e. computing the sequence of positions allowing a robot to move from here to there, is a central problem in the development of autonomous robots. Indeed this is true but when the environment of the robot becomes complex, i.e. uncertain, partially known, with moving obstacles or other robots, etc., it takes more than motion planning to achieve motion autonomy. In this case, the ability to detect unexpected events and react accordingly becomes essential.
Motion autonomy, for car-like vehicles in particular, is one of our main research goals. It has been pursued since 1986 within two different research programmes on road transport: Prometheus' and Praxit61e2. The road network is a good example of a complex environment; it includes moving obstacles (other vehicles, pedestrians, etc.) that can move fast and whose future behaviour cannot be know a priori let alone predicted reliably. In this framework, we have been working on a control architecture to plan and *Inst. Nat. de Recherche en Informatiqueet en Automatique. Lab. d'informatique GRAphique, VIsion et Robotique de 'Eureka European research programme [1986-19941. 'INRIA/INRETS French research programme on Public and Grenoble.
Individual Urban Transport [1994[. control the motion of a car-like vehicle moving in a dynamic and partially known environment such as the road network [ 2 , 3, 41. This architecture is presented in $ 2 , its main components are two complementary modules: a trajectory planner that computes a nominal trajectory for the vehicle, i.e. a motion plan, and an execution monitor whose purpose is to endow the vehicle with the required real-time reactive capabilities. This paper focuses on the execution monitor. It fulfills the following tasks: a) generating the commands for the servo-systems of the vehicle so as to follow the nominal trajectory, b) monitoring the execution of the trajectory and c) reacting in real-time to unexpected events by locally adapting the nominal trajectory. Additionally it may also reinvoke the trajectory planner if, for some reason, it becomes impossible to catch up with the nominal trajectory.
The execution monitor is designed as a fuzzy controller, i.e. a control system based upon fuzzy logic [5], whose essential parts are an inference engine and a set of 'linguistic rules' that are used to encode the reactive behaviour of the vehicle. These rules are of the type 'If Condition then Action', they include symbolic variables, e.g. slow, close, etc., represented by fuzzy sets. Using linguistic rules permits to describe the behaviour of the vehicle the way a human expert would do it. Actually the global behaviour of the vehicle results from the combination of several basic behaviours (trajectory following, obstacle avoidance, etc.), each of which is encoded by a specific set of rules.
As we will see further down in $3, the execution monitor differs from classical fuzzy controllers in two novel ways: the first one is a bit technical and regards the so-called defuzzification process. At this point, suffice it to say that the influence of each and every rule is better taken into consideration. The second and most important difference lies in the fact that weighing coefficients are attached to the rules thus permitting a fine tuning of the influence of each basic behaviour. Additionally it proved possible to use supervised learning [6] to determine these coefficients automatically thus suppressing the ever delicate problem of finding such coefficients.
Outline of the Paper. After a brief presentation of the overall control architecture of the vehicle ( §2), the execution monitor is presented in detail (53). Then the SUpervised learning process is described ($4). Finally in the Proc. IROS 96 0-7803-3213-X/96/ $5.000 1996 IEEElight of experimental results ($5) , future developments are discussed ($6).
The Control Architecture
This section briefly reviews the main types of control architecture for mobile robots that can be found in the literature. Then it sketches the control architecture we have developed and within which is embedded the execution monitor.
Three main functions are to be found in any control architecture: perception, decision and action. Reviewing existing control architectures, it appears that, to some extent, the difference between two architectures lies in the decision function. Thus it is possible to differentiate between:
Model-based approaches [7, 81: in this type of approach, complex models of the environment of the robot are used (they are built from sensor data or a priori knowledge). These models are then used to do high-level reasoning, i.e. planning. Maintaining these models and reasoning about them is, in most cases, a time-consuming process that makes these methods unable to deal with dynamic and uncertain environments.
Sensor-based approaches [9, 10, 111: the philosophy of this type of approach is just the opposite: they favor reactivity. The decision function is reduced to a minimum. Thus action follows perception closely, almost, reflexively. This type of approach is most appropriate to dynamic and uncertain environments since unpreclicted events can be dealt with as soon as they are det,ected by the sensors of the robot. One drawback however, high-level reasoning is very difficult to achieve in these methods.
Hybrid npproaches [12, 131: by combining the two previous type of control architectures, this type of approach permits to obtain a control architecture with high-level reasoning capabilities and reactivity.
The control architecture we have developed and within which is embedded the execution monitor is a hybrid architechre. As mentioned earlier, its purpose is to provide a vehicle moving in a dynamic and partially known environment with motion autonomy. It fits the 'PerceptionDecision-Action' paradigm and is depicted in Fig. 1 therefore necessary to give the vehicle the ability to deal with unpredicted events. This is the purpose of EM; it generate commands for the servo-systems of the vehicle so as to follow the nominal trajectory as closely as possible while reacting in real-time to unexpected events by locally adapting the nominal trajectory.EM is detailed in $3. As for TP, its complete presentation is beyond the scope of this paper, the reader is referred to [14] for more details.
The Execution Monitor (EM)
As mentioned earlier, the execution monitor is designed as a fuzzy controller, i.e. a control system based upon fuzzy logic. Before detailing EM and its characteristic features, we briefly recall what is a fuzzy controller.
Fuzzy Controllers (FCs)
Mamdani's pioneering research on fuzzy controllers [15] , was motivated by Zadeh's work on the theory of fuzzy sets3 [16] . Ever since FCs have become increasingly popular (the reader is referred to [5] for a review on this topic).
The general architecture of a FC is depicted in Fig. 2 . It is a control system. Its input is the output of the controlled process (sensory data, internal state) and its output is commands for the actuators of the process. A FC includes four components :
1. A knowledge base that consists in a) fuzzy sets associated with the input/output variables of the controlled process and b) linguistic rules, i.e. rules of the type 'If Condition then Action'. Suppose for instance that the controlled process is a car with its speed as an output variable and its acceleration as an input. Four fuzzy sets labeled n u l l , low, moderate and high could be associat,ed to the speed variable (and similarly to the acceleration). The rule 'If (speed = low) then (acceleration = high)' would then specify that when the speed of the car is low, a high acceleration should be applied.
.
A fuzzification module that converts input data into fuzzy values which may be viewed as labels of fuzzy set,s. For example, a speed of 2.5m.s-' is converted into low.
3 . An inference engine that is the kernel of the FC. By using the knowledge base and fuzzy logic, it infers the fuzzy command to apply to the process, e.g. a high acceleration. The interest of such an approach is twofold: a) fuzzy sets and fuzzy inference permit approximate reasoning, and b) a complete model of the controlled process is not necessary, a description of the way it works in human-like terms is used instead. For instance, to specify that the controlled car should not drive too close to the car in front, the following rules could 'naturally' be written: then (braking = high) Fig. 3 illustrates fuzzy inference in the case of the car with the rules defined above. First the actual input variables, i.e. speed and distance, are fuzzified; it yields fuzzy set labels and membership degrees for each variable. For instance a 5m.s-1 speed is moderate with a membership degree of 0.8 and hight with a membership degree of 0.2 meaning that this speed is closer to moderate than high. Then the condition part of each rule is considered: it includes variables combined with binary operators, i.e. and, or, etc., that define how to compute the so-called activation degree of the rule, e.g. 'and' means taking the minimum of the membership degrees. When applied to the variable of the action part of the rule, this activation degree yields a subset of the fuzzy set associated with this variable. This computation is done for every rule in the knowledge base thus yielding a set of fuzzy subsets (labeled A , in Fig. 3 ) for each variable that commands the process. For a given command variable, it remains to determine the actual command to send to the process. Several defuzzification methods can be found in the literature (cf. [5] ). The basic idea is to compute the union of the fuzzy subsets for a given command variable, to pick up a point in the resulting fuzzy set and to take its abscissa as the actual command. Existing defuzzification methods differs in the way they pick up the point in the final fuzzy set. Two main approaches stand out however: the Mean Of Maxima (MOM) and the Center Of Area (COA). MOM considers all the points whose membership degree is maximum and selects the mean of these points. COA picks up the center of area of the final fuzzy set. Another interesting defuzzification method is proposed in [17] , the Centroi'd of Largest Area (CLA). Instead of considering the union of the fuzzy subsets for a given command variable, it takes the largest one and applies COA to this subset. A short analysis of these different methods is made in the next section.
The Characteristic Features of EM
As mentioned earlier, EM is designed as a FC. However it differs from classical FCs in two novel ways that we now present. The key thing is that weighing coefficients are attached to the rules. These weights represent the importance of each rule with respect to the others and permit a finer tuning of the control system. We borrowed this idea from [18] but took it a step further by using supervised learning to automate the determination of these weights thus facilitating the design of the control system. This point is detailed in $4.
Additionally we took advantage of these weights to improve the defuzzification module. As seen in 53.1, classical defuzzification methods such as MOM and COA consider the union of the fuzzy subsets corresponding to a given command variable. By doing so, they merge the fuzzy subsets with the same labels and thus ignore the fact that they may have resulted from the activation of several rules. CLA on the other hand discards some fuzzy subsets. In all cases, this can adversely affect the command finally selected by giving an unjustified importance to a given rule. This is illustrated in Fig. 4 that depicts an example where three different rules have been activated resulting in three different fuzzy subsets (labeled Ai, A2 and A3) for the braking command variable. The key thing in this example is that A2 and A3 overlap. Two rule have voted for a high braking but, when applying MOM, COA or even CLA, this information is lost and an unjustified importance is given to a low braking. To remove this drawback, we do not use the union of the fuzzy subsets, instead we compute the barycentre of the COAs (BCOA) of the different fuzzy subsets thus better taking into account the iduence of each and every rule (see Fig. 4 ). 
The Knowledge Base of EM
The global behaviour of the vehicle is obtained through the combination of several basic behaviours each of which is encoded by a specific set of linguistic rules. The advantages of such an approach are obvious: each basic behaviour can he developed and tested separately. Due to lack of space, the sets of linguistic rules corresponding to the basic behaviours will not be presented here. In the next sections, we outline the way the two main basic behaviours of EM work and refer the reader to [4] for a complete presentation of EM. Trajectory Following. The primary purpose of EM is to ensure that the vehicle follows the nominal trajectory provided by the trajectory planner. Trajectory following is therefore the first basic behaviour we designed; it contains twenty linguistic rules. The nominal trajectory is a time-ordered sequence of states, i.e. (position, velocity) couples. At each time step, EM is activated and selects the commands, i.e. acceleration/braking and steering, that minimize the error between the actual state of the vehicle and the desired one.
Obstacle Avoidance. The nominal trajectory relies upon hypotheses about the future evolution of the environment and in particular the future motion of the moving obstacles. Since moving obstacles may 'misbehave', avoiding collision with them is also an essential part of EM'S task hence the obstacle avoidance basic behaviour. It also contains twenty linguistic rules. It relies upon sensory data about the local environment of the vehicle. To account for the fact that getting complete and accurate information about the environment of the vehicle could be costly and therefore against the real-time capabilities of EM, the obstacle avoidance behaviour was designed so as to rely on easy to obtained but relatively poor sensor data (ultrasonic sensors in our case). Actually the local environment is divided into eight regions of interest (Fig. 5 ) and the only information made available to EM is the distance to the closest obstacle in each region. Other Behaviours. EM includes other basic behaviours that we will not detail here. One of them in particular monitors whether it remains possible to catch up with the nominal trajectory. If not, the trajectory planner is reinvoked so as to get a new nominal trajectory. Also we have developed 'cooperative driving' behaviours in order to implement certain highway-code regulations (give way to the vehicle coming to your right, etc.) [4] .
Supervised Learning
As mentioned above, weights are attached to the linguistic rules of EM. On the one hand they permit a fine tuning of the global behaviour of EM but, on the other hand, their empirical determination is tedious especially when the number of linguistic rules increases. For this reason, we decided to automate their determination through the use of supervised learning. In this type of learning, samples of the form (input, desired output) are presented to the learning process whose purpose is then to determine the value of the weights that minimize, for each sample, the error between the desired output and the output actually computed by EM.
As we will see in the next two sections, it is possible to cast the problem of learning the weights into the framework of linear programming and therefore to use a Simplex algorithm to solve the problem a t hand efficiently.
Linear Programs
A linear program is an optimization problem in which:
1. The unknown variables of the problem have to satisfy a set of linear equations or inequations (the cons truints).
2. The value of a linear function (the objective function) has to be optimized, i.e. minimized or maximized.
Typically, a linear program is formulated as [19] :
where A is a m x n matrix, b a m-vector, x an n-vector and f an objective function. z is the vector of unknown variables and the goal is to find 3: so that it satisfies the constraints while optimizing the objective function. Once a problem is formulated as a linear program, it is possible to use the well-known Simplex algorithm to solve it efficiently [20] .
The Learning Problem
Let st be a sample, s, = (It, 0,) where I , is the input data of EM and 0, the desired output data. Let W be the set of weights attached to the linguistic rules of EM. E M ( I , , W ) is defined as the output data actually computed by EM;
it depends on the input data I , and the weights W. For a given sample sz, the following relation holds:
where 6, represents the error between the actual and desired output data. Note that (1) is a linear equation; it may be viewed as a linear programming constraint. Given n samples, {b',,&, . . . ,b,} is the set of errors between the actual and desired output data; it is the set of values to be minimized by an appropriate choice of W. To do so, the following objective function was defined:
This objective function which is to be minimized is the combination of two norms written in linear form, each of which has an interesting property [21] : the left-hand side of the sum aims at minimizing each error individually while the right-hand side ensures a minimization of the worst error. Note that in this formulation, the unknown variables are the errors 6, and the weights. However the objective function solely depends on the errors. The learning problem is cast as a linear program now and a Simplex algorithm may be used to solve it, meaning that, given a set of samples s,, it is possible to eflciently and automatically compute the weights of the linguistic rules of EM.
Experimental Results

The execution Monitor
EM was developed and tested on a car-like vehicle simulator developed in C for Silicon Graphics Workstations. To begin with the trajectory following behaviour was developed and tested.
Trajectory Following. Of course there is no way to theoretically prove the convergence or stability of EM. However and in order to validate it, it was compared with a trajectory following controller based upon a control theoretic approach [22] . Fig. 6 depicts the results obtained with both controllers. Given a rectilinear nominal trajectory and an initial configuration error of (-5, -5,O) in position and orientation, the two charts show the evolution of the error in distance and in orientation. As one can see, the results are rather similar. However our controller has two advantages over Kanayama's: a) it can follow a trajectory including stops and b) it can incorporate other behaviours (cf. next section). Obstacle Avoidance. After the implementation of the obstacle avoidance behaviour, it became possible to test the capabilities of EM regarding local adaptation of the nominal trajectory so as to react to unexpected events. In order to do so, several scenarios were designed, e.g. crossing of an intersection, overtaking of an other vehicle, etc.
One of these scenario is illustrated in Fig. 7 . Three cars are approaching an intersection. The white one is controlled by our system ('our car'); the other two are regarded as moving obstacles. Based upon a prediction of the motion of the two other cars (constant speed), the trajectory planner computes a nominal trajectory such that our car gives way to the vehicle on its left and passes the intersection before the vehicle on its right. However, in the course of the execution of the trajectory, it turns out that the car on the right suddenly accelerates. As soon as EM realizes that there is a risk of collision with the accelerating car, obstacle avoidance becomes more important than trajectory following and our car will stop so as to give way to the accelerating car and then will reaccelerate so as to catch up with the nominal trajectory.
Supervised Learning
Testing the supervised learning algorithm requires a data base of learning samples, i.e. couples of (input, desired output). We decided to run EM (with empirically determined weights) on the different scenarios developed on our carlike simulat,or in order to generate the required data base.
Then the weights of the linguistic rules of EM were reset to one and the samples were fed to the learning algorithm; it was found that the learned weights were close to the empirical ones (which is in some way reassuring). Next we run EM with different weights (unit, empirical and learned) on several scenarios so as to demonstrate the importance of tlie weights in the global behaviour of the vehicle. These experiments showed first that, even with unit weights, the vehicle behaves satisfactorily in the sense that it is able to avoid collisions while following its nominal trajectory (see Fig 8 , top) . Second they showed that empirical or learned weights do improve EM by smoothing the global behaviour of the vehicle (see Fig 8, Finally the convergence of the learning process was studied. Sets S, of increasing size of learning samples randomly selected from the data base were fed to the learning algorithm. The following criterion was chosen to show the stabilization of the learned weights:
where w j is the j t h learned weight for the set S, of learning samples. Fig. 9 depicts one example of the evolution of this criterion for sets S, of size 100 to 2000. Several experimental runs showed a convergence of the learned weights after about 1100 samples.
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The outcome of these experiments is a first validation of the learning process however further experiments are necessary. In particular a real car equipped with sensors and driven around will be used to generate a data base of real samples. We are planning to do this with our experimental vehicle (cf. next section). Figure 10 : the experimental vehicle Up until now, EM was tested on a simulated vehicle. The next step is to use a real vehicle. We have started to work with a small Ligier electric car whose acceleration, braking and steering are actuated. Besides it is equipped with odometry sensors, a linear camera and a ring of ultrasonic sensors (Fig. 10 ). This electric car is being developed within the framework of the Praxititle programme.
Further Experiments
Praxitble is a French research programme based upon the concept of Public and Individual Urban Transport (TUPI in French). The idea behind the TUPI concept is to put at the customer's disposal a fleet of small vehicles, the socalled Praxicars, that can be used freely in a metropolitan area. In the future, the Praxicars should be able to move autonomously within specific environments, e.g. a parking-maintenance station, in order to perform certain manceuvres, e.g. dock a power terminal.
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Figure 11: EM'S block diagram.
EM has been implemented using the ORCCAD4 software [23] on a Motorola MVME162 card. Fig. 11 depicts the block diagram of the implementation of EM under OR-CCAD. Our test campaign has started very recently. So far, we have been able to test the trajectory following behaviour. The result of one real trajectory following experiment is illustrated in Fig. 12 : the chart depicts the evolution of the error in distance between a given nominal trajectory and the actual trajectory executed by the real car. We are currently testing the other behaviours.
Future Work
Globally the behaviour of EM is satisfactory. However a problem appeared in certain situations. It is depicted in Fig. 13 where our car has to avoid a vehicle which is directly on its nominal trajectory. In the course of the overtaking manceuvre, there is a competition between trajectory following and obstacle avoidance with the resulting oscillating behaviour: at one time step, our car senses an obstacle on its right and decides to steer to the left in order to avoid it. But at the next time step, the obstacle becomes less dangerous and our car decides to steer to the right in order to catch up with the nominal trajectory and so forth. Several reasons account for this oscillation problem (limitation of the sensory data, crude characterization of the fuzzy sets associated with the steering-acceleration commands) but it is mostly due to the reactive nature of EM. To deal with this problem, we have decided to complete the control architecture of our vehicle with an intermediate module between the trajectory planner and EM: the local navigator [24] . In short the local navigator will compute a set of 'escape lines', i.e. trajectories obtained by applying simple commands (typically constant) to the vehicle over a fixed period of time. These escape lines are then checked for possible collision with the obstacles detected by the vehicle's sensors. Finally the best (typically the closest to the nominal trajectory) collision-free escape line is selected as the trajectory to be followed by EM over the next period of time. Hopefully the introduction of this intermediate level should solve the oscillation problem.
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