Abstract. The additive turbulent decomposition (ATD) method is a computational scheme for solving the Navier-Stokes equations and related nonlinear dissipative evolution equations. It involves a decomposition of the Navier-Stokes equation into equations for large-and small-scale components similar in spirit, but different in details, to the nonlinear Galerkin methods proposed by Temam and coworkers. In this paper, we consider the ATD method as applied to the two-dimensional incompressible Navier-Stokes equation on a bounded domain. We model the corresponding ATD equations by a coupled system of nonlinear differential equations, and obtain convergence and error estimates. The error estimates for the ATD method are comparable to those for the linear Galerkin method. We show how to modify the ATD method to obtain a scheme for which the convergence estimates are similar to those of the first nonlinear Galerkin method.
Introduction.
Let Ω be a bounded domain in R 2 with smooth boundary. The two-dimensional, incompressible Navier-Stokes equation for u : Ω × (0, T ) → R where ν is the kinematic viscosity, p is the pressure, and f is the body force. We assume that u vanishes on ∂Ω and that ∇ · u = 0. In order to formulate this equation rigorously, it is useful to introduce the spaces H, the closure of C ∞ 0 (Ω; R 2 ) vector fields with zero divergence in the L 2 (Ω; R 2 )-norm (denoted by | · | in what follows), and V , the closure of the same set in the H 1 (Ω; R 2 )-norm. If P is the projection in L 2 (Ω; R 2 ) onto H, we may reformulate the initial value problem for (1.1) as the problem    ∂u ∂t + νAu + P(u · ∇u) = Pf,
where u 0 ∈ H, f ∈ L ∞ ((0, T ); H), and A is Stokes's operator A = −P∆ (see for example [2] or [23] for the basic existence and uniqueness theory for this equation). The operator A is an unbounded, invertible, self-adjoint operator with compact resolvent, so that there is a complete set of orthonormal eigenfunctions φ n and eigenvalues λ n with λ n ∼ c n for large n.
Accurate, high-speed computation of solutions to the Navier-Stokes equation for turbulent flow fields remains a challenging problem. Recently, McDonough and coworkers have proposed the additive turbulent decomposition (ATD), a highly parallelizable, multiscale computational scheme for nonlinear dissipative evolution equations including Burgers's equation and the Navier-Stokes equations. For the NavierStokes equation, the ATD method derives coupled equations for the "large-scale" and "small-scale" components of the solution u which can be solved in a highly parallelizable manner and appear to produce reliable calculations of the flow field for highReynolds number flows (see [13, 14, 15, 16] for investigations involving Burgers's equation, [17, 18, 21] for an application to combustion problems, and [8, 9, 10, 19, 20, 22] for applications to the Navier-Stokes equation).
To explain their ideas, we consider the following model of ATD which, although not identical to their computational scheme, preserves many of its key features. Let P denote the projection onto the span of φ 1 , . . . , φ m , the first m eigenfunctions of Stokes's operator, and let Q = I − P as an operator on H. The ATD equations are the coupled system  
Observe that these equations may be derived heuristically from the Navier-Stokes equation by projection onto the P H and QH and neglecting portions of the nonlinear term. The idea is to compute "large-scale" (y) and "small-scale" (z) solutions with minimal coupling between the large and small scales; in computational practice, one calculates the large-and small-scale solutions in parallel. Let u denote the exact solution of the Navier-Stokes equations with initial data u 0 , and let y and z denote the solutions of (1.3) and (1.4) with respective initial data P u 0 and Qu 0 . The L 2 (Ω; R 2 ) errors of the large-and small-scale solutions, |P u(t) − y(t)| and |Qu(t) − z(t)|, give a useful measure of the reasonableness of the ATD approximation. We wish to estimate how these errors depend on m, the number of large-scale modes used.
The idea of decoupling large-and-small scale modes as implemented here is close in spirit to the nonlinear Galerkin methods developed in Foias, Manley, and Temam [7] , Titi [26] , Marion and Temam [12] , and, more recently, Devulder, Marion, and Titi (see [4, 5, 12] ). These methods are motivated by the existence of a compact universal attractor for the Navier-Stokes equations (see, for example, [2] or [3] for an overview, and [24, 25] for related multiscale computational schemes) and the idea of approximating dynamics on the attractor by a Lipschitz map Φ : P H → QH, which describes how the "small-scale" modes are determined by the "large-scale" ones. In the ATD method, we try instead to compute the coupling between large-scale and small-scale modes through a coupled system of time-dependent differential equations.
We wish to analyze how the solutions to the system (1.3)-(1.4) and several variants compare with other computational schemes in the literature, particularly the nonlinear Galerkin methods. In order to facilitate our analysis we will carry out separate estimates for somewhat more general large-scale and small-scale equations, and then use these results to derive error estimates for the coupled system. We will show that a modified version of the basic ATD system obeys better error estimates than those for the usual Galerkin method. For the large-scale equation, we will consider the general form 5) and for the small-scale equation we will consider the general form
where α i and β i are either zero or one. We impose the added conditions
to ensure global existence of solutions: this condition guarantees that the nonlinear terms have an antisymmetry property that ensures boundedness of y(t) and z(t) as maps into H (see section 5). We shall estimate |P u(t) − y(t)| and |Qu(t) − z(t)| and use these estimates to study convergence of various approximations based on the ATD method.
The contents of this paper are as follows. In section 2, we define notation and collect some basic results on the Navier-Stokes equation that will be used in what follows. In section 3 and section 4, respectively, we derive a priori estimates on the large-and small-scale equations in the spirit of [5] . In section 5, we prove existence and uniqueness of weak solutions to the ATD equations. Finally, in section 6, we use these results to derive convergence estimates for the ATD method and several variants.
We remark that throughout this paper, constants may depend on the smoothness of the domain. Dependence on ν or the eigenvalue λ m will be indicated explicitly.
Some useful estimates.
Here we collect some useful facts and estimates for the two-dimensional incompressible Navier-Stokes equations. Unless otherwise noted, all may be found in the monograph of Constantin and Foias [2] or the monograph of Temam [23] .
In what follows, we denote by H the completion of C ∞ 0 (Ω; R 2 ) vector fields with zero divergence in the L 2 (Ω; R 2 )-norm, and by V the completion of the same space in the H 1 (Ω) norm. We equip H and V , respectively, with the norms
, respectively, Stokes's operator is the operator A = −P∆ with domain
We observe that we have u = |A 1/2 u|, and will use this frequently below. The operator A is self-adjoint and invertible with compact resolvent. We denote its eigenfunctions and eigenvalues, respectively, by φ n and λ n . From the spectral theorem for the operator A, we have the easy estimates u 2 ≥ λ 1 |u| 2 and λ m+1 |Qu| 2 ≤ Qu 2 . Although we shall not use this fact explicitly, it is important to note that λ n ∼ c n as n → ∞.
We introduce the trilinear form b :
which has the antisymmetry property
as integration by parts shows. Associated with the trilinear form b is the bilinear operator B :
where B(u, v) acts on w as an element of the dual space V , and ·, · denotes the dual pairing. The following estimates will be useful. In what follows, · ∞ denotes the L ∞ (Ω; R 2 ) norm:
Using the Brezis-Gallouet inequality (see [1] ),
we can recast (2.3) and (2.4) in the forms
and
of the Navier-Stokes equations (1.2). Moreover we have the following useful a priori estimates.
and let u(t) be the unique solution to the Navier-Stokes equations (1.2) for t ∈ (0, T ). Then the estimates
A priori estimates: The large scale.
In what follows, we set
Since we are interested only in the case that |u(t) − (y(t) + z(t))| → 0 as m → ∞, we will choose α 1 = 1 in (1.5).
In this section, we shall prove the following. 
Proof. First, note that
By taking the inner product of the equation above with P u − y, we obtain
Since u = P u + Qu, we may write
It follows that
We shall estimate I j , j = 1, 2, 3, 4, separately. We begin with I 1 . First, by the antisymmetry property (2.2),
It then follows from (2.5) and the Cauchy inequality that
Next, for I 2 , we write
where we have used the antisymmetry property (2.2) in the first equality. Thus, by (2.8), we have
where we have used the inequalities
To estimate I 3 , we write
where we used the antisymmetry property (2.2) in the last equality. Then, using (2.5) and (2.7), we obtain
Finally, we deal with I 4 . Since
it follows from (2.8) and (2.5) that
(3.6)
We now put estimates (3.3), (3.4), (3.5), and (3.6) for I 1 , I 2 , I 3 , I 4 together with (3.2) to conclude
Theorem 3.1 then follows easily from Gronwall's lemma.
A priori estimates:
The small scale. Again, we let u(t) denote the unique solution to the Navier-Stokes equation (1.2) with u 0 ∈ H and f ∈ L ∞ ((0, T ); H). Here, we prove the following. 
Proof. The estimate of z(t) is similar to that of the large-scale solution y(t) in Theorem 3.1.
As before, we have
For J 1 , we write
Thus, by (2.7), we get
where we also used the inequality |Qu − z| 2 ≤ 1/λ m+1 Qu − z 2 and the Cauchy inequality.
To estimate J 2 , we write
We then use (2.5) and (2.8) to obtain
For J 3 , we have, by the antisymmetry property (2.2),
It then follows from (2.7) that
Finally, by the antisymmetry property (2.2),
We then use (2.5) to get
To finish the proof, we collect estimates for J j , j = 1, 2, 3, 4, to conclude
Theorem 4.1 then follows from Gronwall's lemma.
Existence and uniqueness. Let T > 0 and let [0, T ] t → (y(t), z(t)) ∈ P H ⊕ QH be a measurable mapping. Set w(t) = y(t) + z(t). We say that w(t) is weakly continuous if w(t), h is continuous for each h ∈ H, where ·, · denotes the inner product in H.
We shall call such a measurable map a weak solution of the ATD equations (1.5) and (1.6) if we also have
hold for almost every t ∈ (0, T ) and all v ∈ V , and w(t), h → u 0 , h as t ↓ 0 for any h ∈ H. Here, we prove the following. Theorem 5.1. Fix α i ∈ {0, 1}, β i ∈ {0, 1}, and suppose further that α 3 = β 1 , T ) ; H) and u 0 ∈ H. Then there exist unique weak solutions y and z of (1.5), (1.6).
To prove existence, we follow closely one of the standard proofs for the existence of solutions to the Navier-Stokes equation (see, for example, [2, Chapter 8]): we construct Galerkin approximations (y N , z N ) using a spectral basis for A and prove a priori estimates that enable us to construct a weak solution by a standard selection theorem (e.g., [2, Lemma 8.2] ). More precisely, fix N > m, let P N denote the projection onto the space spanned by the first N eigenfunctions of Stokes' operator, and let Q N = P N − P . Recall that P denotes the projection onto the first m eigenfunctions of Stokes' operator. We denote by y N and z N the solutions of the system
where we pose the initial conditions y
, we obtain a coupled system of nonlinear ordinary differential equations whose solution exists for short times. The a priori estimates proved below show that these solutions can be extended to [0, T ].
Note that the ATD equations may be viewed as a single equation for w = y + z of the general form
where B m is a bilinear map from V × V into V . The condition α 3 = β 1 , α 4 = β 2 guarantees that the antisymmetry property (B m (u, v), w) = −(B m (u, w), v) holds, which guarantees that the nonlinear term disappears in the basic energy inequality for the system. Indeed, a short calculation shows that under the condition α 3 = β 1 , α 4 = β 2 , the energy inequality
holds. Using the inequality φ 2 ≥ λ 1 |φ| 2 to express the left-hand side in terms of | · | alone, we obtain from Gronwall's inequality the estimate
This shows that y N and z N belong to a bounded subset of L ∞ ((0, T ); H). Using the energy inequality again we recover the estimate
which shows that y N and z N belong to a bounded subset of L 2 ((0, T ); V ). To use the selection theorem, it suffices to show that dy N /dt and dz N /dt belong to L 2 ((0, T ); V ). From the differential equations, we see that it suffices to show that the quantities T ) ) with bounds uniform in N . In order to do this we note that by (2.5) and the antisymmetry property of b (2.2), we have
Using the a priori bounds on w N L 2 ((0,T );V ) and w N L ∞ ((0,T );H) already proved, we obtain estimates of the desired form. Thus we have the following lemma. , we can show that if u 0 ∈ V , we can bound sup 0≤t≤T y(t) and sup 0≤t≤T z(t) by a constant depending only on u 0 , sup 0≤t≤T |f (t)|, ν, and λ 1 .
Convergence estimates.
Using the a priori estimates proved in sections 3 and 4, we will derive convergence and error estimates for various ATD schemes. To begin with, for purposes of comparison, we recall similar estimates for the Galerkin method.
First we consider the Galerkin method, which solves the large-scale equation with α 1 = 1 and all remaining α i zero. It follows from Theorem 3.1 that for the Galerkin solution y(t),
It then follows from (6.1) and the estimates in Proposition 2.
where C depends on ν, T , λ 1 , u 0 , and |f | L ∞ ((0,T );H) . Thus, for the simple Galerkin method, solutions with initial data in V have convergence in
We wish to compare the convergence of the large-scale solution, computed by the ATD method, with that of the Galerkin solution.
We begin with the standard ATD method. From Theorems 3.1 and 4.1, together with the estimate (6.2), it is easy to deduce the following.
Theorem 6.1. 
This estimate is logarithmically worse than standard estimates for the rate of convergence of the linear Galerkin method, and suggests that the convergence rate for the unmodified ATD method is comparable to that of the linear Galerkin method.
Next, we consider the modified ATD equations with α 1 = α 2 = α 3 = 1, α 4 = 0, β 1 = 1, and β 2 = β 3 = β 4 = 0. In this case, we have the large-scale equation 
Lm Qu 4 dt
Combining equations (6.7) and (6.8), we recover the following.
, and let u(t) denote the unique solution to the two-dimensional Navier-Stokes equation (1.2) . If y and z solve the modified ATD equations (6.5) and (6.6), then there is a constant C depending on ν, T, λ 1 , u 0 , and |f | L ∞ ((0, T ); H) such that
If we further assume that u 0 ∈ D(A), then there exists a constant C depending on ν, T, λ 1 , |Au 0 |, and |f | L ∞ ((0,T );H) such that
Proof. Since sup t>0 u(t) and sup t>0 ( y(t) + z(t) ) are bounded by a constant depending on ν, λ 1 , u 0 , and |f | L ∞ ((0,T );H) (see Proposition 2.1 and Remark 5.1), we may deduce from (6.7) and (6.8) that 12) where C depends on ν, λ 1 , T, u 0 and |f | L ∞ ((0,T );H) . Note that (6.11) implies
This, together with (6.12), gives
(6.13)
Estimate (6.9) now follows from (6.11) and (6.13). To see (6.10), we recall the following estimate from [7] . Let This method was proposed by Foias, Manley, and Temam [7] and further analyzed in [5, 12, 26] . (it no longer is sensible to impose an initial condition on z). This system is a variant of the first nonlinear Galerkin method [12] which is discussed and analyzed in the paper [5] : one considers the abstract form (3.4b) in [5] and takes for Φ app the map defined by the small-scale equation in (6.15) above. If one assumes that the initial data for the Navier-Stokes equation is itself a solution of the Navier-Stokes equation evaluated at a suitable time t > 0, one can obtain an estimate for ∂(Qu)/∂t (see [6, 7] and [5, equation (4. 2)] and comments in section 4.2) and prove the estimate
since u 0 is sufficiently smooth by assumption. It is perhaps worth noting that in the ATD method we do not require that the initial data be a solution.
We note that the estimate of Foias, Manley and Temam is proven for f , which are independent of time, rather than in L ∞ ((0, T ); H). This estimate is derived in [5] and also follows (in essentially the same way) from the analysis here. Thus, dropping the term P B(z, z) from the scheme in Remark 6.1 leads to a system for which we still have the same error estimates and is easier to analyze. We refer the interested reader to the work of Jolly, Kevrekidis, and Titi [11] , which discusses the problem of choosing appropriate approximations to the Kuramoto-Shivashinsky equations and highlights the importance of preserving dissipation in the approximate equations.
