Abstract-In a recursive way and by including a parameter, we introduce a family of deterministic scale-free networks. The resulting networks exhibit small-world effects. We calculate the exact results for the degree exponent, the clustering coefficient and the diameter. The major points of our results indicate: the degree exponent can be adjusted; the clustering coefficient of each individual vertex is inversely proportional to its degree and the average clustering coefficient of all vertices approaches to a nonzero value in the infinite network order; and the diameter grows logarithmically with the number of network vertices.
ity, Ravasz et al. proposed a hierarchical network model [13] , [14] , the exact scaling properties and extensive study of which were reported in Refs. [15] and [16] , respectively. Recently, In relation to the problem of Apollonian space-filing packing, Andrade et al. introduced Apollonian networks [17] which were also proposed by Doye and Massen in Ref. [18] and have been intensively investigated [19] [20] [21] [22] . Except for above models, deterministic networks can be created by various techniques: modification of some regular graphs [23] , addition and product of graphs [24] , edge iterations [25] and other mathematical methods as in Ref. [27] .
As mentioned by Baraba'si et al., it would be of major theoretical interest to construct deterministic models that lead to scale-free networks [8] . In this paper, we do an extensive study on pseudofractal scale-free web [10] and the recursive graphs (RG) [11] . In a simple recursive way we propose a general model for PSW and RG by including a parameter, with PSW and RG as particular cases of the present model. The deterministic construction of our model enables one to obtain the analytic solutions for some main structure properties: degree distribution, clustering coefficient and diameter. By adjusting the parameter, we can obtain a variety of scale-free networks.
II. THE NETWORK CONSTRUCTION Before introducing our networks we give the following definitions on a graph. The term size refers to the number of edges in a graph. The number of vertices in a graph is called its order. When two vertices of a graph are connected by an edge, these vertices are said to be adjacent, and the edge is said to join them. A complete graph is a graph in which all vertices are adjacent to one another. Thus, in a complete graph, every possible edge is present. The complete graph with q vertices is denoted as Kq (also referred in the literature as q-clique; see [28] ). Two graphs are isomorphic when the vertices of one can be relabeled to match the vertices of the other in a way that preserves adjacency. So all q-cliques are isomorphic to one another.
The network is constructed in a recursive way. We denote the network after t steps by R(q, t), q > 2, t > 0 (see Fig.   1 ). Then the network at step t is constructed as follows: For When a new vertex i is added to the graph at step ti, it has degree q and forms q new q-cliques. Let nq(i, t) be the total number of q-cliques at step t that will created new vertices connected to the vertex i at step t+1. So at step ti, nq(i, ti) q. By construction, we can see that in the subsequent steps each new neighbor of i generated q -1 new q-cliques with i as one vertex of them. Let ki(t) be the degree of i at step t.
It is not difficult to find following relations for t > ti + 1:
Since the degree of each vertex has been obtained explicitly as in Eq. (5), we can get the degree distribution via its cumulative
where N(k',t) denotes the number of vertices with degree k'. The analytic computation details are given as follows. For a degree k
q -1 (6) there are n,v(j) = m(q + l)(qm + l)j-1 vertices with this exact degree, all of which were born at step j. All vertices with birth time at j or earlier have this and a higher degree. So we have
As the total number of vertices at step t is given in Eq. (1) we have
Therefore, for large t we obtain (8) For the particular case of m = 1, Eq. (8) recovers the results previously obtained in Ref. [11] .
B. Clustering coefficient
The clustering coefficient [1] Ci of vertex i is defined as the ratio between the number of edges ei that actually exist among the ki neighbors of vertex i and its maximum possible value, ki(ki -1)/2, i.e., Ci = 2ei/ki(ki -1). The clustering coefficient of the whole network is the average of Cis over all vertices in the graph.
For our networks, the analytical expressions for clustering coefficient C(k) of the individual vertex with degree k can be derived exactly. When a vertex is created it is connected to all the vertices of a q-clique whose vertices are completely interconnected. Its degree and clustering coefficient are q and 1, respectively. In the following steps, if its degree increases nq (t, t) = nq (t, t 1) + (q 1) Aki (t). one by a newly created vertex connecting to it, then there must be q -1 existing neighbors of it attaching to the new vertex at the same time. Thus for a vertex of degree k, we have
which depends on degree k and q. For k > q, the C(k) is inversely proportional to degree. The scaling C(k) -k-1 has been found for some network models [10] , [11] , [14] , [15] , [17] [18] [19] [20] [21] , and has also observed in several real-life networks [14] .
Using Eq. (9) (5) is the degree of the vertices created at step r.
It can be easily proved that for arbitrary fixed m, Ct increases with q, and that for arbitrary fixed q, Ct increases with m. In the infinite network order limit (Nt -> ox), Eq. (10) converges to a nonzero value C. When q = 2, for m = 1, 2, 3 and 4, C equal to 0.8000, 0.8571 0.8889 and 0.9091, respectively. When m = 2, for q = 2, 3, 4 and 5, C are 0.8571, 0.9100, 0.9348 and 0.9490, respectively. Therefore, the clustering coefficient of our networks is very high. Moreover, similarly to the degree exponent -y, clustering coefficient C is determined by q and m. Fig. 2 shows the dependence of C on q and m.
C. Diameter
The diameter of a network characterizes the maximum communication delay in the network and is defined as the maximum of shortest path between all pairs of vertices. In what follows, the notations Fxl and Lxi express the integers obtained by rounding x to the nearest integers towards infinity and minus infinity, respectively. Now we compute the diameter of R(q,t), denoted Diam(R(q,t)) for q > 3 (q = 2 is a particular case that is treated separately):
Step 0. The diameter is 1. Steps [q+l] to q. In any of those steps, some newly added vertices might not share a neighbor in the original (q + 1)-clique R(q, 0); however, any newly added vertex is connected to at least one vertex of the initial (q+ 1)-clique R(q, 0). Thus, the diameter is equal to 3. Further steps. In order to simplify the analysis, we first note that it is unnecessary to look at all the vertices in the graph in order to find the diameter. In other words, some vertices added at a given step can be ignored, because they do not increase the diameter from the previous step. These vertices are those that connect to vertices that already formed a (q+ 1)-clique in one or several of the previous steps: indeed, for these vertices we know that a similar construction has been done in previous steps, so we can ignore them for the computation of the diameter. Let us call "outer" vertices the vertices which are connected to a q-clique that did not exist previously. Clearly, at each step, the diameter depends on the distances between outer vertices. Now, at any step t > q + 1, we note that an outer vertex cannot be connected with two or more vertices that were created during the same step 0 < t' < t -1. Moreover, by construction no two vertices that were created during a given step are neighbors, thus they cannot be part of the same qclique. Therefore, for any step t > q + 1, some outer vertices are connected with vertices that appeared at pairwise different steps. Thus, if vt denotes an outer vertex that was created at step t, then vt is connected to vertices vis, 1 < i < t -1, where all the is are pairwise distinct. We conclude that vt is necessarily connected to a vertex that was created at a step to < t -q. If we repeat this argument, then we obtain an upper bound on the distance from vt to the initial (q + 1)-clique R(q, 0). Let t = aq + p, where 1 < p < q. Then, we see that vt is at distance at most a+1 from a vertex in R(q, t). Hence any two vertices vt and wt in R(q, 0) lie at distance at most 2 (a + 1) +1 ; however, depending on p, this distance can be reduced by 1, since when p < F ] q+ 1, we know that two vertices created at step p share at least a neighbor in R(q, 0).
Thus, when 1 < p < F q+ 1, Diam(R(q,t)) < 2(a + 1), while when Fq+1 < p < q, Diam(R(q,t)) < 2(a + 1) + 1.
One can see that these bounds can be reached by pairs of outer vertices created at step t. More precisely, those two vertices vt and wt share the property that they are connected to q vertices that appeared respectively at steps t -1, t -2, ... t -q.
Based on the above arguments, one can easily see that for t > q, the diameter increases by 2 every q steps. More precisely, we have the following result, for any q > 3 and t > 1 (when t = 0, the diameter is clearly equal to 1):
where f(q,t) = 0 if t_ [tl jq < F 1, and 1 otherwise.
When t gets large, Diam(R(q,t)) 2q, while Nt T(mq + 1)t, thus the diameter grows logarithmically with the number of vertices.
For q = 2, the argument is similar: when t = 0 (resp. t = 1), the diameter is equal to 1 (resp. 2). Now consider two outer vertices created at step t > 2, say vt and wt. Then vt is connected to two vertices, and one of them must have been created before or during step t -2. We repeat this argument, and we end up with 2 cases: (1) t = 2m is even. Then, if we make m "jumps", from vt we arrive in R(2, 0), in which we can reach any wt by using an edge of R(2, 0) and making m jumps to wt in a similar way. Thus Diam(R(2, 2m)) < 2m + 1. (2) t = 2m + 1 is odd. In this case we can stop after m jumps at R(2, 1), for which we now that the diameter is 2, and make m jumps in a similar way to reach wt. Thus Diam(R(2, 2m + 1)) < 2m + 2. As previously, it easily seen that the bound can be reached for some pairs of vertices.
Hence, formally, Diam(R(2, t)) = t + 1 for any t > 0. In this particular case, the network order Nt -(2m + 1)t, thus Diam(R(2, t)) also increases logarithmically with network order.
IV. CONCLUSION AND DISCUSSION
In summary, we have proposed and studied a network model constructed in a recursive fashion. At each time step, each already existing q-clique generates m new vertices. The process results in a serial of networks with two published papers [10] , [11] as special cases of them. We have obtained the analytical results for degree exponent, clustering coefficient and diameter. The degree exponent and the clustering coefficient may be adjusted to various values by tuning the parameter m. Therefore, they may perform well in mimicking a variety of scale-free networks in real world. Moreover, in a similar way, one can easily consider other variations, for example, at each step not all cliques of a network but only some of them generate vertices, which also allow a rich structure and flexibility in the control of degree exponent, clustering coefficient and other properties. Details of the analytical solution for these variants will be addressed elsewhere.
