Efficient resource discovery based on dynamic attributes such as CPU utilization and available bandwidth is a crucial problem in the deployment of computing grids. Existing solutions are either centralized or unable to answer advanced resource queries (e.g., range queries) efficiently. We present the design of NodeWiz, a Grid Information Service (GIS) that allows multi-attribute range queries to be performed efficiently in a distributed manner This is obtained by aggregating the directory services of individual organizations in a peer-to-peer information service.
I Introduction
Efficient resource or service discovery is a crucial problem in the deployment of computing Grids, especially as these evolve to support diverse applications including interactive applications with real-time QoS requirements (e.g., multi-player networked games). As we migrate from a resource-centric world to a more service-centric one, it is anticipated that clients will search for raw computing and storage resources (e.g., machine with Pentium 1.8 GHz CPU and 512 MB memory) as well as services (e.g., Lightly loaded Everquest game service). Further, the attributes may be dynamically changing (e.g., available bandwidth between two nodes) rather than static (e.g., OS version). These trends make the resource or service discovery problem challenging. The information service must be architected to support multi-attribute range queries in an efficient manner.
Current solutions for performing these queries are either centralized or static hierarchical or have inherently poor capability for answering some complex queries. Centralized solutions do not work well in geographically large systems or with dynamic attributes that change rapidly. Many centralized solutions can be augmented by replication, but then managing consistent replicas can incur significant overhead. Hierarchical distributed systems alleviate some of the issues with the centralized systems. However, most of these are inefficient in retrieving the answers to a multi-attribute range query because of the static hierarchy through which the query has to be forwarded. Further, there is limited recourse available if due to the query load patterns, some information servers get heavily loaded while others are essentially unloaded. Other recently proposed solutions use Distributed Hash Table ( DHT) technology to overcome the problems of the hierarchical systems, but do not provide a natural way to perform complex multi-attribute range queries while maintaining load-balance.
Our goal is to design a Grid Information Service (GIS) that allows multi-attribute range queries to be performed efficiently in a distributed manner. We emphasize multiattribute range queries because these are among the more useful and common types of queries that a client would need to execute. In this paper, we present NodeWiz that aggregates the directory services of individual organizations in a peer-to-peer information service. NodeWiz is distributed and self-organizing such that loaded servers can dynamically offload some of their load onto other servers. Further, as described later, the information storage and organization is driven by query workloads, thereby providing a very natural way, not only to load-balance the query workload but also optimize the performance for more common multi-attribute range queries.
The next section provides the background and related work. Sections 3 describes the NodeWiz architecture in detail and presents the associated algorithms. This is followed by an evaluation using simulation in Section 4. Finally, our conclusions are presented in Section 5.
Background
Grid Information Service (GIS) is a key component of any large grid installation. It addresses the important problem of resource discovery which enables such large-scale, geographically-distributed, general-purpose resource sharing environments. Deployed grids based on first version of the Globus Toolkit [9] employed the Metacomputing Directory Service (MDS) [20] . The in its ClassAd that a job will be accepted provided the memory required is less than 1 GB (Memory < 1GB). The resource consumer can state that the memory required by her job will be at most 700 MB (Memory <= 700MB). Matches will be found by the centralized matchmaker. Query language is not the focus of our current work. Unlike Condor, we have not addressed ranking criteria for matches found during the search. We focus on doing such multi-attribute range queries efficiently in the distributed environment.
Related Work
A prior solution for discovering resources in grid environments using a peer-to-peer approach was described in [14, 13] . Their approach differs from ours in that they use an unstructured peer-to-peer system. Heuristics such as random walks and best-neighbor rule are used to contact neighbors and propagate the search through the P2P network.
INS/Twine [2] describes a peer-to-peer solution. However, it focus on semi-structured data (e.g., in XML syntax) containing only attribute and values that may be matched. Range queries are not supported.
Distributed Hash Tables (DHT) are popular in large scale information repository systems as they are scalable, selforganizing, load balanced, and efficient. However, supporting complex queries such as range queries is difficult on DHTs. A DHT based grid information service [1] supporting single attribute, range queries, has studied different query request routing and update strategies. Recently a trie-like data structure of prefix hash tree [18] has been proposed for use on top of DHT to allow range queries. This is likely to integrated into PIER [12] , which is a distributed query engine performing database queries over a DHT. SWORD [17] is an information service that can answer multi-attribute range queries to locate suitable PlanetLab nodes. SWORD nodes participate in multiple DHTs, one per attribute. A query is routed by identifying its most selective attribute, and using the corresponding DHT. Similarly, MAAN [5] also uses query selectivity to identify the attribute using which the query is routed on the corresponding DHT. Maintaining multiple DHTs involves updating each of them when a resource advertisement is received. As the number of attributes corresponding to the DHTs increases, the update traffic also increases proportionately. NodeWiz maintains a single distributed index. Hence the update traffic is independent of the number of attributes.
There have been other proposals for supporting multiattribute range queries in distributed environments without utilizing DHT. In [7] , two spatial-database approaches are compared for supporting multi-dimensional range queries in P2P systems. The first approach uses space-filling curves to map multi-dimensional data to a single dimension. The latter is then partitioned by ranges among the available nodes. The second approach uses k-d trees to partition the multi-dimensional space into hypercuboids, each of which is assigned to a node. In both cases, skip graphs are used to increase routing efficiency. SkipNet [11] enables rangequeries on a single attribute by using the skip list data structure and ordering nodes in the overlay using string names, instead of hashed identifiers. Hence, explicit load balancing is required. Distributed Index for Multi-dimensional data (DIM) [15] is a data structure designed for multi-attribute range queries in sensor networks. It uses a geographic hash function to map the multi-dimensional space into a twodimensional geographic space, and then uses a geographic routing algorithm. Mercury [4] , like SWORD and MAAN, maintains a separate logical overlay for each attribute. Unlike them, the overlay is not a DHT. Mercury achieves explicit load balancing by moving nodes from lightly-loaded to overloaded regions of the overlay. Brushwood [22] 3 NodeWiz Architecture
In this section, we present the Nodewiz architecture and various mechanisms for routing the queries and advertisements, and splitting the attribute subspace, etc. We will refer to the nodes in NodeWiz as the information service nodes, or service nodes interchangeably. They should not be confused with resource provider nodes on which application services will be hosted. NodeWiz adopts a soft-state approach for storing resource information for dynamic attributes. The provider nodes update the information about their service by periodically advertising the current attribute values. Resource brokers and consumer nodes will query our service nodes to find the provider nodes. They will also be referred to as clients of NodeWiz. Our emphasis in this section and the subsequent subsections is primarily on defining how service nodes join NodeWiz, how we do load balancing and how messages are routed. We do not address the issue of node failures in detail, although we mention it briefly in Section 3.3. This is because we assume that the nodes joining NodeWiz are stable infrastructure nodes, as explained in Section 2. Security issues such as mutual authentication are also outside the scope of this work.
When NodeWiz is bootstrapped with one node, the situation is similar to the centralized matchmaker in Condor [19] . When the next node joins NodeWiz, we have to distribute the workload between the new node and an existing node that was identified previously as having maximum workload. The algorithm used to identify the existing node with the highest workload is described in Section 3.1. The next step is to identify the attribute based on which the identified node will split its attribute subspace with the new node, and the splitting value of that attribute. This algorithm is described in Section 3.2. Figure 1(a) shows how the attribute space of advertisements and queries gets eventually divided among 7 NodeWiz nodes, A through G. This figure can be viewed as a distributed decision tree according to which an advertisement or query will end up on the correct node to facilitate matchmaking. Each of the non-leaf nodes is labeled with a node-pair. The first node was an existing node of NodeWiz, while the second node joined, resulting in the split of the attribute space. Thus A was an existing node and the only node of NodeWiz when E joined. The load attribute and a splitting value of 0.6 were selected, based on the Splitting Algorithm described in Section 3.2, for splitting the attribute space'. All advertisements and queries associated with load less than 0.6 were assigned to A, while those associated with load greater than 0.6 were assigned to E. Both nodes own the same range of values for all other attributes after the split. These ranges are not affected by the split. The figure shows that E subsequently split its attribute subspace with F, and then with D. The leaves of this tree are all the existing nodes of NodeWiz.
Since the node selected for splitting is chosen with the goal of distributing the query workload evenly among all nodes, the distributed decision tree will grow in a balanced fashion, provided the query workload does not show a sudden change in characteristics. In practice, the query pattern can change, and so subtrees can receive unbalanced query workloads. When the query traffic received by a node falls below a predetermined threshold,it can leave and rejoin by splitting with the currently overloaded nodes. In Figure 1(a) , consider node C. If it wants to leave, it will identify the last node with which it has split the attribute subspace. In this example, it will be A. So C will inform A that it is leaving. A will remove the entry in its overlay routing table pointing to C, and also propagate the request to nodes with which it split attribute subspaces after its split with C. These nodes will repeat the action A took. This will ensure that the attribute subspace assigned to C gets reclaimed.
Each node keeps track of some of the nodes responsible for other parts of the attribute space, so that advertisements ' Although we depict only binary splits, the scheme can be generalized to splitting the attribute space into more than two partitions at a given time. If the node has to wait for the recipient's message, it adds this recipient to the list of nodes for whose message it is waiting. This list grows until the node reaches a routing table entry, while scanning back from the most recent entry, for which the comparison indicates that it should send the message. The node does not scan the routing table beyond this point. After it waits for the messages from all the nodes its list of nodes to wait on, it includes its own workload, retains the top K values, and sends the resulting message to the recipient of the entry where it stopped scanning the routing table. Thus each node in NodeWiz will wait for zero or more nodes to send their message to it, and will send out exactly one message. The exception is the one node that will scan its entire routing table and add all nodes to its list of nodes to wait on. This is the node whose attribute subspace includes the maximum value of each attribute. This node is the root, and will disseminate the list of top K values in the second phase.
Splitting the Attribute Space
The Splitting Algorithm has to identify an attribute, for which the range of values owned by the splitting node can divided into two ranges of values. Two conditions have to be satisfied. Firstly, the values of the selected attribute in the advertisements and queries seen by the splitting node should show high probability of falling in clusters that are within the two ranges selected. This is based on the underlying assumption that an attribute which shows strong clusters will continue to do so, and has the better chance of maintaining even distribution of load between the splitting and joining nodes. For example, there might be a cluster of workstations which are kept busy by jobs submitted through a batch queuing system. There might be another cluster of desktop machines that are idle most of the time. If the splitting node finds the load averages of both sets of machines in the advertisements received by it, a clustering algorithm could easily select the load average attribute and a splitting value so that the advertisements from the two sets of machines are assigned to the two nodes. This brings us to the second condition that needs to be satisfied. Consider the case where the clustering algorithm finds two clusters for an attribute. However one cluster is very small is size compared to the other. This can clearly lead to load imbalance between the splitting and joining node. Hence we select among all the attributes the one for which our clustering algorithm leads to most even-sized clusters. The clustering algorithm used in our experiments is the k-means algorithm [10] . The input to the algorithm in our implementation is the histogram of values of each attribute in advertisements and queries received by a node since the last time the algorithm was run. We try to divide equally the search workload of a node. When an advertisement reaches a node, pending queries are looked up, and vice-versa. Hence both queries and advertisements contribute to the histogram of each attribute.
Routing Diversity Optimization
The nodes which join NodeWiz initially, such as A and E in Figure 1(a) , are found in the routing table entries of several nodes. As a result, they forward more messages than nodes that join later. We have tried a simple optimization for this problem. When a query or advertisement reaches its destination, the query results or an acknowledgment for the advertisement is sent back to the NodeWiz node that initiated the query or advertisement. When the routing diversity optimization is turned on, the initiator takes the destination node's IP address, and caches it in correlation with the routing table entry that was used to send the query or advertisement out. This ensures that another query or advertisement destined for the same sub-tree of the decision tree can be sent there with fewer overlay hops. This routing diversity optimization has been evaluated, and the results are presented in Section 4. We also observe that instead of caching just the last destination for each entry in the routing table, we can cache multiple entries. This has the added benefit of providing fault-tolerance. Also, if we allow lightly loaded nodes to leave and rejoin in a different part of the attribute space, this optimization provides an obvious way to repair the routing table.
Evaluation
We have built an event-driven simulation framework for NodeWiz. Our experiments use both synthetic and real datasets. For both of them, we have six attributes. In the synthetic dataset, each attribute is generated from a Pareto distribution which has been observed by other researchers to have good correlation to the attributes in a data-center trace [1] . For the real dataset, we used the measurements reported by the ganglia distributed monitoring system for PlanetLab nodes [8] . We selected six attributes from the dataset, namely the system load averages measured at 1, 5 and 15 minute intervals, and the amount of available disk, memory and swap space. Our discrete-event simulator reads one query and one advertisement at each clock cycle until all events in the input files have been consumed. The NodeWiz node which a client would contact with this query or advertisement is chosen randomly. In future, we will model network proximity to study the assignment of replicas (Figure 1(d) ). At that time, the input will be specific to a client and will be sent to the nearest NodeWiz node. Each simulation must specify the number of NodeWiz nodes. When all of them have joined NodeWiz, we reset the statistics and report only the values obtained at the at the end of the simulation. The number of events simulated in the synthetic dataset is 100 times the number of nodes, and usually a third of the events are simulated by the time all nodes have joined. However, due to the small size of the PlanetLab archive available, this is not always true in the PlanetLab dataset. Figure 2 shows the variation in average number of hops for a query or advertisement as the network size increases exponentially from 10 to 10000 nodes. We observe that the average number of hops increases very slowly. The queries in this experiment are for specific values of each attribute. If we were querying for a range, each query would visit all nodes overlapping the query range, and so the average number of hops will increase. This is explored in our technical report [3] . The plots for queries and advertisements look similar. This is to be expected, since NodeWiz will treat a query and an advertisement with the same attribute values identically as long as we are not querying for a range. Both will be routed to the node with ownership of the attribute subspace in which these attribute values fall. Figure 3 shows the increase in number of entries in the routing Figure 4 shows the standard deviation of the workload, as a measure of load imbalance, versus number of nodes. The workload is number of advertisements and queries received by a node until the end of simulation, from the steady state when all nodes have joined. Recall that we reset statistics at that point. For each dataset, we show 2 plots, one marked 'Clustering' which uses the clustering algorithm described in Section 3 to identify the attribute and the splitting value. To measure how well this is doing, we compare against the plot marked 'K-d tree'. Here the idea is to divide the attribute space as a k-d tree. So, at level i in the tree, attribute i is used, with a wraparound when maximum number of attributes is reached. Also, the splitting value is the median of all data points for that attribute that the node received in advertisements. Notice that our clustering technique is doing better than a k-d tree. Also, we do better usually on PlanetLab dataset compared to the synthetic dataset. This could be attributed to the fact that the synthetic data will not have clusters as much as the real PlanetLab data. We must also note that we are not comparing to other P2P schemes that use k-d trees. In particular, the NodeWiz techniques of maintaining routing tables, and the top-K workload vector remain invariant. Figure 5 shows the variation in the number of attributes used by NodeWiz for the PlanetLab dataset. When we reduce the number of attributes from 6, the baseline in our experiments, to 3 and then to 1, the average number of hops taken by a query increases. This is to be expected, since each query specifies a range for each attribute. As the number of available attributes decreases, the range owned by a single node decreases for fixed number of nodes. As a Figure 6 shows the effect of the routing diversity optimization described in Section 3.3. We plot the average message count of used links, including both queries and advertisements, against the number of nodes. Here we are considering only overlay links on which messages were sent. As can be expected, the average number of hops decreases significantly. The reduction is by a factor of 2 for a NodeWiz deployed on 10 nodes, while it can be as much as a factor j --Synthetic Clustering I, 0-Queries: 6 Attrs -6--Queries: 3 Attrs 
Conclusion
In this paper, we presented NodeWiz, a distributed and self-organizing information system for grid infrastructures. Our focus is to enable efficient execution of multi-attribute range queries, which are expected to be an important and common class of queries. NodeWiz allows for information service nodes to be dynamically added and removed from the information system to address scalability and performance concerns. More specifically, the algorithms described as part of the NodeWiz system have the capability to balance the load across multiple information service nodes while optimizing the performance for popular multiattribute range queries in a distributed manner. None of the existing approaches provide a natural way to deal with these kind of queries.
In NodeWiz, advertisements from service providers are placed strategically into the information system such that queries from the service consumers are routed efficiently (with minimum number of hops) to the nodes where the matching advertisements reside. We evaluated our algorithms using simulations on synthetic and PlanetLab data. We presented results on the average number of hops for a query or advertisement as the network size (number of nodes) and number of attributes are varied. We also evaluated load imbalance and a routing optimization. The preliminary results obtained indicate that NodeWiz has an advantage over systems that consider single attributes in isolation.
Our future work includes deploying NodeWiz on PlanetLab and obtaining real world performance data. We also intend to do a comprehensive evaluation and tuning of the proposed algorithms.
