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Abstract
Finding Tiny Faces [1] - released at CVPR 2017 - pro-
poses a novel approach to find small objects in an im-
age. Our contribution consists in deeply understanding the
choices of the paper together with applying and extending a
similar method to a real world subject which is the counting
of people in a public demonstration.
1. Introduction
The paper[1] deals with finding small objects (particu-
larly faces in our case) in an image, based on scale-specific
detectors by using features defined over single (deep) fea-
ture hierarchy : Scale Invariance, Image resolution, Contex-
tual reasoning. The algorithm is based on ”foveal” descrip-
tors, i.e blurring the peripheral image to encode and give
just enough information about the context, mimicking the
human vision. The subject is still an open challenge and we
would like to experiment this approach to different applica-
tions. Thus, after presenting the method and the influence
of its parameters, we will concentrate on a real-world ap-
plication which is counting people in a public demonstra-
tion. The last part will focus on possible extensions of this
work. Our code (using Python and TensorFlow) is available
at github.com/alexattia/ExtendedTinyFaces
2. Method
2.1. Contextual Reasoning
It is very difficult - if not impossible - to detect very
small faces, even for a human user. Thus, we need to estab-
lish how best to encode context. For the context modelling,
the paper makes use of a fixed-size (291px) receptive field.
It then defines templates over the ”hypercolumn” features
(vector of activations of all units for each pixel) extracted
from multiple layers of a deep model which are effective
”foveal” descriptors. This technique allows to capture both
high-resolution detail and coarse low-resolution cues across
large receptive field.
2.2. Global Architecture
Let us now detail the detection pipeline. Starting with an
input image, the input are re-scaled (multiple interpolations)
and scale-specific (the scales are power of 2, depending on
the input image resolution) detector are used to guarantee
the scale invariance. Then, the scaled input serve as entries
to a single Convolutional Neural Network (CNN) to predict
response maps at every resolution. We thus extract the per-
resolution detections (bounding boxes) that we merge af-
terwards. In the end, we apply non-maximum suppression
(NMS) at the original resolution to remove the overlapped
bounding boxes and obtain the final detection. We visual-
ize the proposed architecture in Figure 1. Also, after many
tries, we have unfortunately not succeeded in training the
model and thus, in what follows, we focus on the inference
part using a pretrained model of Tiny Faces on WIDER-
FACE, which relies on a pretrained ResNet101[13].
2.3. Metrics
In order to measure the effects of each of the previously
introduced key aspects, we have implemented from scratch
the Jaccard similarity (Intersection-over-Union, denoted as
J(k, k′)) that enables the distinction between true and false
predicted positive bounding boxes for each ground truth.
This metric also allows for the automatic matching of the
predicted bounding box to their corresponding ground truth.
Indeed, we consider as false positive every predicted bound-
ing box which has a Jaccard similarity with a ground truth
box lower than 0.5. Then, we have used the AP and imple-
mented the ratio of true positive bounding boxes over the
number of ground truth bounding boxes which is the most
relevant metric for our experiments (see Appendix A).
TP/GT =
card({k ∈ Predictions|J(k, ktruth) > 0.5})
card({Ground Truth})
Finally, we achieved a 87% AP compared to the 92% of the
original paper, on the easy validation set of WIDERFACE.
2.4. Image resolution influence
The performance of the Tiny Faces algorithm is linked
with the image resolution. Indeed, we experimented (see
Appendix A and B for qualitative and quantitative results)
by downscaling an original image and plotted both the mean
Jaccard similarity and the number of faces detected (Ground
Truth and Predictions). We conclude that the smaller the
scale, the worse the face detection with respect to the num-
ber of detected faces and AP.
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Figure 1. Overview of the detection pipeline
2.5. Blurred Faces
We also tested the influence of blur on the performance
of the Tiny Faces algorithm. We thus experimented on the
WIDERFACE annotated images that include heavy blurred
faces (see Appendix A). We notice that the algorithm per-
forms far less well in detecting blurred faces than in general.
2.6. Benchmark
We aim at comparing the Tiny Faces algorithm with
other pretrained face detection models. In order to do
so, we used Faster R-CNN[2] (customized for face de-
tection), Multi-task Cascaded Convolutional Networks [3]
(MT-CNN), Haar Cascade[4] and Histograms of Oriented
Gradients (HOG) [5]. We tested on two particular subfold-
ers of the WIDERFACE dataset (Parade -see Appendix B-
and Dresses) and we show the results we obtained in Ta-
ble 1. We can conclude that Tiny Faces outperforms all the
other tested algorithms and even more when dealing with
many faces.
Category 1 Category 2
Algorithms TP/GT Time TP/GT Time
HOG 2% 9s 54% 10s
Haar Cascades 8% 20s 60% 22s
Faster R-CNN 10% 281s 77% 178s
MT-CNN 31% 87s 82% 64s
Tiny Faces 65% 86s 93% 88s
Table 1. Validation performance of the tested algorithms on two
categories of WIDERFACE : Parade (category 1 : ∼ 34 faces/im-
age) and Dresses (category 2 : ∼ 3 faces/image)
Figure 2. Precision recall curve of Tiny Faces, MT-CNN and Face
Faster R-CNN on the full WIDERFACE validation set
3. Application : counting people
Taken that counting people in a public demonstration can
be a tedious task, we would like to adapt the previous ap-
proach to automate it. Thus, we aim at building a Python
pipeline to detect and count people in a video of a demon-
stration. It would consist in detecting the faces, finding the
most similar ones between frames and in the end, counting
people (i.e. faces) with no duplicates.
3.1. Dataset
For this application, we used a music video clip
(L’abreuvoir en feˆte[6]) of a public audience partially oc-
cluded by a performer. We have selected two extracts (of
around 5 seconds each) and manually annotated these clips.
Our goal is indeed to predict the number of unique people
and hence, for each extract, we count the number of faces.
In order to do so, we have to match people across frames,
we thus had to manually match some people from different
frames, two by two.
The frame rate in our video is ∼ 25 FPS, so we can as-
sume that a person does not radically move from one frame
to another. However, the same person might be in a dif-
ferent spatial position after 10 frames and that explains our
choice of using 3 frames per second for counting people.
3.2. Face Embedding
In order to count people only once, we have to recognize
each face and then match them in the next frame. Obvi-
ously, we first needed to detect faces in each frame. To do
so, we applied the Tiny Faces algorithm for the detection of
all the faces and hence, for each frame, we got a list of pre-
dicted detected faces. Then, we have to match them across
frames. We created a face embedding for each face to make
the matching easier : we wrapped each picture so the faces
are always in the same direction. The face alignement is
achieved by a pretrained face landmarks estimation algo-
rithm [7] and affine transformations. To overcome the fact
that we do not have many images of each face and in order
to have a cheaper (in terms of time and memory) algorithm
comparison, we used a pretrained CNN for face embedding
[8] (generating 128 basic measurements for each face).
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Figure 3. Illustration of the face matching between two frames using a SVM for 4 detected faces and their respective matching scores
3.3. Matching
Now that we have an embedding for each face, we can
match the same faces across frames. We would do it in
a one-vs-all manner, i.e. build a model that can predict
the most similar faces from one frame to the other using
a simple classifier. To train the previous, we first needed to
augment our dataset. As a person does not radically move
from one frame to one right after, we can use the predicted
bounding box coordinates for a face in the next two frames.
Then, we made use of data augmentation techniques such
as adding gaussian noise and also random values to each
RGB channel, using imgaug Python library. Finally, we ob-
tained 10 different images per face, that served as the posi-
tive samples of the training set. As for the negative ones, we
randomly chose 10 other faces. After training multiple bi-
nary classifiers (one for each face) per frame, we predicted
the most similar face in the same geographical neighbour-
hood (a 600px square box, we assume that the camera and
the people in its visual field do not move really fast) of an-
other frame. The classifiers used are linear SVMs.
Eventually, we have the most similar faces in another frame
as shown in Figure 3. However, we have to fix a thresh-
old with respect to the SVM distance in order to remove
false positives. This threshold was calculated using cross-
validation to maximize the F0.5-score (more weights to pre-
cision) and the annotated matched faces.
3.4. Counting
Finally, using all the previous, we are able to build an
incremental count of the number of unique faces as the
the video is moving forward. Indeed, for each analyzed
(1/10) frame, we count the number of detected people and
remove, in the incremental count, the number of already
seen ones (using the face matching). The number of unique
people is simply the sum of new people in each frame,
paying attention to count them only once across all frames.
The results are displayed in the table below :
Clip Ground Truth Prediction AP
1 139 141 98%
2 148 156 95%
4. Extensions
We have seen that Tiny Faces outperforms some of
the recent face detection algorithms when it was released
(04/2017). However, in future work, we would like to com-
pare it with the most recent and accurate face detection al-
gorithms e.g FaceBoxes[9] (better on FDDB , Appendix A),
Single Stage Headless Face Detector[10] or RetinaNet[11].
As explained above, we didn’t succeed at training the algo-
rithm. Thus, we would like to try again and train on novel
pretrained models e.g. ResNeXt[12] for better accuracy.
Also, the general approach was to detect tiny objects in im-
ages but we only focus (as the original paper) on faces but
we think that we could apply this approach to other small
object such calcifications in mammography pictures.
Moreover, we used a simple pipeline and approach to track
and count people across frames. We let, for future work, the
combining with tracking algorithms such as DeepSort[13] .
5. Conclusion
To conclude, let us recall that we performed an in-depth
analysis of this novel and interesting approach to understand
the key parts before successfully applying it to the counting
of people in a public demonstration. We were able to com-
pare tiny faces with state-of-the-art (04/2017) face detection
algorithms and concluded that it outperforms the rest.
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Appendix
A. Quantitative Results
Figure 4. Ratio of true positive predicted bounding boxes over
ground truth boxes and Jaccard similarity on the WIDERFACE
Parade category when downscaling input images.
Figure 5. Performance of the Tiny Faces algorithm when dealing
with heavy blurred faces (as annotated in the WIDERFACE set).
Figure 6. Precision, Recall and F0.5 curves to determine the
threshold for the SVM matching classifier.
Figure 7. Mean Jaccard on the validation set of WIDERFACE.
Average : 77%.
Figure 8. AP Performance on the validation set of WIDERFACE
(No effect of the missed GT boxes on AP). Average : 87%.
Figure 9. Unbalanced ratio of true positive predicted bounding
boxes over ground truth boxes of Tiny Faces. Average : 77%.
Figure 10. ROC curves generated using FDDB results of some of
the best face detection algorithms. Tiny Faces performs well but
best performance achieved with FaceBoxes.
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B. Qualitative Results
Figure 11. Influence of image resolution over the number of face
detected on the same input image downscaled multiple times.
Figure 12. Comparison of multiple face detection algorithms and
Tiny Faces on a particular image of the WIDERFACE Parade cat-
egory. TinyFaces outperforms the other algorithms.
Figure 13. Examples of rare false positive and false negative pre-
dictions. Ground truth bounding boxes are plotted in green and
predicted bounding boxes are plotted in red. We can spot 2 false
positives and 2 false negatives.
Figure 14. Examples of Tiny Faces impressive results : 231 pre-
dicted detections over the 283 ground truth bounding boxes on one
image of the WIDERFACE Parade category.
Figure 15. Examples of Tiny Faces impressive results : 221 pre-
dicted detections over the 221 ground truth bounding boxes on one
image of the WIDERFACE Parade category.
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