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в) если, кроме того, ( ), 0, , 0ε δ β δ β→ →  и ( ) ( ),ε δ β δ β≥ + pd B C , где 
( )1, 0,1 ,> ∈d p  то 0lim
0,
=−
→βδ
xzm , т.е. итерационный метод (3) с правилом останова 
(5) сходится к точному решению операторного уравнения. 
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В действительном гильбертовом пространстве H  решается линейное операторное 
уравнение  
=Ax y                                (1) 
с положительным ограниченным самосопряжённым оператором A , для которого нуль 
не является собственным значением. Однако предполагается, что нуль принадлежит 
спектру оператора A , поэтому задача (1) неустойчива и, следовательно, некорректна. 
Для решения уравнения (1) предлагается неявная итерационная процедура 
( ) ,3 21α α++ = +n nE A x x A y  .00 =x    (2) 
Предполагая существование единственного точного решения x  уравнения (1) при 
точной правой части y , ищем его приближение 
,δnx  при приближённой правой части 
δy , δδ ≤− yy . В этом случае метод (2) примет вид 
,)( 2
,,1
3
δδδ αα yAxxAE nn +=+ +  .0,0 =δx              (3) 
Ниже, под сходимостью метода (3) понимается утверждение о том, что приближения 
(3) сколь угодно близко подходят к точному решению x уравнения (1) при подходящем 
выборе n и достаточно малых δ , т.е. 0inflim
,
0
=





−
→
δδ nn
xx . 
Этот метод можно сделать вполне эффективным, если воспользоваться следующим 
правилом останова по невязке, аналогичным [1–2]. Зададим уровень останова 0>ε  и 
определим момент m останова условиями: 
εδδ >− yAxn, , ( )n m< , εδδ ≤− yAxm, , 1, >= bbδε . (4) 
Предполагается, что при начальном приближении δ,0x  невязка достаточно велика, 
больше уровня останова ε , т.е. .
,0 εδδ >− yAx   
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Ниже метод итерации (3) с правилом останова (4) является сходящимся, если 
0inflim
,
0
=





−
→
δδ mm
xx . 
Справедливы 
Лемма 1. Пусть ,0≥= ∗AA  .MA ≤  Тогда для любого H∈ω  
( )( ) 0,nE Ag A nω− → → ∞ . 
Лемма 2. Пусть ,0≥= ∗AA  A M≤ . Тогда для ( )R Aυ∀ ∈  имеет место соотно-
шение .0,,0))((3 ∞<≤∞→→− snvAAgEAn nss   
Лемма 3. Пусть ,0≥= ∗AA  .MA ≤  Если для некоторой последовательности 
constnn p =<  и )(0 ARv ∈  при ∞→p  имеем ( ) 0)( 0 →−= υω AAgEA pnp , то 
( ) .0)( 0 →−= υυ AAgE pnp  
Имеют место следующие теоремы. 
Теорема 1. Пусть ,0* ≥= AA  MA ≤  и пусть момент останова )(δmm =  в 
методе (3) выбирается по правилу (4). Тогда метод (3) сходится. 
Теорема 2. Пусть выполнены условия теоремы 1 и пусть zAx s= , s > 0. Тогда 
справедливы оценки ( ) .)1(6
11 1
3
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zs
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+ ss
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s
. (5) 
Замечание 1. Порядок оценки (5) есть 










+1s
s
O δ  и, как следует из [2], он оптима-
лен в классе задач с истокопредставимыми решениями. 
Замечание 2. Используемое в формулировке теоремы 2 предположение порядка 
0>s  истокопредставимости точного решения не потребуется на практике, так 
как оно не содержится в правиле останова (4). И тем не менее в теореме 2 утвер-
ждается, что будет автоматически выбрано количество итераций m, обеспечиваю-
щих оптимальный порядок погрешности. Но даже если истокопредставимость точ-
ного решения отсутствует, останов по невязке (4), как показывает теорема 1, 
обеспечивает сходимость итерационного метода, т. е. его регуляризующие свойства. 
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