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Abstrak: Sistem kendali robot berbasis visual yang dibangun adalah sistem kendali yang mengintegrasikan 
informasi visual ke lup servo robot untuk melakukan penjejakan terhadap obyek bergerak dengan delay sekecil 
mungkin. Pendekatan yang digunakan adalah pose based visual servo di mana fitur diekstrak dari citra dan 
digunakan bersama dengan sebuah model geometris dari target dan model kamera. Fitur ini diperlukan untuk 
mengestimasi posisi dan orientasi target dengan metode least squares menggunakan faktorisasi QR. Pengendali 
proporsional digunakan untuk memperbaiki akurasi sistem berdasarkan error posisi dan orientasi end-effector robot 
terhadap posisi dan orientasi yang diinginkan. Sistem kendali robot ini telah mampu melakukan penjejakan terhadap 
obyek bergerak dengan nilai rataan mutlak error posisi < 1 mm dan nilai rataan mutlak error orientasi < 1°. 
 
Kata kunci: Kendali robot, Penjejakan, Visual, Pose, End-effector, Pose based visual servo. 
 
 
1    PENDAHULUAN 
 
 
 Pada umumnya, aplikasi di bidang 
robotika memerlukan interaksi antara end-effector 
robot dan obyek-obyek di lingkungan kerja robot. 
Sehubungan dengan kendali robot konvensional, 
permasalahan interaksi lebih terfokus pada 
permasalahan untuk menempatkan pose (posisi 
dan orientasi) end-effector robot sesuai dengan 
pose obyek yang menjadi target terhadap 
kerangka koordinat yang tetap. Untuk melakukan 
hal ini, obyek tersebut juga harus ditempatkan 
secara akurat dan konsisten terhadap kerangka 
yang sama. Namun, ketidakpastian pose obyek 
ataupun end-effector akan menyebab-kan 
kesalahan pose, yang pada akhirnya menyebabkan 
kegagalan operasi. Jalan yang lebih baik dan andal 
untuk mengatasi permasalahan tersebut adalah 
melakukan pengukuran langsung atas lokasi 
obyek terhadap end-effector, kemudian melakukan 
kendali robot berdasarkan hasil pengukuran. Hal 
ini dapat dilakukan dengan bantuan sensor visual, 
yang biasanya ditempatkan pada end-effector atau 
dekat end-effector. Konfigurasi robot dengan 
sensor visual ini merupakan studi yang penting 
dan menarik di bidang kendali robot berbasis 
visual. Sensor visual membuat sistem kendali 
robot dapat mengkompensasi perubahan yang 
terjadi di lingkungan. Kemampuan ini 
memungkinkan robot melakukan pekerjaan 
memanipulasi obyek sesuai dengan karakteristik 
dan lokasinya, pick and place, penjejakan obyek 
bergerak, dan sebagainya. Oleh karena itu, sensor 
visual menjadi komponen yang sangat penting 
dalam bidang robotika, yang seringkali digunakan 
sebagai elemen umpan balik dalam sistem 
pengendalian posisi lup tertutup. Umpan balik ini 
membuat hasil yang ingin dicapai sistem kendali 
robot menjadi lebih akurat dan stabil. Umpan 
balik yang dimaksud dapat berupa posisi (position 
based visual servo) ataupun ciri obyek (image 
based visual servo) hasil pengolahan subsistem 
visual. Dalam tugas akhir ini, penelitian diarahkan 
kepada desain dan implementasi sistem kendali 
robot berbasis visual dengan umpan balik pose 
untuk melakukan penjejakan obyek bergerak. 
 
 
2    ARSITEKTUR SISTEM KENDALI ROBOT  
      BERBASIS VISUAL 
 
 Arsitektur sistem yang dimaksud terdiri 
dari enam bagian utama, yaitu kamera, frame- 
grabber, PC dekstop, antarmuka RJ45, robot 
mentor, dan obyek (dapat dilihat pada gambar 1 berikut).  
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Gambar 1: Arsitektur Sistem Kendali Robot Berbasis 
Visual  Untuk Penjejakan Obyek Bergerak 
 
 Obyek yang sedang bergerak bebas, 
dengan orientasi terhadap bidang normal meja 
sembarang, ditangkap secara visual oleh kamera di 
mana lensa pada kamera CCD bertugas 
mengumpulkan cahaya yang dipantulkan obyek 
dan membentuk image terfokus pada bidang sensor 
kamera. Image ini direpresentasikan dengan 
muatan listrik pada tiap piksel di bidang sensor 
kamera. Selanjutnya, sinyal listrik yang berisi 
informasi image ditransmisi dari kamera ke frame-
grabber (terletak di slot PCI pada motherboard PC) 
melalui kabel. Frame-grabber kemudian men-
sample informasi tersebut dan menghasilkan output 
berupa matriks image yang telah siap diolah lebih 
lanjut, secara software, di PC. Pengolahan image 
bertujuan untuk mendapatkan informasi ciri  obyek 
yang diinginkan, yang selanjutnya dimanfaatkan di 
dalam proses estimasi pose Akhirnya, informasi 
pose digunakan untuk mendapatkan setpoint 
sebagai masukan bagi robot mentor di mana proses 
transmisi data setpoint dari PC ke robot mentor 
dilakukan melalui antarmuka serial RJ45. 
 
 
3    TAHAPAN SISTEM KENDALI ROBOT  
      BERBASIS VISUAL 
 
 Secara garis besar, tahapan implementasi 
sistem dibagi atas: tahapan subsistem pengolahan 
citra dan tahapan subsistem pengendalian robot. 
Tahapan subsistem pengolahan citra mencakup 
proses pengambilan citra, pengolahan citra, dan 
estimasi pose; sedangkan tahapan pengendalian 
robot mencakup proses penyelesaian masalah 
kinematika langsung dan tak langsung, 
transformasi dari sudut joint ke setpoint dan 
sebaliknya, serta kendali robot menggunakan 
pengendali proporsional. Gambar 2 dan 3 
mendeskripsikan tahapan implementasi sistem dan 
diagram alir (algoritma) dari tahapan yang dilakukan. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2: Diagram Blok Tahapan Implementasi Sistem  
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Gambar 3: Diagram Alir Lengkap Tahapan Implementasi Sistem  
 
 
4    SUBSISTEM PENGOLAHAN CITRA 
 
 Subsistem pengolahan citra mencakup 
operasi-operasi berikut. 
 
1. Preprocessing  
Awalnya, obyek ditangkap secara visual oleh 
kamera CCD (jarak pusat lensa kamera ke meja 
tempat obyek berada sebesar 32 cm) dan image 
obyek dibentuk pada bidang sensor kamera. 
Selanjutnya proses akuisisi dilakukan 
menggunakan frame-grabber dan 
menghasilkan citra dari sudut pandang kamera 
dengan ukuran 384 x 288 dan siap diolah lebih 
lanjut.  
 
2. Segmentasi 
Operasi segmentasi mencakup thresholding 
dan region growing. Thresholding merupakan 
proses mengubah citra gray-scale menjadi citra 
biner dengan menggunakan satu atau banyak 
nilai batas yang berfungsi untuk memisahkan 
obyek pada citra dengan latar belakangnya, 
sedangkan region growing merupakan proses 
untuk mendapatkan obyek pada citra 
(klasifikasi) dan menghilangkan obyek-obyek 
lain yang tidak diinginkan (noise) berdasarkan 
informasi luas. 
 
3. Ekstraksi Ciri dan Klasifikasi  
Ekstraksi ciri yang dilakukan meliputi 
penentuan pusat massa, luas, dan titik pojok. 
Selanjutnya, informasi pusat massa digunakan 
dalam proses estimasi posisi, titik pojok 
digunakan dalam proses estimasi orientasi, dan 
luas digunakan untuk keperluan klasifikasi. 
Klasifikasi yang dilakukan sangat sederhana, 
yaitu menentukan obyek yang diinginkan dari 
obyek atau beberapa obyek yang terdeteksi. 
Obyek yang luasnya terletak di dalam range 
luas (3500 hingga 4100 piksel) yang telah 
ditentukan dinyatakan sebagai obyek yang 
diinginkan (obyek kotak berdimensi 3,5 cm x 
3,5 cm x 3 cm) untuk diikuti oleh robot 
manipulator. 
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4. Estimasi Orientasi 
Orientasi obyek hanya terjadi terhadap sumbu 
zm (sumbu normal bidang meja). Untuk 
mengestimasi orientasi obyek terhadap sumbu 
zm
4/jika
4/jika
2/d π>α
π≤α



α−π
α−
=α
 ini, setidaknya diperlukan dua buah 
informasi titik pada salah satu tepi obyek (lihat 
gambar 4). Penentuan orientasi obyek 
dilakukan dengan menggunakan persamaan 
berikut. 
 
     (1) 
 
di mana αd adalah orientasi yang diinginkan 
dan α = tan-1[(v2-v1)/(u1-u2)]. 
 
 
 
Gambar 4: Estimasi Orientasi 
 
Tujuan akhir dari proses estimasi orientasi ini 
adalah menghasilkan matriks rotasi end-
effector terhadap base robot, Rot. Matriks 
rotasi Rot dapat dicari dengan menggunakan 
persamaan berikut. 
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5. Estimasi Posisi 
Estimasi posisi bertujuan untuk mendapatkan 
vektor posisi L yang merepresentasikan posisi 
pusat massa obyek terhadap pusat kerangka 
koordinat meja. Kemudian dengan melakukan 
translasi pusat kerangka koordinat meja ke 
pusat kerangka koordinat base robot, didapat 
vektor posisi yang diinginkan, yaitu Pos (lihat 
gambar 5). 
 
 
Gambar 5: Referensi Kerangka Koordinat Meja 
dan Base Robot 
 
Vektor Pos ini ditentukan dari persamaan 
berikut : 
 
      LKPos +=      (3) 
 
di mana nilai vektor K tergantung dari posisi 
pusat base O0 dan pusat meja Om
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, sedangkan 
vektor L dinyatakan sebagai berikut : 
 
     (4) 
 
dengan nilai estimasi x’, y’, dan k dicari 
dengan menggunakan persamaan 5. 
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 adalah inverse matriks proyeksi perspektif 
P, yaitu : 
 
     (6) 
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di mana elemen matriks P didapat dari 
persamaan 7, yang diselesaikan menggunakan 
metode least squares dengan faktorisasi QR. 
Berikut adalah persamaan minimum yang 
diperlukan. 
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5    SUBSISTEM PENGENDALIAN ROBOT 
 
 Robot manipulator yang digunakan dalam 
penelitian tugas akhir adalah Robot Mentor yang 
diproduksi oleh perusahaan Feedback Ltd. Robot 
mentor ini memiliki lima derajat kebebasan dengan 
bentuk fisiknya menyerupai lengan manusia. 
Masukan yang diberikan kepada robot mentor 
berupa setpoint bagi tiap-tiap sendi, sedangkan 
proses kendali posisi dan orientasi dilakukan oleh 
sistem pengendali internal dan eksternal robot 
mentor. 
 
 Berikut dibahas mengenai arsitektur 
kendali internal robot mentor, bagian fisik dan 
pergerakan, pemodelan, persamaan kinematika 
langsung dan tak langsung, transformasi setpoint 
ke sudut joint dan sebaliknya, serta pengendalian 
robot. 
 
 
5.1    Arsitektur Kendali Internal Robot Mentor 
 
 Sistem kendali internal robot mentor 
merupakan sistem kendali proporsional dengan 
masukan berupa setpoint yang diberikan oleh 
pengguna melalui sistem antarmuka robot dengan 
PC. Sistem kendali robot mentor menggunakan 
umpan balik pose yang diperoleh dari 
potensiometer. Umpan balik ini diteruskan ke 
sebuah rangkaian pengendali analog. Selisih antara 
pose yang diinginkan dan pose sesungguhnya 
diperkuat oleh penguat daya. Keluaran dari penguat 
daya kemudian digunakan untuk memutar motor 
DC menuju pose yang diinginkan. Shaft motor ini 
dihubungkan dengan potensiometer, melalui roda 
gigi, untuk memonitor pose robot saat itu. Diagram 
blok sistem kendali internal robot mentor dapat 
dilihat pada gambar 6.  
 
 
 
Gambar 6: Kendali Internal Robot Mentor 
 
 
5.2    Bagian Fisik dan Pergerakan Robot Mentor 
  
 Secara fisik, robot mentor memiliki 5 
bagian utama, yaitu bagian dasar (base), pinggang 
(waist), lengan atas (upper arm), lengan bawah 
(forearm), dan pengapit (gripper). Berbeda halnya 
dengan base, bagian robot mentor yang lain 
bersifat dinamik, yaitu dapat digerakkan dengan 
arah sesuai sumbu pergerakan. Gambar 7 
mendeskripsikan bagian fisik robot yang dimaksud. 
 
 
 
Gambar 7: Skema Robot Mentor 
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 Robot mentor memiliki 6 axis gerakan yang 
direpresentasikan dalam sudut joint, yaitu sudut joint 
1 (θ1) untuk sumbu 0, merupakan sudut yang 
dibentuk oleh posisi proyeksi lengan atas dan 
gripper secara keseluruhan ke bidang alas terhadap 
sumbu x0; sudut joint 2 (θ2) untuk sumbu 1, 
merupakan sudut yang dibentuk oleh lengan atas 
dengan bidang alas; sudut joint 3 (θ3) untuk sumbu 
2, merupakan sudut yang dibentuk lengan oleh 
bawah dengan perpanjangan sambungan lengan 
atas; sudut joint 4 & 5 (θ4, θ5) untuk sumbu 3 & 4, 
merupakan sudut yang dibentuk oleh gripper dengan 
perpanjangan lengan bawah (pergerakan kedua 
sumbu ini mempunyai arah yang sama); sudut joint 
6 (θ6
5.3    Pemodelan Robot Mentor 
) untuk sumbu 5, merupakan sudut perputaran 
pergelangan gripper dari posisi tengahnya.  
 
 
 
 
 
Gambar 8: Pemodelan Robot Mentor 
 
 Pemodelan robot mentor diperlukan untuk 
menyelesaikan permasalahan kinematika. Gambar 
8 mengilustrasikan pemodelan robot mentor yang 
dibuat berdasarkan kemampuan gerak robot 
mentor. 
 
 
5.4    Kinematika Langsung Robot Mentor 
 
 Pada penelitian ini, representasi dengan 
matriks transformasi D-H digunakan untuk 
menyelesaikan permasalahan kinematika robot 
mentor. Tabel berikut merupakan parameter-
parameter D-H yang didapat berdasarkan gambar 8. 
 
Tabel 1: Parameter Denavit – Hartenberg Robot Mentor 
 
Joint  
Ke-i 
Joint  
Angle 
 (θ) 
Twist  
Angle  
(α) 
Link  
Length  
(a) 
Link  
Offset  
(d) 
1 180° + θ1 -90°   0 P2+T 
2 θ 0 2 -L1 0 
3 θ 0 3 -L2 0 
4 θ 0 4 0 0 
5 270° + θ 90° 5 0 0 
6 θ 0 6 0 L3 
 
 Persamaan matriks transformasi D-H untuk 
tiap joint robot mentor, 0A1, 1A2, 2A3, 3A4, 4A5, 
5A6
Gambar 9: Operasi Perkalian Matriks Transformasi D-H 
, didapat berdasarkan tabel di atas. Selanjutnya, 
matriks transformasi end-effector terhadap base 
(T), diperoleh dengan melakukan operasi perkalian 
terhadap matriks-matriks transformasi D-H, yaitu 
(gambar 9): 
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di mana Chijk = cos (θh + θi + θ j + θk) , Shijk = sin 
(θh + θi + θj  + θk), Cij = cos(θi + θj), Sij = sin(θ i + 
θj), Ci = cos θ i, dan Si = sin θi
 
. Nilai-nilai dari tiap 
elemen matriks transformasi T inilah yang hendak 
ditentukan dari permasalahan kinematika langsung 
robot mentor. Nilai-nilai ini merepresentasikan 
posisi dan orientasi end-effector robot mentor 
terhadap kerangka koordinat base.  
 
 
5.5   Kinematika Tak Langsung Robot Mentor 
 
 Kinematika tak langsung merupakan 
permasalahan kinematika untuk menentukan 
kombinasi parameter joint yang mungkin, dengan 
parameter-parameter link diketahui, guna mencapai 
pose yang diinginkan. Metode yang digunakan 
adalah Premultiplying Inverse Transform. Metode 
ini mengalikan (premultiplying) matriks 
transformasi T dengan inverse matriks 
penyusunnya i-1A i
 
 secara berurutan. Proses 
premultiplying yang dilakukan bertujuan untuk 
memindahkan sebuah variabel yang tidak diketahui 
dari sisi sebelah kanan persamaan matriks ke sisi 
sebelah kiri dan mencari penyelesaian untuk 
variabel tersebut. Metode ini memberikan banyak 
alternatif persamaan antarmatriks sehingga solusi 
untuk tiap variabel dapat lebih mudah ditentukan. 
Solusi permasalahan kinematika tak langsung dapat 
dilihat pada tabel 2.  
Tabel 2: Solusi Permasalahan Kinematika Tak Langsung 
 
Sudut Joint 
 
Persamaan 
1  ( ) ( )xy121xy111 t/ttan)(ataut/ttan)( −−=θ=θ −− , 
 
di mana tx = -axd6 + px, tx = -ayd6 + py, dan tx = -azd6 + pz.    
2  






+
−
=θ −
NLMK
MLNK
tan 12 , 
 
di mana K = -C 1tx - S1 ty, L = tz - d1, M = a3 C3 + a2, dan N = -a3 S3.  
3  




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

 −−
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di mana 
32
2
3
2
2
2
1z
2
y
2
x
aa2
aa)dt(tt
G
−−−++
=  
 
4,5, dan 6  ( ) 2/VU4 +=θ , ( ) 2/UV5 −=θ , dan U546 =θ−θ=θ , 
 
di mana 


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


−
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5.6    Penentuan Range Pergerakan dan Setpoint  
         Robot Mentor 
 
 Agar proses penetapan set solusi 
kinematika tak langsung dapat dilakukan, sesuai 
dengan kemampuan robot mentor, perlu ditentukan 
range sudut dari tiap joint robot mentor. Penentuan 
ini juga berguna untuk mendapatkan hubungan 
setpoint dengan sudut joint tiap sumbu. Setpoint 
inilah yang nantinya digunakan sebagai masukan 
bagi robot mentor untuk menggerakkan komponen 
utama robot mentor. Transformasi setpoint ke 
sudut joint dan range pergerakan joint robot dapat 
dilihat pada tabel 3. 
 
Tabel 3: Transformasi Setpoint Robot Mentor 
 
Joint Jangkauan Transformasi  
Setpoint (SP) 
1 -15° → 195° 
11 SP256
210195−=θ  
2 -20° → 160° 20SP
256
180
22 −=θ  
3 -115° → 115° 115SP
256
230
33 −=θ  
4 -80° → 80° 80SP
256
160
44 −=θ  
5 -80° → 80° 80SP
256
160
55 −=θ  
6 -160° → 160° dipengaruhi θ4 dan θ5 
 
 
5.7    Pengendalian Robot Mentor 
 
 Subsistem pengendalian robot mentor 
menggunakan konfigurasi lup tertutup di mana 
posisi dan orientasi end-effector dijadikan umpan 
balik dan dibandingkan dengan posisi dan orientasi 
obyek. Selisih posisi dan orientasi yang didapat, 
digunakan untuk memperbaiki posisi dan orientasi 
end-effector. Subsistem pengendalian ini memiliki 
2 buah lup (lihat gambar 3), yaitu lup dalam 
dimanfaatkan untuk meminimisasi error setpoint 
sedangkan lup luar dimanfaatkan untuk 
meminimisasi error posisi dan orientasi. Lup luar 
ini akan selalu dilakukan selama error posisi ≥ 3 
mm atau error orientasi ≥ 3° (nilai ini bisa diubah 
sewaktu-waktu). Namun, pada penelitian yang 
dilakukan, ketika error posisi ≥ 3 mm atau error 
orientasi ≥ 3°, lup luar dibatasi hingga 2 atau 3 kali 
dilakukan untuk tiap pengambilan frame. Hal ini 
dimaksudkan untuk mengimbangi aplikasi real-time. 
Pada penelitian, pengambilan frame dilakukan setiap 
200 milidetik. Dengan kata lain, informasi pose obyek 
selalu di-update setiap 200 milidetik. Pengendali yang 
digunakan adalah pengendali proporsional dengan nilai 
gain diperoleh melalui proses trial-and-error, sehingga 
ada kemungkinan terdapat nilai pose tertentu yang sulit 
untuk dicapai oleh end-effector dengan akurasi tinggi 
(error posisi < 2 mm).  
 
6    HASIL PENELITIAN 
 
 Pengujian dilakukan dengan menggunakan 
bantuan program kendali robot yang dibuat dengan 
software Visual C++. Berikut diberikan hasil 
pengujian sistem penjejakan yang dibangun  dengan 
kondisi awal pose robot sama dengan pose obyek. Dari 
gambar 9 - 12, dapat dilihat bahwa sistem dapat 
melakukan penjejakan obyek bergerak dengan akurasi 
tinggi, di mana error rataan mutlak dalam arah x = 
0,1316 mm;  error rataan mutlak dalam arah y = 
0,7644 mm; error rataan mutlak dalam arah z = 0,0750 
mm; dan error rataan mutlak orientasi = 0,3125°. 
Pergerakan obyek tidak kontinu untuk keperluan 
pengambilan data, tetapi pada saat implementasi 
pergerakan obyek kontinu. Pengambilan data dengan 
cara ini masih dapat mereprentasikan akurasi hasil 
pose pada saat implementasi dengan kecepatan gerak 
maksimum dari obyek sebesar 5 cm/s. Untuk 
kecepatan gerak obyek melebihi 5 cm/s, end-effector 
robot tidak dapat mengimbangi gerakan obyek (delay 
cukup besar). Delay untuk kecepatan ≤ 5cm/s adalah ± 
200 ms.  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Gambar 10: Plot Posisi px End-Effector dan Obyek 
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Gambar 11: Plot Posisi py End-Effector dan Obyek  
 
 
 
Gambar 12: Plot Posisi pz End-Effector dan Obyek 
 
 
 
Gambar 13: Plot Orientasi End-Effector dan Obyek 
 
  
7    KESIMPULAN 
 
 Berdasarkan penelitian yang dilakukan 
terhadap sistem kendali robot yang dibangun dan 
selama proses penyusunan laporan ini, dapat ditarik 
beberapa buah kesimpulan sebagai berikut: 
1. Daerah penjejakan sistem dipengaruhi oleh 
range jangkauan robot dan FOV (Field of 
View) kamera. Range jangkauan robot bersifat 
statis, sedangkan FOV kamera dipengaruhi 
oleh jarak pusat lensa kamera ke meja di mana 
semakin jauh jarak pusat lensa ke meja, 
semakin luas FOV kamera. 
2. Proses pengolahan citra mampu mendeteksi 
obyek yang diinginkan berdasarkan informasi 
luas dan mampu melakukan ekstraksi ciri 
untuk mendapatkan informasi mengenai pusat 
massa dan titik pojok.  
3. Metode least squares dengan faktorisasi QR 
digunakan untuk mendapatkan  matriks 
proyeksi perspektif yang dimanfaatkan untuk 
memetakan koordinat 3D ke koordinat 2D. 
Inverse dari matriks ini digunakan dalam 
proses estimasi posisi untuk memetakan 
koordinat 2D ke koordinat 3D. 
4. Tujuan akhir dari proses estimasi posisi adalah 
mendapatkan vektor posisi yang 
merepresentasikan posisi obyek terhadap base 
robot, sedangkan tujuan dari proses orientasi 
adalah mendapatkan matriks rotasi yang 
merepresentasikan orientasi obyek  terhadap 
base robot. 
5. Hasil pemetaan oleh matriks proyeksi 
perspektif sangat baik dengan error rata-rata 
untuk tiap parameter koordinat 2D kurang dari 
1 piksel, sedangkan hasil pemetaan oleh 
inverse matriks proyeksi perspektif memiliki 
error rata-rata untuk tiap parameter koordinat 
3D kurang dari 0,35 mm. 
6. Akurasi sistem kendali robot dalam 
melakukan penjejakan terhadap obyek 
bergerak sangat akurat, yaitu error rataan 
mutlak dalam arah x = 0,1316 mm;  error 
rataan mutlak dalam arah y = 0,7644 mm; 
error rataan mutlak dalam arah z = 0,0750 
mm; dan error rataan mutlak orientasi = 
0,3125°. 
7. Waktu yang dibutuhkan dalam proses 
pengolahan citra merupakan delay yang harus 
diminimasi. Di sisi lain, kemampuan sistem 
untuk melakukan penjejakan secara real-time 
dibatasi oleh spesifikasi hardware robot 
mentor sendiri di mana kecepatan putar tiap 
motor untuk menggerakkan link robot terbatas 
dan rendah.  
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8. Pengambilan informasi posisi dan orientasi 
obyek dilakukan setiap 200 ms untuk 
mengimbangi delay dari proses pengolahan 
citra sebesar ± 60 ms dan delay dari proses 
pergerakan robot mentor sebesar ± 140 ms 
(atau lebih). 
9. Kecepatan translasi obyek dalam arah x dan y 
dibatasi, yaitu ≤ 5 cm/s dan kecepatan rotasi 
terhadap bidang normal meja ≤ 15 °/s. 
Pembatasan ini bertujuan agar pergerakan 
robot untuk mencapai posisi dan orientasi 
obyek tidak membutuhkan waktu yang lama (≤  
200 ms). 
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