Abstract. In this paper we discuss numerical techniques involved in dynamic data driven application simulations (DDDAS). We present an interpolation technique and update procedures. A multiscale interpolation technique is designed to map the sensor data into the solution space. In particular we show that frequent updating of the sensor data in the simulations can significantly improve the prediction results and thus important for applications. The frequency of sensor data updating in the simulations is related to streaming capabilities and addressed within DDDAS framework (Douglas et al., 2003) . We discuss the update of permeability and initial data.
Introduction
Dynamic data driven simulations are important for many practical applications. Consider an extreme example of a disaster scenario in which a major waste spill occurs in a subsurface near clean water aquifer. Sensors can now be used to measure where the contamination is, where the contaminant is going to go, and to monitor the environmental impact of the spill. One of the objectives of dynamic data driven simulations is to incorporate the sensor data into the real time simulations. A number of important issues are involved in DDDAS and they are described in Douglas et al., 2003. Sensors and data generating devices may take many forms including other running computational simulations. The intent of this paper is to discuss several DDDAS enabling technologies in the context of a specific application area in order to provide techniques and tools to effectively demonstrate the potential of dynamic data driven simulations for other areas. Our primary application is contaminant tracking, which in groundwater reservoirs is modeled by strongly coupled systems of convection-reaction-diffusion equations. The solution process of such systems becomes more complicated when modeling remediation and cleanup technologies since they exhibit strong nonlinearities and local behavior. Many of these applications are essentially computer models that solve nonlinear, unsteady, coupled, partial differential equations. All require consistent initial conditions, adequate forcing fields, and boundary conditions to advance the solution in time. Collectively these fields represent the input data necessary to run the models. The input data can originate from observations, e.g., sensor based telemetry, can be internally generated from ensemble type simulations, or can be externally generated (e.g., providing boundary conditions for very high resolution regional models). The skill of these models to adequately represent realistic conditions is intimately tied to the quality, spatial and temporal coverage, and intelligent use of their input data sets. These applications in turn generate large amounts of output data that must be either analyzed or passed on to other more specialized subcomponents.
One of difficulties arisen in DDDAS is due to multiscale features of the underlying problem. Subsurface formations typically exhibit heterogeneities over a wide range of length scales while the sensors are usually located at sparse locations and sparse data from these discrete points in a domain is broadcasted. Since the sensor data usually contains noise it can be imposed both as a hard constraint as well as a soft manner. To incorporate the sensor data into the simulations in a multiscale environment we introduce multiscale interpolation operator. This is done in the context of general nonlinear parabolic operators that include many subsurface processes. The main idea of this interpolation is that we do not alter the heterogeneities of the multiscale field that drives the contaminant. Rather based on the sensor data we rescale the solution in a manner that it preserves the heterogeneities. The main idea of this rescaling is follows some previous findings and use the solutions of local problems. This interpolation technique fits nicely with new multiscale framework for solving nonlinear partial differential equations. The combination of both the interpolation and multiscale framework provides robust and fast simulation techniques.
The errors in the simulations will persist if one does not change the input parameters. As new data are obtained from sensors measurements, the initial data needs to be updated. This update reduces the computational errors associated with incorrect initial data and improves the predictions. To address parameter update, we consider linear subsurface flows involving convection and diffusion. The proposed approaches can be easily extended to non-linear problems.
Initial data is sought in a finite dimensional space. Using the first set of measurements, the approximation of the initial data is recovered. As new data are incorporated into the simulator, we update the initial data using an objective function. We note that the formulated problem is ill-posed. Two facts can be attributed to this ill-posedness. First, the data gathered from the sensor measurements always contain some defects that come from factors such as human errors and inherent factory errors of the sensors. Secondly, the numbers of sensors that can be installed are limited, and in general are much fewer than the finite dimensional space describing the initial data. For the latter, we can regularize the problem by using the prior information about the initial data. This prior information is the updated initial data. The penalization constants depend on time of update and can be associated with the relative difference between simulated and measured values. Using multiscale basis functions, one can reduce the size of the finite dimensional space representing the initial condition. This renders efficient computation for initial data recovery. One can consider this problem in a Bayesian framework also. We briefly describe this procedure.
In the paper, we also address the update of the permeability field. This problem is more difficult compared to the update of the initial data. Typically, the dimension of the parameter space describing the permeability field is very large, while the obtained data only represents the integrated response. We propose a solution technique using Markov Chain Monte Carlo (MCMC) methods (Robert and Casella, 1999) .
Data driven simulations Interpolation
Our goal in this section is to discuss the mapping of the sensor data to the finite dimensional space where the solution is calculated. This procedure is nontrivial in general, because the solution space usually has high dimension, while the sensors are located only at few locations. To illustrate this in Figure 1 we schematically plot gray scale image of a heterogeneous data the random fields used for the simulations and the true field can differ significantly. Thus, one has to be able to reconcile the streamed data from the sensors with that produced by our simulations.
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Our simplified approach presented in this paper consists of passing the sensor data to the simulations and its use for the next time step simulations. Since the sensor data represents the solution only at few coarse locations one has to modify the solution conditioned to this data. This step we call multiscale interpolation which consists of mapping the sensor data to the solution space. At each time step the sensor data is received by the simulator. There are two options to handle the data. We can treat it as hard data or as soft data. The latter means that the data contains some noise and not needed to be imposed exactly. In this paper the first approach, "hard constraint", will be considered. At the beginning of each time step the sensor data needs to be mapped to the discrete solution space. This is performed using DDDAS mapping operator, field. The sensors in this Figure marked by X. Due to uncertainties in the the main feature of which is not to alter the heterogeneous field. Another words, each time we will update the data and will not seek the error source.
The proposed mapping for the sensor data is very general and applicable to various classes of equations. To demonstrate this we consider general nonlinear parabolic equations 
in each coarse element K , where
calculated by solving (2) on the fine grid, and thus it is a fine scale function.
To complete the construction of E we need to set boundary and initial conditions for (2). One can set different boundary and initial conditions and this will give rise to different maps. These maps will differ from each other slightly. The main underlying property of our map is that it is constructed as a solution of local problems. 
Here 0 Q refers to the spatial domain and K are the coarse elements. This approach combined with interpolation technique has great CPU advantages over the fine scale calculations (cf. Efendiev and Pankov, 2004) . For linear problems, the approach based on the interpolation technique reduces to multiscale finite element method (Hou and Wu, 1997) . In this approach, the multiscale nodal basis functions are constructed, and the solution is sought in the coarse dimensional space spanned by the multiscale basis functions. The permeability values at sensor locations are incorporated using the approaches discussed in the next sections. The update of the solution value involves the update of the nodal value of the coarse-scale solution, while the basis functions are kept the same. Basis functions are changed only if the heterogeneities change. The latter is the case for nonlinear problems, or when the sharp dynamic fronts alter the heterogeneities.
We have performed a number of numerical examples which demonstrated the efficiency and robustness of our interpolation technique. We have considered both linear equations in the form of
x , and ( ) x is a realization of the random field with prescribed covariance structure as well as nonlinear equations in the form of
x is chosen such that ( ) x is a realization of a random field with prescribed covariance structure.
( ) x is chosen such that ( ) ( ) x k x const with the spatial average of 2 . True and simulated random fields are taken to be linear combinations of independent realizations of a random field with different scaling and linear coefficients. The sensors are placed in a few points in the domain, and the values of true solution are fed into the simulations. Objective of these numerical results is to demonstrate how frequency of updating sensor data in the simulations improves the accuracy of the method. Simulation results with more frequent update show that the frequent updating improve by several fold the accuracy of the predictions and thus important for DDDAS. We observe this consistently in various numerical examples for both linear and nonlinear equations which we have tested (see Douglas et al., 2004a Douglas et al., , 2004b .
The update of initial data and permeability
We will demonstrate the update of the initial data and permeability data on the example of linear convection diffusion equation. However, the proposed approaches can be extended to nonlinear problems. The model that we consider is 0 0 in
where by Darcy's Law, 
Then the solution of (4) with initial condition (6) has the following form
Next, we introduce a target function
where is the penalty coefficient for an a priori vector . We would like to note that one can use multiscale basis functions to reduce the dimension of the parameter space. The research along this direction is currently under way.
Another, more general way, looking at this problem is the following. Due to measurement errors, the data obtained from the sensors will not be necessarily imposed exactly and one needs to use the error covariance matrix. Hence, the general idea is to draw sample of initial condition from its posterior distribution, which we denote by
is the likelihood probability distribution, and 0 ( ( )) P x C is the prior probability distribution. Using the formulation described above, (9) may be expressed as
In other words, we may transform the task of estimating the initial condition of (4) into a problem of finding the "best" such that
Using this target function, the posterior probability can be written as a zero-mean Gaussian distribution:
where 2 is the variance of the distribution. In general, one can derive an error covariance function to describe the error statistics more accurately.
To draw a sample from the posterior distribution, Markov Chain Monte Carlo (MCMC) approach with Metropolis-Hasting rule is used. MCMC scheme can be carried out by updating using the Metropolis-Hasting algorithm. In the single step of this algorithm, is generated from a prespecified proposal distribution ( | ) q for a given . Then the proposed is accepted with probability of acceptance
We note that for linear problems the likelihood probability can be determined using the pre-computed ( ) C x t prior to MCMC simulation.
MCMC approaches can be applied to nonlinear problems (such as NAPL infiltration) and this approach can give some advantage since it avoids solving linear system for the minimization.
One of the drawbacks of MCMC approaches in subsurface applications is that the acceptance rate can be small. For the linear problems, we follow the idea presented in Oliver et al., 1997, to increase the acceptance rate. In particular, using the minimization problem one achieves the acceptance probability to be one. We would like to note that this is only true for linear problems, and does not work for nonlinear problems. Next, we will discuss the algorithm where the acceptance probability is one for linear problems. The main idea of this algorithm is to generate samples that have high acceptance probability. We will sample and from some distribution and use them to explore the space of uncertainties. The algorithm is as follows:
1.
Propose and from the following distribution:
2.
Minimize ( ) F
in (7) where and are used replacing and , respectively. In this algorithm, we do not need to implement the acceptance step, since the acceptance probability is 1, (Oliver et al., 1997) . We have tested the algorithm and observed the significant improvement of the initial data, reduction of the uncertainty after each update, and better predictions. In particular, we have observed an improvement of the initial data after each update. The use of the updated initial data provides better predictions for DDDAS. We would like to stress again that the initial data does not necessarily represent the data at time zero, but it can be the data at some previous time steps.
One of the main error sources is due to incorrect permeability field. Thus, it is necessary to update the permeability field as we gain new data. The update of the permeability is a difficult task since the permeability field is represented on the large number of grid blocks. To reduce the dimension of the parameter space, we use Karhunen-Loeve expansion (Loeve, 1977) to express the permeability field in terms of an optimal basis. In particular, expressing the permeability field,
truncate the expansion using eigenvalues that are less than five percent of the largest eigenvalue. To impose the hard constraint (the values of the permeability at prescribed locations) we will find a linear subspace of our parameter space (a hyperplane) which yields the corresponding values of the permeability field. In our simulations, we consider log-normal Gaussian fields with prescribed correlation lengths and variance as a prior distribution. We first determine eigenvalues numerically and obtain the eigenpairs{ } k k . Further, the permeability expansion is truncated (typically to 20 eigenvalues). In the simulation, we first generate true (reference) permeability field using all eigenvectors and compute corresponding measurement data. To propose permeability fields from prior distribution, we assume that at 7 distinct points (sensor locations), the permeability field is known. This condition is imposed by setting 20 1 ( )
where j ( 1 7 j ) are prescribed constants. In our simulations we propose 13 i and calculate the rest of i from (14). As for the likelihood, we take the 2 L norm of the difference between the sensor information obtained by solving the equations (4) and the observed sensor information. This relationship is strongly nonlinear. We take the measurement precision to have Gaussian error covariance with variance 0.0007. The random walk sampler is used as a proposal. This typically allows higher acceptance rate. In Figure 2 , we plot the measurements at each sensor location as a function of time instants. Solid line designates the observed values of the concentration at the sensor locations, dashed line designates the initial predictions of the concentration at the sensor locations, and the lines marked with designates the concentration after 10000 MCMC iterations at these locations. As we see from this figure, using MCMC approach, we can obtain adequate permeability samples which provide us with accurate predictions.
