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Abstract. A hamiltonian coloring c of a graph G of order p is an as-
signment of colors to the vertices of G such that D(u, v) + |c(u)−c(v)| ≥
p− 1 for every two distinct vertices u and v of G, where D(u, v) denotes
the detour distance between u and v. The value hc(c) of a hamiltonian
coloring c is the maximum color assigned to a vertex of G. The hamilto-
nian chromatic number, denoted by hc(G), is the min{hc(c)} taken over
all hamiltonian coloring c of G. In this paper, we present a lower bound
for the hamiltonian chromatic number of block graphs and give a suffi-
cient condition to achieve the lower bound. We characterize symmetric
block graphs achieving this lower bound. We present two algorithms for
optimal hamiltonian coloring of symmetric block graphs.
Keywords: Hamiltonian coloring, hamiltonian chromatic number, block
graph, symmetric block graph.
1 Introduction
A hamiltonian coloring c of a graph G of order p is an assignment of colors (non-
negative integers) to the vertices of G such that D(u, v) + |c(u)− c(v)| ≥ p− 1
for every two distinct vertices u and v of G, where D(u, v) denotes the detour
distance which is the length of the longest path between u and v. The value of
hc(c) of a hamiltonian coloring c is the maximum color assigned to a vertex of
G. The hamiltonian chromatic number hc(G) of G is min{hc(c)} taken over all
hamiltonian coloring c of G. It is clear from definition that two vertices u and
v can be assigned the same color only if G contains a hamiltonian u − v path.
Moreover, if G is a hamiltonian-connected graph then all the vertices can be
assigned the same color. Thus the hamiltonian chromatic number of a connected
graph G measures how close G is to being hamiltonian-connected, minimum the
hamiltonian chromatic number of a connected graphG is, the closerG is to being
hamiltonian-connected. The concept of hamiltonian coloring was introduced by
Chartrand et al. [2] as a variation of radio k-coloring of graphs.
At present, the hamiltonian chromatic number is known only for handful of
graph families. Chartrand et al. investigated the exact hamiltonian chromatic
numbers for complete graph Kn, cycle Cn, star K1,n and complete bipartite
graphKr,s in [2,3]. Also an upper bound for hc(Pn) was established by Chartrand
et al. in [2] but the exact value of hc(Pn) which is equal to the radio antipodal
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number ac(Pn) given by Khennoufa and Togni in [5]. In [6], Shen et al. have
discussed the hamiltonian chromatic number for graphs G with max{D(u, v) :
u, v ∈ V (G), u 6= v} ≤ p2 , where p is the order of graph G and they gave the
hamiltonian chromatic number for a special class of caterpillars and double stars.
The researchers emphasize that determining the hamiltonian chromatic number
is interesting but a challenging task even for some basic graph families.
Without loss of generality, we initiate with label 0, then the span of any
hamiltonian coloring c which is defined as max{|c(u) − c(v)| : u, v ∈ V (G)}, is
the maximum integer used for coloring. However, in [2,3,6] only positive integers
are used as colors. Therefore, the hamiltonian chromatic number defined in this
article is one less than that defined in [2,3,6] and hence we will make necessary
adjustment when we present the results of [2,3,6] in this article. Moreover, for
standard graph theoretic terminology and notation we follow [8].
In this paper, we present a lower bound for the hamiltonian chromatic number
of block graphs and give a sufficient condition to achieve the lower bound. As
an illustration, we present symmetric block graphs (those block graphs whose
all blocks are cliques of size n, each cut vertex is exactly in k blocks and the
eccentricity of end vertices is same) achieving this lower bound. We present two
algorithms for optimal hamiltonian coloring of symmetric block graphs.
2 A lower bound for hamiltonian chromatic number of
block graphs
A block graph is a connected graph all of whose blocks are cliques. The detour
distance between u and v, denoted by D(u, v), is the longest distance between
u and v in G. The detour eccentricity ǫD(v) of a vertex v is the detour distance
from v to a vertex farthest from v. The detour center CD(G) of G is the subgraph
of G induced by the vertex/vertices of G whose detour eccentricity is minimum.
In [4], Chartrand et al. shown that the detour center CD(G) of every connected
graph G lies in a single block of G. The vertex/vertices of detour center CD(G)
are called detour central vertex/vertices for graph G. In a block graph G, if u is
on the w − v path, where w is the nearest detour central vertex for v, then u is
an ancestor of v, and v is a descendent of u. Let ui, i = 1, 2, ..., n are adjacent
vertices of a block attached to a central vertex. Then the subgraph induced by
ui, i = 1, 2, ..., n and all its descendent is called a branch at w. Two branches are
called different if they are induced by vertices of two different blocks attached
to the same central vertex, and opposite if they are induced by vertices of two
different blocks attached to different central vertices. For a block graph G, define
detour level function L on V (G) by
L(u) := min{D(w, u) : w ∈ V (CD(G))}, for any u ∈ V (G).
The total detour level of a graph G, denoted by L(G), is defined as
L(G) :=
∑
u∈V (G)
L(u). (1)
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Note that if |CD(G)| = ω then the detour distance between any two vertices
u and v in a block graph G satisfies
D(u, v) ≤ L(u) + L(v) + ω − 1. (2)
Moreover, equality holds in (2) if u and v are in different branches when ω
= 1 and in opposite branches when ω ≥ 2.
Define ξ = min{|V (Bi)| − 1:Bi is a block attached to detour central vertex}
when ω = 1; otherwise ξ = 0.
We first give a lower bound for the hamiltonian chromatic number of block
graphs. A hamiltonian coloring c on V (G), induces an ordering of V (G), which is
a line up of the vertices with equal or increasing images. We denote this ordering
by V (G) = {u0, u1, u2, ..., up−1} with
0 = c(u0) ≤ c(u1) ≤ c(u2) ≤ ... ≤ c(up−1).
Notice that, c is a hamiltonian coloring, then the span of c is c(up−1).
Theorem 1. Let G be a block graph of order p and ω, ξ and L(G) are defined
as earlier then
hc(G) ≥ (p− 1)(p− ω)− 2L(G) + ξ. (3)
Proof. It suffices to prove that any hamiltonian coloring c of block graph G has
no span less than the right hand side of (3). Let c be an arbitrary hamiltonian
coloring for G, where 0 = c(u0) ≤ c(u1) ≤ c(u2) ≤ ... ≤ c(up−1). Then c(ui+1)−
c(ui) ≥ p − 1 − D(ui, ui+1), for all 0 ≤ i ≤ p − 2. Summing up these p − 1
inequalities, we get
c(up−1)− c(u0) ≥ (p− 1)
2 −
p−1∑
i=0
D(ui, ui+1) (4)
We consider following two cases.
Case-1: ω = 1. In this case, note that L(u0)+L(up−1) ≥ ξ and by substituting
(2) into (4) we obtain,
c(up−1)− c(u0) ≥ (p− 1)
2 −
p−1∑
i=0
D(ui, ui+1)
≥ (p− 1)2 −
p−1∑
i=0
(L(ui) + L(ui+1) + ω − 1)
= (p− 1)2 − 2
∑
u∈V (G)
L(u) + L(u0) + L(up−1)− (p− 1)(ω − 1)
≥ (p− 1)(p− ω)− 2L(G) + ξ
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Case-2: ω ≥ 2. In this case, note that L(u0)+L(up−1) ≥ 0 and by substituting
(2) into (4) we obtain,
c(up−1)− c(u0) ≥ (p− 1)
2 −
p−1∑
i=0
D(ui, ui+1)
≥ (p− 1)2 −
p−1∑
i=0
(L(ui) + L(ui+1) + ω − 1)
= (p− 1)2 − 2
∑
u∈V (G)
L(u) + L(u0) + L(up−1)− (p− 1)(ω − 1)
≥ (p− 1)(p− ω)− 2L(G)
= (p− 1)(p− ω)− 2L(G) + ξ
Thus, any hamiltonian coloring has span not less than the right hand side of (3)
and hence we obtain hc(G) ≥ (p− 1)(p− ω)− 2L(G) + ξ.
The next result gives sufficient condition with optimal hamiltonian coloring
for the equality in (3).
Theorem 2. Let G be a block graph of order p and, ω, ξ and L(G) are defined
as earlier then
hc(G) = (p− 1)(p− ω)− 2L(G) + ξ, (5)
if there exists an ordering {u0, u1,...,up−1} with 0 = c(u0) ≤ c(u1) ≤ ... ≤
c(up−1) of vertices of block graph G such that
1. L(u0) = 0, L(up−1) = ξ when ω = 1 and L(u0) = L(up−1) = 0 when ω ≥ 2,
2. ui and ui+1 are in different branches when ω = 1 and opposite branches
when ω ≥ 2,
3. D(ui, ui+1) ≤
p
2 , for 0 ≤ i ≤ p− 2.
Moreover, under these conditions the mapping c defined by
c(u0) = 0 (6)
c(ui+1) = c(ui) + p− 1− L(ui)− L(ui+1)− ω + 1, 0 ≤ i ≤ p− 2 (7)
is an optimal hamiltonian coloring of G.
Proof. Suppose (1), (2) and (3) hold for an ordering {u0, u1,...,up−1} of the
vertices of G and c is defined by (6) and (7). By Theorem 1, it is enough to prove
that c is a hamiltonian coloring whose span is c(up−1) = (p− 1)(p−ω)− 2L(G)
+ ξ
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Without loss of generality assume that j − i ≥ 2 then
c(uj)− c(ui) =
j−1∑
t=i
[c(ut+1)− c(ut)]
≥
j−1∑
t=i
[p− 1− L(ut)− L(ut+1)− w + 1]
≥
j−1∑
t=i
[p− 1−D(ut, ut+1)]
= (j − i)(p− 1)−
j−1∑
t=i
D(ut, ut+1)
≥ (j − i)(p− 1)− (j − i)(p2 )
= (j − i)
(
p−1
2
)
= p− 2
Note that D(ui, ui+1) ≥ 1; it follows that |c(uj) − c(ui)| +D(ui, ui+1) ≥ p− 1.
Hence, c is a hamiltonian coloring for G. The span of c is given by
span(c) =
p−2∑
t=0
[c(ut+1)− c(ut)]
=
p−2∑
t=0
[p− 1− L(ut)− L(ut+1)− ω + 1]
= (p− 1)2 −
p−2∑
t=0
[L(ut) + L(ut+1)]− (p− 1)(ω − 1)
= (p− 1)(p− ω)− 2
∑
u∈V (G)
L(u) + L(u0) + L(up−1)
= (p− 1)(p− ω)− 2L(G) + ξ
Therefore, hc(G) ≤ (p− 1)(p− ω) − 2L(G) + ξ. This together with (3) implies
(5) and that c is an optimal hamiltonian coloring.
3 Hamiltonian chromatic number of symmetric block
graphs
In this section, we continue to use the terminology and notation defined
in previous section. We use Theorem 1 and 2 to determine the hamiltonian
chromatic number of symmetric block graphs.
A symmetric block graph, denoted by Bn,k(or Bn,k(d) if diameter is d), is a
block graph with at least two blocks such that all blocks are cliques of size n,
each cut vertex is exactly in k blocks and the eccentricity of end vertices is same
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(see Figure 1). It is straight forward to verify that the detour center of symmetric
block graph of diameter d is a vertex when d is even and a block of size n when d is
odd. Consequently, the number of detour central vertex/vertices for a symmetric
block graph Bn,k of diameter d is either 1 or n depending upon d is even or odd.
We observe that B2,k(2) are starsK1,k, Bn,k(2) are one point union of k complete
graphs (a one point union of k complete graphs, also denoted by Kkn, is a graph
obtained by taking v as a common vertex such that any two copies ofKn are edge
disjoint and do not have any vertex common except v), B2,2(d) are paths Pd+1
and B2,k(d) are symmetric trees (see [7]). The hamiltonian chromatic number
of stars K1,k is reported by Chartrand et al. in [2]. The hamiltonian chromatic
number of paths which is equal to the antipodal radio number of paths given by
Khennoufa and Togni in [5] and the hamiltonian chromatic number of symmetric
trees is investigated by Bantva in [1]. Hence we consider k ≥ 2 and d, n ≥ 3.
However, for completeness we first give the hamiltonian chromatic number for
Bn,k(2) in Theorem 6 and next we consider general case.
Theorem 3. [2] For n ≥ 3, hc(K1,n) = (n− 1)
2.
Theorem 4. [5] For any n ≥ 5,
hc(Pn) = ac(Pn) =
{
2p2 − 2p+ 2, if n = 2p+ 1,
2p2 − 4p+ 4, if n = 2p.
Theorem 5. [1] Let T be a symmetric tree of order p ≥ 4 and ∆(T ) ≥ 3. Then
hc(T ) = (p− 1)(p− 1− ǫ(T )) + ǫ
′
(T )− 2L(T ),
where ǫ(T ) = 0 when C(T ) = {w} and ǫ(T ) = 1 when C(T ) = {w,w
′
}; and
ǫ
′
(T ) = 1− ǫ(T )
The next result gives the hamiltonian chromatic number for one point union
of k copies of complete graph Kn.
Theorem 6. For n, k ≥ 2,
hc(Kkn) =
{
(n− 1)2, if k = 2,
k(k − 2)(n− 1)2 + n− 1, if k ≥ 3.
Proof. Let Kkn be one point union of k complete graph. To prove the result we
consider following two cases.
Case - 1: k = 2. Let G = K2n with vertex set {x1, x2, ..., xn−1, y1, y2, ...,
yn−1, z}, where xi and yi, 1 ≤ i ≤ n−1 be the vertices of block on each side and
z is the common vertex of two blocks in G. Let c be a minimum hamiltonian
coloring of G with 0 ∈ c(V (G)). Since G contains hamiltonian path between
xi and yi for 1 ≤ i ≤ n − 1, we can color xi and yi with same color. Since
D(z, xi) = D(z, yi) = D(xi, xj) = D(yi, yj) = n − 1 and D(xi, yj) = 2n− 2 =
p − 1, for 1 ≤ i, j ≤ n − 1 and i 6= j. It follows that |c(z) − c(xj)| ≥ n− 1 and
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|c(xi)− c(xj)| ≥ n− 1. This implies that hc(G) = hc(c) ≥ 0 + (n− 1)(n− 1) =
(n− 1)2.
Next we show that hc(G) ≤ (n − 1)2. To prove this, it is enough to give
hamiltonian coloring with span equal to (n− 1)2. Define a coloring c of G by
c(z) = 0
c(xi) = c(yi) = i(n− 1), 1 ≤ i ≤ n− 1
Since c is a hamiltonian coloring, hc(G) ≤ hc(c) = c(xn−1) = c(yn−1) =
(n− 1)(n− 1) = (n− 1)2 and hence hc(G) = hc(K
(2)
n ) = (n− 1)2.
Case - 2: k ≥ 3. Let G = Kkn with vertex set {v
j
i , w : 1 ≤ i ≤ n− 1, 1 ≤ j ≤
k} such that for each j = 1, 2, ..., k, vji where 1 ≤ i ≤ n − 1 are in same block
and w is the common vertex of G. Define a coloring c of G by
c(w) = 0
c(v11) = (k − 1)(n− 1)
c(v1i+1) = c(v
1
i ) + k(n− 1), 2 ≤ i ≤ n− 1
For j = 1, 2, ..., k − 1
c(vj+1i ) = c(v
j
i ) + (k − 2)(n− 1), 1 ≤ i ≤ n− 1.
Since c is a hamiltonian coloring, hc(G) ≤ hc(c) = (k−1)(n−1)+(k−1)(k−
2)(n− 1) + k(k − 2)(n− 1)(n− 2) = k(k − 2)(n− 1)2 + n− 1.
Now we show that hc(G) ≥ k(k − 2)(n − 1)2 + n − 1. Let c be a minimum
hamiltonian coloring of G. Since G contains no hamiltonian path no two vertices
can be colored the same. A hamiltonian coloring induces an ordering on V (G)
with increasing images. We may assume that 0 = c(u0) < c(u1) < ... < c(up−1).
We consider three subcases.
Subcase - 1: c(w) = c(u0) = 0. Since D(u0, u1) = D(w, u1) = n − 1,
c(u1) ≥ (k−1)(n−1). Also D(v
j
x, v
j
y) = n−1 for 1 ≤ j ≤ k, x 6= y and D(v
t
x, v
l
y)
for 1 ≤ x, y ≤ n−1, 1 ≤ t, l(t 6= l) ≤ k. It follows that c(u3) ≥ (k−2)(n−1) and
c(ui+1) ≥ c(ui) + (k − 2)(n − 1) for all 3 ≤ i ≤ k(n− 1) − 1. This implies that
c(up−1) ≥ (k−1)(n−1)+(k(n−1)−1)(k−2)(n−1) = k(k−2)(n−1)
2+n−1.
Therefore hc(c) ≥ k(k − 2)(n− 1)2 + n− 1.
Subcase - 2: c(w) = c(up−1) = hc(c). Since D(v
j
x, v
j
y) = n−1 for 1 ≤ j ≤ k,
x 6= y and D(vtx, v
l
y) for 1 ≤ x, y ≤ n − 1, 1 ≤ t, l(t 6= l) ≤ k. For each i with
1 ≤ i ≤ k(n − 1) − 1, c(v1) = 0 and c(vi+1) = (k − 2)(n − 1) and c(w) =
c(up−1) = c(uk(n−1)−1) + (k − 1)(n − 1). This implies that c(up−1) = c(w) ≥
(k(n− 1)− 1)(k− 2)(n− 1)+ (k− 1)(n− 1) = k(k− 2)(n− 1)2+n− 1. Therefore
hc(c) ≥ k(k − 2)(n− 1)2 + n− 1.
Subcase - 3: c(ui) ≤ c(w) ≤ c(ui+1) for some i with 1 ≤ i ≤ k(n − 1) −
1. Since D(vjx, v
j
y) = n − 1 for 1 ≤ j ≤ k, x 6= y and D(v
t
x, v
l
y) = n − 2
for 1 ≤ x, y ≤ n − 1, 1 ≤ t, l(t 6= l) ≤ k. Define c(u0) = 0 and c(ui+1) =
c(ui) + (k − 2)(n − 1) for 1 ≤ i ≤ m and m ≤ p − 3. Then c(um+1) = c(w)
= c(um) + (k − 1)(n − 1) and c(um+2) = c(um+1) + (k − 1)(n − 1), c(ui+1) =
c(ui) + (k − 2)(n − 1) for m + 2 ≤ i ≤ p − 1. Therefore hc(c) ≥ k(k − 2)(n −
1)2 + 2(n− 1).
Hence from Subcase - 1, 2 and 3, hc(G) = k(k − 2)(n− 1)2 + n− 1.
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Thus, from Case - 1 and 2, we have
hc(Kkn) =
{
(n− 1)2, if k = 2,
k(k − 2)(n− 1)2 + n− 1, if k ≥ 3.
We now determine the hamiltonian chromatics number for Bn,k(d) for k ≥ 2,
n, d ≥ 3 using Theorem 2. Note that B3,2(3), B3,3(3) and B3,2(4) block graphs
does not satisfies condition (c) of Theorem 2 but it is easy to verify that the
hamiltonian chromatic numbers for these three graphs are coincide with the
numbers produce by the formula stated in Theorem 7. Moreover, labels assigned
by Algorithms given in proof of Theorem 7 is the optimal hamiltonian coloring
for these graphs.
Theorem 7. Let k ≥ 1, n ≥ 2, d ≥ 3 be integers, r = ⌊d2⌋ and Φr(x) =
1 + x+ x2 + ...+ xr−1. Then hc (Bn+1,k+1(d))
=


n2(k + 1)
[
Φr(kn) ((k + 1)Φr(kn)− 2r) +
2(Φr(kn)−r)
kn−1
]
+ n, if d is even,
kn2(n+ 1)
[
Φr(kn) (k(n+ 1)Φr(kn)− 2r + 1) +
2(Φr(kn)−r)
kn−1
]
, if d is odd.
(8)
Proof. The order p and total detour level of Bn+1,k+1(d) is given by
p =


1 +
r∑
i=1
(k + 1)ki−1ni, if d is even,
1 + n+
r∑
i=1
kini+1, if d is odd.
(9)
L(G) =


n2(k + 1)
(
rΦr(kn) +
r−Φr(kn)
kn−1
)
, if d is even,
kn2(n+ 1)
(
rΦr(kn) +
r−Φr(kn)
kn−1
)
, if d is odd.
(10)
Substituting (9) and (10) into (3) gives the right hand side of (8).
We now prove that the right hand side of (8) is the actual value for the
hamiltonian chromatics number of symmetric block graph. For this purpose we
give a systematic hamiltonian coloring whose span is the right hand side of (8).
We consider following two cases.
Case - 1: d is even. In this case, symmetric block graphs has only one detour
central vertex say w. We apply the following algorithm to find a hamiltonian
coloring of symmetric block graph of even diameter whose span is right-hand
side of (8).
Algorithm 1: An optimal hamiltonian coloring of symmetric block graphs
Bn+1,k+1(d), where d is even.
Input: A symmetric block graph Bn+1,k+1 of even diameter.
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Idea: Find an ordering of vertices of block graphs Bn+1,k+1 of even diameter
which satisfies Theorem 2 and labeling defined by (6)-(7) is a hamiltonian col-
oring whose span is right-hand side of (8).
Initialization: Start with a central vertex w.
Iteration: Define c : V (Bn+1,k+1) → {0,1,2,..} as follows:
Step-1: Let v1, v2, ..., v(k+1)n be the vertices adjacent to w such that any k+1
consecutive vertices in the list are in different blocks.
Step-2: Now kn descendent vertices of each vt, t = 1, 2, ..., (k + 1)n by vt0,
vt1,...,v
t
kn−1 such that any k consecutive vertices in the list are in different blocks.
Next the kn descendent vertices of each vtl , 0 ≤ l ≤ kn− 1, 1 ≤ t ≤ (k + 1)n by
vtl0, v
t
l1,...,v
t
l(kn−1) such that any k consecutive vertices lies in different blocks;
inductively kn descendent vertices of vti1,i2,...,il (0 ≤ i1, i2, ..., il ≤ kn − 1,
1 ≤ t ≤ (k+1)n) are indexed by vti1,i2,...,il,il+1 where il+1 = 0, 1, ..., kn− 1 such
that any k consecutive vertices in the list are in different blocks.
Step-3: Rename vti1,i2,...,il,il+1 by v
t
j , (1 ≤ t ≤ (k + 1)n), where
j = 1 + i1 + i2(kn) + ...+ il(kn)
l−1 +
∑
l+1≤t≤ d
2
(kn)t.
Step-4: Give ordering {u0, u1,...,up−1} of vertices of symmetric block graphs as
follows.
For 1 ≤ j ≤ p− (k + 1)n− 1, let
uj :=


vts, where s = ⌈
j
(k+1)n⌉, if j ≡ t(mod (k + 1)n), 1 ≤ t ≤ (k + 1)n− 1,
v
(k+1)n
s , where s = ⌈
j
(k+1)n⌉, if j ≡ 0(mod (k + 1)n)
For p− (k + 1)n ≤ j ≤ p− 1, let
uj := v
j−p+(k+1)n+1.
Then above defined ordering {u0, u1,...,up−1} of vertices satisfies Theorem 2.
Step-5: Define c : V (Bn+1,k+1) → {0,1,2,...} by c(u0) = 0 and c(ui+1) =
c(ui) + p− 1− L(ui)− L(ui+1)− ω + 1, 0 ≤ i ≤ p− 2.
Output: The span of c is span(c) = c(up−1) = c(u0)+(p−1)
2−2

 ∑
u∈V (G)
L(u)

+
n− 1 = (p− 1)2 − 2L(Bn+1,k+1) + n− 1 which is exactly the right-hand side of
(8) by using (9) and (10) in the case of symmetric block graphs.
Case - 2: d is odd. In this case, symmetric block graphs has n + 1 cen-
tral vertices say v1, v2, ..., vn+1. We apply the following algorithm to find a
hamiltonian coloring of symmetric block graph of odd diameter whose span is
right-hand side (8).
Algorithm 2: An optimal hamiltonian coloring of symmetric block graphs
Bn+1,k+1(d), where d is odd.
Input: A symmetric block graph Bn+1,k+1(d) of odd diameter d.
Idea: Find an ordering of vertices of block graphs Bn+1,k+1 of odd diameter
10 Devsi Bantva
which satisfies Theorem 2 and labeling defined by (6)-(7) is a hamiltonian col-
oring whose span is right-hand side of (8).
Initialization: Starts with central vertices v1, v2, ..., vn+1.
Iteration: Define c : V (Bn+1,k+1) → {0,1,2,...}
Step-1: Now kn descendent vertices of each vt, t = 1, 2, ..., (k + 1)n by vt0,
vt1,...,v
t
kn−1 such that any k consecutive vertices in the list are in different blocks.
Next kn descendent vertices of each vtl , 0 ≤ l ≤ kn − 1, 1 ≤ t ≤ n + 1 by v
t
l0,
vtl1,...,v
t
l(kn−1) such that any k consecutive vertices are in different blocks; induc-
tively kn descendent vertices of vti1,i2,...,il (0 ≤ i1, i2, ..., il ≤ kn−1, 1 ≤ t ≤ n+1)
are indexed by vti1,i2,...,il,il+1 where il+1 = 0, 1, ..., kn− 1 such that any k con-
secutive vertices in the list are in different blocks.
Step-2: We rename vti1,i2,...,il,il+1 by v
t
j , (1 ≤ t ≤ n+ 1), where
j = 1 + i1 + i2(kn) + ...+ il(kn)
l−1 +
∑
l+1≤t≤ d−1
2
(kn)t.
Step-3: Define an ordering {u0, u1,...,up−1} as follows:
For 1 ≤ j ≤ p− n− 1, let
uj :=
{
vts, where s = ⌈j/(n+ 1)⌉, if j ≡ t(mod (n+ 1)) with 1 ≤ t ≤ n,
vn+1s , where s = ⌈j/(n+ 1)⌉, if j ≡ 0(mod (n+ 1))
For p− n ≤ j ≤ p− 1,
uj := v
j−p+n+1.
Then above defined ordering {u0, u1,...,up−1} of vertices satisfies Theorem 2.
Step-4: Define c : V (Bn+1,k+1)→ {0,1,2,...} by c(u0) = 0 and c(ui+1) = c(ui)+
p− 1− L(ui)− L(ui+1)− ω + 1, 0 ≤ i ≤ p− 1.
Output: The span of c is c(up−1) = hc(G) = c(u0)+(p−1)
2−2

 ∑
u∈V (G)
L(u)

−
(p−1)(n−1) = (p−1)2 − 2 L(G) − (p−1)(n−1) which is exactly the right-hand
side of (8) by using (9) and (10) in the case of symmetric block graphs.
Thus, from Case - 1 and Case - 2, we obtain hc (Bn+1,k+1(d))
=


n2(k + 1)
[
Φr(kn) ((k + 1)Φr(kn) − 2r) +
2(Φr(kn)−r)
kn−1
]
+ n, if d is even,
kn2(n+ 1)
[
Φr(kn) (k(n+ 1)Φr(kn)− 2r + 1) +
2(Φr(kn)−r)
kn−1
]
, if d is odd.
Example 1. An optimal hamiltonian coloring of B4,2(4) using the procedure of
Theorem 7 is shown in Figure 1-(a).
For B4,2(4), k = 1, n = 3, d = 4, r = ⌊
d
2⌋ = 2 and Φ⌊ d2 ⌋
(kn) = Φ2(3) = 1 + 3
= 4. By Theorem 7, hc(B4,2(4))
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= n2(k + 1)

Φ⌊ d
2
⌋(kn)
(
(k + 1)Φ⌊ d
2
⌋(kn)− 2⌊
d
2⌋
)
+
2
(
Φ
⌊ d
2
⌋
(kn)−⌊ d
2
⌋
)
kn−1

+ n
= 32 · (1 + 1)
[
4((1 + 1) · 4− 2 · 2) + 2(4−2)3−1
]
+ 3 = 327.
Example 2. An optimal hamiltonian coloring of B4,2(5) using the procedure of
Theorem 7 is shown Figure 1-(b).
For B4,2(5), k = 1, n = 3, d = 5, r = ⌊
d
2⌋ = 2 and Φ⌊ d2 ⌋
(kn) = Φ2(3) = 1 + 3
= 4. By Theorem 7, hc(B4,2(4))
= kn2(n+ 1)

Φ⌊ d
2
⌋(kn)
(
k(n+ 1)Φ⌊ d
2
⌋(kn)− 2⌊
d
2⌋+ 1
)
+
2
(
Φ
⌊ d
2
⌋
(kn)−⌊ d
2
⌋
)
kn−1


= 1 · 32 · (3 + 1)
[
4(1 · (3 + 1) · 4− 2 · 2 + 1) + 2(4−2)3−1
]
= 1944.
0
18222
90
162
42
114
186
273
237
309
66
138
21030
102
174
255
291
198
126
54
78
150
327
0
1803
1302
870
438
1158
1635
726
294
1014
1467
150
582
1266
834
402 1593
1122
690
258
1425
978
546
1141944
1761
1230
1719
798
366
1551
1086
654
222
1383
942
510
78
1896
1848
1677
1194
762
330
1509
1050186
1341
906
474
42
618
(b)(a)
Fig. 1. Optimal hamiltonian coloring of B4,2(4) and B4,2(5).
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