Abstract. We study the Cauchy problem for the Zakharov system in spatial
u(0), n(0), ∂ t n(0) = (u 0 , n 0 , n 1 
where u = u(t, x) is complex valued, the slowly varying envelope of electric field and n = n(t, x) is real valued, the deviation of ion density from its mean background density. and Velo introduced a critical exponent for (1.1) which corresponds to the scaling criticality in the following sense. We transform n into n ± as n ± := n±iω −1 ∂ t n, ω := √ −∆. Then (1.1) is rewritten into          i∂ t u + ∆u = u(n + + n − )/2, t ∈ R, x ∈ R d , (i∂ t ∓ ω)n ± = ±ω|u| 2 , t ∈ R, x ∈ R d , u(0), n + (0), n − (0) = (u 0 , n +0 , n −0 ).
(1.2)
In the second equation of (1.2), if we disregard the second term of the left-hand side, then (1.2) is invariant under the dilation u → u λ = λ 3/2 u(λx, λ 2 t), n → n ±λ = λ 2 n ± (λx, λ 2 t), 
Moreover, the solution scatters in this space.
Remark 1.1. Note that (n + , n − )
. If we use the transform n ± := n ± iω −1 1 ∂ t n with ω 1 := √ 1 − ∆ instead of n ± := n ± iω −1 ∂ t n, then This transform was used in [9] to study the local well-posedness. We can deal with the first term of the right-hand side of (1.3) in the same manner as (1.2). The second term ω −1 1 (n + + n − )/2 is harmless when we consider the local well-posedness. However, we do not know how to deal with it when we consider the global wellposedness. For this reason, the global well-posedness of (1.1) in [2, 3, 6-9, 11-14, 17, 18, 20, 25-29] . For the case on T d , see [5, 21, 22, 30] . The scattering results were obtained only after 2010
in [12] [13] [14] 17] . All these results are for the sub critical case. For d ≥ 4, Ginibre, Tsutsumi and Velo [9] proved the local well-posedness of (1.1) when the initial data
which is the sub critical case. Recently, Bejenaru, Guo, Herr and Nakanishi [1] have proved the small data global well-posedness and the scattering in a range of (k, l)
for d = 4, which includes the critical case (k, l) = (1/2, 0) and the energy space (k, l) = (1, 0).
The main difficulty in the study of the well-posedness of the Zakharov system arises from so called "derivative loss". The both nonlinear terms of (1.2) have a half derivative loss when k = l + 1/2. To recover the derivative loss, Ginibre, Tsutsumi and Velo [9] applied the Fourier restriction norm method, which was introduced by
Bourgain [4] . Bejenaru, Guo, Herr and Nakanishi [1] used the normal form reduction and transformed (1.2) into a system which does not have derivative loss. Our proof is more direct than their proof. We use the U 2 , V 2 type spaces, which were introduced by Koch and Tataru [23] , [24] and applied by Hadac, Herr and Koch [15] to the small data global well-posedness and the scattering for the KP-II equation at the scale critical space. There are two merits for using these function spaces. One is that we can recover the derivative loss, by combining Lemma 2.12 and (2.2) in Proposition 2.11. The other is that we can employ the Strichartz estimate (see Proposition 2.13)
by Corollary 2.15 and we gain some integrability. Though the Fourier restriction norm X s,1/2+ε also have the same merits, it seems difficult to apply it for the critical case. Because the estimate has small loss of integrability if we take ε ≤ 0 when we employ the Strichartz estimate (see Lemma 2.4 in [9] ) and we can recover only 1/2 − ε derivative loss if we take ε > 0 and it is not enough for our purpose. This is the reason why the results in [9] is only for sub critical case and we use not the 
, if we use the endpoint Strichartz estimate for the Schrödinger equation, and 
which is the main idea in the present paper. Note that the L 4 Strichartz estimate was used and this difficulty was not caused for the KP-II equation in [15] .
Finally, we refer to the plan of the rest of the paper. We introduce function spaces, their properties and some lemmas in Section 2. In Section 3, we derive the key bilinear estimate for the homogeneous case, Proposition 3.1. As a corollary, we also prove the bilinear estimate for the inhomogeneous case, Corollary 3.2. In Section 4, we mention the detail of main theorem and its proof.
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notations and preliminary lemmas
In this section, we prepare some lemmas, propositions and notations to prove the main theorem. Notations related to U p and V p spaces are based on the definition in [15] and [16] . A B means that there exists C > 0 such that A ≤ CB. Also, A ∼ B means A B and B A. Let u = u(t, x). F t u, F x u denote the Fourier transform of u in time, space, respectively. F t, x u = u denotes the Fourier transform of u in space and time. Let Z be the set of finite partitions −∞ = t 0 < t 1 < · · · < t K = ∞ and let Z 0 be the set of finite partitions −∞ < t 0 < t 1 < · · · < t K ≤ ∞.
a U p -atom. Furthermore, we define the atomic space
(iv) The closed subspace U p c of all continuous functions in U p is a Banach space.
The above proposition is in [15] (Proposition 2.2).
Definition 2. Let 1 ≤ p < ∞. We define V p as the normed space of all functions
x such that lim t→±∞ v(t) exist and for which the norm
is finite, where we use the convention that v(−∞) := lim t→−∞ v(t) and v(∞) := 0.
Note that v(∞) does not necessarily coincide with the limit at ∞. Likewise, let V p − denote the closed subspace of all v ∈ V p with lim t→−∞ v(t) = 0.
For the definitions of V p and V p − , see the erratum [16] .
is finite. Then, it follows that v(t
Note that the embedding in (iii) is not consistent with the convention v(+∞) = 0 in Definition 2 unless v is discontinuous at +∞. For the proof of Proposition 2.2, see [15] (Proposition 2.4 and Corollary 2.6). Precisely, the statement of Proposition 2.4 (i) in [15] is for the partition {t k } K k=0 ∈ Z 0 . But, we can easily check that (i) above is also true for the partition
Let N = 2 n (n ∈ Z) be dyadic number. P N and P <1 denote
Similarly, let Q N be
where {F −1 t [φ n ](t)} n∈Z ⊂ S(R) be the Littlewood-Paley decomposition with respect to t that is to say, φ n is defined by the same manner as ϕ n with d =
. Similarly, we define the wave uni-
For dyadic numbers N, M,
Here summation over N means summation over n ∈ Z. Similarly, we define U
holds by Proposition 2.1 (ii) and Proposition 2.2 (iii).
Definition 4. For the Schrödinger equation, we define
For the wave equation, we define
Definition 5. For a Hilbert space H and a Banach space X ⊂ C(R; H), we define
Remark 2.2. Similarly, we see
For the proof of the following propositions, see Proposition 2.7, Theorem 2.8 and Proposition 2.10 in [15] .
There is a unique number B(u, v) with the property that for all ε > 0 there exists t ∈ Z such that for every t ′ ⊃ t it holds
and the associated bilinear form
satisfies the estimate
is an isometric isomorphism.
− be absolutely continuous on compact intervals and v ∈ V p ′ . Then,
By Propositions 2.5, 2.6, we have the following proposition (see also Remark 2.11
in [15] ).
By the proposition above, we immediately have the following corollary.
A be absolutely continuous on compact intervals. Then,
For the following remark, see Remark 2.12 in [15] .
− be absolutely continuous on compact intervals and u be a U p ′ -atom. Then,
Proof. By Proposition 2.2 (iv), we have v ∈ V p . Therefore, the left-hand side of (2.1) makes sense. From our assumption, it follows that
holds where
Combining Remark 2.3 and Proposition 2.9, we have the following corollary.
The same estimates hold by replacing the Schrödinger operator S with the wave operators W ± .
For the proof of Proposition 2.11, see Corollary 2.18 in [15] .
The following lemma plays an important role to estimate the nonlinear terms. The symbol τ + |ξ| 2 (resp. τ ± |ξ|) comes from the linear part of Schrödinger equation (resp. the wave equation). If we define M as the left-hand side of (2.3), one derivative loss is recovered by Lemma 2.12 and (2.2) in Proposition 2.11.
Proof. We only prove the case of |ξ 1 | ≫ ξ 2 . By triangle inequality,
We define the Duhamel terms as follows.
Definition 6.
where
The following statement is the Strichartz estimate for the Schrödinger equation.
Moreover, by duality, we have
For the proofs of (2.7) and (2.8), see [32] , [10] and [19] .
be a n-linear operator.
Assume that for some 1 ≤ p < ∞ and 1 ≤ q ≤ ∞, it holds that
Then, there exists T : 
Proof. For the proofs of (ii) and (iii), see Proposition 2.24 in [15] . For the proof of (i), we only see that
Lemma 2.17. If f, g are measurable functions, then
Proof. From the definition of Q S ≥M , we obtain
Applying the Plancherel theorem and (2.10), we obtain that the left-hand side of (2.9) is equal to
In the last line, we used F
, which holds because φ n is real valued. Applying the Plancherel theorem and (2.10), we obtain that the right-hand side of (2.9) is equal to
Thus, we conclude (2.9).
= P N 2 g and h N 1 := P N 1 h. Then, the following estimates hold:
and ε > 0 is small, then
Here, the implicit constants may depend on ε. Moreover,
in the left-hand sides are replaced by their complex conjugate.
Proof. First, we show (i). By the Hölder inequality, we have
The Sobolev inequality and Remark 2.1 gives
Hence, from (2.11) and (2.12), we obtain (i). By Remarks 2.1 and 2.2,
Thus, we obtain (iia) in the same manner as (i). By Remarks 2.1 and Lemma 2.3,
Thus, we obtain (iib) in the same manner as (i). Next, we show (iii). By the Hölder inequality, the Sobolev inequality and Proposition 2.11, we have (LHS of (iii)) Q
(2.13) By Remark 2.1, we have
By L 2 x orthogonality and Remark 2.1, we have
Collecting (2.13)-(2.15), we obtain (iii). Next, we show (iv). Applying the Hölder inequality, we have 
Since (d − 2)/2 > 0, by Mihlin-Hörmander's multiplier theorem, we have
By the Cauchy-Schwarz inequality, we have
Collecting (2.16)-(2.21) and N 1 ∼ N 3 , we obtain (iv). Next, we show (v). Applying the Hölder inequality, the Sobolev inequality and (2.17), we have
By Proposition 2.11, we have
By L 2 x orthogonality and Proposition 2.11, we have 
By the Cauchy-Schwarz inequality and Proposition 2.11, we obtain
From (2.25)-(2.27) and N 1 ∼ N 3 , we obtain (vi). We can easily check that the proofs of (i) -(vi) above are valid if
bilinear estimates
In this section, we give bilinear estimates for the Duhamel terms (2.5) and (2.6). 
Here, the implicit constants do not depend on T .
First, we prove (3.1). Since
3)
By the definition of E k norm, we have
We will prove 
Since sup u E =1 u N 1 E 1, we obtain
By the triangle inequality, Proposition 2.13 and Lemma 2.18 (i), we have
Since · ℓ 2 ℓ 1 ≤ · ℓ 1 ℓ 2 , by the Cauchy-Schwarz inequality, we obtain
Next, we consider the estimate of J 3,E . We take M = εN 2 1 for sufficiently small ε > 0. Then, from Lemma 2.12, we have
For the estimate of F 1 , we apply Proposition 2.13 and Lemma 2.18 (iii) to have
For the estimate of F 2 , we apply Corollary 2.15, Corollary 2.8, Lemma 2.17, Lemma 2.18 (iv) and
to have
For the estimate of F 3 , we apply Proposition 2.13 and Lemma 2.18 (v) to have
For the estimate of F 4 , we apply Corollary 2.15, Corollary 2.8, Lemma 2.17, Lemma 2.18 (vi) and (3.6) to have
Collecting the estimates of F 1 , F 2 , F 3 and F 4 , we obtain J 3,E n
. Thus,
Note that we also have
in the same manner as the proof of (3.7) since (p 1 , q 1 ) = (∞, 2) also satisfies the assumption of Proposition 2.13. Next, we show
In the same manner as the proof of Lemma 2.18 (iia), we have
Thus, by Proposition 2.13 and the Hölder inequality, the left-hand side of (3.9) is bounded by
Thus, we obtain (3.9). From (3.5), (3.7) and (3.9), we conclude (3.3).
Next, we prove (3.4) . By the definition of · Y k S , we only need to show
11)
By Corollary 2.10 and Remark 2.1, the left-hand side of (3.11) is bounded by
By Corollary 2.15 and Remark 2.1, it follows that
in the same manner as the estimates for J i,E with i = 1, 2, 3 if we use (3.13). Collecting (3.8) and the estimates above, we conclude (3.11). Next, we show (3.12). By Corollary 2.10 and Remark 2.1, we have
By Proposition 2.13, we have
Collecting (3.14), (3.15) and (3.10), we obtain (3.12). From (3.11) and (3.12), we obtain (3.4). From (3.3) and (3.4), we conclude (3.1).
Finally, we prove (3.2). By Corollary 2.8, we only need to estimate
, where
By the triangle inequality, Lemma 2.18 (i) and the Cauchy-Schwarz inequality, we
By Mihlin-Hörmander's multiplier theorem, it follows that
By Lemma 2.18 (i), we have
For the estimate of K 2,2 , we take M = εN 2 2 for sufficiently small ε > 0. Then, from Lemma 2.12, we have
Therefore, it follows that
(iii) and (3.6), we have
We apply Lemma 2.17, Lemma 2.18 (v) and (3.6), then we have
By Lemma 2.18 (iv), we have
Applying Lemma 2.17, Lemma 2.18 (vi) and (3.6), we obtain
Hence, collecting (3.17), (3.18) , (3.19) , (3.20) and (3.21), we have
By symmetry, we also obtain K 3 u
in the same manner as the estimate of K 2 .
Next, we consider the inhomogeneous case. 
Proof. First we consider (3.23) . From Proposition 3.1, we have
Hence, we only need to show the following.
By Corollary 2.8 and Hölder's inequality, we have (LHS of (3.24)) = sup
by the Cauchy-Schwarz inequality, we have
By the Sobolev inequality and Remark 2.1, we have
Hence, collecting (3.25), (3.26) and (3.27), we obtain (3.24).
Next, we consider (3.22) . From (3.1), we obtain
Therefore, we only need to show
Note that (3.28) easily follows from (3.1) for d ≥ 5 because l > 0 and
However, we need more computation for d = 4. We show (3.28) by an almost same manner as the proof of (3.1). By the definition of X k S norm, we only need to show
we have (3.29) in the same manner as (3.10). We also have (3.31) in the same manner as (3.14), (3.15) and (3.10). Since P N 3 N ≪1 P N n = 0 for N 3 1, the left-hand side of (3.30) is equal to J * 1,E where
. We obtain
for any 0 < T < ∞. 
such that u(t) − S(t)u +∞ H k + n ± (t) − W ± (t)n ±,+∞ Ḣl → 0 as t → ∞ and u(t) − S(t)u −∞ H k + n ± (t) − W ± (t)n ±,−∞ Ḣl → 0 as t → −∞. The similar result holds for the inhomogeneous case.
Proof of Proposition 4.1. We will show only the case (u 0 , n ±0 )
because the proof of the case (u 0 , n ±0 ) , we have
satisfying u * (t) = u(t), n * ± (t) = n ± (t) on I. Therefore,
We choose δ = r 2 , r = 1/4C, then we have ∈ Z 0 with t K < ∞, we can take 0 < T < ∞ such that −T < t 0 and t K < T . Then, by Lemma 2.3, we have 
M.
By Proposition 2.2, f ± := lim t→±∞ ∇ x k S(−t)u(t) exists in L 2 . Put u ±∞ := ∇ x −k f ± . Then, we conclude ∇ x k S(−t)u(t) − f ± L 2 = u(t) − S(t)u ±∞ H k → 0 as t → ±∞.
Similarly, we obtain the scattering result for the wave equation.
