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Resumo
A interação homem-máquina é um tema cada vez mais estudado, sendo aplicado em cada
vez mais áreas, obtendo assim um relevo importante no desenvolvimento de sistemas
inteligentes. Este projeto teve como principal objetivo a criação de um sistema de reco-
nhecimento de características faciais. O sistema foi estruturado de forma a poder ser
usado como uma framework independente e de simples utilização, facilmente expansível
(possibilitando a adição de novas funcionalidades) e com um grau de precisão suficiente
para que os resultados sejam bastante reais e eficazes. Foi ainda tida em atenção a
escalabilidade do sistema, utilizando-se para isso boas práticas de engenharia de software
como design patterns.
Para o desenvolvimento do sistema, foi adotado o dispositivo Kinect da Microsoft em
conjunto com a biblioteca de visão computacional OpenCV. O Kinect foi escolhido devido
essencialmente ao seu SDK bastante completo, à qualidade da captura dos dados e à
sua grande comunidade de utilizadores, onde facilmente se pode encontrar suporte para
eventuais problemas. A escolha do OpenCV deve-se igualmente à sua grande comunidade
e aos seus algoritmos e classificadores. Entre eles destacam-se os classificadores como
o Cascade e os algoritmos como o Eigenface e o Fisherface.
A arquitetura da framework foi testada numa aplicação real para a recolha de dados
experimentais. Essa aplicação reproduz um possível cenário de uso, revelando assim
alguns dos pontos fortes e fracos do sistema. Como pontos fortes realçamos a fácil
utilização da framework e a sua capacidade de identificar diferentes tipos de utilizador
com um bom grau de confiança e velocidade. Os pontos onde há maior necessidade de
trabalho estão relacionados com a adição de mais módulos de deteção e com a otimização
dos já existentes de modo a melhorar os resultados e abranger mais casos de uso.
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Abstract
The human-machine interaction is a increasingly studied field and as been applied in more
and more areas, thus having a major emphasis on the development of intelligent systems.
This project aims to develop a new system for the recognition of facial characteristics. The
system was structured so that it can be called independent and easy to use framework,
modular (making possible the addition of new functionalities) and with enough precision
so that the results seem almost real. The framework was developed keeping in mind the
scalability of the system, and for that we followed good software engineering practices such
as design patterns.
For the development of the system, we adopted the Microsoft Kinect device together with
the OpenCV library. The Kinect was chosen essentially because of its SDK, its capture
quality and its huge community, where one can find support for eventual problems that
may come across. The choice of OpenCV was also due to its huge community and of its
algorithms and classifiers, such as the Cascade classifier and the Eigenface and Fisherface
algorithms.
The architecture of the framework was tested in a real application, created for gathering
experimental data, which allow us to disclosing some of its strong and weak points. As
strong points we would like to note the easy use of the framework and its capacity to identify
different types of user with a good reliable degree and speed. The points where more
work is still nedeed are related with the addition of more modules of detection and the
improvement of the existing ones in order to get better resultes and to cover more cases.
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Capítulo 1
Introdução
A Interação Homem-Maquina (IHM) é uma área relativamente recente, que começou a
ganhar realce a partir do momento em que o número de pessoas a usar computadores se
tornou relevante. Atualmente é um tópico muito estudado tanto por investigadores ligados
à informática, como em outras áreas tais como a saúde ou o design [32].
1.1 Interfaces Naturais
Em design, existe o conceito de interfaces naturais. Este conceito, designado Natural
User Interface (NUI), refere-se a um tipo de interface que, idealmente, é invisível para o
utilizador. Isto implica que o utilizador interaja através dela de uma forma natural e que
será capaz de utilizar a interface recorrendo a conhecimentos previamente adquiridos. Isto
é importante, uma vez que reduz o custo de utilização do software, pois não é necessário
treinar os utilizadores a usá-lo e a experiência destes vai ser mais agradável [49].
Como demonstra a Figura 1.1, para chegarmos a este tipo de interface passámos por
várias etapas. Inicialmente usava-se a linha de comandos (Command Line Interface (CLI)).
A CLI é um meio de interação com um programa de computador ou sistema operativo.
Onde o utilizador, através de comandos na forma de sucessivas linhas de texto (linhas
de comando) consegue gerir os seus ficheiros ou controlar o software instalado no com-
putador. Estas interfaces foram em grande parte, substituídas pelas interfaces gráficas (
Graphical User Interface (GUI)).
14
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Figura 1.1: Evolução das interfaces.
Uma GUI permite aos utilizadores interagir com o software, usando elementos gráficos ao
invés de comandos de texto. A GUI representa as informações e ações disponíveis para o
utilizador através de ícones gráficos e indicadores visuais. Aqui, as ações são geralmente
realizadas através da manipulação direta dos elementos gráficos.
Recentemente tem havido um grande acréscimo de dispositivos baseados em interação
por toque, sendo os tablets e smartphones dois exemplos comuns. A tendência será para
cada vez mais os utilizadores usarem competências previamente adquiridas como a fala,
gestos ou toque. Esta forma de interação tem ganho bastante impulso, devido em grande
parte, à evolução e disponibilidade de hardware com melhores capacidades. A evolução no
hardware ocorreu tanto ao nível dos dispositivos de entrada e unidades de processamento,
como na quantidade de memória e armazenamento disponíveis. Todos estes avanços, têm
repercussão em várias áreas, como é o caso da visão computacional, onde veio potenciar
o aparecimento de novos métodos/algoritmos e assim aumentar a qualidade das soluções
existentes.
Existem alguns fatores a ter em atenção quando se pretende criar uma NUI [73]. Seguem-
se alguns dos mais importantes.
Planeamento: as NUI devem ser planeadas com cuidado especial de acordo com o tipo
de utilizador, conteúdo, e contexto onde vão ser utilizadas.
Reutilização: cada utilizador desenvolve capacidades próprias ao longo da vida, as NUI
tiram partido disso de modo a que estes interajam de forma natural, recorrendo a
metáforas de experiências do mundo real, como por exemplo, o gesto de swipe para
mudar de folha num tablet.
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Interação direta com o conteúdo: a interação com o conteúdo deve ser simples, redu-
zindo ao máximo o número de botões e menus. A manipulação dos dados deve ser
o mais direta e intuitiva possível.
A utilidade desta tecnologia é inegável. Por exemplo, na área da educação, alguns dos
principais aspectos positivos são [43]:
• uma sensação de proximidade imediata e imersão no ambiente de aprendizagem;
• um sentimento de envolvimento individualizado;
• um ambiente de aprendizagem que se adapta à forma que o aluno interage com ele;
• ambientes de colaboração que respondem rapidamente às intenções dos utilizadores
(por exemplo, através de gestos);
• ferramentas educacionais para os alunos que aprendem de forma diferente (por
exemplo, alunos com autismo).
Todos estes aspectos inovadores traduzem-se em melhores resultados por parte dos alu-
nos [21]. Por isso, não é difícil imaginar que, no futuro, as NUI vão estar ainda mais
disseminadas, podendo estar presentes em roupas, televisão ou nas nossas casas [47].
Em suma, as NUI vêm simplificar a vida dos utilizadores, inovando a maneira de interagir
com os dispositivos existentes e dando até espaço à criação de novas abordagens que
até agora não eram possíveis. Com elas o controlo passa a ser mais intuitivo e natural,
oferecendo uma experiencia agradável sem a contrapartida de aprender procedimentos
complexos.
1.2 Motivação
Atualmente, interagir com computadores tornou-se tão comum que já quase ninguém
parece perceber o quão grande é a distância entre os computadores e os humanos. No
entanto, esta distância torna-se evidente, quando utilizadores de idade mais avançada
interagem com computadores pela primeira vez, pois muitas vezes estes não têm o conhe-
cimento necessário ou intuição para executar até mesmo as tarefas mais simples. O grande
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progresso na velocidade e complexidade do hardware e software durante as últimas déca-
das, tem levado à criação de interfaces mais naturais que diminuem consideravelmente a
disparidade entre computadores e humanos [22].
A deteção facial é uma das tarefas visuais que os humanos conseguem fazer sem qual-
quer esforço. No entanto, em termos de visão computacional, esta tarefa não é assim
tão simples. Uma definição geral do problema pode ser feita da seguinte forma: dada
uma imagem estática ou vídeo, detetar e localizar o número existente faces. A solução
para o problema envolve a extração, segmentação, verificação de rostos e possivelmente
características faciais, a partir de um background não definido [74].
A tarefa de deteção facial tem sido facilitada devido à chegada de hardware específico.
Dispositivos bastante completos capazes não só de capturar imagens a cores, como tam-
bém informação de profundidade e áudio envolventes. Alguns exemplos desta tecnologia
são o Microsoft Kinect ou o Asus Xtion Live, ambos analisados em pormenor no Capítulo
2.
A evolução verificada nos últimos anos nas técnicas de reconhecimento de imagem, per-
mitiram o aparecimento de variados contextos de uso, assim como múltiplas formas de,
utilizando uma câmara, permitir reconhecer certos traços de um utilizador através de mar-
cadores comuns. Este conhecimento/tecnologia aliado ao aparecimento de dispositivos
como o Kinect poderá possibilitar a criação de novos cenários de uso resultando numa
experiência virtual orientada ao indivíduo ao invés de uma experiência genérica para todos
os utilizadores. Assim, a criação de ferramentas com as quais seja possível, por parte de
utilizadores não especialistas na área de reconhecimento facial criar este tipo de aplica-
ções, será uma importante contribuição neste sentido.
1.3 Objetivos do Projeto
O objetivo deste projeto é a criação de uma framework que ofereça funcionalidades re-
lacionadas com a deteção e interpretação de características faciais. Com ela deverá ser
possível traçar um perfil genérico do utilizador, por forma a obter informações como o seu
género, a sua disposição, utilização de óculos, entre outras. Do conjunto de funcionalida-
des pretendidas destaca-se:
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• a capacidade de servir como uma biblioteca, permitindo que outros programadores
criem aplicações através dela;
• ser expansível, permitindo a adição de funcionalidades não existentes;
• permitir o desenvolvimento fácil e rápido de aplicações;
• a estabilidade da aplicação, com elevado grau de precisão, permitindo uma IHM em
tempo real e eficaz.
Dos objetivos do projeto fazem ainda parte a:
• análise das funcionalidades adicionais disponibilizadas pelo Kinect relativamente às
câmaras comuns, que poderão ser usadas para melhorar o sistema de reconheci-
mento;
• criação de uma aplicação demonstrativa dos conceitos presentes nos itens ante-
riores. Essa aplicação deverá esperar o lançamento de um evento por parte da
framework referente a análise dos rostos detetados nas imagens capturadas pelo
Kinect. O evento irá conter informação sobre o género (masculino/feminino) e a
existência ou não de óculos na face detetada. Com base na informação recolhida
deverá ser posteriormente mostrado um vídeo que potencialmente esse utilizador
estará interessado em visualizar. Por exemplo, no caso de se tratar de uma mulher,
podem ser reproduzidos conteúdos como promoções relacionadas com maquilha-
gem.
Tendo estes objetivos em mente, a decisão do melhor hardware a utilizar é de grande
importância, já que existem algumas opções no mercado, tendo cada uma os seus pontos
fortes e fracos. Essa escolha será fundamentada no estudo do estado da arte, onde
teremos em conta não só as características do hardware como os seus controladores e
Software Development Kit (SDK)s.
1.4 Enquadramento
Esta tese surge de uma parceria entre o Departamento de Ciência de Computadores da
Faculdade de Ciências da Universidade do Porto e a empresa Ubiwhere. A Ubiware é uma
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organização de negócios com base tecnológica, em que o seu foco é Research & Deve-
lopment nas áreas de computação ubíqua/pervasive/invisível. O projeto a desenvolver foi
proposto por parte da empresa, e foi maioritariamente nas suas instalações que o trabalho
foi desenvolvido.
1.5 Estrutura
Esta tese está organizada da seguinte forma. No presente capítulo (Capítulo 1) é feita uma
introdução sobre conceitos importantes para a compreensão da temática que estamos a
abordar e uma descrição da motivação que nos levou a mostrar interesse pela mesma.
São também abordados os objetivos pensados para este projeto e o enquadramento sobre
onde foi desenvolvido.
Após esta fase introdutória, no Capítulo 2 é feito um levantamento de tecnologias de
deteção facial e de seguida passamos para a descrição de vários dispositivos (como o
Kinect) capazes de nos ajudar nesta tarefa. Durante esta descrição vão sendo feitas
comparações entre os dispositivos para desta forma se conseguir compreender melhor as
suas capacidades. Referem-se ainda um conjuntos de bibliotecas úteis para o projeto, com
especial foco nos algoritmos de deteção usados pela biblioteca Open Source Computer
Vision (OpenCV). Na parte final do capítulo são abordados alguns casos interessantes do
uso desta tecnologia dando assim uma visão mais global da diversidade de casos de uso
e do que já existe atualmente.
No Capítulo 3 está descrita a arquitetura do sistema implementado, juntamente com as
características e tarefas de cada uma das componentes do sistema. De seguida discute-
se o processo de desenvolvimento e apresentam-se detalhes sobre a implementação do
projeto final.
Os Capítulos 4 e 5 apresentam respetivamente a definição da aplicação desenvolvida para
testar as capacidades da framework criada, juntamente com os resultados obtidos sobre a
aplicação de teste e as conclusões finais sobre o trabalho realizado.
Capítulo 2
Tecnologias de
Deteção/Reconhecimento Facial
À medida que os computadores se tornaram mais disseminados, as preocupações com
privacidade vieram para o centro da discussão nos meios de comunicação social e em
sites/blogs on-line. Em particular, uma área que tem levantado bastantes preocupações é
a da deteção e reconhecimento facial. Estes dois conceitos são muitas vezes confundidos.
De uma forma simples, a deteção facial deteta rostos humanos enquanto que o reconheci-
mento facial procura rostos similares aos armazenados numa base de dados. Um software
de deteção facial usa características do rosto para classificar dados demográficos como
sexo e idade que depois são descartados. Assim, por si só, um software de deteção
facial não é capaz de reconhecer indivíduos. O software de reconhecimento concentra-
se em fazer uma identificação positiva de um indivíduo recorrendo a uma base de dados
com informação sobre identidades. A Figura 2.1 apresenta um esquema ilustrativo de um
sistema de reconhecimento facial.
De um modo geral, podemos dizer que a deteção facial é mais apropriada para a deteção
de género, expressões faciais (contente, triste), ou para situações onde basta por exemplo
saber se alguém está a olhar ou não, para uma câmara, enquanto que o reconhecimento
facial está mais ligado a aplicações de segurança, fiscalização de espaços, videojogos ou
realidade virtual [74].
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Figura 2.1: Sistema de reconhecimento facial.
2.1 Hardware
Nesta secção, vamos fazer o levantamento do hardware atualmente utilizado na tarefa de
deteção/reconhecimento facial. Iremos referir as suas características principais e estabe-
lecer algumas comparações entre eles.
2.1.1 HIE-D
O Human interface Electronic Device (HIE-D) foi uma ideia inovadora criada pelo colom-
biano Carlos A. Anzola, patenteada em maio de 2008 e que consiste numa interface de
interpretação de gestos para computador.
Figura 2.2: HIE-D.
Este aparelho é capaz de controlar qualquer aplicação de software, ou mesmo objetos
numa tela, somente com gestos ou movimentos de mãos, braços, tronco, pernas e/ou
cabeça. Funciona de uma maneira semelhante ao Kinect, recorrendo a um projetor de
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Infra Vermelhos (IV) que projeta uma nuvem de pontos sobre o utilizador. Quando existe
alguma movimentação, o padrão dos pontos é alterado e a câmara de IV faz a tradução da
ação em funções computáveis [5]. O dispositivo é mais simples que o Kinect na medida em
que não tem microfones, nem uma câmara capaz de capturar vídeo de um utilizador. Até
à data este produto não foi disponibilizado comercialmente. No entanto, não deixa de ter a
sua importância, pois para além de ter sido uma invenção totalmente inovadora, motivou a
criação dos mais recentes Microsoft Kinect e ASUS Xtion.
2.1.2 Microsoft Kinect
A tecnologia de captura de movimentos do Kinect, tem sido usada extensivamente por ser
uma solução bastante completa e acessível a nível monetário, tornado-se uma excelente
escolha para o desenvolvimento de protótipos [30]. Quando se olha para um dispositivo
Kinect, o que vemos é uma barra onde estão os projetores, câmaras e microfones ligados
a uma base equipada de um motor, com uma capacidade de inclinação vertical de trinta
graus [47].
Figura 2.3: Microsoft Kinect.
Como se pode ver na Figura 2.3, da esquerda para a direita, encontra-se o projetor de IV,
seguido por um LED indicador do estado do Kinect (ligado/desligado), ao centro temos a
câmara RGB, para a recolha de dados sobre a cor do ambiente, e por fim a câmara de IV
para a captura de dados de profundidade. Temos ainda um conjunto de quatro microfones,
com a função de receber e reconhecer comandos de voz. Estes estão dispostos ao longo
do dispositivo, estando um deles à esquerda do projetor de IV, e os restantes à direita da
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câmara de IV.
Para fazer o mapeamento 3D do ambiente, esta tecnologia faz a projeção de IV sobre
o ambiente através do seu projetor de IV. Depois é estimado o mapa de profundidade,
medindo a distorção do padrão IV projetado e recorrendo à câmara IV e a algoritmos de
luz estruturados. A câmara RGB é também usada para se obter a cor natural dos objetos
reconstruídos [30]. A Figura 2.4 mostra uma comparação entre o Kinect e três outros
scanners 3D [27]. Estes dados são referentes ao ano de 2010 quando o Kinect foi lançado
e mostram que, para espaços mais pequenos, o Kinect é realmente uma excelente opção.
A sua combinação entre resolução e frequência de resposta é superior aos restantes
modelos tendo, no entanto, como principal desvantagem a distância de deteção.
Figura 2.4: Comparação de scanners 3D.
Uma diferença entre os dispositivos de baixo custo e os modelos mais caros, é que as
informações de profundidade e cor são recolhidas por sensores distintos, necessitando
assim de um cálculo adicional de modo a relacionar e sincronizar esta informação. Este
é um processo computacionalmente exigente para os utilizadores [27]. Ao observar a
grande diferença entre os preços dos scanners, facilmente percebemos o porquê da grande
adesão que houve ao Kinect pela comunidade, pois este veio trazer uma ferramenta de
grande qualidade a baixo custo. A Tabela 2.1 apresenta em mais detalhe as especificações
gerais do Kinect for Xbox 360.
Mais recentemente a Microsoft lançou o Kinect for Windows, sendo a principal diferença
entre este e o Kinect for Xbox 360, a sua capacidade de deteção a curtas distâncias,
conseguindo assim, detetar formas com sucesso a partir dos 40 centímetros. Apesar de
não ser particularmente útil para captações de corpo inteiro, em aplicações de proximidade,
esta inovação veio trazer uma precisão que de outro modo não era possível.
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- Horizontal: 57o
Campo de Visão - Vertical: 43o
- Inclinação da base: 27o
- Alcance da câmara de profundidade: 1.2m - 3.5m
- Resolução da câmara de profundidade: 640*480 16-bit @ 30 fps
Fluxo de dados - Resolução da câmara RGB: 1280*960 32-bit @ 12 fps
- Áudio: 16-bit @ 16kHz
- Vetor de quatro microfones com 24-bit
- Conversor analógico-digital
Sistema de áudio - Sistema de cancelamento de eco
- Supressão de ruídos
- Reconhecimento de vários idiomas
Tabela 2.1: Especificações do Kinect for Xbox 360
2.1.3 ASUS Xtion LIVE
O ASUS Xtion LIVE é a versão mais recente do sensor de movimento lançado pela ASUS,
e que veio substituir o anterior modelo ASUS Xtion. Como podemos ver na Figura 2.5, o
dispositivo é composto por dois microfones nas extremidades, uma câmara RGB ao centro,
um projetor e uma câmara de IV em cada um dos lados. O Xtion LIVE tira partido dos seus
sensores IV para fazer uma deteção adaptativa em profundidade, que juntamente com a
câmara RGB e o canal de áudio possibilita tarefas como a captura dos movimentos do
utilizador e da sua voz em tempo real, tornando assim o seu rastreamento mais preciso.
Figura 2.5: ASUS Xtion LIVE.
Tal como o Kinect, o Xtion LIVE é baseado na mesma tecnologia IV desenvolvida pela
PrimeSense. No entanto existem algumas diferenças entre ambos [53].
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Dispositivo Peso/Dimensões Prós Contras
Kinect - Peso: 1,55 Kgs - Diversidade de Drivers - Necessita de AC
- Dimensões: - Motor de posição - 30 fps
11”*2,5”*1,5”
- Alimentação por USB - Drivers mais limitados
Xtion - Peso: 0,2 Kgs - 60 fps (apenas numa Sem motor de posição
- Dimensões: resolução 320*240) - Não é compatível com
7”*2”*1,5” alguns controladores USB
Tabela 2.2: Comparação entre o ASUS Xtion LIVE vs Kinect for Xbox 360
Como podemos ver pelas características referidas na Tabela 2.2, o facto de o Xtion LIVE
ser um dispositivo mais leve e de menores dimensões, aliado a não ser necessário estar
ligado à corrente elétrica, pode torná-lo mais prático que o Kinect em projetos específicos,
como por exemplo na área da robótica. O sensor da ASUS existe em duas versões, o
Xtion LIVE e o Xtion LIVE PRO, sendo a sua principal diferença o fato do segundo incluir
um software próprio para os programadores o conseguirem utilizar mais facilmente.
2.1.4 CREATIVE Interactive Gesture Camera
No início de 2013, a Intel lançou a primeira versão beta do Intel Perceptual Computing
SDK 2013. Este SDK é uma biblioteca de algoritmos para deteção e reconhecimento de
padrões, através de interfaces padronizadas [24]. Em simultâneo, a Intel também lançou
a CREATIVE Interactive Gesture Camera, como parte do SDK. Juntos possibilitam aos
programadores a criação de aplicações, que utilizem rastreamento de mãos e objetos,
reconhecimento de voz ou análise facial, em dispositivos com processador Intel Core de
segunda ou terceira geração. A câmara é leve, de pequenas dimensões, alimentada por
USB (ver Tabela 2.3), e foi otimizada para uso a curta distância. Como podemos ver na
Figura 2.6 (a), a sua composição consiste num sensor de profundidade 3D, uma câmara
RGB de alta definição e um conjunto de dois microfones como interfaces de recolha de
dados. Tem ainda uma base preparada para ser colocada em vários tipos de ecrãs
externos ou em computadores portáteis (ver Figura 2.6 (b)). A Tabela 2.3 mostra uma
visão geral das suas principais características [25].
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(a) Componentes da câmara
(b) Sistema de suporte
Figura 2.6: CREATIVE Interactive Gesture Camera
Campo de Visão - Diagonal: 73o
- Alcance: 0.15m - 1m
- Resolução da câmara de profundidade:
Fluxo de dados 320*240 @ 30fps
- Resolução da câmara RGB:
1280*720 @ 30fps
Peso/dimensões - Peso: 0.27 Kg
- Dimensões: 4.27” x 2.03” x 2.11”
Tabela 2.3: Especificações da CREATIVE Interactive Gesture Camera
Esta câmara foi feita para ser usada apenas com o Intel Perceptual Computing SDK Beta
2013, não sendo permitido pelo fabricante o seu uso noutra situação [55].
Neste momento, o SDK está dependente desta câmara externa, mas segundo a Intel, o
seu objetivo passa por embutir esta tecnologia em computadores portáteis e deste modo
alterar de forma significativa a maneira como interagimos com eles.
2.1.5 Leap Motion
O Leap Motion é um periférico de pequenas dimensões (ver Figura 2.7) que cria um espaço
de interação 3D à sua volta capaz de detetar a mão e movimentos dos dedos de forma
independente, ou até objetos, como uma caneta.
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Figura 2.7: Leap Motion.
Apesar de não ser um dispositivo capaz de fazer reconhecimento facial, é interessante
referi-lo, pois mostra a tendência que a tecnologia está a seguir na área de IHM.
Os seus criadores afirmam que este é duzentas vezes mais sensível do que os sistemas
sem toque existentes [57]. A sua elevada precisão torna possível a criação de uma assina-
tura digital com precisão, usando apenas a ponta do dedo ou uma caneta. Esta tecnologia
permite a navegação básica de um computador, controlando-se o sistema operativo ou um
jogo apenas com as mãos e dedos, sem ser necessário recorrer a um teclado ou rato, o
que proporciona uma experiência inovadora e mais enriquecedora em comparação com os
periféricos tradicionais. O seu lançamento no mercado foi no início de 2013 com um custo
final de 60 euros [57].
2.2 Bibliotecas para Microsoft Kinect
Desde o seu lançamento, em novembro de 2010, que o Kinect foi usado em diferentes
aplicações tirando o máximo partido da sua tecnologia. No início, não havendo drivers
oficiais que auxiliassem essas experiências, as aplicações eram bastante rudimentares. A
PrimeSense, empresa criadora da tecnologia dos sensores de movimento incorporados no
Kinect, em parceria com outras duas empresas, fundaram em novembro de 2010 o OpenNI
[63]. Este veio criar uma framework que faz a ligação das interfaces entre dispositivos
físicos e componentes de middleware. Em dezembro de 2010, foram lançados no site
do OpenNI, os seus próprios drivers, que juntamente com o middleware NiTE [40] vie-
ram melhorar o manuseamento da qualidade e quantidade da informação capturada pelo
dispositivo. A crescente popularidade do Kinect, levou a que a Microsoft disponibilizasse
também a sua primeira versão do software de desenvolvimento (SDK) para Kinect em
junho de 2011 [47]. De seguida, vamos abordar com mais detalhe cada um destes casos,
assim como outras alternativas existentes.
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2.2.1 OpenNI
A organização OpenNI é uma organização sem fins lucrativos, formada para certificar
e promover a compatibilidade e interoperabilidade dos dispositivos de Interação Natural
(IN), aplicações e middleware. Um dos objetivos da organização é acelerar a introdução
de aplicações de interação natural no mercado. Para isso criaram uma framework que
oferece uma Application Programming Interface (API)que consegue fazer a comunicação
entre software e hardware. Esta API abrange a comunicação tanto com dispositivos de
baixo nível (por exemplo, sensores de visão e áudio), bem como soluções de middleware
de alto nível, como o acompanhamento visual utilizando visão computacional. Algumas
das características que a tornaram numa referência para quem necessita de desenvolver
trabalho nesta área, são o facto de esta ser uma API open source, multi-linguagem, multi-
plataforma, e não ser restrita apenas ao Kinect. Com isto, podemos constatar que esta
ferramenta é bastante versátil, tendo ainda a vantagem de ser amplamente utilizada o que
aumenta a difusão da partilha de informação entre utilizadores [72]. A Figura 2.8 ilustra
como se relacionam as várias camadas do OpenNI e como é feita a comunicação entre o
hardware e a aplicação.
Figura 2.8: Arquitetura OpenNI para a comunicação entre hardware e software.
Como podemos observar, a comunicação está dividida por três camadas. A camada
inferior contem o hardware que é onde é feita a captura dos dados. A camada intermé-
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dia é onde estão os componentes de middleware, assim como a framework do OpenNI.
A camada superior é onde se encontra a aplicação que através da API oferecida pelo
OpenNI, consegue utilizar os dados recolhidos pelo hardware.
A 18 de dezembro de 2012 foi lançada a versão 2.0 do SDK OpenNI juntamente com
novas versões do middleware NiTE2. Este SDK veio trazer otimizações sobre as versões
anteriores, tornando mais fácil e mais simples para os programadores usarem o OpenNI
no desenvolvimento de aplicações, permitindo assim uma nova gama de soluções e casos
de uso. Existem várias empresas que trabalham em conjunto com o OpenNI e que vieram
completar o SDK, proporcionado funcionalidades como 3D scannig, rastreamento facial ou
reconhecimento de gestos [65].
Em relação às versões anteriores, o novo SDK foi criado de modo a que a complexidade
existente fosse reduzida, removendo funcionalidades pouco utilizadas pela comunidade, e
focando-se nas que realmente eram importantes. Foram feitas simplificações ao nível das
interfaces dos componentes middleware e dos tipos de dados. No caso dos tipos de dados,
a versão anterior tinha demasiada complexidade devido ao uso de metadados e à grande
variedade de tipos de dados complexos, que levavam a vários problemas de performance,
complexidade e implementação. Para resolver isto, a representação dos dados de IV, RGB
e de profundidade foram unificados. Foi fornecido acesso direto a uma matriz subjacente
e os metadados não utilizados ou irrelevantes foram eliminados. Também houve uma
mudança no foco da API que passou a ser centrada nos dispositivos em lugar dos dados.
Foi ainda feita uma reorganização do código com o intuito de facilitar o acesso a novos pro-
gramadores, passando a haver muito menos classes e estruturas de dados, sendo agora
possível entender o núcleo das funcionalidades da API através de quatro classes principais:
openni::OpenNI, openni::Device, openni::VideoStream, e openni::VideoFrameRef [66]. No
entanto, todas estas alterações fizeram com que a nova versão não seja compatível com
as anteriores, mas segundo os criadores, para se atingir os objetivos propostos, esta era
a única opção [66]. Além destas reformas internas foram ainda adicionadas algumas
funcionalidades, tais como [67]:
• eventos de dispositivos que despoletam eventos quando os dispositivos são adicio-
nados ao sistema, excluídos do sistema, ou reconfigurados;
• suporte para a tradução de pixeis de profundidade para coordenadas em mapas de
cores;
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• novo modelo de implementação, que torna necessário uma cópia privada dos binários
do OpenNI 2.0 para cada aplicação;
• suporte embutido para dispositivos Kinect através do SDK do Kinect (somente para
Windows), sendo para isso necessária a instalação do Kinect SDK.
Várias funcionalidades foram removidas ou realocadas para os middlewares devido aos
seus conceitos já não serem necessários, tornando-se assim obsoletos. Desta forma, há
um número de classes e estruturas em OpenNI 1.5 que não têm equivalente no OpenNI
2.0 [66].
2.2.2 NiTE
Juntamente com a framework OpenNI, também é disponibilizado o middleware NiTE para
motion tracking. Recorrendo a algoritmos de visão computacional, este consegue fazer a
deteção do corpo e movimentos do utilizador, traduzindo assim o ambiente em informação
possível de ser trabalhada. Com o NiTE é ainda possível fazer deteção de gestos, permi-
tindo o controlo de dispositivos sem o recurso aos comandos tradicionais. Este middleware
tem a vantagem de conseguir ignorar os gestos de outras pessoas presentes, assim que
um utilizador seja marcado como principal. Outra caraterística é a capacidade de fazer o
reconhecimento total do corpo, possibilitando assim que aplicações, como simuladores de
boxe ou snowboard, sejam realistas e proporcionem uma experiência imersiva e satisfatória
para o utilizador [68].
Tal como o OpenNI 2, também em dezembro de 2012 foi lançado o NiTE 2. Algumas das
suas principais características são [64]:
• baixo consumo de recursos do CPU;
• deteção de um elevado número de gestos;
• configuração e integração com o OpenNI;
• utilização multiplataforma.
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2.2.3 Microsoft Kinect SDK
Como referido anteriormente, a Microsoft lançou a primeira versão do seu SDK em junho
de 2011, compatível com o sistema operativo Windows 7. Esta versão continha os drivers
para controlo do Kinect e possibilitava a construção de aplicações em C++, C#, ou Visual
Basic, com recurso ao Microsoft Visual Studio (MVS) 2010. As principais funcionalidades
incluíam [59]:
• recolha de dados dos sensores através do acesso a streams baixo-nível do sensor
de profundidade, sensor da câmara de cor e microfone;
• a capacidade de reconhecer a imagem do esqueleto de uma ou duas pessoas que
se desloquem dentro do campo de visão do Kinect;
• capacidades avançadas de áudio que incluíam técnicas de supressão de ruído acús-
tico e cancelamento de eco sofisticadas, a formação de feixe para identificar a fonte
de som atual, e integração com a API de reconhecimento de voz do Windows;
• exemplos de código e documentação.
A versão seguinte foi a 1.5, lançada em maio de 2012, e com ela vieram várias melhorias,
nomeadamente um vocabulário melhorado, mais classes e métodos, maior número de
recursos disponíveis, e principalmente veio permitir a criação de aplicações que localizem
a posição da face em tempo real. Os pontos fortes do SDK 1.5 são [58]:
• o Kinect Estúdio, que permite a gravação e reprodução de clipes dos utilizadores a
interagir com o Kinect, para posteriormente serem utilizados em operações de debug,
facilitando a resolução de possíveis erros;
• suporte para um novo modelo de reconhecimento “sentado” que permite o controlo
apenas da parte superior do corpo, nomeadamente a cabeça, ombros e braços.
Desta forma, não só ficou a ser possível identificar uma pessoa quando esta está
sentada, como facilitou a deteção da mão ou braço a uma distância mais curta,
melhorando as implementações de controlos a partir de gestos;
• o reconhecimento do esqueleto foi melhorado, tornando mais rápida essa operação
e reduzindo o consumo de recursos do computador. Além deste reconhecimento
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é também retornada a orientação dos pontos encontrados, isto é útil em situações
como um mapeamento de um avatar onde é essencial a rapidez e precisão deste
processo.
Como já referido, as capacidades de reconhecimento facial introduzidas nesta versão
vieram abrir novas possibilidades. Como passou a ser possível representar 87 pontos
da face, juntamente com o facto de ser possível saber a orientação desses pontos, isto
veio trazer um grande detalhe, o que possibilitou a criação de, por exemplo, avatares com
um grau mais elevado de realismo [28].
Atualmente, a versão mais recente é a 1.6 que tal como a sua antecessora veio melhorar a
quantidade e a qualidade dos dados recolhidos assim como novas funcionalidades na API.
De entre essas melhorias destacam-se [28]:
• capacidade para detetar a orientação do sensor, através dos dados tirados a partir
do acelerómetro de 3 eixos;
• prolongamento do intervalo de profundidade para mais de 4 metros;
• possibilidade de configurar as definições da câmara de cor , por exemplo o brilho e a
exposição;
• inclusão do fluxo de infravermelhos na API;
• melhores tempos de alternância de IV para suportar múltiplos sensores sobrepostos;
• suporte para máquinas virtuais, Windows 8 e MVS 2012.
2.2.4 FAAST
O Flexible Action and Articulated Skeleton Toolkit (FAAST) é um middleware, desenvolvido
na Universidade da Califórnia do Sul, cujo objetivo é facilitar a integração de controlo do
corpo do utilizador com jogos e aplicações de Realidade Virtual (RV). Este tem a mais
valia de poder ser usado tanto com o software de rastreamento do OpenNI como com o da
Microsoft [33].
Inclui um servidor Virtual-Reality Peripheral Network (VRPN), personalizado para transmitir
até quatro esqueletos de utilizadores numa rede, permitindo às aplicações de RV ler as
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Figura 2.9: Utilização do Kinect com FAAST.
articulações do esqueleto como rastreadores usando qualquer cliente VRPN (ver Figura
2.9). Além disso, permite simular a utilização de um teclado, recorrendo a uma postura
corporal previamente definida, com gestos específicos. Pode também obter-se o controlo
de um cursor de rato, bastando para isso posicionar-se à frente de um dispositivo Kinect.
FAAST é livre para usar e distribuir, no entanto, se o quisermos usar para fins comerciais
é necessário informar a equipa de desenvolvimento da mesma [15].
2.2.5 PCL
A Point Cloud Library (PCL) é um projeto de grande escala, open source, distribuído
sobre a licença Berkeley Software Distribution (BSD), que contém um número considerável
de algoritmos n-dimensionais e de processamento geométrico. Estes algoritmos podem
ser utilizados, por exemplo, para captar dados do ambiente envolvente e interpretá-los,
conseguindo assim controlar um dispositivo ou um robô. Esta framework já foi utilizada
juntamente com o Kinect possibilitando a um robô “ver” o mundo em 3D [44].
2.3 Bibliotecas Auxiliares
Existem atualmente várias bibliotecas que são usadas como complemento ao SDK da
Microsoft, auxiliando na obtenção de algumas características importantes, como classi-
ficação de género do utilizador, utilização de óculos ou as suas emoções. De seguida,
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descrevemos algumas dessas bibliotecas.
2.3.1 faceAPI
A faceAPI é um conjunto de ferramentas para programadores que fornece rastreamento
facial em todos os três eixos. Nenhum hardware especial é necessário, podendo-se usar
uma Webcam padrão. Com esta API conseguem-se detetar bastantes informações sobre
o utilizador como, por exemplo, mudanças em expressões faciais. Para isto, a faceAPI
fornece um conjunto de módulos de processamento de imagem, criados especificamente
para acompanhar e compreender os rostos e as características faciais. Este processa-
mento é feito internamente, não sendo necessário qualquer conhecimento sobre visão
computacional. A sua versão mais recente é a 3.2.6, de setembro de 2010, que inclui
dois motores de rastreamento facial otimizados, cada um com diferentes desempenhos e
características de carga no sistema, adequando-se assim a uma maior variedade de pro-
jetos. A posição da cabeça em 3D e a sua orientação são monitorizadas juntamente com
o lábio, forma da sobrancelha e posição, detetando assim expressões faciais. Algumas
outras características interessantes são [69]:
• funciona com qualquer webcam;
• função de deteção de rosto avançada, com 3 níveis de precisão;
• início automático de monitorização, com reaquisição automática, se a referência do
utilizador for perdida;
• pode rastrear até +/- 90 graus de rotação da cabeça;
• reconhecimento de vários formatos de vídeo (avi, wmv, mov entre outros).
Esta API pode ser usada sob vários tipos de licenças, como projetos de investigação,
projetos comerciais e não-comerciais.
2.3.2 Biblioteca face.com
A face.com é uma API de reconhecimento facial direcionada para as redes sociais. Uma
das suas principais funcionalidades consiste em usar técnicas de reconhecimento facial
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para procurar entre as fotos de um certo utilizador, e fazer uma procura dos rostos que se
pareçam com os dos seus amigos ou consigo. Em junho de 2012, a equipa de desenvol-
vimento anunciou que tinha sido adquirida pelo Facebook e que esse processo incluiria o
encerramento dos seus produtos e serviços, pois iriam deixar de poder dar-lhes suporte
[70]. Antes deste acontecimento era possível com esta API utilizar:
• serviços para deteção, reconhecimento e marcação (tag) de rostos em qualquer foto;
• marcação e reconhecimento de utilizadores do Facebook ou Twitter.
2.3.3 Lambda Labs
Uma das principais alternativas utilizadas pelos programadores que anteriormente utiliza-
vam a API de reconhecimento facial face.com foi a Lambda Labs. Este projeto, ainda em
fase de desenvolvimento, tem como objetivo ser open source e ter uma forte compatibili-
dade com a API face.com [56]. Atualmente a API da Lambda Labs proporciona:
• deteção facial;
• extração de características da face, como olhos, nariz e boca;
• classificação por género;
• reconhecimento facial.
Esta API ainda não está tão desenvolvida como a face.com mas, com o suporte da comu-
nidade open source, estão a ser criadas melhorias constantes, incentivando cada vez mais
a sua utilização [37].
2.3.4 OpenCV
O OpenCV é uma biblioteca voltada para a visão computacional em tempo real, especi-
almente nos casos de processamento de imagem. Foi criada pela Intel em 1999, sendo
agora suportada por Willow Garage e Itseez [62]. Esta biblioteca está licenciada ao abrigo
da licença BSD e pode ser utilizada em várias plataformas (Windows, Linux, Mac OS,
iOS e Android), assim como em várias linguagens (C++, C, Python, Java), existindo ainda
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wrappers que possibilitam o uso em outras linguagens. A versão atual (2.4) foi lançada em
julho de 2012, e com ela é possível entre outras funcionalidades:
• classificação por género;
• reconhecimento facial (imagens e vídeo);
• reconhecimento de gestos;
• rastreamento e compreensão de movimento;
• identificação de objetos;
• android OpenCV manager;
• OpenCV e IOS;
• melhor desempenho em sistemas multi-core.
Para suportar algumas das funcionalidades acima referidas, o OpenCV inclui uma compo-
nente de machine learnig estatística que contém alguns dos algoritmos mais usados pela
comunidade científica, tais como:
• k-nearest neighbor algorithm;
• classificador de Naive Bayes;
• Suport Vector Machine (SVM);
• random forest.
Atualmente, é uma API com uma comunidade de mais de 47 mil utilizadores e um número
estimado de downloads superior a 5,5 milhões. Tem sido usada em várias áreas que vão
desde a arte interativa à inspeção de minas, o que mostra a sua versatilidade e qualidade
de resultados [62].
2.4 Algoritmos OpenCV
Nesta secção vamos abordar em maior detalhe os algoritmos implementados no OpenCV.
Estes algoritmos irão ser usados para a construção da nossa framework. Inicialmente será
CAPÍTULO 2. TECNOLOGIAS DE DETEÇÃO/RECONHECIMENTO FACIAL 37
feita uma contextualização dos termos mais importantes, para que de seguida seja mais
simples a compreensão dos algoritmos a apresentar.
2.4.1 Classificadores
Na área da visão computacional, as tarefas relacionadas com reconhecimento de imagem,
podem ser resumidas essencialmente a um processo de categorização de dados. Essa
categorização é feita recorrendo a classificadores específicos a cada situação. Os classifi-
cadores são usados na resolução de problemas em que o objetivo é identificar, a partir de
um conjunto de categorias/subpopulações, a classe a que uma nova observação pertence.
Isto é feito com base num conjunto de dados de treino onde estão observações/casos, cuja
categoria associada é conhecida. Estas observações individuais são então analisadas e
traduzidas para um conjunto de propriedades quantificáveis, que posteriormente podem
ser representadas de várias formas.
Ordinal: representa relações de ordem entre os dados (pequeno/médio/grande);
Categorial: divide os dados em categorias (homem/mulher);
Numérica: define intervalos entre os dados (menor que 1/entre 1 e 2/maior que 2).
Um classificador pode ser visto como que o resultado da análise feita por um algoritmo
de Machine Learnig a um conjunto de dados. Ou seja, cada algoritmo de aprendizagem,
através das suas assunções próprias, encontra uma explicação diferente sobre os dados
analisados, criando cada um deles um classificador diferente. Estes classificadores podem
cometer erros em certas ocasiões, por isso, são criados conjuntos de classificadores para
que estes se complementem, tendo desta forma melhores resultados que individualmente
[13]. A tarefa de construir estes conjuntos de classificadores pode ser dividida em duas
partes; geração de um grupo de classificadores base e a combinação das suas previsões
individuais. A geração é conseguida, por exemplo, através da aplicação de diferentes
algoritmos a um conjunto de dados, ou então fazendo variar alguns parâmetros num dado
algoritmo e ir aplicando-o sempre aos mesmos dados. O processo de combinação dos
resultados resulta de três técnicas principais [29]:
Voting - cada classificador base dá um voto à sua previsão. Recorrendo a um sistema de
votação ponderada, a previsão que receber mais votos é a previsão final;
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Staking - um algoritmo de aprendizagem é usado para aprender como combinar as
previsões dos classificadores básicos. Este classificador intermédio é então utilizado
para obter a previsão final a partir das previsões dos classificadores básicos;
Cascading - processo iterativo para combinar classificadores. A cada iteração, o conjunto
de dados de treino é estendido com as previsões obtidas na iteração anterior.
Neste projeto, o método utilizado foi o cascading, pois é o método utilizado pelo OpenCV
[60]. Este é um método multistage, ou seja, trata a grande maioria dos casos com uma
regra mais simples, recorrendo a uma regra mais complexa apenas para os casos que
não consegue ter certeza o suficiente para tomar uma decisão. Tanto o voting como o
staking são métodos multiexpert onde vários classificadores são usados para todos os
casos, não sendo esta a melhor solução para o tipo de problema que vamos resolver [12].
De seguida, vamos abordar em mais detalhe o método que iremos utilizar e fazer uma
pequena comparação entre as suas configurações possíveis.
2.4.2 Classificador Cascade
Um classificador cascade é composto por uma série de nós classificadores (ver Figura
2.10) onde, em cada um deles, é feito um teste sobre uma região da imagem. Se o
limiar estabelecido (probabilidade de conter o objeto) for superado, a região passa para
o nível seguinte, sendo esse limiar aumentado a cada nível. Os filtros em cada nível são
treinados para classificar as imagens de treino passadas pelos níveis anteriores. Durante
este processo, se qualquer um destes filtros não passar o limiar estabelecido, aquela região
é imediatamente classificada como não contendo uma face, eliminado assim grande parte
do plano de fundo existente. Regiões da imagem que passem por todos os filtros da cadeia,
são então classificados como contendo uma face [38].
Figura 2.10: Iterações de um classificador Cascade.
Os classificadores cascade permitem então que, apenas as sub-imagens com a maior
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probabilidade de conter o objeto sejam analisadas por todas as características Haar que
o distinguem. Estas, como podemos ver na Figura 2.11, são características retangulares
simples, equivalentes à diferença de intensidade entre sub-regiões. Também é possível
fazer variar a precisão de um classificador. Pode-se aumentar tanto a taxa de falsos
alarmes e a taxa de resposta positiva ao diminuir o número de etapas, sendo o inverso
também verdade.
O classificador Cascade disponibilizado pelo OpenCV pode ser baseado em caraterísticas
Haar, Local Binary Pattern (LBP) ou Histograms of Oriented Gradients (HOG). Para que
estes métodos possam detetar o objeto pretendido, é necessário que a imagem seja per-
corrida diversas vezes em vários tamanhos, sendo de cada vez analisada uma região de
tamanho diferente, chamando-se a essa região de janela de deteção [38].
O método por caraterísticas Haar foi criado por Viola and Jones [35]. Este método começa
por considerar regiões retangulares adjacentes num local específico de uma janela de
deteção. Em seguida, ele soma a intensidade dos pixeis de cada região de modo a
calcular a diferença entre essas somas. Essa diferença é depois utilizada para categorizar
subseções de uma imagem. Assim, uma característica Haar comum para deteção de cara
é o conjunto de dois retângulos adjacentes que se encontram acima do olho e na região
do rosto, já que é uma característica comum a região dos olhos ser mais escura do que a
região das bochechas. A Figura 2.11 mostra as caraterísticas Haar utilizadas pelo OpenCV.
Figura 2.11: Exemplos de caraterísticas Haar.
Desta forma, uma janela de deteção é movida sobre a imagem a analisar, e para cada
subseção da imagem a característica Haar é calculada. Esta diferença é então comparada
com um limiar definido na fase de aprendizagem, que vai assim separar objetos e não
objetos. Como já referido, é necessário associar varias características em cascata pois
individualmente estas não oferecem um nível de precisão aceitável [60].
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As características LBP têm um funcionamento bastante diferente, aqui são etiquetados os
pixeis de uma imagem (através da delimitação 3 por 3 de cada pixel) com o valor do pixel
central, considerando o resultado como sendo um número binário. A Figura 2.12 ilustra o
processo [8].
Figura 2.12: Funcionamento do método LBP.
A delimitação pode ser estendida, sendo possível usar 4 ou mais vizinhos nesta operação.
Uma das propriedades mais importantes das características LBP são a sua tolerância
contra mudanças de iluminação e a sua simplicidade computacional. Aplicado à deteção
facial, o LBP mostra bons resultados [71]. Neste contexto, cada imagem é considerada um
conjunto de micro-padrões que são então detetados pelo LBP (ver Figura 2.13).
Figura 2.13: Deteção de micro-padrões em imagens pelo método LBP.
Para encontrar a forma das faces, as imagens são divididas em pequenas regiões indepen-
dentes, que depois são analisadas e de onde são extraídos histogramas. Posteriormente
estes histogramas são concatenados num único que vai descrever a textura e forma global
da face.
O método HOG é semelhante ao utilizado no LBP, sendo este mais apropriado para a
deteção de corpos. O seu funcionamento consiste em dividir a imagem em pequenas
regiões ligadas, e para cada uma compilar um histograma de gradiente para os pixeis
dessa região. A combinação destes histogramas vai então representar o descritor. Para
uma maior precisão, o histograma de contraste local pode ser normalizado através do
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cálculo da medida da intensidade através de uma região maior da imagem, que de seguida,
se pode utilizar para normalizar todas as células dentro dessa região. Esta normalização
resulta numa melhor invariância a mudanças na iluminação ou sombreamento [42].
2.4.3 Algoritmos de Reconhecimento Facial
Vamos agora abordar dois métodos de reconhecimento facial tradicionais, o Eigenface
[31] e o Fisherface [11]. O Eigenface foi o primeiro método a ser considerado como uma
técnica bem-sucedida de reconhecimento facial. O Fisherface é um melhoramento do
método Eigenface que utiliza análise discriminante linear de Fisher para a tarefa de redução
dimensional, e assim obter melhores resultados na descriminação de características.
Um conceito importante para estes métodos é que todas as imagens podem ser vistas
como um vetor. Se uma dada imagem tiver altura H e largura L, então o número de
componentes desse vetor será H * L. Cada pixel vai ser uma componente do vetor como
mostra a Figura 2.14.
Figura 2.14: Representação de uma imagem como um vetor.
Tendo em conta que as faces humanas são bastante semelhantes no facto de todas
terem dois olhos, uma boca e um nariz na mesma posição relativa, então os vetores com
informação sobre a face também vão ser semelhantes.
A ideia do algoritmo Eigenface é extrair apenas a informação relevante de uma imagem
que contém uma face, codificá-la de forma tão eficiente quanto possível e comparar esse
tipo de codificação com uma base de dados que contém modelos codificados de forma
semelhante. O algoritmo localiza os componentes principais da distribuição das faces,
estes podem ser vistos como o conjunto de características, que em conjunto caraterizam
uma variação entre essas faces. Estes componentes podem não ser, necessariamente,
relacionados à nossa noção intuitiva de características, tais como os olhos, lábios ou nariz,
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mas sim em relação à variação de intensidade em pontos amostrais das diferentes faces
contidas nas imagens. Cada conjunto desses pontos contribui mais ou menos para cada
componente principal, de modo que o último pode ser exibido como uma espécie de rosto
espetral (ver Figura 2.15), chamado de eigenface.
Figura 2.15: Resultado da aplicação do método Eigenface.
Pode-se representar cada imagem do conjunto de treino através da combinação linear dos
seus eigenfaces. O número total de eigenfaces é igual ao número de faces fornecidas
para treino. No entanto, usando análise de componentes principais Principal Component
Analysis (PCA), é possível aproximar os rostos utilizando apenas os melhores eigenfaces,
isto é, os que representam maior variação, como mostra a Figura 2.16.
Figura 2.16: Seleção dos Eigenfaces mais importantes.
Assim, o processo de reconhecimento pode ser dividido nos seguintes passos [7]:
Inicialização - dado um conjunto de imagens de treino, calcular os Eigenfaces, que vão
definir o espaço cara (combinação de todos os Eigenfaces);
Projeção - quando uma nova imagem é encontrada, calcular o conjunto de pontos amos-
trais da imagem e os seus Eigenfaces, projetando a imagem de entrada sobre cada
um deles;
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Deteção - determinar se a imagem é um rosto (conhecido ou não), verificar se a imagem
está suficientemente próxima do espaço cara;
Reconhecimento - se for uma face, classificar os pontos recolhidos identificando se é
uma pessoa conhecida ou desconhecida.
No entanto, mesmo sob condições similares, existem vários ângulos em que a cabeça
pode ser inclinada ou direções em que as faces podem estar viradas. Nestes casos o
método apresenta alguns problemas na qualidade dos resultados, sendo esta uma das
suas principais limitações.
A grande diferença entre os algoritmos de Eigenface e de Fisherface é o seu método de
redução dimensional, ou seja, o processo de redução do número de variáveis aleatórias
sob consideração [46]. Enquanto o Eigenface utiliza o PCA, o Ficherface recorre ao
Linear Discriminant Analysis (LDA), que é um método mais apropriado para operações
de classificação que o primeiro. O LDA procura reduzir dimensionalidade preservando ao
máximo as informações discriminatórias entre classes. Este método maximiza a relação
da variância entre classes com a variância dentro delas para quaisquer conjunto de dados,
garantindo desta forma um grau de separação máximo (ver Figura 2.17) [45].
Figura 2.17: Método LDA.
Depois desta fase, o processo de reconhecimento é o mesmo que no caso do algoritmo
Eigenface [39].
Ambos os algoritmos utilizam imagens em grayscale, pois esta transformação resolve
vários problemas, conseguindo-se apenas obter realmente bons resultados através de
ambientes controlados. Alguns destes problemas são o facto da cor alterar consoante
as condições de iluminação ou do dispositivo de captura utilizado, ou ainda o plano de
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fundo ter cores semelhantes às do objeto a detetar.
2.5 Aplicações em Reconhecimento Facial
As técnicas de reconhecimento facial possuem um enorme potencial para a criação de
aplicações relevantes para a nossa sociedade. Existem aplicações nas mais variadas
áreas, como a saúde, entretenimento ou marketing. Em seguida, apresentam-se alguns
exemplos ilustrativos do potencial acima referido.
2.5.1 Aplicações na Saúde
Um caso interessante de uma aplicação para a saúde é o projeto LIFEisGAME [9]. Este
projeto é referido pelos seus criadores como um “serious game”. O seu objetivo é ajudar
crianças com Autism Spectrum Disorder (ASD) a reconhecer e a expressar emoções atra-
vés de expressões faciais. Esta aplicação pode ser usada em vários ambientes através
do computador pessoal ou smartphone/tablet e permite ainda alterar o nível de dificuldade
pretendido de acordo com a criança a ajudar. Na aplicação, são usadas principalmente
duas tecnologias: síntese em tempo real da expressão facial do utilizador para uma perso-
nagem virtual, e um algoritmo de análise em tempo real das expressões faciais [51].
Figura 2.18: Interface do jogo LIFEisGAME.
2.5.2 Aplicações no Entretenimento
Na área do entretenimento, os ramos que tiram mais partido das técnicas de reconheci-
mento facial são a indústria cinematográfica e a indústria dos videojogos. Do ponto de
vista da inovação, são de realçar filmes como “O Senhor dos Anéis”, com especial ênfase
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para a personagem Gollum [50] em que para além da face do ator foi também usado um
fato especial (ver Figura 2.19) para motion capture de modo a que todo o seu corpo fosse
reproduzido no filme.
Figura 2.19: Fato para captura de movimentos e pontos de reconhecimento facial.
Outro caso com bastante relevância é o filme “Avatar” onde foram usadas técnicas de
motion capture e reconhecimento facial desenvolvidas pela própria equipa do filme de
modo a conseguir obter os resultados pretendidos pelo realizador [34].
No caso dos videojogos, o título “L.A. Noire” desenvolvido pela Team Bondi é um dos casos
mais interessantes. Na realização deste jogo, foram usados atores reais, que através da
tecnologia MotionScan foram reproduzidos para o jogo, o que permitiu aos criadores do
jogo desenvolver um maior realismo e assim melhorar consideravelmente a experiência do
utilizador. Esta abordagem é particularmente interessante, pois como o objetivo do jogo
é resolver crimes através de interrogatórios ou conversas com outras personagens, esta
qualidade de detalhe torna possível ao utilizador avaliar, através das suas expressões, se
a personagem com quem está a interagir está, por exemplo, a esconder algo ou a mentir
[41].
Outra empresa a implementar um sistema de reconhecimento facial foi a Sony para o
jogo “EverQuest 2”. O sistema dá aos jogadores a possibilidade de usar uma webcam
e microfone, podendo posteriormente alterar a sua voz através de vários filtros. Com a
câmara é possível fazer corresponder expressões no seu personagem iguais às do seu
rosto real, ajudando os jogadores a ter um experiência de jogo mais imersiva [20].
Também se pode encontrar reconhecimento facial em dispositivos móveis, como é o caso
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da aplicação para Android “Third Eye” [4]. O seu funcionamento consiste na execução de
uma análise da face do jogador para determinar se este é um ser humano ou um vampiro.
Isto é inteiramente baseado em características do seu rosto, determinando assim a que
lado cada jogador pertence. O jogador deve verificar o estado (humano/vampiro) de outros
utilizadores que encontre, construindo-se deste modo um efeito de legião de aliados e
inimigos ao longo do tempo [6].
2.5.3 Aplicações no Marketing
No caso do marketing, já várias aplicações interessantes foram criadas. Vão agora ser
abordados quatro casos que se mostraram uma mais valia, tanto para os comerciantes
como para os seus clientes.
A empresa NEC lançou um serviço no Japão, que permite aos vendedores criar perfis
de clientes usando apenas um computador e uma câmara de vídeo. O sistema usa
reconhecimento facial, para estimar o sexo e a idade dos clientes, juntamente com a
frequência das suas visitas aos vários locais, o que permite aperfeiçoar estratégias de
marketing, tornando os seus negócios mais rentáveis [10]. Para o reconhecimento facial
é usado o NeoFace que segundo a empresa é o sistema de reconhecimento facial com
melhores resultados na National Institute of Standards and Technology (NIST), tendo já
planos para a sua utilização em soluções de vigilância.
Ainda na área do marketing, estão a surgir cada vez mais casos de aplicações em cartazes
outdoor ou máquinas de venda automática que conseguem determinar quem os está a ver
e adaptar desta forma o conteúdo a transmitir.
Figura 2.20: Campanha da Magnum.
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Alguns dos casos mais mediáticos são, por exemplo, o da empresa Streets, que lançou
um outdoor para a marca Magnum Infinity capaz de fazer deteção facial. Este outdoor
tem a particularidade de a sua ativação ser através de um sorriso. Após a ativação, os
utilizadores são orientados a fingir que mordem a imagem do gelado que este está a
reproduzir, a câmara incluída vai registando os movimentos do utilizador e reproduz no
ecrã o efeito da sua boca a morder o gelado. Os utilizadores também podem sorrir, para
que a sua foto seja carregada para a página do Facebook da Magnum, como mostra a
Figura 2.20.
As máquinas de venda automática também têm vindo a sofrer algumas alterações, pois
atualmente nelas já é vendido de tudo, desde iPods a chocolates [19]. Aqui, a tecnologia de
deteção facial é usada para com base nas características físicas de um cliente, apresentar
os itens que normalmente este compraria. No Japão, estas máquinas têm tido três vezes
mais vendas do que as do estilo não-interativo. Investigadores em Taiwan [26] desenvol-
veram máquinas capazes de determinar na pele de uma pessoa o uso de maquilhagem,
ou a frequência com que alguém faz a barba, conseguindo assim recomendar produtos de
beleza ou máquinas de barbear.
Outro exemplo é o da Immersive Labs, que desenvolveu um software para painéis digitais
que consegue estimar a faixa etária, sexo e nível de atenção de um transeunte, conse-
guindo desta forma determinar a eficácia de uma campanha de marketing no exterior.
Está disponível um caso de estudo desta solução, onde se pode ver que foram obtidos
resultados bastante interessantes, como o conteúdo informativo mais popular, os espaços
mais visitados, ou as horas mais movimentadas [23].
2.6 Projetos Kinect
As câmaras 3D inicialmente existentes eram dispositivos muito caros, fazendo com que
a investigação sobre algoritmos para análise desse tipo de dados fosse limitada. Isso
mudou com o lançamento do Kinect, pois o seu aparecimento levou a um aumento na
investigação deste tipo de algoritmos [36]. O Kinect foi desenvolvido com o propósito
de controlar e interagir com a consola Xbox 360 sem a necessidade de qualquer tipo de
comando físico, apenas usando o corpo do utilizador como comando. O seu aparecimento
levantou um grande interesse por parte da comunidade científica devido às suas grandes
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potencialidades e ao baixo custo da câmara 3D. De seguida apresentam-se alguns projetos
interessantes que tiram partido deste dispositivo.
2.6.1 Deteção de Gestos
Um destes projetos foi criado pelo laboratório Computer Science and Artificial Intelligence
Laboratory (CSAIL) do Massachusetts Institute of Technology (MIT) e consiste num soft-
ware para deteção de gestos, que utiliza apenas o Kinect, não sendo necessário o uso
de nenhuma luva ou algo que facilite o processo. O software usa o driver libfreenect
para a comunicação entre o Kinect e o sistema Linux, a interface gráfica e o software de
deteção utilizam principalmente a biblioteca PCL, que faz parte do pacote de robótica ROS
desenvolvido pela Willow Garage. O software é capaz de distinguir as mãos e dedos numa
nuvem de mais de 60.000 pontos (ver Figura 2.21), a 30 Frames Por Segundo (FPS),
permitindo uma interação natural e em tempo real [52].
Figura 2.21: Software de detecção de gestos desenvolvido pelo MIT CSAIL.
2.6.2 Quadrotor
Outro projeto composto também por elementos do MIT em parceria com a Universidade de
Washington e a Intel Labs Seatle é o “Visual Odometry For GPS-Denied Flight And Mapping
Using A Kinect”, que torna possível a navegação autónoma de uma espécie de helicóptero,
designado por quadrotor [3]. Isto é conseguido através de um sistema de odometria visual
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em tempo real que utiliza o Kinect para fazer uma estimativa rápida e fiel da trajetória
3D do veículo. O sistema é executado a bordo do veículo e as estimativas têm um
atraso suficientemente baixo, tornando possível o controlo do quadrotor utilizando apenas
o Kinect e a Inertial Measurement Unit (IMU) onboard. Isto permite uma total autonomia
de voo 3D em ambientes desconhecidos sem acesso a suporte GPS. Notavelmente, o
quadrotor não necessita de um sistema de motion capture ou outros sensores externos, já
que todos os sensores e toda a computação necessária para o controlo da posição local é
realizada a bordo do veículo [3].
2.6.3 Akihiro Eguchi
Akihiro Eguchi escreveu uma tese em que o seu objetivo consistia em combinar o sensor
Kinect com técnicas de Machine Learning para implementar um modelo de reconhecimento
de objetos [16]. A principal inovação em relação aos modelos já existentes é o uso da ideia
de função do objeto. A abordagem feita por Eguchi consiste em dois passos principais:
o reconhecimento da forma e o reconhecimento da função. Para o reconhecimento da
forma do objeto foi utilizado o algoritmo K-nearest neighbor. Para o reconhecimento da
função foi necessária a criação de um programa para o reconhecimento de atividades
humanas, que também recorria ao K-nearest neighbor para o processo de aprendizagem
de cada atividade. A implementação do modelo utiliza a informação recolhida a partir de
dois Kinects ligados como clientes num servidor partilhado [16].
2.6.4 wi-GO
Também a nível nacional existem casos interessantes, um desses é o projeto wi-GO. Este
projeto é da autoria de Luís Carlos Matos, na altura aluno de Engenharia Informática na
Universidade da Beira Interior, e consiste num dispositivo autónomo composto por um
Kinect e um computador portátil, que fazem com que este dispositivo siga, por exemplo um
utilizador em cadeira de rodas. Desta forma torna-se possível a pessoas com mobilidade
reduzida conseguir ir mais comodamente às compras, visto que estas vão ser transporta-
das de forma autónoma, dinâmica e segura evitando obstáculos e perigos (ver Figura 2.22).
Como descrito no seu site oficial, outro cenário de aplicação do wi-GO é o ambiente
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Figura 2.22: Dispositivo wi-GO.
industrial onde, por exemplo, poderá ser programado para transportar objetos entre sec-
ções duma empresa ou para seguir certo funcionário/rota [75]. O autor deste projeto não
oferece muitos detalhes técnicos sobre a forma interna de funcionamento do wi-GO, mas os
resultados apresentados mostram ser uma solução com grande qualidade e sofisticação.
2.6.5 Kinect Star Wars
O “Kinect Star Wars” é um excelente exemplo das capacidade do Kinect em funções de
motion capture. Neste jogo da Xbox 360, todos os movimentos do utilizador são refletidos
na personagem. Ações como andar, lutar, conduzir, voar, entre outras, são executadas com
movimentos feitos por parte do jogador com os seus braços e pernas. A primeira versão
do jogo lançada em junho de 2011 tinha algumas falhas a nível do tempo de resposta,
ou mesmo a não correspondência por parte do jogo aos movimentos de quem estava
a jogar. Estes aspetos foram melhorados significativamente na segunda versão lançada
quatro meses depois, onde também passaram a ser possíveis novas ações, entre elas o
arremesso de objetos. Com estes melhoramentos o jogo tornou-se uma referência entre
os jogos para Kinect, demonstrando desta forma o seu grande potencial [47].
2.7 Projetos Kinect de Reconhecimento Facial
Atualmente, as capacidades do Kinect relacionadas com reconhecimento facial têm sido
exploradas das mais diversas maneiras, tanto pelo mundo académico, empresarial ou
mesmo por utilizadores curiosos. De seguida, vamos abordar duas dessas ideias, o
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programa Faceshift e o projeto Detroit.
2.7.1 Faceshift
O Faceshift é uma ferramenta utilizada em projetos de animação e reconhecimento facial
em tempo real, que faz um trabalho excelente na replicação dos movimentos faciais com
um atraso quase impercetível. É uma aplicação interessante que pode ter muitas apli-
cações diferentes, especialmente na indústria cinematográfica e na dos videojogos. Usa
uma câmara 3D, como por exemplo o Kinect, para mapear as caraterísticas faciais e cap-
turar cada movimento executado pela cabeça, conseguindo mostrar toda esta informação
através de um avatar. Consegue também acompanhar a orientação do olhar e da pose
da cabeça, tornando as personagens mais realistas. Para um melhoramento do resultado
final, é ainda possível um aperfeiçoamento offline na fase de edição, que aumenta ainda
mais a precisão do reconhecimento [54].
2.7.2 Projeto Detroit
O projeto Detroit é uma parceria entre a Microsoft e a West Coast Customs (empresa de
remodelação de carros) com o objetivo de criar um carro totalmente inovador. O carro é
um Mustang onde foram colocados quase todos os tipos de tecnologia que a Microsoft já
criou, incluindo o sistema operativo Windows, Windows Phone, Xbox 360, Kinect, entre
outros. Algumas das suas caraterísticas principais são o painel de instrumentos, com o
formato Windows 8 Metro e o seu sistema de entretenimento. Este sistema é constituído
por uma Xbox 360 e Kinect, sendo possível usar o para-brisas traseiro como uma tela de
projeção para filmes ou jogos, quando o carro está parado (ver Figura 2.23).
A combinação entre os vários sensores, a identificação de utilizador, acesso à cloud,
e técnicas de datamining transformam o carro deste projeto num assistente inteligente,
tornando as viagens mais cómodas tanto para o motorista como para os seus passageiros.
Este carro poderá conhecer os seus condutores e interagir com eles naturalmente através
da fala, gestos, ou reconhecimento facial, conseguindo aprender os seus hábitos e ofere-
cer informações contextuais, personalizadas, e assistência à condução de forma a poder
chegar ao seu destino o mais rápida e seguramente possível [76].
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Figura 2.23: Projeto Detroit.
Capítulo 3
Desenvolvimento do Sistema
Neste capítulo vamos analisar a arquitetura da nossa framework, assim como os principais
pontos referentes à sua implementação. Será discutido como se chegou à arquitetura final
e a relevância de cada um dos componentes que a constituem.
3.1 Arquitetura
Uma boa prática na área de desenvolvimento de software é a criação de soluções modu-
lares, onde seja possível fazer alterações de uma forma rápida e simples. Tendo por base
essa boa prática, dividimos de uma forma modular as tecnologias que seriam usadas na
implementação da nossa framework, tal como se mostra na Figura 3.1.
Com base no estudo feito no Capítulo 2, o Microsoft Kinect foi o dispositivo escolhido
para a captura da informação dos utilizadores. Optamos também pelo Microsoft Kinect
SDK como meio de comunicação entre a câmara e o nosso sistema, pela sua estabilidade
e funcionalidades oferecidas. Estes dois módulos estão identificados na Figura 3.1 em
tons mais escuros, realçando as partes que não foram criadas neste projeto. Num tom
mais claro estão os módulos criados no decorrer do projeto. Aqui, decidimos separar a
parte responsável por receber e preparar a informação recolhida, da parte responsável
pelos processos de deteção facial e previsão das características pretendidas. A Aplicação
do utilizador corresponde a uma qualquer aplicação criada de modo a receber o output
retornado pela framework.
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Figura 3.1: Arquitetura geral da framework.
Os módulos de deteção estão disponíveis na forma de um ficheiro Dynamic-Link Library
(DLL) e tiram partido dos algoritmos do OpenCV para a realização das tarefas de previsão.
Esta DLL está escrita em C++ e recebe os dados a partir do módulo central. O módulo
central é escrito em C# e faz a passagem da informação através da inclusão da DLL,
podendo assim chamar as suas funções.
De modo a tornar a framework mais simples de usar, achamos essencial desenvolver um
sistema de regras. Para isso é usado um ficheiro onde são colocadas opções de utilização,
que serão posteriormente avaliadas. O tipo de ficheiro que escolhemos para estas funções
foi o eXtensible Markup Language (XML), pois é uma maneira simples de estruturar a
informação facilitando assim a sua consulta. Além disso o C# possui uma API própria para
lidar com este tipo de ficheiros, simplificando consideravelmente o processo de parsing e
de recolha dos dados. Tendo isto em conta, o nosso sistema recorre a um ficheiro XML
onde são definidos os parâmetros necessários para a sua utilização.
Através da edição deste ficheiro é possível definir o(s) módulo(s) que vamos querer usar
e algumas outras opções como a criação de um relatório com o perfil genérico dos utiliza-
dores identificados ou a utilização de um outro ficheiro de treino para passar ao OpenCV.
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Neste contexto, o conceito de módulo corresponde ao código responsável por uma certa
avaliação, podendo este ser o avaliador de género, de presença de óculos ou qualquer
outro que se venha a implementar.
Esta organização permite que ao desenvolver-se um novo módulo não seja preciso fazer
muitas alterações na framework, criando-se desta forma uma estrutura de desenvolvimento
menos complexa e consequentemente mais escalável.
Mais concretamente, devem estar presentes no XML os seguintes dados:
• criação de um relatório com o perfil genérico dos utilizadores;
– Valores yes ou no.
• módulos a ser utilizados;
– Nome do módulo
– Caminho para o ficheiro com o treino da base de dados;
– Caminho para o ficheiro com o tipo de características que se pretende usar.
A informação vai estar disposta da seguinte forma:
<Parameters>
<report>yes/no</report>
<module>
<module_name>Gender</module_name>
<module_dllpath>path</module_dllpath>
<module_train>path</module_train>
</module>
<module>
<module_name>Glasses</module_name>
<module_dllpath>path</module_dllpath>
<module_train>path</module_train>
</module>
</Parameters>
Os componentes que acabamos de descrever estão representados na Figura 3.2 onde se
pode ver de forma resumida a visão geral do sistema.
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Figura 3.2: Visão geral do sistema.
O bloco de código seguinte ilustra o fluxo de informação ao longo da execução, antes da
passagem dos dados para os módulos de deteção. Torna também mais clara forma como
esta fase do processo é executada, como é feita a gestão das threads e a comunicação
com a DLL.
// Antes de iniciarmos os streams do Kinect faz-se o parsing do XML
FileStream fs = new FileStream("my_rules.xml", FileMode.Open, FileAccess.Read);
// Para cada módulo no descrito no XML
for (i = 0; i < xmlnode.Count; i++)
// Vamos buscar os campos (``module_name'', ``module_dllpath'', ``module_train'')
modsP.Add(str); modsC.Add(str1); modsT.Add(str2);
// São enviados para a DLL o nome dos módulos, quantos são e os caminhos
LoadConf(modsP.ToArray(), modsP.Count,modsC.ToArray(),modsT.ToArray());
void kinectSensor_AllFramesReady(object sender, AllFramesReadyEventArgs e){
// Para cada frame
// Fazer uma cópia do frame de imagem;
colorImageFrame.CopyPixelDataTo(pixelData);
// Fazer uma cópia dos pontos detetados pelo Kinect nos utilizadores
skeletonFrame.CopySkeletonDataTo(skeletonData);
// Para cada utilizador calcular as coordenadas da face
getHeadCoordinates(skeletonData)
// Para cada face encontrada fazer um novo frame de menores dimensões contendo
apenas essa zona
croppedBitmap.CopyPixels(img, cropRect.Width*4, 0);
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// Se a thread responsável pela passagem de informação à DLL não estiver ocupada
if (_bw.IsBusy != true)
// Enviar frames para avaliação
_bw.RunWorkerAsync(arguments);
else
// Caso contrario vamos enviar o frame para a DLL onde fica numa "fila de espera"
addimg(img, t, c, index);
}
// Ao chamar _bw.RunWorkerAsync(arguments) os argumentos são enviados para a função
void bw_DoWork(object sender, DoWorkEventArgs e){
// o predict vai enviar a informação necessária para a DLL fazer a previsão
predict(img, t, c, dex);
}
Inicialmente, após a interpretação do conteúdo do XML, a framework vai começar por fazer
o parsing do mesmo e o seu conteúdo é armazenado num objeto genérico.
Sobre esse objeto genérico, podemos procurar dentro do nó Parameters de modo a co-
nhecermos os módulos existentes para avaliação. Tendo obtido esses módulos, é então
chamada a função LoadConf (implementada na DLL), que vai enviar a informação para a
DLL, onde se vai inicializar o processo de previsão, começando a carregar os ficheiros com
a informação do treino para todos os módulos escolhidos. Passamos de seguida à fase de
inicialização dos streams do Kinect, onde são definidas características como a resolução
ou o modo de utilização (Seated/Default) que vamos querer usar. A diferença entre o modo
Seated ou Default consiste apenas no número de pontos a detetar, sendo no caso Default
todos os vinte pontos que o Kinect consegue capturar ao longo do corpo e no modo Seated
vamos ter apenas os 10 pontos referentes à parte superior do corpo.
Assim que os streams são iniciados, passamos a ter acesso às informações captadas
pelos vários sensores, entre essas informações encontram-se as posições relativas dos
utilizadores detetados. Associado a cada utilizador detetado, o Kinect atribui um valor
único, podendo este ser usado como um índice para a diferenciação e identificação entre
vários utilizadores em simultâneo. O excerto de código seguinte é a implementação de
getHeadCoordinates que mostra a forma como encontrámos o valor das coordenadas
da cabeça de um ou mais utilizadores presentes num dado frame, assim como o índice
atribuído ao mesmo.
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int ID;
SkeletonPoint jointCollection;
ColorImagePoint p;
void getHeadCoordinates(Skeleton[] skeletonData){
// Para cada utilizador detetado pelo Kinect
foreach(Skeleton skeli in skeletonData){
// Se ele estiver a ser rastreado
if (skeli.TrackingState == SkeletonTrackingState.Tracked){
// Vamos consultar o ponto onde está a cabeça do utilizador e guardamos
jointCollection = skeli.Joints[JointType.Head].Position;
// Convertemos o ponto para coordenadas da câmara RGB e colocamos na queue
p = kinectSensor.CoordinateMapper.MapSkeletonPointToColorPoint
(jointCollection,kinectSensor.ColorStream.Format);
q.Enqueue(p);
// Consultamos qual o Id atribuído pelo Kinect ao utilizador e guardamos na queue
ID = skeli.TrackingId;
q.Enqueue(ID);
} } }
Com esta informação foi possível criar um novo frame apenas com a região da face, que é
então enviado para a DLL juntamente com o id associado. Se existir mais que um utilizador,
é criado um frame individual para cada, juntamente com o seu id.
Após esta fase, é criada uma nova thread, ficando uma responsável pela interface en-
quanto que a outra trata de enviar continuamente os dados para a DLL. As funções que
enviam os dados são a predict e a addimg. A predict é usada na primeira iteração e como
vão chegar mais frames antes da primeira avaliação, estes vão ser enviados através da
addimg para um vetor na DLL. Esse vetor vai “alimentar” a predict enquanto este contiver
frames. A “fila de espera” é usada para que não existam perdas de informação, sendo esta
a forma encontrada para gerir os frames a avaliar enquanto outros estão a ser avaliados.
Desta forma impedimos que a interface “congele” à espera da resposta da DLL, o que
melhora a robustez do sistema.
De forma a possibilitar uma melhor manutenção do código e simplificar futuras alterações,
foram adotados padrões de design de software. Após uma análise da nossa situação
chegamos à conclusão que o mais apropriado é o padrão criacional Factory [14]. Este pa-
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drão segue a estrutura lógica representada na Figura 3.3 onde existem três componentes
principais; o cliente, a factory e o produto. Aqui o cliente funciona como um objeto que
faz o pedido de uma instância de outro objeto, o produto. No entanto, em vez de criar
diretamente essa instância, isso é delegado ao componente factory. Assim, quando se
invoca a factory ela é a responsável por criar uma nova instância do produto e passá-la ao
cliente.
Figura 3.3: Diagrama lógico do design pattern factory.
Desta forma, a factory vai abstrair do cliente a criação e inicialização do produto. Com
isto, o cliente foca-se apenas no seu papel de aplicação, deixando de lado os detalhes de
como o produto é criado. Isto possibilita a alteração do produto sem que seja necessário
alguma alteração no cliente [14]. Esta estrutura foi implementada na DLL, onde o produto
corresponde aos vários módulos de deteção, o cliente vai ser o módulo central e a factory
é usada como interface de comunicação entre estes.
Para se perceber melhor o funcionamento da factory podemos ver os seguintes excertos
de código:
// Para cada módulo selecionado no XML
for (int i =0 ; i<modl.n_modes; i++){
// Criar uma instância para a previsão
Base_avaliator *pPred =
Pred_Factory::Get()->CreatePrediction(modl.modes[i]);
content.push_back(pPred);
}
Este primeiro excerto é executado apenas uma vez, assim que é feito o parsing do XML e
se obtêm o nome dos módulos escolhidos para serem usados. Então, para cada módulo
escolhido vamos criar uma nova instância que será guardada num vetor para posterior
utilização.
Pred_Factory::Pred_Factory(){
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Register("Gender", &Gender::Create);
Register("Glasses", &Glasses::Create);
}
void Pred_Factory::Register(const string &PredType, CreatePred pfnCreate){
m_FactoryMap[PredType] = pfnCreate;
}
Base_avaliator *Pred_Factory::CreatePrediction(const string &PredType){
FactoryMap::iterator it = m_FactoryMap.find(PredType);
if( it != m_FactoryMap.end() )
return it->second();
return NULL;
}
Este segundo excerto começa com a definição do construtor, que é onde são registadas
as funções que podem ser utilizadas. Esta função (Register) apenas faz o mapeamento
da string dada como argumento (módulo pretendido) para a função create. A função
CreatePrediction que é chamada no primeiro excerto, aceita um parâmetro string que
corresponde à string registada no construtor, ou seja, quando esta recebe por exemplo,
Gender como argumento, ela retorna uma instância da classe Gender, pronta a ser usada
no processo de deteção.
Para cada frame avaliado, é retornado um valor representando a sua previsão. De modo a
que esta seja mais fiável e consequentemente o valor passado ao cliente mais fidedigno,
é feita uma análise dos resultados até se verificar que foi atingido um nível de precisão de
75%. A análise consiste em guardar os primeiros 100 resultados e verificarmos se o valor
mais comum aparece em 75 ou mais casos. Se isso acontecer então o valor é retornado,
caso contrário os resultados são descartados e recolhem-se 100 novos resultados. Como
cada resultado unitário tem uma taxa de precisão elevada, rapidamente é encontrado um
valor válido (acima dos 75%), tornando este método uma forma eficaz de melhorar a qua-
lidade dos resultados. Optamos por este valor por considerarmos já ser uma percentagem
aceitável para a obtenção de bons resultados sem que o desempenho fosse afetado.
Os resultados retornados podem então ser utilizados por uma aplicação independente,
tirando assim partido destas funcionalidades sem que o programador tenha a necessidade
de qualquer conhecimento específico na área de visão computacional ou do funcionamento
interno da framework.
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3.2 Processo de Desenvolvimento
No processo de desenvolvimento foram aplicados os conceitos adquiridos durante o estudo
do estado da arte, com particular ênfase no próprio Kinect, no seu SDK e nos algoritmos uti-
lizados pelo OpenCV. Durante este processo fomo-nos deparando, com várias dificuldades
e a necessidade de por vezes aplicar algumas alterações ao mesmo. Uma das primeiras
dificuldades encontradas foi o facto de se estar a lidar em simultâneo com duas linguagens
de programação diferentes, o C# e o C++. Como cada uma destas linguagens tem a sua
sintaxe própria, foi necessário um estudo intensivo das mesmas, pois a experiência anterior
com elas era muito reduzida.
A montagem do ambiente de trabalho também levantou alguns problemas devido aos
pormenores de configuração essenciais para o funcionamento em conjunto das várias
partes constituintes do sistema. De modo a realçar a importância desta tarefa e dos
pormenores aí envolvidos, no Apêndice A discute-se em mais detalhe o processo de
instalação das ferramentas utilizadas.
Após uma fase inicial de desenvolvimento, deparamo-nos com alguns problemas de de-
sempenho. Estes problemas advinham do facto de que a velocidade de processamento
das imagens e consequente avaliação ser lenta, o que não permitia tirar partido da veloci-
dade de captura de frames do Kinect. Em média, estávamos a obter os resultados de um
dado frame em intervalos de cerca de cinco segundos antes de recebermos novo resultado.
Para resolvermos esta situação, passámos a usar threads utilizando para isso a classe
de C# BackgroundWorker que permite que uma operação seja executada numa thread
dedicada, separada da principal. Com isto, passámos a tarefa que consumia mais tempo
para a thread secundária, enquanto que a thread principal ficou responsável por captar os
frames em tempo real e a enviá-los para o módulo de deteção. Desta forma, os frames
deixaram de ser perdidos e o desempenho melhorou significativamente. Para obtermos
alguns valores sobre o desempenho, implementamos uma função para a contagem dos
FPS e verificou-se que durante o processo de avaliação dos frames o número de FPS
desce de 30 para uma média de 12. Apesar de baixar consideravelmente, é um valor
bastante melhor que o anterior, onde a atualização ocorria com intervalos de cerca de
cinco segundos.
Outro fator importante foi a escolha da base de dados com as faces usadas para treino.
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Durante a pesquisa, encontramos algumas bases de dados disponíveis. No entanto, parte
delas tinham restrições como a necessidade de assinar termos de responsabilidade ou o
pagamento de um valor. A base de dados escolhida para este projeto foi criada por Libor
Spacek [48], pois apresenta apenas a condição de ser usada exclusivamente em projetos
de investigação e quando publicados resultados, estes devem ser dados a conhecer ao
autor. Bases de dados como a FERET [1] ou a PIE [2], são bastante mais completas, tendo
melhor qualidade nas capturas e contendo um número maior de indivíduos/expressões,
aumentando consequentemente a qualidade das previsões. A utilização de uma destas
base de dados é uma tarefa para um melhoramento futuro, pois apesar de se ter usado
uma base de dados mais simples os resultados foram bastante aceitáveis.
Uma das vantagens da framework desenvolvida é a possibilidade de ser passado o ficheiro
com o treino da base de dados, assim, caso o utilizador não queira usar o nosso, pode usar
o seu próprio ficheiro de uma forma simples sem haver necessidade de alterar código no
nosso projeto.
A passagem para o padrão de design factory foi um passo necessário já que o projeto
começava a ficar bastante complexo e sem esta ferramenta, futuras adições de módulos
ou outras alterações iriam ficar bastante difíceis e muito susceptíveis à introdução de
erros. Além disso este padrão veio tornar as operações de debug mais claras, auxiliando
assim na resolução de problemas, devido à forma estruturada e modular que o padrão
impõe. Com esta alteração mesmo pessoas não relacionadas com o projeto conseguirão
mais facilmente entender e adicionar novas funcionalidades, tornando possível a contínua
evolução desta framework.
3.3 Detalhes da Implementação
Apresentada a arquitetura e algumas alterações/problemas encontrados durante a imple-
mentação do projeto, vamos agora abordá-la de forma mais detalhada.
Como já foi referido, a primeira etapa da execução é a leitura e interpretação do ficheiro
XML. Nesta fase é criado um objeto com as informações recolhidas a partir do parsing do
ficheiro XML. O objeto é posteriormente enviado para a DLL, que vai então preparar-se
para receber os frames a analisar.
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Uma das vantagens da utilização do Kinect neste projeto é o facto de este possuir não
só a câmara de RGB como também a de profundidade. Tirámos partido disso recorrendo
ao seu SDK que permite identificar a presença de um utilizador e determinar a posição
relativa das várias partes do corpo, como as mãos ou a cabeça. Com essa informação
podemos descartar todos os frames que não contêm nenhum utilizador e assim só usar os
recursos da framework quando alguém estiver no campo de visão do Kinect, não estando
a avaliar o ambiente desnecessariamente. Ao detetarmos um utilizador, começámos por
obter as coordenadas da sua cabeça através do esqueleto gerado pelo Kinect. Com essas
coordenadas criámos um novo frame mais pequeno (apenas com a zona da cabeça).
Desta forma reduzimos a quantidade de informação a passar ao módulo de deteção,
removendo não só informação desnecessária mas também conseguindo reduzir o número
de falsos positivos.
Este sistema funciona para um número máximo de seis utilizadores em simultâneo, sendo
este número limitado pelas capacidades do próprio Kinect. Nesse cenário são então
criados seis frames contendo apenas a zona da face dos utilizadores, a partir do frame
capturado pelo kinect. A informação é gerida recorrendo aos índices que são criados e
associados pelo Kinect aos utilizadores à medida que estes são detetados. Na posse
destes dados, conseguimos criar um relatório com a informação prevista sobre cada utili-
zador. Neste relatório podemos ver, por exemplo, que o utilizador com o índice 3 é do sexo
masculino, e possui óculos enquanto que o utilizador com o índice 5 é do sexo feminino e
não possui óculos. Os utilizadores depois de serem detetados podem mover-se livremente
dentro do campo de visão do Kinect sem que isso tenha impacto nas previsões. Temos
essa garantia pois o Kinect atualiza as coordenadas da cabeça a cada frame e assim o
novo frame vai ser sempre criado com as novas coordenadas não obrigando o utilizador a
ficar parado ou limitado a uma pequena área.
A Figura 3.4 mostra o diagrama de fluxo da framework, onde podemos ver de uma forma
geral o que referimos anteriormente. Em suma, o Kinect vai para cada frame procurar por
um utilizador e sempre que seja detetado um utilizador é criado um novo frame apenas
com a região da face desse utilizador. De seguida, esse novo frame é enviado para a
DLL, onde, com o recurso ao OpenCV, vai ser analisado e são feitas as previsões sobre
as características pretendidas. A previsão retornada fica disponível para ser usada por
qualquer aplicação externa.
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Figura 3.4: Diagrama de fluxo da framework.
Capítulo 4
Aplicação Teste e Resultados
Neste capítulo descrevemos a aplicação que foi criada com o fim de testar a usabilidade e
capacidades da framework. Serão também analisados os resultados obtidos a partir dos
testes, assim como as primeiras impressões dos utilizadores finais.
4.1 Aplicação
De modo a testar as funcionalidades que a framework desenvolvida oferece, foi criada uma
aplicação demo. Esta pode ser vista como um “Hello World” sendo possível através dela
fazer uma demonstração simples do modo de utilização da framework, assim como, das
suas potencialidades.
A aplicação consiste numa simulação de um possível ecrã publicitário (ver Figura 4.1) que
se regista na framework à espera de um evento (que pode ser, por exemplo, o apareci-
mento de um utilizador do género feminino) e quando este é despoletado, o ecrã reproduz
o conteúdo multimédia que tenha sido definido para a resposta recebida. A aplicação está
preparada para receber oito resultados possíveis, sendo eles:
• utilizador do género masculino;
• utilizador do género feminino;
• utilizador com óculos;
• utilizador sem óculos;
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• utilizador do género masculino com óculos;
• utilizador do género masculino sem óculos;
• utilizador do género feminino com óculos;
• utilizador do género feminino sem óculos;
Figura 4.1: Interface da aplicação teste.
Para a utilização da aplicação demo, basta que um utilizador entre no campo de visão
do Kinect e automaticamente vai ser analisado pela framework que consequentemente
retorna um valor à aplicação, baseando-se nas características faciais recolhidas.
4.2 Resultados
De modo a percebermos melhor as capacidades reais da framework, utilizamos a aplicação
descrita anteriormente para a recolha de algumas métricas, para assim tirarmos conclu-
sões realistas e obtermos uma noção mais clara do que deve ser melhorado futuramente.
O cenário de teste consistia num dispositivo Kinect ligado a um computador portátil, sendo
o seu ecrã utilizado como simulador do painel publicitário. Inicialmente, a aplicação já
está a ser executada quando o utilizador se senta numa cadeira (apesar de isso não ser
uma necessidade) localizada a cerca de sessenta centímetros do Kinect. Ao entrar no seu
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campo de visão, o processo de deteção começa e passado alguns segundos é iniciado o
anúncio previsto para o tipo de utilizador presente no momento. Caso o utilizador tivesse
óculos era pedido que os tirasse para assim ser testada a funcionalidade da deteção da
presença de óculos.
Foram feitos testes a 6 utilizadores do sexo masculinos e feminino, com e sem óculos.
Também existiu alguma variância nas suas idades, sendo a idade mais avançada cinquenta
e um anos e a mais baixa de dezanove.
Após o teste foram feitas três perguntas a cada utilizador, sendo elas:
• Numa escala de 1 (pouco) até 5 (muito), acha o sistema útil?
• Em que outros tipos de cenário pode vir a ser útil?
• Como poderia o sistema ser melhorado?
As respostas a estas perguntas foram de certo modo semelhantes entre si. Como podemos
ver na Figura 4.2, os utilizadores acharam que o sistema era útil e que este tipo de sistemas
pode trazer benefícios às pessoas no seu dia a dia.
Figura 4.2: Resultados referentes à pergunta - Numa escala de 1 (pouco) até 5 (muito),
acha o sistema útil?
A segunda pergunta, onde se questionava em que tipo de cenários esta tecnologia poderia
ser útil, revelou algumas respostas interessantes, sendo referidos cenários como:
Controlo parental: Com a criação de um módulo que permitisse detetar a idade do
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utilizador, ficaria a ser possível limitar, por exemplo, o uso de certa aplicação a
menores de 15 anos.
Vídeo jogos: Sabendo as características faciais pode ser possível a criação automática
de avatares semelhantes aos utilizadores.
Controladores de ambiente: Se for possível detetar as expressões faciais do utilizador,
é possível, por exemplo, fazer a sugestão de tipos de música mais calma ou mais
alegre dependendo da expressão no momento.
Levantamento estatístico: Este sistema pode ser usado para saber quantas pessoas (e
algumas das suas características) passaram num dado local, percebendo-se deste
modo o perfil dos seus frequentadores.
Na última pergunta, foram feitas várias sugestões para melhorias do sistema, sendo as
mais frequentes o aumento de características que a framework consegue detetar e o
melhoramento da velocidade e qualidade de deteção.
Olhando para os resultados dos testes observámos que o tempo que demora a ser feita
uma previsão varia entre 5 e 10 segundos. Este tempo deve-se a fatores como o valor
escolhido para o grau de precisão da previsão ou com a posição da face do utilizador,
pois se ele, por exemplo, não estiver numa posição frontal relativamente ao dispositivo
(ocultando uma parte significativa da cara), a informação recolhida não vai gerar nenhum
resultado.
Verificamos que o facto de um utilizador estar sentado ou levantado não altera a qualidade
ou velocidade da previsão, pois o que vai ser avaliado é a zona facial, no entanto, se
ocultarmos parte da cara, como a zona da boca ou um dos lados da cara, deixa de
ser possível fazer uma previsão. Isto acontece porque esta imagem deixa de ter as
características que se espera que existam numa cara (dois olhos, uma boca, um nariz),
deixando então de ser considerada como tal.
Como já referimos, a posição da cara pode afetar a qualidade da previsão, há no entanto
outra variável que vimos ser relevante neste processo, a luz ambiente. Apercebemo-nos
ao longo dos testes que a luz era um fator importante e que quando havia bastante
luz, ou esta era direcionada frontalmente para o utilizador, os resultados melhoravam
substancialmente, sendo as previsões mais rápidas e mais corretas, comparadas com as
de ambientes de fraca iluminação.
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Por fim, observamos que as previsões retornadas eram mais assertivas quando se pedia
uma avaliação do género do utilizador do que quando era o caso dos óculos. Este facto
vem principalmente da qualidade do treino que cada módulo usa, já que cada um utiliza um
conjunto treino próprio que foi feito recorrendo a imagens diferentes e mesmo o número de
imagens usadas para cada um também foi diferente.
Capítulo 5
Conclusões e Trabalho Futuro
Neste capítulo fazemos um levantamento das conclusões que foram tiradas durante a
elaboração deste projeto e dos aspetos que devem ser abordados em futuras evoluções
do sistema desenvolvido.
5.1 Conclusões
A escolha do Kinect foi essencial para chegarmos à solução final. Com o Kinect conse-
guimos evitar que se estivesse constantemente a avaliar o ambiente pois só são enviadas
imagens aos módulos de deteção quando é detetado pelo menos um utilizador. Outra
funcionalidade que foi conseguida devido ao uso do Kinect foi a capacidade detetar a zona
da cabeça para assim criar o(s) novo(s) frame(s) contendo apenas a(s) face(s) a avaliar.
Estes são dois exemplos de como o Kinect nos ajudou no desenvolvimentos do sistema,
permitindo implementar estes mecanismos e assim melhorar a performance e qualidade
dos resultados.
O objetivo principal do projeto era a criação de uma framework capaz de fazer previsões
baseando-se nas características faciais dos utilizadores. Este objetivo depois de superado
abriu caminho para os restantes objetivos pretendidos. Em particular, a solução final ficou
com uma estrutura modular, de forma a facilitar a adição de novos avaliadores. A estrutura
utilizada para esse efeito foi o design pattern Factory, que por ser um standard bem
documentado torna mais simples a adição/alteração de código para futuras contribuições.
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O sistema de regras adotado também veio simplificar a escolha de opções de utilização
da framework, não sendo necessário alterar o código fonte para, por exemplo, alternar
entre tipos de previsões diferentes. Como era também pedido a framework retorna apenas
uma tag representando a previsão, bastando a uma aplicação externa fazer o pedido e
estar preparada para receber a resposta. Este é um método simples de tratar o resultado
que implica apenas que o programador da aplicação saiba o tipo de valores de retorno
possíveis.
O grau de precisão obtido foi suficiente para esta fase de desenvolvimento, acertando
em grande parte das previsões efetuadas. Foi no entanto identificado como um ponto a
melhorar para que a solução possa ser utilizada em ambiente de produção.
Criámos também uma aplicação demostrativa das potencialidades da framework, sobre a
qual foram feitos testes de usabilidade. Os resultados obtidos permitem-nos compreender
melhor quais os pontos fortes e os pontos onde há uma maior necessidade de intervenção
futura. Entre os pontos fortes é de realçar a liberdade que o utilizador pode ter, já que
este não necessita de estar numa posição fixa para que seja detetado e avaliado, e o facto
de se conseguir detetar vários casos distintos, dependendo dos módulos escolhidos. Os
principais pontos a melhorar, que foram detetados, são a suscetibilidade às variações de
luz e a utilização de um conjunto de treino mais completo. Outro fator importante é o tempo
de resposta, isto porque o tempo atual de previsão varia entre os 5 e 10 segundos, que
não sendo valores muito elevados, o sistema ficaria a ganhar com a sua redução.
Com isto, podemos então concluir que o produto final produzido cumpre as expectativas
definidas no início do projeto e que tem condições para se tornar numa solução mais
completa, tendo para isso já sido identificadas um conjunto de melhorias relevantes.
5.2 Trabalho Futuro
Como em todos os sistemas existe sempre espaço para a adição de novas funcionalidades
ou simplesmente o melhoramento das já existentes. Durante a fase de testes uma das
perguntas feitas aos utilizadores era “Como poderia o sistema ser melhorado?”, sendo as
respostas obtidas um bom ponto de partida para a definição do que pode ser melhorado
no projeto. Como foi descrito no capítulo anterior, as principais sugestões dadas foram
referentes ao aumento do número de módulos e à melhoria da velocidade e qualidade
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das previsões dos módulos já existentes. Estes são sem dúvida dois pontos chave a
ser tratados, porque ao adicionarmos novos módulos passaria a ser possível identificar
mais casos de uso e consequentemente a framework iria tornar-se numa ferramenta mais
versátil e útil. Alguns módulos a adicionar numa próxima versão serão, por exemplo, a
estimativa de idades e a deteção de expressões faciais do utilizador. A adição destes
módulos iria de encontro aos cenários propostos durante a fase de testes cobrindo alguns
cenários com bastante potencial como é o caso do controlo parental. O melhoramento dos
módulos já desenvolvidos passa essencialmente pela utilização de uma base de dados
mais completa e de melhor qualidade, o que levaria por sua vez a que o tempo de retorno
do resultado diminui-se, pois deixaria de ser necessário um conjunto tão elevado de frames
para se obter uma previsão segura.
Ao longo do desenvolvimento, foi sendo necessário fazer algumas alterações. Uma dessas
alterações foi a não remoção do background da imagem a analisar. Com esta remoção
esperávamos aumentar o contraste da face do utilizador, tornando a classificação mais
precisa. Abandonamos essa ideia pois estávamos a sentir uma perda de performance
sem a contrapartida de obter ganhos na qualidade da previsão. Apesar de não ter sido im-
plementado neste projeto, com mais algum tempo de estudo, poderá ser uma característica
a ser adicionada no futuro.
Apêndice A
Ambiente de Trabalho
Este apêndice tem como propósito descrever os procedimentos e requisitos necessários à
instalação das ferramentas que foram usadas no decorrer do projeto.
O projeto foi desenvolvido usando o sistema operativo Windows 7 de 64 bits, juntamente
como o ambiente de desenvolvimento MVS 2010 Ultimate. Em ambos os casos, não foi
necessária nenhuma configuração inicial específica. No entanto, posteriormente foram
necessárias várias alterações para a integração destes com as restantes ferramentas. Foi
também utilizado o Kinect SDK v1.6. Neste caso, bastou seguir as instruções dadas pela
própria Microsoft, também não sendo necessário configurações adicionais. Após esta
instalação, adicionaram-se os componentes que iriam permitir tirar partido das potenci-
alidades do Kinect. Fez-se isso através do Kinect for Windows Developer Toolkit v1.6.0,
disponível após a instalação do SDK. Estes componentes necessitam de estar no mesmo
diretório que o projeto criado, e no caso do MVS é necessário ainda adicionar as suas
referências para que os seus métodos fiquem acessíveis. Após esta fase, já temos as
condições necessárias para a criação de projetos relacionados com reconhecimento de
voz, rastreamento facial, gestos e/ou corpo.
Ao testar as funcionalidades do sistema, devemos ter em atenção a opção “near mode”
do SDK. Este modo foi uma novidade introduzida no Kinect for Windows, em relação ao
Kinect for Xbox 360. Este veio permitir que a câmara de profundidade passasse a poder
ver objetos mais próximos (até 50 centímetros) sem perder a precisão [18]. Apesar de
no Kinect for Xbox 360 já ser possível lidar com estes valores de proximidade, havia o
problema de serem necessárias condições ideais de luz, tornando esta tarefa bastante
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mais difícil. Quando o “near mode” está ativo, o seu raio de alcance também diminui,
passando para dois metros de distância sem perdas, até aos três metros com perdas
razoáveis. Como o Kinect utilizado neste projeto foi o da Xbox 360, vimo-nos deparados
com situações em que o “near mode” não podia ser usado, levando o MVS a lançar erros.
Como para este projeto, a utilização a distâncias tão curtas não era crítica, bastou desativar
a opção. No entanto, como o nosso objetivo era um pouco mais ambicioso que o simples
rastreamento, tivemos de recorrer a outras ferramentas para nos auxiliarem no tratamento
das informações recolhidas pelo Kinect. Optamos então pelo uso do OpenCV v2.4.2, que
foi utilizado em tarefas como a deteção de género.
A instalação do OpenCV é um pouco mais complexa. Se quisermos criar as nossas
próprias bibliotecas a partir do código fonte, o processo é bastante demorado, não tra-
zendo vantagens consideráveis. Optamos então por usar o método de instalação com as
bibliotecas já criadas, que posteriormente ligamos ao MVS. Neste projeto optamos por uma
estrutura modular onde temos os métodos implementados em ficheiros DLL que seriam
depois chamados na nossa função principal. Estes ficheiros foram criados em C++ e
depois importados para o core da framework escrito em C#.
Segue-se a descrição de outros detalhes de instalação, configuração e integração:
• Kinect SDK 1.6: Após o download e instalação do SDK e do Developer toolkit [17],
ficaram disponíveis duas bibliotecas para rastreamento facial, compiladas em 32 e 64
bits (FaceTrackData.dll; FaceTrackLib.dll). Ficou também disponível o acesso ao Ki-
nect studio e a exemplos de código em C#/VB.Net/C++, estando tudo isto na mesma
pasta onde foi instalado o SDK. De seguida instalámos o Microsoft.Kinect.Toolkit e
Microsoft.Kinect.Toolkit.FaceTracking que estão disponíveis através do “Developer
Toolkit Browser”.
• Integração de Kinect SDK com MVS: Para ser possível usar as capacidades de ras-
treamento facial do Kinect é necessário incluir o projeto “Microsoft.Kinect.Toolkit.FaceTracking”
na solução e, de seguida, adicioná-lo como referência. Também é necessário adici-
onar ao projeto as duas bibliotecas instaladas com o SDK, que como já tínhamos
referido podemos encontrá-las na sua pasta de instalação. Esses ficheiros DLL
devem ser colocados na mesma pasta que o projeto que os vai usar. Por fim, é
necessário adicionar às referências o Microsoft.Kinect, que está na pasta Assemblies
do SDK, e o Microsoft.Kinect.Toolkit.FaceTracking presente também no diretório.
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• Instalação e integração do OpenCV com MVS: Começamos por fazer o download
do OpenCV 2.4 [61]. Após o download, vamos extrair para uma pasta como por
exemplo: D:\OpenCV2.4.2. Depois temos de editar a variável de sistema PATH,
adicionando estes dois caminhos:
– D:\OpenCV2.4.2\opencv\build\x86\vc10\bin;
– D:\OpenCV2.4.2\opencv\build\common\tbb\ia32\vc10.
Se o objetivo for construir um projeto em 64 bits, é necessário no primeiro caminho
substituir x86 por x64 e no segundo caminho ia32 por Intel64. A integração do
OpenCV é feita através de DLLs. Para isso devemos criar em Visual C++ uma
aplicação win32, escolhendo como “Application type” a opção “DLL”. Depois nas
propriedades em “C/C++” devemos editar o campo “Additional Include Directories”
adicionando:
– D:\OpenCV2.4.2\opencv\build\include\opencv;
– D:\OpenCV2.4.2\opencv\build\include.
No separador “Linker”, no campo “Additional Library Directories” adicionar, D:\OpenCV2.
4.2\opencv\build\x86\vc10\lib, expandindo este separador está a opção “Input”,
aí em “Additional Dependencies” adicionar as bibliotecas do OpenCV:
– opencv_core242d.lib
– opencv_imgproc242d.lib
– opencv_highgui242d.lib
– opencv_ml242d.lib
– opencv_video242d.lib
– opencv_features2d242d.lib
– opencv_calib3d242d.lib
– opencv_objdetect242d.lib
– opencv_contrib242d.lib
– opencv_legacy242d.lib
– opencv_flann242d.lib
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Note-se que os valores “242” vão sendo alterados consoante a versão que se decida
descarregar. Caso seja necessário fazer um “Release” em vez de “Debug” é ainda
necessário retirar o “d” no final dos nomes.
• Importação do ficheiro DLL para C#: para se fazer importar o ficheiro DLL basta
que no ficheiro em C# se coloque as linhas:
(1) [DllImport(@"C:\Users\gonalo\Documents\Visual Studio
2010\Projects\opendll\Debug\opendll.dll", CharSet = CharSet.Ansi,
CallingConvention = CallingConvention.Cdecl)]
(2) public static extern void DisplayDLL();
A linha (1) é composta pelo diretório onde se encontra o ficheiro DLL, campo “Char-
Set” e “CallingConvention”. O campo “CharSet” é usado para especificar o com-
portamento de empacotamento de parâmetros de cadeia e para especificar qual o
nome do ponto de entrada a invocar, enquanto que o “CallingConvention” é usado
na emissão dinâmica de assinaturas para comunicação com outras plataformas. Na
linha (2) é de realçar a keyword extern que indica que o método “DisplayDLL()” está
implementado externamente.
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