Strategic development in the petrochemical industry by Aguilar Morales, Javier Alejandro & Aguilar Morales, Javier Alejandro
Strategic Development in the 
Petrochemical Industry 
By 
Javier Alejandro Aguilar Morales 
October 2007 
A THESIS SUBMITTED FOR THE DEGREE OF 
DOCTOR OF PHYLOSOPHY OF THE UNIVERSITY OF 
LONDON AND FOR THE DIPLOMA OF MEMBERSHIP OF 
THE IMPERIAL COLLEGE LONDON 
Contents 
List of Tables v 
List of Figures vi 
Abstract VIII 
Chapter 1 
Background 
1.1 Introduction 
1.2 Alms of this project 
1.3 Structure of this project 
Chapter 2 
Literature Review 
2.1 The Petrochemical Industry_2.1.1 
Definition 
2.1.2 Petrochemical Processes 
2.1.3 Thermal and Catalytic Cracking 
2.1.4 Polymerisation 
I 
1 
1 
2 
3 
5 
5 
5 
5 
6 
6 
7 
2.2 Base Chemicals and their Derivatives 9 
2.2.1 Ethylene 9 
2.2.2 Propylene 9 
2.2.3 Butadiene 10 
2.2.4 Benzene 13 
2.2.5 Toluene 14 
2.2.6 Xylenes 15 
2.2.7 Methanol 16 
2.3 Brief History 16 
2.4 Challenges in the Petrochemical Industry 18 
2.5 Planning 18 
2.5.1 Process Planning 19 
2.5.2 Technology Assessment 20 
2.5.3 Planning and Uncertainty 23 
2.5.4 Techniques to model Uncertainty 24 
2.5.6 Risk Assessment 28 
i 
2.5.7 Mean Variance Model 29 
2.5.8 Downside Risk 30 
2.5.9 Expected Net Present Value and Downside Risk 30 
2.6 Related Works 32 
2.7 Conclusions 42 
Chapter 3 44 
Production Planning 44 
3.2 Problem Statement and Model 45 
3.3 The model 45 
3.4 Illustrative Example 1 51 
3.5 Analysis of the Mexican Petrochemical Industry 58 
3.6 Operation Rate 66 
Chapter 4 69 
Long range Planning with Capacity Expansion 69 
4.1 The Model 69 
4.1.1 Nomenclature of Deterministic Model 69 
4.1.2 Parameters 70 
4.1.3 Continuous Variables 70 
4.1.4 Binary Variables 70 
4.1.5 Mathematical Formulation 70 
4.2 Case Study 1 78 
4.3 Case Study 2 82 
Chapter 5 
Capacity Planning Under Uncertainty 
5.1 Building the Model 
86 
86 
87 
5.2 Solution Options 89 
5.3 Nomenclature of Stochastic Model 91 
5.3.1 Sets and Indices 91 
5.3.2 Parameters 92 
5.3.3 Continuous Variables 93 
5.3.4 Binary Variables 93 
5.4 Mathematical Constraints 93 
5.5 Down Side Risk 99 
11 
5.6 Summary of Formulation 101 
Chapter 6 102 
Case Study for the Capacity Expansion Problem 102 
6.1 Illustrative Example 1 102 
6.1.1 Computational Results 106 
6.1.2 Results for Example 1 106 
6.1.3 Test 1 107 
6.1.4 Test 2 108 
6.1.5 Test 3 109 
6.1.6 Test 4: Exploring more scenarios 
6.1.7 Results using Down Side Risk 
6.2 Effects of Financial Options in Process Planning 
6.2.1 Mathematical Formulation for Option Contracts_ 
110 
114 
118 
119 
6.2.2 Results 121 
6.3 Option Contracts and Down Side Risk 
6.4 Planning an Ethylene Derivatives Chain 
6.4.1 Results 
122 
123 
128 
6.4.2 Detailed analysis for the investment in a LLDPE plant 130 
6.4.3 Analysis for Capacity Expansion Plans 132 
6.4.4 Case A 133 
6.4.5 Case B 135 
6.4.6 Case C 136 
Chapter 7 138 
Combinatorial Auctions in the Process Industry 
7.1 Introduction 
7.2 Literature Review 
138 
138 
141 
7.2.1 The Set-Packing Problem 142 
7.2.2 The Combinatorial allocation problem 143 
7.3 The Combinatorial Auction in the Petrochemical Industry 145 
7.3.1 Example 145 
7.4 Iterative Combinatorial Auctions in the Petrochemical Industry 
_ 
147 
7.5 The Dual Problem 150 
7.5.1 The Dual problem for combinatorial auctions 151 
7.5.2 Case Study 154 
111 
Chapter 8 156 
8.1 Conclusions 156 
8.2 Future Work 158 
References 167 
Iv 
List of Tables 
TABLE 3.2 RESULTS FOR THE ETHYLENE CHAIN DERIVATIVES ............................................ 
63 
TABLE 3.3 SUMMARY OF ENTIRE NETWORK STRUCTURE ................................................... 
65 
TABLE 3.4 NPV FOR PRODUCTION PLAN FOR THREE DIFFERENT SCENARIOS ......................... 
65 
TABLE 4.1 OPTIMAL EXPANSION POLICY FOR UNLIMITED INVESTMENT AND ECONOMIC GROWTH 
OF 3% ......................................................................................................... 
79 
TABLE 4.2 SUMMARY OF RESULTS FOR CASE STUDY 1 .................................................... 
80 
TABLE 4.3 LIMIT ON INVESTMENT .............................................................................. 
82 
TABLE 4.4 OPTIMAL EXPANSION POLICY FOR UNLIMITED INVESTMENT AND ECONOMIC GROWTH 
OF 3% ......................................................................................................... 
83 
TABLE 4.5 SUMMARY OF RESULTS FOR STUDY CASE 2 .................................................... 
85 
TABLE 6.1 TIME PERIODS ...................................................................................... 
102 
TABLE 6.2 FIXED INVESTMENT COST COEFFICIENTS ...................................................... 
103 
TABLE 6.3 VARIABLE INVESTMENT COST COEFFICIENTS ................................................. 
104 
TABLE 6.4 OPERATION COST COEFFICIENTS ............................................................... 104 
.................................................. 
TABLE 6.5 STOICHIOMETRIC COEFFICIENTS 104 ............. TABLE 6.6 EXPECTED SALES PRICES AND DEMANDS ...................................................... 
104 
TABLE 6.7 EXPECTED PURCHASE PRICES AND AVAILABILITY ............................................ 105 
TABLE 6.8: OUTCOMES AND PROBABILITIES FOR EACH PRODUCT ..................................... 
105 
TABLE 6.9: OUTCOMES AND PROBABILITIES (SCENARIOS) ............................................. 
105 
TABLE 6.10 SUMMARY OF RESULTS FOR TEST 2 ........................................................... 
109 
TABLE 6.11 SUMMARY OF RESULTS FOR TEST 3 ........................................................... 
110 
TABLE 6.12: OUTCOMES AND PROBABILITIES FOR EACH PRODUCT ................................... 
111 
TABLE 6.13 SUMMARY OF RESULT FOR TEST 4 ............................................................ 
113 
TABLE 6.14 RESULTS FOR DIFFERENT TARGET PROFITS ................................................. 
115 
TABLE 6.15 DOWN SIDE RISK SUMMARY RESULTS ....................................................... 117 
TABLE 6.16 PARAMETERS FOR OPTION COSTS ............................................................. 121 TABLE 6.17 RESULTS FOR DIFFERENT TARGET PROFITS CONSIDERING OPTION CONTRACTS.... 123 
TABLE 6.18 CHEMICAL PRICES 
............... 128 ................................................................. 
TABLE 6.19 RESULTS FOR THE ETHYLENE DERIVATIVES CHAIN ........................................ 
129 
TABLE 6.20 SUMMARY RESULTS FOR CAPACITY PLANNING FOR DIFFERENT SCENARIOS.......... 131 
TABLE 7.1 VALUES FOR PARAMETER a(j i) ($/KG) 146 , ..................................................... 
TABLE 7.2 RESULTS FOR THE ALLOCATION OF STREAMS ................................................ 147 
TABLE 7.3 RESULTS ......................................................... . 149 . .................................. 5 RESULTS TABLE 7 154 . ............................................................................................. 
TABLE 7.6 BID ALLOCATIONS PER ROUND FOR THIS EXAMPLE ......................................... 155 
V 
List of Figures 
FIGURE 2.1 PETROCHEMICAL FLOW 
............................................................................................ 
6 
FIGURE 2.2 SCHEME OF A STEAM CRACKER (MOULIJN ET AL. 2001) ...................................... .... 
7 
FIGURE 2.3 SCHEME OF UNIPOL POLYPROPYLENE PROCESS (SOURCE: HYDROCARBON 
PROCESSING) 
................................................................................................................. .... 8 FIGURE 2.4 ETHYLENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) ... .. 11 
FIGURE 2.5 PROPYLENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET). .. 
12 
FIGURE 2.6 BUTADIENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) . .. 
13 
FIGURE 2.7 BENZENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET)..... .. 
14 
FIGURE 2.8 BUTADIENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET). .. 
15 
FIGURE 2.9 XYLENES DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) ..... .. 
15 
FIGURE 2.10 METHANOL DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) . 16 
FIGURE 2.111 TIME DISCRETISATION IN PLANNING AND SCHEDULING (ADAPTED FROM 
MAGALHAES, 2004) 
....................................................................................................... .. 
20 
FIGURE 2.12 FUNDAMENTAL PROBLEM IN TECHNOLOGY ASSESSMENT ..................................... .. 
21 
FIGURE 2.13 ONLY PART OF THE PETROCHEMICAL INDUSTRY (RUDD ET AL, 1981) ................. .. 23 FIGURE 2.14 APPROACHES TO PLANNING (ADAPTED FROM SCHOEMAKER, 1993) ................... .. 28 FIGURE 2.15 ALTERNATIVE PROBABILITY DISTRIBUTIONS ...................................................... .. 31 FIGURE 3.1 PETROCHEMICAL NETWORK 
.................................................................................. .. 
53 
FIGURE 3.2 OPTIMAL PROCESS POLICY 
................................................................................... .. 
54 
FIGURE 3.3 CHLOROBENZENE PRODUCTION PROFILE 
............................................................. .. 
56 
FIGURE 3.4 CHEMICAL IMPORTS .............................................................................................. .. 
57 
FIGURE 3.5 PRODUCTION PROFILE FOR STYRENE .................................................................... .. 
58 
FIGURE 3.6 ETHYLENE EXISTING CHAIN DERIVATIVES ............................................................. .. 64 FIGURE 4.1 OPTIMAL ETHYLENE DERIVATIVES CHAIN AFTER EXPANSION FOR CASE STUDY 1... .. 81 
FIGURE 4.2 OPTIMAL ETHYLENE DERIVATIVES CHAIN AFTER EXPANSION FOR CASE STUDY 2... .. 84 FIGURE 5.1 BLOCK LADDER STRUCTURE OF TWO-STAGE STOCHASTIC LINEAR OPTIMISATION .. .. 89 FIGURE 5.2 PROBABILISTIC INTERPRETATION OF DOWN SIDE RISK .......................................... 101 FIGURE 6.1 PROCESS NETWORK FOR EXAMPLE 1 .................................................................... 103 FIGURE 6.2 RISK PROFILE FOR THE SOLUTION OF TEST 1 ........................................................ 107 FIGURE 6.3 RISK PROFILE FOR THE SOLUTION OF TEST 2 ........................................................ 108 
FIGURE 6.4 TEST RISK PROFILE FOR THE SOLUTION OF TEST 2 ............................................... 109 FIGURE 6.5 PROFILE FOR THE SOLUTION OF TEST 4 ................................................................ 113 
FIGURE 6.6 RISK CURVES .................... 114 .................................................................................... FIGURE 6.7 NPV PROFILE FOR BASE CASE (UNCONSTRAINED) ................................................. 115 FIGURE 6.8 NPV PROFILES FOR DIFFERENT TPROFIT .............................................................. 116 FIGURE 6.9 ENPV vs RISK FACTOR (Q) ................................................................................. 118 
FIGURE 6.10 RISK CURVE FOR OPTIONS CASE ......................................................................... 122 
FIGURE 6.11 RISK CURVES INCLUDING OPTION CONTRACTS AT DIFFERENT TPROFIT ............... 
123 
FIGURE 6.12 ETHYLENE DERIVATIVES TRAIN ........................................................................... 124 FIGURE 6.13 CAPACITY EXPANSION STRATEGIES .................................................................... 125 
FIGURE 6.14 PIECEWISE LINEAR FUNCTION FOR CAPITAL COST ............................................... 126 FIGURE 6.15 OPTIMAL ETHYLENE DERIVATIVES TRAIN ............................................................ 129 FIGURE 6.16 CAPACITY EXPANSION PLAN FOR CASE A ............................................................. 133 FIGURE 6.17 TORNADO CHART FOR CASE A ............................................................................ 134 FIGURE 6.18 CAPACITY EXPANSION PLAN FOR CASE B ............................................................. 135 FIGURE 6.19 TORNADO CHART FOR CASE B ............................................................................ 136 
FIGURE 6.20 CAPACITY EXPANSION PLAN FOR CASE B 
............................................................. 
136 
vi 
FIGURE 6.21 TORNADO CHART FOR CASE C ........................................................................... 
137 
FIGURE 7.1 THE COMBINATORIAL ALLOCATION PROBLEM ........................................................ 
144 
FIGURE 7.2 DIAGRAM OF AN ETHYLENE CRACKER AND BIDDING COMPANIES ............................ 
146 
FIGURE 7.3 INTERPRETATION OF AN ASCENDING-PRICE AUCTION ............................................ 
152 
vii 
Abstract 
The dynamic of nature of the economic environment has made Process Industries 
focus on the development of planning techniques for their process operations. 
Companies have to assess the potential impact on their businesses of important 
changes in the external environment where they do not have control of some 
important factors such as demand, prices, markets, technology and competition. The 
Process Industries cover a broad sweep from oil and gas processing to manufacture 
of pharmaceuticals and other consumer products. In this work the intention is to 
focus on the Petrochemical Process network. 
The problem of optimising the selection of expansions of processes over a long range 
horizon is of great practical significance. This type of planning can be formulated as 
a multiperiod mixed-integer linear program (MILP). This formulation can become 
large for networks with many processes and many periods. However, modest 
computational times can be achieved by using special constraints and Integer cuts. 
In this work an optimisation model is described. This model intends to represent the 
above issues so as to select the optimal capacity planning and investment strategy 
while selecting the most adequate technology to produce important finished 
molecules considering the factors mentioned before. 
Methods have been developed to show managers how to distribute the decision- 
making processes. A particularly important case Is the Capacity Expansion Problem 
where many factors are involved such as supply, demand and operation uncertainty. 
At the present time there are apparently no normative models to evaluate capital 
expansion strategies where demand capacity is subject to random variations. The 
ability to perform such an analysis could be especially Important. Enterprises with 
multiple sites face, everyday, the need to refine their cost curve, which consists in 
the production volume of each single site and the costs related to them. The total 
adds up to the global company's production. The expansion of capacity is motivated 
by the general rule of the lower the cost the cheaper the production. This expansion 
could happen in an existing site to take advantage of economies of scale or in a 
geographical area where the production costs are lower. This thesis presents 
different strategies to solve the capacity expansion problem. Economies of scale are 
considered for this type of problem because this can result in an excess of capacity. 
It is necessary to consider all costs related to the problem such as opportunity costs 
and costs paid for inadequate capacity. The problem has been formulated as an 
stochastic multiperiod mixed integer linear model that maximizes the expected net 
present value. Also included in this work, is the use of some financial tools in 
industry to show the sensibility and risk of the resulting solution. 
Last, the problem of business negotiations involved in the supply of feedstocks is 
addressed. This problem is of special interest when companies must contend for 
scarce resources. This is the case for basic Petrochemicals. A combinatorial auction 
process is proposed to find an optimal assignment for these feedstoks. 
viii 
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Chapter 1 
Background 
1.1 Introduction 
The petrochemical industry plays an essential role in supporting our standard 
of living and has become a major component in the economic system of most 
nations. The petrochemical industry is also an extremely complex and highly 
interrelated system. Different routes to produce specific chemicals exist, each 
of them interrelating with the petrochemical industry as a whole in a 
drastically different manner, the availability of raw materials, the potential use 
for by-products, and the capital and energy intensiveness of each process are 
some of the factors that influence the technology assessment. A successful 
model must include these factors to aid the analysis of different development 
policies and economic scenarios. 
Chemical companies are increasingly concerned with long-range planning for 
their processes. One major incentive is the dynamic of the economic 
environment. Due to technology obsolescence, increasing competition, and 
fluctuating prices and demands of chemicals, there is an increasing need for 
the quantitative techniques for planning chemical production, using 
inventories, selecting production schemes of flexible and dedicated processes, 
and the expansion and shut-down policy of existing processes, in order to 
maximise the profit or net present value (NPV) 
The uncertainty in future demands and prices of chemicals, as well as in 
investment and operating costs increases the complexity of planning. 
Decisions have to be made under this uncertain environment. The forecasted 
demand has a certain probability associated that defines the probable 
outcomes that may have, i. e. the forecast may not turn out as expected. This 
leads to a multiscenario, multiperiod problem. 
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The use of financial tools to enhance the decision making process has been a 
well-accepted resource. In this work is included a risk measure that penalizes 
any scenario not meeting a minimum target profit. In addition, the use of 
combinatorial auctions in order to allocate resources at the most adequate 
prices and quantities is explored. 
This work shall consider the development of a framework that considers the 
actual situation the Mexican petrochemical industry: capacity and technology 
installed, feedstock availability, current manufacturing plans and constraints, 
market demand with different outcomes and different investment strategies. 
It is also important to consider technologies available and their feasibility to 
be integrated into the petrochemical network. 
1.2 Aims of this project 
The aim of this work is to develop an optimisation model for long-range 
planning in the petrochemical industry. The model should select the optimal 
capacity expansion for the different products included in the project so as the 
manufacturing and sales profiles. The project has been developed in two 
stages; the first is the analysis of a large process network that considers the 
existing petrochemical network in Mexico and some other potential products, 
with its respective technologies to manufacture this products. The second 
stage of this project is a more detailed analysis of a smaller network that 
derives from the analysis of the first stage. This smaller network is a chain 
that starts with a basic building block for final petrochemicals. In this analysis, 
more constraints are added to the model so as to make it more robust. It is in 
this stage where a risk measure to the model is added. 
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1.3 Structure of this project 
This project we focuses on the capacity planning for the Mexican 
Petrochemical industry. Chapter 2 is a review of previous works done by other 
people in the area of planning and capacity expansion. Related literature is 
also considered. Chapter two also includes an overview of the actual situation 
of the petrochemical industry in Mexico and its origins. An strengths and 
weaknesses analysis is presented as part of the motivation for this work. 
Chapter 3 is the description and formulation of the production planning 
problem. In the case of production planning for dedicated continuous 
processes, an existing network with process capacity, product demands, 
prices, required processing times and costs is given over a short time horizon. 
Furthermore, the presence or absence of finite or unlimited intermediate 
storage is given. The problem then consists of allocating the existing 
resources to the production of the chemicals in a way which minimises the 
total processing cost. 
Chapter 4 is the description of the formulation of the capacity expansion 
problem. A simple production network is introduced in order to explain how 
the model was built in order to represent the behaviour of the industry. 
Assumptions taken are described. Also, the relations between constraints and 
equations are included. A deterministic approach is used to solve the problem 
Chapter 5 presents the mathematical formulation and its nomenclature for the 
Capacity Expansion problem under uncertainty. A methodology to generate 
multiple scenarios in order to transform the deterministic model into a 
stochastic one is presented. The assumptions made are explained and the 
description for each equation is included. The utility of risk management is 
explained and the type of risk measure that we are including in our work is 
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defined. A two criteria approach is used in our model, maximising one 
criterion while the second criterion is bounded. 
The formulation is solved and the results are presented in Chapter 6. Also, in 
this chapter we explore the use of financial options. The model considers the 
possibility of purchasing and selling a certain amount of chemicals by 
exercising call and put options. 
Chapter 7 presents the use of combinatorial auctions and finally 
improvements and future directions are stated in Chapter 8. 
Literature Review 
Chapter 2 
Literature Review 
2.1 The Petrochemical industry 
2.1.1 Definition 
5 
The Petrochemical products are those hydrocarbon products derived from oil 
and natural gas, with the exception of those products used for combustion 
purposes, such as gasoline, diesel, turbosine, etc (Matar and Hatch, 1994). 
Some important processes used in the petrochemical manufacturing include 
steam cracking and stream reforming. For the purpose of defining this 
industry, base petrochemicals consist of olefins (ethylene, propylene and 
butadiene), aromatics (benzene, toluene and xylenes) and so-called syngas- 
based chemicals (ammonia and methanol). Approximately, 7% of oil and gas 
produced worldwide is used as raw material for the petrochemical industry. 
The petrochemical industry utilises various streams of petroleum compounds 
in the supply chain to develop petrochemical products for a wide range of 
uses. Some examples include plastics, detergents, paints and fibres. 
Petroleum Refineries produce a number of streams that can be used directly 
as petrochemical feedstocks (for example, naphtha). In many cases these 
feedstocks are retained in the refinery complex to be used in petrochemical 
plants. They therefore have the advantage of being co-located with refinery 
operations and the potential for added-value for the range of petrochemical 
products. 
The petrochemical business is cyclical. Prices and growth vary according to 
changes in production, capacity, economic activity, and supply/demand 
balances. After sustained growth in the 1980's petrochemical suplly/demand 
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balances slumped during the economic recessions in the early 1990's and 
recovered to pre-recession levels in the late 1990's. 
Figure 2.1 presents the petrochemical flow which starts with oil refining and 
the extraction of natural gas. 
Feedabocks 
Bhae 
Natty l1 tm^e= Ftlryrne Chemicals 
Gas I, l e G-6.. (john icy 
Ine mylrnc 
Nkphhm {ýropylPrýe 
Gesmil Hýaoene 
Owde Od 
ARNxiftm 
1 duem 1 
ýýroryti XW-W 
oil (; a%obm- 
R ANng a.   
, m csaI 
MwTlona 
Rilormatc 
RAdhanol 
wirtrin vc: 
Gis 
Muuluckue 
Sauoma m" 
Figure 2.1 Petrochemical Flow 
2.1.2 Petrochemical Processes 
There are several processes in the petrochemical industry to produce different 
type of petrochemicals, all of them have different energy requirements and 
use different feedstocks. Next, we describe the main petrochemical processes 
in industry. 
2.1.3 Thermal and Catalytic Cracking 
The cracking process is the cornerstone of petrochemical manufacture. 
Cracking involves a reduction in the size of the organic molecules in the 
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feedstock. As an example naphtha can be cracked to yield light olefins such 
as ethylene and propylene. 
The cracker is a complex unit designed with tubular coils and naphtha 
entering the furnace tubes heated to 700-800°C with a short residence time. 
The mixture of gasses from the furnace are separated and promptly cooled 
and pressurised as products such as ethylene and propylene. Figure 2.2 
presents a basic scheme of a steam cracker. 
Stack 
1 
Convection 
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High 
611 
FIGURE 2.2 SCHEME OF A STEAM CRACKER (MOUWN ET AL 2001) 
2.1.4 Polymerisation 
A chemical process to involve the agglomeration of numerous monomer 
molecules into long molecular chains is known as polymerisation. 
Polymerisation lies at the heart of the production of a range of plastics from 
monomers such as ethylene and propylene. Figure 2.3 presents the scheme 
of UNIPOL's polypropylene process. 
im 
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During the 1960's, commercial production of new types of plastics 
commenced, and were based on base petroleum feedstocks. High-density 
polyethylene and specialised products such as polycarbonate are produced 
from simple organic molecules-monomers. The first fully synthetic polymers 
were phenol-formaldehyde resins, which were developed in the beginning of 
the 20th century. Since then, the polymers industry has seen spectacular 
growth. 
Polymerisation can proceed according to two different mechanisms, referred 
to as chain growth and step growth polymerisation. In chain growth 
polymerisation reaction occurs by successive addition of monomer molecules 
to the reactive end (e. g. radical end) of a growing polymer chain. The most 
important group chain-growth is polymerisation of vinyl monomers such as 
ethylene, propylene, styrene and vinyl chloride. 
i6 
37 
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loading 
FIGURE 2.3 SCHEME OF UNIPOL POLYPROPYLENE PROCESS (SOURCE: HYDROCARBON PROCESSING) 
Step growth polymerisation involves the reaction between the functional 
groups (HO-, HOOC-, etc. ) of any two molecules (either monomers or 
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polymers). By repeated reaction long chains are gradually produced. 
Examples are the production of polyethylene terephthalate by reaction of 
ethylene glycol with either terephthalic acid or dimethyl terephthalate. 
2.2 Base Chemicals and their Derivatives 
2.2.1 Ethylene 
Ethylene is one of the primary base chemicals and it is an olefin. It is used in 
the manufacture of polyethylene, PVC and polystyrene plastics, antifreeze, 
and polyester fibres. It is obtained by cracking naphtha, ethane or liquefied 
petroleum gas. Ethylene is produced via steam cracking, where the result of 
this process is a complex mixture of hydrocarbons in which ethylene is one of 
the principal components. 
Ethylene may be polymerised directly to produce polyethylene (also called 
polyethene or polythene), the world's most widely used plastic. Ethylene can 
be chlorinated to produce 1,2-diclorothane, a precursor to the plastic polyvinyl 
chloride, or combined with benzene to produce ethylbenzene, which is used In 
the manufacture of polystyrene, another Important plastic. Smaller amounts 
of ethylene are oxidised to produce chemicals including ethylene oxide, 
ethanol and polyvinyl acetate. Figure 2.4 shows the value chain for ethylene 
and its derivatives. 
2.2.2 Propylene 
Propylene, an olefin, also called propene, is a primary product used in the 
manufacture of polypropylene and polyurethane plastics, acrylic fibres and 
industrial solvents. It is obtained by cracking naphtha, and liquefied 
petroleum gas or as a by-product from catalytic cracking. Propylene is one of 
the key building block petrochemicals used as feedstock for a variety of 
polymers and intermediates. 
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Major propylene derivatives include polypropylene, acrylonitrile, propylene 
oxide, cumene/phenol, oxo alcohols, acrylic acid, isopropyl alcohol, oligomers 
and other miscellaneous intermediates used, in turn, in a wide range of end- 
use applications including automotive, construction, consumer durables and 
non-durables, packaging and electronics. Figure 2.5 shows the value chain for 
propylene and its derivatives. 
2.2.3 Butadiene 
In the United States, western Europe, and Japan, butadiene is produce as a 
byproduct of the steam cracking process used to produce ethylene. Butadiene 
is isolated from other hydrocarbons produced in steam cracking by extraction 
into a solvent such as acetonitrile or dimethylformamide, from which it is then 
stripped by distillation. In other parts of the world, including eastern Europe, 
China, and India, butadiene is also produced from alcohol via the 
intermediate crotonaldehyde. 
Most butadiene is polymerized to produce synthetic rubber. While 
polybutadiene itself is a very soft, almost liquid material, polymers prepared 
from mixtures of butadiene with styrene or acrylinitrile are both tough and 
elastic. Styrene-butadiene rubber is the material most commonly used for the 
production of automobile tires. 
Smaller amounts of butadiene are used to make nylon via the intermediate 
adiponitrile, other synthetic rubber materials such as chloroprene, and the 
solvent sulfolane. Figure 2.6 shows the value chain for butadiene and its 
derivatives. 
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FIGURE 2.4 ETHYLENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) 
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FIGURE 2.5 PROPYLENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) 
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FIGURE 2.6 BUTADIENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) 
2.2.4 Benzene 
13 
Benzene is the simplest aromatic compound, with a ring of six carbon atoms 
and six hydrogen atoms. Aromatics are so called because of their distinctive 
perfumed smell. It is a colourless liquid occurring naturally in fossil raw 
materials such as crude oil and coal, produced during processing of petroleum 
liquids and through chemical reactions. It is one of the most important 
feedstocks for the chemical industry, used for the manufacture of a wide 
range of everyday items, and is not itself used directly by consumers. 
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FIGURE 2.7 BENZENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) 
2.2.5 Toluene 
Toluene is a colourless liquid, an aromatic hydrocarbon, used extensively as 
starting material for the manufacture of industrial chemicals. Its major end- 
products are polyurethanes. Refinery reforming units are the major suppliers 
of toluene. Coal carbonization processes, once the primary source of toluene, 
still account for some of the toluene supply. Toluene also occurs as a by- 
product in ethylene manufacture, particularly when naphtha or gas oil is the 
feedstock. 
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FIGURE 2.8 BUTADIENE DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) 
2.2.6 Xylenes 
15 
Another important aromatic hydrocarbon is Xylene, a colourless liquid, of 
which there are several forms. Xylenes are used as solvents, as components 
of aviation fuel, and as raw material for the manufacture of dyes, fibres and 
films. On the different forms of xylenes, paraxylene is commercially the most 
important. However, m-xylene is the most abundant isomer and usually 
additional p-xylene is produced form m-xylene by isomerisation; this 
operation is usually an integral part of isomer separation plants. Paraxylene 
is mainly used for the production of terephtalic acid or its dimethyl ester. 
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FIGURE 2.9 XYLENES DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) 
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2.2.7 Methanol 
10 
Methanol has some market as a solvent but is used primarily as a chemical 
intermediate. Formaldehyde production consumes the largest amount of 
methanol; substantial amounts are used to manufacture dimethyl 
terephtalate, acetic acid, methyl methacrylate, methyl amines, and methyl 
halides. Other outlets include its use as antifreeze and as fuel. Methanol is 
produced from syngas in reactor vessels at temperatures between 250 - 
270°C and pressures of N100bars, and using copper catalysts. 
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FIGURE 2.10 METHANOL DERIVATIVES CHAIN (ADAPTED FROM WWW. PETROCHEMISTRY. NET) 
2.3 Brief History 
The petrochemical industry rose to its status as one of the most important 
enterprises in the modern world in the span of just a few decades. Born in the 
early 1920s, the petrochemical industry grew steadily throughout the 40s and 
50s, reaching its maturity in the mid-1970s (Matar and Hatch, 1994). 
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Petrochemicals, in various forms, had been known since the mid-nineteenth 
century. Up until that time, the availability of coal, combined with its low cost, 
had ensured the prevalence of coal-based energy sources. Oil and natural gas 
became increasingly available, however, and scientists began to examine 
them as alternatives to coal. In the late 1850s, rock oil - as petroleum was 
called - was tested for use as an illuminator to replace the much-used but 
highly-flammable camphene. Though kerosene, a derivative of petroleum 
which could be extracted from asphalt and other similar materials, came onto 
the scene at about the same time - and became a staple in many American 
homes - it was carbon black, used in the 1910s to supply the growing tire 
industry, that was most likely the first major petrochemical. The abundance of 
natural gas also led to its use as a feedstock. 
Encouraged by the obvious potential of these early petrochemicals - and the 
availability of petroleum and natural gas as feedstocks - the industry quickly 
grew in the 1920s and 1930s, when some of today's major petrochemical 
companies entered the field, with North American Companies being the 
leaders. 
This phenomenal growth did not last forever, though, and the 1960s and 70s 
saw an end to American hegemony in petrochemicals. The upsurge of 
environmentalism in the late 1960s, combined with an increasingly negative 
image of the chemical industry - due in part to the use of napalm in Vietnam - 
created an atmosphere hostile towards the petrochemical industry. In 
addition, by the 1970s, Europe and Japan had built up their own 
petrochemical industries, eliminating the American advantage. As a result, 
American companies began to sell off their foreign petrochemical subsidiaries. 
Finally, the 1970s also saw a growing concern over petrochemical feedstock 
supplies. Demand for natural gas had exceeded the supply, encouraging a 
shift to oil just prior to the 1979 OPEC crisis. These conditions, worsened by 
the economic recession of the United States, influenced many chemical 
companies to withdraw from the petrochemical industry altogether. 
Literature Review 18 
2.4 Challenges in the Petrochemical Industry 
Feedstock cost is a key element in establishing a competitive position. The 
highly cyclical market has led to intense price competition. Petrochemical 
Products are not produced in significant enough volumes to influence oil or 
gas prices. They are typically dependent on lower-valued streams in the oil 
refinery or natural gas plant. In the past years the industry has endured 
substantial increases in raw material costs related to crude oil prices. In the 
US, the feedstock situation has been particularly difficult where NGL prices 
are linked to natural gas prices. 
Key shifts in feedstock supply, notably the growth of gas liquid production, 
coupled with new technologies and cost synergies has led to a rejuvenated 
industry that is able to process feedstocks across the spectrum from methane 
to residual heavy oil. 
The petrochemical industry's is profitability is historically cyclic. There are 
periods of high demand and high operating rates but these periods are 
followed by lower operating rates and constrained margins. Historically the 
industry is generally able to recover from the low periods (high feedstock 
prices) although sometimes with discomforting delay. 
2.5 Planning 
Planning in the process industry is used to create production, distribution, 
sales and inventory plans based on customer and market information while 
observing all relevant constraints (Kallrath, 2002). The process industries 
cover a broad sweep from oil and gas processing to manufacture of 
pharmaceuticals and other consumer products. 
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2.5.1 Process Planning 
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In the process industry continuous and batch production systems can be 
distinguished. There is also what is called semi-batch production which 
combines features from both. In a continuous process plant only a limited 
number of products are produced in high volumes using special purpose 
equipment allowing a continuous stream of input and output products. 
Alternatively, batch processes operate using a large number of products using 
multi-purpose equipment and there is well defined start up, whereas in a 
continuous process it is difficult to define a start or an end. 
Operational plans are aimed to structure future production, distribution and 
other related activities according to business objectives. Based on these 
operational plans, detailed schedules are worked out which define precise 
timing and sequencing of individuals operations as well as the assignment of 
the required resource over time. Many planning problems now necessarily 
involve multiple production facilities in geographically separate sites, with 
concomitant interactions and interconnections (Tsiakis et al, 2001; Jang et al 
2002; Levis and Papageorgiou, 2004). Another aspect to consider is the 
problem of existing technology or technology assestment, which consist in 
evaluate the different process to produce the same final product. Most of the 
times processes have different yields, energy consumption and building costs 
(Kallrath 2002; Sahinidis eta11989; Jimenez eta11982). 
Planning is part of supply chain management and it may focus on short and 
mid-term objectives or long-term objectives. In the short and mid term the 
time involved may vary from hourly to monthly span. Activities include 
inventory management, process unit optimisation, blending, control, 
operation planning, scheduling and task assignments. It may include features 
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such as set up times, cleaning and delay costs, material transfer times, batch 
and campaign production and intermediate storage. 
In the long-term, planning involves corporate planning with a strategic focus 
and also acquisitions, consolidations, and capacity planning. Normally the 
overall business objective is to change the structure of a manufacturing 
production network through investment and to determine the best type, size 
and location based on available resources and defined rules. The effects of 
the decisions taken at this level will have a long term effect so normally the 
time span considered is yearly. Figure 2.11 illustrates how the time horizon is 
considerate in planning and scheduling. 
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FIGURE 2.111 TIME DISCRETISATION IN PLANNING AND SCHEDULING (ADAPTED FROM MAGALHAES, 2004 
2.5.2 Technology Assessment 
Another important feature of the process industry is the problem of existing 
technology. A very important question that arises when planning a new 
process site is what available technology will be the best to accomplish the 
objectives of the plan. The thousands of different chemical formulations that 
enter the consumer market are formed from a smaller but still large number 
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of chemical building blocks. These chemical building blocks in turn are 
synthesized from intermediate chemicals which are derived from simple 
primary feedstocks. The manufacture of these primary, intermediate, and end 
chemicals is accomplished through several hundred well-defined chemical 
processes. 
Figure 2.12 illustrates a fundamental and common problem in process 
technology assessment that arises when the technology performs similar but 
not identical tasks. In this example four processes for the manufacture of 
propylene, an intermediate chemical used mainly in the manufacture of 
rubbers, polyethylene, acetone, cumene, and other intermediate chemicals, 
interact with the surrounding industry in drastically different ways. There is 
not a common raw material among the four alternatives and different by- 
products appear. An accurate assessment of these alternatives can only be 
made by determining the influence of these dissimilar interactions with the 
industry as a whole. In the petrochemical industry it is common to find 
dissimilar chemical routes to the wide variety of products. 
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FIGURE 2.12 FUNDAMENTAL PROBLEM IN TECHNOLOGY ASSESSMENT 
(SOURCE: HYDROCARBON PROCESSING, MAY 2004) 
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Clearly, to select a technology, a simple and reliable economic analysis can be 
done including some important aspects such as prices of raw materials and 
their availability, energy requirements and its availability, capital cost, the 
value of the products and by-products to make, and environmental impact. 
However, when decisions are to be made that will have a significant impact 
on the industry, a much more sophisticated method of analysis is required. In 
such a case great disruptions can occur that would drastically change the 
future structure of the industry. Somehow, these structural changes must be 
assessed accurately. and must play an important role in economic and 
technology assessment. This is the case of the petrochemical industry. 
Nowadays as the industry globalizes, the capacity of new plants are of world 
scale often consuming, if not completely, most of the feedstocks and other 
sources available locally and satisfying most of the local market demand. This 
situation demands of the people in charge for the management of companies 
and country's economy to consider the impact on the surrounding 
environment when making a decision that will provoke change in the industry 
network. The structure of the petrochemical industry is cross-linked and can 
be visualised as a network of chemical processes connecting basic feedstock 
chemicals to the desired final products. Figure 2.13 shows a perception of the 
petrochemical industry. 
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2.5.3 Planning and Uncertainty 
23 
The process planning problem faces another challenge which is called 
uncertainty. Normally processes are designed in a deterministic way, i. e. all 
parameter values are known. This is not always true. Uncertainty can be 
regarded as a situation in which the probability of the occurrence of a certain 
event is unknown. Commonly, in process planning, uncertainty is typically 
involved in future product demands, prices, availabilities, process yields, 
clinical trials, and new technology assessment. This uncertainty gives rise to 
risk, as it is almost impossible to predict every potential outcome of our 
decisions. Risk is defined as the danger or probability of exposure to loss, the 
variability of returns from investment, the group of circumstances that can 
decrease a benefit or reward (Subramanian et a/, 2000; Zenios, 2002). 
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Decisions imply risk but this does not mean that companies do not have the 
ability to foresee plausible future events and plan for them. What it is difficult 
to achieve is to predict every condition affecting a company since many of the 
variables are not under its influence. This is the reason that planners are 
involved in studying risk assessment methods and plausible techniques to 
model uncertainty. 
2.5.4 Techniques to model Uncertainty 
Researchers have developed two types of philosophies to study the effects of 
uncertainties in process planning: fuzzy and stochastic programming. 
Fuzzy programming assumes that uncertain parameters in a mathematical 
model are fuzzy numbers defined on a fuzzy set associated with a 
membership function. Much of the work in this area is based on the paper by 
Bellman and Zadeh (1970). By decision-makng in a fuzzy environment is 
meant a decision process in which the goals and/or the constraints, but not 
necessarily the system under control, are fuzzy in nature. A fuzzy set is a 
class of objects in which there is no sharp boundary between those objects 
that belong to the class and those that do not. Fuzzy goals and fuzzy 
constraints can be defined precisely as fuzzy sets in the space of alternatives. 
A fuzzy decision, then, may be viewed as an intersection of the given goals 
and constraints. 
Stochastic programming began in 1955 with the paper by Dantzig (1955). It 
deals with the theory and methods of incorporating stochastic variation (i. e. 
uncertainty) into a mathematical programming problem. For instance in the 
usual linear programming problem (LP) model: 
max Z= C'x 
AxSb 
xz0 
the parameters in the set (Abc) are given, and known numbers, and it is 
required to determine an optimal decision vextor x subject to the constraints 
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specified above. If the elements in the set (Abc) are stochastic, then 
stochastic variations are introduced into the programming problem through 
random variations in B, where 0 denotes the vector with elements (Abc). 
The decisions must be made before the actual values of these random 
variables are realized. Stochastic programming with recourse, as described by 
Dantzig, is often used to model uncertainty giving rise to large-scale 
mathematical programs that require the use of decomposition methods and 
approximation schemes for their solution. 
Liu and Sahinidis (1996) compared these two techniques concluding, on the 
basis of their results, that although the fuzzy model is easier to solve, the 
corresponding stochastic model can also be solved in modest computational 
time. Also, the stochastic model provides solutions which are guaranteed to 
be feasible for all possible discrete outcomes of the random parameters. In 
addition, the stochastic solution is optimal in a probabilistic sense, whereas no 
optimality claims can be made for the fuzzy model solution. For these 
reasons, in this work, it was decided to make use of the stochastic approach 
to model uncertainty. 
Two basic type of stochastic programming can be distinguished, the passive 
and the active (Acevedo and Pistikopoulos, 1997). The passive stochastic 
program arises when the "wait-and-see" approach is followed, i. e., the 
observation on the uncertain event is awaited and by utilising these realised 
values in a suitable manner the probability distribution of the maximand (i. e., 
the maximum value of the objective function) and of the optimal decision 
vector are derived either exactly or approximately. The second method of 
stochastic programming called the active approach defines a "here-and-now" 
attitude about a decision vector, i. e., in these problems the decision vector 
is filled at once, all decisions taken a priori, without waiting for the realisation 
of the complete uncertain event. This is done by considering a set of possible 
decisions with their expected penalty costs due to the random variables 
deviating from their expectations. It is clear that in both the passive and 
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active approaches of stochastic programming, the probability distribution 
occupies a central place (Acevedo, 1996; Gatica et al, 2003; Lul and Sahinidis, 
1996; Birge and Louveaux, 1997). 
Methods for solving stochastic programming models include sampled 
optimisation algorithms, such as Monte Carlo or Latin Hypercube. Here, one 
uses a pseudo number generator and samples from it the probability 
distributions of the uncertain parameters. If enough samples are taken, 
accurate measures of the objective function and constraints can be obtained. 
This approach can handle very large models, but numerous samples may be 
required for accurate prediction of the objective function and constraints that 
can result in undesirably high computations times. Samsatli eta/(1998) make 
use of a Monte Carlo method to solve the stochastic simulation generated by 
the scenario-based approach they use to model uncertainties. They use a 
fermentation process to make use of their robust optimisation approach. This 
type of process is a good example due to its significant level of uncertainty 
associated with modelling of the process caused by structural uncertainty 
and/or parametric uncertainty. 
Chance Constrained programming is another way to reformulate the 
stochastic program to its deterministic equivalent and then solve it by using 
standard techniques. According to Charnes and Cooper (1959), chance- 
constrained programming is a way of handling uncertainty by specifying a 
confidence level at which it is desired that the stochastic constraint holds, i. e. 
constraints violations are admitted (Charnes and Cooper, 1963; Sengupta, 
1972). 
Recently, decision makers have made use of the scenario-based approach 
more than any other approach when modelling uncertainty in mathematical 
programs. A scenario is a complete, joint realisation of the uncertain 
parameter space that creates a multi-scenario deterministic problem. 
Scenario planning differs from traditional forecasting approaches by directly 
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incorporating uncertainty in the analysis. It is a technique for analysing 
alternative futures and developing business strategies. 
Scenario planning is not about predicting the future; it defines a set of 
plausible futures, each which is possible but not assured. Each scenario is a 
completely different future; however, all scenarios emanate from a common 
present world. The technique focuses on what might happen, or can go 
wrong, and how. to deal with it as opposed to planning for a predetermined 
future. Scenario planning has proven to be a very powerful tool when dealing 
with uncertainties. 
When generating scenarios one should keep in mind the plausibility of these, 
i. e. they must be internally consistent (Mobasheri, 1989; Schoemaker, 1993). 
Scenario planning must simplify the avalanche of data into a limited number 
of possible states. Scenario planning has been used by many people in a wide 
variety of cases: Design of Supply Chain Networks (Tsiakis, 2001), advertising 
industry, mining industry (Shoemaker, 1995), Electric utility industry 
(Mobasheri, 1989), and financial systems (Mulvey, 1998). 
Figure 2.14 shows a general classification for planning models based on how 
they address planning problems with respect to uncertainty and time. Single- 
period static models and Multi period Static mode/s do not permit the 
specification of a random variable to describe changes of the economic 
environment. These methods seem appropriate when actual deviations from 
the forecast are small and relatively uncorrelated with other important 
variables. However these methods have not performed well, especially in the 
last decades when globalisation and other world economic variables have 
been gaining more influence in any type of business activity. 
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Single -period and Multi -period stochastic mode/s allow one to incorporate a 
random variable to describe changes of the economic environment. Single- 
period models do not account for the fact that decision makers can take 
decisions half-way to rebalance losses and profits, i. e., they do not take into 
account future decision points in long time horizons. 
When uncertainty and complexity of the problem is high due to future 
decisions in long time periods we can make use Multiple -stochastic stochastic 
models. This method allows variables to evolve dynamically across time 
following a probability distribution. This method captures both the stochastic 
nature of the problem and the fact that decisions are reversible. 
2.5.6 Risk Assessment 
The Petrochemical industry is capital intensive since any decision taken or 
plan projected requires large sums of money, therefore, it is necessary to 
evaluate the risk associated with the uncertainties involved. The financial risk 
associated with a planning project under uncertainty is defined as the 
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probability of not meeting a certain target profit or cost, therefore risk is 
always associated with future events. 
A company can face risks of a very different nature; these can be external 
such as natural disasters, robbery, world conflicts, fires, etc. Internally, a 
company faces operational risks when developing and marketing new 
products, changing of technology, building new facilities, or forecasting future 
prices and demands. Some of these risks can be insured against and the cost 
transferred to other entities (fire insurance) but there are risks involve that 
must be assumed by the company if it wants to receive future profits. An 
individual or company is willing to risk its capital precisely because it expects 
a payout if the project is successful. This reward will represent the benefit of 
investing the money in risky operations. How much money one is willing to 
risk depends on its own attitude towards risk. 
Decision makers have devised some risk assessment methods to help them 
handle the risk related to their decisions. Among these methods the most 
popular are the Mean Variance Model or Markovitz Model and the expected 
Net Present Value. 
2.5.7 Mean Variance Model 
Markovitz laid down the foundations for balancing the rewards against risks in 
1952 (Markovitz). This mean-variance framework is widely considered as the 
starting point for models about optimal investment, and the most widely 
spread in risk management models (Ang and Tang, 1975). The idea of this 
approach is to build a portfolio that maximises the expected return of the 
investment, and that minimises the risk of investment, measured by the 
variance of returns. One of the disadvantages of this method is that penalises 
up-side and down-side risk equally; commonly, investors are happy if they 
obtain more profit than was expected. 
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2.5.8 Downside Risk 
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This method is derived from the Markovitz model to only account for the 
downside risk. This model poses an infinite penalty for any deviations that are 
more than a target value EPo, specified by the user, below the mean. 
Deviations that are within CPO below the mean -or greater than the mean- do 
not contribute to the risk measure (Gatica, 2003). 
2.5.9 Expected Net Present Value and Downside Risk 
When using this method in a scenario-based model, it becomes feasible to 
compare the benefits in terms of money of each decision formulated as a 
group of different scenarios represented in the decision tree. With this 
method the cost of future decisions (investments, operational costs, royalties, 
etc) are translated to their present value. As a result, each scenario has an 
NPV value which is weighted according the probability of that scenario to 
happen. The NPV distribution will give the decision maker an idea of the risk 
involved in the project. If the overall eNPV is positive and large enough then 
the investment is attractive; if it is negative or below a minimum target value, 
then it is unattractive for the investors. Furthermore the shape of the 
distribution of NP gives an indication of the risk of the project. The discount 
rate (which account for the interests and inflation during the period 
considered) is intended to reflect risk: the riskier the investment, the higher 
the discount rate and hence the larger the future revenues needed to 
generate a positive NPV. 
Figure 2.15 displays several probability distributions, which are associated 
with the value of a bottom-line performance measure within a given range. 
Each of these distributions is very different in terms of the risk it represents to 
the decision maker. Each of these distributions describes variables that have 
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identical ranges and similar average values. But each distribution is very 
different in terms of the risk it represents to the decision maker. The appeal 
of best-case/worst case analysis is that it is easy to do. Its weakness is that it 
tells us nothing about the shape of the distribution associated with the 
bottom-line performance measure. Knowing the shape of the distribution of 
the bottom-line performance measure can be critically important in assisting 
the decision-making process. The combination between eNPV and the 
Downside Risk model is a good tool to measure the financial risk involve in a 
project. This two criteria approach consists of maximising one criterion, in this 
case the net present value, while the second criterion -the downside risk 
measure- is considered and a constraint is introduced to bound the magnitude 
of this risk measure. 
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FIGURE 2.15 ALTERNATIVE PROBABILITY DISTRIBUTIONS 
The deviation from a profit target and the probability of this deviation 
happening is what is intended to be measured. It is important to mention that 
the only concern should be the failure to meet a target profit when this 
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deviation has a value lower than the target profit since a higher return than 
the expected profit would always be desirable. 
2.6 Related Works 
The dynamic characteristic of the economic environment of chemical plants 
have long been observed, creating the need for the development of planning 
techniques (Twaddle and Maloy, 1996; Robertson 1967,1968a, 1968b). It 
has also been recognised that the integration of new technologies into the 
existing industrial base is an essential profitability factor for the chemical 
process industries and that it can only be achieved through appropriate 
planning (Tedder, 1980). 
Along with the qualitative discussions of planning concerns cited above, the 
first quantitative models began to appear in the late 1950's and early 1960's. 
However, most of the first quantitative approaches concentrated on solving 
simplified cases: single commodity or single (or two) facility problems, or 
problems of non-decreasing demand. These are surveyed by Luss (1982) and 
by Freidenfelds (1981). 
In the chemical process industries some of the first approaches were based 
on dynamic programming (Roberts, 1964). But perhaps the best known 
applications are those described by Manne for several heavy processes in 
India and Mexico (Manne, 1967). Manne was actually among the first to take 
into account the effect of economics of scale by using integer variables in his 
formulations, while Kendrick (1967) demonstrated that it is possible to 
construct upper and lower bounds on solutions to multiperiod, multiproduct 
models and even to obtain an optimal solution if the number of integer 
variables is small. 
Rudd, Fathi-Ashfar and Jimenez (1975,1981 and 1982) published a number 
of papers about planning and modelling in the chemical industry in which the 
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central problem in industrial development is the projection of past 
experiences into a coherent plan for future development. In his work he uses 
the basic premise that in industrial development the problem is too 
complicated for solution over an extended horizon, and that decision-makers 
constraint themselves by behavioural rules that afford protection from errors 
in estimation and forecasting. Rudd (1975) presents a short range allocation 
model; this model is one of the first attempts to see the intermediate 
chemicals industry as a system that is constrained by the available supply of 
raw materials, the existing demand for finished molecules and the available 
processing capacity. 
It uses a rate a reaction rj to define the rate of production of a set of 
chemicals j, and the cost associated of running a unit of reaction r,. The goal 
is to use the existing process capacity most effectively to convert available 
resources into products in current demand minimising the total cost of 
production. 
Stadtherr and Rudd (1976) use a criterion of efficient feedstock utilization on 
the model that reproduces the structure of the actual industry. The model is 
bounded on one side by the sources of primary chemicals and on the other 
side by the consumer market that requires synthetic materials of great 
diversity. The model includes the chemical transformations currently, used to 
manufacture the chemical where the heart of this model is the technology 
(input/output) matrix. 
In other works -Trevino et a/ (1980) and Jimenez et a/ (1982) and Mikkelsen 
eta/(1981)- the concepts mentioned above were applied to specific countries 
in order to determine a development policy for the petrochemical industry 
optimising the use of their oil and gas resources. In these works the decision 
to install a process is introduced via an integer variable. A process should not 
be installed unless the production cost of its product reaches a favourable 
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level with respect to the cost of importing that chemical. The Mixed-integer 
programming model permits the detection of this economic break-even point. 
Grossmann and Santibanez (1980) use a very similar model for the synthesis 
of chemical complexes and steam generation systems highlighting the fact 
that assumptions on linearity can be regarded as reasonable in some cases. 
The first example is concerned with the selection of processes that optimally 
integrate a chemical complex. The second example is concerned with 
selecting the minimum cost configuration for generating steam that satisfies 
power and heating requirements of a given plant. 
Hugo and Pistikopoulos (2002 and 2005), including Al-Sharrah et a/ (2001) 
and Fathi-Afshar et a/ (1985), have included an environmental objective to 
the planning problem; the optimal set of processes is selected with the 
objective function of sustainability which is quantified by a health index of the 
chemicals or including a dual objective of minimisation of cost and gross 
toxicity. 
Grossmann and Sargent (1978) approached the problem of determining the 
optimum expansion schedule for a plant subjected to uncertain demands, 
with the goal of minimising expected costs while meeting demands and 
keeping the plant feasible over the range of uncertainties. The difficulty of 
continuous distributions was avoided with the introduction of discrete 
scenarios, or combinations of discrete samples of all uncertain parameters. 
Shah and Pantelides (1992) presented a design procedure for batch plants 
where uncertainties in predicting product market trends exist. In their 
formulation they propose the use of a detailed deterministic model. They 
propose that a measure of the flexibility of a batch plant is provided by its 
ability to guarantee feasible operation for different production requirements. 
The optimal solution to the design of this problem a multiperiod MILP is 
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solved for each scenario. The final plant design must be able to fulfil any of 
the possible operating scenarios should the need arise. 
Kondili et a/ (1993) presents a production planning model for multiproduct 
continuous plants. In the model energy cost is time dependent, while the 
amount of the energy required for the production of a unit amount of material 
depends on the product being produced and equipment used. Normally, in 
production planning the goal is to organise the production in such a way that 
the overall cost of energy is reduced. 
Sahinidis et a/ (1989) present a multi-period MILP model for long range 
planning in the chemical industry. The goal is to design an optimum 
expansion plan maximising tan economic objective. It is assumed that a 
network of continuous processes and chemicals is given. This network 
includes an existing system as well as potential new processes and chemicals. 
Also given are prices and demands of chemicals, as well as investment and 
operating costs over a finite number of time periods within a long-range 
horizon. Later, in Sahinidis et a/ (1991), they present a reformulation of the 
problem described before based on a variable disaggregation technique which 
exploits lot sizing substructures. Their reformulation involves more constraints 
and variables but it exhibits tighter linear programming relaxations than 
standard approaches. Jackson and Grossmann (2003) present a non-linear 
multiperiod optimisation model for production planning and distribution 
network for different plants located in different places (multi-site). The non 
linearity of the model arises from the plants process models. 
Other problems of designing and planning chemical plants under uncertainty 
have been treated in the process systems field using a model of the two- 
stage decision problem. All decision problems share certain characteristics. A 
decision must involve at least two alternatives for addressing or solving a 
problem. Alternatives are evaluated on the basis of the value they add to one 
or more decision criteria. The criteria in a decision problem represent various 
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factors that are important to the decision maker. In real world, these factors 
are uncertain (stochastic -parameters whose value cannot be controlled by 
the decision maker). 
Regarding Scenario planning there are a number of useful papers that 
describe how scenario planning has been applied successfully in the industry. 
Schoemacker (1993) examines the multiple scenario approach as an 
important corporate innovation in strategic planning and it proposes a certain 
methodology to for this. The method focuses on learning and exploring 
interrelationships among trends and key uncertainties. The scenario method 
proposed consists in 10 steps. A key element of this method is the 
decomposition of a complex future into discrete states. 
Schoemacker (1995) shows how by identifying basic trends and uncertainties, 
a manager can construct a series of scenarios that will help to compensate for 
the usual errors in decision making. It describes scenario planning as a 
disciplined method for imagining possible futures that companies have applied 
to a great range of issues. An advantage of scenario planning is that it allows 
one to change several variables at a time, without keeping others constant. 
Scenarios try to capture the new states that will develop after major shocks or 
derivations in key variables. It suggest that an organisation should use 
scenario planning when it faces one of the following conditions: a) 
Uncertainty is high relative to managers' ability to predict or adjust, b) too 
many costly surprises have occurred in the past, c) the company do not 
generate new opportunities, d) quality of strategic thinking is too low, e) big 
changes in the industry to come, f) strong difference in opinions within the 
company. It presents a case study for two different type of industries. 
Mobasheri et a/ (1989), similar to Schoemacker's publications, insist on the 
fact that forecasting is not the best approach to deal with planning when 
uncertainty is present. They apply their scenario methodology to a case study 
for the power industry. They define scenario planning as a technique for 
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analysing alternative futures and developing business strategies by directly 
incorporating uncertainty. It postulates a set of plausible futures, each of 
which is possible but not assured focusing in what might happen, or can go 
wrong, ad how to deal with it as opposed to planning for a predetermined 
future. 
Scenario planning has also been applied for planning financial systems. 
Mulvey (1996) presents a study case where an actuarial consulting company 
employs a capital market scenario generation system. The system's objective 
is to project the risk and rewards for alternative dynamic investment 
strategies. In Mulvey (1998) an stochastic forecasting model is presented for 
the evaluation of these asset/liability investment decisions. This asset/liability 
is equivalent to the reward/cost(risk) balance found on the process operations 
literature. The model presented here is a two-stage multiperiod stochastic 
network problem. In the ALM (asset/liability management) problem, the 
exposure to various risks is minimised by properly combining the assets 
(resources) and liabilities (debts) that maximise the investor's profit over 
time. The investment decisions are made during the first stage of the project, 
in a here-and-now fashion, while planning is made in the second stage. A 
deterministic equivalent of the stochastic asset allocation problem is used 
instead of the stochastic model. The concept of non-anticipativity is used for 
this work; scenarios that share common information up to a specific period 
must yield the same decisions up to that period. 
In other works the planning problem under uncertainty has been addressed 
by various people applied to operational planning, capacity expansion, 
scheduling, resource allocation, transportation and supply chain management, 
among others. 
It is common to find in the literature that in the process of decision making 
two conditions are considered. The one condition is to consider a situation 
where certainty prevails, models developed under these conditions are called 
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static models which are deterministic since we have knowledge about how, 
the future events, are going to behave. These kind of models have the great 
disadvantage that do not reflect reality in a reliable way since processes, 
conditions and variables are constantly changing in the chemical industry, 
hence, the results obtained this way represents a initial approach to tackle 
problems, however, these results are very limited. 
The other approach for the decision making is the one that considers 
uncertainties, in other words, these models are stochastic. As mentioned 
before, there are two main types of stochastic programming, the passive and 
the active. The former uses the approach called "wait-and-see". 
The second type of stochastic programming is called "here-and-now" which is 
an active approach, in this strategy decisions concerning the decision variable 
is made at once without waiting for the realisation of the random vector and 
this is done by considering set of possible decisions with their expected 
penalty costs due to the random variables deviating from their expectations. 
Pistikopoulos and Ierapetritou (1993) present a two period planning model. 
They make use the concepts of flexibility: ability of handling uncertainty while 
meeting production requirements, and maximum regret, the maximum 
potential economic loss involved in the implementation of a plan in the face of 
uncertainty. The combination of these metrics results in a regret approach. 
The flexibility of a plan depends on how much the decision maker is willing to 
pay to resolve some uncertainty. The solution for this model involves the 
solution of two parametric linear programming subproblems for the evaluation 
of maximum regret, with which analytical expressions of the regret as a 
function of the uncertain parameters and the plan are obtained. 
Babaro et al (2003) presented a review in financial planning under 
uncertainty. They addressed theoretical issues related to financial risk 
management in the framework of two-stage stochastic programming models 
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for design and planning methods under uncertainty. It is a good source for 
financial risk planning since they present a review of different methods for 
risk management. 
Liu and Sahinidis (1996) developed a two-stage stochastic model for process 
planning under uncertainty. Some of the parameters that determine the 
economics of the production plan are considered as being random. Prices and 
demands for final products appeared in different scenarios with different 
values. The model includes a set of binary decision variables modelling the 
selection of process capacity expansions and a set of continuous variables 
determining the operating plan of the chemical complex. They adopted a 
here-and-now approach for the capital investment decisions, i. e., in the first 
stage these decisions are made and considered simultaneously all possible 
scenarios and respective probabilities. In the second stage, the unknown 
parameters are revealed and for each scenario, an optimal operation plan is 
derived. They propose a decomposition algorithm due to the large number of 
scenarios generated 
Liu and Sahinidis (1997) compare fuzzy and stochastic programming for 
solving a process planning problem under uncertainty. Fuzzy programming 
assumes that uncertain parameters in a mathematical model are fuzzy 
numbers defined on a fuzzy set associated with a membership function. It is 
concluded that the stochastic approach gives better results. 
Applequist et a/ (2000) introduce uncertainty and risk measures in chemical 
manufacturing supply chains. They propose a risk premium as a measure of 
the return and risk of an investment relative to alternative financial 
investments. In a problem such as capacity planning, where large amounts of 
capital are involved and a level of uncertainty exists, risk as well as expected 
profit is of great concern to management. This work includes not only the 
planning, but the design of such supply chains. The uncertainty in these 
systems arises from market parameters such as demands, feedstock 
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availability, prices, etc., while the technical uncertain parameters may include 
yields, product quality, processing times and rates among others. They 
consider a random product demand, thus a stochastic dynamic large scale 
optimisation problem is generated. The risk premium, the increase in 
expected return in exchange for a given amount of variance, was proposed to 
measure the risk. Due to this variance, the resulting model is an NLP that is 
solved with a decomposition technique. 
In the literature most of the works that treats the capacity planning problems 
is similar in someway. The models developed, generally, consider a time 
horizon, discretised, in which the original environment changes, along such a 
time horizon, periodically. 
Pistikopoulos and Ierapetritou (1994) made use of the two stage 
programming strategy to formulate the problem of process design under 
uncertainty. Based on the postulation of general probability distribution 
functions describing process uncertainty and variations and the objective is to 
determine the design that maximises an expected revenue or profit while 
simultaneously measuring design feasibility. Acevedo and Pistikopoulos 
(1997) presented a two stage stochastic MINLP formulation for the process 
synthesis (design) problem under uncertainty in which the objective Is the 
maximisation of profit, using the same approach proposed by Pistikopoulos 
and Ierapetritou (1994). 
Ahmed and Sahinidis (1998) also used the two stage approach for process 
planning under uncertainty. Later (Ahmed and Sahinidis, 2003) they present 
a multistage stochastic programming formulation for capacity expansion 
under uncertainty with fixed-charge expansion costs. In their formulation 
uncertain input parameters such as product demands and prices are explicitly 
considered by specifying a set of scenarios. 
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Clay and Grossmann (1997) treated the uncertain parameters as random 
variables with known probability distributions defined over a finite probability 
space. This is a two stage fixed recourse problem. In such a problem, the 
uncertain parameters are treated as random variables with known probability 
distributions. 
Tsiakis et a/ (2001) consider the design of multiproduct, multiechelon 
production and distribution networks. They handle uncertainties in product 
demand by considering some probable scenarios and solving the model 
isolating each scenario, the corresponding deterministic problem, and then a 
combination of all scenarios is considered. Petkov and Maranas (1997) 
present a model (MINLP) for planning and scheduling of multiproduct batch 
plants under demand uncertainty. The proposed stochastic model involves the 
maximisation of the expected profit subject to the satisfaction of singe or 
multiple product demand with prespeciged probability levels. The stochastic 
elements of the model are treated in a deterministic form avoiding sampling 
techniques. Gupta and Maranas (2000) described a two stage-planning 
problem for a production supply chain. They used the here-and-now and 
wait-and-see approach, chance constained to obtain the production and 
distribution/allocation decisions respectively. The proposed bilevel model first 
solves an inner optimisation linear problem to get the first stage decisions and 
a MINLP (from the multivariate integration of the probability space) to obtain 
the second-stage decisions. 
Eppen eta/(1989) worked on a MILP model with recourse for the automotive 
industry that considers scenario capacity planning and risk analysis. The 
problem considered is multiproduct, multisite and multiperiod. The source of 
uncertainty in this case is the demand, three possible outcomes for the 
demand are considered, with capacity configuration as the production 
decision to be taken. After the planning stage, scheduling is undertaken, but 
no inventory is carried from one stage to the other. The model maximises the 
NPV of the project, while the expected downside risk approach is applied to 
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obtain a reasonable level of risk. As far as we know, this work was the first to 
incorporate the downside risk in a process operation project. Their model was 
solved using a Monte Carlo solution strategy. The addition of a variance 
constraint changes the model from mixed integer linear programming to a 
mixed integer non linear programming. 
For the pharmaceutical industry there are a number of works published 
related planning and capacity expansion under uncertainty. Rogers et at 
(2003) present a portfolio planning problem for the pharmaceutical industry. 
In their work they apply a risk management strategy to minimise portfolio risk 
for any given return. 
Gatica eta/(2003) describe capacity planning for the pharmaceutical Industry. 
In their work they present a mathematical programming approach subject to 
the uncertainty of the outcomes of the clinical trials of each potential product. 
Their problem is a large-scale, multistage, multiperiod stochastic optimisation 
problem, which is reformulated into as a multiscenario, mixed integer linear 
programming model. 
Levis and Papageorgiou (2004) present a model for long-term, multi-site 
capacity under uncertainty for the pharmaceutical industry. They choose a 
scenario based approach to solve the stochastic model. A hierarchical 
algorithm is then proposed in order to reduce the computational effort 
needed for the solution of the resulting MILP. This work is an extension of 
Papageorgiou et al (2001) in which they present an MILP model describing 
an optimisation-based approach to select a product development and 
introduction strategy and a capacity planning and investment strategy. 
2.7 Conclusions 
Even though many works addressing the planning problem have been made, 
it is necessary to keep working in the subject. In order to have quite an 
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accurate representation of the capacity planning problem it is necessary to 
deal with some of the issues mentioned before and that have been 
considered by other people. Other important factors are also taken into 
account; some of these factors are feedstock availability, demand forecast, 
prices, and operation rates. 
It is necessary to consider the uncertainty of the outcomes on some of the 
factors mentioned before. In this work special attention will be given to the 
uncertainty of the outcomes for the forecasted demand. 
Where large amounts of money are involved, which is the case of the 
chemical industry, risk management measures are applied. This work will 
show how the risk reduction on an investment results in a lower expected 
return over that investment. 
It is worth mentioning that a mixed-integer linear model is considered and 
that the probabilistic functions are approximated by generating scenarios, 
each scenario being a deterministic case. This is very useful since linearity 
allows for the solution of very large models. 
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Chapter 3 
Production Planning 
3.1 Background 
In today's chemical processing industry, production planning applications are 
common place and play a major role in setting overall plant operations. The 
increasing emphasis on specialty chemicals, and especially the competitive 
pressures to reduce production costs while satisfying today market demands, 
requires the development and application of effective scheduling algorithms 
(Rippin (1993), Ku et al. (1987)). The algorithms have to be capable of 
considering time varying demands, inventories, and set up costs. Kondili et al 
(1993) present a general framework which handles a wide variety of 
scheduling problems arising in multiproduct/multipurpose batch chemical 
plants, where as Sahinidis and Grossmann (1991) provide models for 
multiperiod strategic planning for processing networks with dedicated and 
flexible plants. 
Sahinidis and Grossmann (1991) provide models for multiperiod strategic 
planning for processing networks with dedicated and flexible plants. In the 
case of production planning for dedicated continuous processes, an existing 
network with process capacity, product demands, prices, required processing 
times and costs is given over a short time horizon. Furthermore, the presence 
or absence of finite or unlimited storage is given. The problem then consists 
of allocating the existing resources to the production of the chemicals in a 
way which minimises the total processing cost. Penalties are usually added to 
relax the strict demand feasibility requirement. Application of this LP 
production planning model to a large scale industrial process is shown and 
further investigated in this work. 
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3.2 Problem Statement and Model 
Given is a network of continuous existing processes with varying production 
capacity. The demand for products and availability of raw materials as well as 
operating, inventory, sales and raw material costs change in every time 
period, which is every second day. Due to the complexity of the plant 
operation it is desired to keep the production level close to constant for at 
least two weeks, the planning horizon. Thus the model is used to determine 
when and how much raw material has to be purchased and produced in order 
to meet the almost daily varying demands. Since the production level remains 
constant during the two weeks, some kind of intermediate storage for each 
individual chemical is required. These are storage tanks or inventories. 
Since the purpose of this model is to determine the maximum profit with 
respect to sales, purchases and operating expenses, and since the existing 
processes are already determined, no investment costs need to be 
considered. Thus, the objective is to maximise the operational profits for the 
entire network of processes and identify how flexible this network is. This 
considers the cost for penalties which arise by not meeting the demand. 
3.3 The model 
The production planning model has been formulated as a multi-stage 
stochastic linear programming problem. It is worth to mention that the model 
presented in this chapter is based on the model developed by Sahinidis et a/ 
(1989). This model has been adapted by a number of authors. 
Index sets 
i process; (i=1,..., NPRIý. 
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j chemical; (j=1, NC). 
/ market; (l=1,..., NNJ) 
t time period(stage); (t=1,..., M 
Parameters 
PLBjit, PUBBIt lower/upper bound for purchase of chemical j from market k in 
period t 
SLBB, t, SUBBIt lower/upper bounds for sales of chemical j to market k during 
period t 
DEMANDJIt demands of chemical for market I during period t 
NT number of time periods (stages) considered 
NM 
NC 
NP 
NOP 
QV it 
QPj 
rj, t 
Yjlt 
Bit 
Nll 
PIEjt 
Variables 
pit 
Sir 
vit 
number of markets 
number of chemicals 
number of processes in the network 
number of time periods with constant production level 
upper bound on the inventory of chemical j at stage t 
maximum capacity at what process Ican operate 
purchase price of chemical j in market /during stage t 
sales price of chemical j in market /during stage t 
unit operating cost for process /during stage t 
material balance coefficients for process i and chemical j 
inventory holding cost for chemical j during stage t 
amount of chemical j purchased from market /at the beginning 
of stage t 
amount of chemical jsold to market /at the beginning of stage t 
inventory of chemical j at stage t 
flow rate in reference to the main product jn " for process i for 
period t 
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Superscripts 
(. )L lower bound 
(. )u upper bound 
The production planning model has been formulated as a multi-stage linear 
programming problem. The uncertainties for the limits on supplies (PUB), 
and demands (DEMAND) in future stages are characterized by probability 
distributions, i. e. a normal distribution around a mean value with 10 percent 
standard deviation to this value. These distribution functions reflect the 
degree of belief that a parameter takes on a specific value. During the 
optimisation, each parameter is assigned to one fixed (random) value out of 
these distributions. 
Since the growth in demand for petrochemicals is related to the country's 
economic growth, it has been decided that for the analysis presented in this 
work the demand would be defined by a parameter defining the economic 
growth of a country. A specific weight would not be given to the scenarios 
generated in this section. The purpose of this chapter is to do an analysis of a 
process network to validate our model and associated concepts, rather than 
to solve a specific problem. 
With those generated demands and supplies, the model can be used to 
maximise a linear utility function, while ensuring feasibility in both the current 
and future stages. Feasibility this context means to satisfy the demand 
without violating any constraints such as raw materials supplies and process 
capacities. Without adding slacks to the constraints, this requires that the 
multi-stage feasibility has to be strictly enforced. In general, slacks are 
variables which are introduced in equality constraints in order to relax them, 
i. e. variables, which can take any value to ensure the (numerical) validity of 
the constraint. Because it is usually not desired that slacks carry any value 
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different than zero, their use is penalized in the objective function. Thus, 
slacks carry a value different from zero only in the case that a constraint 
cannot be satisfied otherwise. As an example, it might sometimes happen 
that due to an emergency shutdown of some units, the demand for a certain 
chemical cannot be met, and the whole process might become infeasible. 
Therefore, slacks have been added to the objective function and the 
constraints in order to insure the (numerical) feasibility for all possible future 
demands, costs and availabilities. Furthermore penalties for feasibility 
violations have been added to the objective function. This assignment of 
penalties to the feasibility slack activities in the objective function is similar to 
the "discrepancy cost" approach by Dempster (1965). There one assigns a 
cost to the violation of any of the constraint conditions. 
Dempster for example adds a slack for producing less than a minimum 
demand for a product, and then penalizes this slack based on the price of 
purchasing this makeup product on the outside market. In the example at the 
end of this chapter, it has been assumed that if demands can not be fulfilled, 
20 percent more than the sales price of the internal market have to be paid to 
buy the chemical in the external market. 
Including these issues in the multi-stage LP model for production planning, 
the following set of constraints and objective function has been obtained. 
(I) Overall material balance for each chemical j: 
Vi, 
r-1 + 
(Pl. r. r - 
Si,,,, ) = Vi. r + 
(signt(MI,, I) V j, t 
(3.1) 
rr 
By definition, stream flowrates W are always positive, no matter whether 
they enter or leave a unit. Therefore the mass balance coefficients Ml,,, have 
to reflect the direction of the flow. Thus this parameter is negative if the 
stream is leaving the unit or positive if the stream is input to the process. 
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For the period (t=1), Vj,, _, would refer 
to a non existing item, it is assumed 
there are no initial inventories for any product. Since the used modelling tool 
(GAMS, Brooke et al., 1992) by default sets those items to zero, equation 3.1 
is still valid. 
By definition, stream flowrates Ware always positive, no matter whether they 
enter or leave a unit. Therefore the mass balance coefficients (MI,. f) have to 
reflect the direction of the flow. Thus, this parameter is negative if the stream 
of the main product jp is leaving process i or positive if the stream j is 
input to process i. 
(II) Proportionality relations 
YY'I, J, r = abs(MI,, 1) *W , J,, , 
(3.2) 
(III) Constraint to ensure constant production level during all time 
periods. 
W ý, r = 6týr, l, r-t V i, j, t (3.3) 
This constraint is only active during NOP-1 time periods to enforce constant 
production levels during this interval. 
(IV) Constraint to ensure upper bound on existing process capacity 
5 QJ UVi, j, t (3.4) W UN 
(V) Constraint to ensure upper bound on existing inventory capacity 
Vf, s QV, " V j, t (3.5) 
(VI) Constraint to ensure upper bounds on sales 
Si,,, 
,5 
SUBjJ,, V j, 1, t (3.6) 
Although the sales S do not explicitly appear in the objective function, this 
bound has to be set in order to keep the problem bounded. 
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(VII) Constraint to ensure upper bound on purchases 
P1,,,, <_ PUB1. r,, V j, l, t (3.7) 
(VIII) Constraint to ensure upper bound on penalties 
Sj. 1,1 <_ SUBj,,. º V j, 1, t 
(3.8) 
(IX) Constraint to ensure lower bound on purchases 
P1,,,, Z PLB J,, ,Vj, 1, t 
(3.9) 
(X) Enforce general feasibility by adding slacks 
Sj,,,, +PENALTY,,, = DEMANDj.,,, V j, I, t (3.10) 
(XI) Non-negativity constraints 
VJ,, z0VI, t (3.11) 
W,, ja z0VQ 't 
(3.12) 
PENALTY,,,., z0 Vj, l, t (3.13) 
(XII) Objective function 
Since the used performance criterion is the maximisation of the profit over the 
planning horizon, a discount factor is needed (Eq. 3.14) that takes into 
account the inflation rate f and interest rate g during the time horizon: 
r-1 
ý_1+f, vt (3.14) r 1+g, 
max PROFIT =Z1: 1: (s, * yý '* (DEMAND,,,, - PENCOST * PENALTY,,,,, ) P. v. w 
tj 
rf.,,, * Pi.,., ) - sp, * 5ý. ý * TYI. j,., PIEI. ' * Vj., (3.15) 
The objective function includes the sale and purchases prices, the operating 
and inventory costs and the cost penalty for not meeting demands. 
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If uncertainties exist in future stage parameters, then the operating and stock 
levels of all future stages are stochastic variables. Generally it can be 
assumed that the current parameters are known with certainty. Thus, as soon 
as future unfolds, the problem is expected to be reorganised according to 
previous actions and parameter realisations. This leads to a recourse 
formulation, explicitly accounting for the expected reoptimisation in future 
stages in accordance with past decisions and parameter realisations. 
In the following section an example is presented which shows the output of 
the model as presented above. A deterministic formulation for this example is 
presented. 
3.4 Illustrative Example 1 
The objective of this sample is to determine the inventory and operating 
levels, as well as purchases. The superstructure of a petrochemical complex 
(Fig 3.1) containing 27 processes and 23 chemicals, and corresponding mass 
balance coefficients has been taken from Sahinidis and Grossmann (1989). 
The purpose of this example is to prove and validate the formulated model. 
Therefore the data related to demand and prices has not been taken from a 
real case. A case making use of real data is presented in the next section of 
this work. 
First of all, prices, availability and demands change in time. Due to growing 
markets, the bounds on sales, purchases and demands are assumed to be 
increasing every year at different rates. The cost of chemicals, operating costs 
and inventory cost are also subjected to an increase every year because of 
inflation and interest rate, i. e. the time value of money needs to be 
considered, if the planning horizon is more than one year. Under the 
assumption of a constant annual interest rate of INTR = 0.077, and a 
constant inflation rate of INFL = 0.03, the following equation can be used to 
describe the annual change in costs: 
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COSTJ, 
l = 
COSTS f_o*I+]NFL)_, 
V ý, t (3.15) 
l+ INTR 
If only the influence of the interest rate on the cost coefficient is considered, 
the cost of an operation today is more expensive than an operation a year 
from now. This happens because the goal of the optimisation is to determine 
the profit of future operations at the present time. Money, which is spent on 
present operations, is inevitably gone, whereas money not spent yet yields 
interests until it is spent. Due to these earnings in interest, the theoretical 
cost at the present time for an operation in future time is lower the later the 
operation is executed. However, the money that is invested will start 
generating profits, is the level of this generation that would decide whether it 
is financially attractive to invest on a certain period of time. As long as the 
return of our investment is higher than the interest rate that it has been 
selected, one can assume, it is convenient to invest. 
In the following example, the time value of money does not have a big 
influence, since only a short period of half a year has been simulated. The 
length of time interval period has been set to two days. During each interval, 
new values for the demands, costs, prices and bounds have been sampled. 
Since it is assumed that the operational conditions of the plant in reality are 
not very easy to change, it has been set that the production level is to remain 
constant for at least two weeks, i. e. during seven time periods the operational 
conditions cannot be changed. Thus, it is important to know in advance how 
high the demands are going to be in future periods, so that the requested 
chemicals can already be produced beforehand and stored in the inventories 
during periods of low demand, whereas in periods of high demand the 
chemicals can be taken out of the inventories helping to fulfil the demand. 
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Figure 3.2 depicts the optimal process selection and furthermore provides 
information on the operating level of the process. Bold squares represent 
processes running at full capacity; where as shaded ones are operating at less 
than full capacity. 
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One of the reasons for processes not operating at full capacity ( shaded 
squares) is that there is not enough demand for those chemicals produced by 
these processes; but perhaps the main reason is that the model allocate 
resources in order to maximise the profit for the operational plan, therefore , 
the model maximise production for the most profitable products. 
Apparently, not all processes are being used. This is reasonable since for the 
production of some chemicals, there is more than one process available. 
Figure 3.3 provides detailed information on the production for chlorobenzene, 
i. e. its demand, production rate, inventory evel and the capacity of the 
corresponding chiorobenzene producing process. It is used to describe the 
inventory selection strategy in detail. 
By chance the production in the first period, where all inventories are empty, 
exactly meets the demand. This does not necessarily happen. Because on 
average the demand during the first seven time periods is lower than this 
production level, it is questionable if the high costs for penalties forced the 
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production level to be exactly equal to the demand during the first time 
period. This choice of production level results in costs for storage during 
periods with lower demands, and their sum over the first interval might be 
higher than the cost introduced by not meeting the demand during the first 
time period. Furthermore, all cost coefficients are random parameters, and 
therefore the whole situation is complex. It might be cheaper to produce too 
much in time period one and pay the corresponding costs for inventories 
during all following periods than to pay high operating costs during one 
specific period. Therefore, it is not obvious why the production in time period 
one exactly meets the demand. 
During the second time period, the demand is quite low and thus some 
chlorobenzene is overproduced and stored in the inventories to be used in 
periods of high demand. This is directly the case in the third period, where 
the demand is higher than the production and thus the missing amount is 
taken out of the inventory. This procedure continues until time period eight, 
where the production level can be changed. Despite this possibility, the 
program calculated that is is still cheaper to carry over chemicals in the 
storage tanks from the previous period, and not to adjust the production level 
in the first seven time periods such that the inventories are empty. This might 
have been caused by the number of things. 
First of all, it is possible that the average production level in the following 
seven time periods is smaller than the demand in the eighth period. This 
requires the use of chemicals stored in the previous period, in this case period 
seven. Production is not the same along the time horizon; the inventory is 
helping to meet the demand. 
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FIGURE 3.3 CHLOROBENZENE PRODUCTION PROFILE 
Second, the prices for the production of one ton of chemical, as well as the 
price for storing one ton of chemical vary with time, i. e. it might be cheaper 
to store chemicals during some time than to produce them during the interval 
where they are required. 
Third, it is possible that during some periods, the demand might be higher 
than the capacity of the corresponding process. This does not happen for the 
example of chlorobenzene. If the demand is higher than the capacity during a 
given period, the missing amount has to be produced during previous periods 
of lower demand, thus requiring non-empty tanks from previous periods. 
Without inventories, the demand could not have been met. 
In case the demand for the whole planning horizon is higher than the capacity 
of the corresponding processes, it is impossible to fulfil the demand. Since the 
existing capacity is given and remains fixed, the demand can only be satisfied 
if the missing amount of the particular chemical is purchased in the external 
market. This leads to a penalty of 20 percent of the purchase price, though. 
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Since it is generally possible to buy chemicals in the external market to meet 
one's own demands, the model does not prevent any chemical from being 
purchased in the external market, even if there exists sufficient capacity. 
Regardless of the penalty which is involved in buying chemicals in the 
external market, it turned out that for specific combinations of the random 
cost coefficients, it was overall cheaper to buy chemicals which are associated 
with a high production cost outside and sell them with at 20 percent less to 
their own customers. 
Figure 3.4 gives a general overview on how many chemicals have been 
purchased in the external market and for what reason. Solid squares 
represent the need for externally-purchased chemicals due to insufficient 
capacity of the corresponding processes, whereas shaded squares imply that 
it was overall cheaper to buy this chemical externally. This means that the 
model allocate money for the production of chemicals that are more profitable 
and less money to the chemicals that contribute less to the profit. 
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It turns out that styrene is the only chemical for which there was not 
sufficient capacity to produce as much as required. Because the demand is 
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consistently higher than the capacity, even with inventories the demand can 
never be fulfilled. Thus, some amount of the chemical had to be purchased 
externally to satisfy the demands, as seen in figure 3.5. 
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The demand of styrene is approximately 12 ktons per year higher than the 
installed capacity. Thus, a fairly large amount has to be purchased externally, 
and the company should think about expanding the capacity of its styrene 
producing facilities. 
All the data used in this case is fictitious and do not represent any example 
from the real world. In this section the objective was to make use of the 
model developed. In the next section a real study case is analysed. 
3.5 Analysis of the Mexican Petrochemical Industry 
In the previous section a production planning model for dedicated continuous 
processes was presented. The model was validated using a fictitious case. In 
this section a study case using real data is presented and the objective of this 
example is to determine the inventory and operating level as well as the 
purchases of chemicals. The structure of the petrochemical complex used in 
123456789 10 11 12 13 14 
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this case is based on the existing process capacity in Mexico for those 
products that are considered important to evaluate. Table 3.1 shows the 
existing Mexican Nameplate capacity for petrochemicals in 2003. 
The objective of the analysis of the Mexican petrochemical network is to 
determine how flexible the network is, i. e. to see to what extent does the 
system is capable of meeting the market demands according to the 
availability of raw material, existing capacity, and operating costs, and then to 
consider strategic options for changes to the infrastructure. 
Since the network is fixed, i. e., no capacities expansions can take place, and 
imports are allowed to meet market demands, the results for this case give a 
good idea of the flexibility of the actual network. 
Three scenarios were chosen, one with a 0.0 % in demand growth per year, 
another one with a demand growth of 3.0 % and the third one with a 
demand growth of 6%. This change in growth is represented in a change in 
demand. The time horizon has been divided into three time periods, 
consisting in 2,3 and 5 years respectively. The time horizon is 10 years for 
this case study. 
Normally for a country like Mexico, the petrochemicals demand will grow at 
the same rate as the country will grow. All other parameters in this example 
do not change. Rather than a scenario based approach analysis; this is a 
sensitivity analysis which proves suitable for the purposes of this work. 
The results in Table 3.2 show that the structure is not flexible enough to 
handle the market needs. From the results, two important situations can be 
noticed. The first one is that some processes do not work at high rates while 
other processes operate at high, rates, basically at full capacity. This is due 
two reasons, lack of integration for the processes that work at low rates, so it 
is not possible to allocate the intermediate chemical produced in the market 
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since there are not enough processes producing derivatives from those 
chemicals. The second situation is the increase in imports for some chemicals, 
particularly for the final products. The main reason for this is the lack of 
enough capacity to satisfy an increasing demand. 
Figure 3.6 shows the ethylene derivatives chain network for this example. It 
consists of 18 processes; the capacities are per year. In the case of the 
Ethylene Dichloride there are two plants in operation, however the process is 
not the same. Ethylene can be chlorinated or oxychiorinated to ethylene 
dichloride. The oxychlorinated route makes use, as a feed, the hydrogen 
chloride produced as a by-product in the conversion of ethylene dichloride to 
vinyl chloride. 
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TABLE 3.1 EXISTING MEXICAN NAMEPLATE CAPACITY FOR PETROCHEMICALS IN 2003 (PEMEX, 2003) 
Chemical Capacity 
(Ktons) 
Chemical Capacity 
(Ktons) 
Acetaldehyde 294.000 Phenol 38.500 
Acetic acid 228.000 Phtalic anhydride 83.500 
Acetic anhydride 95.000 Propylene 387.200 
Acetone 83.485 Propylene glycol 30.000 
s-Butanol 10.000 Styrene 180.000 
Acrylonitrile 174.000 Terephtalic acid 1510.000 
Ammonia 2812.000 Toluene dilsocyanete 19.500 
Aniline 31.615 Urea 780.364 
Benzene 287.000 Vinyl acetate 110.000 
Bisphenol A 2.000 Vinyl chloride 270.000 
Butadiene 55.000 p-Xylene 280.000 
n-Butanol 14.500 ABS 246.000 
Butyraldehyde 204.000 Epoxy resins 20.400 
Caprolactam 80.000 Melamine Formaldehyde 13.400 
Chlorine 461.785 Nylon 70.000 
Chlorobenzene 5.100 Phenol Formadehyde 35.000 
Cumene 40.000 Polybutenes 11.000 
Cyclohexane 100.000 Polyether polyols 38.000 
DMT 420.000 Polyethylene glycol 5.600 
Ethylbenzene 200.000 HDPE 200.000 
Ethylene 1391.000 LDPE 345.000 
Ethylene dichloride 85.500 PET 400.000 
via chlorination of ethylene from DMT and ethylene glycol 
Ethylene dichloride 71.500 PET 750.000 
via oxy-chlorination from TPA and ethylene glycol 
Ethylene glycol 465.000 Polymethyt methacrylate 32.000 
Ethylene oxide 328.000 Polypropylene 300.000 
2-Ethyl hexanol 230.200 Polypropylene glycol 30.000 
Formaldehyde 195.000 Polystyrene 426.000 
Hidrogen cyanide 10.000 Polyurethane 201.000 
Isopropanol 15.000 Polyvlnil acetate 45.000 
Maleis anhydride 7.000 Polyvinyl chloride 564.000 
Methanol 211.000 Polyester 423.446 
Methyl ethyl ketone 4.300 Urea formaldehyde 123.000 
Methyl isobutyl 14.500 Acrylic fibers 184.000 
ketone 
Methyl methacrylate 20.000 Polybutadiene 34.000 
Nitric acid 454.000 SBR 181.000 
Nitrobenzene 4.100 
61 
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Table 3.2 shows the production and import levels for all the chemicals 
involved in the ethylene chain for the three different scenarios. The results 
are divided in to two groups, intermediates and final products. It is 
interesting to see the increment on imports for the final products in the 
scenarios where the country growth is 3% and 6%. For the case of 0% 
growth, the imports are reduced to a small number of chemicals for which 
their installed capacity has been already surpassed by the local demand, 
particularly for low and high density polyethylene. Another interesting case is 
Ethylene; it seems that under the three scenarios the installed capacity is 
sufficient to supply the market demands without the necessity of imports. 
The installed capacity for ethylene is 1391 KTON/YR, however, in the best 
case under the three different scenarios the production rate (Total 
Production/Total Capacity) is 0.83. This situation, together with the increasing 
imports of ethylene derivatives, shows that there is a lack of integration and 
lack of capacity along the value chain which does not allow the total nor 
optimal use of the existing ethylene capacity. The decision makers in charge 
of the economy of a country or a company can start thinking of expanding 
and installing capacity for certain products. This case will be analysed in the 
next section of this work. 
Notice that the production level for almost all of the chemicals do not change 
much from one time period to the other neither from one scenario to the 
other. This tells us that the structure has reached its maximum production 
capacity and therefore it can not handle any change in a growing market. 
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TABLE 3.2 RESULTS FOR THE ETHYLENE CHAIN DERIVATIVES 
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Chemical Country Growth " 0% annual Country Growth " 3% annual Country Growth " 6% annual 
Imports Imports Imports 
Intermediates 1 2 3 1 2 3 1 2 3 
Ethylene Imports 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Production 1125 413 1125.413 1125.413 1124.395 1122.761 1119 665 1123 347 1119.760 1113.217 
Ethylbenzene Imports 7.000 7.000 7.000 7.000 7.000 7.000 7.000 7.000 7.000 
Production 200 000 200.000 200 000 200 000 200 000 200 000 200 000 200 000 200.000 
Ethylene O)dde Imports 0.000 0.000 0.000 0.000 0,000 0.000 0.000 0.000 0.000 
Production 328 000 328.000 328 000 328.000 328 000 328.000 328 000 328 000 328.000 
Ethyene Dichlorlde Imports 291.200 291.200 291.200 291.200 291,200 291.200 291.200 291.200 291.200 
Production 157.000 157.000 157000 157.000 157.000 157.000 157.000 167.000 157.000 
Acetaldehyde Imports 0.000 0.000 0.000 1.386 13.315 35.70'., 0.000 0.000 0.000 
Production 177.840 177.840 177.840 177.840 177,840 177.840 177.840 177,840 177.840 
Styrene Imports 589.749 589.749 589.749 591.760 695.007 598,658 693.830 696,558 826.982 
Production 180,000 180.000 180.000 180.000 180.000 180.000 180.000 180 000 180,000 
Ethylene Glycol Imports 18.989 18,989 18.989 36.989 38.989 36.980 38.089 36.989 36.980 
Production 377.011 377.011 377.011 377,011 377.011 377.011 377.011 377.011 377.011 
Vinyl Chloride Imports 298.459 296.459 286.459 310.920 310.920 310.920 310.920 310,920 310.920 
Production 270.000 270.000 270.000 270 000 270,000 270.000 270,000 270000 270.000 
Acetic Acid Imports 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Production 228.000 228.000 228.000 228.000 228.000 228,000 228.000 228.000 228.00(1 
Final Products 1 2 3 1 2 3 1 2 3 
HDPE Imports 307.504 307.804 307.504 338.411 388.336 482.043 370.231 479.155 708.867 
Production 200.000 200 000 200 000 200.000 200.000 200.000 200.000 200.000 200.000 
LDPE Imports 382.875 382.675 382.676 428.990 498.575 632,934 472.616 628,793 958.156 
Production 345.000 345.000 345000 345.000 345.000 346.000 345.000 345.000 345,000 
Polystyrene Imports 4.000 4.000 4.000 30,187 72.488 151.884 67.147 149.437 344.065 
Production 428.000 428.000 426.000 428.000 426 000 428.001) 426,000 428.000 426,000 
Polyesters Imports 0.000 0.000 0.000 0.000 0.000 0.000 0,000 0.000 114,640 
Production 423 448 423 446 423 441; 423 448 423 446 423 441. 423 446 423 448 423 4411 
PVC Imports 0.000 0.000 0.000 0.000 0.000 40.782 0.000 38,202 241.881 
Production 549 960 549 960 549 960 584 000 664 000 684 000 564 000 684 000 664.0011 
Vinyl Acetate Imports 0.098 0.098 0.098 3.446 8.855 19.007 6.893 18,604 35.817 
Production 67.929 57.929 57.929 55.319 51,103 43.181 52.631 43.433 26.643 
Acetic anhydride Imports 106.900 108.900 108.900 119,196 139.057 176.337 131.656 175,188 268,572 
Production 95.000 95.000 95.000 95.000 95,000 95.001 95,000 95.000 95d001i 
ABS Imports 24.000 24.000 24.000 40.443 87.004 116.857 57.372 115,321 237.5211 
Production 246.000 246.000 248,000 246.000 2411,000 246.000 246,000 246.000 248.00(1 
SBR Imports 0.000 0.000 0.000 0,000 0,000 7.146 0,000 6.352 89,7111 
Production 150.050 150.050 150.050 159.188 173.949 181.000 168.598 181.000 181.0(X) 
Total Imports 2028.476 2028.476 2028.476 2194.482 2419.891 2888.337 2329.160 2835.115 4184.2411 
Total Production 5536.849 5536649 5538849 6558.199 5585.100 5581.151 5581.871 5561.490 65, '18.15': 
Table 3.3 presents the results for the entire network structure. The total 
production in the system does not increase too much from scenario 1 to 
scenario 3. However, the increase in total imports is very high from scenario 1 
to scenario 3, where its total imports almost match its total production. In the 
three scenarios we notice that some exports occur, these exports correspond 
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FIGURE 3.6 ETHYLENE EXISTING CHAIN DERIVATIVES 
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to final products like terephtalic acid, polyvinyl chloride, and SBR (Styrene- 
Butadiene Rubber). The existing capacity for terephtalic acid is 1510 
KTON/YR, however the internal demand for this chemical is only the 
equivalent for half of the installed capacity, the other half of the capacity is 
used to cover the export demand. The reason for having such export related 
products shows how some companies have manage to grow in a way that 
they can supply all local demand and then they have turn into export oriented 
companies with enough installed capacity to cover both local and external 
demands. 
TART F''I cI IMMARV nF FNTIRF NFTW(1RK STRIKT(IRF 
Scenario 1 Scenario 2 Scenario 3 
KTON/YR 1 2 3 1 2 3 1 2 3 
Total Production 13262.717 13262.717 13262.717 13386.039 13466.485 13579,736 13438.241 13576.463 13752.706 
Total Imports 5982.703 5982.703 5982.703 6420.884 7182.473 8623.484 6907.196 8577.358 12337.979 
Total Sales 6469.215 6469.215 6469.215 6728.548 6983.564 7423.008 6890.619 7411.383 8194.659 
Total Exports 893.925 893.925 893.925 843.997 823.169 795.278 831.588 794.437 945.446 
The total existing capacity for the network is 17471 KTON/YR. The average 
production rate for each scenario at the end of the last time period is 0.77. 
The net present values (NPV) for the entire production plan over the three 
time periods for the three different scenarios are presented in Table 3.4. 
TABLE 3.4 NPV FOR PRODUCTION PLAN FOR THREE DIFFERENT SCENARIOS 
Scenario 1 Scenario 2 Scenario 3 
Notice that in scenario 1 (0% growth) the production plan presents a positive 
net present value. According to finance theory, a positive value for a net 
present value, generally means that the investment is attractive. In this case, 
even though there is no capacity investment, there is a cost associated with 
keeping the production plan active, therefore, in the case of scenario 1 it is 
profitable to keep the network working for the life of the production plan (10 
years) considering the economic assumptions made. 
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For scenario 2 and scenario 3 the net present value is negative, this means 
that the overall profit for these two production plans is negative, i. e., the plan 
is loosing money. In these CASES the high costs of imports result in losses. 
However, it is important to mention that this does not mean that production 
of all chemicals should stop. In view of these results, decision makers should 
raise a red flag and start thinking in a feasible strategy to avoid situations 
with negative NPV's. 
All examples have been modelled in GAMS (Brooke et al., 1992) and solved 
using a Unix-based SUN workstation with CPLEX version 9.0 as the solver. A 
margin of optimality (OPTCR) of 0.02 was used in every case. 
3.6 Operation Rate 
As mentioned before, the total existing capacity for the network is 17471 
KTON/YR with an average production rate (total production/total capacity) for 
each scenario at the end of the last time period of 0.77; in other words, the 
system is only making use of 77% of its total installed capacity, leaving 23% 
of capacity idle; having some processes working full capacity (HDPE, LDPE) 
and others working at rate lower than the average (Acetaldehyde, Vinyl 
Acetate). 
The model can be constrained adding the next equation to the production 
model 
W 
, gyp,, ? 
PRi x ExCap, v i, j, t (3.16) 
where ExCap, is the existing capacity for process i to produce chemical j 
and PR, is the minimum production rate we want the process to operate at. 
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Let focus on the ethylene derivatives chain analysed before. From 18 existing 
and operating processes five of them did not meet the minimum operational 
rate of 80%. The chemicals whose manufacturing processes do not operate 
under these conditions are: Acetaldehyde, ethylene, ethylbenzene, Acetic 
Acid, Vinyl Acetate and SBR. 
In the case of Acetic Acid, the process does not operate for the first time 
period only; the process starts operating during the second time period and 
continues operating for the third period with operation rates of 0.843 and 
0.867 respectively. During the first period the demand for Acetic Acid is not 
enough so as to have the plant operating at rates above 80% of its capacity, 
however, for the subsequent periods, the demand has increased enough so 
as to occupy more than 80% of the installed capacity 
It is also important to analyse the case for ethylene, which is the building 
block for many important petrochemicals. As it can be seen in table 3.2 for an 
economic growth of 3% the production of ethylene is about 1119 KTON/YR at 
the end of period three giving a production rate of 0.808. However, since 
some processes do not meet the new operating conditions, these processes 
do not operate causing a reduction in the ethylene demand, i. e. the value 
chain is disrupted bringing the demand of ethylene down to 927.89 KTON/YR. 
The demand for ethylene is met by imports. The NPV for this case is - 
7815. OOE5 USD; significantly lower than -61030.138E5 USD for scenario two 
without operational constraints. The increasing imports for products results in 
a more negative NPV. 
It is worth analysing whether it is a good decision to stop processes 
operating at low rates. In this case is obvious that it is cheaper to produce at 
low operating rates than importing, and avoid disrupting the value chain. It is 
important to mention that in this model the production costs are considered 
to be linear with respect to production rates. 
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In the next chapter the same process network presented in this chapter will 
be analysed, however we will modify the model in order to determine the 
optimal selection and expansion of processes over a long range planning 
horizon. The objective will be to determine an expansion policy which will 
modify the structure of the process network increasing capacities, selecting 
new technologies or doing both. 
Long range Planning with Capacity Expansion 
Chapter 4 
Long range Planning with Capacity Expansion 
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In this section the capacity expansion planning problem is analysed. It has 
been showed in previous section that a fixed network structure is not flexible 
enough to respond to the market demands; this is the case of the Mexican 
Petrochemical Industry. It was proved that some processes work at full 
capacity and some other at low operating rates. This is mainly because the 
development of the network has occurred organically and it does not 
integrate all the processes according to feedstocks availability and market 
trends. 
In this section the impact of implementing a capacity expansion policy to 
maximise the value of the petrochemical network at the end of the time 
horizon considered is analysed. This work has focused in two deterministic 
examples based on the amount of investment available for each time period 
considering an economic growth of 3% per year for both cases. 
This analysis will look at the whole petrochemical network an its derivatives 
chains as a whole in order to identify the most promising sub-chains and 
determine whether it is profitable to invest in adding capacity. 
4.1 The Model 
4.1.1 Nomenclature of Deterministic Model 
Most of the sets, variables and indices are the same as for the operation 
planning model. Thus only the additional ones are given as follows: 
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4.1.2 Parameters 
At Fixed term for investment cost of process i 
a, 1 Variable term for investment cost of process i 
QE` Capacity expansion lower bound for process fl n time t 
QE, ', Capacity expansion upper bound for process Pn time t 
NEXP(i) Maximum number of allowable expansions of process i 
CI(t) Capital investment limit in period t 
4.1.3 Continuous Variables 
Q, j Capacity of process 
i at time t 
QE,, Capacity expansion of process ! at time t 
4.1.4 Binary Variables 
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Y, t Binary variable which is 1 whenever there is an expansion 
for process i at the beginning of time period t, and 0 
otherwise. 
4.1.5 Mathematical Formulation 
As indicated before, a network of NP chemical processes interconnected in a 
finite number of ways is assumed to be given. The network also involves a set 
of NC chemicals which include raw materials, intermediates and products. The 
processes will be interconnected by a total of NS streams to represent the 
different alternatives which are possible for the processing and the purchases 
and sales from NM different markets. Also given is the initial capacity 
available for each process. 
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The various expansion alternatives will be represented within this network. 
The problem is then to determine the products to be produced, the raw 
materials to be consumed and the process that will integrate the industrial 
complex. In addition, the capacity expansion policy of the processes must be 
determined. This problem will be modelled as a multiperiod MILP. 
The chemical complex will be operated over a number of periods where the 
investment, operating expenses, chemical prices and demands can vary from 
one period to the other. In addition, several markets will be considered for 
the purchasing and selling of the chemicals. 
The following assumptions will be made for the MILP model: 
" the material balances for each process can be expressed linearly in 
terms of the rate of the main product. 
" the main product will define the capacity of the plant. 
" Investments for processes and their expansions will be expressed 
linearly in terms of capacities with a fixed cost charge, this will enable 
the economies of scale to be taken into account. 
" To avoid violating constraints when trying to satisfy others it is 
necessary to add slack variables to the model. In this case demand for 
chemicals has to be satisfied 100% percent but it might be the case 
that the production plan can not meet this demand. Therefore slacks 
have been added to the objective function and the constraints in order 
to insure the (numerical) feasibility for all possible future demands. 
Slacks are variables which are introduced in equality constraints in 
order to relax them, i. e. variables which can take any value to ensure 
the (numerical) validity of the constraint. Because it is usually not 
desired that slacks carry any value different than zero, their use is 
penalized in the objective function. Thus, slacks variables carry a value 
different from zero only in the case that a constraint cannot be 
satisfied otherwise. It has been assumed that if demands cannot be 
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fulfilled, 20 percent more than the sales price of the internal market 
have to be paid to import the relevant chemical. 
The objective function to be maximised is the net present value of the project 
over a long range horizon consisting of a finite number of NT time periods. 
In the formulation of this problem, the variable Q represents the total 
capacity of the plant of process i that is available in period t. The parameter 
Q, 0 represents the existing capacity of a process at time t=0 and following 
this, Q, 0 =0 when there is no capacity installed for process /at t=0. The 
variable QE,, represents the capacity expansion of the plant of process i 
which is installed in period t. For a plant that has not been installed during 
previous time intervals (i. e. which has zero capacity), the first non-zero value 
of QE,, during the planning horizon corresponds to the installation capacity of 
the plant. If y; t are the 0-1 binary variables that indicate the occurrence of the 
expansions for each process /at each time period t, the constraints that apply 
are: 
y11 QE 
L 
it <QE,, < QE 
U 
ItYr, i =1, NP t =1, NT (4.1) 
ylt = 0,1 
Q, r = Q,,, -, + 
QE,, 
i =1, NP t =1, NT (4.2) 
i =1, NP t =1, NT (4.3) 
In equation (4.1), QE, and QE,, 'are prespecified lower and upper bounds for 
the capacity expansions. In equation (4.2) a zero-value of the binary variables 
Y forces the capacity expansion at period t to zero, i. e. QE,, = 0. If the 
binary variable is equal to one, the capacity expansion is performed. Equation 
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(4.3) simply defines the total capacity Q that is available at each time period 
t. 
The amounts of the chemicals consumed and produced in period t of the 
plant of process ! are represented by the variables 
Wir >_0 i=1, NP j EL, t=1, NT (4.4) 
where L, is the index set of streams corresponding to inputs and outputs of 
process i Let stream mi E L, correspond to the main product produced by 
process / Then the amount produced of that product cannot exceed the 
installed capacity; that is 
Q; t >_ W;,,,,, i =1, NP t =1, NT (4.5) 
and it also has to be ensured that a plant is operated above a minimum 
desired percentage, w, of the available installed capacity: 
W, 
, ir 
z Q; cv i =1, NP t =1, NT (4.6) 
Constraint (4.6) is important since in the real world requires the plant to 
operate at a minimum desirable level in order to be operationally efficient. 
The material balances in each plant are given by linear relations: 
Wit = pywi",, i=1, NP jELi t=1, NT (4.7) 
where , u4 are positive constants characteristic of each process i and 
chemical j By definition, the mass balance coefficients are based on the flow 
direction of the main product m; of process i. 
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As for the raw materials, intermediates, and products, they will be 
represented by NC nodes of chemicals where purchases and sales are 
considered in one of several markets, /=1,.., NM. If the variables for 
purchases and sales are represented, respectively, by Parr, Sj, t, they must 
satisfy the inequalities: 
a, <P 11 ý a% V . 
1,1, t (4.8) 
dr <"Sjrr -< 
dU b J, l, t (4.9) 
where a,, a%, are lower and upper bounds on the availabilities, and d,, , 
d j,, are lower and upper bounds on the demands. 
To introduce the possibility of storing chemicals we introduce the next two 
equations: 
v; 
t _<QVtU 
d j, t X4.10 
Vor >_ 0Vj, t (4.11) 
Where V; l is the variable representing the inventory of chemical j at the end 
of period t. The parameter QVý is the inventory upper bound forcing the 
inventory of chemical j to be lower, or equal, than a certain desired amount. 
Equation (4.11) is the condition that forces the inventory to be a non- 
negatiive. 
Defining I(j) as the index set of plants which consume stream m of chemical j, 
and 0(j) as the index set of plants which produce stream m of chemical j, the 
overall material balance for each chemical j is defined by: 
Vjt-1 +Pjlt +I Wmt -Vjt +Sjlt + 
Ey'Vmt V j, 1, t (4.12) 
mel (j) me0(j) 
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Thus, the material balance takes into account that some amount of chemical j 
may be stored or taken from storage in interval t. 
The demand for chemical j must be fully satisfied either through local 
production or with imports of such chemical j. Equation (4.13) introduces the 
variable importsj, t allowing so that total demand of chemical j at time period t 
is satisfied. Also, in the same equation an upper bound for the amount of 
chemical imported is set. In this case, the demand upper bound is the 
maximum value that the imports for chemical j can have. 
S jj, + importsj1, =d ju,,, V j, 1, t (4.13) 
Another performance measure that has proved to be very useful to measure 
the risk involved in this project, and to have some assurance that the 
decisions taken are the best, is the Net Present Value (NPV) method. With 
this method the costs of future decisions (investments, capital costs, 
operational costs, royalties, etc. ) are translated to their present value. 
Finally, the net present value of the project is given by: 
" The sales revenue 
NC NM 
SR, = (Er Y; rr (DEMANDj, r -PEN- importsjrr) - ýr rýrr ý'jýr) Vt 
(4.14) 
j=i 1=1 
The sales revenue is obtained by the sales of each chemical from local 
production. This value is obtained by the difference between the demand and 
imports of chemical j. We penalise the imports multiplying ithem by PEN, a 
penalty factor we assign for purchasing chemical jon the outside market. The 
factors y;,, and r, 1, are the sales and purchase prices, respectively, of 
,f 
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chemical j It has been assumed that if demands cannot be fulfilled, 20 
percent more than the sales price of the internal market have to be paid to 
buy the chemical externally. 
" The capital investment cost 
NP 
CC, =E (cratrQEir +cr, 6trYir) Vt (4.15) 
i=1 
The capital investment cost is the summation of each investment made during 
each time period. The capital cost can be split in two. One part is the variable 
capital cost given by the amount of capacity expansion multiplied by the 
parameter a; 1 . The other part is the fixed capital cost which it is obtained 
multiplying the fixed investment coefficient At by the binary variable Y, 1. 
" The operating Cost 
AT 
OC, = Ze, S; 1W rdt (4.16) 1=1 
The operating cost is obtained by multiplying the unit operating cost 8,, by 
the amount of the main chemical j produced in process I. 
" The inventory cost 
NT 
IC, =Ee, PJEj, V,, Vt (4.17) 
r=t 
The inventory cost is the cost of storage of the chemicals. This cost is 
obtained by multiplying the inventory cost factory PIED, , by the amount of 
inventory of chemical J. 
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" Hence, the profitability of the project is given by the summation of the 
sales revenue, capital investment cost, operating cost and inventory 
cost. 
PF =SRS -CC -OC, -IC, (4.18) 
Finally the objective function is given by 
max NPV =E PF, (4.19) 
i=l 
Equations (4.15) to (4.19) could also be expressed in the next single 
equation: 
NP NP NP NT 
NPV =-1: Z(c, a, QElr +e, QI, y,, )-Z ZerslrW, r 
I-I I"I i-I r. 
NC NM NT (4.19a) 
+ZZZ (s, y Jr, (DEMAND Jrr - PEN " imports Jrr) - e, r1l, Pj,, ) J"1 I"I v-I 
+ZZs, P1EJ, VJ, 
J 
where the parameters a,,, , ß,, represent respectively the variable and fixed 
terms for the investment cost, 8,, is the unit operating cost, and y,,,, r,,, are 
the prices of sales and purchases of the chemical j in market /, /=1, NM. All 
these parameters are discounted at the specified interest rate and include the 
effect of taxes in the net present value. Equations for converting annualized 
cost into present value and for taking into account the effect of taxes and 
depreciation can be found in Peters and Timmerhaus (1991). 
In order to determine the optimal planning of the network, the multiperiod 
MILP model consists of maximizing the objective function in (4.19) or (4.19a), 
subject to the constraints (4.1) - (4.18). 
Additional constraints that are included: 
a) Limit on the number of expansions of some processes: 
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NEXP(i) Vi (4.20) 
r-i 
where NEXP(i) is the maximum number of expansions for process L 
b) Limit on the capital available for investment during some time periods: 
NP 
Z (arrQE, r + ßYu) S Cl, Vi (4.21) 
where a,, A are non-discounted cost coefficients corresponding to period t 
and CI, is the capital available for investment during period t. 
4.2 Case Study 1 
In this case it is considered that there are no investment limitations, i. e. 
there is an infinite availability of financial resources. In this case equation 
(4.23) is eliminated. The time horizon considered is 10 years divided into 3 
time periods. The number of expansions allowed for each process is one per 
time period. The initial existing capacity is based on the current data for the 
Mexican Petrochemical Industry. In the case where a process does not have 
an existing capacity the first expansion will be considered as the plant 
installation. Table 4.1 shows the optimal expansion policy for this study case. 
It can be seen that most of the expansions take place in the first period of 
time. This is partly because the model tries to minimise the import costs from 
the very beginning of the time horizon. From table 4.1 we can also analyse 
the consumption and production for different product chains. Consider the 
case for p-Xylene which has an initial capacity of 280 Kton/Yr and is expanded 
by 455 Kton/Yr in the first period and by 455 Kton/Yr In the third period. 
Another p-Xylene plant of 455 Kton/Yr is installed in period one using a 
different process than the one already installed. The total installed capacity 
for p-Xylene at the end of period three is 1645 Kton/Yr. 
Long range Planning with Capacity Expansion 79 
Table 4.1 OPTIMAL expansion oolicv for unlimited investment and economic growth of 3% 
Process to Produce Chemical 1 
Kton[Yr 
2 3 Proce. 0 1 
to r 
2 3 Pmrwee 1 
lo r 
23 
4" Acetic Acid 272.000 - 3" Ethylwe Iycol t Hit - sIemine- ormelde ryd 4,938 - 
8" Acetic Anhydride 121.751 98 " Ethylene Oxide 58 611 193 " Nylon 44.911 8042 
9" Acetic Anhydride' 136 000 - 97.2-Ethyl HexanoP 64.000 84.000 196 " Phenol-Formaldehyde 25000 - 
11 " Acetons 68 958 - 107 - Hydrogen 71.760 - 197 - Poyhutenes- 27,000 27000 
12 " Acetylene 7.707 7.707 - 106 - Hydrogen Cyenlde" 39.653 198 " Polyether polyols" 45,000 45.000 " 
16 - Acetylene 138.000 - 112 - Isoprene 69410 - 199 - Polyelher polyoll 25.000 25.000 
23 " AcrylonlMle" 104563 - 118 - laopnne 38000 29.738 - 200. Polyetter polyola 46,000 46.000 
24 - Acry4oni011e 79 022 - - 121 - Maisie Anhydride' 27.000 - 17.688 202 " HDPE" 44,033 
31 - Allyl Chloride 13 873 - - 122 - Malale Anhydride 27 000 27 000 207 " HOPE 486 000 188 721 
35 " Anilin 1B 400 127 - Methanol' 651.743 - 209 " LDPE 600.000 174 887 
38-Anilin 45.000 - 130-Methyl Acrylet* 6.154 - 210-LDPE 251.644 - 
37 " Ben-ne- 180.000 180.000 132 - MEK' - 28.661 ? 12. PET' 225000 226.000 
38 - Benzene 180,000 180.000 - 134 - MIBK 48 000 48.000 714 - Polymethyl methecrylale 7.995 SODS 
39. Blsphenol-A" 15 414 - 138 " Methyl Methacrytate 26.000 - - 118. Polypropylene- 65,327 122 614 
41 - Butadlene 90.000 90 000 137. Nitric Acld" 330.000 330,000 219 - Polypropylene 404.604 
42 " Butadiene 90.000 138 - Nitric Acid 382.000 362.000 120 " Polypropylene Olyco7 9.000 9.000 
47 - n-bulen0N 88000 88000 139. Nitrobenzene' 27,518 /21 " Polystyrene- 112.277 143.698 
48 " n-bulanot 68000 68.000 - 140 - Phenol' 66.298 725 " Polyurethem" 29 459 31,805 
49 - n-bulenol 88.000 08 000 - 144 - Phosgene 61.000 60,383 729 - Polyvinyl Acetate 31 872 - 
50 - s-butancl - 36.279 148 - Phthallc Anhydride 84 000 131 - Polyvinyl Alcohol 45.000 19 803 
51 " Butyreldehyde" 28.000 28.000 147 - Propylene' 232.772 382 000 132 " Polyvinyl Butpd 11,000 2.439 
52 " Ceproledam 68.000 149. Propylene Glycol 45.000 45.000 - 733 - Polyvinyl Chloride' 101.546 
62 - Chloroprens 36.520 - 150 - PropOMne Oxide 80.000 737 " Polyvinyl Chloride 73 664 
63 " Chloroprene 39.336 11.335 162 " Styrene' 289.396 141 - SAN 13,792 
64 " Cumene" 86 627 - 153. Styrene 454,000 330,488 744 " Unsaturated Polyester 64.632 - 
67 - Cyclohexanol 23 000 - 183 " Terephtallo Acid 819.385 76 898 147 - Unselursted Polysem 300.000 
70 " Cyclohexanone 37.909 - 168 " Ursa' 218.132 . 749 " Una Formaldehyde - 21.280 
71 " DMT' , 89 094 176 - Vinyl Chloride 272.000 . 50 " Vinyl AcelaleNlnyl CL 23.000 7.141 72 " DMT 160 000 160.000 - 179. p"Xylene 456000 - 165. Butyl Rubber 41,000 19.282 
74 " Eplohlorohyddn 14,258 - 180 - p-Xylene" 456,000 326.485 268 " EP Rubber 13,792 
79 " Ethylbenzene' 413.642 608.333 - 183 - ASS " 65 DOD 66 000 168 " N6rlls rubber 21000 7.141 
94 - Ethylene 913,167 - 184 " Barrier resin 27.000 27.000 183 " Polychloroprone 34.000 11.212 - 
08 - Ethylene 1089 470 185 " Barder realm 27.000 27.000 186. Polychloroprene 46.000 18.296 
90 " Ethylene dlchlorlde" 19 200 - 188 " Baffler reales 27 000 27000 288 " BBR' 20 866 91 - Fthylene dlchlorMe" 272 000 188 " Epoxy Reelne 5082 
* Process with existing capacity at the beginning of time horizon. 
The p-Xylene production is consumed as follows: 309.5 Kton/Yr for the 
production of dimethyl terephtalate (DMT) via sterification of p-Xylene; 32.31 
Kton/Yr for the production of Phthalic Anhydride via oxidation; 1011.7 Kton/Yr 
for the production of terephtalic acid fibre grade (TPA) via oxidation and 
291.522 Kton/Yr for crude grade TPA via reaction of p-Xylene and 
acetaldehyde. Most of the p-Xylene produced goes to the production of DMT 
and TPA which at the same time both are used for the production of 
polyethylene terephtalate (PET) for which total capacity at the end of time 
period three is 1200 Kton/Yr via TPA and 400 Kton/Yr via DMT. Both 
processes consume ethylene glycol but the latter also needs methanol. 
Polyethylene Terephthalate is mainly used for packaging (blow-moulded 
bottles). This is a good example of how the exogenous demand for final 
goods drives the demand for intermediate and basic petrochemicals. Figure 
4.1 shows the final network structure for the ethylene chain derivatives. It 
can be compared with Figure 3.6 which represents the initial capacity for the 
same supply chain. 
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As can be observed, ethylene is a very important building block resulting in 
the installation of two processes for its production with a total installed 
capacity at the end of third time period of 3394 Kton/Yr. The two processes 
installed use Naphtha as a main feedstock. These processes are characteristic 
for producing a high yield of Propylene, another important building block, as a 
by-product. It is also interesting to observe that for polyethylenes (HDPE and 
LDPE) the combined capacity at the end of the time horizon is almost 4 times 
the initial combined capacity. To any investor this could be a good indicator to 
identify a potential investment opportunity, provided further analysis is done. 
Table 4.2 presents the total results for different variables where one can see 
the increment on capacity from one time period to the next. 
Table 4.2 Summary of results for Case Study 1 
Time Period 
12 3 
Total Capacity Expansions (Kton/Yr) 11330.510 4692.899 2048.081 
Total Installed Capacity (Kton/Yr) 28801.005 33493.904 35541.985 
Total Production (Kton/Yr) 24937.704 29825.626 33219.915 
Total Imports (KtonNr) 1602.108 1039.740 1551.156 
Total Sales (Kton/Yr) 8361.557 9209.643 10640.937 
Total Exports (Kton/Yr) 2801.119 3752.362 3831.786 
Available Investmements ($10E5) co 00 oo 
Total Investments ($10E5) 57748.129 20746.918 12625.680 
NPV = 346194.678 ($10E5) 
The capacity expansion policy has a significant impact on all variables not 
only reducing imports considerably but also increasing the amount of exports. 
Most of the capacity expansions take place during period one, therefore, the 
amount of capital invested is considerably higher in period one since it is 
imperative to minimise the imports and proves that the actual capacity is not 
enough to supply the demand for an economic growth of 3%. 
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FIGURE 4.1 OPTIMAL ETHYLENE DERIVATIVES CHAIN AFTER EXPANSION FOR CASE STUDY 1 
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4.3 Case Study 2 
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For this case, it has been assumed an scenario of 3% of economic growth per 
year. However, in this example the capital available for investing each time 
period is constrained as follows: 
Table 4.3 Limit on Investment 
Period Capital (1e5 $/Yr) 
1 20,000 
2 25,000 
3 30,000 
Table 4.4 presents the capacity expansions for this study. It can be noticed 
that fewer expansions take place since less capital is available; however, 
there are some products whose capacity expansion policies do not change too 
much, basically, having almost the same capacity at the end of period three. 
This is the case for HDPE, LDPE and PET. Again this is a good indication that 
the capital is being allocated to the most profitable projects, provided further 
analysis is done. 
Figure 4.2 presents the optimal network for the ethylene chain derivatives for 
the case where there is a limited capital amount for investments. Since the 
model includes a constraint limiting the investment one would expect the 
model to allocate the money in the best possible way in order to maximise the 
net present value of the project. It is interesting to see that in this case the 
amount of ethylene required for the network is practically the same as in the 
previous case where there are no investment constraints. The total capacity 
expansion for ethylene is 2011 Kton/yr compared to 2002 Kton/yr for the 
previous example. 
Long range Planning with Capacity Expansion 
TART F44 flDTTMAI FYDANCVIN Dni Tf'Y Frio I INI TMTTFf TNVFSTMFNT ANI) Frf1N(1MTr GDnwTw r 7D/n 
83 
Procene to Produce Chemkel- 1 
Time Period 
2 3 Procnee to Produce Chemical- 
T 
1 
ime, Period 
2 3 Prnceee to Produce Chrmiral" 
T 
1 
ime Period 
2 3 
4- Acetic Acid - - 272.000 12 11 - Malem Anhydride - 27,000 - 161 - Wyuulen. a - U .u 9. Acetic Anhydride' 136.000 - 121.751 122 - Mal. lc Anhydride - 27.000 27.000 207 - HOPE 388.336 - 296 318 
12 - Acetylene - 15.416 - 127 - Methanol' - - 636.000 209-LOPE 428.900 - 329.711 
16-Acetylene - 122528 - 130-Methyl Aerylete - 11.384 - 210-LDPE - 189610 - 
24-Acrylonltrt. - 147.435 37210 134-MIRK 46.000 46.000 212-PET' - 225.000 225.000 
31 - Atyl Chlorid. - - 16.135 137 - Nltrlc Acid* 330.000 330.000 214 - Poymethyl melhecrylat. ' - 7.995 - 
34 -Anilin Aniline 22 191 41.255 - 138 - Nitnc Acid 382 000 362.000 - 216 - Potypropyieite - 191,884 - 
37 
: 
18000 180.00 - 139 - Nitrobenzene' 68 000 55 281 - 219 - Polypropylene 277.941 - 122 614 
38 - Benzene 180.00 180.00 - 144 - Phosgene 61.000 58.516 - 220 - Polypropylene Olycor - 6000 6.037 
41 -Butadlene - - 90.000 146. Phthallc Anhydride 64.000 - 221- Polystyrene' 30.187 132.003 - 
47 - n-butanor - 68.000 68.000 147 " Propylene' 362.000 362.000 - 225 - Poryurethen. " - 25.066 36.005 
48 - n-butanol 88000 68.000 - 150 - ProplI. ne Oxide 50000 - 229 - Polyvinyl Acetate - 31.872 - 
49 - n-butanol 68.000 68.000 - 152 - Styrene' 454.000 404 635 - 231 - PolyNnyl Alcohol 45.000 - 30.126 
51 - Butyreldehyde' - 28.000 11.918 163 - Terephtallc Add - - 193.9511 232 - Poydnyl Buyr l - 11.000 - 
62 - Chlomprene 45.000 - - 166 - Urea* - - 484.501 233 - Polyvinyl Chloride' - - 176.100 
63 - Chloropren. 30.854 - 20.236 175 - Vinyl Chloride 272.000 - - 241 - SAN - 14.000 - 
70 - Cycbhexanone 68.000 - 179 - o-xylen. - - 218.180 242 - Unsaturated Polyagiler - - 63196 
71 - DMT' - - 89 894 180- p-Xylen. " 455.000 456 000 247 - Unsaturated Poly elan - 98 696 - 
72 - OMT 150.000 150.000 - 183. ASS " - 56.000 65.000 249 - Ursa Formaldehyd. 21.260 
74 - Epichlorohydrln - - 16.484 154 - Birder rosins 27.000 27.000 - 250 - Vinyl Acetate/Vinyl CL 23.000 - 3.878 
79 - Ethylb. nzene' 485 457 499.203 - 186 - Barrier nein. 27.000 27.000 - 256 - Butyl Rubber 41.000 19 282 - 
80 - Ethylene - 1208 964 - 188 - Barrier rosins 27.000 27.000 - 258 - EP Rubber 14,000 - 
84 - Ethylene - - 804.748 108 - Epoxy Resins - - 9 000 268 - Nlldle rubber 23.000 - 11.942 
90 - Ethylene dichloride' 216 408 - - 190 - Melamine-Formaldehyde - - 2.520 783 - Polyehlompr. ne 34 000 18.413 
91 - Ethylene dichloride' 72.792 - 77.897 191 - Melamine-Formakbhyd. 1.077 1.342 - . '65 - Polychlompr. n. 46.000 - 28 378 
93 - Ethylen. Glycol - - 198.989 193. Nylon 34,336 - - )66 - SBR" - - 20.655 
107 - Hydrogen - - 74.512 184 - Nylon - - 38.742 
112 - Isoprene 0 886 195 - Phenol-Formeldeh 6800 
" Process with existing capacity at the beginning of time horizon. 
As one can observe in Table 4.4, processes to produce chemicals like 
propylene, styrene, HDPE, LDPE and polypropylene are selected by the model 
to expand or install capacity. The model favours products like resins and their 
precursors most likely because products have high demands and the value 
added that they present is attractive. 
Propylene is produced by plants dedicated for its production and also as a by- 
product in the production of ethylene. Propylene is an important feedstock 
for the manufacturing of a many other petrochemicals like acrylic acid, 1,4- 
Butanediol, cumene, isopropanol, styrene and polypropylene among others. 
Even though there is a limit on the capital available to invest it seems that still 
the amount of capital available is enough to expand the necessary capacity to 
have a positive NPV for this study case and decrease, significantly, the 
amount of chemicals imported to satisfy the demand. 
Figure 4.2 shows the final ethylene chain derivatives for this case. It can be 
compared with figure 4.1 and noticed that both structures are very similar, 
supporting the statement that ethylene is an important building block. A proof 
of this is that in the case study 1 and in this case, the model allocates 
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FIGURE 4.2 OPTIMAL ETHYLENE DERIVATIVES CHAIN AFTER EXPANSION FOR CASE STUDY 2 
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the necessary capital to install and expand the capacity of ethylene 
derivatives. 
Table 4.5 shows the summary of results for this case study. The total amount 
of capacity installed during the time horizon considered is about 16814 
Kton/Yr. The capacity is installed during the three different periods. In each of 
the three periods, similar amounts of capacity are installed. This situation 
contrasts with the case of the study case 1 where more than half of the total 
amount of capacity installed during the time horizon happens in period one. 
TABLE 4.5 SUMMARY OF RESULTS FOR STUDY CASE 2 
1 
Time Period 
2 3 
Total Capacity Expansions (KtonNr) 5295.574 6188.419 5330.309 
Total Installed Capacity (Kton/Yr) 22766.069 28954.487 34284.796 
Total Production (Kton/Yr) 19473.213 26290.547 32203.514 
Total Imports (Kton/Yr) 4598.317 3197.058 2803.268 
Total Sales (Kton/Yr) 8223.089 9110.419 10631.939 
Total Exports (Kton/Yr) 1330.727 2608.619 3925.384 
Available Investmements ($10E5) 20000 25000 30000 
Total Investments ($10E5) 20000 25000 27855.992 
NPV = 291344.303 ($10E5) 
Also in this case, there is a considerable amount of exports which corresponds 
to the same products mentioned in previous case and that account with 
enough capacity to supply the internal and external market. 
In this chapter the multiperiod MILP planning model with capacity expansions 
for the petrochemical industry has been addressed. The problem is 
characterised by binary decisions variables for each process in each time 
period. In real life, a decision such as expanding capacity or selecting a 
process is not a straight forward process. Companies are exposed to certain 
uncertainties that will influence the decision-making process. In the next 
chapter an stochastic dimension will be added to the model in order to 
incorporate some uncertainty into the problem. 
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Chapter 5 
Capacity Planning Under Uncertainty 
Many different variations of optimisation under uncertainty have appeared 
since the pioneering work of Dantzig (1955), where the linear programming 
problem is formulated with an uncertain right hand side vector. Under the 
broad heading of stochastic programming the various approaches can be 
classified according to the nature of the uncertain parameters and how they 
appear in the model, ranging from recourse programming, probabilistic 
programming and dynamic programming, with recourse approach being a 
specially popular method for sequential decision making problems (Liu and 
Sahinidis, 19986 and Kall and Wallace, 1994). 
In its most basic form, the two stage stochastic programming problem with 
recourse groups decisions into two main sets. Certain decisions must be made 
at present in the face of uncertainty (first stage), while others can be taken as 
corrective (recourse) actions at a later stage based on the information that 
becomes available after uncertainties are revealed (second-stage). Often the 
second-stage decisions are seen as the measures that need to be taken to 
prevent any infeasibilities that may occur due to the realisation of a specific 
uncertainty, with the goal to choose the first stage variables In such a way 
that the sum of the first stage costs and the expected value of the second- 
stage costs is minimised. In production planning and supply chain design, it 
naturally follows that the first stage decisions need to determine the structure 
(design) of the system and the capacities of the various production modules 
(plants), while the production, purchasing and selling quantities can be 
manipulated as recourse (operational) action in response to unforeseen 
disturbances to the system such as changing demands. 
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Mathematically, the production and capacity planning problem can be 
formulated as the two-stage stochastic programming problem. 
In this chapter the solution for the multiperiod MILP model for long range 
planning with capacity expansion, presented in Chapter 4, under uncertainty 
will be addressed. The model determines the optimal selection and expansion 
of processes over a long range planning horizon, incorporating multiple 
scenarios for varying forecasts for demands and prices of chemicals. 
5.1 Building the Model 
The guidelines and steps for constructing a two-stage linear optimization 
model under uncertainty are provided here: 
1. Determine which decisions need to be made in stage-one (today), and 
which decisions need to be in stage-two (next period). 
2. Enumerate the possible states of the plan that might transpire in next 
period, what the data will be in each possible state of the world, and 
what is the probability of each state of the plan occurring. 
3. Creating the decision variables: Create one decision variable for each 
decision that must be made in stage-one. Create one decision variable 
for each decision that must be made in stage-two, for each possible 
state of the plan. 
4. Constraints: Create the necessary constraints for each possible state of 
the plan. 
5. Objective function: Account for the contribution of each of today's 
decisions in the objective function. Account for the expected value of 
the objective function contribution of each of next period's possible 
states of the plan. 
The first-stage variables are x and are subject to constraints: 
ýi 
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The direct contribution of the x decisions on the objective function is C'x for 
some vectorc. 
The second-stage variables are y and are subject to constraints: 
Bx+Dy=d, yz0 
The direct contribution of the y decisions on the objective function is f Ty 
for some vector f. 
If there were no uncertainty, then the problem would look like: 
mini,, Crx + fTy 
Si. Ax =b 
Bx + Dy =d 
xz0 yz0 
It is assumed that the values of the data B, D, d, f are uncertain. 
There are w=1,..., K possible future scenarios, with scenario w having a 
probability a,, of being realized, for w=1,..., K. 
The data B, D, d, f takes on values B,, DW, d,,, fw with probability a,, for 
w=1,..., K. The values of this data are only learnt after the first-stage 
decisions x have been made. 
Once the values of B, D, d, f are known, then the second-stage decisions 
y are made. Let yµ, denote the decisions y under the condition that scenario 
w is realised, for w =1,..., K. The objective is to choose x and yw, 
w=1,..., K, so as to solve the following optimisation model: 
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Figure 5.1 presents a general structure for multi-stage models. The same 
modelling principles illustrated here would then apply, but the resulting linear 
optimisation can become more complicated, as well as much larger. The more 
scenarios of states of the system, the more complicated the problems 
becomes. 
RHS 
iI 
FIGURE 5.1 BLOCK LADDER STRUCTURE OF TWO-STAGE STOCHASTIC LINEAR OPTIMISATION 
5.2 Solution Options 
1. Wait and See: Optimal solution that one would choose if one knew the 
realisation of the random quantities in advance. 
" These solutions not always is helpful, since one needs to make a 
decision before the random quantities are known. However it give 
the decision maker a picture of the resources required in each 
Stage-1 Stage-2 
Variables Variables 
C 
----- - --- -_I 
Objective 
Capacity Planning Under Uncertainty 90 
scenario, this way, he/she can find the expected capacity 
expansions and expected use of resources. The advantage of this 
method is that since the random variables are realised in advance, 
each scenario can solve in a deterministic way. 
2. Here and Now: Also called "Fat solution", which chooses a safe 
production plan that will be feasible for all realisations of the random 
quantities. 
" This reflects total risk aversion, and typically results in a rather 
expensive solution. In this case, the decision variables in each of 
the scenarios take the same values, so no advantage is taken of 
the different future data in the different stages 
3. Recourse Solution combined with any of the previous options: Assume 
there is a method to fill unsatisfied demand through other methods 
(imports, subcontracting, etc) with certain penalty costs. In this case, 
decision variables can differ from different scenarios and from state to 
state. 
" Costs due to shortage (or excess) of production are called 
recourse costs, and they are determined after the random data 
has been determined. 
" Objective is to minimise the first-stage (production) costs plus 
the expected recourse costs. 
The difference in the results between the "wait and see" and "here and now" 
solutions is often called the "value of information". In many decision 
problems, one has the opportunity to obtain additional information about the 
decision before one actually makes the decision. For example, the additional 
information made available by the market survey allows the decision makers 
to make more precise estimates of the probabilities associated with the 
uncertain market demand. Therefore if a manager wants to know how much 
should he/she pay to perform a survey or market analysis, the answer to this 
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question is provided by the difference between the "wait and see" and "here 
and now" solutions. This case will be analysed later. 
5.3 Nomenclature of Stochastic Model 
As in the deterministic model, described in Chapter 4, the network structure 
of NP processes and NC chemicals (including raw materials, intermediates 
and products) are assumed to be given. Similar to the deterministic model the 
stochastic model includes a set of binary variablesmodelling the selection of 
capacity expansions and a set of continuous variables determining the 
operating plan of the chemical complex, i. e. operating levels, purchases, and 
sales. Some of these decisions must be made with Incomplete information 
about the future; these are the so called first stage decisions. Then, as the 
uncertainties are revealed, the remaining decisions (second-stage decisions) 
are made. 
The difference between the deterministic and stochastic model Is that the 
stochastic models accounts for the different scenarios that might occur. This 
is achieved by introducing the stochastic index k to the space of problem 
variables. It is assumed that K independent scenarios exist during each time 
period. Scenarios are related to underlying independent variables, i. e. each 
variable will have a value for each single scenario. Uncertainty Is modelled 
using discrete random parameters, leading to a multiscenario multiperiod 
problems. In our case the uncertainty is considered for the demand of final 
products. The equations from the deterministic model are modified to account 
for scenarios. The stochastic model is as follows: 
5.3.1 Sets and Indices 
tET time periods of the investment horizon, t= 1, ..., NT. 
jEJ chemicals found in the network, j=1,..., NC. 
iEI number of processes, i=1,..., NP. 
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reR (c .) raw materials. 
fe F(c .) final products. 
/E L market (/=1,..., N/ºý. 
keK scenarios (k= 1,..., K) 
5.3.2 Parameters 
PLBj/rw PUBjtk Lower/upper bounds for purchase of chemical j from 
market /under scenario k in period t. 
SLBj/t, SUBj/rk Lower/upper bounds for sales of chemical jto market / 
during period tunder scenario k. 
Demandflk demand of chemical jfor market /during period t 
under scenario k. 
NT number of time periods. 
NC number of chemicals. 
NP number of processes in the network. 
Q, o Initial capacity at t=0 for processes 
QV"it upper bound on the inventory of chemical jat stage t. 
I'j, tk purchase price of chemical j in market /during stage t 
under scenario k 
Yj tk sales price of chemical j in market /during stage t 
under scenario k. 
öitk unit operating cost for process /during stage t under 
scenario k. 
p/ material balance coefficients for process f. 
W minimum desired fraction that a plant is operated. 
PIEj Inventory holding cost for chemical j during stage t 
under scenario k 
Ilk Probability of scenario k. 
K 
Fn =1 k=1...... n 
k=1 
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5.3.3 Continuous Variables 
Qk Capacity of process ! at time tunder scenario k 
QE'lk Capacity expansion of process /at time t 
I#tk amount of chemical j consumed (input) by process 
iduring stage tunder scenario k. 
O At amount of chemical j produced (output) by process 
iduring stage tunder scenario k. 
Prrk amount of chemical j purchased from market /at 
the beginning of stage tunder scenario k. 
SJ/tk amount of chemical jsold to market /at the 
beginning of stage tunder scenario k. 
Vftk inventory of chemical jat stage tunder scenario k. 
W,, 
,, k flow rate in reference to the main product j,,,, for 
process i for period t under scenario k. 
5.3.4 Binary Variables 
Ytk Binary variable which is 1 whenever there is an 
expansion for process /at the beginning of time 
period t, and 0 otherwise, under scenario k 
5.4 Mathematical Constraints 
In the formulation of this problem, the variable Qk represents the total 
capacity of the plant of process /that is available in period t. The parameter 
Q, 0 represents the existing capacity of a process at time t=0 and following 
this, Q, 0 =0 when there is no capacity installed for process ! at t=0. The 
variable QEA represents the capacity expansion of the plant of process / 
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which is installed in period t. For a plant that has not been installed during 
previous time intervals (i. e. which has zero capacity), the first non-zero value 
of QE,,, during the planning horizon corresponds to the installation capacity 
of the plant. If yitk are the 0-1 binary variables that indicate the occurrence of 
the expansions for each process /at each time period t, the constraints that 
apply are: 
Yilk QE irk 
5 QE 
ilk 
ý QE 
irk Yik 
d1ýtý% (5ý 1) 
Y;, k = oil V i, t, k (5.2) 
Qirk = Ql, t-l, k 
+ QEIrk V 1,1, k (5.3) 
In equation (5.1), QEk and QE, k are prespecified lower and upper bounds 
for the capacity expansions. A zero-value of the binary variables yf, k forces 
the capacity expansion at period tto zero, i. e. QEk = 0. If the binary variable 
is equal to one, the capacity expansion is performed. Equation (5.2) simply 
defines the total capacity Qk that is available at each time period t. It is 
important to notice that the "wait and see" solution method is applied in this 
model, this can be noticed on the way binary variable y,, k has been defined; 
i. e. for each scenario there the binary variable and capacity expansion will 
have a particular value. 
The amounts of the chemicals being consumed and produced in period t of 
the plant of process i are represented by the variables 
Wirk >_ 0Vi, j, t, k (5.4) 
where L, is the index set of streams corresponding to inputs and outputs of 
process i. Let stream m; E Li corresponding to the main product produced by 
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process i. Then the amount produced of that product cannot exceed the 
installed capacity; that is 
Qftk ý Wilk V iýtqk (5.5) 
and it also has to be ensured that a plant is operated above a minimum 
desired percentage, w, of the available installed capacity: 
Wim, 
tk 
Z Qitk Ü) V l, t, k (5.6) 
Constraint (5.6) is important since in the real world we want a plant that will 
operate at a minimum desirable level in order to be economically successful. 
The material balances in each plant are given by linear relations: 
W jrk = PYW m, tk V i, j, i, k (5.7) 
where /y are positive constants characteristic of each process I and 
chemical j By definition, the mass balance coefficients are based on the flow 
rate of the main product ml of process L 
As for the raw materials, intermediates, and products, they will be 
represented by NC nodes of chemicals where purchases and sales are 
considered in one of several markets, /=1,.., NM. If the variables for 
purchases and sales are represented, respectively, by Pfrw Sark, they must 
satisfy the inequalities: 
ajkt <- Pjltk 
-< ajltk 
V j, l, t, k 
(5.8) 
dL 
-Sj/tk 
du d 
. 
l, l, t, k (5.9) 
where aý, k, aUk are lower and upper bounds on the availabilities, and 
J 'L U 
ik id jLIIk are lower and upper bounds on the demands. 
To introduce the possibility of storing chemicals we introduce the next two 
equations: 
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Vjrk :5 QVU V . 
1, t, k (5.10) 
V 
jtk 
>_ 0Vj, t, k (5.11) 
Where VJ, k is the variable representing the inventory of chemical j at the end 
of period tin scenario k. The parameter QV 
k is the inventory upper bound 
forcing the inventory of chemical j to be lower, or equal, than a certain 
desired amount. Equation (5.11) is the condition that forces the inventory to 
be a positive value. 
Defining ZU) as the index set of plants which consume chemical j, and 0(J) as 
the index set of plants which produce chemical j, the overall material balance 
for each chemical j is defined by: 
Vt-lk+Pjlk+ : Wltk 
-Vrk+Sjlik+ 
ElvIik Vj E%'l, l, t, % (5.12) 
signEI U) slbwO(j) 
Thus, the material balance takes into account that some amount of chemical j 
may come from or be stored in its inventory. 
The demand for chemical j must be fully satisfied either from local production 
or using imports of such chemical J. Equation (5.13) introduces the variable 
importsj, tk allowing to satisfy, if not 100%, some fraction of the total demand 
of chemical j at time period t. 
S; rrk + importsj,, k = du V J, 1, t, k (5.13) 
In equation (5.14) we set an upper bound for the import of chemical. In this 
case, the demand upper bound is the maximum value that the imports for 
chemical j can have. 
imports dirk < 
d1 V j, 1, t, k (5.14) 
Finally, the net present value of the project is given by: 
" The sales revenue 
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NC NM 
Sprk -ýý(e1YjlrkýDEMAND, rk -PEN"imporlsrk)-crrjnký'jrrk) V 1, 
k (5.15) 
1=i 1=1 
The sales revenue is obtained by the sales of each chemical from local 
production. This value is obtained by the difference between the demand and 
imports of chemical j. We penalise the imports multiplying then by PENthat is 
the penalty factor we assigned for purchasing chemical j on the outside 
market. The factors y,,, and r'11, are the sales and purchase prices, 
respectively, of chemical j It has been assumed that if demands cannot be 
fulfilled, 20 percent more than the sales price of the internal market have to 
be paid to buy chemical externally. 
" The capital investment cost 
NP 
CCrk = et (ai, QEitk +f ttyirk) 
V t, k (5.16) 
i=1 
The capital investment cost is the summation of the product of each 
investment made during the time periods. The capital cost can be split in two. 
One part is the variable capital cost that it is given by the amount of capacity 
expansion multiplied by the parameter ail. The other part is the fixed capital 
cost which is obtained by multiplying the fixed investment coefficient f3j 
by the binary variable Y; rk 
" The operating Cost 
NP 
OCtk = SlöitW tk 
dt (5.17) 
! =1 
The operating cost is obtained multiplying the unit operating cost Sf, by the 
amount of the main chemical j produced in process I. 
9 The inventory cost 
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NT 
Ick = Eel PIEjlk Vjtk 
V t, k (5.18) 
1=1 
The inventory cost is the cost of storage of the chemicals. This cost is 
obtained by multiplying the inventory cost factor PIES, , by the amount of 
inventory of chemical j 
" Hence, the profitability of the project is given by the summation of the 
sales revenue, capital investment cost, operating cost and inventory 
cost. 
PF, k =S«k -CCk -OCk -ICk 
V t, k 5.19) 
Finally the objective function is given by 
NT K 
maxeNPV =1: ZH, PF, k (5.20) 
1-I k1l 
where eNPV is the expected net present value, which was used in chapter 4, 
but in this case, When using this method in a scenario-based model, it 
becomes feasible to compare the benefits in terms of money of each decision 
formulated as a group of different scenarios represented in the decision tree. 
The results are expressed as Net Present Values (NPV) for each scenario. 
In order to determine the optimal planning of the network, the multiperiod 
MILP model consists of maximising the objective function in (5.20) or (5.20a), 
subject to the constraints (5.1) - (5.19). 
Additional constraints that are included: 
c) Limit on the number of expansions of some processes: 
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NT 
Y; (k S 
NEXP, ) V i, k (5.21) 
r=t 
where NEXP(i) is the maximum number of expansions for process I. 
d) Limit on the capital available for investment during some time periods: 
NP 
(altQElrk+Aft Yilk)SCI(r) V t, k (5.22) 
where a,,, 8,, are non-discounted cost coefficients corresponding to period t 
and CIr is the capital available for investment during period t. 
5.5 Down Side Risk 
In order to measure, in a particular way, the financial risk related to the 
decision model presented in this chapter, an equivalent implicit measure of 
financial risk could be utilised conserving the linearity and asymmetric 
characteristics of the model without introducing new integer variables. For 
this purpose, the use of the concept of down side risk, introduced by Eppen 
et at. (1989), is analysed next. In order to introduce this concept, in the 
framework of two-stage stochastic models let first define 0, (xk, TproJit) as the 
positive deviation from a target Tprofr for design xk, that is: 
Tproftt -NPirk(X) if profitk(x) <Tprofit K ýk (x, Tprofit) =0 Otherwise 
dkEh 
Since the scenarios are probabilistically independent, the expected value of 
Ok (xk)Tprofit), i. e. the downside risk, can be expressed as the following linear 
function of ok (eq. 5.23) where RF is the expected downside risk. Note that 
down side risk is defined as an expected value ($), while financial risk is a 
probability. Most importantly, ok (xk, Tprofr) does not require the use of binary 
variables in the two-stage formulation since ek is defined as a positive 
continuous quantity. This is desirable to potentially reduce the computational 
requirements of the models. This expected down side risk RF ($), gives a 
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measure of the failure to meet a certain target profit Tprofr ($) and is defined 
by the next formula: 
0k z Tprofit - NPVk Vk (5.23) 
where o, is the down side risk of the final profit NPVk for each scenario. 
K 
RF = EIIkLk Vk (5.24) 
A-1 
When the problem has many possible solution it is useful to have some 
control, before hand, over the expected down side risk. This can be done by 
tightening the constraint on the expected down side risk, a series of solutions 
can be generated. The following equation is used for this porpose: 
RFSRFO*S2, (5.25) 
Where RFo is obtained from an optimisation of eNPV without any risk 
constraints. The solution of this optimisation gives us the highest possible 
level of risk related to that particular problem; and S2 Is the tightening 
parameter (0: 5n:! 91). The down side risk model is completed with next 
inequality. 
ek zoVk (5.26) 
Normally decision makers will prefer a smaller value of RF for a similar 
expected NPV over a larger one because they do not like profits below the 
target value Tprofit. The higher the probability of a non positive NPV, the 
higher the RF, therefore the risk involved in the project is larger. A risk 
factor close to zero means that the risk associated with each Investment 
decision is very low, making the investment more attractive from a risk 
perspective. This concept of down side risk has been presented by Gatica 
(2003) giving interesting results. Figure 5.2 shows the definition of the down 
side risk; the area under the cumulative risk curve from NPV = -oo to NPV 
=Tprofit. In a discrete scenario case, financial risk is given by the cumlative 
frequency obtained from the profit. For a given design x, the cumulative risk 
shows the level of incurred financial risk at each profit. As one would expect, 
the cumulative risk curve is always increasing, since the risk of not achieving 
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relatively small profits will generally be small whereas very high profit level 
will exhibit large risk. Handling the shape and position of the curve are the 
main interests of the decision maker. 
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FIGURE 5.2 PROBABILISTIC INTERPRETATION OF DOWN SIDE RISK 
5.6 Summary of Formulation 
The entire mathematical model describe above is outlined below: 
NT K 
max eNPV = 
1: 1: IZkPFA 
t=1 k=1 
Subject to constraints: capacity constraints [Equations 5.1-5.3]; operation 
and material balances constraints [Equations 5.4-5.7 and 5.12]; sales and 
purchase constraints [Equations 5.8-5.9]; inventory level constraints 
[Equations 5.10-5.11]; slack constraint [Equation 5.13]; penalty constraint 
[Equation 5.14]; revenue and costs constraints [Equations 5.15-5.18]; 
objective function [Equation 5.20]; other equations [Equation 5.19,5.21 and 
5.22] and risk constraints [Equations 5.23- 5.26]. 
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Chapter 6 
Case Study for the Capacity Expansion Problem 
In this chapter we present the solution of the model developed in Chapter S. 
First the use of the optimisation model is used without including the risk 
management part of the model in order to obtain a optimal solution with 
some degree of financial risk which, later, is handle including the risk 
management equations. The uncertainties are modelled using a scenario 
planning approach. The random vectors are approximated as discrete 
probability distributions. A probability is assigned to the likelihood for each 
scenario to occur. The large scale MILP model is solved using a standard 
Branch-and-Bound procedure available in commercial software. 
6.1 Illustrative Example 1 
This example consists of an investment project involving 6 chemical processes 
and 10 chemicals, see Figure 6.1. The project is staged in four periods for a 
total time horizon of 15 years. See Table 6.1 
Period Years 
1 2 
2 3 
3 5 
4 5 
TABLE 6.1 TIME PERIODS 
The maximum number of expansions allowed for each process is three and 
the capital limits at each period are 400E5 USD per time period. The upper 
bound on capacity expansion is 100 kton/year for all processes in all periods 
and none of the processes had any initial capacity installed. Tables 6.2 and 
6.3 show the fixed and variable investment cost for each process, 
respectively, and Table 6.4 gives the operational costs. Mass balance 
coefficients for products and raw materials are given in Table 6.5. All these 
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parameters are considered deterministic (i. e. non-stochastic). On the other 
hand, market demands were considered to be given parameters characterised 
by a normal probability distribution with mean value and standard deviation. 
The uncertainty realizations for this problem were simulated though 32 
independent scenarios generated by probability distributions, i. e. normal 
distribution functions around the expected value with a standard deviation of 
30% of the mean. These distribution functions reflect the degree of belief 
that a parameter takes on a specific value. During the optimisation, each 
parameter is assigned to one fixed (random) value out of these distributions. 
The probabilities of the possible outcomes are presented in Table 6.8. These 
probabilities are the ones that are used for our study case; they can change 
according the criteria of the decision maker. 
A©efaldefryde (P 1) 
Process 2 
Acrylcnftille (P2) 
Process 3 
boproperal (P3 ) Propylene 
phenol (P4) 
Bernrene 
L---, 
-LC-UM-8-W--ý E)-- r. 1 
ph 
(P5) 
FIGURE 6.1 PROCESS NETWORK FOR EXAMPLE 1 
TABLE 6.2 FIXED INVESTMENT COST COEFFICIENTS 
Bar ($E5) 
Process (i) ti t2 t3 t4 
1 220 210 190 180 
2 189 185 180 175 
3 285 280 270 265 
4 235 230 225 220 
5 205 205 200 198 
6 210 207 205 200 
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TABLE 6.3 VARIABLE INVESTMENT COST COEFFICIENTS 
Process (i) ti 
at ( 
t2 
$E5/Kton) 
t3 t4 
1 1.38 1.39 1.42 1.43 
2 2.72 2.72 2.73 2.74 
3 1.76 1.76 1.77 1.77 
4 1.65 1.66 1.67 1.69 
5 2.00 2.10 2.10 2.20 
6 2.50 2.50 2.60 2.60 
TABLE 6.4 OPERATION COST COEFFICIENTS 
Process (i) ti 
br ( 
t2 
$E5/Kton) 
t3 t4 
1 0.40 0.40 0.43 0.45 
2 0.60 0.61 0.63 0.65 
3 0.50 0.60 0.80 0.90 
4 0.20 0.21 0.23 0.24 
5 0.70 0.71 0.72 0.74 
6 0.65 0.67 0.69 0.70 
The parameters yjltk, 5; j, I'jItk, are discounted to a specific rate account for 
taxes in the net present value objective function, see Peter and Timmerhaus, 
1991. An interest rate of 10%, an inflation rate of 6% and a tax rate of 45% 
have been assumed. 
TABLE 6.5 STOICHIOMETRIC COEFFICIENTS 
Process(/)/ Al 
Chemicals(j) 123456789 10 
1 0.76 0.6 -1 
2 0.68 -1 
3 1.2 -0.2 -1 
4 0.38 0.67 -1 
5 -1 -0.61 1.35 
6 0.83 -1 
TABLE 6.6 EXPECTED SALES PRICES AND DEMANDS 
Chemical ti 
Price ($ 
t2 
E5/Kton) 
t3 t4 ti 
Demand 
t2 
(Kton/y 
t3 
ear) 
t4 
5 50.00 52.50 57.80 61.50 25.00 30.00 35.00 50.00 
6 30.00 32.00 35.50 39.40 30.00 36.3.0 48.31 77.81 
7 25.00 27.00 30.00 32.00 32.00 40.00 50.00 85.00 
8 35.00 36.80 40.00 41.50 15.00 40.00 55.00 70.00 
9 40.00 42.00 46.00 50.00 40.00 50.00 50.00 60.00 
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TABLE 6.7 EXPECTED PURCHASE PRICES AND AVAILABILITY 
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Chemical ti 
Price ( 
t2 
$E5/Kton) 
t3 t4 ti 
Availability 
t2 
(Kton/ 
t3 
year) 
t4 
1 4.00 4.84 6.44 10.37 200 200 200 200 
2 5.00 7.00 8.20 12.00 200 200 200 200 
3 8.30 9.50 13.00 18.50 200 200 200 200 
4 4.20 6.50 7.60 11.00 200 200 200 200 
10 5.00 6.00 9.00 11.50 200 200 200 200 
TABLE 6.8: OUTCOMES AND PROBABILITIES FOR EACH PRODUCT 
Demand 
Outcome P1 P2 P3 P4 P5 
High 0.95 0.60 0.10 0.90 0.75 
Low 0.05 0.40 0.90 0.10 0.25 
The probabilities of each scena rio are a comb ination of o utcomes for the 
prod ucts involved per scenario. The su m of all probabil ities must be equal to 
1. 
TABLE 6.9: OUTCOMES AND PROBABILITIES SCENARIOS 
Scn P1 P2 P3 P4 P5 nk Scn P1 P2 P3 P4 P5 TTk 
I High High High High High 0.036 17 Low High High High High 0.029 
2 High High High High Low 0.044 18 Low High High High Low 0.036 
3 High High High Low High 0.024 19 Low High High Low High 0.019 
4 High High High Low Low 0.029 20 Low High High Low Low 0.024 
5 High High Low High High 0.053 22 Low High Low High High 0.044 
6 High High Low High Low 0.065 22 Low High Low High Low 0.053 
7 High High Low Low High 0.036 23 Low High Low Low High 0.029 
8 High High Low Low Low 0.044 24 Low High Low Low Low 0.036 
9 High Low High High High 0.024 25 Low Low High High High 0.019 
10 High Low High High Low 0.029 26 Low Low High High Low 0.024 
11 High Low High Low High 0.016 27 Low Low High Low High 0.013 
12 High Low High Low Low 0.019 28 Low Low High Low Low 0.016 
13 High Low Low High High 0.036 29 Low Low Low High High 0.029 
14 High Low Low High Low 0.044 30 Low Low Low High Low 0.036 
15 High Low Low Low High 0.024 31 Low Low Low Low High 0.019 
16 High Low Low Low Low 0.029_ 32 Low Low Low Low Low 0.024 
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6.1.1 Computational Results 
The results obtained for the example described above are shown in this 
section. For the current case, the results were obtained using a Unix-based 
SUN workstation, using GAMS system version 20.7, and CPLEX version 9.0 as 
the model solver. A margin of optimality (OPTCR) of 0.05 was used in this 
case. 
6.1.2 Results for Example 1 
In this example the stochastic model presented in Chapter 5 for the capacity 
planning under uncertainty [equations 5.21-5.22] is applied. In this case we 
do not make use of the down side risk method since first we need to solve 
the model without controlling the financial risk in order to manage it later. 
Different solutions are presented in detailed in Figures 6.2,6.3, and 6.4, 
which are the risk curves for each solution, and in Tables 6.9,6.10 and 6.11. 
Three tests were carried out modifying the penalty cost for not meeting the 
demand of some chemicals. It has been assumed that if demands can not be 
fulfilled, 20,25 or 35 %, more than the sales prices of the internal market 
have to be paid to purchase the chemical on the external market. 
For the solution of this example it has been decided to make use of the "wait 
and see approach" in which the decision variable takes a value in each of the 
states, therefore the model results in a different capacity expansion policy for 
each scenario, or a expected capacity expansion. This approach requires the 
discretisation of the uncertain parameter space that creates a multiscenario 
deterministic optimisation problem. 
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6.1.3 Test 1 
For the first case; expansion for processes 1,5, and 6 occurs in time periods 
1,2 and 4. These processes are responsible of the production of acrylonitrile, 
isopropanol, phenol and acetone. For the case of acetaldehyde, all the 
demand is satisfied with imports. The model does not favour the production 
of the intermediate cumene which is the feedstock for process 5. One must 
remember that the model takes into consideration the value of the money via 
a discount interest rate so in this case it is better to keep the money and earn 
interest than invest in another plant. According to the results it is better to 
invest in the production of final products which will result in larger profit than 
in plants dedicated to the production of intermediate chemicals. For a given 
system design, the cumulative risk curve shows the level of incurred financial 
risk at a certain eNPV. As one would expect, the cumulative risk curve is 
always increasing, since the risk of not achieving relatively small profits will 
generally be small whereas very high profit levels will exhibit large risk. Figure 
6.2 and Table 6.9 depict the solution for Test 1 in detail. 
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Table 6.9 Summary of results for test 1 
Process ti 
Expansion (Kton/yr) 
t2 t3 t4 
1 8.331 11.087 - 17.763 
2 - -- - 
3 - -- - 
4 - -- - 
5 9.867 12.827 - 21.675 
6 44.913 58.387 - 75.904 
E[Sales] (Kton/yr) 63.111 145.412 145.412 255.294 
E[Purchases] (Kton/yr) 58.062 138.141 138.141 243.926 
E[Imports] (Kton/yr) 152.05 137.855 145.342 166.307 
E[Investment] ($E5) 202.985 187.779 - 324.034 
E[NPV] ($E5) 5268.655 
6.1.4 Test 2 
108 
For test 2 the import cost is increased from 20% to 25%. However, it seems 
that this increase is not enough to cause any change in the capacity 
expansion policy that was obtained in test 1. A small increase in sales is 
achieved making the processes to work at full capacity. Figures 6.3 shows the 
cumulative risk for this case. 
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TABLE 6.10 SUMMARY OF RESULTS FOR TEST 2 
Expansion (Klon/yr) 
Process ti t2 t3 l4 
1 8.331 11.087 - 17.763 
2 - - - - 
3 - - - - 
4 - - - - 
5 9.867 12.827 - 21.675 
6 44.913 58.387 - 75.904 
E[Sales] (Kton/yr) 63.111 145.412 145.412 260.754 
E[Purchases] (Kton/yr) 58.062 138.141 138.141 247.716 
E[Imports] (Kton/yr) 152.05 137.855 145.342 166.307 
E[Investment] ($E5) 202.985 187.779 - 324.034 
E[NPV] ($E5) 4508.082 
6.1.5 Test 3 
109 
In test 3 the cost of importing chemicals has been increased to 30% more 
than the sales price of the internal market. Unlike Test 2, in this test there is 
a change in the expansion policy. Process 2 is installed in time period 2 to 
produce acetaldehyde. 
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TABLE 6.11 SUMMARY OF RESULTS FOR TEST 3 
Process ti t2 t3 t4 
1 8.331 11.087 - 17.763 
2 - 23.44 - - 
3 - -- - 
4 - -- - 
5 9.867 12.827 - 21.675 
6 44.913 58.387 - 75.904 
E[Sales] (Kton/yr) 63.111 145.412 145.412 284.194 
E[Purchases] (Kton/yr) 58.062 138.141 138.141 269.984 
E[Imports] (Kton/yr) 152.05 114.415 121.902 166.307 
E[Investment] ($E5) 202.985 260.746 - 324.034 
E[NPV] ($E5) 2254.199 
6.1.6 Test 4: Exploring more scenarios 
110 
In this example it was decided to explore the effect of increasing the number 
of scenarios taking test 2 as a basis where 25% higher than the sales price of 
the internal market must paid to import the chemical and meet the local 
demands. 
In order to increase the number of scenarios it is only necessary to increment 
the number of uncertain parameters. Another way of increasing the number 
of possible scenarios is to add more possible outcomes to the already 
uncertain parameters. In this case only uncertainty in the final product 
demands is considered. So far the model only includes two possible 
outcomes, high and low demands characterised by probability distributions 
around a mean, or forecasted demand, with 30 percent standard deviation to 
this value. For this example the model will include a third outcome for the 
uncertain demand which is going to be called the "medium" outcome 
corresponding to the forecasted demand, i. e. the possible values that the 
demand can take will be three. One must remember that the weight or 
probability given to each of the outcomes still depends on the decision 
makers and this variable can have a significant impact on the results. Table 
6.12 presents the probabilities assigned to each outcome for each product 
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respectively. These 'probabilities were not assigned with any type of criteria 
nor represent the point of view of any individual; these values are only for the 
purpose of making use of the model presented in this work and were 
assigned randomly. 
TABLE 6.12: OUTCOMES AND PROBABILITIES FOR EACH PRODUCT 
Demand 
Outcome P1 P2 P3 P4 P5 
High 0.35 0.30 0.10 0.40 0.15 
Medium 0.25 0.40 0.80 0.30 0.25 
Low 0.40 0.30 0.10 0.30 0.60 
The scenarios are treated independently throughtout the time horizon, since 
there are no constraints linking time periods for the second-stage problem. 
Thus under the assumption that demands are the only random parameters 
and can take any out of m possible discrete values (outcomes), there are 
going to be NS=ecHE scenarios, where NCHE is the number of chemicals, in 
this case NCHE= S. 
Obviously not only the size of this problem increases with the number of 
scenarios and time periods, but also the combinatorial complexity. This leads 
to the problem that full space techniques, sometimes, fail to solve to 
optimality large multiperiod, multiscenario problems. In general, the optimal 
0-1 combination is obtained by a branch and bound procedure in the full 
space. 
This approach initially relaxes all 0-1 constraints as continuous variables that 
must lie between 0 and 1, i. e. 1>_ y>_0. The problem is then solved as an LP. 
This so called LP relaxation provides an upper bound to the optimal mixed- 
integer solution. The difficulty here is that usually one or more binary 
variables will exhibit noninteger values at the optimum LP solution. 
Thus, a so called branch and bound method as the standard method for 
solving MILP (Nemhauser and Wolsey, 1988) is applied. It starts by solving 
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first the relaxed LP problem, and in case integer variables are obtained for the 
binary variables, the algorithm stops because the optimal mixed-integer 
solution is already obtained. If, on the other hand, some integer variables 
take fractional values, the basic idea is then to examine through the use of 
bounds a subset of nodes in a binary tree to locate the global mixed-integer 
solution. In the tree the fractional binary variables are successively restricted 
one by one to 0-1 variables at each node where the corresponding LP Is 
solved. Nodes with noninteger solutions provide a lower bound, and nodes 
with feasible mixed-integer solutions provide and upper bound. The former 
nodes are fathomed whenever the lower bound is greater or equal than the 
current best upper bound. This procedure continues until lower and upper 
bound converge and the optimal solution is a feasible mixed-integer solution. 
One criterion which affects the computational expense in solving MILPs is the 
gap between the objective function value of the relaxed LP and the optimal 
MILP solution. The smaller this gap (relaxation gap), the easier it is usually to 
solve the MILP problem since the LP relaxation is "tighter". 
In order to solve large scale mixed-integer problems to optimality different 
techniques have been developed and considered by many people. The 
projection method as proposed by Liu and Sahinidis (1996) reduces the 
problem size on the one hand, but on the other hand it weakens the LP 
relaxation significantly. Reformulation techniques which tighten the relaxation 
gap (see Sahinidis and Grossmann (1991)) carry the disadvantage of 
increasing the number of equations and variables. Thus, for planning with a 
large number of time periods, scenarios and processes, the resulting MILP's 
are still of large size and might become intractable. 
Figure 6.5 and Table 6.13 presents the result for this case. As one can see in 
the results, there is not a significant difference between the results for test 2 
where only 32 scenarios are taken into account. The expected net present 
value (eNPV) obtained using 243 scenarios does not differ too much from that 
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obtained only using 32 scenarios; the difference between them is less than 
1%. 
Considering the computational time that is required to solve large MILP's, one 
must decide whether it is worth including so many scenarios considering the 
small difference in the results obtained. Perhaps it is better to build just a 
small set of consistent scenarios taking into account basic trends and 
identifying key uncertainties (Schoemaker, 1995). 
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TABLE 6.13 SUMMARY OF RESULT FOR TEST 4 
Process ti 
Expansion (Kton/yr) 
t2 t3 t4 
1 8.331 19.418 19.418 37.181 
2 - -- - 
3 - -- - 
4 - -- - 
5 9.867 22.694 22.694 44.369 
6 44.913 103.3 103.3 179.204 
E[Sales] (Kton/yr) 63.111 145.412 145.412 260.754 
E[Purchases] (Kton/yr, 58.062 138.141 138.141 247.716 
E[Imports] (Kton/yr) 152.05 137.855 145.342 166.307 
E[Investment] ($E5) 202.985 187.779 - 324.034 
eNPV=4552.7 
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FIGURE 6.5 PROFILE FOR THE SOLUTION OF TEST 4 
E[NPV] ($E5) 4552.721 
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6.1.7 Results using Down Side Risk 
This section presents the results obtained including the Downside Risk 
Criterion described in Chapter 5 [equations 5.21-5.26]. The strategy in this 
case was to handle the risk curves by minimizing the downside risk at several 
NPV targets from 0 to 60$e5. As it was explained before, a two criteria 
approach is taken into account; the aim is to maximise the value of the 
investment while controlling the risk associated with such an investment. 
The risk factor (RF) represents the maximum allowed risk that the decision 
maker or project manager is willing to take. This case study is based on Test 
1 (20% penalty costs and 32 scenarios) and results were obtained by 
modifying the target profit desired (Tprofit) and the tightening parameter Q. 
Figure 6.6 presents the risk curves for the base case and other 4 cases. 
Looking carefully at Figure 6.6 one can notice that all the curves lay below the 
curve for the base case, i. e. with maximum eNPV. 
1 
0.9 
0.8 
0.7 Tprofit 
0.6 " none 
.c 600 0.5 
400 
0.4 0 
0.3 -*-- 200 
0.2 
0.1 
0 "*-x -ý# 
-20 00 1000 4000 7000 10000 13000 
NPV 
FIGURE 6.6 RISK CURVES 
Study case for the Capacity Expansion Problem iii 
Table 6.14 presents the results for each target profit. From this table it can be 
seen that as the Tprofit increases, the value for the eNPV slightly decreases. 
This results from forcing the model to give a higher minimum profit for the 
worst-case scenario, the downside risk involved in the project decreases, and 
that is reflected in the risk factor (RF). 
TABLE 6.14 R[ sul IS FOR DIFFEREN II ARGI I I'i« )I I P, 
Tprolit 
none 0 200 400 600 
E[NPV] 4552.721 4317.636 4115.634 4102.932 4009.864 
E[Sales] 255.294 242.214 244.533 246.825 249.634 
E[Purchases] 243.926 231.4284 233.6442 235.8341 238.518 
Investment 202.985 192.456 194.635 198.834 200.352 
The objective of measuring the financial risk in a project is to minimise the 
losses for the worst-case scenario or several poorly performing scenarios 
keeping the risk of the project below a certain level, therefore risk is 
constrained by forcing down the expected downside risk for any case. For 
example, at each Tprofita different RFis obtained. Figure 6.7 shows the NPV 
profile for the unconstrained case, which will be used to illustrate how the 
financial risk will be managed using the risk factor. 
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Figure 6.8 presents the NPV profiles for different values of Tprofit . Notice 
how the profiles become compacted towards the centre of the distribution, 
i. e. closer to the corresponding eNPV. It can be noticed that the higher the 
desired Tprofit the lower the eNPV for each case. Since the model is being 
forced to obtain a target profit the investments are more cautious which 
lowers the values for the best case scenario rendering a trade off with the 
expected profit. 
Figure 6.8 illustrates the NPV histogram for tests a, b, c and d; in four tests the 
value for Q is 1. The model is not trying to minimise the RF associated with 
each of the results obtained for the different minimum desired profits. The 
model is obtaining the risk associated with each of the tests. Figure 6.9 
presents a pareto style analysis. In this analysis the expected downside risk 
is being forced down for the unconstrained cases (Q = 1). To do this the 
parameter S2 is manipulated by setting its value between 0 and 1. As 
explained before, the expected down side risk , RF, gives a mecisure of the 
failure to meet a certain target profit. 
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Normally a smaller value of RF is preferred over la larger one because 
decision makers will try to obtain profits above a certain target value, 
however, a certain amount of the total profit must be traded off In order to 
secure the risk to a minimum. It can be seen in Figure 6.9 that the factor Q 
is not smaller than 0.4 for cases a), b) and c) and than 0.5 for case d). This 
situation occurs since it is possible to get an infeasible solution if the risk Is 
constrained beyond the limits imposed by the decision variables, i. e. there Is 
the case where no capacity expansion takes place and no Investment Is made. 
Therefore, for these cases presented here, there is a minimum financial risk 
associated with the nature of the investments that it is not possible to 
minimise beyond a certain point. 
Table 6.15 shows the results obtained by modifying the minimum desired 
profit. These results were obtained without modiflying the tightening factor Q. 
TABLE 6.15 DOWN SIDE RISK SUMMARY RESULTS 
Tprofit RFo eNPV 
Case (E4USD) (E4USD) (E4USD) 
Base case None 121.232 4552.721 
Case a) 0 126.934 4317.636 
Case b) 200 132.536 4115.634 
Case c) 400 145.348 4102.932 
Case d) 600 216.753 4009.864 
Notice that as the value of Tproflt increases, the value for the down side risk 
(RFo) increases as well. RFo is obtained from an optimisation of eNPV without 
any risk constraints giving the highest level of risk for a particular Tproflt. 
The higher the probability of occurrence of an NPV below Tproflt, the higher 
RF is, and the risk involved in the project is higher. Also, notice that the 
expected net present value decreases as the Tprofit increases. This is a clear 
proof of how risk management works. Normally, the less risk associated with 
an investment the less expected profit obtained from that investment, 
however this is not always true. 
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6.2 Effects of Financial Options in Process Planning 
An option is a security giving the right to buy or sell an asset, subject to 
certain conditions, within a specified period of time (Black and Scholes, 1973). 
In commodity markets it is very important to manage the risk associated with 
price and demand uncertainty. They are two kinds of option contracts: a "call 
option"which gives the holder the right to buy an asset by a certain date for 
a certain price. A 'put option"gives the holder the right to sell an asset by a 
certain date for a certain price. Options and other financial instruments are 
important in industry since they are used to minimise the risk (hedge) 
associated to price volatility. Hedging through the options market an 
individual locks profits limiting the potential losses. 
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The reason for using financial options derives from the fact that real options 
assumes that there are no large changes in prices. When taking a decision 
with real options one can change the value of the company by making the 
decision of investing in a new plant or expanding capacity. With financial 
options one do not expose the company to such a big risk. 
In this section, the effect of call and put options on financial risk is analyzed 
for the base case in Example 1. For this purpose, a simple adaptation of the 
process planning model presented in Chapter 5 was considered. 
6.2.1 Mathematical Formulation for Option Contracts 
In this case the model will consider the possibility of purchasing and selling a 
certain amount of chemicals by exercising call and put options. Therefore, the 
material balances given by equation 
NP 
CO 
_ Vijt-Ik + 
(PJllk 
+P 
ck 
+ , º, JWhk = 
NP (6.1) 
Vijrk + (sJltk + s; )+ %l, JW1, k VjE Ll, 1, t, k i 
where PCO is the amount of chemical j purchased by exercising a call option Jtrk 
contract at time t and market /under scenario k, and SS", ° is the amount of 
chemical j sold by exercising a put option contract at time t and market / 
under scenario k. In order to use continuous variables for the quantities sold 
and purchased using option contracts, it is assumed that the number of 
contracts is sufficiently large. A new set of constraints can be defined for the 
model: 
a, k, <Pjlrk + PJco < 
mirk V j, 1, t, k (6.2) 
d k< 
<S 
jirk 
+ Sjl° < d 
jirk V j, 1, t, k (6.3) 
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Equations (6.2) and (6.3) replace equations (5.8) and (5.9) to impose upper 
and lower bounds on sales and purchases according to the market demands 
and availabilities respectively. Two more variables are introduced in equations 
6.4 and 6.5: OJS and Of,, representing the quantities allocated in option 
contracts, therefore O is the total amount of chemical j that can be 
purchased in market /at time t by exercising the corresponding call options 
and 0, is the total amount of chemical j that can be sold in market /at time 
tby exercising the corresponding put options 
ppCO < 
0C 
Ir V j, l, t, k (6.4) 
S, ° <_ 0A `d j, 1, t, k (6.5) 
The model considers variables Ojp, t and 0,, to be first stage variables, i. e. 
they are independent of any scenario realisation. Option contracts have a 
market value that the holder must pay in order to acquire the rights to buy or 
sell, therefore, these prices must be considered in the model whenever an 
option operation takes place. The selling price under a put option is defined 
by parameter yjP,, ° and the buying price under a call option is The 
parameters defining the cost of a put contract and a call contract, in $/ton, 
are (o,, ° and q° respectively. 
This example is not going to make use of the penalty function for importing 
chemicals to satisfy the demand, hence constraints (5.13), (5.14) and (5.15) 
are not included for this case. 
Considering all this, a new objective function including the option contracts 
has to be developed. 
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The process planning model consists of maximising objective function (6.6) 
subject to constraints (5.1) - (5.7), (5.10), (5.11), and (6.1)-(6.5). 
6.2.2 Results 
This section analyse the results obtained by the model described in the 
previous section. The resulting risk curve for this case is shown in Figure 
6.10. In this figure the curve for the solution in Test 2 is included for 
comparison purposes. The expected net present value obtained for this case 
is eNPV = 4622 E5$USD compared to the 4552 E5$USD obtained for the base 
case. Table 6.16 presents the parameters used in this model for the option 
contract cost. 
TABLE 6.16 PARAMETERS FOR OPTION COSTS 
Contract Cost Chemical Price 
($E5/Kton) ($E5/Kton) 
Time Period Propylene Isopropanol Propylene Isopropanol 
1 0.083 0.250 8.30 25.00 
2 0.095 0.270 9.50 27.00 
3 0.130 0.300 13.00 30.00 
4 0.185 0.320 18.50 32.00 
As one can observe in Figure 6.10, there is an improvement in the expected 
net present value compared to the reference base case (4622 E5$USD vs. 
4553 E5$USD). However, at low risk exposure levels the risk exposure using 
option contracts is higher. The usual perception is that the use of option 
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contracts reduces the risk exposure, however, in this case, according to the 
results, in low profit scenarios, the risk increases. 
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6.3 Option Contracts and Down Side Risk 
For this case, the model presented in section 5.4 that measures the down 
side risk was used. Similar to the strategy used in Section 6.1.6, the risk 
curves were handled by minimizing the downside risk at several NPV targets 
from 0 to 60 $E5. 
Figure 6.11 presents the solutions obtained by modifying the target profit. 
Similar to the case presented in section 6.1.5 where the down side risk model 
was implemented, it is possible to observe that as the target profit increases 
the risk curves presents a lower risk pattern. Table 6.17 presents the 
summary of results for this example. As the target profit is increases, the net 
present value decreases, resulting in similar behaviour to the results obtained 
in section 6.1.5. 
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If one compare the results obtained in Table 6.14 to those presented in Table 
6.17 one can observe that the use of options helps to reduce the risk 
associated with the plan. In all the cases the expected net present value 
obtained is higher when using option contracts. This follows the general belief 
that option contracts help to reduce risk exposure. 
TABLE 6.17 RESULTS FOR DIFFERENT TARGET PROFITS CONSIDERING OPTION (()N I RAC I', 
Options 0 
Tprofit (E5$USD) 
200 400 600 
E[NPV] (E5$USD) 4662.363 4546.835 4236.256 4183.943 4156.636 
E[Sales] (Klon) 268.567 260.934 243.253 239.561 237.734 
E[Option Sales] (Kton) 67.500 65.823 61.194 59.847 59.428 
E[Purchases] (Klon) 254.627 246.988 229.709 224.655 223.082 
E[Option Purchses] (Kton) 56.721 54.320 50.517 49.405 49.059 
Option Cost (E5$USD) 32.08 31.04 28.867 28.231 28.03 
Investment (E5$USD) 198.582 193.363 195.935 196.625 198.693 
6.4 Planning an Ethylene Derivatives Chain 
In this section the problem of designing an ethylene derivatives chain for the 
Mexican market is addressed. Results obtained in Chapter 4 showed that the 
ethylene chain was the most attractive, for investment purposes, over other 
o. 
-2000 1000 4000 7000 10000 
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derivative chains. From the results, it was concluded that there is a need of 
capacity expansion for ethylene production. It was suggested that two 
processes must be installed. One at period one with a total capacity of 1100 
Kton/Yr and the second one on period two with a capacity of nearly 1000 
Kton/yr. The first process requires naphtha as the main feedstock. It has 
been decided to make use of this process for this case. 
Figure 6.12 shows a diagram for the proposed ethylene derivatives train. 
Notice that the capacities for the derivatives are not yet known, only the 
capacity for the ethylene cracker is going to be suggested via and lower limit 
of 1000 Kton/yr and a upper limit of 1200 Kton/yr. From this starting point, 
the idea is to obtain the optimal structure for the ethylene derivatives chain. 
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Demand for additional system capacity will often grow gradually so that it is 
possible to stage the construction of facilities over time. The ultimate capacity 
for systems whose loads are increasing incrementally can be provided in a 
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number of steps. As an illustration, different strategies are shown in Figure 
6.13 
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The graph shows the projected future requirements as well as three different 
strategies for adding the ultimate capacity needed. Generally a wide variety of 
plans for the expansion of capacity could be formulated; each plan will modify 
the stream of costs and benefits and provide a different net present value of 
benefits. 
The wide variety of possible designs defines the capacity expansion problem, 
which is to define the optimal strategy for adding capacity to a system which 
minimizes total net present costs of providing the required system. 
In this example a more detailed analysis of the capacity expansion problem is 
required, therefore, we have decided to include the effects of economies of 
scale. The total costs per unit of capacity addition decrease as the size of the 
capacity addition increases. Normally the calculation of the capital 
to 
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expenditure required to install and expand the capacity of a plant is critical in 
terms of investments. Plant investments exhibit an economy of scale 
relationship. When an economy of scales exists the total costs can be reduced 
by building large units of capacity. This relation is typically a nonlinear 
function described by the so-called six-tenth rule. It reflects the economies of 
scale whereby a correlation is made with the capital expenditure, CI' ,o 
required to install a similar plant of capacity Q, ', a 
(base case) and the objective 
is to estimate the investment of a plant of capacity Q1, with a cost of Cl,,. 
Using this notation the six-tenth rule is given by: 
ze 
cil = Cleo (6.7) 
ýýo 
where 0 is the correlation factor and normally has a value of 0.6. Figure 6.14 
represents the capital investment cost as a piecewise linear function. 
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FIGURE 6.14 PIECEWISE LINEAR FUNCTION FOR CAPITAL COST 
In order to preserve the linearity of the model it would be convenient to 
approximate equation (6.7) by a linear expression in order to avoid additional 
computational complexities introduced by the nonlinearity of this equation. 
This can effectively be performed by approximating equation (6.7) as a piece- 
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wise linear function introducing a new set of binary variablesZR,,,,, that 
dictates the region/piece in which the approximation is performed. 
1, i QE,,, E [QRR-1,1,,, QRR, IJ 
0, otherwise 
The above definition can be effected via linear constraints: 
QRR-I, 
I. tZR 
S QEl 
tS 
QRR. 
I IRVR, 
I 
ßt 
(6.8) 
where R denotes the intervals into which capacity range is subdivided with 
limits QRR_,,,. r and QRR.,.,. 
Constraint (6.8) then forces QRR,,,, to zero for all other intervals different from 
the chosen interval R. Constraint (6.9) ensures that only one of the variables 
ZR,,, takes a value of 1, with all others being zero 
NR 
E ZR =1 
R-1 
(6.9) 
The next equation implies that the actual capacity expansion QE,,, equals 
QRR, for the chosen interval R. 
NR 
QE,,, = QRRJ, 
R=1 
(6.10) 
Finally, constraint (31) gives the actual capital cost for the capacity expansion 
QE,,, for process l at time period t. 
CI2 = fl Z+ (QR Qjl _Z 
QR, r. t ' /3R-t. r. r (6.11) R, r, t R R, i, t R 1,1,1 R it 
R=1 
QRR, 
f, t - 
QRR-1,1,1 
Table 6.18 presents the cost and prices that were used in evaluating the 
economics for the project presented in this section. The prices were taken 
from the PEMEX website (www. oemex. com). 
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Feedstock T Intermediates Derivatives 
Naphtha 194.50 Ethylene 424.00 HDPE 787.00 
Propylene 332.00 LLDPE 774.00 
Butadiene 520.00 pp 622.00 
Ethylbenzene 501.00 Styrene 563.00 
The information about, capital costs, operational costs, variable costs, energy 
comsumption and material balances for the processes included in this study 
case were obtained from SRI Consulting Process Economic Program (see 
appendix A). For this case it has been assumed that there is no intention to 
satisfy the internal demand for ethylene derivatives in the Mexican market, 
therefore, we have set the penalty cost parameter for importing final products 
to zero. 
For this case it is assumed that the demand for derivatives (HDPE, LLDPE, PP, 
and Styrene) is uncertain. The demand uncertainty is characterised by a 
normal distribution around the expected (forecasted) value with a 35 percent 
coefficient of variation. Two probable outcomes are considered, one above 
the expected demand (High demand scenario) and one below the expected 
demand (Low demand scenario) 
6.4.1 Results 
Table 6.19 presents the results for the final installed capacity at the end of 
the planning period. An ethylene cracker of a capacity of 1200 Kton Is 
installed in order to supply ethylene for the production of ethylene 
derivatives. The model inlcudes a process to produce ethylbenzene, the main 
feedstock for the production of styrene. Figure 6.5 shows the optimal 
structure for the ethylene derivatives chain at the end of period 4. The 
ethylene cracker produces 1200 kton of ethylene at the end of period 4 which 
is totally consumed for the production of ethylbenzene, HDPE and LDPE. 
Propylene and Butadiene are produced as by products in the production of 
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ethylene. Propylene is used for the production of Polypropylene and 
Butadiene is sold on the market, in this example butadiene derivatives are not 
considered. More by products are produced in the cracking of naphtha (see 
Figure 6.15), however, the impact that the sale of these products can have on 
the project is not considered. 
TABLE 6.19 RESULTS FOR THE ETHYLENE DERIVATIVES CHAIN 
Intermediate Production Final Products Production 
Products (Kton/Yr) (Kton/Yr) 
I 
(Kton/Yr) 
Ethylene 1200 Styrene 331 
Propylene 430 HDPE 450 
Butadiene 332 LDPE 450 
Polypro ilene 300 
Ethylbenzene 380 
eNPV 1569 E6 USD 
Other raw materials 
Benzens 
281 Ki-, ý 
Cracker 
1200 
I I"ttryt Styrene I 
bcnicne 
I Iigh-density 
Ethylene polyethylene 
Feedstock 
1200Kton/yr Linear Low- 
density 
Polyethylene 
Propylcnc 
Polypropylene 
488 KIon/yr 
Other 
Cu-products I3 u lad i enc- 
Sales to market 
Fuel gas 
Fuel oil 
Pyrolysis gasoline 
FIGURE 6.15 OPTIMAL ETHYLENE DERIVATIVES TRAIN 
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6.4.2 Detailed analysis for the investment in a LLDPE plant 
This section presents the analysis for the investment in a Linear-low Density 
Polyethylene (LLDPE) plant. From the results obtained in the previous section 
one can see that at for optimal final network for the plan a LLDPE plant with 
capacity of 450 Kton/yr is installed. However it worth exploring the issues 
involved in the decision-making to invest in a petrochemical plant. 
It was explained in Chapter 5 that there are different solution options for the 
capacity expansion problem under uncertainty, the "wait and see" and the 
"here and now"approaches. So far, in this work, only the "here and now" 
approach has been used. In this approach the model chooses a safe plan that 
will be feasible for all realisations, i. e. the decision variables in each of the 
states (scenarios) take the same values. Therefore, for this analysis, it was 
decided to make use of the "wait and seep' approach, where the optimal 
solution is taken if the realisation of the states uncertain parameters were 
known in advance. 
It is considered that the market demand for LLDPE Is uncertain and that is 
characterised by a normal distribution around the expected demand. Four 
probable outcomes are considered, two above the expected demand and two 
below the expected demand. The upper and lower demand constraints are 
the points where the demand is 35 % higher and lower (best and worst 
scenario) than the expected demand. The eight possible realisations will be 
sampled within this range. 
The model penalises the idle capacity, i. e. the capacity not used when the 
plan is not operating at full capacity. Normally a chemical plant will improve 
its economic performance operating at high rates, near full capacity. The 
reason for penalising the plant not working at full capacity is because the 
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money that is invested in capacity has an opportunity cost. This opportunity 
cost, in this case, is the money that the capital invested in a certain amount 
of capacity could generate if that money was invested in a financial asset or 
simply the amount of money that could be generated by the sale of the 
chemical that is not produced. 
It is assumed that any idle capacity will be penalised via the amount of Idle 
capacity multiplied by the price of the chemical, in this case, the price of 
LLDPE, or half of this price. Therefore there are two possible outcomes that 
which combined with the four possible outcomes for the uncertain demand, 
gives us eight scenarios for this planning problem. 
Table 6.20 presents the results for this project. Notice that the table shows 
the results for each of the scenarios. Different capacities are obtained in some 
scenarios, i. e. the model adapts the capacity expansion policy according to 
the scenario realisation. 
TARI F Fi_7ii SI IMMARY RFSl11 TS FOR CAPACITY PI ANNING FOR DIFFFRFNT SCENARIOS 
Scenarios 
Capacity (kton/Yr) 
Time period 1 2 3 4 5 6 7 8 
1 455.00 455.00 455.00 300.50 300.50 300.50 200.00 200.00 
2 - - - - - - 
3 - - - 117.56 117.56 117.56 126.18 126.18 
4 - - - 100.00 100.00 100.00 131.00 131.00 
Total Capacity 455.00 455.00 455.00 518.60 518.60 518.60 457.18 457.18 
Table 6.20 above can provide decisions makers with a wider view of the 
probable future requirements for the realisation of a project. This is a good 
example on how a "wait and see" approach can provide us with a better 
understanding of a planning project than that provided by the "here and now" 
approach. If one compare the results obtained in Section 6.4.1, a 450 Kton/yr 
LLDPE plant has to be installed. However, in this section, three different 
capacity planning policies have been obtained. In the next section, the three 
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different capacity expansion plans will be analysed in order to determine how 
flexible these plans are under different situations. 
6.4.3 Analysis for Capacity Expansion Plans 
This section analyses the three different expansion plans obtained in previous 
section. The investment plan considers eight different scenarios which gives 
us three different probable expansion plans for the investment in a LLDPE 
plant. A sensitivity analysis is done in order to analyse how different values in 
some parameters can affect the probable plans. 
The parameters that are to be consider for this example are the next: 
9 Market Price of LLDPE annual increase. This parameter is the annual 
increase rate for the market price of LLDPE, for the base case an 
annual increase of 4.5% is considered , in the sensitivity analysis 
(tornado chart) this parameter varies from 1% to 10%. 
" Idle Capacity Cost: Cost of not operating at full capacity, arbitrarily it 
was decided pay for the amount of idle capacity. 
" Cost of Raw material: This is the annual increase rate for the price of 
Ethylene; for the base case this value is 4.5%, again for the sensitivity 
analysis this parameter varies from 1% to 10 
" Rate of Market Growth: Annual growth rate for LLPDE Market. In the 
base case the demand forecast considered a 6% annual growth. For 
the sensitivity analysis the rate varies from 1% to 10%. 
" Annual Interest Rate: Base case: 10%, in the sensitivity analysis it 
varies from 7% to 15% 
" Operation Costs., This term includes cooling water, steam, process 
water and electricity; 153$/(Ton LLPDE) for the base case. These 
parameters vary from 70% to 150% i. e. the cost can decrease up to 
30% or increase up to 50%. 
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9 Capital Investment., This is the total fixed capital for the installation 
and expansion of the process. This parameter varies from 70% to 
130%. 
6.4.4 Case A 
An LLDPE plant with capacity of 455 Kton/yr is installed at time period one. 
This plan gives an eNPV of 494.9E6 USD. Notice that this plan allows having 
some idle capacity for part of the time frame. Figure 6.17 presents a tornado 
analysis for this case. Notice that depending on the cost for having idle 
capacity, the net present value can be even negative. A tornado analysis is a 
very useful tool for decision makers since they can realise which parameters 
have the biggest impact to the project. The market price of LLDPE has a high 
impact on the project. The capital investment parameter is the one that has 
the least impact on the project. Figure 6.16 presents the capacity expansion 
plan for this case. As one can see, the capacity installed is enough to cover 
the expected demand for half the planning horizon. No further capacity 
expansions are done. 
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FIGURE 6.16 CAPACITY EXPANSION PLAN FOR CASE A 
LLDPE Demand 
eNPV=494.9e6 USD 
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The cost of raw material also has a big impact in the project. Depending on 
the price of the ethylene, it can have a positive or negative impact. A decision 
maker will analyse a tornado chart to decide on what area to focus in order to 
improve the expected profits of a given project. From the tornado analysis a 
manager could take the necessary actions in order to improve the sales price 
at which the product must be sold or he/she could try to improve the 
conditions for the supply of the main feedstock (e. g. arrange long-term 
supply contracts) in order to reduce its cost. 
The tornado charts are useful for evaluating the sensitivity of a project to 
different parameters. The value of certain parameter could be modified within 
a specified range and doing a several simulation with different values of the 
selected parameter it is possible to see how the NPV of a project changes. 
Market Price of LLDP 
annual increase 
(1%-10%) 
Idle Capacity Cost 
Cost of raw material 
(ethylene) ($/TON) 
Rate of market growtl 
(%/yr) (1%-10%) 
Annual Interest 
rate (%) (7%-15) 
Operation Costs 
($/TON) 
Capital 
Investment (Si 
FIGURE 6.17 TORNADO CHART FOR CASE A 
u aase case Value 4.949 NPV @ 10% USDoS 
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6.4.5 Case B 
In this case the capacity expansion plan that is presented in Figure 6.18 is 
analysed. The results show that the capacity expansion is performed in three 
sequential steps. This case is favoured by high opportunity costs, i. e. the 
expansions are done in a way that the plant always operates at full capacity, 
even if the under the realisation of the worst scenario realisation. Figure 6.19 
presents the tornado analysis for this case. Unlike Case A, this case does not 
present a negative eNPV in the case where the idle capacity cost parameter 
varies within the range considered, in fact, for this case, it is the idle capacity 
cost parameter which has the lowest potential input. 
The market price for LLDPE presents the highest impact for this project. Also, 
the price of ethylene, the main feedstock, has a high impact on the project. 
The market growth rate, for this case, has the highest negative impact for the 
net present value. Another important parameter to consider in any planning 
project is the interest rate (discount rate). Figure 6.19 shows how the interest 
rate impacts in the project. The eNPV for this case is 456.9E6USD, smaller 
than the eNPV for Case. 
ýý ý°ý 
FIGURE 6.18 CAPACITY EXPANSION PLAN FOR CASE B 
LLDPE Demand 
eNPV 453.9e6 USD 
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FIGURE 6.19 TORNADO CHART FOR CASE B 
6.4.6 Case C 
130 
In this section the capacity expansion plan that is presented in Figure 6.20 is 
analysed. In the same way that Case A and Case B were analysed, in this 
case the impact that some parameters have in the project is evaluated. The 
eNPV for this case is 487.5E6USD and the capacity expansion is done in three 
steps. Figure 6.21 presents the tornado analysis for this case. It shows similar 
results than the ones obtained for Case A and Case B. 
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FIGURE 6.21 TORNADO CHART FOR CASE C 
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Three different analysis following different capacity expansions were carried 
out. It is interesting to see that the eNPV does not change form one case to 
the other by more than 10%, considering the level of NPV's this is not such a 
big difference. However, the tornado analysis gives more information on how 
these different strategies will perform under different parameter conditions. 
For, example, Case A seems a more risky option since the cost of the idle 
capacity can make the viability of the project fail. In all cases increasing 
demands were taken into consideration, eventhough the rate of increase is 
uncertain, the assumption that the plant will operate at full capacity is imply, 
buy what if the conditions do not allow the plant to reach its full capacity and 
this cost keeps increasing? 
Base Case Value 4,539 NPV ((u 1017 USI) nb 
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Chapter 7 
Combinatorial Auctions in the Process Industry 
This chapter explores the applicability of combinatorial auctions to our 
investment planning problem. The purpose of this chapter is not so much to 
develop a detailed model but rather to lay down the basic concepts and 
applicability of resource allocation theory, for the purpose of others intending 
to explore this in greater detail. Auctions are an important market 
mechanism, they allow selling goods in such a way that buyers can express 
their real value for certain item or combination of items. The allocation 
problem in combinatorial auctions is easily and commonly formalised as an 
integer programming problem - which is unfortunately, computationally 
intractable. 
The motivation to include this topic in this work is to explore a different 
approach for modelling the price behaviour in the planning problem. Chapter 
5 we presented a scenario based approach to represent the uncertainty in the 
price behaviour along the planning horizon, a similar method used by other 
authors. 
7.1 Introduction 
When an Auction of multiple items is performed, it is often desirable to allow 
bids on combinations of items, as opposed to only single items. Such an 
auction is often called "combinatorial auction" (Nisan, 2000). Therefore, the 
value of an asset to a bidder depends strongly upon which other assets 
he/she wins. 
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The potential advantage of allowing combinatorial bids in a simultaneous 
auction is that it allows bidders to express their synergistic values. When such 
synergies are present, this should result in both greater revenue for the bid- 
taker and in an economically more efficient allocation of assets to bidders. 
However, there are two potential disadvantages of allowing combinatorial 
bids. The first of these can occur when diseconomies of scale predominate 
and the second is the computational difficulty of finding the best set of 
winning bids that maximises the revenue. In the chemical sector, the use of 
combinatorial auctions could be useful since it would give companies the 
possibility of having synergies by acquiring multiple feedstocks. A packaging 
company might consider investing in a plant if they can obtain the LD and HD 
Polyethylene they require to produce their products, therefore, for this 
company, the value of obtaining both products is different from only having 
access to one. In the same way, a company might find attractive to purchase 
gasoline and diesel together, since they could load them in the same vessel, 
and in so doing save money on freight. 
The auction sell of many assets simultaneously has been in practice since the 
post- World-War-II divestiture of synthetic rubber plants by the U. S 
government. The Shell Chemical Company submitted a single bid for three 
units that exceeded the sum of bids from others for those units. The congress 
accepted the Shell bid. This is one of the first cases where bids for 
combinations of assets were allowed (Rothkopf, 1977). Recently the Federal 
Communications Commission in the U. S. has sold the use of radio spectrum 
via combinatorial auctions where bidders were interested in different 
collections of spectrum licenses (http: //wireless. fcc. gov/auctions/). 
Other examples of the use of combinatorial auctions are the auctions for 
airport time slots, railroad segments and scheduling. Wellman et a/ (2001), 
use the principle of combinatorial allocations for the job scheduling problem. 
In this problem competing jobs require to be allocated time slots across a 
sequence of machines, and have deadlines and costs of delay. Graves et al 
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(1993), present the problem where a number of slots are available in different 
classes and sections, and each student wants to register for a bundle of 
classes that fit their major and have no time scheduling conflicts. Walsh et a/ 
(2000), consider the problem of allocating components to competing 
manufacturers. Each manufacturer needs a supply of the right combinations 
of components for its own product; without all the components the supply is 
useless. Wellman etal(2001a) consider the allocation of flights, hotel rooms, 
and entertainment tickets to agents that represent clients with different 
preferences over location, price, hotels and entertainment. Moreover, a client 
has no value for an outward flight without a matching return flight or a hotel 
room without a flight. 
The use of combinatorial auctions is increasing and expanding to fields such 
as e-markets. Perhaps this is the area where most of the research is 
concentrating at the moment. This is understandable since portal sites such 
as Yahoo and eBay have become very important market places. 
It seems surprising that given the importance of combinatorial bids there are 
few cases in which combinatorial bids have been allowed, at least if we 
compared combinatorial bidding with other bidding methods. The types of 
auctions that are more commonly used are the English, Dutch and the so 
called Vickrey. In the English auction, the bidders raise their bids successively 
until there are no more bids, normally the auctioneer will start the auction 
with a minimum bid price; the highest bid gets the item. In the Dutch auction, 
the auctioneer begins with a high asking price which is lowered until some 
participant is willing to accept the auctioneer's price, or a predetermined 
minimum price is reached. That participant pays the last announced price. 
This type of auction is convenient when it is important to auction goods 
quickly, since a sale never requires more than one bid. 
A Vickrey auction is a type of sealed-bid auction, where bidders submit 
written bids without knowing the bid of the other people in the auction. The 
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highest bidder wins, but the price paid is the second highest bid. The auction 
was created by William Vickrey. This type of auction is strategically similar to 
an English auction, and gives bidders an incentive to bid their true value. 
7.2 Literature Review 
Rassenti et a/ (1982) address the problem of designing a combinatorial 
"sealed-bid" auction mechanism for airport time slot allocation to competing 
airlines. An airline's demand for a take-off slot at a flight originating airport is 
not independent of its demand for a landing slot at the flight destination 
airport. The idea is to avoid the problem of airlines of not matching their 
fight-slots, i. e. airlines might end acquiring more slots for taking off in a 
certain airport than for landing and vice versa. In this work they mentioned 
that the approach taken by other authors of proposing an after market to 
allow airlines to purchase freely and sell slots incurs in a disadvantage. 
Individual airlines may experience capital losses and gains in the process of 
trading airport slots in the after market. An airline with excess of A slots and a 
deficiency of B slots may discover in the after market that the going price of B 
slots is unprofitably high, while excess A slots can be sold only at a loss. The 
resulting set-packing problem is solved in order to determine the allocation of 
slots. However the authors themselves point out that even a four-city problem 
will dictate a problem of enormous dimensions. In general, the auctioneer's 
problem of determining an optimal set of bids in a combinatorial auction is an 
NP-complete problem. 
Kelly and Steinberg (2000) propose a two-stage auction procedure for use in 
assigning subsidies on geographic areas to telephone carriers. These carriers 
are commonly known as carriers of last resort. The Pause auction procedure, 
as the authors named it, in its fist stage is a simultaneous, multiple-round 
auction, conducted in substages, with progressive eligibility requirements with 
bidders submitting bids on individual properties. The structure of stage one is 
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very similar to the one used by Rothkopf et a/ (1998) for the assigning 
electromagnetic spectrum. The main contribution of Kelly and Steinberg's 
work is the combinatorial auction described in stage two. Stage two is a 
simultaneous, multiple-round auction, conducted in sub-stages, with 
progressive eligibility requirements and an improvement margin requirement, 
with composite bids to facilitate realisation of player synergies. The authors 
concluded that the combinatorial auctions mechanisms must be tested and 
validated in order to implement them; therefore, it is possible that the use of 
these mechanisms can become more popular. 
7.2.1 The Set-Packing Problem 
Most of the work done in combinatorial auctions is based on the well-known 
set packing algorithm presented by Garfinkel and Nemhauser (Garfinkel and 
Nemhauser, 1969). The set packing problem (SPP) is a 0-1 Integer program. 
Given a ground set M of elements and a collection V of subsets with non- 
negative weights, find the largest-weight collection of subsets that are 
pairwise disjoint. The problem may be stated as: 
max 
2 
c, x, 
J=1 
s. t. 
2 
a, xj S1 (i =1,..., m) 
f=º 
xj = 0,1 (j =1,..., n) 
where n is the number of bids and xj is binary variable representing whether 
bid i is selected or not. To formulate this problem as a integer program, let 
x, = 1 if the jth set in V with weight c, is selected and x, = 0 otherwise. 
Define parameter a, to be 1 if the j th set in n contains elementi e h1, l. e. it 
is a1-0 matrix. 
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One important characteristic of the SPP is how difficult it is to find an optimal 
solution. By enumerating all possible solutions one can find an optimal 
solution in a finite number of steps. If n is the number of variables, then the 
number of probable solutions is determined by 2'. It is clear that. for small 
values of n it is reasonable easy to find a solution, however when n is large, 
i. e. a large number of bids, it is very difficult to find a solution and it becomes 
impractical to solve the problem. The SPP is part of the family of problems 
known by the name NP-complete. The NP-complete problems are the hardest 
decision problems to solve since it is considered that a solution can not be 
found in polynomial time, hence, complicating the algorithm to solve these 
types of problems. Effectively the only algorithms guaranteed to find an 
optimal solution will run exponentially in the worst case. Thus, two important 
things must be considered when solving a combinatorial auction. The first is 
that the number of distinct bids is not large. The second is that the underlying 
SPP is well structured so it can be solved reasonably quickly. 
The "winner determination problem", also called combinatorial allocation 
problem (CAP) is based on above formulation. 
7.2.2 The Combinatorial allocation problem 
The CAP is a resource allocation problem in which a set of distinct objects are 
to be allocated across a set of agents. Let N be the set of bids and Af the 
set of m distinct items. For every subset S of M let c. be the bid that agent 
jeN has announced he is willing to pay forS. Two assumptions are made 
whilst formulating the CAP. The first is that bidders only care about the 
combinations they received and not on what other bidders receive. The 
second is that bidders have nonlinear values for bundles of items. 
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The goal in solving the CAP is to determine the allocation that maximizes the 
total value over all agents without assigning the same item to more than one 
agent. A bid with value cc;; (owill never be selected, therefore, (- - 0. Let 
if the bundle ScM is allocated to jeN and zero otherwise. Then the 
problem becomes: 
max I C, x,, 
i 
s. l. u, /x, <IVie Al 
(CAP) 
Yx;, <_1 V jeN 
xis ý 0,1 
The first constraint ensures that overlapping sets of goods are never 
assigned. The second ensures that no bidder receives more than one subset. 
A simple combinatorial allocation problem is illustrated in Figure 7.1. In this 
example there are nine items and three bidders, with positive values for 
bundles of items as shown. For example, bidder 1 is willing to pay 4 for 
bundle A, and 8 for bundle B. 
B, 8 
Fl 1-11-1 
Q ýqo 1-1 
1: 1 RU 
El El El 
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FIGURE 7.1 THE COMBINATORIAL ALLOCATION PROBLEM 
The optimal solution, to maximise the total value across all agents, is to 
allocate bundle B to bidder 1 and bundle D to bidder 2, with no allocation to 
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bidder 3, for total value of 16. However if one were minimising the value then 
the allocation would be bundle A to bidder 1 and bundle C to bidder 2, for 
total value of 10. 
7.3 The Combinatorial Auction in the Petrochemical Industry 
In this section an example for the application of the CAP in the petrochemical 
Industry is presented. The Petrochemical Industry, as any other industrial 
area, is an interconnected network of suppliers and buyers that are 
contending for scarce resources at multiple levels in the supply chain 
hierarchy. 
Therefore, one of the main goals, when trying to optimise the formation of 
this network, is to allocate investments in such a way that the supply chain 
formation would, bring the required materials (feedstocks, supplies, additives, 
catalysts, chemicals, fuels, electricity, etc) to the final user at the most 
adequate prices and quantities in order to optimise the use of the existing 
assets and plan for the future investments. It is for this reason that the study 
of the use of combinatorial auctions represents an interesting challenge. 
7.3.1 Example 
Let's assume there are a number of companies interested in obtaining 
feedstocks from a particular company. In this case, the potential buyers are 
interested in the output streams from an ethylene cracker. The ethylene 
cracker is fed with naphtha (See Figure 7.2). 
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FIGURE 7.2 DIAGRAM OF AN ETHYLENE CRACKER AND BIDDING COMPANIES 
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Let's examine the simple case of applying the set packing problem principles 
for the case of assigning the output streams to the agents with the highest 
value. Table 7.1 presents the values for parameter a,, , this is the matrix 
where each bidder (j) presents the value that has assigned to each of the 
output streams (i) from the ethylene cracker. 
It is important to mention that at this time we are not allowing the bidding 
agents to propose their preference for a bundle of items. In this case the 
agents are interested only in bidding for single items; therefore, they can be 
assigned any number of streams. 
TABLE 7.1 VALUES FOR PARAMETER a(%, i) ($/KG) 
Cl C2 C3 
Streams 
C4 C5 C6 C7 
1 7.1 8 13 16.5 19 5.8 10.9 
2 7 9 12.5 16.6 18.7 6.1 10.9 
3 7.5 9.2 13.1 17 20.3 6.6 11.3 
4 7.2 9 13 18 17.6 6.3 12.1 
5 6.6 9.1 24.3 16.7 17.5 6.4 10.8 
Table 7.2 shows the results obtained if the total profit for the bidders is 
maximised. In this case, the concept of combinatorial auctions does not apply 
since the bidders are not presenting any particular preference for a bundle or 
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set of items. In this case the problem is reduced to the set packing problem 
presented before. Since the objective is to maximise the total profit for the 
seller, i. e. the ethylene cracker owner, the model has selected the highest bid 
for each stream. The total profit is this case is 88 $ for the owner of the 
ethylene cracker. 
TABLE 7.2 RESULTS FOR THE ALLOCATION OF STREAMS 
Streams 
Cl C2 C3 C4 C5 C6 C7 
2------- 
311--11- 
4---1--1 
5--1---- 
7.4 Iterative Combinatorial Auctions in the Petrochemical Industry 
An iterative combinatorial auction allows bidders to submit multiple bids 
during the course of the auction. For example, an ascending-price auction 
maintains ask prices and allow bidders to revise bids as prices increase. In 
this example the concept of bundles is introduced. A bundle, ScK, consists 
of a particular set of items. Each bidder has a preference for a particular 
bundle and they can place bids on combination of items. An important 
application in this example is the introduction of fractional combinatorial 
auctions. A bidder can include in its bundle, not an entire item, but a fraction 
of this item. This is unique to streams rather than discrete items. 
In the petrochemical industry economies of scale play a fundamental role, 
and it is common to find that petrochemical plants are planned to be world- 
scale capacity. In this case study it is assumed that a number of potential 
clients are interested in buying the supply for their plants. 
For example, a polyethylene plant would like to guarantee the supply of 
ethylene and a plant of ethylene benzene would also like to satisfy its raw 
material requirements, however, each plant requires a different amount of 
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ethylene to be supplied. The bidder, in this case the ethylene and ethylene 
benzene plant, will bid for a fraction of the ethylene stream. 
Next, the equations for the iterative combinatorial action model are 
presented. Set round (r) is introduced in the following equations. First an 
upper and lower bound for the level of the bidding price in each round Is 
defined, 
bidprice(j, i, r) <_ x(j, i, r)bidprice"" (j, i, r) V j, ieK (7.1) 
where bidprice(j, i, r) is the bidding price for item j by bidder I in bidding 
round r. Equation 7.2 ensures a lower bound to the bidding price. 
bidprice(j, i, r)zbidpriceLO1'(j, i, t)x(j, i, r) V j, ie K (7.2) 
Equation 7.3 defines the bid price where parameterAskp(i)is the ask price for 
item i. 
bidprice(j, i, r) z Askp(i)x(j, i, r) V j, ieK (7.3) 
Equation 7.4 defines the ask price for each item in each round where 
parameter epsilon (e) defines the minimal bid increment, the minimal bid 
price increase in the auction, e) 0. 
Askp(i)=1: jbidprice(j, i, r)(l+e) V j, IE K (7.4) 
Equation 7.5 gives us the value ( V) for stream j by bidder ; in bidding 
round r. This value represents the difference between the bid price and the 
value that bidder i is willing to pay for a specific stream. It is assumd that 
any bidder will prefer to pay less, for an allocation of stream j, than the 
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current valuea(j, i). Therefore, for the case of the bidding agents, the 
objective will be to maximise the value for. 
V (j, i, r) = a(j, i)x(j, i, r) - bidprice(j, i, r) V j, ieK (7.5) 
Last, equation 7.7 is defines the objective function where Tprof is the total 
profit 
nnn 
Tprof = >. EV (j, i, r) 
Iir (7.6) 
Equation 7.6 guarantees that only one stream is chosen at any round. 
x(j, i, r) S1Vj, ieK (7.7) 
Table 7.3 presents the results for the iterative combinatorial auction. The fisrt 
element in the brackets represents the bidding agent and the second element 
represents the price offered for aa given stream. For example, for (3,7.13) it 
means that C1 was allocated to bidder 3 for a price of 7.13$/kg. It Is 
interesting to notice that all the final values obtained for each of the 
feedstocks are below the actual values presented in table 7.1. 
TABLE 7.3 RESULTS 
Streams 
Rounds Cl C2 C3 C4 C5 C6 C7 
1 (3,6.00) (3,8.00) (5,12.00) (2,16.60) (3,17.00) (3,5.80) (4,10.00) 
2 (3,6.54) (5,8.72) (5,13.08) (4,17.01) (3,18.53) (3,6.40) (4,10.90) 
3 (3,7.13) (5,9.20) (5,13.15) (4,17.44) (3,20.13) (3,6.4 5) (4,11.80) 
This results show that iterative auctions allow agents to obtain a more 
efficient allocation for the items they are bidding for. The number or rounds in 
which an auction should take place should not influence the final allocation of 
items but will influence the final price they will pay for the items they want. 
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7.5 The Dual Problem 
In previous sections a primal resource allocation problem was presented. Only 
the one side of the combinatorial auction problem has been considered. The 
allocation of winning bids has only taken in consideration the benefit of the 
bidder, maximising or minimising, the pay off for a certain bundle of items. 
In order to formulate an optimisation problem for competitive equilibrium 
between the auctioneer and bidders, it is necessary to introduce a dual 
model. Many traditional combinatorial optimisation problems can be solved 
with primal dual algorithms. This approach uses linear-programming duality to 
formulate an optimisation problem as a satisfactory problem (Vazirani, 2001). 
For every linear programming problem there is a corresponding linear 
programming problem called the dual. If the original problem is a maximum 
then its dual is a minimum and if the original problem is a minimum then its 
dual is a maximum. In either case the final tableau of the dual will contain 
both the solution to the dual and the solution to the original problem. 
Let consider next linear program: 
max CTx 
s. t. Ax 5b 
xz0 
(P) 
In above model A is amxn integer matrix, xe 91 " Is a , t-vector, and Cand b 
are n- and m- vectors of integers. The primal problem (P) is to compute a 
feasible solution for x that maximizes the value of the objective function. 
The dual program is constructed as: 
min bT y 
s. t. Ary zc (DP) 
yzo 
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where ye fit'" is am -vector. The dual problem is to compute a feasible 
solution for y that minimises the value of the objective function. 
Let VL(x) = C''x the value of feasible primal solution x, and VD(y) = b'),, the 
value of feasible dual solution y. It is imperative to cite the next theorem In 
order to finalise the definition of the dual problem (Floudas, 1995). 
Theorem (strong-duality). A pair of feasible primal, x, and dual 
solutions, y, are primal and dual optimal if and only if they satisfy the 
complementary-slackness conditions. 
The complementary slackness condition for problem (P) is xr (Ar y- c) =o 
and for problem (DP) the complementary slackness condition 
is yT (Ax - b) =0. Therefore, equations both slackness conditions it can be 
prooved that CT X= br y. The left hand side is the value of the primal, JL(x), 
and the right hand side is the value of the dual, VD(, ). Therefore by the 
strong duality theorem, VL(x) = VD(y) is a necessary and sufficient condition 
for the solutions to be optimal. 
Primal-dual algorithms are often used to solve optimisation problems. The 
objective is to search for feasible primal and dual solutions that satisfy 
complementary-slackness conditions, instead of searching for an optimal 
primal or dual solution directly. Also, a primal-dual algorithm allows the 
design of iterative combinatorial auctions (Cramton et a/, 2006). Prices 
represent a feasible dual solution, and bids from agents allow a search for a 
primal solution that satisfies complementary-slackness conditions. A standard 
primal-dual formulation maintains a feasible dual solution, y, and computes a 
solution to a restricted primal problem, given the dual solution. 
7.5.1 The Dual problem for combinatorial auctions 
In this section a dual model for combinatorial actions based on the theory 
reviewed in the previous section is presented. The objective of this model is 
Combinatorial Auctions in the Process Industry 152 
just to suggest a possible approach for a better economic equilibrium 
between bidders and auctioneers. 
The solution for the primal problem is to assign prices to items, or bundles of 
items, to minimise the sum of each agents' maximum utility given the prices, 
over all possible allocations; and the maximum revenue over all possible 
allocations given the prices. It is very important to formulate a strong 
algorithm such that the optimal solution is integral. Figure 7.3 shows the 
ideal behaviour of a primal-dual algorithm for combinatorial auctions. 
The primal allocation problem VIP is to allocate items to agents to maximize 
the sum value over all agents, such that no item is allocated to more than one 
agent. The dual allocation problem VDp is to assign prices to items to minimise 
the sum of each agent's maximum revenue over all allocations. 
In the process of the iterative bidding agent i receives bundle S, in a 
provisional allocation if and only if the bundle maximises its utility given the 
prices. 
opt 
FIGURE 7.3 INTERPRETATION OF AN ASCENDING-PRICE AUCTION 
Auction Rounds 
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The goal of a primal-dual algorithm is that the prices of items will adjust in 
each bid round towards an optimal dual solution Vo04, supporting an optimal 
primal solution; this is done in order to find a competitive equilibrium between 
the bidders and auctioneers. The idea is to increase prices towards satisfying 
the complementary slackness conditions described in previous section. 
The primal problem (PP) is defined by equations (7.6) to (7.12) 
max cý xý (7.6) 
Xi(s) jI 
ZZa, x, S1 Vieh! (7.7) 
i 
ý xU s1 (7.8) 
J 
The dual problem (DP) is defined by the following equations 
minE, r, +II (7.9) 
9r 
where Yr, is the payoff to bidder i across all bundles and is defined by next 
equation 
; r, +pf ý: vU Vi, j (7.10) 
where p, is the price for bundle S and pj is the price of item j in bundle s, 
Ps = 1'. ' pi 
The revenue to the auctioneer is defined by II, the sum of all allocations at 
the given ask price. 
U-Epp z0 vj 
'E$ 
and nonnegative constraints 
(7.11) 
ir,, p1, II z0 Vi,. l 
Combinatorial Auctions in the Process Industry 154 
Until this point the basic elements that are needed to build an algorithm to 
solve a combinatorial auction problem have been defined. It was mentioned 
at the beginning of this chapter that it is not the objective of this chapter to 
develop a detailed model, nevertheless, we have explored the possibility of 
applying a auction design based model to the process industries. Auctions 
offer great promise as mechanism for optimal allocations. However it Is 
imperative to mention that the allocation problem is difficult to solve. There is 
not an algorithm that can guarantee an optimal solution. 
7.5.2 Case Study 
In this case there are 3 bidders (j = 1,2,3) and two chemicals (t= CI, U). 
Table 7.5 presents the preferences for each bidder. Bidder 1 wants C1 and 
C2, and has value 6 for Cl and C2. Bidder 2 wants Cl only and has a value of 
4 and Bidder 3 wants C2 only and has value 4 for C2. It Is easy to see from 
Table 7.5 that the efficient allocation is to allocate Cl to bidder 2 and C2 to 
bidder 3. 
TABLE 7.5 RESULTS 
Cl C2 Cl&C2 
1 0 0 6 
2 4 2 4 
3 0 4 4 
It is important to notice that price behaviour, i. e. p(C1 & C2) = p(Cl) + p(C2), 
in each round is linear and combined with the winner determination rule, 
which prevents the auctioneer allocating CI and C2 to bidder 2, supports the 
optimal allocation in a competitive equilibrium in this problem. 
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Table 7.6 presents the results for the bidding problem, in which final 
allocation is Cl to bidder 2 and C2 to bidder 3. Linear prices are sufficient to 
support the optimal allocation in competitive equilibrium in this problem, for 
example p(C1 & C2) = p(C1) + p(C2) =1.5 +1.5 = 3. In this case a successful 
bid for C1&C2 must be at least the sum (not the maximum) of the bid price 
for Cl and C2, because different bidders - bidders 2 and 3- bid for CI and 
C2. This explain why the ask price for C1&C2 remains within epsilon (e) of the 
sum of the ask prices for Cl and C2 throughout the action. 
TART F7t RTn Al I n['ATTnNC PFR RÖI IND FnR THIS FXAMPI F 
Round Prices Bids Itevenuo 
C1 C2 C1&C2 1 2 3 
1 0 0 0 (C1&C2,0) (C1,0) (C1&C2,0) (C2,0) (C1&C2,0) 0 
2 0 0 1 (C1&C2,1) (C1,0) (C1&C2,1) (C2,0) (C1&C2,1) 1 
3 1 1 2 (C1&C2,1) (C1,1) (C1&C2,2) (C2,1) (C1&C2,2) 2 
4 1 1 2 (C1&C2,2) (C1,1) (C1&C2,2) (C2,1) (C1&C2,2) 2 
5 1 1 3 (C1&C2,3) (C1,1) (C2,1) 3 
6 2 2 3 (C1&C2,3) (C1,2) (C1&C2,3) (C2,2) (C1&C2,3) 4 
7 2 2 4 (C1&C2,4) (C1,2) (C2,2) 4 
8 2 2 5 (C1&C2,5) (C1,2) (C2,2) 5 
9 3 3 5 (C1&C2,5) (C1,3) (C1&C2,4) (C2,3) (C1&C2,4) 0 
10 3 3 6 C1&C2,6 C1,3 (C2,3) 6 
In this chapter the use of combinatorial auctions in the petrochemical industry 
was explored. An important contribution of this work is the use of fractional 
combinatorial auctions. This is a unique and important feature of the chemical 
industry since streams can be fragmented. This situation could open the door 
to more accurate and elaborate models. However, the initial objective was 
only to explore the use of auctions in the petrochemical industry. 
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Chapter 8 
8.1 Conclusions 
In this work the application of mixed integer optimization techniques to the 
capacity planning problem, whose importance is significant to the chemical 
process industries, was explored. The goal has been to build a model to 
support the decision making in the planning process of projects. 
This thesis starts by acknowledging the importance of process planning in the 
petrochemical industry. Due to the current situation of the petrochemical 
industry, it is imperative to find the optimum way to maximize total profit In 
this highly competitive industry. As seen from the literature review, long 
range planning and uncertainty are two key factors in the decision making at 
corporate level, therefore, many research groups have been actively working 
in this area. 
The following points have been addressed: 
1. Production planning -A multiperiod mixed integer linear programming 
model has been developed for production planning. Since the purpose of 
this model is to determine the maximum profit with respect to sales, 
purchases and operating expenses, and since the existing processes are 
already determined, no investment costs were considered. Therefore, the 
objective is to minimize the operation cost for the processes and the cost 
for inventories. A slack variable was introduced to relax the constraints. In 
this case, this slack variable represents the imports of products, in order to 
meet the final demand of products. 
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2. Long range planning with capacity expansion - In this chapter the 
production planning model was extended to consider the possibility of 
process capacity expansion. 
3. Capacity planning under uncertainty - The solution of the multiperlod 
planning model with capacity expansion was considered, incorporating 
uncertainty in demand and prices. A stochastic dimension was added to 
the model, leading to multiple scenarios for varying forecasts for demand 
and prices of chemicals. The resulting model is a large multiscenario, 
multiperiod planning problem with a binary decision variable In each time 
period. Thus, the size of the model became very large for large chemical 
complex synthesis problems. 
4. Risk management - In this section several issues related to financial risk 
management in the framework of two-stage stochastic programming 
models were addressed, developing new formulations that allow the 
decision maker to obtain solutions that are in agreement with his or her 
risk preference. The need to develop this kind of formulation has become 
extremely important for any industrial activity affected by uncertainties in 
the market, politics, weather or any other uncertainty driver specific to the 
business in question. Previous work related to risk management in 
planning or designing under uncertainty mostly based their strategy upon 
the robust optimisation approach, aiming at controlling the second stage 
cost or profit variability of the solutions, according to the preferences of a 
risk-averse decision maker. In this sense, the insights provided on the 
trade-offs between risk and profitability were found to be very appropriate 
to visualise the risk behaviour of different alternatives. It was found that 
the concept of downside risk could be used to measure financial risk, 
considering that in that way there is no need to introduce new binary 
variables that increase the computational encumbrance. 
Conclusions and Future work 158 
5. Financial options - The planning model developed in before was adapted 
in order to incorporate option contacts as an alternative risk management 
tool. The results obtained showed that in general in today's commodity 
markets the use of option contracts is crucial to manage the risk 
associated with price and demand. 
6. Combinatorial auctions -A simple model was developed in order to 
explore the applicability of auctions in the supply chain formation in the 
petrochemical industry. Auction rounds were included in the model, 
allowing bidders to present different prices at different rounds. A minimal 
price increment in the price or each round was considered. It was possible 
to prove that one of the advantages of allowing combinatorial bids is that 
allows bidders to express their synergistic values. However, this problem 
proved to be difficult to solve with large examples. 
8.2 Future Work 
The work presented in this thesis may be extended further in the following 
directions: 
1. Utility Systems: To include utility systems in the design and operation of 
chemical plants, there is often considerable uncertainty involved in a 
number of parameters. Typical examples could be steam and power 
generation. 
2. Multisite expansions: To consider different tax regimes, proximity to 
makets, local costs, and available infrastructure like ports, pipelines and 
storage tanks. 
3. Retooling - Some processes have the advantage that they can be retooled 
to produce different products. This will add to the model more flexibility, 
reducing the number of expansions needed. 
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4. Multiproduct Scheduling on parallel lines: The model could be extended to 
handle: 
a) generalised common cycle schedules; this will required the 
handling of more complex inventory models. 
b) More general configurations of continuously processing units; 
complex networks with parallel/series production lines and 
shared units. 
5. Solution Strategies: To investigate alternative solution methods for the 
planning and combinatorial problems. These strategies could Include 
integer cuts, Benders decomposition and strong cutting planes. Another 
approach could be to reduce the size of the number of scenarios, 
therefore a hierarchical algorithm to select and cut off the number of Initial 
scenarios that will be computed could be very useful (Gatica, 2003). An 
alternative strategy to obtain an approximate solution to the capacity 
problem is a flexible scenario-based aggregation /disaggreagation 
procedure. This approach has been applied to the planning problem In the 
pharmaceutical industry with good results (Gatica et al, 2003). 
6. Upstream integration: In real life, the petrochemical complex is not 
isolated; it is closely related to upstream activities like oil field 
development and scheduling. 
7. Supply chain formation with combinatorial auctions: There is a lot of space 
to do improvements in this area. A most robust planning model should be 
considered. The capacity expansion model should e coupled with a 
combinatorial auction algorithm in order to model price behaviour and. 
This would be a more novel way to manipulate prices than the way most 
authors have done until now. Uncertainty could be introduced in the bid 
prices and in the items that bidders would include in a bundle. 
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Appendix A 
Installed capacity in Mexico of existing petrochemical processes 
Process Initial Capacity (KT) Prices($/T 
Acetaldehyde 727.65 
One-Step Oxidation of Ethylene 294 
Acetic Acid 815.85 
Oxidation of n-butane 228 
Acetic Anhydride 970.20 
Oxidation of acetaldehyde 95 
Acetone 683.55 
Dehydrogenation of isopropanol 83.5 
Acrilic acid 1,543.50 
Oxidation of acrolein 10 
Acrylonitrile 1,124.55 
Ammoxidaion of propylene 174 
Ammonia 134.50 
Reaction of hydrogen and nitrogen 2,812 
Aniline 1,653.75 
Hydrogenation of nitrobenzene 31.6 
Benzene 330.75 
Hydroalhylation of toluene 399 
Bisphenol-A 1,455.30 
Reaction of phenol and acetone 2 
Butadiene 374.85 
Dehydration of n-butylene 55 
n-Butanol 970.20 
Dehydration of n-butylenes 14.5 
n-Butyraldehyde 1,168.65 
Catalytic dehydrogenation of 1-butanol 204 
Caprolactam 2,668.05 
Nitration of cyclohexane 80 
Chlorine 330.75 
Electrolysis of sodium chloride 461.7 
Chlorobenzene 815.85 
Chlorination of benzene 5.1 
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Cumene 771.75 
Reaction of benznen and propylene 40 
Cyclohexane 330.75 
Hydrogenation of benzene 100 
Dimethyl Terephthalate 1,940,40 
Esterification of terephthalic acid 420 
Ethyl acetate 1,455,30 
Esterification of acetic acid 4 
Ethylbenzene 330,75 
Reaction of benzeneand ethylene 52 
Ethylene 452.02 
Pyrolysis of ethane 1,391 
Ethyldichloride 573.30 
Chlorination of ethylene 85.5 
Oxychlorination of ethylene 71.5 
Ethylene glycol 441.00 
Hydration of ethylene oxide 361,8 
Ethylene Oxide 1,455,30 
Oxidation of ethylene 328 
2-Ethylhexanol 1,212.75 
Dimerization of n-butyraldehyde 230.2 
Formaldeyde 198.45 
Oxidation of methanol 195 
Hydrogen Cyanide 529.20 
Ammoxidation of methane 10 
Isoprene 330.75 
Dehydration oflsopentenes 15 
Isopropanol 529,20 
Sulfonation of propylene 15 
Maleic Anhydride 2,028.60 
Oxidation of benzene 7 
Methanol 286.65 
High pressure hydrogenation of 171.5 
carbon monoxide 
Methyl ethyl ketone 771.75 
Dehydrogenation of s-butanol 4.3 
Methyl isobutyl ketone 1,212,75 
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Dimerization of acetone 14.5 
Methyl methacrylate 1,212,75 
Cyanation of acetone 18 
Nitric acid 286.65 
Oxidation of ammonia 454 
Nitrobenzene 1,058.40 
Nitration of benzene 4.1 
Phenol 1,609.65 
Oxidation of cumene 38.5 
Phtahlic anhydride 1,168.65 
Oxidation of o-xylene 83.5 
Propylene dichloride 330.75 
Chlorination of propylne 387.2 
Propylene glycol 441.00 
Hydration of propilene oxide 26 
Styreme 1,212.75 
Dehydration of ethylbenzene 180 
Terephthalic acid 734.99 
Oxidation of p-xylene 950 
Toluene diisocyanate 631.29 
Phosgenation of toluene diamine 19.5 
Urea 
Reaction of ammonia and 780.4 1,984.50 
carbon dioxide 
Vinyl acetate 156.55 
Reaction of acetylene and 110 
acetic acid 
Vinyl choride 694.35 
Dehydrochlorination of ethylene 270 
dichloride 
p-xylene 734.99 
Isomerisation of m-xylene 280 
Nylon 1,157.62 
Reaction of adipic acid with 70 
hexamethylene diamine 
Phenol formaldehyde 735.00 
Reaction of phenol with 35 
formaldehyde 
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Polybutadiene 734.99 
Polymerisation of butadiene 11 
Polyglycol 882.00 
Polymerisation of ethylene glycol 5.6 
High density poliethylene 734.99 
Chevron Phillips polymerisation 200 
of ethylene 
Low density polyethylene 1,014.30 
High pressure polymerisation 291 
of ethylene 
Polyethylene therephthalate 1,190.70 
Estirification of terephthalic acid 115 
and ethylene glycol 
Transesterification of ethylene 250 
glycol and dimethyl terephthalate 
Polypropilene 734.99 
Polymerisation of propylene 300 
Polypropilene glycol 882.00 
Hydration of propylene oxide 26 
Polystyrene 740.00 
Polymersation of styrene 344.3 
Polyuretane 1,212.75 
Polymersation of toluene diisocyanate 75 
Polyvinyl acetate 734.99 
Polymerisation of vinyl acetate 38 
Polyvinyl chloride 734.99 
Polymerisation of vinyl chloride 503 
Urea-formaldehyde 1,631.70 
Reaction of urea and formaldehyde 123 
via ammonia 
Acrylic fiber 734.99 
polimerisation of acrylonitrile 184 
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Data used in section 6.4 
SRI CONSULTING 
PEP YEARBOOK 2002 
ETHYLENE FROM WIDE-RANGE NAPHTHA BY VOL-PAGE: 3M-299 
MILLISECOND(TM) CRACKING/ MILD SEVERITY 
RAW MATERIAL AND UTILITY COST, US >/KG 
UNIT COST CONSUMPTION/TONNE >/KG 
--------- ------------------ ------- 
RAW MATERIALS 
CATALYSTS AND CHEMICALS 0.52 
NAPHTHA, WIDE-RANGE 27.4 >/KG 3.057047 TONNES 83.76 
GROSS RAW MATERIAL COST 84.28 
BY-PRODUCT CREDITS 
C4 FRACTION1 37.3 >/KG E -0.3538 TONNES -13.2 
FUEL OIL AND RESID 20.7 >/KG -0.0681 TONNES -1.41 
HYDROGEN-RICH GAS 68.3 >/KG E -0.0759 TONNES -5.18 
METHANE-RICH GAS(95VOL%) 1.79 )/MMCAL -5045 MMCAL -9.03 
PROPYLENE, POLYMER GRADE 46.1 >/KG -0.4823 TONNES -22.23 
PYROLYSIS GASOLINE 32.7 >/KG -0.692737 TONNES -22.65 
TOTAL CREDITS 
-73.70 
UTILITIES 
COOLING WATER 4.59 >/M3 348 M3 1.60 
PROCESS WATER 31.6 >/M3 2.3 M3 0.07 
ELECTRICITY 9.38 >/KWH 62 KWH 0.58 
INERT GAS 4.05 >/NM3 24 NM3 0.10 
FUEL OIL 2.00 >/MMCAL 129 MMCAL 0.26 
NATURAL GAS 1.79 >/MMCAL 5043 MMCAL 9.01 
TOTAL 11.62 
PROCESS DESCRIPTION: 
A wide-range (37.2-196oC) naphtha feedstock is steam 
cracked, at mild severity, in M. W. Kellogg's straight tube, 
Millisecond(TM) pyrolysis heaters at furnace outlet 
temperatures of about 890-86OoC and pressure of about 1.8 
bars. The cracked gas is quenched to 427oC with BFW in 
parallel transferline exchangers to arrest the free radical 
reactions and to recover the waste heat. Next, the 
indirectly quenched cracked gas flows to a primary 
fractionator where a 204oC+ fuel oil fraction is separated 
from the cracked gas. The gas is directly water quenched to 
condense dilution steam and heavy gasoline in the gas at 
38oC and 1.3 bar. Then the gas is compressed to 36.3 bars in 
5 stages. Between the third and fourth stages, the gas is 
amine treated, caustic washed, cooled to 13oC, and 
dehydrated with molecular sieves. The dried gas is subjected 
to a conventional front-end demethanization products 
separation sequence of demethanization, deethanization, C2 
hydrogenation (to convert acetylene to ethylene and/or 
ethane), C2 splitting (to recover ethylene product), 
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depropanization, C3 hydrogenation (to convert C3 acetylenes 
to propylene and/or propane), C3 splitting (where polymer 
grade propylene is recovered as a coproduct), debutanization 
(where a mixed C4 coproduct stream is recovered) and 
gasoline hydrotreating to stabilize the by-product gasoline. 
Ethane and propane produced in this sequence of operations 
are recycled to extinction. 
The furnace outlet ethylene yield is 29.0 wt% on the 
wide-range naphtha feedstock; the ultimate yield is 32.7 wt% 
on the feedstock. 
REFERENCE: PEP REPORT 29E, P. 8.1-8.11 (JJLM) 
LOCATION : JAPAN ETHYLENE 
PEPCOST INDEX-U. S.: 620 PRICE: 44.07)/KG 
LOCATION FACTOR : 1.01 
PEPCOST INDEX- : 380 
EXCHANGE RATE: US $1 - 0128 
ETHYLENE 
THOUSAND TONNES/YR 
----------------------------------- 
250 
------ 
500 
------ 
680 
INVESTMENT, US $ MILLION* 
------ 
BATTERY LIMITS 287.9 (0.81) 504.8 (0.84) 653.6 
OFF-SITES 143.9 
------ 
247.1 
-- 
317.0 
TOTAL FIXED CAPITAL 431.8 (0.80) 
---- 
751.9 (0.83) 
------ 
970.6 
PRODUCTION COSTS, US >/KG 
RAW MATERIALS 84.28 84.28 84.28 
BY-PRODUCT CREDITS -73.70 -73.70 -73.70 
UTILITIES 11.62 
------ 
11.62 
------ 
11.62 
VARIABLE COSTS 22.20 22.20 
------ 
22.20 
MAINTENANCE MATERIALS 2.76 2.42 2.31 
OPERATING SUPPLIES 0.13 0.08 0.07 
OPERATING LABOR ( 10/SHIFT) 1.28 0.80 0.71 
MAINTENANCE LABOR 1.84 1.62 1.54 
CONTROL LABORATORY 0.26 
------ 
0.16 
--- - 
0.14 
TOTAL DIRECT COSTS 28.47 
- - 
27.28 
------ 
26.97 
PLANT OVERHEAD 2.03 1.55 1.43 
TAXES AND INSURANCE 2.59 2.26 2.14 
DEPRECIATION 17.28 
------ 
15.04 
- 
14.28 
PLANT GATE COST 50.37 
----- 
46.13 
------ 
44.82 
G+A, SALES, RES., 3% 5.17 4.87 4,77 
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PRODUCTION COST 
AT 100% CAPACITY 55.54 51.00 49.59 
AT 75% CAPACITY 68.20 62.15 60.27 
AT 50% CAPACITY 93.53 84.45 81.63 
PRODUCT VALUE (COST + 25%/YR ROI BEFORE TAXES), US )/KG 
AT 100% CAPACITY 98.74 88.60 85.28 
AT 75% CAPACITY 125.80 112.28 107.86 
AT 50% CAPACITY 179.93 159.65 153.01 
* INCLUDES 25 PERCENT CONTINGENCY. 
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