Abstract. We discuss in this paper a new combination of methods for solving nonlinear boundary value problems containing a parameter. Methods of the continuation type are combined with least squares formulations, preconditioned conjugate gradient algorithms and finite element approximations.
1. Introduction. We present in this paper a powerful combination of techniques that are used to solve a variety of nonlinear boundary value problems containing a parameter. Indeed the resulting method can be employed to study a large class of nonlinear eigenvalue problems. The individual techniques include: arclength or pseudoarclength continuation, least squares formulation in an appropriate Hilbert space setting, a conjugate gradient iterative method for solving the least squares problem and finite element approximations to yield a finite dimensional problem for computation.
In 2 the solution techniques are described in some detail. Specifically in 2.1 the last squares formulation of a broad class of nonlinear problems, say in the form ( and with U {u, A } the previous least squares and conjugate gradient techniques can be applied to the system (1.2), (1.3). One big advantage of our specific continuation method is that simple limit or fold points of the original problem (1.2) are just regular points for our reformulation in the form (1.1). The entire procedure thus enables us to determine large arcs of branches of solutions of (1.2) with no special precautions or change of methods near limit points.
Ilfll, sup f V'.
The problem that we consider is to find u V such that (2.2) S(u) =0, where S is a nonlinear operator from V to V'.
2.1. Least squares formulation of problem (2.2) . A least squares formulation of (2.2) is obtained by observing that any solution of (2.2) is also a global minimizer over V of the functional J: V-defined by (2.3) J(v) 1/21IS( )11 = Hence a least squares formulation of (2.2) is:
Find u V such that (2.4) J(u)<=J(v) Vv V. In practice we proceed as follows. Let A be the duality isomorphism corresponding to (.,-) and (.,.). That is V v V, Av V' satisfies (Av, w)=(v, w) Vw V, (2.5) (2.6) It follows that (2.7)
where is a (nonlinear) function of v obtained via the solution of the well-posed linear problem (2.8) A=S(v).
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We observe that (2.4) has the structure of an optimal control problem, where (i) (iv) J is the cost function.
As a final remark we observe that any solution of the minimization problem (2.4) for which J vanishes is also a solution of the original problem (2.2). 2.2. Solution by a conjugate gradient algorithm. We suppose from now on that S is ditterentiable implying in turn the ditterentiability of J over V. We denote by S' and J' the Fr6chet derivatives of S and J respectively.
From the ditterentiability of J it is quite natural to solve the minimization problem (2.4) by a conjugate gradient algorithm; among the possible conjugate gradient algorithms we have selected the Polak-Ribire variant (cf. Polak [1] ) whose very good performance has been discussed by Powell [2] (see also Shanno [28] ). The Polak-Ribire method applied to the solution of (2.4) provides the following algorithm.
Step O" Initialization. For some given (2.9) u V, compute g0 V as the solution of (2.10)
Ag=J'(u), and set (2.11) z=g.
Then, for n_>-0, with u", g", z" known, compute u "+1
Step 1" Descent. Compute:
(2.12) p. arg min J(u" pz"), and then set (2.13)
u" p,z".
g"+l, z "+ by:
Step 2" New descent direction. Define g n+lG V as the solution of (2.14) then compute and set Ag"+=j'(u"+);
(Ag",g") (g",g") (2.16) zn+I gn+l d-Tnz n.
Set n n + 1 and return to Step 1.
The two costly steps (because they need some auxiliary computations) of algorithm (2.9)-(2.16) are: (i) The solution of the one-dimensional minimization problem (2.12 ) to obtain p,. We have done the corresponding line search by dichotomy and parabolic interpolation, using p,_ as starting value (see [3] for more details). We recall that each evaluation If the nonlinearity is polynomial we can use faster methods. (ii) The calculation of g,/l from u "/1 which requires the solution of two linear problems associated with A (namely (2.8) with v u "+ and (2.14)).
Calculation of J'(u") and g": Owing to the importance of Step .2) is said to be regular if the operator S'(u) ( ( V, V')) is an isomorphism from V onto V'.
Using a modification of the finite-dimensional techniques of Polak [ 1] , it has been proved in Reinhart [3] (2.25) S =uu(UO, )to) is an isomorphism from V onto V', and if {u,)t}--> S(u,)t) is C in some ball around {Uo,)to}, then the implicit function theorem implies the existence of a smooth arc of regular solutions u=u()t) for I)t-)tol < P-Therefore, for )t given sufficiently close to )to we may solve problem (2.23) just as problem (2.2). These procedures, however, may fail or encounter difficulties (slow convergence for example) close to a nonisolated solution.
To overcome these difficulties we replace problem (2.23) We consider now a conjugate gradient algorithm (in fact, a variation of algorithm (2.9)-(2.16)) to solve the least squares problem (2.33); this algorithm is defined as follows.
Step O" Initialization. For some given (2.37) UO= {uo, xo} compute G O= {gO, gO} e V xR as the solution of oL (uo), (2.38) Ag" (2.39) gO _(uO), and set (2.40) Then for n->_ 0, with U", G", Z" known, compute Un+l, Gn+l, Z n+l as follows.
Step 1: Descent. Compute (2.41) p, Arg Min J( U" -pZ"),
(i.e. u "+1= u" -p,z",, A"+I= A"-p,z").
Step This results in much faster convergence, especially close to the limit points. This initialization technique leads to the so-called continuation method with incremental load and is of order 2 (see Deuflhard [38] [39] , Decker-Keller [40] . From a practical point of view, Proposition 2.1 is of fundamental importance for the following reasons.
(i) Since simple limit points for problem (2.23) are regular points for problem (2.30), the conjugate gradient algorithm can be used to compute these limit points via the least squares formulation (2.33) . This property is a direct consequence of the convergence properties of the conjugate gradient algorithm mentioned in 2.2 and discussed in details in [3] .
(ii) Using a perturbation technique, bifurcation points can be approximated by simple limit points. Then the solution methods described in the present 2 can be applied; several examples of such situations will be discussed in 4.
2.4. Implementation of the arc length continuation method. To help potential users of continuation methods discussed in the previous sections, we summarize here the essentials of these methods. We solve the nonlinear problem (2.23) via the solution of a family (parametrized by s) of nonlinear system (2.26), (2.27) . In practice we approximate (2.26), (2.27) by the discrete family of nonlinear systems described below, where As is an arc length step, positive or negative (possibly varying with n) and where u"-u(nAs), h"-h(nAs):
Initialization. We suppose that we know a solution {u , A } of (2.23); we take it as origin of the arc of solutions, i.e. u -u, As +(A,+_A.) A"
As"- Iloll,g= Ivl = dx provides a functional framework well suited to the solution of (3.1) by variational methods, and most particularly by those discussed in 2.
For simplicity we consider only situations for which f is a nonnegative constant (f= 0 in the Bratu case). We suppose also that A => 0, since problem (3.1) has a unique solution in H(f) if A <-0; such a result can be proved using monotonicity methods, like those discussed in e.g. Lions [7] , and based on the fact that the operator v-Av-Ae-f is monotone over H(f) if A < 0. If A > 0, problem (3.1) and closely related nonlinear problems, have been considered by many authors; with regard to recent publications let us mention among others Crandall-Rabinowitz [8] , [9] , Amann [10] , Mignot-Puel [11] , Mignot-Murat-Puel [12] , Keller-Cohen [30] , Keener-Keller [31] ; in particular we find in [12] an interesting discussion showing relationships between (3.1) and combustion phenomena and in [30] In the above theoretical references it is also proved that these solutions which are not limit points are regular solutions. It follows from all these properties that the solution techniques discussed in 2 can be applied to the solution of (3.1) if A > 0.
Their application to the computational solution of (3.1) requires, however, a finite dimensional approximation of this last problem; such an approximation--by finite element methodsmis considered in the following sections. Problem (3.1) has been investigated numerically by, among others, Kikuchi [13] , Simpson [14] , Moore-Spence [15] , Chan-Keller [16] (by arc length continuation and multigrid finite difference methods), Reinhart [3] , to which we refer for more details and further references. Vu.Vvdx= Ia(Ae"+ f)vdx VveH(12).
We describe only the approximation of problem (3.1) for N 2 (the one-dimensional case, N 1, is much simpler); we suppose also for simplicity that 12 is a polygonal domain of 2. We consider now a standard family of finite element triangulations {"h}h of 12, i.e. for a given h, -h is a finite collection of (closed) subtriangles, T, of Problem (3.7) is equivalent to a system of nonlinear equations in R Noh/l. To obtain this system we suppose that the set EOh of the vertices of ffh has been ordered so that
and that to each Pi of '0h we have associated the function wi satisfying (3.9) w, e Voh, w,(P) ; I1 <--_ i,j <--_ Nob. (3.13) to calculate the right-hand sides of (3.11) we recover classical finite difference schemes for the discretization of (3.1).
3.3. Numerical solution of the discrete Bratu problem by arc length continuation methods. We now apply the continuation methods of 2.3, 2.4 to solve the discrete Bratu problem (3.7) . This leads to the following algorithm:
(a) Initialization. Set (3.14)
A=0.
The corresponding u is the unique solution of the followng discrete linear Dirichlet problem (given in variational form).
Find u Voh such that (3.15) IVu.VVhdX=IafVhdX
This is equivalent to a linear system (obtained by setting A =0 in (3.11)) whose matrix is symmetric and positive definite. We take {u, 0} as the point on the arc of solutions {Uh(S), A(S)} for which s=0. Denote dX(s)/ds by (s) for X= uh or X A. Then by differentiation of (3.7), with respect to s, we obtain at s 0:
We also require as a definition of s" (3.7 I.(0l ax + X(0 .
Define h as the solution of h e Voh, (3.18) . (3.25) , f(Wh--U) (u-u-I) dx+(. X )(n_n-1,) +As.
As As
In this paicular case, the conjugate gradient algorithm (2.37)-(2.46) reduces to:
Step 0: Initialization. For a given (3.26) {u, ho} Vo x, compute {g, g]} Vo x as the solution of: A. fO, fl
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Cases A and B have been discretized by one-dimensional finite elements, using a space discretization step h 0.1. Case C has been approximated using a triangulation ffh as shown in Fig. 3.1, consisting n--1 n--l} provided by the initial guess {2Uh--Uh ,2h -h and partlydue to the small step size of As. Using the above methods there were no difficulties close to and at the limit point.
We point out that each iteration of the conjugate gradient algorithm (3.26)-(3.35), requires the solution of several discrete linear systems with a fixed coefficient matrix independent of n and m; since this matrix is symmetric and positive definite we use only one Cholesky factorization, taking into account the sparsity of the matrix. The solution procedure is thus quite efficient.
4. Applications to the solution of bifurcation problems via perturbed bifurcations. [32] , Matkowsky-Reiss [33] . By continuing from the perturbed to the unperturbed problem we can recover the bifurcating solution branches. (ii) a nontrivial branch which never crosses the trivial one (see Fig. 4.1 [3] , [7] .
Computational Results and Tests. (a) If As is too large, the algorithm does not converge close to the limit point. We can explain this behavior by the fact that the initial guess at the solution, provided by {2u,-u,-, 2A -h -} or {u, h"} is too far from the branch of solutions.
(b) The smaller the As, the smaller is the number of iterations close to the limit points. However if we are sufficiently far from the limit point the number of iterations is quite small and essentially independent of As.
(c) The smaller the As, the better is the approximation to the location of the limit point.
In conclusion, we should use large As if we are sufficiently far from the limit point, and decrease As if we are close to the limit point (further details concerning the choice of As may be found in [3] , [5] , in Rheinboldt [41] and in Perozzi [34] ). It is well known (i.e. Crandall-Rabinowitz [18] or Keller-Langford [36] ) that if h is an eigenvalue of multiplicity one of (4.6), then the pair {0, h} is a simple bifurcation point for solutions of the unperturbed problem: 6 0 in (4.3). If wi is a corresponding eigenfunction then it is also well known (i.e. Keller-Langford [36] or Brezzi-RappazRaviart [19] ) that the bifurcation is symmetric for a 0 and asymmetric or transverse for a 0 where: [32] or imperfect bifurcations in Matkowsky-Reiss [33] . We shall study in particular the cases of (4. [3] . We refer also to [17] where it is shown (theoretically and computationally) that the solutions of Von Karman equations for nonlinear plates have the same qualitative behavior as observed here for f(u)=-u (for the first eigenvalue of the linearized problem). Alternatively each u R is a root of (4.13a) for the value (4.13b)
A =ue -u.
The "almost trivial" solution branch of (4.12) given by (4.13) is shown in Fig. 4 .5a.
To find solutions bifurcating from the nontrivial branch, we note that the linearized form of (4.12) We can show that it is a simple limit point for problem (4.12) . This reduces to
showing that r2e is not in the range of: -d2/dx2qb subject to 4'(0)= b'(1)=0. But this follows since r2e 0. On the other hand {u, hi} {2, 2e-2} is a simple bifurcation point and it can be proved (using e.g., [36] or [19] ) that the bifurcation at {u, h} is a symmetric one. All points {Uk, hk} for k> 1 are also bifurcation points. The variation of Uh(O) with h is shown in Fig. 4 .5b. (Clearly the behavior of Uh(1) is also described by this figure). Since. the first bifurcation is symmetric, the tangent to the branch of nonconstant solutions of this bifurcation point has to be vertical; it is so with good precision. Actually, using smaller As and amplifying the vertical variations, we have shown in Fig. 4.6 Thomasset [24] , Glowinski [42, Chapt. 7] ; we refer also to the numerous references contained in these books.
It follows in particular from [7] , [20] , [21] -AO= w in 1, with the boundary conditions (5.11), (5.12). In (5.13), (5.14), w is the voritcity of the flow.
5.3. Variational formulations. We suppose that g {gl, g2} is sufficiently smooth (see [25] for the precise requirement), so that there exists 0o such that, ,olF= g, (0Oo/0n) [ Wo={{O, 4)}L2(lI)xH(f),favc/).Vqdx=faOqdx,/qH'(l))}, 
On
Finite element solvers for (5.40) will be discussed in 5.5; they are founded on the mixed variational formulation (5.17) .
More details about the conjugate gradient solution of (5.36) are given in [43] . problems (see [43] for more details).
Remark 5.1. The main motivation of the mixed variational formulation discussed in 5.3 and 5.4.3 is that it provides a convenient framework for the approximation of linear and nonlinear biharmonic problems, by very simple finite element methods like those discussed in the following section. Another application is discussed in [17] ; it concerns the Von Karman equations for nonlinear plates. [3] for more details on the solution of (5.56) by the methods of the present paper).
In fact applying the discrete analogues of the methods described in 5.4.3 to the solution of (5.56) requires an efficient solver for the various discrete linear biharmonic problems coming from the mixed finite element approximation. Such a solver is particularly required by the conjugate gradient algorithm in solving the least squares problem encountered at each step of the continuation process (we have to solve 3 linear biharmonic problems at each iteration). [26] , Scholz [27] that (5.61) lhim for all k -> 1 (in the definition of H,; cf. (5.52) ). Actually the convergence result (5.61) supposes that some mild assumptions on the angles are satisfied as h 0 (see the two above references for more details). 5.5.3.3 . Decomposition properties of the approximate problem (5.60). We here follow and extend on some points in Glowinski-Pironneau [25] .
A direct solution of (5.60) is a nontrivial task; however taking into account the very special structure of (5.60) we shall be able, via a decompositon principle, to reduce its solution to the solution of a family of discrete Poisson problems which are much easier to solve.
The starting point of our discussion is the fact that the pair {tOh, @h}, solving (5.60 (i) Since the 2Nh discrete Dirichlet problems mentioned above have all the same matrix which is symmetric and positive definite, a Cholesky factorization done once and for all will result in an important saving of computational time.
(ii) If a large number of linear discrete biharmonic problems have to be solved--as in time dependent problems or during an iterative process like those discussed in this papermthe solution method of (5.60), founded on the construction of Lh offers (from our numerical experiments) a more economical strategy than the conjugate gradient algorithms discussed in [25, 5] .
The above comments justify the choice of the direct solution of (5.71) for the numerical experiments described in 5.6.
We have given in [43] the description of a new conjugate gradient algorithm with scaling (i.e. preconditioning). If the speed of convergence is measured in number of iterations, the new algorithm is faster than those discussed in [25, 5] . However the new algorithm requires the solution of three discrete Dirichlet problems instead of two, for each iteration, as in the algorithm (5.26)-(5.33) [25, pp. 197-198] . Remark 5.3 (On the choice of h). Suppose that H is composed of ordinary Lagrangian finite elements of order k (k 1, 2 in most applications). It follows then from [25] (for which we refer for more details) that the best choice for h is given by (5.76) h {]dl'hll'h E Hh,/Xhtr =0 VTE -h such that aTfqF=}.
With such a choice the elements of h are completely determined by the values attained at those nodes of 'h belonging to F. Thus we should take as basis functions for those basis functions of H, associated with the boundary nodes (again, see [25] for more details). 5.6.3. Numerical results---further comments. The numerical procedure described in 5.4.3 has been applied to the solution of the approximate problem (5.56) associated with (5.78) (using A 1/,=Re). The computations have been done on a CRAY-1 computer, with special vectorized subroutines (in particular every subroutine concerning profile matrices (product, Cholesky factorization, resolution of triangular linear systems) has been vectorized).
We have used As 100 for 0 -< A _-< 1400, As 200 for 1400 -< A-<_ 2600, As 400 for A 3000. The conjugate gradient iterations were stopped as soon as the least squares cost functional was less than 10-5. The computations have been done with double precision variables. [44] using finite elements and refinements in the corners. A most interesting question is the possible occurrence of multiple solutions as the Reynolds number increases beyond some critical value. So far, we did not observe such behavior in the range of Re that we considered in our computations, i.e. 0 _-< Re =< 3000. Actually and to our knowledge the computed solutions obtained in the range 0 <_-Re <_-5000 by various authors using different methods agree quite well; this observation suggests that multiple solutions can only appear for greater values of Re. Nevertheless it would be interesting to refine the numerical techniques in order to detect such a behavior.
6. Conclusion. We have discussed in this paper the solution of nonlinear boundary value problems containing a parameter by a combination of arc length continuation methods, least squaresmconjugate gradient algorithms and finite element approximations. The resulting methodology is quite general and has been applied to the solution of second order and fourth order nonlinear boundary value problems whose branches of solutions may exhibit limit points and bifurcation.
