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Abstract. The deployment of deep learning applications has to ad-
dress the growing privacy concerns when using private and sensitive
data for training. A conventional deep learning model is prone to
privacy attacks that can recover the sensitive information of individ-
uals from either model parameters or accesses to the target model.
Recently, differential privacy that offers provable privacy guarantees
has been proposed to train neural networks in a privacy-preserving
manner to protect training data. However, many approaches tend to
provide the worst case privacy guarantees for model publishing, in-
evitably impairing the accuracy of the trained models. In this paper,
we present a novel private knowledge transfer strategy, where the
private teacher trained on sensitive data is not publicly accessible but
teaches a student to be publicly released. In particular, a three-player
(teacher-student-discriminator) learning framework is proposed to
achieve trade-off between utility and privacy, where the student ac-
quires the distilled knowledge from the teacher and is trained with
the discriminator to generate similar outputs as the teacher. We then
integrate a differential privacy protection mechanism into the learn-
ing procedure, which enables a rigorous privacy budget for the train-
ing. The framework eventually allows student to be trained with only
unlabelled public data and very few epochs, and hence prevents the
exposure of sensitive training data, while ensuring model utility with
a modest privacy budget. The experiments on MNIST, SVHN and
CIFAR-10 datasets show that our students obtain the accuracy losses
w.r.t teachers of 0.89%, 2.29%, 5.16%, respectively with the privacy
bounds of (1.93, 10−5), (5.02, 10−6), (8.81, 10−6). When compared
with the existing works [15, 22], the proposed work can achieve 5-
82% accuracy loss improvement.
1 INTRODUCTION
At the era of big data, the recent breakthroughs of computing infras-
tructures and neural network algorithms have facilitated the adoption
of deep learning in various domains from facial recognition to health
care management. The successful deep learning applications in real-
world services depend on not only the high-performance inference
models but also the quantity and the quality of training data.
Such training data often contains private and sensitive information,
e.g., facial features, financial records, health history, etc., inevitably
causing the risk of privacy leakage for the data owners. Thus, there
have been increasing privacy concerns with the growing deployment
of deep learning applications. Since deep neural network itself can
function as an encoder by translating the individual data into model
parameters, many prior works [4, 19] have demonstrated the ’hack-
ing’ of sensitive information from the neural network, the perfor-
mance of which can be notably improved if the attacker can repeat-
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edly query outputs of the model even in a ’black-box’ manner [21].
Thus, it is highly desired to have privacy-preserving techniques for
deep learning applications that can ensure model utility while protect
sensitive information.
Recent researches [1, 18, 26] have investigated privacy protection
from various aspects. The concept of privacy-preserving deep learn-
ing was first proposed in [18], in which multiple private participants
jointly trained a model by updating the sanitized model parameters,
while the training data were kept at local. A more general approach
was then proposed by [1] that applied differential privacy (DP) mech-
anisms to perturb the gradients of each iteration and employed a pri-
vacy accountant to track the privacy loss during training. Thus, by
limiting the impact of one single data on model parameters, the pri-
vacy can hardly be reverse-engineered.
In practice, the aforementioned protections are prone to the worst
case privacy guarantees assuming attackers have access to the in-
ternal model parameters, i.e., very large noise can be injected at
the cost of model utility degradation [1]. Thus, the applicability of
such mechanisms are questionable. A more promising alternative is
to only expose a learned model obtained through transfer learning
instead of the private model directly learned on the sensitive data.
The training procedure with access to the private model is prudently
privacy-bounded. For example, recent works [15, 16] proposed a
two-player (teacher-student) framework to train a student model on
the differentially private aggregated outputs of an ensemble of teach-
ers. Such privacy protection is achieved through the noisy voting
by teachers but requires many teachers to compensate for the noise
added to each query to ensure model utility. Although such a private
transfer learning mitigates the exposure of private models associated
with sensitive data, it still remains a challenging task to balance be-
tween model utility and privacy when the training data is limited.
This is not a trivial problem and needs to resolve the following is-
sues:
• Model performance bottleneck. Differential privacy enforces a
certain level of privacy budget given the composition theorem, in-
evitably restricting the number of training epochs that makes it
hard to further improve model performance.
• Availability of training resources. For privacy purpose, it is de-
sired to have only public data fed to all the networks. However,
it is difficult for the student (e.g., local reservoir of a hospital)
to collect sufficient quality data for training (e.g., lack of labels,
limited quantity, etc.).
• Overhead of noisy queries. The standard approach to DP is to in-
ject noise to the output while the noise scale is proportional to the
sensitivity of the query function. A higher sensitivity inevitably re-
sults in excessive noise, completely masking the knowledge to be
transferred. For example, PATE proposes to reduce the sensitivity
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of voting results by ensembling 250 teacher models [15]. Such an
approach brings significant overhead to computational resources
and hence is not scalable to large-scale tasks.
In this paper, we propose a novel three-player (teacher-student-
discriminator) framework that combines the state-of-art knowledge
transfer techniques with the advanced privacy-preserving mecha-
nisms. In the framework, the target model is treated as the student
in the conventional teacher-student learning paradigm and the gen-
erator in generative adversarial networks (GAN). The student is not
only trained by the teacher through Knowledge Distillation (KD),
but also adversarially trained with the discriminator through GAN
to generate similar outputs as the teacher. When with limited quality
training data, which is often the case in practice, we enforce the dis-
criminator to train the student to mimic the ’true’ learned distribution
of the teacher. The teacher in the framework is pre-trained on sensi-
tive data and frozen during the training. Thus, unlike the two-way
transfer learning as in [23], the knowledge transfer in our framework
is unidirectional, i.e. only the teacher distills the knowledge to the
student without privacy breach. Then, to enforce privacy guarantee
during training, a privacy protection mechanism is introduced that
provides insights into the vulnerabilities of the framework and ap-
plies DP to protect the private teacher. Finally, the proposed learning
strategy achieves the joint utility and privacy optimization that trans-
fers private knowledge from a protected teacher to a public student.
The proposed learning strategy for private knowledge transfer ex-
hibits three important advantages:
• The student network that learns the distilled knowledge with the
discriminator is better optimized than the conventional teacher-
student paradigm;
• Faster convergence can be achieved even with limited training
epochs, while the performance is not overly bounded by the num-
ber of training instances;
• With the well-designed privacy-preserving mechanism, the frame-
work is able to achieve excellent model utility and rigorous pri-
vacy guarantee.
The contributions of this work can be briefly summarized as below:
• We propose a three-player (teacher-discriminator-student) frame-
work to transfer private knowledge to the student. With the dis-
criminator, the student can accurately and efficiently mimic the
teacher even with limited quality training data, which enables ex-
cellent model utility and a strong privacy guarantee.
• We integrate a differential privacy mechanism into the learning
procedure that allows student to be trained with a rigorous privacy
budget, in which the privacy accountant provides a theoretical ba-
sis for trade-off between utility and privacy.
• We evaluate the proposed framework on MNIST, SVHN and
CIFAR-10 datasets. It is found that the proposed framework of-
fers a good utility and privacy trade-off even with very few train-
ing epochs and unlabelled training instances. In addition, Our stu-
dents achieve accuracies of 98.52%, 93.12% and 84.79% with
DP bounds of (1.93, 10−5) for MNIST, (5.02, 10−6) for SVHN
and (8.81, 10−6) for CIFAR-10, respectively. Compared with the
existing works, our framework consistently ensures a lower stu-
dent accuracy loss (w.r.t. the teacher). In particular, the students
have only 0.89%, 2.29% and 5.16% accuracy losses for the three
datasets, while the reported student accuracy losses from other
works are 1.21%, 10.88%, and 5.40%, respectively [15, 22].
2 BACKGROUND AND RELATED WORK
Since the emergence of AlexNet, it is found that deeper neural net-
works require more training data to ensure convergence and robust-
ness. In the healthcare, financial, or privacy-related domains, such
training data is typically collected in a centralized manner and in-
evitably undergoes privacy breach risk if the trained models are ex-
posed to the public. Thus, it is crucial to protect the privacy of train-
ing data as well as its use in deep neural networks. Recently various
attacks further aggravate such privacy concerns in training and re-
leasing deep learning models, as attackers can excessively analyze
the model responses to recover the sensitive information. As a con-
sequence, privacy protection in deep learning has been a concerning
research area.
Differential privacy (DP) is a widely-adopted approach to pri-
vacy protection in deep learning models. The theoretical study [3]
provides provable privacy guarantees for differential privacy that is
achieved through adding noise to mask the output differences for the
two different inputs. The very first proposal of deep learning with
DP was presented in [1], in which the gradients in stochastic gradi-
ent descent (SGD) algorithm were perturbed and the privacy budgets
were accordingly tracked using the moment accountant. Its success-
ful development has promoted several following studies [11, 26] on
differentially private deep learning.
Instead of directly applying DP to model training, references
[15, 16] implemented a private transfer learning framework (PATE)
that transferred the knowledge of an ensemble of teacher models to a
student model. Intuitively, its privacy is guaranteed by training teach-
ers on disjoint datasets and aggregating the outputs with noise. How-
ever, PATE requires a large number of teacher models to compensate
for the noise injected to the individual query responses to ensure a de-
sired trade-off between utility and privacy. In addition, the efficiency
and effectiveness of PATE heavily relies on the correctness of voting
results of the sample query as well as the appropriate noise added.
This is actually hard in practice to select a voting label that is help-
ful to improve the training while does not reveal privacy when the
student only has access to limited public (even unlabelled) data. An-
other representative work is [22], which introduced a private model
compression framework with the conventional transfer learning and
supervised learning techniques. However, the efficiency and appli-
cability of the work [22] may be significantly impacted when the
student only can use limited quality data.
Privacy accountant is an indispensable part to DP, which can
track the accumulated privacy loss and enforce the applicable privacy
policy [1]. It has been noted that the privacy loss radically comes
from the number of queries responded by the private teacher, i.e.,
the number of iterations during student training. A formal definition
of differential privacy [2] is given as below :
Definition 1. A randomized mechanism M with domain D and
range R satisfies (ε, δ)-differential privacy if for any two adjacent
inputs D, D′ ∈ D and for any subset of outputs S ⊆ R it holds
that:
Pr[M(D) ∈ S] ≤ eε · Pr[M(D′ ∈ S] + δ. (1)
In Eq. (1), the parameter  is an upper bound for privacy loss,
and parameter δ is a failure probability for this privacy guarantee. A
smaller privacy bound  enforces a stronger privacy guarantee but in-
evitably incurs more significant accuracy loss. Based on the composi-
tion theorem of DP, [1] proposed the concept of moment accountant
to quantitatively capture the privacy budget. The extended work in
[10, 13] further proposed the application of Re´nyi differential privacy
(RDP) accountant by analyzing Re´nyi divergence to enable tighter
bounds of privacy loss. In this paper, we employ RDP accountant to
measure the privacy budget of the proposed training procedure, and
balance the trade-off between utility and privacy.
It is noted that direct applications of DP to the exposed models
may incur too much utility loss. Other than transfer learning via an
ensemble of teachers, Knowledge distillation (KD) is considered as
an effective alternative to transfer knowledge from a private teacher
to a student network to protect the privacy of training data. In the
teacher-student paradigm, the teacher teaches the student through a
softened distribution of its output, a.k.a., dark knowledge [24]. It is
easier to mimic the teacher than directly learning the target function,
as the output distribution from the teacher embodies additional in-
formation beyond the ground-truth distribution. A recent study in [8]
provided theoretical insights that an intelligent teacher can transfer
helpful privileged information only available at the teacher’s training
stage. Thus, the performance of the published student model is actu-
ally associated with the distilled knowledge from the teacher network
trained on private data. Such findings motivate us to investigate how
to design knowledge transfer to balance between utility and privacy.
Generative adversarial network (GAN) is another alternative to
enable the model to learn the true data distribution [5, 25, 27]. GAN
may employ a generator to synthesize student features and a discrim-
inator to distinguish student outputs from teacher outputs. Recently
GAN has been successfully applied to generate discrete data (e.g.,
sequence, text) [25, 27]. This is consistent with our purpose of gen-
erating/learning a discrete classification distribution for the student.
Thus, in this paper, we explore the idea of integrating KD and
GAN, where a discriminator trains the student to learn the distribu-
tion over the pseudo labels created by the teacher while the teacher
distills dark knowledge to the student. An earlier work of [23] also
proposed to combine KD with GAN to help speed up the training pro-
cedure, where both the student and the teacher are trained against the
discriminator to learn the true distribution and then distill knowledge
to each other. Such two-way transfer learning inevitably undergoes
the risk of privacy breach and hence cannot be simply applied to the
private knowledge transfer.
3 OVERVIEW
This paper proposes a private knowledge transfer strategy, where the
private teacher trained on sensitive data is not publicly accessible
but can be used to teach a student model to be released. The tar-
get student is not only taught by the distilled knowledge from the
teacher, but also trained against a discriminator to mimic the behav-
ior of the teacher. There are two critical questions to be answered
to implement the aforementioned strategy: (1) How to combine KD
with GAN to train the target student model? (2) How the teacher re-
sponse is privacy-guaranteed during the training procedure?
An overview of the proposed framework to implement such a strat-
egy is demonstrated in Figure 1. The framework involves three play-
ers (teacher-student-discriminator) and two domains (non-public and
public). There are two knowledge transfer paths for the target stu-
dent. KD acts as a unidirectional path from teacher to student, and
GAN is a two-way path between discriminator and student:
• Distillation learning by KD (detailed in Sec. 4.1): For a given
input instance, we adopt the Kullback Leibler (KL) divergence as
the distillation loss to measure the distance between two categor-
ical distributions of teacher and student, i.e., class probabilities
from teacher and student. The effectiveness of distillation stems
from the additional supervision and regularization of higher en-
tropy soft targets.
• Adversarial learning by GAN (detailed in Sec. 4.2): Student
(generator) and discriminator play a min-max game between one
another. The discriminator tries to distinguish the student’s output
from the teacher’s, while the student tries to generate similar out-
put as the teacher that makes the discriminator can no longer dif-
ferentiate. Both student and discriminator are adversarially trained
epoch by epoch until the equilibrium.
Due to the lack of high quality training data for the student, it
is typically challenging for the student to use the cross-entropy er-
ror as the objective function, which makes the training without an
effective supervision. However, the combination of knowledge dis-
tillation and adversarial learning results in more effective optimiza-
tion that resolves the issue. As discussed in [23], a weighted sum of
the distillation loss (from the teacher) and the adversarial loss (from
the discriminator) may reduce the gradient variance, thereby accel-
erating the student training convergence with fewer training epochs.
Motivated by that, we propose a joint optimization of distillation and
adversarial losses (as detailed in Sec. 4.3) to cover the first question,
which can enforce the student to accurately mimic the teacher and
ensure GAN to quickly reach the equilibrium.
To protect the privacy of sensitive data, as shown in Figure 1, we
keep the pre-trained teacher model (on the sensitive data) inaccessi-
ble to the public (or attackers), i.e., either internal model parameters
or outputs of the model are not available to the public. The only ac-
cessible part in the framework is the student model, which can take
nonsensitive public data. The connection between non-public and
public domains are the two knowledge transfer paths without any di-
rect access to private data. Since the student itself cannot access the
private data, the remaining privacy protection problem for the frame-
work is how to limit privacy loss for querying the private teacher
during the student training.
Intuitively, the excessive memorization of the private teacher may
expose the private and sensitive data under attacks. Thus, we propose
to integrate a differential privacy (DP) mechanism into the training
procedure for privacy guarantee while ensuring model utility (as de-
tailed in Sec. 4.1), which answers the second question for the strat-
egy implementation. The mechanism injects the Gaussian noise to
each query to the teacher, and then track the bound of privacy loss
based on the Composition Theorem of DP [2]. In other words, we
sanitize the teacher’s distillation loss through clipping the batch loss
with the global norm bound and perturbing it with appropriate Gaus-
sian noise. Since the discriminator in the framework is not accessible
to attackers after the training, the discriminator itself and its adver-
sarial training procedure does not incur additional privacy violations.
Finally, the mechanism employs RDP accountant to keep track of
privacy loss during training, enabling a theoretical basis for trade-off
between utility and privacy.
4 Method
In this section, we formulate the proposed learning strategy with a
cohort of the three networks (as plotted in Figure 2). Given a private
dataset, we can always pre-train the teacher network T using the
cross-entropy error as the objective function. On the other hand, with
a nonsensitive public dataset X , the student S is trained by not only
the teacher T to minimize the perturbed distillation loss ˜LDS , but
also the discriminator D to minimize the adversarial loss LAD . In
the following, We first discuss the knowledge transfer path of KD and
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Figure 1: Overview of the proposed framework and its data flow.
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Figure 2: Private knowledge transfer strategy: the student network
is trained with adversarial and distillation losses; the discriminator
network is trained to distinguish the sampled probability distributions
of teacher and student.
its training loss. Then, we introduce the proposed privacy protection
mechanism. After that we describe the knowledge transfer path of
GAN and the adversarial learning loss. Finally, we present the joint
learning procedure for the framework.
4.1 Knowledge Transfer Path with KD
4.1.1 Knowledge distillation
Given a sample set of N samples X = {xi}Ni=1 from M classes,
we denote the corresponding label set as Y = {yi}Ni=1 with yi =
{1, 2, ...,M}. The categorical distributions of the two networks T
and S are probability values of M classes, denoted by pT and pS ,
respectively. For a sample xi, the two probabilities are:
pT (xi) = softmax(z
T
i ) and p
S(xi) = softmax(z
S
i ) (2)
where the logits zT and zS are the outputs of the last fully connected
layer of the two networks T and S, respectively.
Kullback Leibler (KL) Divergence is a measure of how one prob-
ability distribution differs from another. Here we adopt KL diver-
gence as the distillation loss to distill knowledge from network T to
network S. Then we have the following loss function:
LDS =
N∑
i=1
pTτ (xi)log(
pSτ (xi)
pTτ (xi)
) (3)
where the probability distribution pτ (xi) = softmax(zi/τ ) is the
softmax temperature function with τ as the temperature parameter.
The temperature parameter τ > 0 controls how much we want to
soften or smooth the class probability predictions from pT . A higher
temperature indicates a softer probability distribution generated by
the teacher network with privileged knowledge of the differences
among the classes.
4.1.2 Differential privacy protection
The proposed privacy protection is built upon a general approach in
[10], which can allocate privacy budget to each step and compute the
total privacy cost over iterations.
Given a probability sample q, clipping threshold C, noise multi-
plier m, in [10], the standard procedure of adding Gaussian noise
(i.e., applying DP) to a vector to be protected is:
1. Select a subset of records (or samples) Ri, i ⊆ [1, ..., N ], with
probability q to choose each record. The result of each query
for the record is a vector vi ∈ RD;
2. Clip each vi by threshold C and L2 norm: piC(vi) =
vi·min(1, C/||vi||2);
3. The sum with noise (or DP) added is then computed by: v˜ =
1
qN
(
∑
piC(v
i) +N (0;σ2I)).
where σ = m · C and can be intuitively understood as the scale of
the injected noise.
Unlike the general approach in [10] that applys DP to the gradients
during training, the primary privacy concerns of the proposed strat-
egy (as briefly discussed in Sec. 3) is only associated with the pri-
vate teacher network, in particular, the distillation loss to be queried.
Thus, in the proposed framework, we do not need to protect the gra-
dient vector as [10]. Instead, we can choose a batch of samples, then
protect a vector of batch distillation loss that is queried from the
teacher. We can use the following to compute the batch distillation
loss:
vi = pTτ (xi)log(
pSτ (xi)
pTτ (xi)
) (4)
To protect the vector, we can then inject Gaussian noise with mean of
0 and standard deviation of m · C to the norm-bounded batch distil-
lation loss. As a result, the batch of differentially-private distillation
loss can be defined as:
˜LDS =
1
qN
(LDS/max(1,
||LDS ||2
C
) +N (0;σ2I)) (5)
With such a differentially-private loss ˜LDS for each batch of sam-
ples, we can bound the privacy cost of each query to the teacher.
In addition, it is necessary to keep track of the privacy cost during
the entire training procedure and then derive the final privacy budget
for a desired model utility. Such a relationship acts as the theoretical
basis for our trade-off between utility and privacy. We employ the
concept of Re´nyi divergence and Re´nyi differential privacy (RDP)
accountant [12, 13] as the measure. Per the definitions of DP and
RDP, the privacy loss can be considered as a random variable depen-
dent on the injected random noise. RDP accountant then generalizes
the pure -differential privacy and achieves a more compact composi-
tion theorem than the standard (, δ)-DP [12, 13]. In particular, RDP
ensures that a randomized mechanism can be bounded by a smaller
 through Re´nyi divergence of two adjacent inputs, and then tracks
privacy bounds on the moments of the privacy loss. In the proposed
DP mechanism, RDP is applied to track the bound on the batch dis-
tillation loss with sampled Gaussian noise.
4.2 Knowledge Transfer Path with GAN
With the pre-trained teacher network T , the student network S can be
trained adversarially against the discriminator network D. The stu-
dent and the discriminator play a min-max game. While the network
S attempts to generate a probability pS mimicking the distribution of
the teacher network pT , the discriminator model tries to distinguish
the ’true’ label predicted by T from the pseudo label by S. We then
can define the objective function LAD for the min-max game:
min
s
max
d
LAD = Ey∼pT [log p
D(y) +
Ey∼pS [log (1− pD(y)] (6)
where y ∼ pT and y ∼ pS are the continuous samples generated
from the discrete probability distributions of pT and pS , respectively;
pD(y) is the probability generated by the discriminator network for
a label y.
In the proposed framework, the network D gets updated by maxi-
mizing the objective function LAD in Eq. (6), while S attempts min-
imizing LAD , thereby making D unable to differentiate whether a
given label is predicted by S or not. Such a min-max game updates
S and D alternatively until the equilibrium is reached, i.e., S learns
the distribution of T given the discrimination ofD. As shown in Fig-
ure 2, the network D cannot directly take the discrete probabilities
from T and S, which may inevitably result in high variances in the
gradients. To reduce the variances for D, we use the Gumbel-Max
trick [9] to re-parameterize the generation of the discrete samples to
a continuous space. Then, we can conduct sampling approximation
to obtain the continuous samples y and formulate LAD with lower-
variance gradients.
4.3 Joint Learning Procedure
Based on the two knowledge transfer paths and the proposed privacy
protection mechanism, we incorporate the differentially private dis-
tillation loss in Eq. (5) and adversarial loss in Eq. (6) into the final
objective function for the target student as below:
L = α ˜LDS + (1− α)LAD (7)
where α is a distillation weight set between 0 and 1. We achieve the
joint utility and privacy optimization with the proposed privacy pro-
tection mechanism that transfers knowledge from a protected private
teacher to a public student. The overall learning procedure is sum-
marized in Algorithm 1.
Our learning strategy has its unique advantages: when combined
with the adversarial learning, the joint optimization of distillation
loss and adversarial loss can greatly save training epochs, which
results in a stronger privacy guarantee. In addition, with RDP ac-
countant, by searching the optimal values for the hyper-parameters
(i.e., q, C, σ) and the distillation weight α, we can ensure an opti-
mal model utility with a tight privacy bound.
5 EXPERIMENTAL RESULTS
The proposed framework is applicable to a wide range of multi-label
learning tasks, where the students can learn from the teachers own-
Algorithm 1: Privacy-Preserving Learning Procedure.
Input: a pre-trained network T , public training samples N ,
training epochs T , training epochs for the discriminator
TD , training epochs for the student TS , batch size B,
clipping threshold C, the noise multiplier m.
Output: a student network S
1 for t = 0 to T − 1 do
2 for i = 0 to (TD − 1) ∗ (N/B) do
3 Sample a batch x of size B;
4 Sample y from discrete probabilities pT and pS ;
5 Compute adversarial loss LAD;
6 Update D by ascending along its gradients of LAD ;
7 for j = 0 to (TS − 1) ∗ (N/B) do
8 Sample a batch x of size B;
9 Compute distillation loss LDS ;
10 Apply differential privacy mechanism:
˜LDS ← LDS/max(1, ||LDS ||2C ) +N(0;σ2I);
11 Sample y from discrete probabilities pT and pS ;
12 Compute adversarial loss LAD;
13 Compute weighted sum L;
14 Update S by desending along its gradients of L;
ing sensitive private data. Note that the privacy budget of a com-
plete training procedure greatly depends on the noise injected to each
training step and the number of training epochs. To prove the gener-
ality, we here employ three widely-adopted datasets, MNIST, SVNH,
CIFAR, to evaluate the proposed framework. We compare our results
with the state-of-art existing works in [15, 22] using the reported
data of [15] on MNIST and SVHN, and the reported data of [22] on
CIFAR-10, respectively.
5.1 Experiment Setup
Here we briefly describe our experiment setup. We implement our
learning strategy based on Tensorflow. The experiments are based
on MNIST, SVHN and CIFAR-10 classification tasks. We first pre-
train a teacher model on the entire dataset (with separate training and
testing), and treat it as the private teacher. Then we randomly select
the public data from the training dataset and assume that those data
are unlabelled, which is used to train the student model through the
proposed learning strategy in Sec. 4.
Three datasets of MNIST, SVNH and CIFAR-10 are used in our
experiments with the following details:
MNIST. The MNIST dataset [7] has 60000 grayscale images
(50000 for training and 10000 for testing) with 10 different label
classes. Teacher, student and discriminator are implemented using a
LeNet, an MLP and a LeNet. When trained on the entire dataset, the
teacher model has a 99.40% test accuracy. We vary the number of
unlabelled training instances in [100, 10000] to train the student.
SVHN. The SVHN dataset [14] consists of 32 × 32 colored digit
images, each digit representing one class. The training and testing
sets contain 604388 and 26032 images, respectively. Teacher, student
and discriminator are implemented using a ResNet, a LeNet and a
LeNet. The teacher has a 95.30% test accuracy after training. The
number of unlabelled training instances to train the student is varied
in [500, 50000].
CIFAR. The CIFAR-10 dataset [6] contains colored natural im-
ages with a size of 32× 32, with 10 classes. The training and testing
sets contain 50000 and 10000 images, respectively. The three net-
works and training setup are the same as the SVHN dataset. The
teacher can reach a 89.4% accuracy after training.
5.2 Results and Analyses
The typical application of knowledge distillation is to transfer from
a powerful and large network or an ensemble of networks to a small
network (also known as deep model compression), which can reduce
the network complexity and capacity to improve the deployability of
the deep models [22, 23, 24]. In this paper, instead of focusing on the
model compression performance, the goal is to achieve a good stu-
dent accuracy under a tight privacy bound, i.e., optimal trade-
off between utility and privacy. We conduct experiments with dif-
ferent number of unlabelled data to explore how utility and privacy
budget vary against the number of training instances and training
epochs. This is aligned with the aforementioned motivation of this
paper and the practical demands from mobile/edge scenarios.
In the following, we thoroughly study the impacts from training
size, epochs, and privacy bounds on the framework performance.
For the other hyper-parameters in Algorithm 1 (e.g., batch size, dis-
tillation weight, clipping threshold, noise multiplier, etc.), the op-
timal values within the range are searched and pre-determined. It
is noted that, even with such practical constraints of tight privacy
bound, fewer training epochs and limited public data, the proposed
framework still can exhibit higher model utility than prior works,
with different network typologies employed to teachers and students
(e.g., a MLP student and a LeNet teacher for MNIST). This indi-
cates the overall superiority of the framework and its applicability to
real-world mobile/edge scenarios with limited resources.
Training speed. We first investigate the training speed of the
framework on the aforementioned three datasets. The learning curves
of both teachers and students are plotted in Figure 3, where the stu-
dents are trained with a subset of 10000 public unlabelled training
instances. It is intuitively understandable that, in knowledge distil-
lation, the student model accuracy learned from the teachers is sub-
optimal to the teacher. Thus, we observe in the figure that the stu-
dent models for MNIST, SVHN, CIFAR can quickly reduce the ac-
curacy loss to 0.89% after 20 training epochs, 2.34% after 20 train-
ing epochs, and 13.69% after 30 training epochs, respectively. As
discussed in Sec. 4, Figure 3 also validates that our student models
can reach the convergence with a small number of training epochs
(20-30). Thus, the proposed learning strategy that combines KD with
GAN greatly speeds up the training procedure by reducing the
number of training epochs for convergence. As a result, the fewer
accesses to the private teacher induces a smaller privacy bound and
cost to facilitate a meaningful utility .
Training size. The proposed strategy combines the advantages of
both KD and GAN: 1) KD requires a small number of training in-
stances to distill knowledge; 2) GAN enforces the student to learn
the true distribution in the min-max game. We compare the pro-
posed joint optimization with the KD-only optimization to show the
efficiency of the proposal, the results of which are summarized in
Table 1. We vary the size of training sets on MNIST, SVHN and
CIFAR-10 and compute the average accuracy over 20 runs. It is ob-
served that the joint optimization of KD and GAN consistently out-
performs the KD-only optimization, especially when only a small
number of training images are available. For example, there are a
22.99% accuracy improvement for SVHN and a 26.74% accuracy
improvement for CIFAR-10 when with 500 training instances. Thus,
the joint optimization of KD and GAN not only reduces the re-
quired number of training instances but no longer need to pur-
posely select the training instances to achieve equally effective stu-
dent model. This is especially beneficial to healthcare and finance
applications where local agents (students) typically have very few
data for training.
Utility v.s. privacy. To study the trade-off between utility (i.e.,
student model accuracy or accuracy loss w.r.t. the teacher) and pri-
vacy (i.e., differential privacy bound ), we track the values of  for a
given failure probability δ in the proposed differential privacy mech-
anism through the RDP accountant. We set the experiments with
training size of 10000, batch size B of 50, noise multiplier m of
1.1. In Figure 4, we report the values of the -differential privacy
bounds (δ is 10−5 on MNIST, 10−6 on SVHN and CIFAR-10) for
student training and testing. It is found that with a smaller  guaran-
tee, our MNIST student can still achieve a high accuracy (i.e. (1.93,
10−5)-differential privacy for a 98.52% accuracy). For SVHN and
CIFAR-10, student accuracies generally increase with growing pri-
vacy bound but quickly converge after certain privacy bound thresh-
olds (i.e., SVHN student’s accuracy stays almost the same for pri-
vacy bound  > 3.5, and CIFAR-10 student’s accuracy for a bound
 > 8.5). Thus, the proposed framework is capable to effectively
make trade-off between utility and privacy, allowing the student
to achieve an optimal accuracy within a small privacy bound.
5.3 Comparisons and Discussions
We compare the proposed framework with two state-of-art related
works, PATE [15] and RONA [22]. As is discussed in the previ-
ous sections, the major differences among the three methods are: for
PATE, the student receives knowledge from an ensemble of teach-
ers, whereas for RONA, the student is trained with cross entropy loss
supervised from labelled data in addition of distillation loss. As in
Sec. 5.2, the proposed framework has already been proved to achieve
fast training speed with fewer training instances (that can be unla-
belled), exhibiting superiority for privacy-concerned applications in
mobile/edge scenarios. Thus, the focus of comparison here is placed
upon the utility and privacy trade-off.
Table 2 compares the performance of the three methods, which
reports the student accuracies and the accuracy losses w.r.t. teach-
ers for a given privacy bound. For fair comparison, the reported data
of PATE and RONA in Table 2 are directly taken from the papers
[15, 22] to prevent any re-implementation issues. Note that RONA re-
quires all the public data are labelled [22], which is different from the
setup of PATE and the proposed framework. However, since PATE
does not have the results for CIFAR-10, we compare with RONA
on CIFAR-10 to demonstrate the scalability of the proposed frame-
work (even under unfavorable conditions). It is observed that the pro-
posed framework can offer better trade-offs between privacy ( pri-
vacy bound ) and utility (student model accuracy) than the other two
methods for all the datasets. Moreover, with the relaxation of privacy
bound , the proposed framework can achieve more significant ac-
curacy improvement than the other works. For examples, when  is
increased from 2 to 8 for MNIST, the accuracy loss of our student
is reduced from 0.89% to 0.20%, while the change for PATE is very
small, from 1.21% to 1.11%, indicating an 82% and 26% accuracy
loss improvements (defined as the difference between the accuracy
losses for two methods over the loss for the reference method) for
the two privacy bounds.
Such performance difference is due to the fact that the the accu-
racy improvement of PATE requires a massive number of queries,
while its privacy budget sharply grows with increasing queries [15].
On the other hand, the proposed mechanism applies Gaussian noise
Figure 3: Training curves (blue) of teachers on the private dataset, and training curves (red) of students on a public subset with 10000 training
instances for the three datasets: (a) MNIST; (b) SVHN; (c) CIFAR-10.
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(a) Training curves for MNIST
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(b) Training curves for SVHN.
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(c) Training curves for CIFAR-10.
Table 1: Comparison on average accuracy over 20 runs between the proposed joint learning strategy (combining KD and GAN) and the KD-only
optimization for different number of training instances (denoted as n) for students.
Method
MNIST SVHN CIFAR
n=100 n=1000 n=10000 n=500 n=5000 n=50000 n=500 n=5000 n=50000
KD-only (%) 66.61 93.57 98.38 33.24 86.28 9 .49 19.71 64.59 81.18
Joint (%) 67.99 96.46 98.52 56.23 87.74 96.62 46.45 66.9 80.06
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Figure 4: Student model accuracy v.s. privacy bound  for the three
datasets.
with random sampling to the loss function for DP guarantee and is
shown with good scalability, as the privacy cost of single query is
quadratically reduced with the sampling rate. Such scalability limi-
tation of PATE can be amplified when with more complex dataset.
For example, for SVHN, with an  of 5.04, the student model from
PATE has an accuracy of 82.70% w.r.t. a 92.80% teacher accuracy,
resulting in significant accuracy loss. Unlike PATE, with a similar 
of 5.02, our framework can achieve 93.12% student model accuracy
for a 95.30% teacher accuracy (i.e., 79% accuracy loss improvement
from PATE), making it feasible to achieve a desired accuracy and
privacy trade-off.
For the comparison with RONA, with  bounds of 4.21 and 8.81,
our student can achieve accuracies of 81.76% and 84.79%, which is
slightly better than the performance of RONA[22] (i.e., 5% accu-
racy loss improvement from RONA). However, as is discussed ear-
lier, RONA relies on both transfer and self learning where all the
public samples must be labelled. Such scenarios can be limited in
practice. Unlike that, our framework can achieve good performance
even with training data unlabelled, which is a more challenging but
practical scenario, indicating a broader applicability.
Note that the proposed framework can be used as a baseline back-
bone for private knowledge transfer even with limited quality public
data, which is well aligned with the goal of this paper to develop
the transfer framework instead of extensive optimizations. In other
words, many other optimization techniques, such as well-designed
sample selection for querying, carefully-analyzed sensitivity, can be
seamlessly integrated into this framework to further improve model
utility or trade-off between utility and privacy. For example, the se-
lective aggregation mechanism in improved PATE [16] can reduce
the added noise and achieve an accuracy loss of 0.71% for a (1.97,
10−5) bound on MNIST. Such optimization techniques are orthogo-
nal to the proposed privacy knowledge transfer framework and hence
can be always employed at the cost of complexity, which is not the
focus of the paper, but can be explored in the future.
Table 2: Utility and privacy trade-off comparisons among the pro-
posed framework (Proposed), PATE [15] and RONA [22]
.
Dataset Framework Privacy Accuracy AccuracyBound  Student Teacher loss
MNIST
PATE 2.04 98.0% 99.20% 1.21%8.03 98.1% 1.11%
Proposed 1.93 98.52% 99.40% 0.89%8.00 99.20% 0.20%
SVHN
PATE 5.04 82.70% 92.80% 10.88%8.19 90.70% 2.26%
Proposed 5.02 93.12% 95.30% 2.29%8.18 93.71% 1.68%
CIFAR
RONA 4.20 78.6 % 86.35% 8.98%8.87 81.69% 5.40%
Proposed 4.21 81.76% 89.40% 8.54%8.81 84.79% 5.16%
6 CONCLUSION
This paper presented a three-player (teacher-student-discriminator)
framework that transfers private knowledge and improves privacy
and utility trade-off. The proposed framework combines KD from
a teacher with GAN involving a student and a discriminator. A key
insight in the proposed learning strategy is that the combination of
KD and GAN provides additional quality supervision in addition to
the distilled knowledge. Then, with a differential privacy mechanism,
the proposed framework can establish a precise privacy guarantee of
the training procedure while the training convergence can be quickly
achieved even with limited training epochs and unlabelled training
instances. Experimental results show that the proposed framework
can act as the baseline framework for private knowledge transfer
and achieve excellent utility and privacy trade-off on the datasets of
MNIST, SVHN and CIFAR-10 for multi-label classification tasks.
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