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SUMMARY
Turn-taking is a fundamental process that governs social interaction. When hu-
mans interact, they naturally take initiative and relinquish control to each other using
verbal and nonverbal behavior in a coordinated manner. In contrast, existing ap-
proaches for controlling a robot’s social behavior do not explicitly model turn-taking,
resulting in interaction breakdowns that confuse or frustrate the human and detract
from the dyad’s cooperative goals. They also lack generality, relying on scripted
behavior control that must be designed for each new domain.
This thesis seeks to enable robots to cooperate fluently with humans by auto-
matically controlling the timing of multimodal turn-taking. Based on our empirical
studies of interaction phenomena, we develop a computational turn-taking model
that accounts for multimodal information flow and resource usage in interaction.
This model is implemented within a novel behavior generation architecture called
CADENCE, the Control Architecture for the Dynamics of Embodied Natural Coor-
dination and Engagement, that controls a robot’s speech, gesture, gaze, and manipu-
lation. CADENCE controls turn-taking using a timed Petri net (TPN) representation
that integrates resource exchange, interruptible modality execution, and modeling of
the human user. We demonstrate progressive developments of CADENCE through
multiple domains of autonomous interaction encompassing situated dialogue and col-
laborative manipulation. We also iteratively evaluate improvements in the system





In lofty visions offered by science and science fiction alike, robots are not just busy
behind the scenes but also placed in highly visible roles within human environments.
Each advance in the field brings us closer towards a reality of robots collaborating with
humans in manufacturing, assisting nurses in hospitals, or serving us in the comfort
of our homes. Unlike the computers of old, into whose abstractions we delved using
GUIs and mice and keyboards, these robots will be immersed in our world. They will
see our sights, share our space, and touch our things. What protocol will we use to
communicate with these machines, that has sufficient power to capture the richness
of the physical world and our interactions with it?
In fact, humans already have a framework for exactly this problem. It’s called
social interaction, an amalgam of natural language, nonverbal behavior, and societal
customs that we use to accomplish information transfer and joint action. Humans use
social interaction to learn, collaborate, inform, and delegate. The dynamics of social
interaction are governed by turn-taking, a process that determines when a participant
within an interaction is allowed to take action (a turn). Given that humans have a
lifetime of experience with social interaction, it seems intuitive to provide robots with
the same capabilities if they are required to interface with humans. Ideally, human-
robot interactions would achieve the same level of fluency as human-human ones do,
in which both participants seamlessly and efficiently adapt to each other’s timing and
decisions when acting to achieve their goals.
Unfortunately, current approaches to robot control result in interactions that do
1
not live up to this ideal. Robots exhibit rigid, stop-and-go turn-taking that contrasts
with the adaptive dance that humans master at a young age. Disfluency can manifest
in a variety of ways, including stretches of dead time, unintended overlaps, lack of
responsiveness, and confusion from the human about when to act. While users often
cannot identify the specific symptoms, they are quick to judge the holistic interaction
as “awkward.” As we will show later, these breakdowns subsequently detract from
accomplishing interaction goals.
One reason for this continued awkwardness is that turn-taking is often relegated
to the status of emergent behavior in human-robot interaction (HRI) systems, rather
than treated as an interaction process to be explicitly controlled. If a robot does
not have the capacity to adapt to the human’s style or take the initiative to repair
breakdowns, then the onus is on the human to adapt to the robot’s incidental turn-
taking dynamics that occur as a side effect of the robot’s other behaviors. To overcome
these problems, it is essential to understand the critical phenomena underlying human
turn-taking and then develop explicit control for turn-taking that plays an integral
part in the robot’s social decision-making process.
However, it is also insufficient simply to develop isolated controllers for these
individual phenomena; we must also integrate them. A theme of this work is that
appropriate turn-taking is the sum of many cognitive and behavioral factors that
must all go right in the moment. Without integration, we are still left with our
lowest common denominator of behavior. The approach of this thesis is to build
autonomous controllers for turn-taking that are well-defined within the context of a
larger architecture for social HRI. This novel architecture is CADENCE, the Control
Architecture for the Dynamics of Embodied Natural Coordination and Engagement.
In the remainder of this chapter, we describe the key challenges in modeling turn-
taking in Section 1.2, scope the interaction context in Section 1.3, then state the
contributions of this thesis in Section 1.4.
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1.2 Factors of the turn-taking problem
1.2.1 Reciprocity
The need for turn-taking behavior is a consequence of reciprocal interaction — the
implicit notion that, in order to maintain cooperation, each participant in the interac-
tion owes something to the other. Reciprocity contrasts with reactive egocentrism as
a control paradigm for interactive robots. A robot that performs all of its actions as
a reactive response to a human command may lead to the illusion of turn-taking, but
this illusion disperses as soon as one encounters any of the overlapping or uncertainty
that occurs in ordinary human communication. A human who perceives her part-
ner to be communicating but doesn’t understand the content might ask, “What?” or
“I’m sorry?” rather than act like her partner never attempted to communicate. Two
humans who start speaking at the same time might stop and figure out who should
take a turn, rather than each continuing her own turn. Recovery from breakdowns
and miscommunication is a fundamental skill in cooperation, and a robot without
reciprocal skills makes no contribution towards such recovery, leaving it entirely to
the human to guess what is wrong.
That is, humans have expectations about when to expect actions or informa-
tion, and they resolve their misunderstandings when their expectations are not met.
Generally, human interactions are not behavioral pageants stripped of intention, but
concerted attempts to reach common ground. In addition, humans know that their
interaction partners hold them to these same expectations. To engage in reciprocal
behavior, a robot needs to model and predict the needs of its partner. It also requires
an ability to take initiative in the absence of explicit human direction — a sense of
obligation as to when to take a turn.
In our work, this duality is addressed through modeling the seizing and yielding
of shared resources. Turn-taking commonly refers specifically to the fluent exchange
of the speaking floor. We believe that the embodied nature of turn-taking in HRI
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necessitates a broader perspective, in which turn-taking is a phenomenon that arises
in the presence of any bottlenecking resources that are exchanged by interaction
participants. These include the speaking floor in addition to shared resources in
other embodied modalities, such as control over shared physical space or objects.
The robot needs to be aware of and manage these shared resources while exhibiting
reciprocal behavior.
1.2.2 Multimodality
Turn-taking in embodied interaction is also a multimodal process. Gaze, gesture, and
speech are used for communicative purposes, and these are layered on top of instru-
mental actions such as manipulation. These modalities are applicable or preferred in
different situations, and sometimes must be synchronized, as when referring to some-
thing in the environment. The robot must both be able to control its behavior in
these modalities as well as perceive multimodal cues from the human that are noisy
and unreliable.
In CADENCE, actions across modalities can be executed concurrently or coor-
dinated as needed. Multimodal perception of the human is performed within a user
model. The robot’s multimodal actions depend on the availability of resources that
are shared with the user.
1.2.3 Timing
The turn-taking problem also has sensitive timing requirements. All computations in
an interaction must be real-time, as latency differences on the order of hundreds of
milliseconds are noticeable to humans. Next events are produced largely as a function
of time since a previous event occurred, rather than only based on state. Embodied
actions are also temporally extended and can differ in duration based on physical
limits, as well as be delayed based on differences in cognitive processing. Our work
aims to account for these factors while retaining the responsiveness and immediacy
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of action execution found in reactive systems [17, 3].
Timing can also affect interactions at a holistic level. One clear example is any
domain where efficient execution is desirable. In these cases, slow response times or
idle times are problematic, and concurrency across agents or modalities is beneficial.
In addition, people gradually synchronize the timing of communicative behaviors
to interaction partners over time [19]. Imbalances in the amount of time taken by
each interaction partner lead to perceptions of power; for example, speaking quickly
and over shorter durations than one’s partner can convey lower dominance over the
conversational floor. Altering the balance of control can affect the decisions that
people make in a social situation, which in turn can affect the outcome of a task.
Many existing interaction control paradigms focus on sequential decision-making,
which seeks to perform actions in the correct order. For example, robots can be pro-
grammed to make plans and select the correct response in a dialogue. In addition to
this, we want to enable robots to manage how they time their actions. Often, the
default timing for an action is “however long it takes” – an action starts whenever
the computation that produces it finishes, and the action always runs to completion.
For reasons listed previously, though, this may not always be the appropriate deci-
sion. Managing timing means having an understanding of the impact that timing
changes can have on interactions, as well as having a control system that enables
the manipulation of timing changes with enough flexibility. Our work enables action
concurrency, synchronization, interruption, incremental execution, and parametrized
temporal constraints to achieve more natural turn-taking timing.
1.3 Interaction context
Here we briefly describe the entering assumptions of this research. At a high-level,
we view an interaction as being in one of three stages: engagement, regulation, and
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disengagement. This thesis focuses on the middle stage of regulation, of which turn-
taking is a major part. The problem of continuously monitoring when participants
have engaged and disengaged from the turn-taking interaction is omitted.
We also focus solely on dyadic interactions, in which there is a single human and
a single robot. While many of our results are applicable to multiparty interactions,
we do not explicitly address any such extensions. The dyad is also presumed to
be participating in a shared cooperative activity as defined by Bratman [15]. This
formulation stands in contrast to competitive or adversarial interactions, in which
participants are not achieving shared or compatible goals.
The multimodal aspect of the work focuses on the robot modalities of speech, gaze,
gesture, manipulation while also monitoring those of the human. All of this research
is conducted using the upper-torso humanoid robot Simon, designed and built by
Meka Robotics. Simon has two 7-DOF arms with 4-DOF hands, which are used for
gesturing in addition to picking, placing, and pointing at objects. The arms and hands
have compliant series-elastic actuators for safe operation near a human. Simon also
has a socially expressive head and neck for gaze and head gestures. The head includes
two eyes and two ears, the latter of which contain colored LED arrays. Speakers near
Simon’s base are used for communicating through text-to-speech. Simon does not
have a mobile base, so interactions are conducted face-to-face in a single laboratory
environment. The robot hardware is controlled using C6 (Creatures 6), an earlier
version of which is described in [10].
1.4 Contributions and overview
This work in this thesis is presented in chronological order and is intended to be read
as such. The bulk of the thesis describes the iterative development and evaluation




The ability to control the timing of multimodal turn-taking enables robots
to cooperate more fluently and effectively with humans.
This statement is supported through the following contributions:
1. The development of a computational model for controlling the timing of turn-
taking.
2. The development of an architecture, CADENCE, for generating multimodal
reciprocal behavior for interaction.
3. The demonstration of autonomous interactions with humans in multiple coop-
erative domains using CADENCE.
4. The evaluation of the benefits of the system with respect to fluency, balance of
control, and task success.
Next, an overview of the document is given in terms of supporting each of these
contributions.
1.4.2 Contribution 1: Turn-taking model
Chapter 3 introduces the concepts of minimum necessary information and informa-
tion flow, which affect the timing of responses and interruptions. These ideas are
further developed in Chapter 8, which elaborates the relationship between semantics
and turn-taking in embodied dialogue.
Our turn-taking model also emphasizes a balance between yielding resources, pre-
sented in Chapter 5, and seizing resources, presented in Chapter 6. Chapter 7 inte-
grates these models and generalizes them for multiple resource types.
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1.4.3 Contribution 2: CADENCE
CADENCE, the Control Architecture for the Dynamics of Embodied Natural Coor-
dination and Engagement, is the interaction architecture developed in this thesis to
control the robot’s multimodal behavior.
Initially, CADENCE is used only for modeling turn-taking and action execution.
Chapter 4 defines and motivates the use of timed Petri nets, the formalism on which
CADENCE controllers are built. Chapters 5–7 describe successive iterations of CA-
DENCE, each adding a new turn-taking capability.
Finally, CADENCE is expanded in Chapter 8 to encompass social cognition out-
side of turn-taking and action, such as natural language semantics and common
ground, in order to achieve situated collaboration with a human.
1.4.4 Contribution 3: Autonomous interactions
We demonstrate autonomous interactions in four novel domains, which combine social
interaction and manipulation on a humanoid robot. In Chapter 3, we implement
the imitation game “Simon says” based on observations of a prior Wizard of Oz
interaction in that domain. In Chapter 5, the human and the robot collaboratively
build the Towers of Hanoi. In Chapter 6, the human and the robot engage in open-
ended play about objects on a tabletop. In Chapter 9, the human and the robot
collaboratively design and build a block model of a house.
1.4.5 Contribution 4: Evaluation of human-robot dynamics
In Chapters 5, 6, and 9, we also quantitatively evaluate the effects of each iteration
of the system through user studies. We characterize the effects of system changes on




We start with ways in which the phenomenon of turn-taking has been studied in
children (Section 2.1) and in adult communication (Section 2.2). For the rest of the
chapter, we describe related computational systems.
2.1 Developmental psychology
The equalized management of shared resources during cooperation is a distinct char-
acteristic of human social activity. Children divide resources and rewards equally at
a very early age, even before they learn to count [120]. In contrast, even the most
genetically related of the great apes are self-motivated, leading all of the rewards to
be gained by the alpha ape after any collaborative work. A consequence of the al-
pha ape’s unwillingness to reciprocate after being assisted is an inability to maintain
cooperative activity. Unrewarded subordinates learn that there is no self-benefit to
cooperation and refuse to assist the alpha ape in further trials, landing the team in a
Pareto-suboptimal Nash equilibrium [112].
Research in developmental psychology has investigated preverbal interactions in
infants with their mothers and has found that turn-taking emerges very early on
in these mother-infant dyads. Tronick defined dyadic phases of social interaction
consisting of initiation, mutual-orientation, greeting, play-dialogue (turn-taking), and
disengagement [116]. Previously it was believed that all illusion of turn-taking was
due to the mother’s scaffolding and regulation of mutual gaze and response timing,
but Trevarthen argued in [114] that the infant adapted to the mother’s expressions
as well, resulting in reciprocal play and communication.
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In addition, behavioral analysis has been performed to understand the high syn-
chrony in mother-infant interactions. Badalamenti et al. characterized mother and
infant gaze-on, gaze-off, and gaze turn events as correlated stochastic processes [5]. Yu
et al. used information-theoretic measures to quantify the synchrony of multimodal
data recordings of mother-infant interactions [129].
Closely related to the timing of turn-taking interactions is the problem of contin-
gency detection, which describes an agent’s ability to detect perceptual changes that
occur in response to the agent’s own actions. Such changes could be environmental or
behavioral, resulting in the learning of physical affordances or social behavior. In [78],
Movellan implements a contingency detection controller using binary audio signals;
the agent’s action timing uses an information-maximizing approach inspired by infant
vocalizations. Contingency detection has also been implemented using vision-based
approaches [65]. In turn-taking, the ongoing perception and actuation of contingent
events are the glue that binds together the entire reciprocal interaction and gives it
its cyclic rhythm.
Because the innate skills for reciprocal interaction and cooperation are so deeply
embedded in humans since infancy, they are easy to take for granted. Ideally, provid-
ing robots with a similar foundational capacity for reciprocity allows them to engage
in social situations with humans in a way that is so intuitive for human users that
they can take this behavior for granted as well.
2.2 Conversation analysis
Extensive treatment of turn-taking can be found in the linguistics literature as well,
especially in the subfield of conversation analysis. A seminal piece is the work of Sacks
et al. [94], which describes organizing principles for turn-taking in conversation. Key
structures are the turn-constructional component, describing the syntactic units that
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can form turns, and the turn-allocational component, describing how participants se-
lect subsequent speakers during discourse. [98] extends this work to describe practices
employed by speakers to resolve overlapping speech. Feedback signals such as uh-huh
or okay, known as backchannels, have also been analyzed for their role in structuring
dialogue during joint activity [128, 7].
In contrast to the approach of analyzing turn-taking in terms of the linguistic con-
tent of the dialogue, other discourse analysts additionally address the role of nonverbal
cues. [35] and [86] describe the presence and distributions of gaze shift, gesticulation,
body motion, and paralinguistic cues such as prosody, drawls, and syllable-clipping
in shaping conversation. Collectively, these cues form signals that convey intentions
to yield, hold, seize, and avoid the floor. In addition, gaze and gestures play roles in
progressively conveying semantic understanding so as to repair miscommunications as
early as possible [30]. The diversity of these cues demonstrates the highly multimodal
nature of the turn-taking process.
2.3 Spoken dialogue systems
Raux et al. developed a spoken turn-taking model based on a finite state machine
[89], and later incorporated cost-based decision-making. Another model was based
on bidding for turns with an importance score derived from the belief state and the
expertise of the user [103]. Prior work in speech systems has also enabled users to
barge in during certain dialogue states, and has focused on improving the accuracy
of detecting such barge-ins [92, 108].
Some spoken dialogue systems have also aimed to capture more naturalistic turn-
taking by focusing on the incremental nature of the problem. An early architecture
developed by Allen et al. supporting incremental understanding and generation was
applied to multiple domains, including information retrieval and customer service
[2]. Schlangen and Skantze more recently presented a conceptual model for framing
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architectures for incremental speech processing [101]. Traum et al. also showed an
incremental speech processing system for multiparty interaction [113]. Incremental
systems in a finite domain have been demonstrated to enable understanding sooner
than the end of an utterance [34]. This allows the system or the user to interrupt the
interaction partner with full understanding, a point we investigate more thoroughly
in Chapter 3.
The spoken dialogue community offers many transferable results in terms of how
to handle speech communication, but this is not a complete picture in a multimodal
context. In situated collaboration, spoken turns may be coordinated with physical
actions such as gesture and manipulation. Gaze is exchanged with the conversational
floor, but is also used to attend to instrumental parts of the task. Turns, interruptions,
and incremental understanding and generation are based on all modalities of behavior.
2.4 Embodied conversational agents
One of the earlier architectures for controlling multimodal behavior is BEAT [22],
which was used to control virtual conversational characters that were extended by
real-world perception of the human. The architecture was used to evaluate the effects
of some turn-taking cues on the lifelikeness of the agents [23]. Certain turn-taking
cues have been found to be effective when used by virtual agents, such as the control
of eye gaze [50].
Bohus and Horvitz have also developed turn-taking models to be used for mul-
tiparty conversation with situated agents [12]. A more recent model uses a cost
structure to make turn decisions [13]. The Ymir Turn Taking Model (YTTM) also
supports multi-party turn-taking [111].
Work has also been done on predicting opportune moments for a virtual human to
backchannel based on human corpus of head nods and speech [77]. Within a situated
dialogue setting, data-driven approaches have been used to determine valid response
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locations based on features from the human speech signal [73].
A recent architecture used for long-term engagement with an ECA, called DiscoRT
[85], shares similar goals to CADENCE and is the latest version of a collaboration
manager that implements the theory of SharedPlans [43]. Like CADENCE, DiscoRT
is dedicated towards real-time collaborative discourse using social modalities, includ-
ing gesture and gaze while speaking. In contrast to CADENCE, DiscoRT uses a
model of turn-taking for utterances that assumes one atomic exchange at a time, and
although tasks in DiscoRT are interruptible, turns are not.
2.5 Human-robot interaction
Research on turn-taking in social robots is motivated by similar goals to the research
on ECAs or speech systems. For example, a conversational robot such as that demon-
strated by Matsuyama et al. may regulate floor usage in a multiparty conversation
[69]. However, some of the challenges of HRI differ from those of ECAs. Robots
require time to move through physical space, and additionally, they must negotiate
resources such as shared space and objects through turn-taking with human collabo-
rators. Such bottlenecks arising due to embodiment are not an issue in virtual agent
communication.
The work of [91] and [48] has addressed some of these challenges by identify-
ing and generating multimodal “connection events” in order for a robot to maintain
engagement with a human interaction partner. Other systems have also been de-
veloped to control multimodal dialogue for social robots. The work of [55] controls
dynamic switching of behaviors in the speech and gesture modalities. The framework
of [82] controls task-based dialogue with parallel modalities and supports task-level
interruptions through explicit user commands, such as saying “stop.”
In a vast number of social robot systems, turn-taking is an emergent behavior
that arises from other interacting processes as opposed to being explicitly controlled.
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A seminal example of such a robot is Kismet [16]. Kismet’s control architecture
did not represent or control the conversational floor, generating action only through
the combination of an emotion regulation system with reactive behavior that gave
rise to turn-taking. Similarly, Kose-Bagci et al. showed emergent turn-taking in a
drumming interaction [57]. Our research aims to progress the field beyond emergent
turn-taking because it does not account for breakdowns such as overlaps and extended
silences, and it places disproportionate responsibility on the human to recover from
such breakdowns.
Fluency has also been investigated in human-robot collaboration scenarios. Hoff-
man evaluated the effects of fluency when a robot generated anticipatory actions [47].
Another system enabled a robot to play an assistive role by handing construction
pieces over using the human’s eye gaze to anticipate intention [95]. In this context,
the robot is subservient to the human’s intentions. In a contrasting approach, Chaski
is a task-level executive scheduler that assigns actions to both the human and the
robot by minimizing idle time [104]. Schedulers are excellent for generating theoret-
ically optimal plans, but a potential drawback is that reducing human control over
forming task plans can lead to poorer mental models, engagement, and execution
fluency. A goal of improving turn-taking is to achieve better balance of control in the
interaction.
Other prior research focuses on subcomponents of the action coordination problem
by studying individual modalities in a controlled fashion. For example, the work of
[81] analyzes the function of gaze behaviors in designating speakers and auditors.
[76] shows the design of gestures that communicate hesitation. [96] addresses the
synchronization of communicative gesture with speech. Drawing from prior work in
the field, our goal is to combine many such individual components into an integrated
system, with the hope of iteratively increasing the communicative capabilities and
overall social competence of a robot.
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CHAPTER III
INFORMATION FLOW IN INTERACTION
From the related work presented in Chapter 2, we have many clues as to what so-
cially appropriate behavior looks like in humans, and the precedents of a handful of
systems that can accomplish social behavior. Our goal now is to develop a social
interaction architecture built around the idea of a computational turn-taking model
that is socially appropriate and applies across domains. The first challenge is a lack
of available data in which robots behave in such a manner with humans. To build
such a model, we must first understand how prevailing approaches cause robots to
generate turn-taking in appropriate or inappropriate ways, then isolate the signals,
patterns, and other interaction phenomena that will inform the development of im-
proved approaches.
Later in this thesis, we alternate implementation of an autonomous system with
the evaluation of it that informs the next iteration. To bootstrap this process, we
start with an exploratory data collection representing the kind of multimodal social
interaction that we are concerned with. This chapter describes the first and only
Wizard of Oz experiment in this thesis; henceforth, all systems are autonomous, built
upon the hypotheses of prior versions and evaluated in new domains.
In this data collection experiment, we collect and code data from 23 human sub-
jects playing “Simon says” with the Simon robot. These results are the foundations
from which much of the rest of this thesis is developed. Our key result from analyzing
this data suggests that minimum necessary information (MNI) is a robust indicator
for determining the human response delay to the robot across multiple phases in the
interaction (Section 3.3.2). The data also show exclusions in the speech channel,
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Figure 1: A participant plays “Simon says” with the Simon robot.
a precursor to the idea of managing interaction resources that we develop later in
Chapters 6 and 7.
At the end of this chapter, we follow up this analysis with an autonomous version
of the system in this domain. We discuss how this implementation leads to insights
for further development and investigation.
3.1 A hypothetical turn-taking model
We start with a hypothetical computational model of how turn-taking can exist within
a larger social interaction framework. This serves as the computational context in
which we formulate the experiment described in Section 3.2.
3.1.1 Turn-taking as a Markov process
Due to the unobservability of other minds, human-human communication contains
uncertainty and errors. Even with excellent perceptual capabilities, people still fall
victim to unintended interruptions, overlapping speech, and awkward silences [98].
When moving to human-robot communication, the problems are intensified by noisy
and limited sensor data. Given this combination of factors, it is natural to search for a
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representation that is designed for modeling uncertainty, such as a dynamic Bayesian
network, and view turn-taking as a problem of estimating which partner in the dyad
has the floor to speak or act.
Such a model can be conceived as the first-order Markov process shown in Figure
2. At each time step t, both the robot (Rt) and the human (Ht) can be in one
of four floor states: [Seizing, Passing, Holding, Listening]. Passing and seizing are
the two transitory states where the floor is transitioning from one person to the
other, while holding and listening are the two floor states of the dyad during a turn.
Theoretically, Rt and Ht should always be in a seizing/passing or holding/listening
configuration. But in reality many of the other “error” configurations will also have a
non-zero probability. For example, at a pause in the dialog it is common to see both
parties try to seize the floor, and then one decides to relinquish to the other. Or the
listening party may try to seize the floor before the holding party makes any passing
cues, commonly called a barge-in. The research challenge thus posed is to learn the
parameters of this model from data, and involves two primary research questions:
• Timing model: This represents how and when the human and the robot tran-
sition from state to state, i.e., the human transition function P (Ht|Ht−1, Rt−1),
and the robot transition function P (Rt|Rt−1, Ht−1).
• Observation model: The robot states are fully observable to the robot, but the
robot has to infer the human’s hidden floor state through sensory observations.
P (Ot|Ht) describes how the sensor data reflects the human floor state Ht.
The timing model describes the fundamental timing or structure of when people
naturally take turns. The robot can use the timing model to determine if a person
is being contingent or engaged, as well as decide when it might want to take a turn
in order to avoid a collision. When perception is ambiguous, timing provides a feed-







Figure 2: A theoretical model for human-robot turn dynamics, formulated as a first-
order Markov process. At each time step both the robot (Rt) and the human (Ht)
can be in one of four floor states: [Seizing, Passing, Holding, Listening].
the robot perception required to determine when people are about to seize or pass
the floor, or when they are acting engaged. The observations form a feedback signal
that keeps the overall model updated and allows the robot to understand what is
currently transpiring in the interaction.
It is clear that the success of such a model depends in part on the availability and
success of sensory observations that encapsulate important turn-taking signals, such
as those described in [35, 86]. Then, timing parameters can be measured relative to
these signals. Our approach is to analyze interaction data in order to find general
assumptions that can be used to construct such a model. We thus conduct an exper-
iment in which we collect a diverse selection of turn-taking episodes, both good and
bad, through a combination of teleoperation and randomly generated timing varia-
tions. We then hand-code this data to learn about human-robot turn-taking behavior



















Figure 3: A proposed architecture for turn-taking. Parameters are specified by a
context-free Turn-Taking Module and context-dependent Instrumental Module. Pa-
rameters from both modules are used to instantiate robot actions.
3.1.2 Context-free turn-taking
Figure 3 shows our current concept of an architecture for turn-taking. The archi-
tecture focuses on the specific channels of gaze, speech, and motion, which are in-
dependently well studied in HRI. Actions in these channels are parametrized, such
that specific parameters can be decided by either the domain-specific Instrumental
Module or the generic Turn-Taking Module in order to generate the final behavior.
The separation between the Instrumental Module and Turn-Taking Module high-
lights the principle dichotomy between domain-specific robot capabilities and context-
free interaction behavior. That is, we hope to extract as much domain-independent
turn-taking behavior as possible in order to create a transferable module. In this
experiment, we focus on turn-taking in the specific domain of a “Simon says” game
and present some analyses that lead us closer to this goal.
3.2 Experiment: Simon says
This next section describes a data collection experiment in which our robot is tele-
operated to play “Simon says” with a human partner. The game is attractive as an
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initial domain of investigation for its multimodality, interactive symmetry, and rela-
tive simplicity, being isolated from such complexities as object-based joint attention.
We collected data from a total of 27 human subjects. For 4 subjects there was a
problem that caused data loss with at least one logging component, so our analysis
includes data from 23 subjects. We collected approximately 4 minutes of data from
each participant.
3.2.1 Sensors
The sensors recorded were one of Simon’s eye cameras, an external camera mounted
on a tripod, a structured light depth sensor (Kinect) mounted on a tripod pointed at
the human participant, and a microphone worn around the participant’s neck. The
computers used for logging data were synchronized to the same time server.
3.2.2 “Simon says” domain
The domain is an imitation game based on the traditional children’s game “Simon
says.” Figure 1 shows the face-to-face setup. The game has a leading and a following
role; the leader is referred to as “Simon.” We divide the interaction into a game phase
and a negotiation phase.
In the game phase, the leader can say, “Simon says, [perform an action].” The
available actions are depicted in Figure 4. The follower should then imitate that
action. The leader can also say, “[Perform an action],” after which the follower should
do nothing, or else she loses the game. The leader concludes the set after observing
an incorrect response by declaring, “You lose!” or “I win!”
In the negotiation phase, the follower can ask, “Can I play Simon?” or say, “I
want to play Simon.” The leader can then transfer the leadership role or reject the
request. The leader also has the option of asking the follower, “Do you want to play
Simon?” or saying to her, “You can play Simon now.” The leader and follower can
exchange roles at any time.
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3.2.3 Robot behavior
All of the robot’s behavior is organized into states in a finite state machine (FSM).
The 15 states available to the teleoperator are described in Table 1. Each state in
the FSM controls the robot’s three channels of communication:
• Body animation – the actions of the game as shown in Figure 4. The speed of
the animation was selected uniformly at random from a safe range.
• Speech content – an utterance randomly selected from the group of valid sen-
tences for the state. Each state had 1-3 sentences as options.
• Gaze direction – gazing at the person’s face using a visual servoing mechanism
with the eye camera, or gazing away from the person.
To increase variation in the robot’s executed behavior, the system injected delays
randomly as follows. There was a 0.25 probability that the system would inject
any delay at all; this was to ensure a basic number of responses that matched the
teleoperator’s intent. Then for each modality (speech, gaze, gesture) there were
independent rolls for whether that modality would inject a delay at the beginning,
the end, both, or neither. Each delay was uniformly sampled between 0–2 seconds.
The robot was teleoperated by myself using a keyboard interface to select specific
FSM states. There was additionally an option of interrupting the current state, for a
total of 16 keys. All of the keybinds were on one side of the keyboard to reduce the
contribution of the keypress interface to the timing of the interaction.
3.2.4 Protocol
Participants were provided an explanation of the game and the available actions.
They were not told that the robot was being teleoperated. The participants were
told to adhere to a set of keywords when speaking to the robot. They were then
given about a minute of practice with the robot to familiarize themselves with the
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(a) “Wave” (b) “Bow” (c) “Shrug”
(d) “Fly like a bird” (e) “Play air guitar”
Figure 4: Actions in the “Simon says” game.
interaction and memorize the five actions. During this time they were allowed to ask
clarifying questions to the experimenters. After the practice session, data collection
commenced, and they were told to avoid interacting with the experimenters.
After the data collection was complete, subjects completed a survey about their
experiences. The questions were similar to those in [23].
3.3 Results and analysis
Because our goal here is to understand human timing in turn-taking, our analysis
focuses on human responses to the robot’s different signals. We ask the questions:
Which signal is the most reliable predictor of human timing? What is the timing
model and distribution? This informs how a robot should shape its expectations
about the timing of human responses, as well as emulate these parameters in order to
produce human-like behavior. In this section, we present an analysis of experiment
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Table 1: FSM states available to teleoperator.
State Description
Hello Start the interaction (“Hello, let’s play Simon says”).
Bye End the interaction (“Thanks, that was fun”).
Request Request to play Simon (“Can I play Simon now?”).
Accept Accept request (“That’s fine with me”).
Deny Deny request (“No, not yet”).
Simon says Select an action command starting with “Simon says.”
Do this Select an action command.
Win Conclude the set by winning (“Ha ha, I win”).
Lose Admit to losing (“Oh no, I guess you win”).
Can’t do Say “I can’t do that.”
Bow Perform “bow” action as a follower.
Bird Perform “bird” action as a follower.
Guitar Perform “air guitar” action as a follower.
Shrug Perform “shrug” action as a follower.
Wave Perform “wave” action as a follower.
results about several components that contribute to the manifested timing of turn-
taking.
3.3.1 Data coding
Figure 5 shows our interface for visualizing and coding the multimodal data. The
data from the depth sensor, two cameras, and microphone can be played back in a
synchronized fashion alongside an OpenGL visualization of the robot’s joint angles
Figure 5: Interface for visualizing and video-coding the collected data.
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and a live update of the text log of the robot behavior. The coders can scrub through
the data and visually assess how their coded events align with other events in the
data.
The specific data we now examine is the human response delay, which is the time
between a referent event and the start of the coded human response. We separate
the data collected from this experiment into game phase data and negotiation phase
data, which show two different types of turn-taking interactions. All events that
could not be automatically extracted from the robot’s behavior logs were annotated
independently by two coders, and for each event that was agreed upon, the coded
time was averaged. The events were:
3.3.1.1 Game phase response
In the game phase data, the robot plays the leader and communicates using a mixture
of speech, motion, and gaze. The human plays the follower and responds primarily
with a motion, which is sometimes secondarily accompanied by a speech backchannel.
For a more controlled data set, the game phase data includes only correct human
responses to the robot’s “Simon says” turns. The coder agreement was 100% for
game phase events, and the average difference in coded time was 123 milliseconds.
3.3.1.2 Negotiation phase response
The negotiation phase response was also a human event. In the negotiation phase,
the exchanges are shorter, and the robot uses speech but not any body animations to
communicate. Most robot utterances are also too short for the robot to have time to
gaze away and back to the human, so the robot primarily gazes at the human. The
coder agreement was 94.2% for negotiation phase events, and the average difference
in coded time was 368 milliseconds.
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(a) All informative speech occurs before the animation starts.
(b) The action is conveyed through motion before the human knows
whether or not to execute it.
Figure 6: Examples of coding robot MNI in the game phase.
3.3.1.3 Minimum necessary information (MNI)
The minimum necessary information was a robot signal. This describes an interval
during which the robot conveys the minimum amount of information needed for the
human to respond in a semantically appropriate way. More explanation and reasoning
for this signal is provided next in Section 3.3.2. Figures 6 and 7 show examples of
MNI video coding. In the game phase, the human needs to know whether or not
to respond as well the motion with which to respond, so the information end is the
earliest point at which both of these are conveyed. In the negotiation phase, the
information is usually marked by a pronoun. The coder agreement was 99.8% for
robot MNI events, and the average difference in coded time was 202 milliseconds.
3.3.2 Minimum necessary information (MNI)
In order to characterize a predictive human response delay distribution, one needs to
determine a reliable referent event. For example, some channel-based referent events
are: the end of robot motion, the end of robot speech, or the moment when the robot
gazes at the human after looking away. Histograms of response delays with respect
to these referent events are shown in Figure 8 for both interaction phases. It becomes
immediately apparent that not all of these signals are useful predictors. Specifically,
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(a) Pronouns demarcate information for turn exchange.
(b) The emotive phrase announces the end of a set.
(c) Examples of acknowledgments.
Figure 7: Examples of coding robot MNI in the negotiation phase.
a good referent event should yield distributions that have these properties:
1. Nonnegativity – If the response delay is negative, then this referent event cannot
be the cause of the response.
2. Low variance – The distribution should have low variability to allow for more
accurate prediction.
3. Generality – The distribution should be consistent across different types of
interactions.
Responses to the motion event and the gaze event both violate nonnegativity
(Figure 8). Gaze has been demonstrated to be an excellent indicator in multiparty
conversation domains [81, 12], but it is less predictive in this particular dyadic inter-
action; we suspect that it might show greater impact in a dyadic object manipulation
task. The best channel-based referent event is speech, but 41% of human responses
still occur before the robot finishes speech in the game phase.
We thus argue for a concept called minimum necessary information (MNI) —
the minimum amount of information needed to be conveyed by the robot for the
human to respond in a semantically appropriate way (that is, discounting barge-ins
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or simultaneous starts). The best referent event to use is the end of the MNI signal.
The response delay distributions to MNI endings are shown superimposed with the
other distributions in Figure 8 and also fit to curves in Figure 9. MNI satisfies
nonnegativity for both interaction phases and is relatively general. The means in
Figure 9 are also within half a second from that of the distribution in [78]. We think
this could be attributed to the higher processing requirement for the multimodal
information content of this game.
3.3.3 Channel exclusion
We also hypothesize that human turn-taking follows conventions for managing exclu-
sions per channel. We observed that although subjects did not wait for the robot to
finish speaking before they moved, they usually waited for the robot to finish speaking
before they spoke. This accounted for the differences in the distributions of response
delays to speech shown in Figure 8. For responses to speech, the negotiation phase
distributions were shifted in the positive direction as compared to the game phase
distributions.
Additionally, we observed that people tended to avoid simultaneous speaking after
a simultaneous start. There were 23 instances of simultaneous speech in the data
set, spread across 10 subjects. Of these, 7 (30%) constituted backchannel feedback.
The remaining 16 instances were simultaneous starts. Of the simultaneous starts, 3
resulted in the teleoperator interrupting the robot speech, 8 resulted in the human
interrupting his own speech, and 3 resulted in a decrease in the human’s speech
volume. Although this is sparse data, this tendency to back off from simultaneous
starts shows an adherence to channel exclusion.
This channel exclusion also has an effect on the response delay distributions to
MNI. Compared to the game phase distribution, the negotiation phase distribution
is slightly delayed due to this lock. However, the MNI is still relatively robust overall
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Figure 8: Histograms of human response delays with respect to all potential robot
referent signals. Negative delays indicate that subjects responded before the robot
completed its turn-taking action within that channel.
because the robot’s speech contained a balance of shorter and longer utterances.
This domain had only one channel with a “lock,” which was speech. One could
envision a domain where there were exclusions in the motion channel. Both parties
could need to move in the same space or need to use the same tool. These factors
could lead to delayed responses. In addition, more or fewer exclusions in any channel
could arise due to differences in cultural communication or personality.
3.3.4 Efficiency vs. adaptation
Turn-taking is a dynamic process, and timing can evolve as the interaction progresses.
If we believe that MNI endings are stable referent events, we can use response delays
to them to investigate how human responses change over time.
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Figure 9: The delays of human responses with respect to robot MNI endings in
the negotiation and game phases. The curves represent maximum likelihood fits to
Student’s t probability density functions.
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One phenomenon we observed in the data was the notion of increasing efficiency or
fluency, as described extensively in [47]. We can characterize a response’s efficiency
as the inverse of the response delay after the MNI end — the lower the response
delay, the higher the efficiency. For some subjects, their time to react decreased with
practice, as less information was needed from the robot to react, and the response
delays showed a downward trend. An example is shown in Figure 10(a). Nine subjects
(39%) exhibited this trend in their data.
Although this interaction was too short to see a significant difference, we think
that a robot can expect this change in any domain involving repetitive behavior that
leads to improvement in performance. Leiser observed in [66] that repeated informa-
tion exchanges between humans cause abbreviations in language due to decreasing
information requirements, which suggests that responses would approach MNI end-
ings with repetition. A well-practiced human-robot dyad may operate at a periodicity
close to the MNI point, with plenty of overlapping in any channel that did not present
an exclusion.
We hypothesize that there is also another phenomenon of adaptation, where one
party can adapt to and gradually approach the other party’s timing. We observed
that certain subjects started to imitate the robot’s mannerisms of speech and motion
and actually slowed down their timing to be more similar to the robot’s. An example
is shown in Figure 10(b). Seven subjects (30%) showed this trend. With a robot
behavior control system that was sensitive to turn-taking timing, this could occur
in both directions, with both parties converging on a timing between their prior
distributions.
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(a) Efficiency – Subject 8 responds more quickly after more practice
with the game.
(b) Adaptation – Subject 18 responds more slowly over time, adapting
to the robot’s behavior.
Figure 10: Changes in interaction timing.
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3.4 Discussion
3.4.1 Limitations of context-free behavior
We consider the validity of the previously presented hypothetical model in light of
these results. With respect to the timing model, we observed in this experiment that
timing and behavior vary greatly across subjects. This makes it difficult to aggregate
data across people, since the variance could overwhelm the duration of short turns.
For a robot that works out of the box, another approach is likely needed, which is the
focus of the rest of this thesis. However, it is still plausible that such a model could be
trained over time as the interaction progresses, factoring in such effects as adaptation
and increased efficiency with practice in order to adapt to the user’s timing.
The notion of an observation model trained from sensor data is also problematic.
Such a model could be trained by video-coding important turn-taking events on the
sensor stream. However, in practice, many of the indicators are very subtle, such as
eye gaze shifts, aspirations, mouth openings, and user-specific gestures. Such cues
would be very difficult to detect accurately. The results also do not support the idea
that modality signals themselves are reliable predictors of turn-taking behavior.
Most critically, both the timing and observation models depend on the concept of
MNI, which significantly detracts from the notion of a completely context-free turn-
taking model based only on exterior behavioral cues. In addition, determining the
MNI may not be easy for less structured domains. For a “Simon says” game with
only a handful of actions and utterances, it can be pre-coded easily for autonomous
behavior, but this coding may be too arduous for other tasks. The iteration of
CADENCE described in Chapter 8 addresses the significant complexities involved in
automatically controlling turn-taking from semantic content.
For now, we position the principle of MNI as a useful way of understanding the
turn-taking process, even in cases when it is not a convenient signal to come by.
MNI conceptualizes turn-taking as a process of information exchange, in which the
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production of surface behavior is dominated by intention and understanding and
secondarily affected by markers for turn negotiation. One such example is the manner
in which humans use “uh” and “um” followed by a pause when they are uncertain
about what they are going to say, a behavior that signals delayed information transfer
[31]. The turn state, timing, and observation signal will all be dominated by content
in the subsequent turn, and only slightly modulated by the prefix of “um.” The robot
would do well to monitor its own information transmission in similar ways, which we
address in later chapters.
3.4.2 Importance of interruptions
Given that people respond to the robot using the MNI point, we would expect awk-
ward floor passing to result when the robot does not make use of this signal in its own
floor passing behavior. Qualitatively, we observed that this happened several times in
our experiment in both phases. In the game phase, this typically happened when the
robot was the leader and continued to perform its gesture (e.g., playing air guitar) for
too long after the human partner had already interpreted the gesture and completed
the appropriate response turn. In many cases, subjects had to wait for the robot to
finish once they were done with their response gestures. This also happened in cases
where the human lost the game. We see examples where they notice the gesture the
robot is doing, start doing the same gesture in response, then visibly/audibly notice
they were instead supposed to remain still. In inappropriate segments, the robot still
takes the time to finish its gesture before declaring that the person has lost. These
examples illustrate the inefficiencies that the robot introduces when it does not have
appropriate floor relinquishing behavior.
In the negotiation phase, the robot’s awkward floor relinquishing behavior results
in dominance over the human partner rather than just inefficiency. As mentioned
previously, in this phase the turns are primarily speech-based. Thus, simultaneous
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speech is a common occurrence. For example, after a pause both the robot and the
human might start asking “Can I play Simon now?” This state of both parties trying
to seize the floor is typical in human communication, and results in one of the parties
relinquishing to the other (e.g., “Go ahead” or “Sorry, you were saying?”). However,
in our experiment the robot’s autonomous behavior was to keep going to the end of
its turn, resulting in the human always being the party to back off. The few good
examples of robot floor relinquishing were a result of the teleoperator acting fast
enough to interrupt the robot’s behavior and let the human have the floor.
The principle of MNI thus suggests that the robot should relinquish the floor ear-
lier if the human has clearly conveyed understanding, rather than always insisting on
completing the current action in its current state. Combined with the need to recover
from simultaneous starts, we now have two strong arguments for the importance of
smooth action interruptions in a turn-taking architecture. This leads directly into
our next step: developing an autonomous version of this interaction that supports
such interruptions.
3.5 Autonomous floor yielding
In this section we describe the modification to the robot’s FSM implementation that
enables autonomous floor yielding. We demonstrate the results with both a gesture-
based and speech-based example.
Our implementation of autonomous floor yielding is achieved by allowing tran-
sitions to interrupt states in the FSM. Figure 11 depicts the difference between the
former state machine and the new implementation. Previously, a state had to run
to completion before the transitions out of that state started being evaluated. We
achieve floor yielding by allowing some state transitions to start being evaluated, and
optionally interrupt the state, prior to the state’s completion. If the transition does
not fire early, however, the behavior is the same as a normal state machine. The
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interaction designer specifies whether or not any given state can be interrupted or
any given transition can fire early.
The interruption of a state signals that the current state should terminate as soon
as possible so that the next state can activate. This means for example that any
active text-to-speech process is destroyed, and the current robot joint positions are
quickly interpolated to the starting positions of the next state. The timing of an
interruption should potentially also affect the robot’s behavior. A robot may want to
treat an interruption that occurs after the MNI point of the state as a normal part
of information exchange and proceed with the domain-specific activity, whereas an
interruption that occurs prior to the MNI point could indicate a simultaneous start
from which the robot should back off or attempt to recover.
This FSM modification allows us to set up a “Simon says” FSM very similar to
the one we used in the experiment described earlier, but with the new feature that the
robot can now have the expectation that after the MNI point in a particular speech
or gesture being executed, there is the possibility that a transition to the next state
will happen prior to action completion.
Figure 12 compares the timing of the FSMs with and without interrupts side by
side to show how interrupts at the MNI point increase interaction efficiency. When the
robot plays the leader in the “Simon says” domain, the robot autonomously recognizes
the human’s game actions using incremental gesture recognition on the Kinect sensor
data and transitions as soon an action is recognizable (i.e. before the human finishes
her action by putting down her arms). Compared to the original behavior, where the
robot’s actions run to completion, the overall interaction becomes more efficient and
timing becomes dictated more by the human responses with less human wait time.
Another useful application of interruptions is resolving simultaneous starts. Using
voice activity detection on the human’s microphone, the robot can recognize that the











Figure 11: This illustrates a slice of an FSM; the bars at the bottom of each state
indicate the progress toward the completion of that state’s actions. Figure (a) repre-
sents a typical FSM, where a state finishes executing and then evaluates to decide on
a transition. Figure (b) represents our interruptible FSM implementation, to achieve
floor relinquishing. A state transition has the option of evaluating prior to the com-
pletion of the previous state, and based on this can interrupt the current action to












(b) Turn-taking with state interruptions
Figure 12: R indicates a robot turn, and H indicates a human turn. The dashed lines
show robot turn MNI points and dotted lines show human turn MNI points. Figure
(a) shows a state machine without interruptions; even when the human MNI point
passes, the robot continues to complete the state’s actions. Figure (b) shows how
transitions that interrupt the current state can make the interaction more efficient.
grammar. If the human asks the robot, “Can I be Simon now?” at the same time that
the robot says something, the autonomous controller interrupts the robot’s current
speech to gain a clearer signal of the human’s speech for speech recognition. Compared
to the original behavior, the robot is now able to allow the human to barge in rather
than always requiring that the human back off during simultaneous speech.1





With the aim of creating a general-purpose architecture for HRI, the computational
model in Section 3.1 could be integrated with the interruptible FSM according to
Figure 13. This architecture focuses on the specific channels of gaze, speech, and
motion, which are independently well studied in HRI. Actions in these channels are
parametrized, such that specific parameters can be decided by either the domain-
specific Instrumental Module or the generic Turn-Taking Module in order to generate
the final behavior. The separation between the Instrumental Module and Turn-Taking
Module highlights the principle dichotomy between domain-specific robot capabilities
and context-free interaction behavior.
In reality, the boundary between turn-taking and domain semantics is not so
pronounced. The turn-taking model would need to give floor state estimation, which
drives the domain-specific FSM, but that FSM also needs to tell the turn-taking
model about the flow of information in each context, which will usually be highly
semantic-based information. Then collectively they contribute parameters for robot
actions.
Notably, the modules in Figure 13 are of completely disparate representations.
This makes it more difficult to define precisely how they should interact, or charac-
terize the system as a whole. In fact, it is possible to model all of them together using
the same underlying formalism: the timed Petri net (TPN). The next chapter details
this formalism and its application to multimodal interaction. All subsequent work in



































Figure 13: A framework for turn-taking in HRI: The turn-taking model tracks floor
state estimation, which drives the domain-specific FSM. The FSM provides the turn-
taking model feedback about the flow of information in the domain. They collectively
contribute parameters for robot actions.
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CHAPTER IV
TIMED PETRI NETS FOR BEHAVIOR CONTROL
The rest of this thesis describes the development of CADENCE, the Control Archi-
tecture for the Dynamics of Embodied Natural Coordination of Engagement. CA-
DENCE includes an action architecture based on timed Petri nets (TPNs), an ex-
tension of Petri nets with additional modeling of timing. This decision is based on
the modeling power of TPNs for combinations of temporally extended actions. We
define this formalism and offer some intuition for its application to multimodal so-
cial interaction. We also argue for its advantages in scalability, generalizability, and
representation of time. Implementation of this formalism are then used to build the
systems in Chapters 5–7.
4.1 Requirements of social interaction
Cooperation between humans is characterized by temporally extended action. Hu-
mans perform communicative acts that engage the multiple modalities of speech,
gesture, and gaze, while simultaneously applying their bodies to the tasks at hand.
Such social exchanges often feature:
• synchronization over bottlenecks, as when taking turns with the speaking floor
in a dialogue, handling shared objects in the environment, or waiting for the
visual attention of a partner;
• concurrency of actions across participants, as well as of actions across the modal-
ities of a single participant;
• sequences of conditions that must be met, as when following a plan or executing
conversation following a situational interaction “script”;
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• timing management, so that the collaboration is efficient and that interaction
dynamics meet expectations.
A robot or embodied agent designed to interact with a human in such a coopera-
tive setting requires a behavior system that can model these types of interactions. We
believe that timed Petri nets (TPNs) offer a natural representation for multimodal
interactions, despite currently being relatively uncommon in robotics. Although al-
most any robot architecture can be molded to fit any small-enough problem, TPNs
offer some representational advantages for scaling complex implementations and for
transferring behavior between domains. We posit that timed Petri nets are a natu-
ral computational representation given the system requirements of social interaction
scenarios.
First, the capability of multimodal action inherently requires action parallelism;
an architecture in which only a single action is executed at a time would result in
unnatural behavior, such as an arm gesturing action blocking a gaze action with
the head. Simultaneous modality execution in such an architecture requires all cross-
modal actions to be separately specified. Continuing the previous example, the ability
to execute an action to say hello, versus wave, versus coordinating both would require
three separate actions instead of just one action per modality. This poses scalability
issues combinatorial with the number of resources and modalities. Petri nets, on the
other hand, express synchronization and concurrency precisely and compactly.
In addition, in natural interaction, action modalities are not bijective with resource
types. If this were the case, simpler automata like finite state machines (FSMs) could
simply be operated in parallel on a per-modality basis. Humans use cues cross-
modally as signals for turn-taking over the speaking floor [35]; an example is using
gesture or eye gaze to yield the floor or suppress auditor seizing attempts. Robots
also share resources between action modalities, such as gaze and head gestures, or
arm gestures and manipulation.
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Natural turn-taking in dialogue is also rife with starts and stops. In practice, turns
are not taken in accordance with formal rules as in a chess game (or even as in the
simplest systematics of Sacks [94]), but incrementally with frequent hesitations and
interruptions [30, 98]. Such actions serve to convey uncertainty or intentions towards
shared resources. Interruption handling is well supported in Petri net models.
Finally, we consider the importance of timing as a variable in many interaction
decisions. Turn-taking is a function of action times, reaction times, and impatience.
Markovian graphical models are intended for modeling memoryless probability rather
than time, and, while applicable to many modern robotics problems, pose difficulties
in capturing the nuances of real-time interaction where time variables do not always
follow a geometric distribution [18]. We favor the distributed development of TPNs,
in which timing factors can be decomposed into component subproblems represented
as smaller TPN processes. These subprocesses can be learned or designed, then
connected and synchronized. The TPN framework is well suited for expressing a
distributed synchronized discrete event system such as multimodal turn-taking.
A central issue for progressing a robot’s HRI capabilities is the problem of creating
general “social intelligence” interaction modules that produce transferable behavior
across multiple domains. In particular, our research is focused on the development
of a general-purpose turn-taking module. This stands in contrast with the idea of
discovering transferable principles through user studies, to be applied case-by-case
in a hard-coded fashion. Our goal is to move away from a model where each new
domain requires painstaking setting of each gesture and glance, and towards a model
where new domains only specify new semantics and a few behavioral parameters.
We offer a systems perspective on the advantages and disadvantages of using TPNs
for multimodal interaction modeling as compared to some of the more commonly
established representations in robotics.
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4.2 Background
The literature on Petri nets is highly diverse and includes many variants, each with
their own approaches to typing and timing. Petri nets have been popular in previous
decades for workflow modeling due to their rich representation and intuitive graph-
ical notation. They have historically been used for modeling, but have not been as
commonly used for control. Previous work on robot control using Petri nets include
applications in assembly [130] and manufacturing [21]. More recently, they have been
used as supervisors for multi-robot control in a robot soccer domain [8, 62]. Holroyd
has also used Petri nets for the realization of Behavior Markup Language (BML) [49].
In modern robotics, Markov decision processes [54] and Markov chains are ex-
tremely popular representations for sequential decision-making. Finite state machines
(FSMs) are also more commonly used. We think that in most cases where multiple
FSMs are parallelized, Petri nets would probably be better suited. We also think that
Markov models, which are meant to model uncertainty over sequences, are awkward
for modeling temporally extended actions in HRI. These issues will be addressed in
Section 4.5.
4.3 Formal definition
The formalism we detail here integrates various Petri net modeling techniques that
specifically support the control of multimodal reciprocal human-robot interactions.
We find that Petri nets, and specifically TPNs, are an intuitive and elegant represen-
tation for developing autonomous controllers for HRI turn-taking scenarios. In the




A basic Petri net, or Place/Transition (P/T) net, is a bipartite multigraph comprising
two finite disjoint sets of nodes, places and transitions. A multiset of directed arcs
connects the node types in an alternating fashion. Places are used to represent robot
state and can contain a natural number of tokens; control is transferred through token
movement throughout the graph. The mapping of places to tokens is called a marking
M : P → N, and is the Petri net’s implicit state representation. More formally, a
Petri net is a 5-tuple N = (P, T, I, O,M0), where:
• P is a finite set of places,
• T is a finite set of transitions, where P ∪ T 6= ∅ and P ∩ T = ∅,
• I : P×T is the input function directing incoming arcs to transitions from places,
• O : T × P is the output function directing outgoing arcs from transitions to
places, and
• M0 is an initial marking.
Places contain a nonnegative integer number of tokens, which can represent any
kind of resource. This could be a queue of parameters to be processed, a discrete
variable, or a shared tool. In general, the state of a Petri net is implicitly represented
through the marking M : P → N, the number of tokens in each place. In our system,
tokens are typed objects mapped onto a value; this variant is sometimes referred
to as a colored Petri net. Figure 16 shows examples of tokens having the types of
Animation, SpeechAct, and Vec3.
In addition to the above general Petri net semantics, the firing mechanics for our
system are as follows:
• A token (k : σ) → (v : σ) is parametrized by type σ and has value v of that
type.
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• A place (p : σ) = {k1 : σ, k2 : σ, ..., kz : σ} is parametrized by type σ, and
contains a list of same-typed tokens.
• A transition t = {G(I),F(M, I,O)} is controlled by a guard function G(I) and
a firing function F(M, I,O).
• A guard function G(I) → {0, 1} is an indicator function describing the logic
for enabling transition t as a function of the inputs of t. An enabled transition
executes the firing function until the transition is no longer enabled.
• A firing function F(M, I,O) → M ′ takes as input the current graph marking
M and produces new marking M ′ by removing tokens from the inputs of t and
assigning tokens to any of its outputs, following type rules. The transition is
considered to fire whenever a new marking is produced.
The firing function runs until the guard function is no longer satisfied, which
requires the transition t to alter the graph marking in a way that changes the guard
function inputs. This results in the transition disabling. A transition can induce such
marking changes by transferring ownership of tokens between places, by destroying
unneeded tokens in input places, or by spawning new tokens.
In our system, places and tokens are also typed; this variant is known as colored
Petri nets. The control logic for guard functions depends only on the presence and
absence of tokens in places, but the firing logic for a transition can unpack the typed
data contained within tokens to perform an operation.
Typical guard functions in the system are AND-logic and OR-logic expressions,
but any boolean expression is possible. Our system also uses the common addition
of inhibitor input arcs, which allow places with tokens to prevent transitions from
enabling.
Petri nets have a specific visualization scheme in which places are drawn as circles,










Figure 14: An interruptible action template (to be revisited in Chapter 5), with Petri
net primitives labeled.
inside of places. Inhibitor arcs are drawn with a circular endpoint. We have labeled
these graph primitives for the reader in Figure 14. More details on standard Petri
nets and their applications can also be found in a detailed survey by Murata [79].
4.3.1 Timing
Timing control and analysis is made possible with the following additional compo-
nents. For a more extensive overview of the different kinds of TPNs, see [118].
• The system clock C(i, τ) → τ ′ determines how the current time τ updates to
the new time τ ′ at each cycle i.
• A transition t += {δe(), δf (I)} is additionally associated with an enabling delay
function and a firing delay function.
• An enabling delay function δe()→ de calculates the delay de before the transi-
tion is enabled from the time that the guard function evaluates to true.
• A firing delay function δf (I) → df calculates the expected delay df after the
time when the transition is enabled but before the transition fires.
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The clock module determines the rate at which the system is executed, the needs
of which may vary depending on the application. A clock that updates τ faster than
real-time is useful for simulations. The delay functions in our system are varied in
structure and include immediate timers, deterministic timers, and stochastic timers
(e.g. following a Gaussian distribution). An example application of injecting a timer
into a control sequence is waiting in a system state for a certain duration before
proceeding, such as adding a 1-second delay when a human bottlenecks the robot
before a verbal request to address the bottleneck. Shared restrictions to all time
distributions in a Petri net result in different classes of Petri nets, such as stochastic
Petri nets (exponential) or time Petri nets (deterministic intervals) [118].
Timing history is tracked in a distributed manner in our system by associating
histories of timing intervals [τα, τβ) with certain graph primitives, defined as follows:
• For a place p, τα is recorded when |p|i = 0 → |p|i+1 > 0, and τβ is recorded
when |p|i > 0→ |p|i+1 = 0. These intervals are segments of time during which
the place owns tokens.
• For a transition t, τα is recorded when G(I)i = 0 → G(I)i+1 = 1, and τβ is
recorded when G(I)i = 1 → G(I)i+1 = 0. These intervals are segments of time
during which the transition is enabled (and thus executing the firing function).
• For a token k, given that k ∈ pi at cycle i, τα and τβ are recorded when pi 6= pi+1.
Tokens can be owned by nil. These intervals are segments of time describing
how long the token has been owned by any given place.
Such historical data can be useful for making certain turn-taking decisions. For
example, one can decide whether to act based on the amount of time spent acting
previously. In Chapter 5, this data is used to simulate the user parameter of initiative.
Although decisions based on timing history are non-Markovian and can be difficult
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to analyze closed-form using currently available mathematical techniques, simulation
can be used to analyze systems of arbitrary complexity.
For the purposes of controlling robot behavior, we sometimes design transitions
that are intended to fire continually for an extended duration (i.e., while engaged
with a human or throughout an entire experiment); this fits within the semantics of
TPNs but contrasts somewhat with traditional Petri net modeling, in which incoming
tokens to a transition are intended to be consumed immediately.
4.3.2 Discrete events
There are various ways to represent the types of discrete events that occur in a multi-
modal dialogue. From a transcript logged from system execution, one can produce a
bar visualization depicting the alignment of the events. This format can be helpful for
annotating, in conjunction with data playback, and could look something like Figure
15.
In the figure, the beginning and end of each segment represents a discrete event
that is important to the interaction — that is, a state change that potentially affects
a system decision. Hence, what we are concerned with is the specification of a Dis-
crete Event Dynamic System (DEDS), which describes the potentially concurrent or
asynchronous alignments of important event chains throughout a system execution.
A DEDS can be expressed as a Petri net, which provides a useful set of semantics
shared for both control and analysis. A more detailed review of Petri nets can be
found in [79].
4.3.3 Application to multimodal interaction
Figure 16 depicts a simplified example of how multimodal state can be represented
using TPNs. The tokens are numbered and labeled with their values. In our sys-
tem visualization, we also show filled and partially filled transition rectangles, which
communicate firing delay expectations. In the example, the robot is about three
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quarters of the way through executing a “wave” animation, has just finished execut-
ing text-to-speech of the phrase “Hello,” and is about to start looking at the human
partner.
Figure 17 depicts a hypothetical base set of dependencies between all such modules
in our system, which would be implemented as Petri net subgraphs. The edges in the
diagram indicate that modules interface by connecting Petri net primitives. When
the graph is extended to support new domains, additional dependencies between
modules may be introduced. The context model needs to be instantiated on a per-
domain basis, as it selects semantic actions to be handled by the behavioral layer;
these actions are timed by the turn-taking module. Our approach to this division
within the interactional layer is further described in [110]. We emphasize that the
loosely denoted layers do not imply a strict order of execution, as a Petri net represents
a distributed event system.
4.4 Relation to common alternatives
In this section we discuss the relationship between Petri nets and two common state-
based representations, finite state machines (FSMs) and Markov chains.
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(a) Example Petri net that models sequences, concurrency, and synchro-
nization.
[0, 3]
















(b) Finite state machine (and reachability graph) correspond-
ing to the Petri net in Figure 18(a).
Figure 18: A Petri net with its corresponding finite state machine (FSM). The FSM
states are written as tuples of Petri net places that concurrently contain tokens.
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4.4.1 Finite state machines
One of the most commonly used automata for agent action is the finite state machine.
Finite state machines are well suited for modeling simple sequential control. They
are formally defined as:
• S is a finite set of states,
• X is an alphabet of input symbols,
• Y is an alphabet of output symbols,
• T : S ×X → S is a transition function between states,
• O : S ×X → Y is an output function, and
• s0 ∈ S is an initial state.
Both Petri nets and FSMs match a development style that focuses on modeling
conditional rules. Structurally, any FSM can be represented in Petri net form. Such
a Petri net requires transitions to have a maximum of one input place and one output
place, and the net contains exactly one token. The key limitation of the FSM is
that only one state is active at a time, which is what limits its utility in applications
requiring concurrency. It is difficult for systems relying on FSMs to model both
synchronization and concurrency. One can parallelize FSMs to represent concurrency,
but then synchronization across the FSMs is not modeled explicitly, which results in
unpredictable behavior and scalability issues—oft-cited caveats of the subsumption
architecture [17]. If one wants to model synchronization instead, the crossproduct
of any concurrent conditions must be taken to enumerate the full state space. An
example is shown in Figure 18(b), the FSM for the Petri net in Figure 18(a); this
is also the reachability graph of the Petri net, which connects markings that are
successively reachable from each other as a result of transition firings. For those
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already familiar with FSMs, Petri nets offer a principled way to integrate multiple
FSMs.
4.4.2 Markov chains
A Markov process describes a sequence of states obeying the Markov property, mean-
ing that the probability distribution for transitioning from one state to the next is
conditionally independent of those at previous or future time steps. A discrete-time
Markov chain is defined as:
• S is a finite or countable set of states,
• X(n) = X0, X1, ... is a sequence of S-valued random variables at time steps
n = 0, 1, ...
• Pr(Xn = j|Xn−1 = i) for i, j ∈ S is a transition probability function obeying
the Markov property.
Like FSMs, Markov models are state-based representations. Figure 18(b) can
depict a Markov chain with the following adjustments: each directed edge is labeled
with a probability of transitioning, and each state also has an edge directed at itself
for self-transitions. The transition function is applied at each time step to yield a
posterior distribution indicating the likelihoods of being in each state. Certain classes
of TPNs and Markov chains have equivalent dynamics. For example, stochastic Petri
nets have exponential firing times associated with their transitions and thus can be
mapped to continuous-time Markov chains.
Markov models are state-based, so they suffer from the same representational is-
sues as FSMs. It also turns out that the addition of sequential probability is not
particularly well suited for timing in interaction. These issues are discussed next in
Section 4.5. Other Markov models, like hidden Markov models (HMMs) or partially
observable Markov decision processes (POMDPs), have similar characteristics to the
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Markov chain. In Section 4.5, we refer frequently to Markov chains, but the rep-
resentational characteristics being discussed generally apply to all types of Markov
models.
4.5 Issues in modeling
Here we summarize some of the relevant concerns about developing systems to control
robots in HRI settings.
4.5.1 Scalability
A Markov chain with N states can be represented by an N × N transition matrix
containing transition probabilities between pairs of states, usually trained from data
in an unsupervised fashion (or potentially hand-coded, which can be a less than
intuitive process). Because all potentially concurrent conditions must be coupled
together to form states in Markov chains and FSMs, this representation poses an issue
for the system’s scalability. The state space grows exponentially with the number of
concurrent conditions because all values possible for each dimension must be combined
with all other dimensions’ values. This can be problematic for systems that model
many modalities.
The enumeration of the minimal set of combinations of concurrent conditions
may be unintuitive. One strategy easily enabled by a Markov chain representation is
to allow combinations of any conditions’ values regardless of the actual relationship
between them. The true structure of whether conditions co-occur is reflected in
the sparsity of the trained transition matrix. This approach can be beneficial for
smaller problems but naturally worsens the model’s scalability. A way to deal with
the tractability of state-based representations is to expend effort on pruning and
merging states after training, a familiar practice for users of POMDPs. In comparison,
the number of Petri net nodes scales linearly with additional concurrent conditions
(adding additional places), thereby remaining much more manageable and compact
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in the face of increasing complexity.
4.5.2 Generalizability
Another issue with state-based representations is that it is currently difficult to gen-
eralize the resulting model to new domains (although transfer learning is an active
research area). Because concurrent conditions must be coupled together to form
states, this necessarily includes domain-specific conditions in all of the states. Any
modifications to the state space require that the model be retrained, whether it be
changing domains or extending behavior. Also, there’s no portion of a Markov model
that can be easily extracted and reused; the system stands as a whole or not at all.
In contrast, it is possible for a TPN to be decomposed into multiple subprocesses,
each a TPN in itself, that are connected by interfaces. Properly abstracted subpro-
cesses can be reused by connecting them to new domain-specific models. Multiple
people could develop separate subprocesses with an agreed-upon interface, as in stan-
dard software engineering. The graphical notation facilitates the communication and
interpretation of such designs.
TPNs are also easy to modify locally. When new nodes are added, connected
transitions must have their firing dynamics specified (i.e. probabilistic firing distribu-
tions, interval timers, etc.), but the entire system does not need to be retrained. The
combination of the modularity of TPN process design and its relative extensibility
makes it an attractive representation for iteratively developing the social cognition of
a robot or agent.
4.5.3 Time representation
Another drawback of Markov chain-based representations for this application is the
indirect representation of time. In Markov chains, time passed in a state is implicitly
represented through self-transition probabilities. That is, when a state in a discrete-
time Markov chain transitions to itself repeatedly over discrete time steps before
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it switches to another state, some multiple of the discrete time step passes as a
result. The time passed thus follows a geometric distribution. The continuous-time
Markov chain describes a variant with time following the exponential distribution,
the continuous analogue of the geometric distribution.
In the particular application of modeling the timing of events within a temporally
extended action, it is indirect to work in probability space instead of time space.
It is also restricting to limit oneself to the memoryless exponential and geometric
distributions, which can result in inappropriately timed transitions. Some techniques
overcome this by including discretized time as a dimension in the state space. An
example is [18], which used a time-indexed POMDP to train an agent’s turn-taking
within a driving domain. Incorporating time in this way aggravates the scalability
issue by exploding the state space and forces a tradeoff between tractability and model
expressivity. Again, much effort needs to be expended on pruning or merging states.
In addition, memoryless probabilistic state switching can result in nonsensical
behavior, as there is a chance that states will switch unnaturally quickly. Although
Markov models can generate summary time characteristics such as expected times or
durations, the model does not represent any temporal continuity. In order to use the
model reasonably and safely, some additional filtering or self-transition bias is likely
required [119], which disrupts the dynamics that the system was trained to model.
The TPN allows the setup of temporally coherent actions, where transition firing
dynamics can be specified intuitively in terms of the relevant space (time), whether
they are derived statistically from data or hand-coded.
4.5.4 Analyzability
A system’s analyzability describes the ease with which one can answer questions about
its dynamics. Examples are the percentage of time spent in a state, or the probability
of one condition given another. For example, in analyzing human-robot teamwork, it
55
may be important to evaluate the percentage of time the human or robot was idle.
When it comes to formal methods for analysis, Markov chains have the advantage.
They have been popular because they are backed by efficient algorithms that can an-
swer questions about uncertainty regarding past and future observations. In fact,
Petri nets are often converted to their Markov chain duals for performing analysis.
However, this superiority applies specifically to standard memoryless models, i.e. fol-
lowing geometric or exponential distributions. Realistically in HRI, such assumptions
don’t apply to timing requirements of interactions. Semi-Markov models can be used
to model other timing distributions but are much more difficult to analyze because
the efficient algorithms, e.g. Baum-Welch, no longer apply.
In our work, we have found that simulation-based methods of analysis are re-
quired to be maximally general [26]. Although many runs are needed and results
are not as satisfying as from closed-form proofs, the method allows for mixtures of
transitions with arbitrary firing timing. It seems to us that significant complexity of
naturalistic interactions must be sacrificed in order to model them as Markov chains,
with their limited scalability and representational accuracy, for the sake of closed-
form analyzability. When the original problem requires so much simplification for the
sake of tractability, it actually makes little sense to point to “optimal” policies and
inferences in POMDPs and Markov chains. We thus consider that TPNs still offer
an attractive alternative over the throwaway system designs fostered by state-based
representations.
4.6 Discussion
Our perspective is that state-based representations such as FSMs and Markov chains
can work quite well if one only needs to deliver an interaction within a single do-
main. The indirectness of the representation of time in the Markov chain can make
development more difficult, but there are workarounds possible.
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Where representational issues pose more of a concern is in developing general
systems that support increased complexity. The literature on HRI contains many
principles on how robots should act, as ascertained through user studies featuring
single behaviors. Still new principles are being discovered and published all the time.
It is less than ideal to have to hand-code such principles into the robot’s behavior for
each new domain of interaction with no hope for transfer. If such principles could
be encapsulated in modular, transferable processes, perhaps better progress could be
made towards achieving richer social behavior in interactive robots. Considering the
limitations of the prevailing methods for producing robot actions, TPNs seem to offer
advantages in scalability, generalizability, and representation of time.
4.7 Summary
Multimodal human-robot interactions tend to feature synchronization, concurrency,
condition sequences, and timing requirements. Timed Petri nets are well suited for
modeling these types of control flows. Due to representational advantages when
scaling to more complex systems, they are worth considering as an alternative to




In this chapter, we describe the first incarnation of CADENCE based on the timed
Petri net formalism described in Chapter 4. This architecture is designed dually for
the control and analysis of timing in multimodal reciprocal interactions. Reciprocal
describes the robot’s human-centered social tendency, including motivation to engage
users and maintain balanced turn-taking behaviors. This chapter focuses on the
development and evaluation of a robot interrupting its own behavior in order to yield
resources to the human.
A system that attempts to model significant amounts of concurrent and interrupt-
ible behavior can be complex. When such a system needs to scale to incorporate novel
behaviors or additional modules, it can be difficult to evaluate how various factors
and their combinations contribute to overall interaction dynamics. We thus leverage
TPN simulation in order to provide such factored characterizations of the system. In
Section 5.2.4, we describe how TPN simulation can be used as a technique to analyze
HRI systems dynamics.
To demonstrate the benefits of our system in more detail, we also conduct a
focused study of the effects of a particular system extension, action interruptions,
on turn-taking dynamics. We describe the semantics and implementation of such
action interruptions in Section 5.1. We describe our evaluation methodologies for
the extension in Section 5.2, which includes a traditional between-groups user study
with 16 human subjects and a simulation experiment with 200 simulated users. By
analyzing the simulation data in conjunction with the user study data, we discuss in
Section 6.4 how we are able to achieve better understanding of the effect of action
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interruptions on system and interaction dynamics.
5.1 Action interruptions
In this section, we describe what we hypothesize is one fundamental skill for robots to
interact fluently with humans: the ability to interrupt temporally-extended actions
at arbitrary times. We motivate this design principle in Section 5.1.1 and describe
its implementation details for our system in Section 5.1.2 utilizing the formalism
introduced in Section 6.1. Sections 5.2 and 6.4 then focus on evaluating this addition.
5.1.1 Motivation
One contributor to fluency in humans is the equalized management of shared resources
during cooperation — a distinct characteristic of human social activity [120]. When
two humans share a bowl of popcorn or hold doors open for each other, they engage in
seamless turn-taking of shared spaces. The conversational “floor” is another impor-
tant shared resource. When humans converse to exchange information, they yield the
floor when appropriate [98, 35]. In the presence of shared resources, this continuous
give-and-take process is necessary to balance control between two partners and thus
maximize their contributions to the joint activity.
We believe that robots can achieve higher interaction fluency by using an action
execution scheme that dynamically yields shared resources and control to humans
in order to maintain efficient and reciprocal turn-taking. Humans should be able to
exert fine-grained control over robots with the same kinds of subtle mechanisms used
to influence other humans. On an extreme level, humans do have ultimate authority
over robots through the emergency-stop button, but such coarse levels of control are
not helpful for accomplishing cooperative tasks.
Here, we investigate how a robot can effectively yield control of two specific re-
sources — the speaking floor and shared space — in the form of speech and manip-
ulation action interruptions. We hypothesize that managing shared resources in this
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way leads to improved interaction balance and thus better task performance.
5.1.2 Implementation
5.1.2.1 Action Atomicity in Reciprocal Interaction
Traditionally in HRI scenarios, basic-level actions such as gestures, gaze directions,
and speech commands are triggered in response to stimuli and then executed to
completion. For example, detecting a human reactively produces an action — an
emblematic gesture of “wave,” or a text-to-speech greeting such as “Hello, how are
you?” One limitation of always completing communicative acts, as we discovered in
previous work [25], is that it potentially adds superfluous bottlenecks to the inter-
action. It is also misleading regarding the internal state of the robot. Continuing
to speak when the message is already across implies that the speaker believes the
listener has not received the message.
Other systems have endeavored to address this topic. The work in [89] and [83]
are examples of dialogue systems in which speech interruptions in particular are sup-
ported. Interruption has also been addressed more indirectly through an approach
of behavior switching [55]. We believe that interruption should be explicitly handled
as its own intention (“stop this” rather than “react to something higher-priority”).
In our implementation, we also support interruptions through multiple modalities of
behavior. And our model is expressed formally in order to control complex system
states precisely and facilitate further analysis. Often in ad hoc behavior-switching
architectures, the modules interact in unpredictable ways that lead to “emergent”
behavior that is difficult to understand or recreate.
The general idea is that an action should be divided into key stages. An atomic
action should not be to “wave,” but instead to “start waving,” “keep waving,” and
“stop waving” at arbitrary points in time depending on the task context. You might
continue waving at a friend across the street until she catches your eye, after which




no intention interrupt interrupted
(a) An example template for a fluent action.
should speak
speech desired





(b) A speech process reflecting the structure of the template.
Figure 19: Visualization of behavioral actions, which are subgraphs of the Petri net
behavior system.
transmitted. This shift in action atomicity seems necessary to achieve fluency. Exist-
ing interactions with robots do not break down constantly, as some amount of fluency
emerges naturally from simple reactive behaviors [57], but they require a human to
adapt his timing to the robot and back off when needed. Because the robot’s behav-
ior is not reciprocal, the robot tends to dominate control of interaction timing. This
may be acceptable in certain situations, but should occur purposefully within a larger
process of joint intentionality, not as an accidental side effect of the robot’s action
formulation.
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5.1.2.2 Template for Fluent Actions
Figure 19(a) shows a generic template for a fluent action in the form of a Petri net
subgraph. A separate process decides whether the agent should have the intention
of performing the action; if so, it deposits a token in pintention and destroys the one
in pno−intention. This token triggers tstart, which deposits a token in pstarted. After
the action has started, if an external process deposits a token in pno−intention, this
in combination with pstarted triggers tinterrupt, which deposits a token in pinterrupted.
From there, tfinish can trigger and deposit a token in pfinished. If the action is not
interrupted, the action terminates normally through tfinish without ever encountering
the interrupt loop. External processes can attach transitions to pfinished to read the
token values, essentially subscribing to the message for the event finishing.
The action atomicity paradigm previously described is clearly manifested in this
action template through the three separate transitions of tstart, tinterrupt, and tfinish.
Figure 19(b) shows an example behavior in the system, the speech process. The
subgraph is similar in structure to the basic action template. One difference is the
additional contextual parameter of pspeech−desired describing the particular speech act
to execute, which combines with the intention of pshould−speak in order to trigger tspeak.
Another is the presence of the additional variables of pspeaking and p!speaking, which
contrasts with the notion of a speech act that has started or finished (because a speech
act may contain pauses in speech between strings of utterances).
A goal of this line of research is to develop an inferential turn-taking model within
our architecture, which requires defining an interface between context models and
generic interaction behavior in terms of information flow. For example, a turn-taking
model may decide whether the robot should or should not speak in the speech process.
If the robot has information to pass, it can produce that utterance; otherwise, it can
opt for a backchannel.
62
5.2 Experiments: Towers of Hanoi
We demonstrate use of a TPN control scheme for turn-taking and the value of action
interruptions. We use a particular domain, a collaboration to solve the Towers of
Hanoi, as described in Section 5.2.1. Our evaluation is performed within this domain
through two means. One is a traditional user study, the protocol for which is detailed
in Section 5.2.3. The other is a simulation experiment made possible by the TPN,
described in Section 5.2.4, which we believe is an interesting contribution of the TPN
representation for HRI research.
5.2.1 Domain description
To explore human-robot collaboration while staying in the realm of our robot’s cogni-
tive, perceptual, and physical capabilities, we chose to start with the classical artificial
intelligence problem of the Towers of Hanoi. We intended for this abstract toy prob-
lem to be a metaphor for a collaborative workplace scenario in which a robot and
a human need to cooperate in order to accomplish a physical goal, perhaps in a
repetitive fashion, but while sharing certain resources such as tools and space.
The problem of the Towers of Hanoi is described by a set of three pegs and an
ordered set of N pieces, usually disks of increasing size. The goal is to move the entire
set of pieces from one peg to another by moving only one piece at a time. A piece
cannot sit on any piece of lower ordinality than itself. For achievable manipulation
with the robot, we instead used a set of equally sized cups that differed in color and
relied on a color sequence to represent the ordering.
We modified the problem slightly to form a dyadic embodied collaboration. Each
agent in the dyad is permitted to pick up a single piece at a time. However, pieces do
not teleport to pegs instantaneously, as pick and place actions require time to execute
in the real world. Thus, the state space is a vector of length N in which each value
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(b) Legal state in which the human is holding a
piece.
Figure 20: Example state representations in collaborative Towers of Hanoi. A–C
represent pegs, and H(uman) and R(obot) represent agents.
this formulation, the human and the robot essentially serve as extra pegs, each with
a capacity of one piece.
The state space is a directed graph in which nodes are the states described above.
Nodes are connected with edges representing actions to pick up a piece or place an
owned piece on a specific peg, or verbal requests for the human to perform either of
these actions. Figure 21 shows the first four levels of reachability in the state space. A
plan is determined using Dijkstra’s shortest path algorithm on the state space graph.
The robot replans the solution as needed whenever state changes are detected.
Towers of Hanoi is used in cognitive psychology tasks and can already be difficult
for humans with N = 4 [58]. For N = 5 in our modified collaborative Towers of
Hanoi, the solution is difficult for a human to see intuitively towards the beginning.
About halfway through, the solution becomes much clearer, and at this point most
humans are able to see the action sequence required to reach the goal.
5.2.2 Timed Petri Net implementation of domain
Figure 22 shows a system visualization of the implemented TPN for the Towers of
Hanoi. A token in pexperimental demarcates whether the robot should run tbackoff
or not, which activates the behavior for backing the robot’s arm away from the
shared workspace. This runs only when there is also a token in pconflict deposited





BHAAACHAAARBAAA RCAAA ARAAABRAAACRAAA HBAAAAHAAA HCAAA
etc.
Figure 21: The first four levels of the collaborative Towers of Hanoi reachability
graph for N = 5. Solid lines indicate manipulation actions, and dashed lines represent
requests for human actions.
has entered the shared workspace.
The transitions tact and tmove differ in that tmove describes physical movement, and
tact describes the cognitive actions of processing the task state and selecting a task
action to progress towards the goal. The task action can be either a manipulation
action (controlled by tmove) or a verbal request to the human. The place pbottleneck
gets filled when the task state reaches a point when the robot is bottlenecking on the
human performing a task action, at which point thandleBottleneck initiates the control
chain for a verbal request by interfacing with the speech process. When a human’s
action removes the bottleneck, tthank is run to thank the user using speech.
The places pmoving and pstill for robot motion and pspeaking and p!speaking for robot
speech are meta-indicators for robot state. Incoming transitions that fill these places
can be thought of as listeners. That is, tdetectMotion does not control the robot to
change the state of the external world; it simply internally monitors the robot’s joints
to determine if the robot is currently moving or not. So thandleBottleneck synchronizes
on pstill and pbottleneck before running, meaning that it waits for a certain duration after
the robot is no longer moving and after a bottleneck has existed for some amount of
time before generating a verbal request to the human.
We emphasize that the controller in Figure 22 is a domain-dependent and ad hoc






















Figure 22: The system visualization of the timed Petri net used to control the robot
in the Towers of Hanoi domain.
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that can be clearly transferred to other situations. Later chapters are dedicated to
generalizing the process of constructing such a TPN controller from modular TPN
subprocesses with clearly defined interfaces.
5.2.3 User study
We designed and conducted an experiment to evaluate the effects of action inter-
ruptions within the system. The experiment was a between-groups study in which
16 participants collaborated with our humanoid robot Simon to solve the Towers of
Hanoi problem.
5.2.3.1 Environment Setup
In the experimental setup, the participant stands across from the robot. The two
are separated by a 34-inch square table that is covered by a black tablecloth (Figure
23). The table has three pegs rigidly affixed to a black foam board, and the pegs are
equidistant from the positions of the human and the robot. The black foam board
is designated as the shared workspace. The robot manipulates objects using only its
right arm. Five differently colored, equally sized plastic cups are used as the Towers
of Hanoi pieces. A stack of differently colored, differently sized blocks stands on a
table behind Simon and serves as a mnemonic to help the participant remember the
color sequence and the goal configuration.
Perception of the Hanoi pieces is done using an overhead camera pointing at the
table. Because only the top piece is perceivable from this position, inferences about
state need to be made based on these observations. Important perceptual events
are color changes at peg locations, which could indicate any agent (the robot or the
human) either removing a cup or placing a cup. Legal states consistent with the
visual data and with the robot’s intentions are preferred.
A structured light depth sensor, the Microsoft Kinect, is mounted on a tripod
positioned adjacent to the robot and facing the human. The Kinect is registered
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to the robot’s world coordinate frame, and the Kinect SDK is used to detect and
track the participant’s head and hand positions. This allows the robot to gaze at the
participant’s head pose, as well as to detect where participants’ hands are in relation
to the pegs. Specifically, the robot detects when the participants’ hands enter and
leave the shared workspace, as indicated by the region of the black foam board. When
a human hand is in the shared workspace, the nearest peg is assumed to be the target
of the human’s next manipulation action.
5.2.3.2 Experiment Conditions
The study is a between-groups design containing two conditions. The robot operated
autonomously in both conditions:
• Interruption condition – In this condition, the robot interrupts its actions in
response to the human. When performing reaching actions towards a particular
peg, if the human’s hand is in the shared workspace and approaches the direction
of that peg (as detected by the Kinect skeleton tracker) then the robot interrupts
its reach and switches its eye gaze to the human to signal yielding intent (Figure
23(c)). When performing speaking actions to request an action from the human,
it interrupts its speech if the desired state change has been detected before the
robot finishes speaking.
• Baseline condition – In this condition, the robot always runs reaching and
speaking actions to completion before proceeding (Figure 23(b)).
5.2.3.3 Protocol
Participants in both conditions were given identical instructions. After the Towers
of Hanoi task was explained, participants were told that they were going to solve it
collaboratively with Simon. They were instructed to use only one arm and to move





(b) Baseline condition. (c) Interruption condition.
Figure 23: Simon backs off from the shared space in the interruption condition but
not in the baseline condition.
task quickly and in a parallel fashion with the robot. They were told that the robot
might ask them to do some actions, but they did not have to listen to him, since the
robot’s world state could be prone to perceptual errors. They were also told that
if Simon made any manipulation errors (e.g. failed to release a cup properly over a
peg), that they should simply pick up the dropped cup and restore the state to a legal
configuration.
Execution of the collaborative task lasted roughly five minutes per participant,
and video was taken of the participants with their consent. Timestamped data of
task start, completion, and state changes were logged throughout the interactions
(and later confirmed or corrected through video analysis). After interacting with
Simon, participants completed a survey containing the following questions:
1. On a scale from 1-100, how much did you contribute towards mentally solving
the puzzle? (50 means both contributed equally)
2. On a scale from 1-100, how much did you contribute towards physically solving
the puzzle? (50 means both contributed equally)
3. Please rate the following statements about the task. (1 = strongly disagree, 7
= strongly agree)
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(a) The task would be difficult for me to complete alone.
(b) The task would be difficult for Simon to complete alone.
(c) The task was difficult for us to complete together.
(d) My performance was important for completing the task.
(e) Simon’s performance was important for completing the task.
4. Please rate the following statements about the interaction with Simon. (1 =
strongly disagree, 7 = strongly agree)
(a) Simon was responsive to my actions.
(b) Simon was team-oriented.
(c) I trusted Simon’s decisions.
(d) I had influence on Simon’s behavior.
(e) Simon had influence on my behavior.
(f) I had to spend time waiting for Simon.
(g) Simon had to spend time waiting for me.
(h) We were efficient in completing the task.
(i) The interaction pace felt natural.
(j) There were awkward moments in the interaction.
5. (Open-ended) Please provide a critical review of Simon as a team member.
Imagine that Simon is being evaluated at a workplace.
5.2.4 Simulation experiment
With the same TPN system used to the control the robot in the experiment described
in Section 5.2.3, we developed a simulation experiment to investigate the effects of
user tendencies on the system dynamics. This experiment was conducted after a
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preliminary analysis of the results from the user study, as we believe it is impor-
tant for simulations to be grounded in real user behavior. Qualitative observations
of participants during the study pointed to certain factors being important to the
task outcome. In particular, we observed that participants strategized differently
about how to approach the problem. Certain participants made frequent, seemingly
exploratory actions, sometimes undoing their most recent action or holding on to a
piece at a peg while scratching their chins. Others were content to stand back and
wait for the robot to tell them exactly what to do. In addition, participants tended
to move faster than the robot, but most were worse than the robot at planning,
especially at the beginning of the interaction.
Based on these observations, we developed a simulated user as a Petri net subgraph
connected to the robot control graph. The simulated user subgraph includes the
following components, as depicted in Figure 27:
• P = {pacting, pidle, pcomply}, where pacting indicates a move has started, pidle in-
dicates that a move has finished, and pcomply indicates that a robot’s request
should be complied with. When pacting has tokens, the human hand is detected
as being near the peg of the selected move.
• T = {tstart, tfinish, tcomply}, where tstart selects and starts a move, tfinish ends a
move, and tcomply decides whether to comply with a robot’s request.
• I = {pacting → tfinish, pcomply → tstart, pacting → tstart, pSpeech → tcomply}, where
pSpeech is a place in the robot graph indicating that robot speech has started.
• O = {tstart → pacting, tfinish → pidle, tcomply → pcomply}.
We varied the simulated user’s behavior along the following dimensions:
• Speed – the amount of time taken by the user per move (1–6 seconds). This











Figure 24: The simulated user behavior.
• Initiative – percentage of the time the user spends performing task actions in
the shared space (0–50%). The transition tstart triggered when the following






• Compliance – probability of the user complying with a robot’s verbal request
by performing the requested action (0–1), used in the control of tcomply.
• Correctness – probability of the user picking moves that are closer to the goal
rather than randomly from the legal options (0.5–1), used in the control of tstart.
The experiment included 200 interaction runs, 100 each per experimental con-
dition described in Section 5.2.3.2. Each run was produced by sampling parameter
values uniformly at random from the specified ranges. The Petri net was run using
a clock at 10x speed; that is, all actions were correspondingly sped up, including
the robot motion, rate of text-to-speech, wait times, etc. The full experiment took
approximately 6.4 hours to run (64 interaction hours). We terminated any given user
run after 30 interaction minute, even it was not yet finished; this could occur as a
result of poor strategies, timing, or deadlocking.
This experiment has two metrics of interest:
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• Execution duration – the total time taken to complete the task.
• Task balance – the percentage of the final plan (action sequence) contributed
by the human as opposed to the robot.
5.3 Results and discussion
The results from the user study and simulation experiment are reported here. Our hy-
pothesis was that action interruptions would increase interaction fluency by improving
the balance of control between the robot and the human. That is, by relinquishing
control to the human appropriately, the robot could allow the human to make better
contributions to the task. We hypothesized that such a shift in balance would improve
overall task performance, which should be observed as shorter task execution times.
Additionally, we expected people to have a more positive perception of the robot and
of the interaction in the interruption condition.
5.3.1 User study analysis
Results from the user study indicated that action interruptions resulted in reduced
task execution time, perception of increased human contribution, and perception of
fewer awkward moments in the interaction.
5.3.1.1 Task Efficiency
The human-robot teams took significantly less time to complete the task in the in-
terruption condition when participants had more control of the workspace (M = 3.43
minutes, SD = 0.69), as compared to baseline (M = 4.56 minutes, SD = 1.55),
t(7) = −1.9, p < .05. Although the robot’s planner attempted to minimize the num-
ber of moves, the goal was to optimize completion time, and humans were faster at
executing actions but cognitively could not see many moves ahead.
There was no significant difference in plan length across the conditions, but the
robot contributed significantly fewer moves in the interruption condition (M = 8.75,
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SD = 1.71) compared to the baseline (M = 13.25, SD = 4.47), t(7) = −2.81,
p = .01. This led to a marginally significant differences in the ratio of human moves
to robot moves (interruption: M = 1.79, SD = 0.87; baseline: M = 1.19, SD = 0.31,
t(7) = −1.79, p = .06). These show the human’s increased control when the robot
used fluent actions.
There were also significantly fewer robot verbal requests in the interruption condi-
tion (M = 3.5, SD = 1.58) than in the baseline (M = 7.25, SD = 2.54), t(7) = −4.02,
p < .01. Since there was no significant difference in human compliance to requests and
compliance was high overall (94%), the robot contributed even more of the solution
in the baseline through these requests.
5.3.1.2 Perception of Contribution
Two survey questions concern the relative contribution of each team member to the
success of the task. The relative contributions are parametrized along two dimen-
sions: mental and physical. The mental contribution pertains to the algorithmic
solution to the problem, and physical contribution pertains to the execution of it.
For each dimension, we categorized people’s numerical (1–100) responses about their
own contributions as equal to (= 50), more than (> 50), or less than (< 50) that of
the robot.
The distributions across conditions for relative physical contributions were the
same; participants were well aware of their superior manipulation capabilities and
movement speed compared to the robot. However, participants in the interruption
condition were statistically more likely to state that their mental contribution was
equal to or higher than the robot’s compared to the baseline condition, χ2(2, N =
8) = 6.17, p = .05. This agrees with a result from our previous work, in which more
submissive robot behavior results in better mental models for the human [20].
In the baseline condition, the robot’s increased tendency to monopolize the space
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above the pegs could have given the impression of always knowing what to do next.
Although this was true to some extent, the robot’s world state was still subject to
perceptual errors, and the robot’s plan did not take into account differing speeds
of manipulation, so more human intervention would often have been beneficial. In
addition, the yielding behavior may have communicated willingness to consider the
human’s strategy, making users more open to taking initiative. One participant in
the baseline condition declared that the robot was “a soloist” and “should be more
of a team player.” Another observed, “Simon was solving it so well... it did not
feel like teamwork.” In the interruption condition, the robot’s backing off from the
shared space allowed the human to exert control over the plan being used to reach the
goal. One participant said, “I helped guide him to the solution to the puzzle quickly,”
asserting his belief of who was in charge.
5.3.1.3 Interaction Fluency
One of the questions asked participants to rate their agreement or disagreement, on a
7-point Likert scale, with the following statement: “There were awkward moments in
the interaction.” Although the notion of awkwardness may be difficult to quantify, we
posed the question because we thought it would be intuitive for humans to answer.
People in the interruption condition were less likely to agree that there were awkward
moments in the interaction (M = 3.75, SD = 1.71) as compared with participants in
the baseline condition (M = 5.50, SD = 1.71), t(7) = 2.64, p = .03.
We interpret this result as indicating a higher degree of interaction fluency in the
interruption condition. Interruptible actions increased the impression of a reciprocal
interaction, in which transparent intentions modulated behavior in both directions. A
participant in the interruption condition commented: “Simon... allowed me to make
moves when I wanted while at the same time being decisive when he saw that I was
pausing. He is an extremely good team member.”
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5.3.2 Simulation analysis
To analyze the simulation results, we ran ANOVA for the five factors described in
Section 5.2.4 to characterize the impact of and interaction between factors for the
observed variables of execution duration and task balance. The experimental condi-
tion was treated as a categorical variable (presence or absence of interruptions), and
the others as continuous variables. These results are reported in Table 2. There were
significant main effects for the manipulation of speed, initiative, and correctness for
the simulated user. This implies that purely from the system standpoint, these hu-
man factors are observably important in determining task success and relative task
contribution. Compliance with the robot’s requests does not appear to have a signif-
icant effect. And although one might be inclined to assume that action interruptions
should automatically improve task completion time by spending less time on unneces-
sary actions in general, the experimental condition (using interruptible actions) alone
does not seem to have a significant effect, although there is a marginally significant
interaction between the presence of interrupts and the initiative of the user (p = .05).
These simulation results only tell the story of the dynamics of the system. What
they do not indicate is the actual tendencies of real users. It still remains to be seen
whether the uniformly distributed parameter space in the simulation experiment at
all accurately represents a random selection of users in the real world. In addition, the
essential question is whether the condition manipulation induces different behavior
in users, resulting in differing distribution of such parameters across the groups.
To answer this, it is necessary to characterize the parameters of the study par-
ticipants in same format as the simulation experiment. The segments of time during
which participants performed manipulation actions in the shared space were anno-
tated by two coders. The intercoder agreement was 93.5%, describing the percentage
of time that the annotation matched between the coders (between manipulating or
not manipulating). The sum of times spent over these segments divided by the total
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Table 2: ANOVA for simulation experiment results on the factors of condition, speed,
initiative, compliance, and correctness. Execution duration describes the total time
taken to complete the task, and task balance describes the percentage of the final
plan (action sequence) contributed by the human as opposed to the robot.
Factor Execution Duration Task Balance
Condition F (1, 199) = 0.67, p = .41 F (1, 199) = 0.65, p = .42
Speed F (1, 199) = 23.12, p < .0001 F (1, 199) = 25.05, p < .0001
Inititative F (1, 199) = 17.85, p < .0001 F (1, 199) = 11.15, p < .01
Compliance F (1, 199) = 0.09, p = .77 F (1, 199) = 0.1, p = .76
Correctness F (1, 199) = 6.36, p = .01 F (1, 199) = 11.02, p < .01
Cond × Speed F (1, 199) = 0.96, p = .33 F (1, 199) = 0.01, p = .91
Cond × Init F (1, 199) = 3.61, p = .05 F (1, 199) = 0.16, p = .69
Cond × Comp F (1, 199) = 0.11, p = .75 F (1, 199) = 0.32, p = .57
Cond × Corr F (1, 199) = 0.06, p = .80 F (1, 199) = 0.48, p = .49
Speed × Init F (1, 199) = 12.8, p < .001 F (1, 199) = 22.98, p < .0001
Speed × Comp F (1, 199) = 0, p = .96 F (1, 199) = 1.21, p = .27
Speed × Corr F (1, 199) = 10.7, p < .001 F (1, 199) = 8.71, p < .01
Init × Comp F (1, 199) = 0, p = .98 F (1, 199) = 0.08, p = .78
Init × Corr F (1, 199) = 35.68, p < .0001 F (1, 199) = 12.99, p < 0.001
Comp × Corr F (1, 199) = 0.04, p = .85 F (1, 199) = 0.17, p = .68
task time yielded the initiative parameter; the average of this value was taken be-
tween the two coders. To determine the average time taken per action (speed), the
number of actions per segment was also annotated with discussion between coders to
resolve differences. Correctness was determined by whether the resulting game state
of each human action was closer to the goal than the preceding state; the sum of closer
actions was divided by the number of human actions. Compliance was determined
by whether the next action taken by the human after a robot verbal request was the
requested action, divided by the number of requests.
The resulting parameter values are shown in Table 3, and a comparison of the
parameters tested in simulation and the parameters of the human participants is
visualized in Figure 25. As can be seen from the figure, the parameters of participants
from the user study were well within the span of values tested in simulation. As
shown in Table 3, speed, compliance, and correctness did not differ across the groups,
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but initiative differed significantly. On average, subjects in the interruption condition
spent 50% more of the total task time performing actions as compared to the baseline
condition. We thus conclude that the presence of action interruptions leads users to
take more initiative in the task, leading to the observed increase in task efficiency
and improved balance of control.
Table 3: Shown are the speed, initiative, compliance, and correctness for the par-
ticipants in the user study across the two conditions. The parameter values were
determined from logs and video coding
Parameter Baseline Interruption Significance
Speed (secs) 1.6 (0.2) 2.0 (0.4) t(7) = −1.32, p = .11
Initiative (%) 10.8 (2.2) 16.2 (6.9) t(7) = −1.96, p < .05*
Compliance (%) 96.9 (8.3) 90.1 (21.8) t(7) = −0.79, p = .23
Correctness (%) 71.1 (16.1) 79.5 (15.6) t(7) = −0.50, p = .32
5.3.3 Generalizability of results
In this domain, we have demonstrated an example of how our system simulation can
augment the analysis of a user study. An obvious caveat with all simulation work
is that assumptions made in simulation may not generalize well to interactions with
human participants in the real world. All of human behavior cannot be summarized
in a handful of parameters, and the parametrizations can be oversimplifying. There
is also always the question of whether it is worth channeling effort into developing
more accurate user models when user studies are needed anyway.
However, we do believe that iterative analysis of user data and simulation data
can provide more perspective into how certain results were attained. The ability to
run large quantities of simulations in much less time than would be needed for user
studies is a powerful tool for developing and understanding the robot system. It
also allows for broader coverage of parameters that may occur less commonly in the
recruited user populations, which can be useful for stress-testing or finding corner
























































Figure 25: Comparison of user parameters between those sampled as inputs in the
simulation experiment and those exhibited by human participants in the user study.
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tend to be difficult to pigeonhole into closed-form mathematical techniques. We
think that system characterizations through simulation can offer a scalable way to
understand fluency in the face of such complexity. In this work, we have shown the
ease with which a TPN framework allows such simulation experiments.
Another issue concerns the generalizability of our specific domain to other collab-
oration scenarios. One could argue that the inability of the robot to optimize for time
rather than plan length was a failure of foresight and programming. In addition, the
robot was slower and less dexterous than the human, which may not generalize to
tasks where the opposite is true; in those cases, could the human’s increased control be
detrimental? It certainly should not be assumed that our outcome of reduced execu-
tion time universally generalizes to future tasks. However, the simulation technique
allows for the rapid analysis of any adjusted dynamics. For example, if it became
possible for the robot to move faster than the human, then the experiment could be
quickly rerun after modifying the controller. In addition, any preprogrammed op-
timization ability of the robot may not optimize the human’s goals at a particular
moment. Humans adapt easily to fluctuating goals, and allowing robots to be able to
yield appropriately results in spontaneous flexibility of the dyadic system, providing
users greater control over this adaptive optimization process.
5.4 Summary
Towards the goal of developing robot behavior that improves fluency in multimodal
reciprocal interactions, we describe the design and implementation of a system for the
control and analysis of timing in turn-taking interactions based on a timed Petri net
representation. The system focuses on the skill of yielding resources to the human
and is demonstrated autonomously in a human-robot collaboration scenario based
on the Towers of Hanoi. To examine the role of interruptions, we employ a novel
evaluation mechanism combining two types of experiments. We ran a user study
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with 16 participants in which the robot was autonomously controlled by our system,
and we ran a simulation experiment that simulated 200 such users parametrized by
the factors of speed, initiative, compliance, and correctness. Our analysis of results
from both experiments showed that our implemented action interruptions increased
task efficiency primarily through a mechanism of increasing the initiative of the hu-
man partner. This resulted in the perception of improved interaction balance, which
subsequently led to a reduction in time needed to complete the task.
To complement this implementation and characterization of yielding resources, we




The turn-taking process can be construed as comprising four components of floor reg-
ulation: seizing the floor, yielding the floor, holding the floor, and auditing the owner
of the floor. The previous chapter argues strongly for robots able to yield control to
humans, but still a central problem remains: the timing of when to seize the floor. A
robot that only yields does not take initiative to recover from lapses, introduce new
information or action, or provide backchannel feedback. The challenge, then, is how
to reintroduce initiative into a robot’s turn-taking without inappropriately detracting
from the human’s control of the interaction. From a usability perspective, the system
should be held responsible for taking initiative to structure the interaction in order to
recover from moments of ambiguity or confusion, as well as to make the interaction
state self-evident. In addition, different scenarios may require different levels of ini-
tiative from the human and the robot, necessitating an interaction architecture that
accounts for such variable control.
Prior work in human social psychology has shown how dominant or deferent con-
versational styles correlate with influence over a task [71]. We thus posit that one’s
implementation of these turn-taking behaviors for a robot significantly affects the
overall social dynamics of the dyad. Turn-taking is characterized by a fundamen-
tal tension between who is initiating action or communication (seizing and holding
resources), and who is being supportive and contingent upon the other (yielding re-
sources and auditing the interaction partner). For humans, the decision of when to
seize and how often to seize often differs depending on the relative status of the inter-
action partners. Nearly all social transactions between humans are defined by relative
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status, and communicating the appropriate status can be essential to the success of
the interaction [52].
This chapter describes a parametrization of turn-taking that enables the robot to
control its behavior for achieving a desired social dynamic. In Sections 6.2 and 6.3,
we present an experiment within a highly open-ended domain of a robot and a human
playing together with toys on a tabletop. Our results in Section 6.4 highlight some of
the effects that exhibiting different personality or status behavior can have on humans.
The experiment is designed to explore the range of interaction dynamics made possible
by CADENCE, and thus features two somewhat extreme parametrizations rather than
attempting to test any hypothetical “optimal” setting. Realistically, the most suitable
parametrization will vary significantly for different social contexts (a discussion point
we raise in Section 6.5.3). We emphasize that the experiment and results do not aim to
prescribe or advocate any specific social dynamic for HRI, but simply to characterize
interaction differences between contrasting turn-taking styles made possible by the
system.
We start by describing implementation of parametrized floor regulation as a
generic system in Section 6.1. This is followed by a description in Section 6.2 of
how we instantiate this model for turn-taking interactions in the particular domain
of playing with objects on a tabletop. We use this domain to evaluate the system in
an experiment with 30 human participants. Our results show that: (1) manipulating
our floor regulation parameters results in different robot behavior; (2) people perceive
this difference in behavior and attribute different personalities to the robot; and (3)
changing the robot’s personality results in different behavior from the human, manip-
ulating social dynamics of the dyad. Section 6.5 then identifies system shortcomings
and applications to be addressed in future work.
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6.1 Turn-taking process
The TPN controller in Chapter 5 was able to interrupt its actions, but it was con-
structed in a fairly task-dependent way. Here we seek to develop a more general-
purpose floor model. The conversational floor, the focal point of turn-taking in lin-
guistics, is a shared resource due to the cognitive difficulties of processing simultaneous
speech [6]. In addition, the floor owner has the opportunity to exhibit greater control
over additional shared resources such as shared physical space and objects through
accompanying gesticulation and manipulation actions. Floor exchange represents
shifting control over the outcome of an interaction.
In this section, we describe the components of the turn-taking Petri net that are
used to monitor the floor and regulate its ownership. Because the Petri net behavior
model is a flat model comprising many connected subgraphs, we have annotated
common nodes between Figures 26, 27, and 28 with a consistent shading scheme in
order to highlight the connections between the subgraphs.
6.1.1 Floor state representation
The cornerstones of turn-taking behavior are seizing the floor, holding the floor,
yielding the floor, and auditing the current owner of the floor. CADENCE models
seizing and yielding as transitions (tseize and tyield) that lead to the states of holding
(pholding) and auditing (represented by pyielded, which activates taudit). This execution
flow is discussed more in Section 6.1.3. The balance between the time one spends
exhibiting holding versus auditing behavior is critical to the social dynamics of a turn-
taking interaction. The combinations of the user’s and robot’s attempts at holding
and auditing additionally result in the meta-states of conflict (both taking a turn), a
lapse (neither taking a turn), or one or the other owning the floor.
Figure 26 depicts the relationship between engagement, individual turn states,











Figure 26: This diagram shows the relationship between engagement, turn states
for the robot and the user, and dyadic floor states. The floor state update is based
only on the time that pholding and pyielded from the Robot and User processes contain
tokens. The full User model is shown in Figure 27, and the full Robot turn-taking
control process is shown in Figure 28.
between which a single token is shared; hence, these places are mutually exclusive.
The dyadic floor state is only updated if the robot is currently engaged with an
interaction partner. This floor state is determined as a function of the time that the
robot and the user have spent in their respective current turn states. For example,
simultaneous holding that exceeds a duration referred to as conflict time results in
a dyadic state of conflict, and similarly for lapse time and lapses. The dyadic floor
states then drive other decisions made in the robot’s turn-taking, such as whether to
interrupt itself or take more initiative. Parameters related to conflicts and lapses are
summarized in Section 6.1.5.1.
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6.1.2 User modeling
The perceptual signals used to monitor the user’s behavior include speech presence,
gesturing, and whether the user is gazing at or away from the robot. The particu-
lar implementation of these signals can be expected to vary across domains. Details
for one relatively domain-invariant implementation of these signals are given in Sec-
tion 6.2.3. These low-level features are fundamental to attaining and communicating
attention in the visual and auditory channels.
Figure 27 shows the process that models the user’s turn-taking state. While the
user is engaged, the firing function of tsignal accesses the belief system to classify per-
ception of the user’s speech and motion into the three states of psuppressing, pidle, and
psignaling. These three places share a mutually exclusive token assigned by tsignal at
each clock cycle that indicates whether the user’s actions appear to be suppressing
robot turn attempts (psuppressing), the user is not performing actions (pidle), or that
user action has been perceived at a lower strength or consistency than would be inter-
preted as suppression (psignaling). For efficiency in this pattern of TPN substructure,
a single token can be moved between the three mutually exclusive places (rather than
spawning and destroying tokens at each state change). The place psignaling owns the
token as a precursor to psuppressing owning it; this is used in the robot’s control pro-
cess to determine whether the robot should hesitate while taking a turn (see Section
6.1.4).
The places pholding and pyielded in the user model also share a token, a structure
that is mirrored in the robot’s control process (see Figures 26 and 28). While the place
pholding has a token, the transition tsegment determines whether the user is currently
inside or outside of a speaking segment. This allows the modeling of states in which a
user appears to be holding the floor through gesture or gaze cues but is not currently
speaking (for example, after a statement of “Um...”, which is typically followed by a
pause and a longer spoken turn) [31].
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Figure 27: The user state model is based on perceptual signals for the user speaking,
gesturing, and gazing away or at the robot. The places pholding and pyielded are used
in conjunction with those of the robot to determine the dyadic floor state, as shown
in Figure 26.
6.1.3 Full turns versus backchannels
CADENCE makes a distinction between turn-taking style and turn-taking content.
The turn-taking control mechanisms for seizing, holding, yielding, and auditing as
described in Sections 6.1.4 and 6.1.5 function to regulate the flow of turn content.
The turn content itself falls into the categories of either full turns or backchannels in
the system. Execution chains for both are depicted in Figure 28. The interruption
chain for full turns is addressed in more detail in Section 6.1.4.
In each of these execution chains in Figure 28, the tokens and places are of type
Turn. This construct is defined to comprise a set of acts (of type Act), where an act is
a modality-specific action that can be started and stopped. Each act is associated with
a function that returns the act’s start time, an offset defined relative to the beginning
of the turn. Thus, while the robot is holding the floor by running the transition
thold, the turn-taking process delegates each act to its modality-specific execution
process, each of which is a connected TPN subgraph that handles act execution and
interruption correctly for the resources that it controls [26]. Running tyield causes
modality-specific execution to interrupt current acts and abandon future acts in the
Turn. CADENCE act types currently include SpeechAct, GazeAct, GestureAct, and
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ObjectAct for manipulation (some examples are given later in Section 6.2.2). Since
the floor regulation model is intended to be generic, it relies on a separate context
model to provide context-appropriate turn content. Sometimes default turn-taking
behavior is specified, which can be overridden by acts; for example, if no GazeAct is
specified for a given turn, the default behavior of the turn-taking process is to gaze
away from the partner’s face while taking a turn and to gaze back at the partner’s
face when yielding the floor.
Backchannels are a special form of action that communicate a speaker’s current
desire for, or avoidance of, the floor. Originally, backchannels were considered to be
behavior that supported and maintained engagement with the current floor owner
[128]. However, subsequent analyses of backchannels have showed a diversity of pur-
poses [7, 53]. There can also be ambiguity in the difference between backchannels and
short-duration full turns. For example, the same spoken utterance of “uh huh” can
denote a semantic affirmative or simply an acknowledgment that the other speaker
said something, depending on the particular context and speakers.
CADENCE currently supports backchannels as either continuers or incipient speak-
ership markers, which communicate contrasting intentions towards floor ownership.
The continuer is used when auditing to communicate that the current floor owner
should continue holding the floor. A commonly used continuer in English is “mhm.”
The incipient speakership marker is used to acknowledge that the floor owner has
held the floor for some time and to communicate a desire or intention to seize the
floor. An example occurring in English is the construct, “Yeah, but...” followed by a
full turn.
In the system, the backchannel is a subclass of Turn because it comprises the same
types of acts, such as head gestures and spoken utterances. However, backchannels
are run through a separate control chain in the turn-taking process. This design deci-
sion was made so that time spent backchanneling would not count against floor time.
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Another reason is that these backchannels are not interruptible and do not communi-
cate domain-specific information, which contrasts with the full-turn execution chain.
After performing our system evaluation, we consider that some of these assumptions
may need to be revisited; these points will be raised in Section 6.5.1.
selected turn seize started hold mni passed
regulate
selected bc start bc bc started
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Figure 28: This diagram shows control chains for the robot’s turn execution. The
primary control chain is the full-turn execution chain, which is used for the playback of
full turns. A full turn is moved through the interruption chain if the robot determines
at some point while holding that it needs to yield the floor. The backchannel chain
is an abbreviated alternative control flow for short, uninterruptible turns that do not
convey domain information and may overlap more freely with human speech.
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6.1.4 Yielding and auditing
In previous work, we investigated the role of a robot’s self-interruptions as a mech-
anism for yielding the floor [26]. Robot self-interruptions are possible in our system
when the interrupt self parameter is set to true.
We extend our previous work on action interruptions by including hesitations as a
precursor to the robot’s interrupting its turn. This logic is shown in the interruption
chain at the top of Figure 28. The motivation for this addition was the observation
that completely aborting the current turn was too extreme of a reaction when re-
sponding to short signals from the human. For example, sensor noise or fidgeting
from the human could cause an extended manipulation action to abort. To reduce
this level of commitment, when thold is active (indicating that the robot is taking
a turn), the robot also decides whether or not to hesitate. This decision is based
on psignaling from the user process owning a token, as described in Section 6.1.2 and
shown in Figure 27. Hesitating results in pausing the current turn, which pauses
active acts and prevents later acts in the turn from starting. Within a small hesita-
tion resolution deadline, the robot must then decide whether to interrupt or resume
its turn. If the user state transitions to psuppressing before the deadline, the robot
proceeds to interrupt itself; otherwise, it resumes the turn. In practice, the change
in the robot’s behavior resulting from hesitation provides feedback to the user that
some signaling was detected and allows the user to decide whether to back off or try
seizing the floor.
The pausing and resumption behavior for acts varies depending on a particular
act’s modality. For gesture and manipulation, the robot pauses by maintaining its
current pose. For gaze acts, the robot looks at the human’s head when pausing
and returns to the gaze act target when resuming. For speech acts, the robot stops
speaking just as it would when fully interrupting itself. However, if a speech act is
resumed, the robot starts again at the beginning of that particular speech act. This
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works well when turns comprise multiple speech acts in the form of phrases or turn
construction units [94], which we implement for our contextual instantiation described
in Section 6.2. In the linguistics literature, the retake of these utterances is sometimes
referred to as “recycled turn beginnings” [97].
CADENCE also supports mechanisms for turn interruption from our prior work.
When running thold, the robot may skip directly to interrupting its current turn if the
dyad has been in a state of conflict for some amount of time, which we define as the
conflict tolerance parameter. The robot may also interrupt its turn after the point of
minimum necessary information (MNI) has passed and the user is ready to proceed,
which indicates that the goal of the turn has been achieved [25, 110]. This shaves
time off of the ends of turns in order to support increased fluency when the dyad is
well-practiced.
After the robot has yielded the floor, whether through a mechanism of interruption
or from completion of turns or backchannels, the robot runs the transition taudit to
control behavior that supports the user’s holding of the floor. This involves gazing
in directions appropriate for establishing joint attention within the context, such as
the user’s hands, as well as periodic glances at the floor holder’s face. The approach
taken here for auditing agrees with the model proposed by [48], which was derived
from video analysis of human-to-human turn-taking interactions.
6.1.5 Seizing the floor
After having yielded the floor, the robot must decide when to take another turn. Its
moment-to-moment options are to take a full turn, to backchannel, or to wait another
cycle and delay the decision. In Figure 28, the transition tregulate is responsible for
making this decision and placing the result in pturn−selected or pselected−bc if a turn or
backchannel is selected. In making this decision, the robot tries to maintain a floor
factor kf , which describes the ratio between the robot’s holding of the floor and the
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user’s holding of the floor. That is, given all intervals [rα, rβ) denoting pholding owning
a token for the robot and [uα, uβ) denoting the same for the user, we define a floor





















These values, in addition to ∆(W ) using Equation 3 for the option of waiting to
delay the decision until the next cycle, are used in the regulatory decision-making
process. The relevance of a full turn, backchannel, or delay at any given moment
additionally depends on multiple conditions with timing constraints. The details of
this process are depicted in Figure 29. Paths throughout the tree in the figure are
terminated with the following strategies for seizing or avoiding the floor, resulting in
selection of backchannels or full turns:
• Response – a full turn that is taken in response to the user’s previous turn.
This occurs after a duration known as the response delay has passed since the
user yielded the floor.
• Deflection – a backchannel continuer that is taken in lieu of a response, in
order to avoid seizing the floor. Backchannels cannot occur more often than a
period defined by the backchannel spacing parameter.
• Support – a backchannel continuer inserted between the user’s speaking seg-
ments while the user continues to hold the floor in other modalities. This
conveys support for the user’s floor ownership.
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• Deep interruption – a full turn that is started while the user is holding the
floor. The parameter interrupt user must be set to true for this strategy to
be used, and the user must have been holding the floor for at least a duration
referred to as interrupt patience.
• Interjection – an incipient speakership marker followed by a full turn. Like
deep interruption, interrupt user must be set to true, but interjection occurs
between user speaking segments (such as the support strategy) rather than
during them.
• Lapse recovery – a full turn that is taken after having been in a lapse for longer
than a duration referred to as the robot’s lapse tolerance. This allows the robot
to take initiative to recover from a period of awkward extended inaction. Lapses
longer than 3 to 4 seconds are associated with lower communicative competence
in humans [124].
For all strategies based on full turns, the setting of the require gaze to seize pa-
rameter to true further restricts the robot’s seizing of the floor to moments when the
user is gazing at the robot. This is motivated by related work on the role of gaze in
releasing the floor to the next speaker [35, 81]. If none of these conditions is satisfied,
the robot waits without selecting a full turn or a backchannel, and the decision is
repeated again at the next clock cycle.
6.1.5.1 Turn-taking parameters
As a summary, the following set of system parameters controls the dynamics of the
turn-taking system, which results in different turn-taking styles. The majority of these
are values or ranges of time specified in milliseconds. The purpose of each parameter
is defined below with an explanation for its expected impact on interactions. In
our experimental evaluation described in Section 6.3.1, we specify settings of these
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parameters for producing two contrasting robot behavior styles. The parameters that
differ across the conditions in this experiment are demarcated below with an asterisk.
• Floor factor* – the robot’s desired ratio of itself holding the floor to the user
holding the floor.
• Response delay – how much time to wait after the user yields the floor before
seizing the floor. Rather than being necessary for computational resource rea-
sons, this value is used to determine how much opportunity to allow the user
to seize the floor again after yielding.
• Interrupt user* – whether the robot can try to seize the floor when the user is
holding the floor.























< ∆(BC) > ∆(BC)
Response Deflection
Figure 29: The decision-making process inside of the transition tregulate regulates
floor ownership based on differences from a predetermined floor factor parameter that
relates the robot’s and the user’s holding of the floor. Other conditions additionally
constrain the selection of a full turn or backchannel, which leads to placing a token
in pturn−selected versus pselected−bc.
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the user tries to seize the floor.
• Conflict time – how much time both the robot and the user spend continuously
holding the floor before the robot considers the dyad to be in a state of conflict.
• Lapse time – how much time both the robot and the user spend continuously
auditing before the robot considers the dyad to be in a lapse.
• Conflict tolerance* – how much time the robot tolerates a state of conflict before
being forced to interrupt its current turn.
• Lapse tolerance* – how much time the robot tolerates being in a lapse before
being forced to seize the floor.
• Interrupt patience – the minimum amount of time the user has spent continu-
ously holding the floor before a deep interrupt is allowable. This parameter is
used only if interruptions of the user are permitted.
• Hesitation resolution – the deadline after the robot hesitates that the robot
must decide whether to resume or interrupt its currently paused turn.
• Act spacing* – a uniformly sampled range of time that separates acts within a
turn. Higher values encourage interjections from the user.
• Backchannel spacing* – a uniformly sampled range of time that separates con-
secutive backchannels.
• Require gaze to seize* – whether the user must be gazing at the robot in order
for the robot to seize the floor.
6.2 Contextual Instantiation
A central challenge in the design of an integrated turn-taking system is the role played
by context. A system that regulates turn-taking inseparably from domain specifics
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has little utility, as it must be redesigned for each new domain. Thus, we strive in the
design of our turn-taking controller to minimize the effort required for this transfer.
In our system, the aim is for the robot’s behavioral processes to be reusable across
domains, and the context model is a TPN subgraph connected to these behavioral
processes that gets replaced for each new domain [26].
Related to the notion of abstracting the skill of turn-taking from domain-specific
knowledge is the sensitive balance between using bottom-up and top-down perception
for driving robot behavior. As an example showing this contrast, a top-down percep-
tual process might be a grammar-based speech recognizer that relies on endpointing
before returning results, while its bottom-up counterpart may be a filter for the pres-
ence of speech in the audio signal. Of course, the spectrum of semantic knowledge
encapsulated by differing perceptual techniques is more fluid than these extremes.
To characterize the floor regulation system, we deliberately design an experimental
context to be as open-ended as possible to focus on turn-taking driven by bottom-up
signals. This includes a decision to have the robot speak an artificial language to
circumvent top-down speech recognition. Perhaps contrary to intuition, this design
actually allows us explore a space of more complex interactions, as compared to
domains bounded by task constraints that we have used in previous work. We find
that this open-ended domain uncovers the innate sense of obligation to speak, act, or
yield that is driven by a human’s intuition for turn-taking without being complicated
by issues in task and natural language understanding. Later in this thesis, we address
some of the ways that turn-taking behavior depends on semantic understanding and
dialogue acts.
In this section, we describe the implementation of contextual components for this
domain, to be used in an experiment with users described in Section 6.3.
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6.2.1 Setting
The interaction setting is intended to support a relatively open-ended multimodal
dialogue about toys at a tabletop. Participants have access to a bin of objects con-
taining toys such as blocks and small plush animals, which they use to play with the
robot. The catch is that the robot and the human do not speak the same language, so
the domain is free from task semantics or the need for natural language understanding
of the user’s turns.




Robot turns in this context are constructed as random combinations of acts in the
modalities of speech, gesture, manipulation, and gaze. Figure 30 has examples of the
resulting behavior. Full turns contain the following types of acts:
• A SpeechAct in this domain comprises phrases in an artificial language. These
phrases were pre-generated by sampling random strings of phonemes. The
phrases vary from approximately 1–5 seconds in duration and are grouped by
the prosodic endings of ellipsis, exclamation, interrogation, and statement. Each
turn consists of 1–3 of these phrases, of which the last phrase is always one of
either exclamation, interrogation, or statement, and its antecedents all have el-
liptical prosody. The act spacing parameter is used to set the timing for these
phrases.
• GestureActs include head gestures and arm gestures. Head gestures include
a head nod (looks like “yes”), a side-to-side head shake (looks like “no”), and
several for communicating uncertainty through head tilt and sideways eye mo-
tions.
• Arm gestures are animations previously retargeted from human motion capture
that were selected based on their interpretability as attitude towards an object
or event. The communicative intentions of the human performing the gestures
were shrugging, “aww shucks,” “phooey,” and presentation.
• An object-directed arm action (ObjectAct) is used to pick, place, or point at
objects on the table. A manipulation action is accompanied with gaze toward
the object of reference unless another GazeAct is specified for the turn.
• A GazeAct toward one of the objects on the table may also be selected; thus,
an arm or head gesture can be interpreted as being directed toward the object.
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Backchannels were restricted to head nodding or shaking gestures and 1–3 phonemes
sampled from a limited phoneme set. Incipient speakership markers were sampled
from the space of English vowels. Continuers were sampled from the consonants /m/,
/n/, /h/ and the vowel /2/. These different phoneme sets were intended to show the
backchannels’ contrasting functions, reflecting the different backchannel distributions
that occur in natural languages [53, 28].
6.2.3 Perception
A Microsoft Kinect was used for tracking the human’s skeleton using the Kinect
Software Development Kit. Specifically, the human head and both hand positions
were used for the robot’s auditing behavior. The head and shoulder positions relative
to the participant’s hips were also used to determine whether participant gaze was
oriented toward or away from the robot’s head. The human was considered to be
gesturing if either of the hands were in motion over the past 800 milliseconds, or if
the hands were outstretched over the table. These cues were used in tsignal in Figure
27 of the user model.
The signal for the presence of user speech was detected through a Pure Data
module [87] for determining the pitch of an audio signal. This signal was used in tsignal
and tsegment in Figure 27. Participants wore a headset with a directional microphone
to minimize the detection of the robot’s speech. The audio signal was preprocessed
with an amplitude filter that was tuned to ignore the robot’s voice.
To detect tabletop objects for attention and manipulation, tabletop segmentation
was performed using an overhead Asus Xtion. This object perception was domain-
specific and thus occurred within the swappable context model process. The table
was detected using a plane extraction technique and subtracted to yield 3D point
clusters representing the objects [115]. Only clusters detected within the boundaries
of the table plane and above the table were considered in the context. Additional
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tracking was performed to reason about occluded objects from the perspective of
the Asus sensor using knowledge of both robot kinematics and human kinematics
(from the Kinect skeleton). Clusters within a certain distance from robot or human
link positions were not considered to be objects, but previously detected clusters
exceeding a distance from agent links were considered to be occluded by agents and
thus preserved.
6.3 Experiment: Open-ended play
To evaluate the preliminary implementation of CADENCE as described in Section
6.1, we designed a between-groups user study in which our robot Simon used the
system to control its autonomous behavior within a situated dialogue about objects.
The primary purpose of this experiment is system evaluation. To validate that our
parametrized model of floor regulation is effective in achieving different social dy-
namics, we compared the behavior exhibited by the robot across highly contrasting
parameter settings, as well as the effects of these differences on user behavior and
user perceptions. The experiment also enables us to analyze any turn-taking errors
that occur in either of these parametrizations, for insights on future work.
6.3.1 Parameter groups
The user study contained two conditions designed to investigate situations in which
a robot shows different levels of initiative or control:
• Active condition – The robot tries to act twice as often as the human and
deliberately interrupts the human to maintain this ratio.
• Passive condition – The robot tries to act half as often as the human, hesitates
and interrupts its own actions, and often backchannels to avoid seizing the floor.
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Table 4 shows the specific parameter differences between the conditions. We
recognize that these settings represent only two points in the large space of turn-
taking styles possible.
Table 4: Parameter settings that differed between the two experimental conditions.
Parameter Active condition value Passive condition value
Floor factor 2.0 0.5
Interrupt user true false
Interrupt self false true
Conflict tolerance N/A 1000 ms
Lapse tolerance 500 ms 4000 ms
Act spacing 50–250 ms 500–1000 ms
Backchannel spacing 2000–4000 ms 4000–6000 ms
Require gaze to seize false true
6.3.2 Procedure
In total, there were 30 participants who interacted with Simon in this user study (15
per condition), of which 8 were female (4 per condition). The age range of participants
was 17 to 45 years old, with a mean age of 23.5. Ten participants reported experience
interacting with young children (5 per condition), such as teaching or babysitting.
The participants were recruited from the campus community through mailing lists.
Each participant was randomly assigned one of the conditions and interacted with
Simon for two sessions of three minutes each within that behavioral condition. The
only difference between the sessions was that the set of objects was changed, and
participants were informed that this was the only difference. Participants were told
that they should teach Simon about the objects as if he were a young child of about
three years of age, but they would not understand what Simon was saying because he
would be speaking a foreign language. They were encouraged to talk about properties
of the objects, tell stories about interactions between them, or otherwise play with
them in a way that was appropriate to a young child.
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In addition, participants were primed in ways that constrained their behavior.
They were told that Simon could see both their hands, their head, and objects that
were on the table, but that if they wanted Simon to attempt to interact physically
with any objects, those objects needed to be on the table and their hands could not be
covering the objects. This instruction was to prevent users from attempting handoffs
to the robot, which were not supported in this study. Finally, participants were
instructed to continue engaging the robot and to avoid turning to the experimenter
for the entirety of the interaction sessions, even if they were uncertain what they
should do.
To trigger the interaction, participants were told to wave to the robot and say
“Hello Simon” after the robot’s ear lights turned on. For all sessions, the robot
started with an uninterruptible greeting turn, comprising a wave gesture with a spoken
exclamation. A three-minute timer was started at the end of this turn. At the end
of the three minutes, Simon completed his current turn and turned off his ear lights
to signal the end of the session.
6.3.3 Measures
6.3.3.1 Post-study questionnaire
After the two interaction sessions were completed, users were asked to fill out a survey
with the following questions:
1. How did you find the pacing of the interaction? (slow, medium, fast)
2. Who led the interaction? (Simon, me, about equal)
3. Please rate the following statements about the interaction with Simon. (1 =
strongly disagree, 7 = strongly agree)
(a) Simon was responsive to my actions.
(b) I had influence on Simon’s behavior.
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(c) Simon had influence on my behavior.
(d) Simon listened to me.
(e) Simon talked over or interrupted me.
(f) I had to spend time waiting for Simon.
(g) Simon had to spend time waiting for me.
(h) The interaction pace felt natural.
(i) There were silences where nothing happened.
(j) There were overlaps where we both tried to act.
(k) There were awkward moments in the interaction.
4. How would you classify... (1 = strongly introverted, 7 = strongly extroverted)
(a) ... Simon’s personality?
(b) ... your own personality?
5. (Open-ended) List some adjectives describing Simon’s personality.
6. (Open-ended) Please provide a critical review of Simon’s social skills.
6.3.3.2 Logged data
Important system events were also logged for each interaction session with timestamps
to millisecond precision. These system logs included:
• Petri net events, including transition enables and disables, tokens changing
places, tokens changing values, and tokens being spawned or destroyed;
• events for each act being started, paused, resumed, or stopped;
• and reason codes for each full turn or backchannel taken, according to the
strategies specified in Section 6.1.3 and Figure 28.
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The perceptual data for the human was logged at the framerate of the system,
which averaged 30 Hz. This data included pitch and onsets detected from the micro-
phone and all transforms for human skeletons detected from the Kinect. The robot’s
joint positions were also logged at this rate. A video was taken of each interaction
session for future video coding analysis.
6.4 Results
In this section, we present some of the results of our evaluation based on participants’
subjective responses, the robot’s behavioral data, and participant speech data. We
observed that the speech presence signal was extremely robust during the study, but
the human skeleton data generally was not (due to arm occlusions and noise). Thus,
we can reliably examine human spoken turns, but not human floor-holding that relies
on gesture or gaze. The latter requires video coding of the data for accurate analysis,
which we leave to future work.
6.4.1 Differences in robot behavior
Our first analysis is a manipulation check that examines whether or not the system’s
control of these floor regulation parameters actually resulted in different robot behav-
ior across these two conditions. For each modality, Figure 31 compares the fraction of
time spent in each behavioral state across all subjects’ data for each condition. It can
clearly be seen that the active robot spent more time attempting to hold the floor,
resulting in taking more full turns; this then led to increased gesturing, speaking,
and gazing away from the person’s body. In contrast, the passive robot maintained a
closer balance between holding the floor and auditing, resulting in more backchannels
and gaze at the person’s head or hands relative to the active condition.
The fraction of time spent in each of these states differed significantly across
conditions for all modality states except for arm gesturing. We also confirmed that
the robot did not behave significantly differently across the two interaction sessions
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for either condition. Because our subsequent analysis focuses on speech data, we
additionally state here that the robot spoke significantly more in the active condition
(M = 87.0 sec, SD = 20.1) than in the passive condition (M = 39.6 sec, SD = 9.4),
t(13) = 1.30, p < .001.






























































































































Figure 31: The time that the robot spent in each state, compared across condi-
tions. Each chart shows data for a specific modality. Differences across conditions
are significant to p < .01 for all modality states except for arm gesturing.
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6.4.2 Perception of behavioral differences
Subjective responses indicate that the difference in behavior was perceptible to par-
ticipants. They were significantly more likely to agree with the statement, “Simon
talked over or interrupted me,” in the active condition (M = 6.00, SD = 1.07)
than in the passive condition (M = 4.80, SD = 1.21), t(14) = 2.96, p = .01. We
also found marginal significance for agreement with the statement, “There were si-
lences where nothing happened,” where the passive condition reported a higher aver-
age value (M = 4.53, SD = 1.64) than the active condition (M = 3.40, SD = 1.76),
t(14) = 2.02, p = .06.
Moreover, this difference in robot behavior impacted their perception of the robot’s
personality. Participants in the active condition perceived Simon as significantly
more extroverted (M = 4.93, SD = 1.53) than participants in the passive condition
(M = 3.46, SD = 1.06), t(14) = 4.01, p = .001. Subjective reports of participants’
own personality introversion ratings did not differ significantly across the conditions.
When the participant’s self-rating was subtracted from Simon’s rating, the average
difference was M = 1.13, SD = 1.85 in the active condition and M = −1.11, SD =
1.67 in the passive condition, t(14) = 3.86, p = .002.
Adjectives reported by participants to describe Simon’s personality are shown in
Tables 5 and 6. Synonyms are grouped in these listings. Table 5 lists all adjectives
reported in only one condition, and Table 6 lists all adjectives that were reported
in both conditions. In some cases, opposites were reported within the same condi-
tion (extroverted and introverted in the active condition, responsive and unresponsive
in the passive condition, attentive and inattentive in both conditions), showing the
breadth of subjective experience in the study. Although it is difficult to make strong
claims about these open-ended responses, these qualitative characterizations overall
seem to support the perception of the active robot as more extroverted and dominant.
Overall, these results confirm that the system is capable of manipulating the
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Table 5: Adjectives describing the robot’s personality that were reported in only one
condition.
Adjective Active Adjective Passive
aloof, spacey, distant 3 shy 3
outgoing, extroverted 2 moody, temperamental, flighty 3
gregarious, loud 2 unresponsive, silent 2
bold, confident 2 responsive 1
enthusiastic 1 misunderstood 1
cautious 1 sweet 1
slow 1 naive 1
introverted 1 confused 1
helpful 1
Table 6: Adjectives describing the robot’s personality that were reported in both
conditions.
Adjective Active Passive
curious, inquisitive 6 6
talkative, rambling 5 3
unattentive, absent-minded, ADD, distracted 3 1
childish, child-like 2 1
attentive, observant 1 2




robot’s initiative and status within an interaction, and that humans can perceive the
effects of this manipulation.
6.4.3 Impact on human behavior
We have determined that the robot behaved differently across the conditions and
that humans could perceive these differences, but we additionally want to analyze
the extent to which the manipulation of floor regulation impacted the behavior of the
human. As mentioned previously, we found that we were able to track the human’s
speaking turns reliably. We analyzed occurrences of robot and user speech across
the conditions based on logged data. The starts and ends of user speech segments
were determined from the speech presence signal based on a window gap size of 250
milliseconds. Two user logs (one per condition) were generated incorrectly and thus
are omitted from this analysis.
In examining this data, we find that participants spoke significantly more in the
passive condition (M = 59.5 secs, SD = 26.2) than in the active condition (M = 40.1
secs, SD = 18.1), t(13) = 3.70, p = .003. This is likely due to human aversion to
overlapping speech, which led to inhibition of user speech in the active condition
but created more opportunities for user speech in the passive condition. In fact,
we found that the user spoke slightly but significantly more in the second session
in the passive condition (M = 64.2 secs, SD = 28.6) when compared to the first
session (M = 54.7 secs, SD = 23.5) , t(13) = 3.72, p = .003, but this was not
true for the active condition. This could be explained by the users exhibiting more
tentative and uncertain behavior in the first encounter with the robot but taking
more control after having seen the robot’s passive behavior. As can be expected from
these results, the ratio of robot speaking to user speaking also differed significantly
across conditions. This ratio1 was M = 3.28, SD = 3.80 in the active condition and
1Note that these ratios differ from the floor factor parameter setting because this result only
takes into account speaking turns, whereas the floor factor ratio also accounts for holding across
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M = 0.85, SD = 0.56 in the passive condition, t(13) = 4.01, p = .001.
We also discovered that there was significantly more overlapping speech in the
active condition (M = 13.1 secs, SD = 7.6) than in the passive condition (M = 8.3
secs, SD = 4.9), t(13) = 3.97, p = .002. We did not analyze whether these overlaps
were robot interruptions, user interruptions, or simultaneous starts, since this requires
more contextual knowledge and would need to be determined through video coding.
Given that the user spoke more to a passive robot than an active one, we hypoth-
esized that there may have been regularities in the robot’s modality-specific actions
that encouraged the user to seize the floor. We compared robot behavioral states at
the starts of user speech turns to the robot’s overall modality-specific behavior state
distributions for each condition and found that this hypothesis was not supported
by the data. Figure 32 shows the high similarity between the distributions for the
active condition (data for the passive condition is even more similar, and thus is not
provided). An exception is the speech modality, where the absence of robot speech
favors a user seize attempt. Hence, in this data set featuring open-ended human-
robot turn-taking, a simple “nod and a glance” [23] does not suffice for controlling or
predicting when users will take turns.
6.5 Discussion
Results indicate that CADENCE is able to manipulate social dynamics through vari-
ations in floor regulation behavior. Experimental manipulation of our model pa-
rameters resulted in significantly different robot behavior that caused participants in
different conditions to attribute significantly different personality types to the robot.
Importantly, this manipulation in robot behavior succeeded in eliciting different be-
havior from the human partner across the two groups, changing the social dynamics
of the dyad. The human partner acted longer and more often when interacting with
other modalities.
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Figure 32: This data is taken from the active condition only. The figures compare
distributions of robot behavior data at the times of user speech starts to the overall
distribution for the active condition. Overall, the distributions appear highly similar,
making it difficult to predict onsets of user speech. The most substantial difference
can be seen in the speech state comparison.
a passive robot than with an active one.
Here we make several additional observations about challenges for future work.
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6.5.1 Improvements to backchanneling
In general, there were fewer significant differences in subjective ratings across con-
ditions than we had expected. In both conditions, subjects thought the interaction
was slow to medium in pacing, about equal in who was leading, and had overlaps in
turns. Subjects also did not consider Simon more of a listener in the passive condi-
tion. In examining the data in conjunction with anecdotal observations of the study,
it seems that spoken backchannels did not function as supportive auditing behavior as
much as hypothesized. This may explain why several participants perceived Simon as
“talkative” even in the passive condition (Table 6); users may have perceived Simon’s
backchanneling as taking floor time, albeit in short spurts. In light of this, it may
have been more appropriate for backchannels to count against the robot’s floor time
after all, but perhaps with reduced weight.
Improving timing and comprehensibility of backchannels seems necessary for gen-
erating more successful auditing behavior. Some part of the lack of accessibility of
backchannels in this study can be attributed to the artificial language. When us-
ing true linguistic backchannels in a task context, it will be important to consider
the different functional types of backchannels and the information they convey [7].
In addition, backchannel timing is a sensitive issue. Backchanneling periodically to
maintain engagement throughout a lapse could be inappropriate if the user is thinking
silently; such repeated backchannels could be perceived as disruptive or annoying. On
the other hand, it can be completely appropriate to backchannel with quick spacing
in response to short, high-information utterances from the human. More modeling of




One simplification we made in our current implementation was to treat the conversa-
tional floor as a singular resource to be negotiated by the two parties. This resulted
in action across all modalities being combined to classify holding behavior. Realisti-
cally, interaction dynamics are also strongly defined by modality-specific bottlenecks.
For example, overlapping speech is avoided, as well as close proximity that can lead
to physical collision or uncomfortable social distance, but cross-modality simultane-
ity such as speech from one party and gesturing from another does not necessarily
constitute a conflict. On the other hand, correlation of actions would still be ex-
pected across modalities due to the innate structure of information bottlenecking in
the turn-taking interaction—for example, in the way that gaze behavior accompanies
speech turns, and in the way that speech is synchronized with deictic gestures [75].
A next challenge is to define the roles of these modality-specific bottlenecks more
clearly when planning higher-level cross-modality turns. For example, seizing the
floor to speak may inhibit the partner’s tendency to speak but does not necessar-
ily require that the partner stop acting in the workspace. Similarly, taking a turn
using a particular object prohibits the partner from using that object but does not
prohibit him from taking a speaking turn or from performing an action with another
object in the workspace. Indeed, there were many instances in the study of a user
speaking over Simon’s manipulation actions (e.g. providing words of encouragement
or semantic object labels) that were socially appropriate and non-conflicting. On the
other hand, rigidly enforcing complete independence of individual modalities is sim-
ilarly oversimplifying, as gaze and body motions do influence verbal expression and
suppression; this explains why telephone conversation dynamics differ so significantly
from face-to-face dynamics [109]. Modeling appropriate constraints between the floor
resource and modality-specific resources will be necessary in order to capture the
fluid human-robot interaction that we desire from our system. This is the principle
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limitation that is addressed by the changes in Chapter 7, and evaluated in Chapter
9.
6.5.3 Contextual parameter setting
Our study demonstrated only two possible parameter settings of the system. We
emphasize again that we do not universally advocate one of these conditions over
the other, but simply state that our model allows the robot to exert some control
over social dynamics and influence who takes more initiative in the interaction. The
appropriate parameter setting should ultimately be dictated by social context. A
point of interest for our future work is such a contextual setting of these parameters
by recognizing detectable and generalizable characteristics of a social situation or an
interaction partner.
As an example, a tour guide robot may benefit from “active” floor regulation pa-
rameters while leading a crowd, whereas a butler robot may need to rely on “passive”
parameter settings when serving its owner. We believe that the system parameters
are intuitive, and as such can be set to constants defined by a robot designer to suit
a particular application or culture; or perhaps a personal service robot can be set to
use custom parameters preferred by its owner. We are also interested in further ex-
ploring appropriate turn-taking behavior for a robot learning from a human teacher;
a spectrum of passive to active behavior is possible for a robot active learner, not all
of which is actually conducive to successful learning [20].
In addition to static parameter settings based on a task domain, it may be useful
to modulate the parameters dynamically throughout an interaction. This technique
could be used to support status-elevating and status-lowering transactions [52]. In
addition, such modulation could allow better adaptation of the robot to the human.
It is known that people gradually synchronize the timing of communicative behaviors
to interaction partners over time [19], and we have also observed such convergence
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in our previous work [25]; this capability could potentially improve a dyad’s fluency.
It may also be useful to consider adapting to the human’s affective state, if it is
perceivable through cues like vocal prosody. A stressed or angered human may desire
different turn-taking dynamics than a relaxed one. Conversely, the control of the
robot’s turn-taking behavior could be modulated by an emotion model, serving a
communicative purpose regarding the robot’s internal state.
6.6 Summary
In this chapter, we have described a turn-taking model-controller that is intuitively
parametrized to allow the robot to achieve a range of different social dynamics, which
can be altered to target specific interaction scenarios. In applying contrasting pa-
rameter settings of CADENCE in a user study, we have demonstrated that: (1)
manipulating these floor regulation parameters results in significantly different robot
behavior; (2) people are able to perceive this difference, as well as attribute different
personality types to the robot; and (3) changing the robot’s personality results in
different behavior from the human, manipulating the social dynamics of the dyad.
Our results confirm the utility of CADENCE for controlling turn-taking dynamics
but also point to shortcomings specifically related to backchannel communication and
the appropriate modeling of modality-specific bottlenecks. Specifically, backchannels
are “short turns” whose semantic function cannot be ignored, and modalities must
on occasion be treated differently when deciding to interrupt behavior. These are




Why aren’t all actions executed simultaneously and instantaneously in real life? The
general timing of situated interaction can be interpreted as being due to resource
limitations. We claim that these resource limitations fall into at least two categories
of being physical or cognitive. Occupying a physical resource is straightforward to
envision: if a person’s hand is in a particular location or using a particular tool, this
prevents the robot from being in that location or using that tool within the duration
of that action. The prototypical cognitive bottleneck is the speaking floor. This
bottleneck is due to a human attentional resource limitation defined by Baddeley as
the phonological loop [6], which describes auditory processing and generation as using
the same buffer. Because sound source separation and parallel semantic processing are
cognitively difficult, social custom dictates that we take turns to speak and has also
evolved in many cultures to indicate that we don’t want to listen if we are currently
speaking.
In addition, for a robot capable of action in multiple social modalities, there can be
ambiguity as to which modality or combination of modalities to use. Modalities can
be functionally redundant (e.g. saying hello, versus waving to a person, versus doing
both together), although this redundancy only results in acceptable behavior if timing
is appropriately coordinated between modalities or a modality is used singularly. We
argue that resource availability is a factor in this decision.
Previous systems, including the version of CADENCE described in Chapter 6,
have assumed a unitary notion of the floor. None properly handle multiple types of
resources concurrently across multiple modalities, which we believe is essential for
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achieving fluent human-robot joint action. The foundation of this iteration of the
system is the process for resource monitoring, in which shared resources of a given
type are formulated as mutual exclusions. We describe how this resource monitor
interacts with interruptible action processes that seize and yield resources, and how we
formulate actions so that they can be dispatched to these processes in a semantically
synchronized fashion. The result is appropriate multimodal turn-taking, which we
evaluate in the experiment in Chapter 9.
7.1 Resource monitoring
Resources are required to execute actions, and using a resource for execution should
suppress actions from other processes that require that same resource. This competi-
tion can exist between internal robot processes or between the robot and an external
process (e.g., a human partner, or the environment). An example of internal compe-
tition is control over robot degrees of freedom; a social robot cannot simultaneously
move neck DOFs for both gaze and gesture. Competition with external processes re-
quires turn-taking. Our system considers multiple types of resources: objects, spatial
regions, the speaking floor, and robot DOFs. These resources are used by actions
in multiple modalities. For example, picking up an object uses the object, spatial
regions, and arm and hand DOFs.
Given the set Rx of all resources of type x, we define components of resource
monitoring as follows. Each resource is represented as a token whose ownership is
transferred through the graph. Available resources are owned by the global place
pfree. Competition is defined as being between a set of resource controllers I, each







∀i ∈ I, prequestedi ⊆ Rx
(4)
Each controller has the ability to request, seize, and release resources. For each
controller, the internal firing mechanics are defined as follows:
A : A ⊆ Rx − prequestedi
B : B ⊆ prequestedi \ pownedi





pownedi ∅ +B −C
prequestedi +A ∅ ∅
pfree ∅ −B +C

(6)
This model enforces a mutual exclusion between pfree and pownedi∀i, while allowing
multiple processes to put in requests for resources simultaneously. We define the initial
marking as all known resources being available and no resources being requested:
∀r ∈ Rx, r ∈ pfree
∀i ∈ I, prequestedi = ∅
(7)
The model just described can be directly used for internal processes, i.e. DOF
control. Figure 33 depicts how two resource controllers are connected together for
turn-taking control. Two transitions are added, tyield and tbargein, take into account
the state of the user in order to decide whether to yield the resource or barge in and
take ownership directly.
Figure 33 shows the turn-taking transitions from the perspective of the robot and
depicts a feasible marking. |Rx| = 2, with one resource being available and one being
owned by the robot. Both the robot and the user are requesting more resources than
they currently own. If the user’s requested resource is the one owned by the robot,
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the robot may yield it to the user. The robot additionally needs the available resource
in pfree. This diagram could depict a real-world state of the robot holding on to an
object, with another object being on the table. The robot needs both objects, and
the user needs one of them.
On the robot side, the resource controllers interface with action-handling pro-
cesses. Actions that are intended result in requesting resources, and resources must
be seized and owned in order for actions to execute successfully. Resources are re-
leased when actions complete. In contrast, transitions for the user controller are
implemented as perceptual processes. For example, an object is requested when the
user is perceived to be reaching towards it and owned when the user has it in hand,
and the speaking floor is owned based on voice activity detection. Subtler cues such
as gaze, prosody, and discourse markers are also applicable. Additional timing pa-
rameters can throttle or trigger seizing and yielding, as in [27].
7.2 Resource-aware action execution
Previously, we described interruptible action processes in Chapters 5 and 6. However,
a key limitation of those versions was that only a unitary resource was modeled, the
floor, which can result in undesired cross-modality interruptions. Such interruptions
can be heavy-handed and inappropriate. For example, an interruption in the speaking
modality should not necessarily interrupt a manipulation action.
It is difficult to account for all possible situations in which such cross-modality
interruptions are appropriate or not appropriate, because these can be dependent on
the semantic content of turns. As an example, a human may say to a manipulating
robot, “Good!” or “Stop!” Most conservatively, we assert that an interruption is at
least appropriate if a resource that is required for execution is lost during execution.
That is, if a robot is reaching for an object, resource loss of the speaking floor should
















Figure 33: A resource monitoring model for one type of resource, shown from the
perspective of the robot. A separate such model exists for each resource type.
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To achieve this behavior, we connect our previous notion of interruptible action
processes to the resource model described in Section 7.1. The action process template
is shown in Figure 34 and reflects the model of execution presented in Chapter 6 that
includes hesitating before interrupting. Such behaviors are automatically generated
with respect to resource losses that are incurred during execution. Table 7 explains
the key interface points between the resource model in Figure 33 and the action
process model from Figure 34. Note that interfaces to multiple resource controllers
may exist even though the diagrams show connections between only a single resource
controller and a single action process. For example, manipulation actions may require
objects, spatial regions, and robot degrees of freedom.
In our framework, an action is a semantic entity specified independently of the
action execution process that handles it. For example, a pointing gesture might
be accomplished through motion planning, animation playback, or joint space in-
terpolation. An action Act(E,Rpre, Rpost) is a function of a set of semantic en-
tities E, resource preconditions Rpre, and resource postconditions Rpost. For ex-
ample: Grasp({objecti, handj}, {handj+}, {objecti+, handj−}) is used to grasp an
object, where handj represents a DOF set for a hand. Rpre = {handj+} indi-
cates that the hand DOF resources must be owned before execution can occur, and
Rpost = {objecti+, handj−} indicates that after execution, control over the hand DOFs
is released, and control over the object persists.
Referring again to Figure 34, such an action is queued for execution in its han-
dling process and starts only when resource prerequisites hold. Transition tstart then
starts the action and places the action token in pstarted. The transition thold contin-
ually monitors the action execution for its progress, state of intention, and resource
availability. If no resource conflict or intentional change occurs, the action finishes
normally, firing directly from pstarted through tfinish to pfinished. If the action is no
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Figure 34: Each modality’s action process follows this template, with minor differ-
ences. An interruptible action process includes the ability to pause in the presence
of a potential resource conflict and decide within a deadline whether to resume or
interrupt the action.
longer intended, thold moves the action token to pshould−interrupt to interrupt the ac-
tion. In the presence of a resource conflict, thold moves the action token to tshould−pause,
causing tpause to fire. The transition tpause generates hesitation behavior to bide time
while observing resource availability changes. A hesitation is both functional in the
face of uncertainty (by balancing the cost between continuing and stopping) and also
displays a contingent communicative signal [76]. So as not to deadlock, tresume must
decide within a deadline whether to resume execution or to interrupt the action fully
in order to yield the resource.
Algorithm 1 summarizes the functionality of the transitions in the action pro-
cess template. These firing functions produce general-purpose resource-aware behav-
ior. Each modality must then provide custom behavior for Start, Hold, Pause,







When action tokens are queued into
pqueue, trequest places resource tokens in
prequested that are needed for that action.
prequested contains resource tokens
that are needed for intended actions.
When the action finishes, tfinish updates
prequested by removing resource tokens












tseize will seize requested resources if
possible, and place resource tokens in
powned. tseize operates whenever ac-
tions are intended — queued, started,
or paused. Resources must be owned to
make progress on an action.
When powned contains resource to-
kens, the action can make progress. The
action can start running through tstart
and is monitored through thold. If the
action was paused due to a resource loss
but then reacquired, tresume will restart
the action.
Table 7: Each diagram depicts an interface point between a resource controller and
an action process. Nodes left of the dotted line are part of the resource controller,
and nodes right of the dotted line are part of an action process.
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Algorithm 1 Pseudocode for transition firing functions within the interruptible ac-
tion process template.
function fire(tstart,Act)
if resources(Act) ∈ powned then
Start(Act)




update Act goal monitors
Hold(Act)
if interrupt self = true then
if Act is intended then
if resources(Act) /∈ powned then
move Act token to pshould−pause
end if
else






move Act token to ppaused
end function
function fire(tresume,Act)
if timePaused(Act) > maxWait then
move Act token to pshould−interrupt
else
if timePaused(Act) > minWait and resources(Act) ∈ powned then






























Figure 35: The interdependencies between processes in the system. Each component
is a TPN in itself. Turn-taking occurs between resource controllers of the same type.
7.3 Multimodal action alignment
Later in Section 8.3 (on page 135), we will be defining a grammar that is used to
bridge semantics, surface realizations, and actions. For now, it is sufficient to de-
scribe the grammar as hierarchies of nodes to which actions are attached. Following
the structure of an AND-OR tree, nodes can be disjunctive, indicating that their
children are to be treated as alternatives. This grammar also specifies temporal con-
straints for action alignment as follows. Each node Nx is associated with an interval
Ix : [tSx, tEx] for starting and ending times. If |children(Nx)| = Y , then for all nodes
Ny ∈ children(Nx) where y ∈ Y , tSy ≥ tSx and
⋃
y Iy ⊆ Ix. That is, child nodes
are always executed after their parents. In addition, tEy <= tSy+1, indicating that
nodes are always executed after any preceding siblings. A node is considered com-
pleted when all of its actions and its children’s actions are finished. The exception is
the notion of disjunctive nodes, for which only a single child’s actions are executed.
This representation can be used directly to define a temporal constraint satisfaction
problem for scheduling resources to be used by actions.
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arm dofs, object, speaking floor speaking floor
Figure 36: Temporal constraints between parents and siblings within action hierar-
chies define the alignment of when actions can start and stop. Shown are two options
for generating an object referring expression, which use different resource sets.
disjunctive root node. The figure shows an example of having two options of modality
combinations for generating a referring expression. On the left subtree, the robot uses
speech and gesture by pointing and speaking a more compact phrase using “this” as
a determiner. On the right subtree, the robot uses speech only. Factors relevant
to the situationally appropriate selection of modalities include efficiency, cognitive
demand, risk of interpretational error, and resource availability. The work in this
chapter specifically addresses the aspect of resource availability.
Figure 37 shows how the dispatcher serves as the interface between action hier-
archies generated by the domain model, and the action execution processes in the
behavior TPN.
The incremental nature of the execution also allows for a simple implementation
of top-down gaze generation by which the most recently visited semantic entity is







Behavior timed Petri netHierarchical actions from task model
Figure 37: The dispatcher starts actions based on the temporal constraints described
in Section 7.3. Action tokens are placed in pqueue for their corresponding action
processes. When an action is completed, its token reaches pfinished. tdispatch consumes
the token and proceeds with dispatching subsequent actions.
higher weight to important perceptual events such as motion and loud sounds. Purely
bottom-up models can make the robot seem distractable when engaged in a task with
a user. We believe that both types of models are necessary for social robot cognition.
7.4 Scheduling
A collaboration act is represented for execution by a hierarchy of grammatical nodes,
which have lower-level action primitives attached. When multiple such actions are
parallelized, it can become possible to schedule actions for oneself that result in
resource contention. An example is both arms needing to access the same spatial
region. This can lead to strange behavior like self-interruptions. In the worst case,
the robot can deadlock itself.
A simple way to avoid such behavior is to collect all resources from an inten-
tion hierarchy, and never simultaneously execute two intentions that share resources.
This can result in suboptimal execution. For example, an intention for a speech act
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might represent a choice of speaking only versus speaking and pointing. The pointing
subhierarchy can be performed by the left or the right arm. Collecting all of these
resources together prevents the robot from speaking while performing other actions
with its arms even when such a combination is feasible.
A solution to this is to collect the disjunctive resource sets for each intentional
hierarchy. In the aforementioned example, the disjunctive resource sets would be: 1)
floor only, 2) floor + right arm, and 3) floor + left arm. Using this representation,
we can use the scheduling framework Tercio to compute a schedule [41]. Tercio com-
putes near-optimal schedules for simple temporal problems by iteratively alternating
resource allocation and action sequencing steps. We define temporal constraints for
all of the within-hierarchy dependencies described in Section 7.3 to be used in the
sequencing step. We can also define between-hierarchy dependencies based on turn-
taking parameters such as act spacing or response delays. The schedule is updated
whenever resource availability changes in a way that invalidates the current schedule
or when new intention are queued.
7.5 Limitations and next steps
Several direct extensions are immediately apparent. One is the addition of more re-
source types. An example is visual attention, which would require monitoring the
human’s head orientation and would be a required resource for any deictic gestures.
Other extensions would be implementing more sophisticated resource signaling mod-
els. For example, more subtle signals for spoken turn-taking include mouth-opening
or aspiration, and more explicit signals for physical turn-taking include statements
like “go ahead.”
One current design limitation of the system is that there is no support for concur-
rent ownership of resources. Thus, this model is not at all suited for tasks requiring
such shared ownership, such as both the human and the robot carrying an object
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together. The system also currently does not model handovers.
A greater question is how semantics should influence resource usage. In Chapter
3, we saw that minimum necessary information was critical to the way that humans
yielded resources. If the relationship between resources and task semantics cannot be
abstracted in a general way, then there is little purpose to having resource-controlling
processes, since they must encode domain-specific rules. In the next chapter, we
design a dialogue system that supports semantically rich situated interactions while
abstracting general-purpose turn-taking behavior away from those same semantics.
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CHAPTER VIII
DIALOGUE FOR SITUATED COLLABORATION
In some ways, modern interaction research promotes a view of behavior being divorced
from cognition. Interaction “designers” are responsible for ghostwriting the robot’s
utterances, generating canned animations for playback, and packaging them together
into black-box states. Mostly, the robot is the designer’s puppet, parroting back
a script. Because these representations are so domain-specific, it is subsequently
claimed that the only generalizable outcomes from these interactions are “principles”
or “guidelines” that influence the process – essentially fancified advice for future
interaction designers. Of course, these principles augment the designer rather than
the robot.
What if the robot could instead model the process in the designer’s head, and
act autonomously from its own knowledge and perception? This is the premise upon
which we build the system in this chapter. We consider the scenario of situated
collaboration: two agents embedded in the physical world, cooperating to reach a
shared goal. When they interact, they must share resources, integrate information
from the world and their partner, dispute suspect ideas, alter their beliefs, and reach
common ground.
In this chapter, we describe a system for robots to have collaborative dialogues
with humans. The system we develop synthesizes ideas from linguistic theories about
how humans have conversations, model mental states, build common ground, and
repair misunderstandings. In contrast to the previous chapter, which was focused
on action, this section is primarily concerned with meaning. We describe how we












Figure 38: Traditional dialogue systems model only speech
interpret and generate dialogue acts based on that knowledge. We end this chapter
with some ways that the structure and semantics of dialogue influence the timing of
turn-taking.
8.1 Dialogue with robots
Dialogue systems are most commonly speech-only systems. Figure 38 depicts how
such dialogue systems are typically conceptualized. In the dialogue manager slot goes
any number of approaches: finite-state machines (FSMs) [89], partially observable
Markov decision processes (POMDPs) [125], probabilistic rules [68], form-filling [40],
dialogue trees [14], and so on.
A social robot lends more complexity to this view. Its sensory input includes not
only ASR, but also visual information about the surrounding environment and the
human’s physical activity. It generates not only speech but arm motions and gaze
directions. Figure 39 depicts a system diagram for situated collaboration. We will
revisit this figure at the end of this chapter after having explained all the components.
In a situated setting, the need for integrated understanding and generation across
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modalities heavily favors dialogue approaches that rely on deep semantic understand-
ing, in contrast to data-driven approaches that learn how acts can be probabilistically
sequenced. When text is the only surface form and actions are never concurrent, it can
be convenient to abstract away entire turns as single symbols, simplifying the problem
of dialogue to moves in a game [127]. For a physically situated agent, however, actions
are temporally extended and reasoning must be bridged across modalities. An object
referring expression may coordinate physical action (pointing with an arm), visual
attention (gaze), and speech that depends on surrounding context. These can be
simply bound together by an understanding of the object’s location and other visual
attributes. Data-driven approaches fall short in their lack of scalability in handling
combinatorial situations and alignments.
Previous approaches to building dialogue systems with deep semantic understand-
ing have been successfully demonstrated, as in Allen’s PLOW system [1] that relies



























Figure 39: Dependencies of components used for situated collaboration. For com-
parison and abbreviations, refer to the speech-only system diagram in Figure 38.
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of Kruijff et al. [61], Lemaignan et al. [67], and She et al. [105]. The popularity of
data-driven approaches, e.g. [125], capitalizes on simplifying assumptions that can
be made in speech systems that do not occur in a situated environment, such as call
center dialogues. The work in this chapter builds on prior work in deep semantic
collaboration, as well as other models of collaborative intention such as SharedPlans
[43], in order to extend these techniques for controlling the timing of temporally ex-
tended actions within the context of a situated collaboration. Notably, much prior
work has provided extensive treatment of collaborations that focus on the learning or
execution of steps in a task plan. In this section, we focus on the additional problem
of agents shaping and converging on the concept of a mutually agreed-upon task goal,
from which physical actions can then be spontaneously derived.
The dialogue system in CADENCE is designed around the idea of composable
semantic entities. It contains the following components:
• The semantic lexicon holds semantic units of domain-specific knowledge.
• The cognitive grammar is the bidirectional compositional system for interpret-
ing semantics from the natural language surface form and generating natural
language from semantics.
• These semantics are further organized into records and propositions at the top
level.
• Information state used for dialogue is tracked in common ground.
• Collaboration act (CA) processors act on common ground state to generate
collaboration acts to execute.
8.2 Semantic lexicon
The semantic lexicon describes all of the units of knowledge that the robot can reason
about in an interaction context. We refer to these primitives as semantic units. These
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are not simply symbols that can be strung along into grammatical sequences of text
(e.g. “colorless green ideas sleep furiously”), but are meaningful in their relationships
to each other. We refer to Fillmore’s theory of frame semantics for the idea that
words are not understood in isolation but in terms of their relations to other concepts
within a scope of essential knowledge called a “frame” [38]. The concept of a buyer
cannot be understood absent of sellers, goods, and currency; the concept of “pick”
cannot be understood without an object and a hand.
Precisely how much content should constitute a semantic unit? For this, we refer
to the Reprise Content Hypothesis, the strong form of which is stated below:
A nominal fragment reprise question queries exactly the standard semantic
content of the fragment being reprised [39].
Put another way, the fragments that are used to clarify and repair understanding
in interaction give a clue as to how human minds organize conceptual knowledge.
A practical interpretation would be to say that, given a specific interaction context,
semantic units should represent quantities of information equivalent to reprise frag-
ments for them in that interaction, and need be no smaller. Clark and Krych have
previously highlighted that conversation is a process of continuous understanding [30],
a principle that guides the development of spoken dialogue systems based on streams
of incremental units [101]. The Reprise Content Hypothesis provides a recommenda-
tion for exactly how small such incremental units need to be.
For semantic entities to be talked about, they must be associated with words
and grammatical function that can produce their surface realization. Each unit also
provides a wh-form so that they may used in interrogative acts. Semantic entities can
be installed without grammatical attachments, in which case they are still reasoned
about but never referred to.
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8.2.1 Primitives
Semantic units in CADENCE include:
A feature is an attribute that implies a domain of feature values. Features can be
numerical or discrete. Feature values are typed to a specific feature and are typically
adjective phrases, adverb phrases, or noun phrases. Features provide a verb form,
and a wh-form if they are to be used for feature queries (e.g. “where” for location,
“how wide” for width). Features are not necessarily just attributes but can represent
other relationships as well, such as meronym/holonymy.
An object is a bag of feature values. The maximal set of features for an object
type is given by its object factory. For example, a block object could have feature
values for color, shape, and location. The feature values are typically adjective or
adverb phrases, and the object factory provides ordering rules for them. Objects
with location values can be referred to through pointing and gazing. When parsing
and generating referring expressions for objects, the situated context is taken into
account. In addition, the pronoun “it” can be used to refer to recently referred
objects in dialogue history.
A category is an object factory combined with a set of features that is a subset of
that object factory. An example of a category is “red blocks.” The subset can be the
empty set, e.g. “blocks.”
An action may be parameterized on multiple objects or feature values. Examples
are look(object), pick(object), and place(object, location).
An agent is a subclass of objects in that it has feature values like location, but
it can also execute actions and be engaged in an interaction. CADENCE currently
models a single human agent and a single robot agent. The pronouns “you,”“I,”
“my,” etc. are parsed or generated based on speaker and addressee roles.
A variable is a feature of a specific object. Example surface forms are: “the block
color,” “the color of the block,” “my blocks.”
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A collection is a group of semantic units of the same type. This is used for
generating language of the form “x, y, and z.”
A number is self-explanatory.
8.3 Cognitive grammar
Next we define the natural language interface for composing and talking about these
semantic primitives in a situated context. There are substantial bodies of work on
parsing and generation that focus primarily on encapsulating syntactic grammatical-
ity as evaluated by native speakers of a particular natural language. An alternative
view that we subscribe to is promoted by the work of Langacker and other cognitive
linguists, who argue that language understanding is a process of incremental concep-
tual construction [64]. Generally, it is pointless for a robot to have the ability to
judge grammaticality of utterances without the ability to understand their meaning
within its physical context.
CADENCE uses a custom bidirectional constituency grammar for natural lan-
guage understanding and generation. Grammatical nodes are not only production
rules for viable sequences of symbols in the language, but also incrementally con-
struct the robot’s semantic representation when parsed. Similarly, generation occurs
by binding the semantic representation to a node, which gets decomposed into smaller
constituents as they are passed down the hierarchy. Each node N ∈ L includes:
• a set of grammatical function tags F in arbitrary languages (e.g. noun phrase
or gesture stroke),
• a semantic type category T ,
• a set of bound semantic entities E restricted by T ,
• a set of actions A (refer back to Chapter 7 for how these are used),
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1 2 3
Referring expression Scene Quality
the red block 1 optimal
2 ambiguous
3 ambiguous
the four by one block 1 ambiguous
2 optimal
3 suboptimal
the red four by one block 1 suboptimal
2 suboptimal
3 optimal
Figure 40: The ambiguity of referring expressions for the circled object changes based
on the visual context, despite having identical attributes in each scene. “Ambiguous”
means the object cannot be uniquely resolved, “suboptimal” means the object can be
uniquely resolved but the expression is longer than necessary, and “optimal” means
the object can be uniquely resolved and specifies a minimum number of features.
• an activation function FA(P, children(N))→ E that operates on the child nodes
of N to attach E (or instantiate conceptually grounded entities) to N ,
• a generation function FG(E, parent(N)) → A that decomposes information
from the parent of N to bind a set E, then realizes the surface form for N and
generates actions based on this form.
The activation and generation functions are always run on the specific situated
context (more in Section 8.5). Figure 40 shows a simple example of how referring
expressions can change depending on the visual context.
Previous work in situated language for robots focuses largely on the problem of
learning associations between words and semantic representations from data [70, 33].
In this work we treat this associational process as domain authoring. One reason is













































Figure 41: Example of cognitive grammar for an object noun phrase. The disjunctive
root node represents two alternatives, one with speech only and one with speech +
gesture.
the robot’s perception or action space, which is most of the work, so it seems strange
to pretend that the word associations are a mystery given that the semantics are
designed in advance. The larger question of how to acquire core concepts in language
usage (e.g. pronouns, modals, subjunctives) from lower-order cognitive substrates
is not addressed by any of these previous approaches. Until it is, we might as well
implement each rule once and be done with it.
Of course, there is a much more accessible view of language learning for robotics
that focuses on acquiring new instances of semantic units using strong type assump-
tions. That is, there are only so many pronouns, but there are many more objects
in the world, and probably a modest number of other actions that the robot can do.
A logical extension to the semantic lexicon would be equip the robot with general-
purpose object recognition and skill learning modules to define new entities for these
two specific types during an interaction. With our current emphasis on collaboration
within a closed domain, we leave such an extension to future work.
8.4 Records and propositions
At the topmost level, the root node of a tree for a dialogue act is bound to a record.
A record is a mapping of semantic unit types to a set of semantic values of that type.
We refer to the semantic type vector as the semantic signature of the record. A record
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Type Values Surface form
Object [window] “the window”
Modal [deontic+] “has to be”
Operator [=] “”
FeatureValue [blue] “blue”
Table 8: Example of a complete record parsed from the statement, “The window has
to be blue.”
Type Values Surface form
Object [door][roof][window][wall] “it”
Modal [epistemic+] “can be”
Operator [>] “more than”
FeatureValue [3 wide][3 tall] “three units”
Table 9: Example record for an ambiguous parse. The record has the same semantic
signature as that in Table 8.
contains all of the information needed to parse out a proposition, which is a semantic
statement that can have a truth value. Propositions may be mutable or immutable.
We say that a record is complete if every value set in the record has a cardinality
of exactly 1. A complete record should parse to one proposition. Table 8 shows an
example of a complete record. Note that the parser produced the implied semantic
unit for “equals” even though there was no surface form explicitly attached.
Table 9 shows a record with the same semantic signature as the record in Table
8, but parsed from a sentence that was ambiguous in the context. Two of the entries
can be resolved to multiple values, so multiple alternative propositions can be derived
from these combinations. Rather than reasoning about all of these propositions,
the dialogue system attempts to modify any incomplete record until it is complete.
Section 8.7.8 for more details on these repairs.
Given a single semantic signature, there may be multiple syntactic forms that
communicate the same semantic units. Take, for example, the following statements:
1. The roof and the door are the same height.
2. The roof and door height are the same.
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These statements both have the same semantic signature of [Object1, Object2,
Modal, Operator, Feature]. In these cases, the root node is disjunctive and has
children representing the alternative syntactic forms.
Human conversation is often fragmented and contains non-sentential utterances,
whether they are repairs, disfluencies, or collaborative completions. This record rep-
resentation is designed to accumulate semantic information across multiple turns and
can thus support more flexible turn-taking styles.
In addition, this representation enables a more precise definition of minimum
necessary information:
The minimum necessary information (MNI) of an act is reached at the
earliest point that its record becomes complete.
That is, when all of the semantic units of the record can be uniquely resolved
within the interaction context, then all of the information is available for the full
interpretation of the act. With incremental processing, this can occur earlier than
the end of an utterance or action.
8.5 Common ground
Common ground, as conceptualized by Clark and Brennan in [29], describes the body
of knowledge, beliefs, and contextual assumptions shared between people who inter-
act with each other. A complete model of common ground is enormously complex
and would include models for cultural practices, lifelong memory, and the nuances of
overhearing. Here we focus on the simplest essential slice for achieving mutual un-
derstanding with a human in the context of a single dyadic turn-taking interaction.
We define two scopes of knowledge, Scopeself and Scopecommon. Scopeself describes
a collection of propositions that the robot believes to be true, and that the robot has
no reason to believe the human has knowledge about. Scopecommon describes a col-
lection of propositions that the robot believes are shared between both the human
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and the robot. Propositions can be added to or removed from the scopes as the in-
teraction progresses, but the combined propositions from the two scopes always form
a consistent set. Note that this model is simplified such that the robot does not
explicitly model the human’s beliefs; the robot would not pass the false belief test
[126], cannot agree to disagree with a human, and does not account for deceptive be-
havior. Scopecommon is restricted to describing what the robot believes to be mutually
accepted truths between both agents.
In addition, the robot maintains a dialogue history, which is a timestamped, or-
dered list of all collaboration acts that have occurred in the interaction. The robot’s
collaboration act processors examine the last N acts to decide what acts are appro-
priate to generate next, where N is small threshold set empirically.
The robot also has a scene tracker, which tracks objects that are known by both
the robot and the human. This is required for accurate referring expression generation
and resolution, which are contextually sensitive (see Figure 40). As a layer on top
of frame-based perception, the scene tracker is responsible for monitoring consistent
environment and object state over time, accounting for object permanence even in
the presence of occlusions. Note that objects in the scene tracker do not necessarily
need to physically exist in the agents’ surroundings, but can also just be constructed
as virtual entities to be referred to in a dialogue.
8.6 Collaboration acts
A collaboration act is a unit of intentional action in CADENCE. These are equivalent
in scope to what is typically called a dialogue act in speech-only systems, but we
expand the term in order to clarify that they need not include speech. For example,
physical actions that progress a shared plan can also be collaboration acts. Collabo-
ration acts are used by both agents to transfer information and cause side effects on
common ground.
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A collaboration act has a speaker and an addressee, which are agents participating
in the interaction. Since CADENCE only models dyadic interactions, these agents
are just the single human or the single robot.
The illocutionary force describes the underlying intention of the collaboration act,
following speech act theory as defined by Austin [4] and later elaborated by Searle
[102]. The force is used to determine contextually appropriate next responses in the
interaction. In contrast with propositions, inappropriate responses are not deemed
true or false, but rather felicitous or infelicitous. The distinction is of a semantic
failure versus a pragmatic one.
The topic describes the primary semantic representation for the act’s content.
Sometimes it is a proposition, which can be accepted or disputed. Or sometimes it is
a smaller semantic unit, like a feature or an object. The topic is backed by a record
as defined in Section 8.4.
The head binding is the root node of the constituency tree following the grammar
described in Section 8.3. If the speaker was the human, it is the parse tree produced
from natural language understanding of the input text and common ground. If the
speaker is the robot, the binding is used to generate actions to execute.
The collaboration act also holds pointers to the previous and the next act within
the thread. Dialogue acts in conversation frequently follow the core structure of
adjacency pairs, which describe two back-to-back turns from different speakers with
complementary illocutionary forces [100]. These are known as the first pair part and
second pair part. Some examples are greeting–greeting or question–answer. These
responses can sometimes be linked together into longer chains. We call the entire
chain a thread, even if the length is only 1 act so far. If the last item in the thread is
a first pair part, we describe the thread as open, and if the last item is a second pair
part, we describe it as closed. Thread states are used in arbitration and execution
(see Section 8.8).
141
The collaboration act also has side effects that are applied when the act is commit-
ted to history. Side effects change the information state of the interaction and must
be instantaneously executable. Specific examples of side effects will be described in
the next section.
8.7 Processors
Next, we describe collaboration act processors, which are units of computation that
interpret and generate collaboration acts. In this section we describe general-purpose
act processors in CADENCE, which do not rely on any domain-specific content.
Conversational analysis also has the notions of preferred and dispreferred responses
in adjacency pairs. Dispreferred responses are to be avoided in standard polite turn-
taking, and are usually accompanied by distinctly different behavior such as hedges
or apologetic attitudes. We also offer automatic strategies for toning down the effects
of dispreferred second pair parts, such as rejections.
8.7.1 Inform
An inform act simply moves a proposition from self knowledge to common knowledge.
That is, given a topic p, the act Inform(p) has two side effects: remove(p, Scopeself )
and add(p, Scopecommon). These same side effects hold regardless of whether the
speaker is the human or the robot. If the human communicates p when p ∈ Scopecommon
already, the common ground state is unchanged.
A more conservative but also valid alternative is for the application of side effects
to be delayed until the inform act is explicitly accepted by the addressee. The minor
drawback in this formulation is that requiring repeated acceptances may be tiresome
for the user, and when confirmations are not properly registered (speech recognition
failure, subtle head nods, or no detectable response due to implicit acceptance), the
robot will later attempt to repeat the information. Of course, more explicit user
confirmation may also sometimes be desirable for the task.
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The robot is motivated to increase common ground with the human as well as
maintain engagement, so for all p ∈ Scopeself , the robot generates Inform(p) acts
over time whenever there is a lapse in the interaction. Stating new information out
of the blue can be jarring to the human. To reduce the suddenness, these utterances
are prefixed by a discourse marker such as “so,” “well,” or “by the way.”
8.7.2 Accept/Reject
Accept(p) or Reject(p) are opposite possible responses to the truth value of p, but be-
cause they require the same computation, they are generated by a single AcceptReject
processor. When an open Inform(p) has recently been introduced by the human in
dialogue history, the AcceptReject processor computes the consistency of p with all
propositions in Scopeself , Scopecommon, and the scene tracker. If p is consistent, the
processor generates Accept(p), and otherwise it generates Reject(p).
Since Accept(p) accepts p as being consistent, the side effects are equivalent to
Inform(p). The surface form is a backchannel like “okay” or “sure.” Accept(p) also
automatically generates a head nod.
Reject(p) has no side effects. The surface form for the illocutionary force is simply
“no.” It is also helpful to restate p with a reversal of polarity. For example, if the
surface form of Inform(p) was “The window can be blue,” then the surface form of
Reject(p) would be, “No, the window can’t be blue.” Reject(p) also automatically
generates a gesture for shaking the head side to side.
A rejection is a dispreferred response, and the surface form of such a rejection still
isn’t very polite or helpful. The robot can improve upon such a response by offering
a justification [106]. This discourse strategy requires the backend solver to have the
ability to identify which propositions conflict with p. Given such a set C of conflicts,
the justification is constructed from generating the collection of Inform(c), ∀c ∈ C.
Thus, an example of the surface form for rejecting “The window can be blue” might
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be, “No, the window can’t be blue because the window and the door must not be the
same color, and the door is blue.”
8.7.3 Polar Query
Semantically, PolarQuery(p) is actually identical to Inform(p), but the illocutionary
force is that of a question. The reasons for choosing one form over the other have to do
with the amount of certainty that the speaker is communicating. Grammatically, the
syntax of the act just reverses the subject-verb order compared to that of Inform(p)
and alters the prosody.
8.7.4 Feature Query
FeatureQuery(v) is a request to know the value of a variable v; as a reminder, a
variable is a feature associated with a specific object. A feature query uses the wh-
form of the feature to ask a question like, “What color is it?”
8.7.5 Answer
The Answer processor answers both types of modeled questions, polar queries and
feature queries.
As mentioned previously, PolarQuery(p) is semantically equivalent to Inform(p).
To respond to a PolarQuery(p), the Answer processor performs the same compu-
tation as AcceptReject in order to determine the consistency of p with previous
knowledge. If p is consistent, the processor generates Y es(p), which differs only from
Accept(p) by using “yes” instead of “okay” as the surface form. Otherwise it generates
Reject(p).
To answer a FeatureQuery(v), where v represents the feature f in object o, the
processor looks up the feature value for f in o. If there is a value associated with
f , the processor generates Answer(v). An example of an answer in response to the
question, “What color is the window?” would be, “Blue,” or more completely,“The
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window is blue.” If no value is returned from the lookup, the robot says, “I don’t
know.”
When answering a propositional question (that does not implicitly carry positive
or negative connotations), having any answer is preferred regardless of the polar-
ity of the answer, and saying “I don’t know” is dispreferred. In an effort to be
more helpful, the robot can follow up the response with semantically relevant propo-
sitions. A set of relevant propositions R from Scopeself and Scopecommon can be
enumerated and ranked based on whether their record values contain v, f , or o. Just
like when constructing a justification, the processor can generate and concatenate
Inform(r),∀r ∈ R. The resulting response is of the surface form, “I don’t know, but
the window and the door can not be different colors.”
8.7.6 Proposal
Propose(p) is an act that can be generated when p /∈ Scopeself and p /∈ Scopecommon.
This requires that the task solver have an ability to compute new propositions in an
effort to progress the task. The surface form of Propose(p) is similar to Inform(p).
An example of a proposal surface form is, “Let’s make the door red” (in contrast to
“The door must be red” for Inform). The semantics are also essentially equivalent
to Inform(p); the difference is mostly in the preconditions and the computation.
There are several ways to model the side effects of contributing a proposal to
common ground. One way is to treat it identically to Inform(p), in which p is added
to Scopeself after the act is executed (note, remove(p, Scopeself ) does nothing because
a precondition for a proposal is p /∈ Scopeself ). A more conservative alternative
is to delay this side effect until the addressee has explicitly accepted the proposal
at the next Accept(p). In the experiment described in the next chapter, we used
the former approach, and observed a split in how participants interpreted this act.
Some appeared to assume that information as truth going forward without verbally
145
accepting it, while others appeared to ignore information proposals that they did not
explicitly verbally accept. So both options are understandable, but there is room for
further improvement.
For a higher-initiative robot, a proposal can also be given as an answer to a feature
query. For example, in answering the question, “What color should the door be?”
a low-initiative response would be to say “I don’t know” when the lookup returned
nothing. A higher-initiative response would be to compute a consistent possible value
and respond, for example, “The door could be red” or “Let’s make the door red.”
8.7.7 Request
Request(a) is a request for the addressee to perform action a. The surface form can
be a command, i.e. “Pick up the red block,” or a question, “Can you pick up the red
block?”
8.7.8 Repair
The Repair processor operates in response to acts that have an incomplete record.
The goal of acts generated by the Repair processor is to resolve ambiguities or fill
empty slots in those records so as to complete them. The resulting complete record
can then be parsed normally into another collaboration act. The acts generated by
the Repair processor all fall into a category called clarification requests. Ginzburg
gives an in-depth overview of clarification requests in natural human conversation in
[39]. Bohus also implements many examples of repairs in[11].
The simplest type of clarification request is to ask for a repetition. We define an
actionRepeat, which is to repeat the last spoken act of that speaker. Request(Repeat)
thus gives the question, “Can you repeat that?” The human or robot can also simply
ask “What?” as an alias for Request(Repeat). Repeat(Request) serves as a fallback
for when other types of repairs are not applicable. Here we also add that it is inad-
visable for the previous speech act selected by Repeat to also be a Request(Repeat),
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lest a loop ensue (a mistake we uncovered in the experiment described in the next
chapter).
Since each semantic unit type provides a wh-form, another repair strategy is to
perform wh-substitution for all entries whose cardinality is not equal to 1. For exam-
ple, Table 9 displays a parse where two of the semantic units have multiple possible
values. An example of this type of repair is to respond with, “What can be more
than what?” When there are multiple wh-replacements, this repair usually leads to a
repetition or paraphrase of the original propositional content by the addressee. When
there is a single wh-replacement, a fragment representing that exact semantic unit is
a more common response. The robot thus also has a Fragment processor that can
parse a non-sentential phrase and merge it into the appropriate entry in a previous
record according to its semantic type.
There are other repair acts possible when repairing a single semantic unit in a
record. Let’s assume that the human has stated, “The block has to go here,” but no
location was resolvable to “here” due to errors in pointing detection. One possible
repair act is a reprise sluice, in which only the wh-form of the ambiguous unit is
used: “Where?” If there are several possible options for the ambiguous value, robot
could also propose one: “Here?” (with a deictic gesture), and wait for confirmation or
correction. While we have implemented these repair forms, we have not characterized
the exact situations in which one form should be generated over another.
8.8 Timing considerations
In Chapter 6 on floor regulation, the turn-taking model we created was able to seize
the floor based on various timing parameters. The model was demonstrated in a
semantics-free domain in which the robot used an artificial language. With the ability
to have deep semantic dialogues as described in this chapter, the robot must apply
timing rules according to discourse structure. We briefly highlight how timing within
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interactions is influenced by the dialogue representations described so far.
8.8.1 Regulators
To regulator the timing of turns, each collaboration act processor is installed in the
dialogue manager with a corresponding regulator. A regulator uses a resource monitor
(described in detail Section 7.1) to provide a timing rule for when a processor can
generate collaboration acts.
Previously, we described the importance of adjacency pairs to the sequencing of
collaboration acts in interaction. One timing rule is that the second pair part has a
tight temporal constraint relative to the first pair part of an adjacency pair. This is
the response delay. When there are multiple competing acts that can be executed,
second pair parts take priority. It is also possible for response delays to be increased
for dispreferred second pair parts. Schegloff explains in [99] that this delay can provide
an opportunity for the first part speaker to restate the original content in a way that
saves the addressee from the discomfort of speaking a dispreferred response.
In a conversation, both agents are motivated to continue contributing in a timely
fashion to one thread before opening a new one. This is because of reduced ambiguity
and increased brevity due to the ability to make more contextual assumptions. For
example, if an agent says “Okay” while many topics are being discussed, it can be
ambiguous which proposition the agent is actually accepting. Thus, we have the robot
only start new threads (e.g. “By the way, the window has to be...”) after a lapse in
the interaction, which is an extended period when neither participant speaks. This
ensures that both parties have enough time to contribute to existing threads first.
Increasing delays before starting new threads also prevents the robot from taking
too much control over the dialogue, when the desired dynamic is a balanced collab-
oration. Analysis of expert-client dialogues by Whittaker and Stenton showed that
control tends to stay with one speaker over multi-turn phases [123]. In previous work,
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we found that allowing the robot to maintain total discourse control by having no
delays between thread starters had detrimental effects on human mental models [20].
Such discourse control can be partially regulated through the timing of delays and
turn durations.
We define four regulators, from shortest to longest delay:
1. Resource free – act as soon as the resource becomes available.
2. Respond – wait a short response delay (less than one second) to continue the
thread.
3. Initiate – initiate a new thread. Wait slightly longer to allow the interaction
partner to continue the current thread if desired (more than one second).
4. Avoid lapse – act only after an extended lapse, in an effort to continue the
interaction (at least several seconds).
8.8.2 Incremental side effects
In addition, now that we have word-level semantics, we can have common ground state
change incrementally over time rather than only at the end of a turn. This results in
more correct state changes when the robot is interrupted. Let’s take the example of
the robot’s turn being: “No, the window can’t be blue because the window and the
door must not be the same color, and the door is blue.” The act is committed when
the minimum necessary information has been communicated, which we define to be
the illocutionary force plus the minimal semantic content of the act. In this case, the
MNI is passed after “no” is uttered (or more conservatively, after the proposition is
restated in “the window can’t be blue”). Then for each Inform(p) in the justification,
p is moved to Scopecommon as soon as the last word in the inform act is uttered. If the
robot is interrupted midway, the common ground state should still accurately reflect
what has been partially stated.
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8.9 Processing pipeline
Figure 39 gives an overview of how the components described in this chapter interact
with each other. The entire system updates at approximately 30 Hz.
Whenever a human takes speaking turns, voice activity detection (VAD) produces
the low-level signal for spoken turn-taking. Automatic speech recognition (ASR)
produces strings that are parsed into possible semantic representations using NLU.
These mappings of text to semantic forms are called interpretations. If the human
takes multiple consecutive turns, all of these are accumulated in a buffer.
When the time is appropriate for the robot to take a speaking turn according to
the speech turn-taking process, the dialogue manager arbitrates among the possible
interpretations by selecting the combination of non-conflicting interpretations that
covers the maximal number of words in the input text. (Conflicting interpretations
are those assigned to the same words.) For equally-scored combinations, the arbiter
breaks ties based on the completeness of parsed records. The winning combination
of interpretations is committed to dialogue history.
Then, the dialogue manager runs all of its collaboration act processors based on
the common ground state. The result is a set of a collaboration acts that would
be semantically and contextually appropriate to take next. These collaboration acts
are generated and realized with the assistance of the NLG module. We refer to this
possible set of acts as options. Processors are also responsible for continually revoking
acts that are no longer relevant.
The execution of options can be somewhat flexible. One approach is to use a
scheduler to determine how to queue all of the actions from the options into the timed
Petri net based on their resources required, as described in Section 7.4. Another is
to have an option arbiter that selects a minimal set of acts that can be executed
simultaneously – functionally a shorter-horizon version of scheduling. For a small but
highly dynamic domain, a task-specific arbiter may be more appropriate. Either way,
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the result is a process that queues action primitives into the Petri net at the right
time to start execution without risk of deadlock.
During action execution, the robot can hesitate or interrupt its actions based on
resource availability, which is modeled on top of continuously monitoring the human’s
behavior. For example, the robot interrupts speaking when the human speaks or
yields its arms based on the human’s movements. As actions are completed, they are




In our last experiment, presented in Chapter 6, we investigated multimodal turn-
taking with speech, gaze, gesture, and manipulation in an open-ended domain absent
of semantic understanding. We now proceed to evaluate turn-taking in a domain
where the human and the robot must collaborate to reach common ground in a
task that involves both dialogue and manipulation. Here, mutual understanding and
agreement is critically important to task success. In this semantically rich interaction
setting, we rely on the advances in multimodal resource modeling from Chapter 7
and situated dialogue from Chapter 8 to round out CADENCE as a framework for
joint cognition and action.
The multimodal resource model developed in Chapter 7 was motivated by short-
comings of a unitary resource assumption in modeling turn-taking. A consequence
of the updated model is an ability to execute intentions concurrently, when the re-
source state allows it. In this chapter, our primary goal is to investigate the effects
of that concurrency on turn-taking dynamics and task outcomes. Our experiment is
therefore designed to compare the resource model from Chapter 7 against a baseline
of single-intention execution, in a setting of situated collaboration enabled by the
implementation of Chapter 8.
A secondary interest in the design of this domain is the question of repairing mis-
understandings is interaction. A thematic challenge of robotics is acting in dynamic
environments with sensor noise. These challenges are compounded in interactions
with humans, where the human mental model is not directly observable, and in mul-
timodal perception and action, where disagreement across modalities creates more
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ambiguity. At the same time, we challenge that the multiple modalities can also be
leveraged to recover from these errors when both participants are motivated to reach
common ground. In this chapter, we aim to show that through interaction, a robot
and a human can converge on a shared mental model even in spite of error-riddled
vision, speech recognition, and manipulation.
First, we describe the design and implementation of a dyadic interaction scenario
where the human and the robot share a goal to construct a model together, but each
has partial information about the model’s characteristics. They thus must have a
dialogue in order to gain all of the necessary information, and they also must physi-
cally build the model. The robot’s dialogue system is equipped with several strategies
for maintaining common ground. We then conduct an experiment with two condi-
tions in which the robot exhibits a different turn-taking style in each condition. In
the baseline condition, the robot executes intentions sequentially, and in the exper-
imental condition, the robot can execute intentions concurrently based on resource
availability modeled by CADENCE. We then characterize differences in performance
and behavior that result from these contrasting turn-taking styles.
9.1 Task description
The human and the robot are tasked with designing and building a model together
using large colored blocks (Mega Bloks). The model has to satisfy a total of 10 design
requirements, but each agent starts the interaction only knowing 5 requirements.
These starting sets are mutually exclusive. Even when combining all 10 requirements,
the model is underconstrained, so the agents must also make some decisions about
the model’s remaining characteristics.
As can be seen in Table 10, the starting constraints were designed deliberately
with dependencies across the agents. For example, the robot has a constraint on the
window width, and the human has a relative constraint between the door and the
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Table 10: Human and robot task constraints
Robot constraints
The door has to be at least 3 units tall.
The door and the roof cannot be the same color.
The house has to be below row 2.
The wall width has to be greater than the wall height.
The window has to be at least two units wide.
Human constraints
The window has to be blue.
The roof height has to be greater than the door height.
The window has to be left of the door.
The house has to be to the right of column C.
The door and the window have to be the same width.
window width. This design was intended to encourage more collaborative problem-
solving, rather than having the agents act relatively independently.
9.1.1 Semantics
As described in the previous chapter, the semantic lexicon in CADENCE is designed
to easily install domain-specific knowledge modules that can plug in to a more general-
purpose dialogue and reasoning system. Here we review the specific semantic com-
ponents for this task and how they are represented to operate within a constraint
optimization framework that integrates language, vision, and spatial reasoning.
For simplicity, we have designed this task to focus on two-dimensional imagery
in a discrete grid with a fixed frame of reference. Although CADENCE supports
more sophisticated language and spatial reasoning than described here, we simpli-
fied the task design in order to reduce other engineering and logistical problems in
the task, such as implementing perception and language for detecting and repairing
occluded parts of the model. It is a relatively straightforward exercise to consider
generalizations of the described framework.
For this task setting, all variables were either discrete or integer-valued. Thus, the
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task could be solved within an integer linear programming framework [44]. The base
set of domain constraints are shown in Table 11 and Table 12. Next, we elaborate on
the components of the task.
9.1.1.1 Objects
The task objective was to build a house, which consisted of a roof over a wall, and a
door and a window inside of that wall. These last four objects formed a subcategory
of house parts. All parts were rectangular, except for the roof whose shape decreased
in width from the bottom to the top edge. Size and shape rules about the parts of
the house are shown in Table 11.
The task involved building a house out of blocks on a green building plate. The
plate had 11 rows and 12 columns, which were referred to using natural language as
rows 1–11 and columns A–K to reduce confusion. A row was defined as a spatial
region on the plate that was one unit high and the same width as the plate; a column
was a region that was one unit wide and the same height as the plate. The feature
values of rows and columns were immutable.
Another object type was a segment, which was a connected component of a single
color that had been built from blocks on the building plate.
9.1.1.2 Features and feature values
All of the objects had integer features for width and height, and a location represented
by four integer coordinates: the left edge, the right edge, the top edge, and the bottom
edge. Although four features could have represented this information rather than six,
the additional features were created for convenience of referring.
All of the objects except rows and columns had a discrete color feature, for which
the values could be red, yellow, or blue.
The segments additionally had a discrete feature of part. That is, a segment
assigned the part of “roof” was thought to be a partially constructed fragment of the
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roof. Multiple segments could be assigned to a part. A segment assigned to a part
had to match that part in color and be inside of that part’s bounding coordinates.
9.1.1.3 Operators
Operators are used to constrain feature values, and map relatively directly to the
underlying constraint representation.
For numerical features, the operators were greater than (>), less than (<), the
same as (=), different from (! =), at least (>=), and at most (<=). Operators could
be stated relative to a numerical value or to another feature value, i.e. “the door is
at least three units tall” or “the roof height is greater than the door height.” For the
features of width and height, superlatives were also modeled (“taller than,” “wider
than”).
For discrete features, feature values could only be equal or not equal. Discrete
features values were defined relative to a feature vector of binary indicator variables
summing to 1; the indicator was 1 for the index of the assigned feature value. Opera-
tors relative to a feature value (“the house color is red”) imposed a constraint on the
indicator variable at that feature value’s index. For operators relating two features
(“the window and the door are the same color”), constraints were added between all
indicator variables of the same index (see top of Table 11).
9.1.1.4 Spatial relations
Spatial relations impose groups of constraints on the coordinates of multiple objects.
Table 12 shows the relations that were relevant to defining this task. Although all of
these were needed in the task solver, only Left, Right, Above, and Below were exposed
in the natural language interface during the interaction.
Spatial relations are not intrinsically different from operators, except that they
are parameterized on objects instead of directly on features. For example, saying that
the bottom coordinate of x has to be higher than the top coordinate of y is equivalent
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to the optimizer to saying that x is above y. The object features are simply implied
in the spatial relation.
9.1.1.5 Summary
In summary, the semantic lexicon for the task was:
• Objects – house, door, roof, window, wall, segment, rows, columns
• Features – color, width, height, left, right, top, bottom, part
• Operators – greater than, less than, the same as, at least, at most, different
from
• Relations – left of, right of, below, above
9.1.2 Model construction
The task pipeline is shown in Figure 42. The task solver combines all of the ba-
sic domain constraints, the constraints in the robot’s self-knowledge scope (i.e. the
robot’s 5 requirements), and the constraints in the common ground scope into a single
optimization problem. The objective function here was to minimize the size of the
house (wHOUSE + hHOUSE). A feasible solution contains feature values for all of the
objects’ features in the task, such as the roof is red, the house is 5 units wide, etc.
The robot’s mental model of the house is then generated by filling an occupancy grid
based on these feature settings. This mental occupancy grid represents the goal state
that the robot intends to achieve physically.
To generate actions in the real world, the robot has to palletize the goal occupancy
grid based on the blocks in the available workspace. For each available block in
the workspace, identified by shape and color, all feasible placements (location and
orientation) are enumerated that would satisfy the goal state. Each pair of placements
also has a binary variable indicating whether the placement is allowed to co-occur,
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Table 11: Domain definitions
Description Notation
Discrete feature values = {v0, v1 . . . vN}
N∑
n=0
invn = 1, in ∈ {0, 1}
Discrete v = w ∀n, inv − inw = 0
Discrete v 6= w ∀n, inv + inw ≤ 1
Width, height, color of object x wx, hx, cx
Coordinates of object x: tx, bx, lx, rx
top, bottom, left, right bx = tx + hx − 1
rx = lx + wx − 1





The roof covers the wall Covers(ROOF,WALL)
The door touches the bottom edge bDOOR = bHOUSE
The window can’t touch the bottom bWINDOW < bHOUSE
The window is inside the wall Inside(WINDOW,WALL, 0)
The door is inside the wall Inside(DOOR,WALL, 0)
Adjacent parts can’t be the same color cWALL 6= cROOF
cWALL 6= cDOOR
cWALL 6= cWINDOW
House color is defined to be the wall color cHOUSE = cWALL
Certain parts can’t overlap Outside(WINDOW,ROOF, 1)
Outside(DOOR,ROOF, 1)
Outside(WINDOW,DOOR, 1)
Segment s is grounded to part x IfThenEqual(ix, cs, cx)
IfThen(ix, Inside(s, x))
Roof shape hROOF − 0.5wROOF ≤ 0.5
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Table 12: Semantic relations
Description Notation
x covers y Covers(x, y):
lx ≤ ly
rx ≥ ry
ty = bx + 1
x is to the right of y Right(x, y):
lx > ry
x is to the left of y Left(x, y):
rx < ly
x is above y Above(x, y):
bx < ty
x is below y Below(x, y):
tx > by
x is inside y (m from y’s edge) Inside(x, y,m), where m ∈ Z:
lx + ly ≥ m
rx + ry ≤ m
tx + ty ≥ m
bx + by ≤ m
x and y don’t overlap (separated by m) Outside(x, y,m),
where m ∈ Z, and M ∈ Z is large:∑
n
in ≥ 1, in ∈ {0, 1}
lx − ry −Miright ≥ m−M
ly − rx −Mileft ≥ m−M
ty − bx −Miabove ≥ m−M
tx − by −Mibelow ≥ m−M
if condition c, then proposition p IfThen(c, p) :
given p→ w1x1 + w2x2 . . .3m,
and M ∈ Z is large:
w1x1 + w2x2 · · · −Mc3m−M
if condition c, then discrete v = w IfThenEqual(c, v, w),
where c ∈ {0, 1}:
∀n, inv − inw −Mc ≥ −M
∀n, inv − inw +Mc ≤M
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meaning that they do not intersect. The palletizer then solves for a valid combination
of placements that minimizes the total number of placements and the number of
leftover cells in the goal state. These leftover cells can be filled with 1x1 blocks by
the human.
Given the palletized goal state, the robot generates pick and place actions for the
workspace blocks based on kinematic feasibility. The robot’s manipulation planning
also has certain heuristics such as preferring larger and closer blocks.
Perception of the task state and workspace was performed using an overhead Asus
Xtion pointing straight down at the table (Figure 43). The table was subtracted
using a plane estimation approach, leaving behind clusters of points representing
non-planar objects in the scene [115]. Any cluster attached to the edge of the frame
was considered a robot or human arm and filtered away. The cluster corresponding
to the building plate was binned into an occupancy grid based on prior knowledge
of the building plate dimensions. Other clusters represented blocks on the table
and were classified into pre-trained shape and color categories. The blocks’ location,
orientation, and state of occlusion were also estimated and tracked to be used for
manipulation.
Since the goal state changes dynamically throughout the interaction based on new
information, the physical building plate can end up being occupied by blocks that are
not needed. The robot thus continually monitors the differences between the physical
state and the goal state so that it can attempt to repair regions in the physical state
that it considers mismatched.
9.2 Dialogue
The previous chapter described the functionality of several general-purpose dialogue
acts implemented in CADENCE. Here we briefly review the acts used specifically in






door color = red
window width >= 2.0
door color != roof color
door = {red, 2, 1, F8}
roof = {blue, 5, E5}
 window = {blue, 2, 1 H8}
wall = {yellow, 5, 3, E7}





Figure 42: Task pipeline for house building collaboration. The goal state is optimized
based on constraints in the robot’s knowledge, as priors or introduced through dia-
logue, and the current state in the world. The palletizer generates block placements
based on available blocks, which are used to generate pick and place actions.
30 Hz) interpreted from the human and generated (or revoked) as options by dialogue
act processors.
9.2.1 Acts
Both the human and the robot can use the Inform(p) dialogue act, where proposition
p is one of the task requirements. An example is the statement, “The window has
to be blue.” To avoid overloading the human with too much information too quickly,
the robot may only offer such an inform after a lapse in the interaction.
Both the human and the robot can use the AcceptReject(p) dialogue act, to ac-
cept or reject a proposition p. The robot generates such acts whenever the human
introduces new propositions.
The human can ask a PolarQuery(p), of the form, “Can the window be blue?”
as well as a FeatureQuery(f), of the form, “What color should the window be?” The
robot is not able to ask these types of queries about the task parts.
9.2.2 Common ground maintenance strategies
Because errors and ambiguities are common occurrences in interaction, especially
when agents have partial information and imperfect sensing, it is essential for agents
to be able to repair misunderstandings. The robot’s task dialogue uses the following
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strategies to maintain common ground.
9.2.2.1 Justification
As mentioned in the previous chapter, justification can be used when rejecting a
proposition in order to increase transparency. Accordingly, the robot employs justi-
fication in this task. If the additional constraints implied by a proposition result in
the task optimizer returning an infeasible solution, the irreducible infeasible set (IIS)
of constraints is computed. These constraints are mapped back to their high-level
semantic form, and after removing the initial proposition p, are enumerated as a col-
lection of propositions. A justification following a rejection takes the form: “No, the
roof can’t be red because the door and the roof can’t be the same color, and the door
is red.”
9.2.2.2 Propositional repairs
Because of errors in speech recognition, incorrect propositions can be introduced into
common ground. For example, the human says “the door must be red,” and the
speech recognizer provides “the roof must be red.” If the proposition is consistent
with the robot’s knowledge so far, it is added to common ground, introducing a false
constraint. Later, this proposition must be repairable. There are many discourse
strategies possible for conducting this repair, but here we implement just one method.
The AcceptReject processor handles these cases as follows. Let’s assume that
a false proposition pF was initially introduced into Scopecommon due to an ASR er-
ror. When a new proposition p′ is proposed by the human that conflicts with pF ,
AcceptReject computes the IIS conflict set C. If |C| = 1 after removing pF from C,
the robot accepts the new p′ and removes pF from Scopecommon. If |C| > 1, then the
robot’s justification provides transparency about the conflict set C. The human can
then choose to repair individual propositions in C.
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The exception is that propositions in the robot’s knowledge that are set as im-
mutable will not be replaced by new conflicting propositions. In these instances, the
robot will adamantly reject the new information and offer the immutable propositions
in the justification.
9.2.2.3 Clarification requests
The robot also uses clarification requests to communicate speech misunderstandings.
As described in the previous chapter, wh-substitution can be used to produce more
specific repairs. For example, the robot can ask, “The door has to be what?” to
solicit a missing feature value from a proposition. For this experiment, the threshold
for wh-substitution was set to 1 unit – that is, when more than 1 semantic unit is
misunderstood, the dialogue act falls back to a repeat request (“What?”). The human
can also request repeats from the robot.
9.2.2.4 Grounding queries
When the house is only partially constructed on the plate, there is often ambiguity as
to which parts the segments are supposed to be assigned to. Thus, the robot is also
able to ask the polar question, “Is this x?” where x is a referring expression for one of
the task parts. This is essentially a PolarQuery(p), except the robot only asks polar
queries about this specific feature rather than any object-feature pair. Segments do
not have a speech-only surface form, and are referred to as “this” with a simultaneous
deictic gesture.
Technically, this act was available to the human as well, but perception of human
finger pointing was not accurate enough for this to be interpreted reliably. Partici-
pants were warned of this in advance.
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Processor Regulator Example surface forms
Greet Respond “Hello.”
CompleteTask Initiate “I think we’re done.”
AcceptReject Respond “Okay.”
“No, the door can’t be two units tall because it
has to be at least three units tall.”
PolarQuery Initiate “Can it be blue?”
FeatureQuery Initiate “What color is it?”
“How wide should it be?”
AnswerQuestion Respond (Feature) “The door is red.”
(Polar) “Yes, the door is red.”
(Polar) “No, the door has to be yellow.”
Fragment Respond “The roof.”
“Red.”
InformConstraint Avoid lapse “By the way, the window has to be blue.”
GroundScene Initiate “Is this the door?”
BuildRightArm Regions free pick(block, table)
place(block, table)
place(block,mat)
BuildLeftArm Regions free (same as right arm)
RequestRemove Initiate “Can you remove this?”
Repeat Respond (repeat the last speech act)
Reprise Respond “The door has to be what?”
“What?”
Table 13: The collaboration act processors used in the experiment, in order of pri-
ority. Both conditions use the same set. Regulators control when processors are able
to generate new acts, and are defined in Section 8.8.1 on 148.
9.2.2.5 Requests for action
The robot does not have the manipulation dexterity or strength to remove blocks
from the mat. When there are sections on the building plate that the robot considers
to be conflicting with the goal state, the robot can request that the human remove
the section with the directive, “Can you remove this?”
9.3 Experiment
The experiment was intended to evaluate the effects of manipulating the robot’s
multimodal concurrency when collaborating with a human. The experiment was
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between-groups with two conditions, which we call the sequential condition (base-
line) and the concurrent condition (experimental). The conditions differ in how they
execute actions when the robot has multiple intentions at a time. We hypothesize
that the experimental condition, which uses CADENCE for concurrent execution,
will produce more fluent behavior and therefore more successful task performance.
9.3.1 Conditions
9.3.1.1 Sequential condition (baseline)
In this condition, the robot executes a single atomic intention at a time. This con-
dition characterizes the behavior of state-based systems in which each intention is a
single atomic state and only one state is active at a time. Such a formulation is much
simpler than modeling resources or concurrency; if only one intention is executed at a
time and it is never interrupted, there is no concern about resource contention across
multiple intentions.
9.3.1.2 Concurrent condition (experimental)
In this condition, the robot adheres to the multimodal resource model described in
Chapter 7. The robot can execute multiple intentions at a time if the resources are
available to do so, and also interrupts actions based on social awareness of these
resources. Given that the baseline is a simpler approach, the goal of the experiment
is to determine the value of performing additional reasoning about resources. We
hypothesize that additional resource awareness will make the robot more responsive,
improving the fluency of the dyad.
9.3.1.3 Environment setup
Figure 44 depicts the environment setup for the task. The human and the robot
faced each other from across a long table. Centered on the table was a green 12x11
building plate, on top of which the house model was to be constructed. The human
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was allowed to use any of the blocks, but the robot could only perceive and reach
blocks in a limited area, as demarcated in the figure. The human therefore controlled
the blocks accessible to the robot by moving them into the robot’s workspace. The
human was also instructed to keep the blocks separated from each other to facilitate
the robot’s manipulation.
Two sheets of paper were taped to the table for the human to refer to. One was
a reference sheet for what utterances were within grammar for the task. The other
was a list of the human’s 5 requirements.
A overhead Asus Xtion was located over the building plate and was used for the
robot’s perception of the task progress and available blocks. A Kinect was mounted
above and behind the robot’s head in order to track the human’s head and hand
locations. A video camcorder was stationed at the end of the table on the human’s
right side, to be used for video coding.
The human wore a headset for speech recognition. Speech recognition was per-
formed using a grammar with InproTK [9], an open-source incremental processing
toolkit built on top of CMU Sphinx [63]. InproTK returned voice activity, incremen-
tal ASR results, and final ASR results for the user’s speech model.
9.3.2 Population
Participants were recruited from campus mailing lists and thus comprised students,
staff, and friends of students or staff. The recruitment email did not advertise
any compensation, although several participants were incentivized by receiving extra
credit in an AI class for their participation. During the explanation phase for the
task, participants learned that they would be eligible to receive a $50 Amazon gift
certificate if they completed the task entirely correctly.
The first 9 participants were treated as a pilot study, during which the explanation
phase was modified until the task could be understood well enough to be completed
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successfully. After the pilot study, participants were assigned in alternating order to
the two conditions while maintaining gender balance. Interactions with 5 participants
had to be terminated prematurely due to some part of the system crashing and thus
were omitted from analysis. The final data set represented a total of 26 participants,
with 13 participants in each condition (8 male, 5 female). Participants were 18–45
years old, with a mean age of 23.6.
9.3.3 Protocol
After signing a consent form, the participant was instructed to read a 3-page primer
explaining the task and interaction. The complete document is given in the appendix.
The primer described the task semantics, the human’s 5 design requirements, and lim-
itations of the robot in the interaction. After reading about the task, the experimenter
answered any initial questions about the document. The participant then practiced
speaking examples from the grammar into the speech recognizer with the guidance
of the experimenter. Finally, the participant practiced the interaction briefly with
the experimenter, with corrections from the experimenter if the participant spoke off
Figure 43: The state of the building plate and the blocks in the robot’s workspace
were tracked with point cloud perception using an overhead rgbd sensor.
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Bins of 1x1 
blocks
(b) Overhead diagram of workspace
Figure 44: The robot and human faced each other from across a table, building a
house oriented towards the human. The human could use any blocks on the table
and controlled the blocks accessible to the robot.
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grammar.
The participant was given a maximum of 15 minutes to complete the task, but
could end sooner if desired. The human was instructed to start by greeting the robot,
and the start time was taken to be the timestamp when the robot finished greeting
the human. The participant could refer to the time passed during the interaction on
a nearby iPad. The interaction was terminated either by the participant pressing a
button on the table or when 15 minutes were up. During the interaction, participants
had access to “cheat sheets” taped directly in front of them on the table for the speech
grammar and their 5 design requirements.
After interacting with the robot, participants filled out a survey about their sub-
jective experiences.
9.3.4 Survey
1. How did you find the pacing of the interaction? (1 = very slow, 7 = very fast)
2. Who led the interaction? (Simon, me, about equal)
3. On a scale from 1–100, how much did you contribute toward the task solution?
(50 means both contributed equally)
4. Did you complete the task successfully? (yes, no, I don’t know)
5. Please rate the following statements about the interaction with Simon. (1 =
strongly disagree, 7 = strongly agree)
(a) Simon and I were on the same page.
(b) Simon was team-oriented.
(c) Our team worked fluently together.
(d) Our team’s fluency improved over time.
(e) Simon was responsive to my actions.
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(f) Simon listened to me.
(g) Simon talked over or interrupted me.
(h) I could tell whether or not Simon heard me.
(i) I could tell whether or not Simon understood me.
(j) I had to spend time waiting for Simon.
(k) Simon had to spend time waiting for me.
(l) There were awkward moments in the interaction.
6. (Open-ended) Please provide a critical review of Simon as a team member.
9.4 Results
Overall, the results showed that in the experimental condition, the dyad was more
successful at the task and interacted more fluently. We also characterize the amount
of multimodal concurrency exhibited by the dyad in this particular task setting.
9.4.1 Task performance
For each participant, we examined the final frame recorded from the overhead sensor
and noted the number of task requirements satisfied by the constructed model. In
order to consider a requirement satisfied, all parts mentioned in the requirement had
to be built; for example, in order to satisfy “the roof height has to be greater than
the door height,” both the roof and the door needed to be built. Several participants
did not complete all parts of the house. If there was ambiguity about whether a part
was completed, we referred to the participant’s open-ended response to the question,
“Did you complete the task successfully?” for more information about which parts
the participant considered completed. Otherwise, ambiguous parts were considered
not completed.
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(a) 0/10 requirements (b) 1/10 requirements
(c) 4/10 requirements (d) 6/10 requirements
(e) 8/10 requirements (f) 10/10 requirements
Figure 45: Examples of final states from different participants in the experiment, as
viewed from the overhead sensor.
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We found that the total number of requirements satisfied in the final built model
(out of a maximum 10) was higher in the experimental condition (M = 8.46, SD =
1.66) compared to the baseline condition (M = 6.31, SD = 2.95), t(12) = 2.82,
p = .02. Participants in the experimental condition also took less time to complete
the task (M = 12.3 mins, SD = 3.4) compared to the baseline condition (M = 14.7
mins, SD = 1.2), t(12) = 2.90, p = .01. Most participants opted to use the entire 15
minutes allocated; 2 participants opted to stop sooner in the baseline condition, and
6 participants did in the experimental condition. To ensure that the earlier stopping
times did not lead to worse task outcomes, we also checked the number of satis-
fied constraints divided by the session duration for each participant and verified this
“constraint efficiency” was also significantly different. Indeed, the rate of constraint
satisfaction in the experimental condition was M = 0.77/min, SD = 0.35 compared
to the baseline of M = 0.19/min, SD = 0.11, t(12) = 8.14, p < .001.
Interestingly, we found that differences in number of requirements satisfied were
due more to fewer of the human’s constraints being satisfied compared to the robot’s.
In the experimental condition, participants satisfied M = 4.23, SD = 1.23 of the
robot’s requirements and M = 4.23, SD = 0.83 of their own requirements (out of
a maximum of 5 each). In the baseline condition, participants satisfied M = 3.54,
SD = 1.56 of the robot’s requirements and M = 2.77, SD = 1.69 of their own. This
was in spite of being able to refer to their own requirements on a sheet of paper in
front of them. Thus, this imbalance might indicate a weaker mental model of task
requirements due to increased cognitive load of interacting, or a feeling of lack of
control over the task.
9.4.2 Fluency
We investigated the robot’s response delays to human turns from the system logs.
Robot responses were taken to be any collaboration act committed to interaction
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Table 14: Responses to Likert-scale survey questions
Statement Experimental Baseline p
(1=strongly disagree, 7=strongly agree)
Simon and I were on the same page. 4.38 (1.39) 3.46 (1.51) .06
Simon was team-oriented. 5.15 (1.52) 3.92 (1.50) .03*
Our team worked fluently together. 4.08 (1.38) 2.69 (1.25) .007*
Our team’s fluency improved over time. 5.46 (1.05) 4.62 (1.50) .05
Simon was responsive to my actions. 5.77 (1.30) 4.62 (1.61) .03*
Simon listened to me. 5.85 (1.07) 5.38 (1.61) .20
Simon talked over or interrupted me. 3.08 (1.93) 2.77 (1.83) .34
I could tell whether or not Simon heard me. 5.23 (2.00) 4.54 (2.15) .20
I could tell whether or not Simon understood me. 4.92 (1.93) 5.23 (1.64) .33
I had to spend time waiting for Simon. 5.00 (1.15) 5.85 (0.90) .02*
Simon had to spend time waiting for me. 4.92 (1.44) 4.15 (1.28) .08
There were awkward moments in the interaction. 5.69 (1.18) 5.77 (0.93) .43
(1 = very slow, 7 = very fast)
How did you find the pacing of the interaction? 3.00 (0.82) 2.46 (0.88) .06
history that was not the first act in its thread. We subtracted the timestamp of each
of these acts from the previous (human’s) act in the thread. The robot’s response
delays were significantly shorter in the experimental condition at M = 1.2 secs,
SD = 2.1, compared to the baseline of 5.3 secs, SD = 7.6, t(427) = 10.52, p < .001.
In the responses to survey questions, there were significant differences for the
statements: “Simon was team-oriented” “Our team worked fluently together,” “I had
to spend time waiting for Simon,” and “Simon was responsive to my actions” (see full
results in Table 14). Thus, the differences in fluency due to increased responsiveness
of the robot appeared to be consciously noticeable. Overall, however, the robot’s
pacing was still quite slow. Participants in both conditions rated the pacing on the
slow side and felt that they had to spend time waiting for Simon. This could be
attributable to the robot’s slow speed of manipulation.
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9.4.3 Balance of control
To further understand the reasons for the task performance differences, we also wanted
to examine how actions were distributed between the human and the robot. We dis-
tinguished between two categories of action, speaking and manipulating. The robot
behavior was extracted from system logs, and human speaking and manipulation
segments were annotated by two coders. One coder annotated the data for all partic-
ipants; these annotations were used for the analysis in this section. The second coder
annotated data for four participants (two per condition), only for the purposes of cal-
culating intercoder agreement. Agreement was defined as the percentage of time that
the annotation matched between the two coders. The agreement for speech segments
was 98.2%, and the agreement for manipulation segments was 92.2%.
Gesturing at or touching objects was counted as manipulation. All phases of arm
motions (reach, stroke, retract) were included in manipulation segments. Addition-
ally, we annotated the dialogue acts for the human speaking turns.
First, we found that the robot completed more collaboration acts in the exper-
imental condition than the baseline. Normalizing the number of acts by session
duration, the robot committed M = 2.53, SD = 0.80 manipulation acts/min in the
experimental condition compared to M = 1.81, SD = 0.55 acts/min in the baseline
condition, t(12) = 3.41, p = .005. The robot also committed M = 4.54, SD = 1.29
speech acts/min in the experimental condition compared to M = 2.82, SD = 1.00
acts/min in the baseline, t(12) = 4.40, p = .002.
However, the robot also spent less time manipulating and had higher idle time in
the experimental condition, in spite of having completed more actions. The robot’s
idle time normalized by session duration in the experimental condition was M = 0.45,
SD = 0.06 compared to M = 0.28, SD = 0.07 in the baseline, t(12) = 10.61,
p < .001. The robot’s normalized manipulation time in the experimental condition
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was M = 0.36, SD = 0.07 compared to M = 0.49, SD = 0.16 in the baseline condi-
tion, t(12) = 3.43, p = .005. These results are of course due to the robot’s concurrent
execution in the experimental condition; the robot could sometimes speak and manip-
ulate simultaneously or perform multiple manipulation actions simultaneously. The
higher idle time indicates that the robot ran out of actions to perform, which could
happen when there were no reachable blocks in the workspace and the robot had
nothing more to communicate.
There were no significant differences in human behavior between the conditions
in terms of time spent manipulating or speaking, or the number of speech acts. (We
did not annotate the number of human manipulation acts, since humans often ma-
nipulated groups of blocks at a time). Compared to the robot, the human spent
less time speaking and roughly the same amount of time manipulating. Combining
data from both conditions, the ratio of human speaking time to robot speaking time
was M = 0.36, SD = 0.15, and the ratio of human manipulation time to robot
manipulation time was M = 1.02, SD = 0.62.
The differences in numbers of dialogue acts were relatively minor. Humans asked
more polar queries in the experimental condition, M = 0.45/min, SD = 0.43 com-
pared to the baseline, M = 0.16/min, SD = 0.25, t(12) = 2.37, p = .04. Since
polar queries are thread openers, this may be interpreted as increased initiative in
the speech channel due to humans being more confident about when it was appro-
priate to speak. The robot also asked more clarification requests in the experimental
condition, M = 0.68/min, SD = 0.40 compared to the baseline of M = 1.43/min,
SD = 0.90, t(12) = 3.17, p = .008. This is explained simply by CRs being the
robot’s most common dialogue act due to speech recognition errors, and the robot
having more opportunity to speak in the experimental condition due to the possibility
of concurrent action.
The overall consistency of human behavior across both conditions would lead
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us to conclude that task performance differences were mostly due to differences in
robot behavior. However, we emphasize that humans completed the bulk of the
manipulation for the task, since the humans were more dexterous, had access to more
blocks, and also controlled the allocation of blocks in the robot’s workspace. Thus,
the robot most likely did not contribute in the experimental condition by taking over
the task, since it had limited ability to construct the model, but by improving the
accuracy of the human’s mental model.
Overall, the human was idle more often than the robot. Combining both condi-
tions, the human was M = 1.76, SD = 0.64 times more idle than the robot. Human
idle time was a combination of several types of behavior. The human could be actively
listening to the robot and not manipulating due to either wanting to wait for more
information before acting or due to being at full attentional capacity. Participants
also sometimes spent a large segment of time staring down at the list of requirements,
presumably quietly thinking about the task. The interaction structure did not encour-
age “thinking out loud” because the robot responded to all off-grammar utterances
with clarification requests (although many off-grammar remarks were still made). In
contrast, robot idle time was almost never due to cognitive bottlenecks (except for
the occasional 1-second solving time), but rather due to resource bottlenecks.
9.4.4 Multimodal concurrency
Following our analysis of time spent speaking and manipulating, we were also in-
terested in characterizing concurrency of speech and arm actions for each agent and
across agents.
Table 15 compares time spent on each modality combination across the conditions,
normalized by session durations. Trivially, the time the robot spent concurrently
speaking and manipulating was significantly higher in the experimental condition,
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when multiple collaboration acts could be parallelized. There was still some concur-
rency in the baseline, due to certain collaboration acts using the arm to point (e.g.
“Can you remove this?” and “Is this the door?”). Concurrent speaking and manipu-
lating accounted for M = 0.10, SD = 0.03 of the time in the experimental condition
compared to M = 0.03, SD = 0.02 in the baseline, t(12) = 12.56, p < .001.
We observe that the human’s self-concurrency was not significantly different across
conditions. Further, the amount of self-concurrency exhibited by the human in both
conditions was actually more similar to the robot’s self-concurrency in the baseline
condition than in the experimental condition; compare the data for RS–RM and
HS–HM in Table 15. Basically, the ability to multitask by manipulating multiple
objects while talking about other topics turns out not to be particularly humanlike
— at least not this early on in the interaction, before practice effects are witnessed.
In addition, the grammatical constraints, task rules, and novelty of the experience
may have been a cognitive burden to participants, preventing them from acting more
concurrently. On this dimension, robots may differ fundamentally from humans;
attentional bottlenecks can pose less of a limitation, but physical speed and dexterity
are inferior, so increased self-concurrency may still be preferable behavior.
The conditions also differed on cross-agent concurrency. The experimental condi-
tion saw increased concurrency of the human speaking over the robot’s manipulation
and vice versa. Simultaneous speech was also higher in the experimental condition,
but this was due in part to a higher amount of speech in general. For both agents,
speech was very infrequent relative to the maximum interaction duration of 15 min-
utes, and manipulation was much more frequent, occurring roughly half the time. To
control for these differences, we also examined the likelihood of concurrency compared






Table 15: Multimodal concurrency as a fraction of session duration. H = human, R
= robot, S = speech, M = manipulation
Combination Experimental Baseline p
RS–RM 0.097 (0.028) 0.025 (0.018) <.001*
HS–HM 0.025 (0.026) 0.017 (0.017) .17
HS–RS 0.004 (0.003) 0.001 (0.001) .002*
HS–RM 0.045 (0.020) 0.040 (0.015) .22
HM–RS 0.058 (0.040) 0.033 (0.032) .04*
HM–RM 0.204 (0.082) 0.232 (0.117) .24
That is, we divided the time that modalities M1 and M2 overlapped, tM1∩M2 , by
the product of the times spent on each individual modality, tM1 and tM2 . A value close
to 1 would indicate that these modalities naturally overlap in interaction (similarly
to if the agents were not even interacting, but conducting independent activities).
A lower value would indicate that the agents were actively avoiding overlap for that
modality pair, or the presence of additional bottlenecks.
The resulting values from this calculation are shown in Table 16. p(HM,RM) was
very close to 1 for both agents manipulating, as well as the human speaking over the
robot manipulating. However, it was lower at 0.7 for the human manipulating while
the robot was speaking. From our qualitative observations during the experiment
and annotation process, humans did sometimes interrupt or stop their manipulation
actions when the robot spoke. This could be due to: 1) the manipulation action no
longer being needed after a change in goal state implied by the new information, 2) a
deliberate intention to wait while gathering information in anticipation of a possible
state change, or 3) a relatively greater cognitive difficulty of processing new auditory
input while executing a manipulation action, in comparison to processing visual input
while executing a speech action. For both agents speaking, the factor was the lowest,
indicating a deliberate intention to avoid simultaneous speech.
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Table 16: Cross-agent multimodal concurrency compared to random chance, aggre-
gated across both conditions
Robot speaking (RS) Robot manipulating (RM)
Human speaking (HS) 0.16 0.93
Human manipulating (HM) 0.70 1.02
9.5 Summary
In this chapter, we demonstrate the application of CADENCE to a domain of situ-
ated collaboration. The robot and the human must collaborate to design and build
a block model of a house together using spoken dialogue and physical object ma-
nipulation. Each agent only knows 5 constraints for the final model, and together
they must satisfy all 10. Because of partial information and noisy sensing, the robot
must take initiative to maintain common ground through discourse strategies such as
justification, propositional repairs, clarification requests, and grounding queries.
To evaluate the effectiveness of CADENCE for human-robot collaboration, we con-
duct a between-groups experiment with 26 participants. In the baseline condition, the
robot executes a single atomic intention at a time, mimicking the behavior of simple
state-based approaches. In the experimental condition, the robot uses CADENCE
to perform concurrent execution and interruptions of multiple intentions based on
resource availability for multiple resource types. We hypothesize that CADENCE’s
resource model should enable the robot to respond more quickly and naturally, re-
sulting in more fluent turn-taking and therefore better task performance.
Our results from this experiment showed that when using the turn-taking model
in CADENCE, the robot was indeed more responsive, exhibiting shorter response
delays. The robot was subjectively perceived as a better teammate by participants.
Using CADENCE, the dyad also performed the task more successfully, satisfying
more constraints in less time.
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CHAPTER X
CADENCE: DESIGN AND IMPLEMENTATION
The organization of this thesis has alternated new developments within CADENCE
with the experimental validation of specific design decisions, mirroring the order in
which the research was conducted. Due to the iterative nature of this approach,
however, certain elements of various stages of implementation are irreconcilable while
others are compatible. This chapter is dedicated to detailing the current state of CA-
DENCE by condensing prior descriptions of its constituents in one place for increased
clarity, as well as providing guidelines for practical application.
The first half of this chapter summarizes the abstract requirements of a control
architecture for fluent social interaction. These requirements strongly motivate design
decisions within CADENCE. We then provide implementation detail for components
of CADENCE, including Petri net execution, TPN process creation, and domain
definitions. We end with a summary of CADENCE’s iterative development.
10.1 Requirements of an interaction architecture
In developing the BEAT architecture, Cassell et al. posited the following four re-
quirements for controlling embodied conversational agents [23]:
• multimodal input and output,
• real-time,
• understanding and synthesis of propositional and interactional information,
• and a conversational function model.
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Not surprisingly, all of these requirements for virtual agents are also necessary
for the control of social robotic agents. Turn-taking skills for spoken interaction fall
within the scope of the last requirement, the conversational function model, but are
also highly dependent on the rest of the requirements to succeed.
CADENCE is informed by past work in virtual agents in addition to findings
from human psychological studies, linguistic analyses, and newer developments in
interactive systems. (The name is, of course, a tribute to BEAT.) We highlight
three additional requirements for interaction architectures, which are fundamental to
CADENCE’s design:
• incremental processing,
• interacting concurrent subsystems,
• and separation of domain content from behavior.
Next we briefly elaborate on each of these requirements within the context of HRI.
10.1.1 Multimodal input and output
Social interaction is conducted through many modalities of communication, including
speech, prosody, gaze, gesture, facial expressions, posture, proxemics, touch, and
instrumental physical action. Humans integrate multiple modalities of information to
achieve understanding. This phenomenon is well illustrated by the McGurk effect, in
which phonemes are interpreted differently depending on whether visual input of the
speaker is available [72]. In unimodal interactive systems, the absence of additional
modalities restricts the communicative competence of the system, as in speech-only
call center dialogues or typed text interactions that may not use gesture for referring.
The computation of modality inputs and outputs are distinct problems. A chal-
lenge for interaction is the asymmetry of competence in one versus the other. For
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example, generating a robot’s gaze behavior is simpler and more reliable than per-
ception of human gaze directions. CADENCE handles the modalities of speech, gaze,
gesture, and manipulation for controlling the robot and for perception of the human.
10.1.2 Real-time
The notion of a “real-time” system is often relative; after all, motor control systems
must often operate at 1 kHz or more for correct performance. Here, we mean simply
that the robot should exhibit timely responsiveness to the human’s actions, adhering
to similar processing delays that humans expect from other humans. Practically, this
usually means decisions within tens or hundreds of milliseconds; Cassell et al. charac-
terized their real-time requirement as “sub-second.” CADENCE executes in a loop of
approximately 30 Hz to achieve real-time interaction performance. The importance
of real-time responses is also highlighted in Nooraei et al.’s recent development of the
DiscoRT architecture (Disco Real-Time) [85], which extends a prior framework for
collaborative discourse planning that did not account for timing.
10.1.3 Understanding and synthesis of propositional and interactional in-
formation
Propositional information refers to the content of an interaction, used for under-
standing and generating meaningful speech acts and actions that progress a task.
Interactional information refers to behavior that has a regulatory role in an interac-
tion, such as gaze cues, backchannels, or beat gestures. The open-ended object play
experiment in Chapter 6 used a controller that relied on interactional information but
not propositional information.
In the latest version of CADENCE, interactional information is represented in
the turn-taking regulation parameters for specific resource types, as well as the social
attention module that automatically produces gaze behavior based on propositional
content and floor state. Propositional information is encoded in the semantic lexicon.
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10.1.4 Conversational function model
The conversational function model describes all parts of the turn-taking process,
which we have defined to be seizing the floor, holding the floor, yielding the floor,
and auditing the interaction partner. The floor is referred to specifically in a con-
versational context, but any resources shared with a human may apply. Seizing of
available resources is driven by goal-oriented action as well as a regulatory factor
representing a sense of obligation to continue the interaction. Resources are held by
actions operating on them, until intent is lost or they must be yielded to the human.
When the robot does not have the floor, it continues generating behavior such as gaze
and backchannels in order to communicate understanding and engagement.
Cassell et al. describe the conversational function model as also including the
processes of initiating engagement and disengaging, which are currently outside the
scope of CADENCE.
10.1.5 Incremental processing
Incremental processing describes the continuous nature of understanding and genera-
tion in interaction. In observations of human interaction, Clark and Krych described
human turn-taking as being characterized by continuous, ongoing signaling in both
directions, rather than a strict alternating structure [30]. Incremental processing
stands in contrast to batch processing, such as waiting for the endpoint of a seg-
ment of speech before processing the entire segment all at once. The advantage of
performing incremental processing is increased responsiveness and faster interaction
pacing.
Also related is the notion of integrating continuous bottom-up and top-down pro-
cessing. These terms are used loosely in cognitive psychology to denote processing
of low-latency sensory signals and features (bottom-up) versus higher-latency seman-
tic integration and interpretation from priors and context (top-down). Both should
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adhere to the real-time requirement, but top-down updates may acceptably be less
frequent.
There are several ways that continuous processing is important to CADENCE.
First, turn-taking is driven predominantly by continuously monitoring low-level sig-
nals such as voice activity and human hand trajectories. Results from incremental
speech recognition and natural language understanding are buffered until it is an ap-
propriate time to take a turn. The construction grammar of CADENCE supports
incremental language understanding by continuously processing semantic units and
dialogue acts before the human releases the floor. These semantic units can be merged
into records across multiple turns for faster repairs, or used to control gaze behavior
for increased transparency.
Incremental processing is also essential to the concept of minimum necessary in-
formation. In the autonomous Simon Says game of Chapter 3, incremental gesture
recognition of the human allowed the robot to start or interrupt its actions as soon
as MNI was reached, leading to a faster-paced game.
Continuous processing is also relevant on the generation side. An example is
dialogue acts with referring expressions, which can have multiple possible surface re-
alizations using different resource sets. For example, one can use the floor to say “the
red two by two block,” or use the floor and an arm to say “this one” with a pointing
gesture. Resources and action progress are monitored continuously throughout exe-
cution. If resource availability changes mid-utterance, CADENCE can switch to an
alternative resource set or fully interrupt if none is available.
10.1.6 Interacting concurrent subsystems
Social interaction is also characterized by interacting concurrent subsystems. Multiple
agents act concurrently when collaborating with each other. A single agent exhibits
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concurrency when performing multiple intentions or using multiple modalities of ac-
tion for a single intention. Not only that, but these subsystems have dependencies
on each other. If a robot and a human are side by side but operate completely inde-
pendently, this can hardly be called an interaction; when they act concurrently while
sharing resources, they become interacting concurrent subsystems within a larger
system of dyadic collaboration.
Such loosely coupled subsystems are the basis of using timed Petri nets to model
behavior. CADENCE subsystems include interruptible action processes for each
modality, resource controllers for each resource type, and user models for each re-
source type, all with clearly defined interactions with each other. This modular
framework allows subsystems to be developed relatively independently and enables
straightforward creation of behavior Petri nets for any domain by connecting the
relevant subsystems.
10.1.7 Separation of domain content from behavior
Domain-specific content describes propositional information and task models, which
can be sourced through several techniques such as authoring, learning, or crowdsourc-
ing. Ideally, this knowledge should have a clear separation from general-purpose social
skills that automatically produce behavior. The purpose is to increase the transfer-
ability of social skills between domains and the ease of developing new domains of
interaction. Also, if social skills are coupled to domain content in the behavior, social
intelligence is arguably not represented in the interaction architecture itself but in
the process of designing that behavior.
The Towers of Hanoi interaction controller from Chapter 5 is an example of a
design that did not adhere to this requirement. The Petri net in Figure 22 on page
66 is tied directly to the interaction for this specific task and is not easily reusable
for any other task.
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The next version of CADENCE in Chapter 6 achieves a better separation, similarly
to BEAT and approaches descended from it. Turn-taking has a separate generalizable
model, but each turn is still based on a specific ad hoc specification of aligned speech,
gaze, and gesture.
In the latest version of CADENCE, described in Chapters 7–9, modality behavior
for speech, gaze, and motions are generated based on an underlying semantic form,
and any behavioral temporal alignments are based on constraints on the underlying
semantic units. The authoring of semantic and task information within the semantic
lexicon is clearly separated from turn-taking and the production of behavior.
10.2 Implementation guidelines
This section provides more detail about how to implement a behavior controller using
CADENCE. We describe how TPNs are executed, constructed, and connected within
the framework. We then describe the processes for developing a new domain using
the framework, and for developing new behavioral skills to augment the framework.
10.2.1 Petri net execution
Within CADENCE, timed Petri nets are used for generating behavior for turn-taking
and action execution. Several libraries are available for Petri nets, but they are
also straightforward to implement, which we have done to better integrate with our
existing middleware.
Algorithm 2 provides pseudocode for the main behavioral loop, running at approx-
imately 30 Hz. At each cycle, the dispatcher is updated based on the output of the
dialogue manager. As a reminder, the dispatcher update is responsible for spawning
new action tokens at entry points to action processes in the TPN, following tempo-
ral constraints within intention hierarchies. Then each transition t is visited and its
guard function G(I) is run on t’s input place set I. A transition is enabled if the
guard was inactive the previous cycle but is active the current cycle. An activated
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Algorithm 2 TPN-based behavior execution
update system clock C(i, τ)→ τ ′
update dispatcher
for all tj in transition set T do
if guard Gj(I)i+1 = 1 then
if Gj(I)i = 0 then
enable t
end if
run firing function Fj(M, I,O, τ ′) once
else





guard allows the firing function to fire once. This may not necessarily change the
graph marking immediately, but through subsequent cycles, will allow the function
to continue running until the marking does change. If the guard function is not active
but was active the previous cycle, the transition is disabled.
10.2.2 Instantiating TPN processes
A core principle of the behavior model in CADENCE is interacting concurrent subsys-
tems that are also TPNs, which are easily extensible or reusable between controllers.
10.2.2.1 Action processes
CADENCE uses the same basic Petri net process template for different modality
actions, such as speech, motion generation, or grasping. This is shown in Figure 34
on page 121. Modality processes differ in how they define how an action should start,
pause, resume, hold, stop, or when it is considered finished. These commands are used
inside of the transition firing functions for that action process.
• start(action) – runs once to setup and start the action. This is only run after
action preconditions are satisfied, including the action’s required resources being
owned by the action process’s resource controllers.
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• pause(action) – temporarily suspends the action execution. This is used for
hesitating at the onset of a resource conflict to communicate awareness of the
conflict.
• resume(action) – resumes a suspended action; may be the same behavior as
starting the action over again. This is used to continue the action if required
resources are no longer in conflict because the human backed off within a time
window.
• hold(action) – runs continuously to execute the action. Also continuously mon-
itors the action’s progress (for minimum necessary information) and state of
completion.
• stop(action) – aborts the action fully; may be the same behavior as pausing
the action. This is called when resources have become unavailable or contested
for too long, exceeding the robot’s conflict tolerance, or alternatively when the
action is no longer intended for the task.
• finished(action) – returns the finishing condition for the action.
Algorithm 3 provides pseudocode for implementing this specification for one modal-
ity, speech.
The parameters that control action processes are self-interruptibility, which de-
scribes whether or not that modality can interrupt (including both pausing and stop-
ping), and the timing windows for pausing and resuming.
10.2.2.2 Turn-taking models
A turn-taking model exists for each resource type. Examples of resource types are the
speaking floor, spatial regions, or objects. The number of resources may or may not
be bounded. In our dyadic experiments, there was always a single speaking floor, but
other social settings may require more, such as when a four-participant interaction
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stop speech synthesis at word boundary
end function
function resume(SpeechAct)
if timepaused > threshold then





if last phoneme finished then







return indexphoneme = N
end function
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breaks up into two dyadic interactions [69]. We also fixed the number of spatial
regions by discretizing the robot’s workspace. Our object model was unbounded
because of the nature of the perception used, in which objects could enter and leave
the scene and could not be uniquely identified; however, one can also conceive of a
task in which all of the objects are known in advance, resulting in a fixed number of
object tokens in the TPN.
The turn-taking model for a given resource type requires the definition of three
components: a resource monitor, a user process, and a robot resource controller.
These are defined and discussed in depth in Chapter 7. To summarize:
• Resource monitor. The resource monitor is the generalized version of the
parameterized floor regulator from Chapter 6. The responsibility of the resource
monitor is to decide how to assign resources between the robot and user. The
relevant parameters for the resource monitor are conflict tolerance, describing
how long to tolerate a resource being in conflict before the robot fully backs
off; user-interruptibility, describing whether it is permissible to barge in to seize
resources from the user; and deep-interrupt time, the amount of time wait for a
resource before such a barge-in can trigger. (In the final version of CADENCE,
lapse avoidance is performed in the dialogue manager instead.)
• User process. The user process for a resource type essentially functions as
the counterpart for the robot’s resource controller, but is based on perception
rather than controllable state. The user process must define perception (or sim-
ulation) for holding(resource), signaling(resource), and yielding(resource). Two
examples are provided in Table 17. Holding indicates current resource owner-
ship, whereas signaling is used to request resources. These may sometimes be
difficult to distinguish; for example, in our floor model in Chapter 6, these were
both based on voice activity. However, one can imagine a more sophisticated
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Speaking floor Holding: incremental ASR buffer contains partial results
Signaling: pitch exceeds a threshold for a few hundred ms
Yielding: ASR reached a grammatical endpoint, no voice activity
Spatial regions Holding: an arm is over the region
Signaling: a hand is moving towards the region
Yielding: arms are not over the region, or are moving away
Table 17: Examples of implementing the user process for two resource types, the
speaking floor and spatial regions, which were used for the block collaboration exper-
iment in Chapter 9.
floor signaling model that used more subtle cues such as mouth openings, breath
intake, or hand gestures as described in the literature [35, 86]. For spatial re-
gions, these are more distinctly different: occupying a spatial region is holding
it, but reaching towards a spatial region is signaling for it.
• Resource controller. The robot resource controller for a type is the most
straightforward, since it behaves the same way for all resource types. The
resource controller seizes and releases resources based on the status of the action.
It simply must be created and then connected to all relevant action processes
that require the resource type to execute.
Table 18 provides an example of defining each of these components for a complete
interaction that includes speech and manipulation.
10.2.3 Domain specification
When a new domain of interaction is being developed, the following are components
that must be defined:
1. Items in the semantic lexicon. These are the objects, features, actions,
tasks, and other semantic primitives that the robot must be able to reason and
talk about. When implementing a collaborative domain from scratch, it may
be helpful to have two humans perform the desired task in order to develop a
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Resource type speaking floor (1, bounded)
Robot controller TTS action process
User controller ASR/VAD user process
Monitor interrupt self = true
interrupt user = false
conflict tolerance = 300 ms
Resource type spatial regions (5, bounded)
Robot controller motion action process
User controller skeleton tracking user process
Monitor interrupt self = true
interrupt user = false
conflict tolerance = 500 ms
Resource type table objects (unbounded)
Robot controller grasping action process
User controller block tracking user process
Monitor interrupt self = false
interrupt user = false
conflict tolerance = 0 ms
Resource type robot DOFs (37, bounded)




Monitor Robot’s internal DOF arbitration mechanism.
– Gaze receives the lowest priority.
– Other processes are first-come, first-served.
– Gaze interrupts to yield resources to other processes.
Table 18: Example details for implementing the resource model specification of an
interaction, organized by resource type. Each resource type has one or more robot
controllers. If the resource is used in turn-taking, the resource type also has a user
controller.
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minimal set of semantic primitives and dialogue acts. An example of a complete
semantic specification for a task is provided in Section 9.1.1 on page 154.
2. Collaboration act processors. Processors operate in parallel to interpret and
generate collaboration acts. For each act, decide if the robot must interpret it
from the human, generate the act, or do both. Define the semantic signatures
for these acts. Most collaboration act processors should be general-purpose
and not dependent on any particular task. It may be additionally necessary
to include a domain-dependent processor dedicated to continually generating
goal-oriented actions to progress the task. Given the set of processors with a
generation component, define their regulators, which determine valid times for
them to be run. Regulators were originally defined in Section 8.8.1 on page 148.
For example, second pair parts should occur soon after the first pair parts they
are responding to, but acts that start new threads should wait longer. A list
of all of the processors and regulators used for the domain of collaboratively
building a block house is available on page 164.
3. Arbitration for interpretations and options. Collaboration act proces-
sors act in parallel and may produce competing interpretations and options.
In the block collaboration experiment in Chapter 9, interpretation arbitration
was based on maximizing coverage of words in the input speech buffer, and
option arbitration prioritized second pair parts before first pair parts. These
are relatively general-purpose, but depending on the task, domain-dependent
arbitration mechanisms may also be necessary.
4. Parameters appropriate to the interaction context. Relevant factors for
deciding parameter values may include task roles, familiarity or relationship,
relative status, and cultural norms. For example, the robot may want to be
more dominant if it is teaching than if it is learning. Specific values may be set
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Parameter Value Potential scenarios
Interrupt self true service role, where status is lower
providing information when goal is unknown
learning, where actions have high rate of failure
false maintaining control as a teacher or tour guide
Interrupt user true stopping a costly mistake
false acting mostly as a tool
Conflict/overlap tolerance high familiar relationship or culture
low formal setting or culture
Regulatory delays high novice human
(response, initiate, lapse) low expert human
task where efficiency is important
Table 19: Possible considerations when choosing turn-taking parameters
based on literature in psychology or linguistics, annotating public corpora or
one’s own data in the domain, or piloting the interaction with a small number
of participants. Section 6.3.1 on 100 describes parameters for an active versus
a passive robot. We also highlight some hypothetical examples in Table 10.2.3.
10.2.4 Iterative approach
In this research, we employed an iterative approach to development of the robot’s
social skills.
1. Identification of a phenomenon. Hypotheses about interaction phenomena
can be based on shortcomings of a previous iteration of the system, psychological
studies about cognitive or social phenomena, linguistic theories and corpora
analyses, or even pedagogy of performance art and character animation.
2. Modeling of the phenomenon. In this thesis, the relevant phenomena per-
tained to temporally extended behavior, so computational modeling was con-
ducted primarily through the vehicle of timed Petri nets. TPNs were used for
modeling, controlling, and simulating interacting concurrent subsystems. De-
signs of new Petri net processes can be developed through the composition of
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established workflow patterns [117]. For example:
• Action processes follow the patterns of sequence and interruption handling.
• Multiple modalities of action processes follow parallel execution.
• Resources shared between the robot and the user form a mutual exclusion.
• The dispatcher enables synchronization across modalities.
3. Evaluation of the model. Evaluation is best performed through objective
and subjective metrics in user studies. Simulation can augment such evaluations
by characterizing system dynamics in broader situations. In conducting user
studies, shortcomings of the model become apparent for the next iteration of
the system.
The motivation for this iterative approach is the development of general-purpose
social behavior skills that are compatible and persistent across multiple domains. It
is equally possible to investigate individual phenomena in an isolated fashion, but the
goal is to increase the holistic social intelligence of the robot, which requires their
combination and integration.
To illustrate this approach, Chapter 5 described the first iteration of CADENCE.
We identified the phenomenon of action interruptions and implemented it within a
domain-specific timed Petri net. We evaluated the model in a domain of collaborative
Towers of Hanoi, finding that the robot was sometimes too passive when interrupting
itself all the time.
In the next iteration in Chapter 6, we sought to address that phenomenon with a
better balance of seizing and yielding. We developed a floor regulation model based
on parameters from linguistics and theater about dominance and social competence.
Our evaluation in an open-ended object play domain validated the model, but also
exposed a shortcoming in how cross-modality interruptions were handled.
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In the iteration of CADENCE in Chapter 7, that phenomenon was addressed by
generalizing the turn-taking model so that it could be used and repeated for multiple
resource types. We evaluated that version in a domain of collaborating to design
and build a block house. The result was a substantially more general formulation of




We have described a framework for embodied, multimodal turn-taking that is charac-
terized by seamless exchange of shared resources. The framework features additional
timing parameters for further control over the interaction dynamics. In developing
this framework, our methodology has been an iterative one of building autonomous
robot behavior controllers and studying their resulting dynamics with human users,
the results of which inform the next round of system implementation.
The result of our efforts has been CADENCE, the Control Architecture for the
Dynamics of Embodied Natural Coordination and Engagement. CADENCE inte-
grates turn-taking, action execution, and human modeling using a timed Petri net
representation. To support reaching common ground with a human through situated
multimodal interactions, CADENCE also includes a semantically rich general-purpose
dialogue system. Through the development of CADENCE, we have enabled a social
humanoid robot to interact fluently with humans using speech, gesture, gaze, and
manipulation. We have evaluated the robot’s turn-taking behavior in a variety of
interaction scenarios encompassing dialogue and physical collaboration.
In Sections 11.1–11.4, we revisit the contributions of the thesis. This is followed
in Section 11.5 by a summary of future work enabled by these contributions.
11.1 Factors important to multimodal turn-taking
Turn-taking has most commonly been studied in speech systems in which the primary
concern is the speaking floor. In this thesis, we have additionally identified and
modeled essential phenomena that stem from turn-taking in a situated, multimodal
setting.
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The first is the principle of minimum necessary information (MNI). Our initial
studies in the domain of “Simon says” have underscored that turn-taking is hardly
a simple matter of cue recognition, but driven primarily by semantic understanding.
This was further reinforced in our analyses of open-ended object play, in which the
robot’s modality states did not predict when the user would seize the floor. Motivated
by the importance of information flow in interaction, our dialogue system is structured
around clusters of adjacency pairs called threads and supports faster turn-taking
pacing through repairs of individual semantic units.
Another factor that we have formalized is the conception of turn-taking as the
exchange of bottlenecking resources. That is, resources are consumed by modality
actions to achieve intentions, and the surface alignment of modalities results in part
from resource availability. When multiple modalities are needed to achieve a single
intention, they are synchronized or jointly interrupted. When multiple modalities are
executed concurrently to achieve separate intentions, they are independently inter-
ruptible.
Finally, we have modeled key timing parameters in this model that are critical to
the dynamics of the interaction. By controlling the timing by which a robot seizes
and yields resources, the robot can exhibit turn-taking behavior that suits a range of
different social roles.
11.2 An integrated interaction architecture
To validate our turn-taking model, we have implemented it within the context of
an integrated architecture for social human-robot interaction. CADENCE integrates
the social modalities of speech, gesture, and gaze with manipulation on a physical
robot. The architecture design follows the lessons imparted by previous advances in
embodied conversational agents, spoken dialogue systems, and human-robot interac-
tion. Gaze at the human or objects is controlled based on turn-taking floor state.
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Gaze, speech, and gesture are appropriately synchronized according to underlying
semantics. Voice activity is used to monitor overlapping speech. Head gestures are
automatically generated based on dialogue act function.
CADENCE also presents novel conceptualizations of core social cognition mod-
ules. Atypically, turn-taking is positioned as a central, explicit process in the ar-
chitecture, contrasting with approaches where turn-taking is dismissed as emergent
behavior. Like a periodic pulse, this process drives the cyclical patterns in the dyad’s
behavior by bridging the robot’s action execution with the perceptual model of the hu-
man user. CADENCE also models a dynamic awareness of resources shared between
the human and the robot, generating real-time action interruptions in response to re-
source availability. In addition, CADENCE continues to generate behavior when the
robot does not hold resources, auditing the interaction partner in order to maintain
engagement and transparency.
11.3 New domains of human-robot interaction
In this work, we have also demonstrated four novel domains of autonomous social
human-robot interaction, each with its unique interaction dynamics.
Our “Simon says” domain captured two phases of interaction. The faster-paced
game phase used speech, gesture, and gaze, and aimed to minimize response delays.
The speech-only negotiation phase was used to switch roles. The “Simon says” game
was later used by other HRI researchers to investigate social skills in children with
autism [36].
We also demonstrated two domains involving physical collaboration between a
human and a robot. In the Towers of Hanoi collaboration, both the human and the
robot could move the puzzle pieces to achieve the goal, and the robot could request
the human for actions. In the block house task, the human and the robot had to
reach a common mental design and physically construct it after each starting with
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partial information. The former domain showcased mostly physical joint action, and
the latter expanded this scenario to include situated dialogue focused on information
transfer and repairs.
In our open-ended object play domain, we demonstrated an interaction with
speech, gesture, gaze, and manipulation that featured a dynamic that was more
similar to human-human conversation. Because situated natural language under-
standing is still an open research problem, utterances in human-robot dialogue tend
to be short. The technique of generated an artificial language can be used to elicit
human responses with natural turn-taking timing without the limitations of speech
technologies or the influence of domain semantics.
11.4 Experimental results about turn-taking
At each iteration of CADENCE, we have stopped to perform evaluations of the robot’s
latest turn-taking behavior. These results have offered insights into the benefits of
improving turn-taking as well as the nature of how humans interact.
In both of our physical collaboration scenarios, our results in user studies showed
that using our turn-taking model resulted in shorter task completion times. In the
more difficult task of designing a block house with 10 constraints, dyads using our
turn-taking model also satisfied more of the constraints. On further analysis, we
conclude from our results that appropriate turn-taking leads to more efficient resource
usage and maintains consistency between the human’s and the robot’s mental models.
Results also showed that participants subjectively rated our turn-taking model as
producing more fluent interactions. In our final experiment, participants using our
turn-taking model viewed the robot as less awkward and more team-oriented, and felt
they had to wait less on the robot. These subjective perceptions were supported by
quantitative phenomena in the data such as shorter response delays from the robot
and increased cross-modality concurrency between the human and the robot.
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In our investigations, we have also found that that people will increase their ini-
tiative in turn-taking when the robot is more passive. In the Towers of Hanoi collab-
oration, people performed more manipulation actions when the robot interrupted its
own actions. In the open-ended object play domain, people also spoke more to fill
silences when the robot had a passive parameter setting. The adaptive, regulatory
nature of human turn-taking appears to generalize across modalities and resources.
11.5 Future work
The groundwork laid by CADENCE lends itself to several other interesting lines of
inquiry.
11.5.1 Behavioral extensions
The clearest and simplest additions to CADENCE would be to support new modalities
and resource types. For one, CADENCE does not encapsulate any notion of mobility,
since it was demonstrated only on a stationary upper-torso humanoid robot. With
the increased physical competencies of a mobile manipulator, turn-taking dynamics
could change substantially. How should proxemics and social navigation be integrated
into the robot’s reasoning and control of spatial resources?
In addition, CADENCE could leverage more information from the human’s modal-
ities to improve turn-taking via the user process. For example, one addition would
be to monitor the human’s visual attention, which should be a resource required for
gesturing. Another would be to leverage prosody in the human speech signal, which
can be a strong indicator in disambiguating intent to seize or yield the floor [73].
11.5.2 Discourse strategies
Our work in dialogue has only scratched the surface of what is possible to make our
robots more transparent and intelligent machines. We should strive to implement new
categories of discourse strategies that can be automatically generated. This requires
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additional natural language functions that must be supported by complementary
general-purpose reasoning systems.
For example, a natural multimodal behavior exhibited by collaborating humans
is to narrate actions as they are performed, which strengthens common ground state.
With reasoning systems and natural language that support temporal logic, action,
and consequence or causality, the robot could also talk about its actions in such a
manner and understand the human doing so. This would increase transparency about
intentions in both directions.
Multi-act turns also warrant more investigation. We used one multi-act turn in
our block collaboration experiment, in which the robot could generate a rejection
followed by a justification (comprising multiple inform acts). Multi-act turns were
less prevalent in our domains of study but pose significant research challenges for
turn-taking. When should a robot self-interrupt or barge in if either agent is able
to take very long turns? Some potentially relevant domains could be teaching or
learning interactions, or giving a live demonstration to sell a product. Also, it is easy
to position robots as passive helpers, but are there situations where it is appropriate
for a robot to barge in, take initiative, or have a forceful personality?
11.5.3 Larger-scale turn-taking factors
This thesis has focused primarily on micro-scale factors that sum together to produce
natural turn-taking. In addition, turn-taking timing is influenced by larger-scale
factors, such as adaptive pacing. Within a single interaction, human dyads can exhibit
vastly different pacing, with certain segments having shorter and shorter delays and
others having sparser turns. Rather than having static parameters, it may be more
natural to allow contextually dependent parameter settings.
Related to dynamic pacing is the notion of integrating a mechanism for estimating
the cognitive load of the human. In our experiments, we observed that humans do
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not always spontaneously parallelize actions across modalities, which could be due to
attentional bottlenecks. The robot could control its own concurrency to better match
the human’s cognitive load. This could be especially relevant in a difficult task, but
one in which the dyad improves with practice. Appropriate turn-taking may mean
something different when the task is novel for the human than when the human is a
well-practiced expert.
Another parameter that could benefit from a more sophisticated model is the
interruptibility of oneself or the user. Currently, interruptibility is binary. An unin-
terruptible robot can test human patience with long turns, but a robot that interrupts
itself at the slightest human action ends up being overly passive. The same extremes
exist for barge-ins. A robot that barges in every turn is highly annoying, but if the
robot never barges in when the human acts for extended amounts of time, the robot
contributes nothing. It would be interesting to have, for instance, a model that grad-
ually increases the chance of barge-ins the longer that the user monopolizes resources.
This could represent the “frustration level” of the robot.
Finally, it is important to understand turn-taking within a larger context of life-
long social interaction. Humans engage in turn-taking styles differently with different
people depending on their relative statuses and their long-term relationships. An
overly familiar turn-taking style could offend strangers, and a distant one could alien-
ate friends. A social robot that finds itself in a diversity of roles and relationships
would benefit from computational support for these differentiations.
11.6 Final remarks
I hope that you, the reader, have come away with newfound respect for multimodal
turn-taking, a process you may have taken for granted since you were a normally
developed two-year-old child. In fact, the whole of turn-taking has much more depth
than any individual behavioral cue, any nod or glance [23] or thoughtful pause. It
203
describes the meeting of cognition and behavior within a mind, and the meeting of
minds within an interaction.
To any future generations of social roboticists who may be reading, I also request:
make robots do things, make them understand things. It can be a great temptation
as we conduct science to whittle systems down to their smallest constituents in the
name of experimental control. Robots play back a single scripted behavior supposedly
so that it can be unpolluted by other factors. Or, they become data collection devices
for statistically beautiful results that never seem to make their way back to reality.
Instead, we should build greater and greater systems. Only in so doing will we one
day have robots who are worth taking turns with.
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APPENDIX A
MATERIALS FOR SIMON SAYS STUDY
• Participant recruitment flyer
• Experimenter protocol
• Post-study questionnaire















































Interact with Simon the Robot and contribute to robotics research at Georgia 
Tech! Visit the website below to sign up.
s imontherobot.com/study
Place: CCB 2nd floor, RIM Center Robotics Lab
Dates: Jan. 17–21 and Jan. 24–28, 2011









Participate in my 




1. Go to the RTPC and open up a terminal, and run: m3rt_server_run
2. In a another terminal window, cd ~/mekabot/m3sim/trunk/python/scripts and run
./m3sim_demo_c6_animation.py
External modules
FaceAPI (# On Windows Machine)
Open up two terminals, and go to {Program Folder Name/Release}: cd C:\Program
Files\SeeingMachines\FaceTrackingAPI 3.1\Samples\Console\Release
RunICE_FaceCam External_FaceCam 127.0.0.1 10110 // This runs External camera
RunICE_FaceCam Robot_FaceCam 127.0.0.1 10120 // This runs Eye camera
The images from the external camera and the eye camera (and two text files containing
corresponding head poses) will be stored in the folder C:\Program
Files\SeeingMachines\FaceTrackingAPI 3.1\Samples\Console\Release\data\“name specified”
Kinect (# On New Linux Machine)
Log on as siml (Passwd: LabPassword)
Open up a terminal
Go to /home/siml/projects/ExternalSensorLog/Vision/bin
Run ./recordICE Kinect 127.0.0.1 10010
Synchronize time
1. On Unix/Mac, sudo ntpdate time.nist.gov
2. On Windows:
1. Go to the Control Panel > Date and Time > Internet Time.
2. “Click the Change Settings…” button.
3. Select time.nist.gov from the dropdown.
4. Click the “Update now” button.
Internal
Speakers
1. Connect the speakers to the new Mac Pro.
2. Turn the speakers on by rotating the silver knob until the light is visible.
3. On the Mac Pro, go to System Preferences > Sound > Output. Set the output device to
“Headphones.”
4. Set the volume to about 90% of the bar.
Microphone
1. Connect the mic base to the new Mac Pro.
2. Turn the mic base on by hitting the button.
3. On the Mac Pro, go to System Preferences > Sound > Input. Set the input device (varies
depending on the mic).
C6 Controller
1. From the new Mac Pro, launch momotaz.datacollection.DataCollectController
2. In “Main Motors Enabler” window:
1. Click the “Send data” checkbox.
2. Click the “all” presets button.
3. Click the “Update” button.
3. In the “Logging” window:
1. Type the subject id and hit enter.
2. Click the “init external” button.
3. Verify “Finished initializing connection” output in the terminal window.
4. Make sure the “Keyboard Events” window is visible.
Experiment
1. Have subject sign consent form.
2. Walk through protocol with subject.
3. Give mic to subject. Make sure it’s turned on.
4. Lift the e-stop.
5. In the C6 controller “Logging” window, click the “start log” button.
6. Double check that iMovie has actually started importing.
7. Tele-operate through the “Keyboard Events” window, starting with “g”.
8. When finished, click the “stop log” button.
9. Double check that iMovie has actually stopped importing.
10. Have subject do survey on iMac.
11. Give subject reward.
12. Have subject sign reward receipt form.
Subject instructions
You’re going to play repeated games of “Simon says” with the robot. The game has a leader and
follower. We call the leader “Simon.”
As a refresher: in the game, the leader (a.k.a. Simon) can say “Simon says, do this.” After this the
follower should do the same thing. But if he says “Do this” without saying “Simon says,” then the
follower should do nothing; if he does something he loses. For example, if the robot is playing the
leader and says, “Simon says, wave your arm,” then the follower should wave his arm. If the robot
says, “Wave your arm,” the follower should not wave his arm, or else he loses the game.
There are 5 things you can do: flap your arms like a bird, bow, play air guitar, shrug your
shoulders, or wave your arm.
At any time, you can negotiate with the robot who gets to be the leader next. You can ask, “Can I
play Simon now?” or “I want to play Simon now” or the robot may say that. The response from
either of you can be yes or no. You can do this at the end of a game or in the middle of a game.
Note that the follower doesn’t lose the game if he can’t do the action, only if he does the action
when he’s not supposed to. The robot can actually only do 5 things for this: bow, wave, shrug, flap
his arms like a bird, and play air guitar. You can let him start first if you want to get used to it.
When the robot loses, say “You lose” or “I win!” If you notice yourself lose, you can say “I lose” or
“You win!” Or the robot will notice it and say something.
We’ll have you do this interaction continually and stop you after (2?) minutes.
Simon  says
1.  Simon  says








*  3.  Do  you  have  prior  experience  with  the  game  "Simon  says"?
Yes
No
*  4.  Do  we  have  permission  to  use  images  of  you  in  academic  publications  or  conference  presentations?
Yes
No
*  5.  On  a  scale  from  0  to  10,  assuming  a  human  gets  a  score  of  10,  how  would  you  rate...
...  Simon's  understanding  of  your  spoken  language?
...  Simon's  use  of  spoken  language?
...  the  smoothness  of  the  interaction  with  Simon?















...  the  content  of  Simon's  speech?
...  Simon's  head  motions?
...  Simon's  gaze?
...  Simon's  arm  and  hand  gestures?










Simon  spoke  at  appropriate  times.
Simon  moved  at  appropriate  times.
The  interaction  with  Simon  was  interesting.
I  was  fully  engaged  in  the  interaction  with  Simon.
8.  Any  other  comments,  or  any  suggestions  on  how  to  make  the  interaction  more  natural?  (optional)
Done
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Consent Form Approved by Georgia Tech IRB:  October 20, 2010 - October 19, 2011
CONSENT DOCUMENT FOR ENROLLING PARTICIPANTS IN A RESEARCH
STUDY
Georgia Institute of Technology
Project Title:  Human-Robot Contingency and Turn-Taking
Protocol and Consent Title: 08/27/09v1
Investigators: Dr. Andrea Thomaz, Crystal Chao, Jeff Kiser, and Jinhan Lee
You are being asked to be a volunteer in a research study. 
Purpose:   
The purpose of this study is to learn more about robot technology designed to
communicate with people using socially interaction.
Procedures: 
If you decide to participate in this study, your part will involve:
• The study will take between 30 minutes and one hour.
• You will first be given an introduction by the experimenter.  During this
introduction the experimenter will explain the robot technology that will be used
in the study.
• You will then be asked to socially interact with the robot technology.  For
example, our robot may try to get your attention or talk to you.
• We will collect audio and video data from your session.  These tapes will remain
confidential, and will not be distributed in any way or used for any purpose other
than our analysis.  The tapes will be erased after the study is finished.
• Finally, after the experiment is over, you will have the opportunity to ask
questions and learn more about the goals of this research if you want to.
Risks or Discomforts: 
The risks involved are no greater than those involved in daily activities such as holding
conversations with people.
Benefits: 
We hope that someday robots will be able to initiate and hold conversations with people.
In the meantime, you may benefit from being in this study if you enjoy interacting with
new technology and learning about the state of the art robotics research going on at
Georgia Tech.
Compensation to You:  
There is no compensation for participation.
Confidentiality:
The data collected about you will be kept private to the extent allowed by law.  To protect
your privacy, your records will be kept under a code number rather than by name.  Your
records will be kept in locked files and only study staff will be allowed to look at them.
Your name and any other fact that might point to you will not appear when results of this
study are presented or published.
Consent Form Approved by Georgia Tech IRB:  October 20, 2010 - October 19, 2011
The video and audio tapes collected as part of the evaluation will be stored in a locked
cabinet in Dr. Thomaz's office.  Dr. Thomaz and the students involved with the project
being evaluated will have access to these tapes for the purpose of analyzing the human-
robot interaction.  Once the research project is completed, the tapes will be erased.
To make sure that this research is being carried out in the proper way, the Georgia
Institute of Technology IRB may review study records.  The Office of Human Research
Protections may also look over study records during required reviews.
Costs to You: 
There are no costs to you, other than your time, for being in this study.
In Case of Injury/Harm:
If you are injured as a result of being in this study, please contact Principal Investigator,
Dr. Andrea Thomaz, at telephone
(404) 385-3365.  Neither the Principal Investigator nor Georgia Institute of Technology
has made provision for payment of costs associated with any injury resulting from
participation in this study.
Participant Rights:
• Your participation in this study is voluntary. You do not have to be in this study if
you don't want to be.
• You have the right to change your mind and leave the study at any time without
giving any reason and without penalty.
• Any new information that may make you change your mind about being in this
study will be given to you.
• You will be given a copy of this consent form to keep.
• You do not waive any of your legal rights by signing this consent form.
Questions about the Study:
• If you have any questions about the study, you may contact Dr. Andrea Thomaz at
telephone (404) 385-3365.
• If you have any questions about your rights as a research subject, you may
contact:
Ms. Melanie Clark, Georgia Institute of Technology
Office of Research Compliance, at (404) 894-6942.
Your Consent:
If you sign below, it means that you have read (or have had read to you) the information
given in this consent form, and you would like to be a volunteer in this study.
______________________________________________
Participant Name (printed)




Signature of Person Obtaining Consent Date
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• IRB consent form
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HRI 2012 turn-taking study protocol
Meka server
1. Go to the RTPC and open up a terminal, and run: m3rt_server_run
2. In a another terminal window, cd ~/mekabot/m3sim/trunk/python/scripts and run
./m3sim_demo_c6_animation_new.py
External modules
Vision (On old Mac Pro)
In Maya’s account (lol), cd to ~/projects/c6m/maya/vision.
Run ./hanoiVision -c SimonTopRight
Kinect (on Windows 7 machine)
Log on as chienming (Passwd: LabPassword)
In Visual Studio, open up KinectSender.sln.
Make sure the Kinect is connected.
Hit the “play” button to run it.
Internal
Speakers
1. Connect the speakers to the new Mac Pro.
2. Turn the speakers on by rotating the silver knob until the light is visible.
3. On the Mac Pro, go to System Preferences > Sound > Output. Set the output device to
“Headphones.”
4. Set the volume to about 90% of the bar.
C6 Controller
1. From the new Mac Pro, launch crystal.backoff.BackoffController
2. In “Main Motors Enabler” window:
1. Click the “Send data” checkbox.
2. Click the “no_left” presets button. (This is to avoid the ma3_j3 problems.)
3. Click the “Update” button.
Experiment
1. Set up the cups on peg A.
2. Have subject sign consent form.
3. Walk through protocol with subject.
4. Lift the e-stop.
5. In the “Hanoi Experiment” window, select the condition (toggle the checkbox).
6. In the “Hanoi Experiment” window, hit the button “Start Game.”
7. Have subject do survey on iMac.
Subject instructions
1. You’re going to work together with Simon to solve the Towers of Hanoi problem.
2. The goal is to move the entire stack of 5 cups from peg A to peg C by moving one cup at a
time.
3. In the entire game, you need to preserve the ordering of the cups. The ordering is: pink →
orange → yellow → green → blue. For example, pink can sit on top of any other cup. But
orange can’t sit on top of pink.
4. You can only use one arm at a time (no holding two cups).
5. Stand in this area across from Simon.
6. An action is either picking up or placing a cup. Try not to do actions TOO quickly — that is,
space them out by about two seconds.
7. That said, you should try to do the task as quickly as possible given these constraints.
8. During the interaction, Simon may ask you to do some actions – either picking up a cup, or
placing it on a certain peg. (You don’t have to listen, especially if the question doesn’t make
sense due to vision problems.)
9. If Simon has trouble manipulating an object (e.g. clearly intends to grasp or release a cup but
fails, or a second cup sticks to the one he grabs), it’s fine to fix it. In fact, you should, to keep
the experiment going.
10. I’m going to go click a button to start the experiment, and Simon will start moving. As soon
as his hand is over the table you can start doing things.











3.  Do  we  have  permission  to  use  images  or  video  of  you  in  academic  publications
and/or  conferences?
4.  Do  we  have  permission  to  use  images  or  video  of  you  in  future  studies  (i.e.  have
a  subject  observe  your  interaction  with  Simon)?
5.  On  a  scale  from  1-­100,  how  much  did  you  contribute  towards  mentally  solving
the  puzzle?  (50  means  both  contributed  equally)
Your  contribution
6.  On  a  scale  from  1-­100,  how  much  did  you  contribute  towards  physically  solving
the  puzzle?  (50  means  both  contributed  equally)
Your  contribution












The  task  would  be  difficult  for  me  to  complete
alone.
The  task  would  be  difficult  for  Simon  to
complete  alone.










The  task  was  difficult  for  us  to  complete
together.
My  performance  was  important  for  completing
the  task.
Simon's  performance  was  important  for
completing  the  task.












Simon  was  responsive  to  my  actions.
Simon  was  team-­oriented.
I  trusted  Simon's  decisions.
I  had  influence  on  Simon's  behavior.
Simon  had  influence  on  my  behavior.
I  had  to  spend  time  waiting  for  Simon.
Simon  had  to  spend  time  waiting  for  me.
We  were  efficient  in  completing  the  task.
The  interaction  pace  felt  natural.
There  were  awkward  moments  in  the
interaction.
9.  Which  best  describes  your  relative  roles  in  completing  the  task?
Comments  (optional)
Comments  (optional)
Simon  was  my  superior.
Simon  was  my  equal.
Simon  was  my  subordinate. 219
*10.  Please  provide  a  critical  review  of  Simon  as  a  team  member.  (Imagine  that
Simon  is  being  evaluated  at  a  workplace.)
11.  Any  other  comments  about  Simon's  collaboration  skills  or  the  experiment  in
general  (optional):
Done
Powered  by  SurveyMonkey  
Check  out  our  sample  surveys  and  create  your  own  now!
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CONSENT DOCUMENT FOR ENROLLING PARTICIPANTS IN A RESEARCH
STUDY
Georgia Institute of Technology
Project Title:  Human-Robot Contingency and Turn-Taking
Protocol and Consent Title: 08/27/09v1
Investigators: Dr. Andrea Thomaz, Crystal Chao, Jeff Kiser, and Jinhan Lee
You are being asked to be a volunteer in a research study. 
Purpose:   
The purpose of this study is to learn more about robot technology designed to
communicate with people using socially interaction.
Procedures: 
If you decide to participate in this study, your part will involve:
• The study will take between 30 minutes and one hour.
• You will first be given an introduction by the experimenter.  During this
introduction the experimenter will explain the robot technology that will be used
in the study.
• You will then be asked to socially interact with the robot technology.  For
example, our robot may try to get your attention or talk to you.
• We will collect audio and video data from your session.  These tapes will remain
confidential, and will not be distributed in any way or used for any purpose other
than our analysis.  The tapes will be erased after the study is finished.
• Finally, after the experiment is over, you will have the opportunity to ask
questions and learn more about the goals of this research if you want to.
Risks or Discomforts: 
The risks involved are no greater than those involved in daily activities such as holding
conversations with people.
Benefits: 
We hope that someday robots will be able to initiate and hold conversations with people.
In the meantime, you may benefit from being in this study if you enjoy interacting with
new technology and learning about the state of the art robotics research going on at
Georgia Tech.
Compensation to You:  
There is no compensation for participation.
Confidentiality:
The data collected about you will be kept private to the extent allowed by law.  To protect
your privacy, your records will be kept under a code number rather than by name.  Your
records will be kept in locked files and only study staff will be allowed to look at them.
Your name and any other fact that might point to you will not appear when results of this
study are presented or published.
Consent Form Approved by Georgia Tech IRB:  October 20, 2011 - October 19, 20120 1
The video and audio tapes collected as part of the evaluation will be stored in a locked
cabinet in Dr. Thomaz's office.  Dr. Thomaz and the students involved with the project
being evaluated will have access to these tapes for the purpose of analyzing the human-
robot interaction.  Once the research project is completed, the tapes will be erased.
To make sure that this research is being carried out in the proper way, the Georgia
Institute of Technology IRB may review study records.  The Office of Human Research
Protections may also look over study records during required reviews.
Costs to You: 
There are no costs to you, other than your time, for being in this study.
In Case of Injury/Harm:
If you are injured as a result of being in this study, please contact Principal Investigator,
Dr. Andrea Thomaz, at telephone
(404) 385-3365.  Neither the Principal Investigator nor Georgia Institute of Technology
has made provision for payment of costs associated with any injury resulting from
participation in this study.
Participant Rights:
• Your participation in this study is voluntary. You do not have to be in this study if
you don't want to be.
• You have the right to change your mind and leave the study at any time without
giving any reason and without penalty.
• Any new information that may make you change your mind about being in this
study will be given to you.
• You will be given a copy of this consent form to keep.
• You do not waive any of your legal rights by signing this consent form.
Questions about the Study:
• If you have any questions about the study, you may contact Dr. Andrea Thomaz at
telephone (404) 385-3365.
• If you have any questions about your rights as a research subject, you may
contact:
Ms. Melanie Clark, Georgia Institute of Technology
Office of Research Compliance, at (404) 894-6942.
Your Consent:
If you sign below, it means that you have read (or have had read to you) the information
given in this consent form, and you would like to be a volunteer in this study.
______________________________________________
Participant Name (printed)




Signature of Person Obtaining Consent Date
APPENDIX C
MATERIALS FOR CONTEXT-FREE OBJECT PLAY
STUDY
• Participant recruitment text
• Experimenter protocol
• Post-study questionnaire
• IRB consent form
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Hello!
We are inviting humans to come interact with Simon the Robot for a 
study this Thursday-Friday, 8/23-8/24. The study involves playing with 
toys and takes about 10 mins. Get your picture taken with Simon and 
help him improve his social skills!
The study will take place at the RIM Center in CCB. To participate, 
send an email to simon@mail.gatech.edu with your availability on those 
days. 
Simon looks forward to meeting you!
Sincerely,
Crystal Chao and Andrea L. Thomaz 
















4.  Do  we  have  permission  to  use  images  or  video  of  you  in  academic  publications
and/or  conferences?
5.  Do  we  have  permission  to  use  images  or  video  of  you  in  future  studies  (i.e.  have
another  participant  observe  your  interaction  with  Simon)?
6.  Do  you  interact  often  with  young  children?














8.  Who  led  the  interaction?












Simon  was  responsive  to  my  actions.
I  had  influence  on  Simon's  behavior.
Simon  had  influence  on  my  behavior.
Simon  listened  to  me.
Simon  talked  over  or  interrupted  me.
I  had  to  spend  time  waiting  for  Simon.
Simon  had  to  spend  time  waiting  for  me.
The  interaction  pace  felt  natural.
There  were  silences  where  nothing  happened.
There  were  overlaps  where  we  both  tried  to
act.
There  were  awkward  moments  in  the
interaction.























...  your  own  personality?
11.  List  some  adjectives  describing  Simon's  personality:
12.  Please  provide  a  critical  review  of  Simon's  social  skills.
13.  Other  comments  (optional):
Done
Powered  by  SurveyMonkey  
Check  out  our  sample  surveys  and  create  your  own  now!
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Consent Form Approved by Georgia Tech IRB:  March 27, 2012 - Indefinite
CONSENT DOCUMENT FOR ENROLLING PARTICIPANTS IN A
RESEARCH STUDY
Georgia Institute of Technology
Project Title:  Adapative Turn-taking Routines for HRI
 via Stereotype Models 
Consent Title:  03/27/2012 v1
Investigators: Dr. Andrea Thomaz, Dr. Alan Wagner
You are being asked to be a volunteer in a research study. 
Sponsor: This study is sponsored by the Office of Naval Research.
Purpose:   
We are interested in enabling robots to successfully engage human 
partners in reciprocal turn-taking interactions.
Procedures: 
If you decide to participate in this study, your part will involve:
• The study will take between 30 minutes and one hour.
• You will first be given an introduction by the experimenter.  
During this introduction the experimenter will explain the robot 
technology that will be used in the study.
• You will then be asked to socially interact with the robot 
technology.  For example, you may play a simple game like 
Simon Says or build something together with blocks.
• We will collect audio and video data from your session.  These 
tapes will remain confidential, and will not be distributed in any 
way or used for any purpose other than our analysis.  The tapes
will be erased after the research is finished. 
• Finally, after the experiment is over, you will have the 
opportunity to ask questions and learn more about the goals of 
this research if you like.
Risks or Discomforts: 
The risks involved are no greater than those involved in daily 
activities such as holding conversations with people.
Benefits: 
We hope that someday robots will be able to initiate and hold 
conversations with people.  In the meantime, you may benefit from 
being in this study if you enjoy interacting with new technology and 
learning about the state of the art robotics research going on at 
Georgia Tech.
Consent Form Approved by Georgia Tech IRB:  March 27, 2012 - Indefinite
Compensation to You:  
You will receive $10/hour for your time, either cash or a gift card.
Confidentiality:
The data collected about you will be kept private to the extent 
allowed by law.  To protect your privacy, your records will be kept 
under a code number rather than by name.  Your records will be kept 
in locked files and only research staff will be allowed to look at them.  
Your name and any other fact that might point to you will not appear 
when results of this study are presented or published.
The video and audio data collected as part of the evaluation will be 
kept on a storage device in a locked cabinet in Dr. Thomaz's office.  
Dr. Thomaz and the students involved with the project being 
evaluated will have access to these tapes for the purpose of analyzing
the human-robot interaction.  Once the research project is completed,
the data will be erased.  The only exception to this is if you agree to 
the video release at the end of this form, then we may use video clips
of your interaction with the robot in our conference presentations or 
in research videos about the project that will be posted on our 
website.  
To make sure that this research is being carried out in the proper 
way, the Georgia Institute of Technology IRB may review study 
records.  The Office of Human Research Protections and the Office of 
Naval Research may inspect the investigator's records in order to 
ensure compliance with federal laws. 
Costs to You: 
There are no costs to you, other than your time, for being in this 
study.
In Case of Injury/Harm:
If you are injured as a result of being in this study, please contact 
Principal Investigator, Dr. Andrea Thomaz, at telephone
(404) 385-3365.  Neither the Principal Investigator nor Georgia 
Institute of Technology has made provision for payment of costs 
associated with any injury resulting from participation in this study.
Participant Rights:
• Your participation in this study is voluntary. You do not have to 
be in this study if you don't want to be.
• You have the right to change your mind and leave the study at 
any time without giving any reason and without penalty.
• Any new information that may make you change your mind 
about being in this study will be given to you.
Consent Form Approved by Georgia Tech IRB:  March 27, 2012 - Indefinite
• You will be given a copy of this consent form to keep.
• You do not waive any of your legal rights by signing this 
consent form.
Questions about the Study:
• If you have any questions about the study, you may contact Dr. 
Andrea Thomaz at telephone (404) 385-3365.
• If you have any questions about your rights as a research 
subject, you may contact:
Ms. Melanie Clark, Georgia Institute of Technology
Office of Research Compliance, at (404) 894-6942.
Your Consent:
If you sign below, it means that you have read (or have had read to 
you) the information given in this consent form, and you would like to 






Signature of Person Obtaining Consent Date
Video Release
I consent to the use of video recordings from this study in conference 




MATERIALS FOR LEGO COLLABORATION STUDY
• Participant recruitment text
• Participant instructions
• Reference sheets for participants during interaction
• Experimenter protocol
• Post-study questionnaire
• IRB consent form
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Hello!
We are inviting volunteers to interact with Simon the social robot for 
a study this Wednesday-Friday, 1/7-1/9. The study involves 
collaborating with Simon to build a block model, and we estimate it 
should take about 30 mins of your time. 
To participate, send me a mail (cchao@gatech.edu) with your 
availability on those days. The study will take place at the RIM 
Center in CCB.
Simon looks forward to working with you!
Sincerely,
Crystal Chao and Andrea L. Thomaz




In this study you and Simon will design and build a house together out of blocks. You will each have different
but compatible specifications for the shared design, so you will need to talk to Simon and work together to
decide what to build. However, Simon will not always understand your speech or your actions. You have a
maximum of 15 minutes to complete the interaction. If you build the house correctly within that time, you
will be eligible to win a $50 Amazon gift certificate.
Assemble the model by placing blocks onto the green building plate. When you are done or wish to
stop, press the large button on the right side of the table to submit your entry. You will then be asked to
fill out a survey about your experience interacting with the robot.
2 Model specifications
You can assume that Simon already knows all the rules in this section. The house will be made of a single
flat layer of blocks on the building plate, viewed from above from your perspective. It needs to have 1 roof,
1 wall, 1 door, and 1 window (Figure 1(a)). Each part can only be a single color, and any directly adjacent
parts may not be the same color. The model has to be fully filled with blocks; there cannot be any holes.
2.1 Wall
The “wall” is a rectangle beneath the roof. The color of the house is the color of the wall. The wall in Figure
1(a) is yellow, 5 units wide, and 3 units tall.
2.2 Roof
The roof is over the wall and must be the same width as the wall. A roof is widest at the bottom and
narrowest at the top. From bottom to top, the roof decreases in width by exactly one unit on each side (see
Figure 1(b)). The roof in Figure 1(a) is blue, 5 units wide, and 2 units tall.
2.3 Door
A door is a rectangle inside of a wall. It must touch the bottom of the wall and cannot touch the roof or the
window. The door in Figure 1(a) is red, 1 unit wide, and 2 units tall.
2.4 Window
A window is also a rectangle inside of a wall, but cannot touch the bottom or the top of a wall. Doors and
















A  B  C D  E F  G H  I  J  K  L
(a) A yellow house that is 5 units wide by 5
units tall.
(b) Roofs decrease in width by one unit
on each side from bottom to top.
Figure 1: Examples of valid components: (a) a house, and (b) different roofs.
1
3 Your design specifications
In addition to being a valid house according to the previous section, your model design needs to satisfy all
of the following requirements and all of Simon’s requirements. Since you and Simon start off not knowing
each other’s specifications, you will need to work together to agree on a design.
1. The window has to be blue.
2. The roof height has to be greater than the door height.
3. The window has to be left of the door.
4. The house has to be to the right of column C.
5. The door and the window have to be the same width.
Make sure you understand your own requirements and ask the experimenter clarifying questions before
starting the interaction, as after it starts you may not speak to anyone other than Simon until it is finished.
2
4 Building guidelines
1. Keep the outermost edge of the green building plate empty (i.e. columns A and L, rows 1 and 11).
2. Simon won’t push blocks into the plate, so you will have to help. Simon also cannot remove blocks
from the plate, but you can.
3. Simon can’t see or use the blocks on the far ends of the table, but you can move blocks there to the
center area of the table for Simon to use. Simon prefers to use larger blocks and cannot use 1x1 blocks.
4. Blocks out in the center area of the table should be kept several inches apart so Simon can grab them.
5. Simon doesn’t place blocks accurately, so take your best guess as to what he meant to do.
6. Stay behind the red line on the ground when you’re not using blocks.
5 What Simon can understand
Simon only understands a limited set of phrases. After you have read this document through, you will
practice speaking them with the experimenter’s guidance. When you have the headset on, read the following
lines into the headset microphone until the text on the screen matches what you said:
• “Hello Simon.”
• “What color is the window?”
• “How tall should the house be?”
• “Should the roof and the door be the same height?”
• “The door color and the window color must be different.”
• “Can the wall be three units high?”
• “Let’s make it red.”
• “Yes.” / “Okay.” / “Sure.” / “No.” / “I don’t know.”
• “That is the door.”
• “What?” / “Can you say that again?”
• State each of the design specifications that you are given.
• Ask each of your design specifications as a question.
• Ask about, then suggest a value for: the house width, the roof color, the wall height
You may then try speaking similar phrases to see if Simon will understand them.
6 Starting the interaction
Start by standing behind the red line, facing Simon. The experimenter will turn the robot on and move its
arms into place. When Simon’s ear lights turn on, say “hello” to Simon. The 15-minute timer does not start
until Simon says “hello” back to you. This may take several tries if Simon does not hear or understand you.
Simon will not understand anything else you say until he says “hello” back.
When the interaction starts, the experimenter will start a 15-minute timer on an iPad and place it at
the end of the table on your left side. You may refer to it to monitor your progress.
Once the interaction has started, do not communicate with the experimenter or any other people until
it has completed. End the interaction by hitting the button on the right side of the table.
3
Start Hello Simon.
Statements The window has to be blue.
Let’s make the window blue.
Questions Can the window be blue?
What color should the window be?
What? / Can you repeat that?
Answers Yes. / No. / I don’t know.
That is the window.
The window has to be blue.
The roof height has to be greater than the door height.
The window has to be left of the door.
The house has to be to the right of column C. 
The door and the window have to be the same width. 
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Verbal instructions to users
- When not doing anything on the table, try to stand behind the taped line on the 
ground. 
- Simon can't see or reach the blocks on the sides... you will have to move them to the 
middle region if you want him to use them.
- Keep the objects apart from each other on the table. 
- Place them in the long orientation along the table, easier for Simon to pick up.
- Don't give Simon 1x1s blocks. (Bigger is better) 
- Simon won’t push the blocks into the mat, so you will have to.
- Simon cannot remove blocks from the mat.
- There’s error with Simon’s placement, so take your best guess as to what he meant to 
do.
- Start by saying “hello,” when the robot also responds with “hello” the timer starts. 
- When pointing at the mat, don’t touch the mat.
Start of the day
- check time server
- check robot works
- check audio out to speakers
User explanation
- sign IRB consent form
- give instructions to user, tell to read through in front of the table
- answer questions about task
- grammar familiarization with headset
- answer questions about grammar
Start robot interaction
- run Meka server, c6 script
- run the KinectSender
- on dokdo, run ./segment_blocks for perception
- make sure TTS is running (run from MacSpeechSynthesis Xcode project)
- launch domains.blocks.demos.HouseCollabController




- check speaker volume level
- Experiment window:
     - select the condition
     - click “log" checkbox
     - type the subject name
     - check “listening"
     - lift e-stop
     - click “both” button to ready both arms
- RECORD FROM THE CAMCORDER
     - click “start" button
- start iPad timer, place on side table
End of interaction
- click “stop logging” button
- STOP THE CAMCORDER
- get headset back from user
- set up user with survey 
- put robot in safe pose to e-stop
- charge headset from power adapter (must unplug USB connection to work)
End of the day
- import video and back up
- shut down KinectSender
- shut down Meka server
- shut down perception
- to generate overhead movies, run on each subject:
      ./export_times [subject_name]
     ffmpeg -f concat -i durations.txt -vb 20M out.mp4
     - back up to drive through Mac and sshfs















4.  Do  we  have  permission  to  use  images  or  video  of  you  in  academic  publications
and/or  conferences?
5.  Do  we  have  permission  to  use  images  or  video  of  you  in  future  studies  (i.e.  have
another  participant  observe  your  interaction  with  Simon)?
6.  How  did  you  find  the  pacing  of  the  interaction?
Very  slow Slow Slightly  slow Medium Slightly  fast Fast Very  fast
7.  Who  led  the  interaction?
8.  On  a  scale  from  1-­100,  how  much  did  you  contribute  towards  the  task  solution?













9.  Did  you  complete  the  task  successfully?












Simon  and  I  were  on  the  same  page.
Simon  was  team-­oriented.
Our  team  worked  fluently  together.
Our  team’s  fluency  improved  over  time.
Simon  was  responsive  to  my  actions.
Simon  listened  to  me.
Simon  talked  over  or  interrupted  me.
I  could  tell  whether  or  not  Simon  heard  me.
I  could  tell  whether  or  not  Simon  understood
me.
I  had  to  spend  time  waiting  for  Simon.
Simon  had  to  spend  time  waiting  for  me.








*11.  Please  provide  a  critical  review  of  Simon  as  a  team  member.
12.  Other  comments  (optional):
Done
Powered  by  SurveyMonkey  
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