INTRODUCTION AND STATEMENT OF THE RESULTS
Let p be an odd prime number. For F q the finite field of cardinality q and of characteristic p, t q a complex-valued function on F q and I q a subset of F q , the normalized partial sum of t q over I q is defined by S(t q , I q ) := 1 where as usual |I q | stands for the cardinality of I q . Such sums have a long history in analytic number theory, confer [IK04, Chapter 12] . The normalization is explained by the fact that in a number theory context one expects the square-root cancellation philosophy. One can define a complex-valued random variable on F q endowed with the uniform measure by ∀x ∈ F q , S(t q , I q ; x) := S(t q , I q + x)
where as usual I q + x stands for the translate of I q by x for any x in F q . Given a sequence t q of -adic trace functions over F q and a sequence I q of subsets of F q , C. Perret-Gentil got interested in [PG17] in the distribution as q and |I q | tend to infinity of the sequence of complex-valued random variables S(t q , I q ; * ) and proved a deep general result under very natural conditions. Let us mention that his general result is not only a generalization but also an improvement over previous works such as [DE52] , [MZ11] , [Lam13b] and [Mic98] .
Let us state the case of the normalized Kloosterman sums of rank 2 given by
where as usual e(z) := exp (2i πz) for any complex number z. C. Perret-Gentil proved the following qualitative result. He also proved the following quantitative result.
Theorem 1.2 (C. Perret-Gentil (Quantitative result))-As q and |I q | tend to infinity with log (
for any real numbers α < β and for any 0 < ε < 1/2.
The main purpose of this work is to consider the case of Kloosterman sums of prime powers moduli, namely to replace finite fields by finite rings, and to give a probabilistic meaning to the histogram given in Figure 1 Let us state the qualitative result of this work.
Theorem A (Qualitative result)-Let n 2 be a fixed integer. Assume that
for any prime number p. If p and |I p n | tend to infinity with
then the sequence of real-valued random variables S Kl p n , I p n ; * converges in law to a standard Gaussian real-valued random variable.
Remark 1.3-This theorem is the analogue of Theorem 1.1. The condition (1.1) is new and comes from the context of finite rings in this work instead of finite fields in [PG17] whereas the condition (1.2) is exactly the same and is inherent to the method of proof itself namely the method of moments. Note that the condition (1.1) requires that |I p n | < p holds, which is automatically satisfied by (1.2).
Let us state the quantitative result of this work.
Theorem B (Quantitative result)-Let n 2 be a fixed integer and
Assume that
for any real numbers α < β and for any 0 < ε < β n /3.
Remark 1.4-Once again, this theorem is the perfect analogue of Theorem 1.2.
Organization of the paper. The main tool involved in Theorem A is recalled in Subsection 2.1. The technical results required in Theorem B are stated in Subsection 2.2. Theorem A is proved in Section 3. The proof of Theorem B is given in Section 4. 
Notations-The main parameter in this paper is an odd prime number p, which tends to infinity. Thus, if f and g are some C-valued function of the real variable then the notations f
n -tuples of non-negative integers different from the 0-tuple. Let us define for such sequence µ,
The following proposition, which contains an asymptotic formula for the sums S p n (µ), is an improvement of [RR18, Proposition 4.10] in the sense that the dependency in the tuple µ in the error term has been made explicit.
sequence of p n -tuples of non-negative integers satisfying
for some absolute positive constant M . If
for any ε > 0 and where the implied constant only depends on ε.
The dependency in the tuple µ in [RR18, Proposition 4.7] also has to be made explicit. Let us recall some additional notations, which coincide exactly with the notations used in [RR18] and whose motivations can be found in this refer- 
Page 507] is of degree at most (k −1)2 k−2 and admits at most (k −1)2 k−2 roots.
Let us give the proof of Proposition 2.1.
Proof of proposition 2.1. By [RR18, Page 511], the error term to bound is given by
• means that the summation is over the u τ 's satisfying
In the previous equation s a+τ,p n stands for any square-root modulo p n of a + τ for any relevant a and τ.
Obviously,
By Euler's formula,
(2.10) Let us define By [RR18, Equation (4.37)],
for any ε > 0 and for some integer c 1 coprime with p defined in [RR18, Lemma 4.6], c 1 being its inverse modulo p. By Lemma 2.2, one gets
for any ε > 0. By (2.10) and (2.11),
The following proposition, which heavily relies on A. Weil's proof of the Riemann hypothesis for curves over finite fields and is [RR18, Proposition 4.8], states an asymptotic formula for the cardinality of the sets A p n (µ). 
where the implied constant is absolute.
Various approximation results.
The following lemma, which enables us to approximate characteristic functions of random variables from their moments, is a reformulation of [PG17, Lemma 5.1].
Lemma 2.4-Let X 1 and X 2 be real-valued random variables. If
for any non-negative integer k and for some function h : R → R then
for any even integer k 1 and any real number u.
The following lemma, which allows us to approximate joint distributions of random variables via their characteristic functions, follows from [Lam13a, Section 4].
Lemma 2.5-Let X 1 and X 2 be real-valued random variables and α < β be real
for any real number u and some continuous function g : R → R + then
for any real number t > 0.
Finally, the following lemma is an explicit version of the Berry-Esseen theorem in dimension one (see [BRR86, Theorem 13 .2]).
Lemma 2.6-Let α < β be two real numbers. Let X 1 , . . . , X h be centered independent identically distributed real-valued random variables of variance 1 satisfying E |X 1 | 3 < ∞ and 
One has
P S H ∈ [α, β] = P (X ∈ [α, β]) + O β − α H
