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In multivariate discrimination of two normal populations, the optimal classifica- 
tion procedure is based on the quadratic discriminant function. We investigate 
asymptotic properties of this function if the covariance matrices of the two popula- 
tions are estimated under the following four models: (i) arbitrary covariance 
matrices; (ii) common principal components, that is, equality of the eigenvectors of 
both covariance matrices; (iii) proportional covariance matrices; and (iv) identical 
covariance matrices. It is shown that using a restricted model, provided that it is 
correct, often yields smaller asymptotic variances of discriminant function coef- 
ficients than the usual quadratic discriminant approach with no constraints on the 
covariance matrices. In particular, the proportional model appears to provide an 
attractive compromise between linear and ordinary quadratic discrimination. 
0 1992 Academic Press, Inc. 
1. INTRODUCTION 
Suppose we wish to discriminate between two p-variate normal popula- 
tions (1) NP(pI, E:,) and (2) N&, &). Optimal classification (see 
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Anderson [Z, Section 6.31) of a new observation x E (wp into one of the 
two populations is based on the quadratic function 
q(x) = X’AX + S’x (1.1) 
and x is allocated to population 1 or 2 according to q(x) 2 C or q(x) < 2. 
Here, 
ii= -@:;‘-E:;‘) (1.2) 
FJ=q1p1-x;1p2 (1.3) 
and P is a constant that depends on the pi, &, and, in the general setup, 
on prior probabilities and costs of misclassification. We refer to this 
classification procedure as quadratic discrimination. When X1 = & then 
the quadratic terms vanish, and we obtain the well-known linear classifica- 
tion rule. 
In practical applications the parameters of the two populations are 
unknown and must be replaced by sample estimates, yielding estimated 
quadratic and linear coefficients A and b, respectively. In this paper, we 
study aspects of quadratic discriminant function coeficients if X1 and X2 
are estimated under various constraints on the parameter space. In all four 
cases considered, the pi are estimated by the usual sample mean vectors 2,. 
Regarding the covariance matrices Zi, we consider the following 
possibilities: 
(i) estimate & by Si, the usual sample covariance matrices in 
unbiased form. The resulting discrimination procedure will be referred to as 
ordinary quadratic discrimination. 
(ii) assume that the common principal component (CPC) model 
holds, see Flury [6, Chap. 41: Under this model 
ci = pqY, i= 1,2, (1.4) 
where fl is an orthogonal p xp matrix, and Ai= diag(&,, . . . . &,) is a 
diagonal matrix. The procedure obtained by replacing the Xi in (1.2) and 
(1.3) by their maximum likelihood estimates under the CPC model will be 
referred to as CPC discrimination. 
(iii) assume that the two covariance matrices are proportional with 
an (unknown) proportionality constant y > 0, that is, 
X:,=yX:,. (l-5) 
Replacing the Xi in (1.2) and (1.3) by their maximum likelihood estimates 
under proportionality (see Flury [6, Chap. S]) then yields a method which 
we shall call proportional discrimination. 
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(iv) assuming equality of both covariance matrices, estimate the 
common E by the pooled sample covariance matrix S. This will be referred 
to as linear discrimination. 
The reason for studying CPC-discrimination and proportional dis- 
crimination is as follows: If in fact one of the constrained models (ii) to (iv) 
holds, estimating the Zi under the appropriate constraints should improve 
estimation, that is, should yield more stable estimates than those obtained 
under the most general setup (i). Consequently, one may expect better rates 
of correct classification if the most parsimonious among all correct models 
is used for discrimination. Models (i) and (iv) have found considerable 
attention in the literature-see, for instance, the review in Seber [18, 
pp. 299-300-J. No results seem to be known, however, for the “inter- 
mediate” cases (ii) and (iii). Only recently, the Panel on Discriminant 
Analysis, Classification, and Clustering [ 151 suggested using proportional 
discrimination. 
Ideally, one would like to know the joint distribution of A and b under 
the various models as well as expected error rates. However, the mathe- 
matical difficulties, particularly in the proportional model and the CPC 
model, seem prohibitive at the moment, and so we settled for a far less 
ambitious goal: asymptotic expressions for the variances of the elements in 
A and b, as obtained in Sections 2 and 3 of this paper. Since the four 
models are ordered hierachically, it is interesting to compare asymptotic 
variances across all correct models in a given situation. For instance, if 
proportionality holds, consistent estimates of the Ci are obtained under (i), 
(ii), and (iii), but using the most parsimonious proportional model (iii) 
yields in general smaller asymptotic variances. These comparisons, which 
constitute the main result of our work, are given in Section 4. (The techni- 
cally less inclined reader may skip Sections 2 and 3). Finally, Section 5 
discusses the result and gives an outlook. 
2. PRELIMINARIES 
In this section, we state three lemmas that will be used in Section 3 for 
obtaining the asymptotic variances. First some notation. By N,(c, Z) we 
denote the p-variate normal distribution with mean vector c and (not 
necessarily nonsingular) covariance matrix E. If (XJnsRI denotes a 
sequence of random variables or vectors, we shall write X, N AN,(p, E) to 
indicate convergence in distribution of the sequence (X,) to a p-variate 
normal with parameters as stated. By S N FV,(n, E) we mean that the 
random symmetric matrix S follows a Wishart distribution with n degrees 
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of freedom and parameter matrix Z. Here Z is assumed positive definite 
symmetric, and n > p - 1, but n is not necessarily integer. 
Throughout the paper we shall repeatedly use a theorem on vector- 
valued functions h(X,) of asymptotically normal random vectors X,, where 
each component function is real-valued and has a nonzero differential at 
the asymptotic mean (see Anderson [2, Theorem 4.2.31, or Serfling [ 19, 
Section 3.3, Theorem A]). We shall informally refer to this theorem as 
“Taylor series expansions.” Further techniques used are the “vet” notation, 
the Kronecker matrix product “0,” and the commutation matrix I,,,,; see, 
e.g., Muirhead [12, Section 2.21, Graybill [8, Chap. 81, Neudecker [13], 
or Magnus and Neudecker [lo]. The first lemma is based on the work of 
Anderson [ 1 ] and Davis [4], with a simpler method of proof. 
LEMMA 2.1. Let (En)nEN denote a sequence of random orthogonal p x p 
matrices, E, = (e,,), such that the sequence U, = &(E,, - 1,) converges to a 
p2-variate distribution. Let (L,),, wI denote a sequence of random diagonal 
matrices, L, = diag(l,, , . . . . I,), and A = diag(l,, . . . . A,) a fixed diagonal 
matrix such that the joint distribution of the diagonal elements of D,= 
J;;(L,- ) A converges to a p-variate distribution. Let M, = (m,,) = 
&(E,L,Ei - A). Then the limiting distributions as n -+ og of the mnii and 
mnii (i# j) are the same as the limiting distributions of ,,I%([,,~- ,lj) and 
Jk(S - Ai) enV, respectively. 
Proof Writing M, = M,l + Mn2, where 
M,, = D, + U,A + AU:, 
Mn2 = n-“2(U,Dn + D,UL + U,AUL + n-“‘U,D,Uk) 
(2.1) 
the sequence M,, converges to zero in probability. It follows from Slutsky’s 
theorem (Serfling [19, p. 191) that the asymptotic distribution of M, is the 
same as the asymptotic distribution of M,, . From the orthogonality of E,, 
U, + LJL converges to zero (Flury [6, p. 22]), and hence the asymptotic 
distribution of M,, is the same as the asymptotic distribution of 
D, + U, A - AU,,. The result follows. 
The second lemma is useful for obtaining asymptotic variances of the 
quadratic coefficients on level (i) of the hierarchy. It follows from the 
theory of the inverted Wishart distribution (Press [la], Siskind [20]). 
LEMMA 2.2. Let (SJneN denote a sequence of random matrices of dimen- 
sion p xp, with S, N W,(n, Z/n), I: positive definite symmetric, and let 
Wn=n1’2(S;1-I:-1). Then vet W,,NANJO, (Ip~+I~p,p))(~-l~~-l)). 
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Note. We shall use this result in the special case E = A = diag(l,, . . . . A,). 
Then the elements of W, have the following simple asymptotic distribu- 
tions: 
diagonal elements: w,,? - AN(0, 212,: ‘), j= 1, . ..) p 
off-diagonal elements: w,~,, h AN(0, 2,: ‘A; ‘), j# h. 
(2.2) 
The third lemma will enable us to easily obtain the asymptotic variances of 
the linear coefficients on levels (i) and (iv) of the hierarchy. The proof uses 
standard techniques. 
LEMMA 2.3. For f > p - 1, let S, denote a random p x p matrix such that 
S/N W,(f, Z/f ), where E is positive definite. For g > 0, let X, denote a 
p-variate random vector, X, m NJ&, Z/g). Let f(n) and g(n) denote real func- 
tions N-+R+ such that f(n)>p-1 for n>n,, lim,,,f(n)/n=t,<co, 
and O<lim,,, g(n)/n = tz < co. Suppose that Src,, and XgC,,) are stochasti- 
tally independent for all n E N. Then the limiting distribution as n + 00 of 
&@JT,‘,%fl, --Z-l&) is p-variate normal with mean vector 0 and 
covariance matrix 
where 
r’[(t;‘+ t,‘A2) I,+ t;‘iwP], (2.3) 
A2 = 6% ~ ‘6. (2.4) 
3. ASYMPTOTIC VARIANCES OF DISCRIMINANT 
FUNCTION COEFFICIENTS 
Throughout this section we use the following notation and assumptions: 
Si (i= 1, 2) are independent random matrices, Siw WP(ni, Ai/ni), where 
ni b p. By T, (i = 1,2) we denote the maximum likelihood estimators of the 
Ai obtained under the respective model specified in each theorem. $ 
(i= 1,2) denote independent random vectors, jzi N N&, &/Ni), where 
Ni = ni + 1. In componentwise notation we write Xi = (Xi,, . . . . Zip)‘, and 
Pi = (PiI 3 . . .9 pi,)‘. Moreover, the Si and Zi are assumed stochastically inde- 
pendent, as will be the case if they are sample mean vectors and covariance 
matrices obtained from normal distributions. We put n = n, + n2, and ri = 
lim, + oo n,/n = lim, _ m NJn, i= 1,2 and assume 0 < ri< 1. Theorems 3.1 
to 3.4 give large sample approximations to the variances of the coefficients 
in 
A= -$(T;‘-T;‘)=(ajh) (3.1) 
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b=T,‘f,-T,‘jZ,=(b,,...,bp)’ (3.2) 
under the four models considered. Since we will be interested in comparing 
the variances of discriminant function coeficients under the levels CPC, 
proportionality, and equality of covariance matrices, we shall assume that 
A, and AZ are both diagonal, i.e., Ai= diag(Ai,, . . . . A,), i= 1,2. In all 
theorems asymptotic normality of the ajh and bj follows from standard 
arguments and is not stated explicitly. Throughout this section, the symbol 
“z” will be used in two meanings: (1) to indicate a large sample 
approximation of the variance of a statistic; and (2) to indicate that the 
random variables on both sides have the same limiting distributions as n 
tends to infinity. 
THEOREM 3.1 (Quadratic discrimination). For large n, 
(a) var(a,]) z (2n)-’ (r;‘A;’ + r;‘A;‘), j = 1, . ..) p, 
and 
(3.3) 
Wajh) X (4n)-’ C(rliljAlh)-l + (r2&jL-‘l, j#h. (3.4) 
(b) var(bj) z n-l i (r&)-’ 1 + AZ;‘&+ i 
( 
A,‘& . (3.5) 
j=l h=l 
Proof. The results follow directly from Lemmas 2.2 and 2.3. 
THEOREM 3.2 (CPC discrimination). For large n, and if the diagonal 
elements of Ai are all distinct, 
(a) var(n,)zi (r;llZ;* + r;112G2), j = 1, . ..) p, (3.6) 
var(ajh) z a ejh[(n,‘-n,‘)-(~,‘-n,‘)]‘, j#h, (3.7) 
where 
Ojh = [ejy + (y-‘1-l (3.8) 
and 
(3.9) 
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(b) var(b,)z:-’ t (r,&-r (1+21;‘~;.) 
1 i= 1 
+ i ehjC~lh(n~'-~~')-~2h(n~1-n~')12 . (3.10) 
h=l 
h#j 
Prooj Under the CPC model, Ti = EL,E’ are the maximum likelihood 
estimators of Ai (i= 1,2), where Li = diag(lil, . . . . I,), and the columns of 
the orthogonal matrix E are estimated common eigenvectors. Part (a) then 
follows from Theorems 4.1 and 4.4 in Flury [6], using Taylor series 
expansions and Lemma 2.1. For part (b), let Wi= (wijh)=T;l (i= 1,2), 
and expand wtiXii and wiihXti in Taylor series. The proof can then be con- 
structed using the same theorems as in part (a). 
THEOREM 3.3 (Proportional discrimination). In the model of propor- 
tional covariance matrices, let A1 = A = diag(A,, . . . . A,), A, = yA (y > 0) and 
assume that all Aj are distinct. Then, for large n, 
(a) var(a,) z 1 n(2p)-1~,~2[(1-y-1)2(p-1)+r;‘y-2+r;1], 
j= 1, . . . . p, (3.11) 
and 
Wajh ) %i (LjinJ’ (1 --y-1)2, j# h. (3.12) 
(W var(~jbn J &I q’ +r;‘y-’ 
i 
+ E (Plh-Y+P2h)2 A,’ 
h=l 
r;‘p~j+r;1y-2p~j+ 
P-2 
2 (Plj-Y-1P2j)2 11 . 
(3.13) 
ProoJ: Let T= T, and T, = gT denote the maximum likelihood 
estimators of the proportional covariance matrices. Then A = 
-+(l-g-‘)T-‘. D enoting the spectral decomposition of T by ELE’, 
E= (eih), L =diag(l,, . . . . p , I ) both (a) and (b) can be shown by expanding 
the elements of A and b in Taylor series, using asymptotic results from 
Chapter 5 in Flury [6] and somewhat tedious calculations. 
In linear discrimination, the single covariance matrix is estimated by 
T, = Tz = (n, S1 + n,S,)/(n, + n,), and the quadratic terms of the discrimi- 
nant function vanish. Our final theorem is not new but stated here for com- 
pleteness. Actually even the exact first and second moments of the joint 
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distribution of the coefficients of the linear discriminant function are known 
(Kshirsagar [9, Chap. 6.5; Das Gupta [3]). The theorem follows from 
Lemma 2.3. 
THEOREM 3.4 (Coefficients of b in linear discrimination). For large n, 
where 6 = p, - p2 = (6,, . . . . ~3,)‘. 
4. SUMMARY OF RESULTS AND COMPARISONS 
4.1. Notation and Conventions 
In this section, we summarize and compare the results obtained in 
Theorems 3.1 to 3.4. On each level of the hierarchy, the discriminant func- 
tions estimated under this particular level and those obtained under all 
lower levels are theoretically correct; that is, the estimated coefficients 
converge in probability to the coefficients of the optimal classification rule. 
From the asymptotic efficiency of maximum likelihood estimates and from 
the fact that the asymptotic variances are diagonal elements of the inverses 
of information matrices, it follows that among all theoretically correct 
models in the hierarchy the most parsimonious one will have asymptotic 
variances smaller or equal to those of the competing models. The purpose 
of this section is to investigate how much improvement can be expected. 
The notation is the same as in Section 3, but for simplicity we restrict all 
comparisons to the case n, = n2 = n/2, that is, r1 = r2 = 5. Moreover, we 
assume pi = 0 and write 
6 = p* = (6 1 ) . ..) 8,) (4.1) 
for the vector of mean differences. By V,,,,(bj), Vc,,(bj), VP,,,(bi), and 
VEQU(bj) we denote the large sample variances of Section 3 obtained under 
the respective models, multiplied by n. Analogous notation is used for the 
variances of a2 and aj,,. 
The comparisons are summarized in Tables I to III, and all entries in 
these tables follow from Theorems 3.1 to 3.4 by (sometimes tedious) 
algebraic manipulations which we omit. The results are often not displayed 
in the simplest algebraic form, but rather in a form that facilitates com- 
parisons across the levels of the hierarchy. 
It should also be noted that in the three special models considered 
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(O’Neill’s model, the proportional standard model, Efron’s standard 
model) the assumption of simplicity of all eigenvalues is violated. The 
formulas given in those cases are limits for sets of eigenvalues converging 
to an eigenvalue of higher multiplicity. 
4.2. Summary of Results when the CPC Model Holds 
In this case, there are only two competing methods, namely CPC 
discrimination and ordinary quadratic discrimination. It is assumed that 
Ai = diag(&, , . . . . A,), i= 1,2, 
and that all eigenvalues are distinct. We also use the symbols 
(4.2) 
j#h, i=l,2 (4.3) 
(see Eq. (3.9)), and 
Qih=(l+ej;)/Oj;))-l, j# h. (4.4) 
Results are summarized in Table I in the column labeled “general case.” We 
note the following three points: 
1. The asymptotic variance of ajj is the same under both models used. 
This indicates already that the gain achieved by using the CPC model 
instead of ordinary quadratic discrimination may not be large, at least in 
the two-sample case. 
2. VDIFF(ajh) > Vc,,(ajh). Although this inequality must hold 
because of the hierarchical order of the two models, a direct proof gives 
some more insight into the conditions under which CPC discrimination 
can be expected to do better than ordinary quadratic discrimination. Let 
Then 
and 
a,=R,;‘-i#;’ 
Bi= (n,n,)-’ I i= 1,2. 
I 
2 
2vcdajh) = (aI - a2)’ 
4 
2 + 82. 
Hence 
(4.5) 
2(a?h + aifll)[ VDdqh) - ~cpc(ajh)l = (aID + ct2/3,)’ > 0 (4.8) 
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and the result follows because p,>O. It follows also that V,,,,(ui,) = 
Vc,,(uJ exactly if a,b2 + txJ?, = 0, that is, %,, - A, = I, - &. On the 
other hand, if 1;’ - 1;’ = L2;’ -A;‘, then the ujh obtained under the CPC 
model tend to zero at a rate faster n- ‘I?. 
3. Similarly, V,,,,(bj) > V,,,(b,), and equality is attained if 6, = 0 
for all h # j. 
The last column of Table I lists asymptotic variances for a particular 
case: a model investigated by O’Neill [14] to compare the performance of 
linear and quadratic classification rules. In O’Neill’s model, the parameters 
are Ai = I,, A2 =diag(cr2, 1, . . . . l), and 6= (d, 0, . . . . 0)‘. This is a special 
case of the CPC model. It turns out that only the off-diagonal quadratic 
coefficients uih (j#h) have smaller asymptotic variances under CPC-dis- 
crimination, while identical results are obtained for the linear coeffkients 
bj. 
Summarizing these results, it appears that using the more parsimonious 
CPC model may or may not improve the asymptotic variances, depending 
on the values of the parameters. For instance, if the two populations have 
parameters pi = p2 = 0, A, = (A !j) and A2 = (i y), then using the more 
parsimonious CPC model would have very little advantage, if any. 
4.3. Summary of Results when the Proportional Model Holds 
Table II displays asymptotic variances for proportional covariance 
matrices, that is, A, = y A,, where we write A, = diag(l,, . . . . A,). The 
symbol 
h=l 
is used to indicate the Mahalanobis distance between the two populations 
relative to the metric defined by A,. The following aspects are worth 
noting: 
1. V,ir,(u,) = Vcpc(ujj) > V,,o,(ujj). Again CPC-discrimination 
and ordinary quadratic discrimination yield the same asymptotic variances. 
For p large or y close to 1, VpRop uj ( ) may become considerably smaller 
than V,&u,). 
2. )VDIFF(uj,,) 2 vcK(ujh) = VPRoP(uih). For y close to 1 the latter 
two variances may become considerably smaller than Vi,,,,. Thus, for 
these coefficients, using the more parsimonious models appears to have 
considerable advantage over ordinary quadratic discrimination. 
3. vo,,,(bj) 2 f’cpdbj) 3 ~‘~ROP (b ). If A2 = 0 (that is, 8 = 0), then j 
equality holds in both cases. Otherwise, improvements may be expected, 
particularly if A2 is much larger than Sf/~jz,. 
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The last column of Table II contains results for the special case A, = I, 
and 6 = (d, 0, . . . . 0), which we call the “proportional standard model,” in 
analogy to Efron’s standard model for the case of equal covariance 
matrices (see Section 4.4). The most interesting result is perhaps that the 
linear coefficient b, has smaller variance if proportional discrimination is 
used instead of CPC discrimination, while b, to 6, have the same variance 
in both cases. 
In conclusion, these results suggest that using the proportional model 
(provided that it is true) may be advantageous, particularly if the dimen- 
sion p is large. But even CPC discrimination can be expected to do better 
than ordinary quadratic discrimination under these circumstances. 
4.4. Summary of Results when Covariance Matrices Are Equal 
Table III displays asymptotic variances when Ai = A2 = diag(il,, . . . . A,,). 
We write again A* = &A;% The symbol o( 1) in the table indicates that 
the respective coefficients tend to zero at a rate faster than n - ‘I*. We note 
the following: 
1. V,,,,(a,) = V&a,) 2 2V,,,,(aii) > 21/,&u,) = 0. Of course, 
linear discrimination, with aii= 0, is optimal. For large p the variance 
obtained iin proportional discrimination becomes much smaller than 
vCPC(ajj)~ 
2. Under both CPC and proportional discrimination, the variance of 
ajh tends to zero at a rate faster than n-‘. 
3. vD,,,(bj) 2 vcdbj) 2 T/PROP (b ) > V,,,(bj). A reduction of the j 0 
variance can be attained by using one of the constrained models if A2 is 
positive. In addition, the advantage of proportional and linear discrimina- 
tion increases with the dimension p. 
The last column of Table III displays simplified results for the “standard 
model” of linear discrimination proposed by Efron [S, p. 8931: A, = 
A,-&, 6= (A, 0, . . . . 0)‘. Note that the asymptotic variances obtained for 
proportional discrimination approach those of linear discrimination as p 
becomes large. 
In conclusion, these results confirm that linear discrimination is optimal, 
provided it is correct. For large p, however, we can expect proportional 
discrimination to be only marginally worse than linear discrimination, but 
better than CPC or ordinary quadratic discrimination. This is a direct con- 
sequence of the fact that the model of proportional covariance matrices 
adds only one to the number of parameters estimated if covariance 
matrices are equal. 
68314012-7 
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5. DISCUSSION 
The results summarized in Section 4 indicate that imposing constraints 
on the covariance matrices in quadratic discrimination can help to reduce 
the variances of estimated discriminant function coefficients. This was to be 
expected, although some of the details (for instance, the variance of uj,, in 
CPC discrimination, Table I) were rather surprising. However, this is not 
the whole story. All results obtained in this paper are purely asymptotic 
and concern only variances, but not bias. For small to moderate samples 
we might expect variances to contribute substantially to the mean squared 
error of estimated discriminant function coefficients and bias to play a 
minor role. Generally speaking, the smaller the sample size is, the larger we 
would expect the advantage of a parsimonious model. For small samples it 
may even be preferable (in terms of expected error rates) to use a theoreti- 
cally wrong, but simple model-see, for instance, the review in Seber [18, 
pp. 299-3001. Due to the mathematical difficulty of this problem, most of 
the results reported in the literature on this topic are based on simulation 
studies. The only exception is, to our knowledge, the work of O’Neill [ 141, 
who found approximate analytical expressions for expected error rates 
when linear discrimination is applied to the particular CPC model dis- 
cussed in Section 4.2. 
Given that wrong but parsimonious models may outperform theoreti- 
cally correct models, the methods of proportional discrimination and CPC 
discrimination offer attractive compromises between linear and ordinary 
quadratic discriminant analysis. In this sense, the results given in this 
article tell only a small part of the story and ignore the more important 
question altogether, namely, under what circumstances should which 
method of discrimination be used in order to minimize misclassification. 
The technical difficulties encountered with CPC and proportional dis- 
crimination have so far precluded us from obtaining even asymptotic 
expressions for error rates. However, expected error rates for any given set 
of parameters can be estimated by simulation; see Schmid [17]. In a 
forthcoming paper, Flury ad Schmid [7] report simulation results for 
situations that were directly motivated by the asymptotic theory of this 
article, confirming the conclusions reached in Section 4. In particular, the 
simulations confirm the usefulness of proportional discrimination (see [ 15, 
P. 611). 
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