The degeneration of the hyperelliptic sigma function is studied. We use the Sato Grassmannian for this purpose. A simple decomposition of a rational function gives a decomposition of Plücker coordinates of a frame of the Sato Grassmannian. It then gives a decomposition of the tau function corresponding to the degeneration of a hyperelliptic curve of genus g in terms of the tau functions corresponding to a hyperelliptic curve of genus g − 1. Since the tau functions are described by sigma functions, we get the corresponding formula for the degenerate hyperelliptic sigma function.
Introduction
We study an algebraic curve of genus g > 1 and the associated sigma-function of g variables which represents a natural generalization of the Weierstrass elliptic sigma function to curves with higher genus. Solutions of KP type equations are built of this function by known rules [17] . In particular they can be given as logarithmic derivatives of the sigmafunction. Degenerate solutions appear when the curves has multiple points, in particular, double points. The simplest degenerate genus g solution, which is studied in this paper, can be understood as a soliton on the background of multi-phase wave packet expressed in terms of the hyperbolic function and the sigma function of g − 1 variables. Such solutions are in great demands of applied sciences and explicit formulae in closed form are requested.
Here we deal with the case of hyperelliptic curves. But the method first manifested in [23] on the example of trigonal curve has a wider area of applicability. Thus we consider hyperelliptic case as a good laboratory for further generalizations. The main features of the method are the following.
First we show that the Sato theory, commonly considered as a deep theoretical description of integrability, can be implemented for the derivation of explicit formulae in a very concrete problem -the construction of degenerate solutions in an explicit and closed form.
In the case considered the hyperellptic curve with a double point leads to the decomposition of the Grassmannian frame and the decomposition of the tau function of genus g to the tau functions of genus g − 1.
Next, we incorporate the viewpoint of [5] and further developments, in particular, [26, 7, 11, 20, 25, 22, 6, 18, 2] , that the sigma function provides an algebraic counterpart of the Riemann theta function and an effective language to deal with the algebro-geometric integrability of soliton equations. After [21, 12, 10 ] the tau function is expressed in terms of the sigma function and the interrelation of sigma and tau is a part of the construction.
Also our derivation is based on the notion of Schottky-Klein bidifferential whose fundamental role in the construction of Abelian function associated with Riemann surfaces is elucidated in [14] . If we represent the tau function by Riemann's theta function, the additional exponential term is written using the expansion coefficients of the normalized bidifferential which is expressed through the Riemann theta function [29] . On the other hand if we represent the tau function by the sigma function the exponential term is written by expansion coefficients of the non-normalized algebraic bidifferential [21, 10] . For hyperelliptic curves such representation of the bidifferential is known from H.Baker's monograph [3] and nowadays it is obtained for wider classes of curves [8, 20, 28, 13] . To derive the formula for the degenerate sigma function we need to calculate the difference of bidifferentials corresponding to the degeneration of a genus g curve and the curve of genus g −1. We demonstrate that, with the help of the explicit algebraic expression of the bidifferential, it can neatly be expressed in terms of the coefficients of the defining equation of the curve. In this way we get the formula which expresses the degenerate sigma function of genus g in terms of the sigma functions of genus g − 1. The case of genus two was previously studied in [4] , where the system of linear differential equations satisfied by the sigma function was used to derive the formula. Our result generalizes it to the case of genus g by another method (see section 6 for details).
Here it should be emphasized that the method proposed here permits to circumvent calculations of limits of the Riemann matrix and the whole procedure reduces to routine expansions of algebraic quantities such as the non-normalized bidifferential represented in algebraic form. Thus we can expect that it is effective for the more complicated curves than hyperelliptic curves.
Recently degenerations of curves to genus g = 0 and associated trigonometric solutions to the KP hierarchies were studied in [16, 1] ( see also references therein). It is shown that the Sato Grassmannian approach is effective in this case [23, 24] . We believe that our consideration will permit us to extend interesting results and observation found in these publications to the case of genus g > 1 degeneration of a curve.
The organization of the paper is as follows. In section 2 we recall the Sato Grassmannian and the tau function of the KP-hierarchy. The points of the Sato Grassmannian corresponding to a hyperelliptic curves are studied in section 3. By decomposing the frame corresponding to a degenerate hyperellptic curve, the decomoposition of the degenerate tau function is derived. In section 4 the formula of the tau function in terms of sigma function is derived. Detailed properties of the hyperelliptic sigma functions are used to do it. The formula for the degenerate sigma function of genus g in terms of the sigma function of genus g − 1 is derived using the formula in the previous sections in section 5 . Finally, in section 6, we show that the formula of [4] for the degeneration of the sigma function of genus two can be derived by the method in this paper.
Sato Grassmannian and tau function
We denote by Z the set of integers and by N the set of positive integers.
Let
be the vector space of Laurent series in z and
Define the projection map from V to V ∅ by π:
The Sato Grassmannian UGM is defined as the set of subspaces U of V such that Ker(π| U ) and Coker(π U ) are finite dimensional and their dimensions are equal.
Example 2.1. U = V ∅ ∈ UGM. In this case dim Ker(π|U ) = dim Coker(π|U ) = 0.
Cz℘
(i) (z) ∈ UGM, where ℘(z) is the Weierstrass elliptic function and ℘ (i) (z) = d i ℘(z)/dz i . In this case dim Ker(π|U ) = dim Coker(π|U ) = 1.
We set
A basis ξ = (. . . , υ 3 , υ 2 , υ 1 ) of U ∈ UGM is called a frame of U . Write
and identify υ j with the column vector (ξ i,j ) i∈Z ,
Then ξ can be expressed as a Z × N matrix (ξ i,j ) i∈Z,j∈N . For any point U of UGM it is always possible to take a frame in the following form: there exists l ≥ 1 such that, for j ≥ l,
(2.1)
In the matrix form it means that the frame has the following form
where the right most 1 in (2.2) is the (−l, l) component. In the following we assume that a frame is always of this form. A sequence of integers M = (m 1 , m 2 , . . .) such that
is called a Maya diagram. The set of Maya diagrams and that of partitions bijectively correspond to each other by
For a partition λ the Plücker coordinate ξ λ of a frame ξ is defined by
The infinite determinant is well defined for a frame of the form (2.2). The Schur function s (i) (t), t = (t 1 , t 2 , . . .) t , corresponding to the partition (i), i ≥ 0, is defined by
For an arbitrary partition λ = (λ 1 , λ 2 , . . . , λ l ) the Schur function s λ (t) is defined by
Assign the weight i for t i . Then s λ (t) is homogeneous of the weight |λ| = λ i . The tau function of a frame ξ of a point U of UGM is defined by
where the sum is over all partitions. If ξ ′ is another frame of U then τ (t; ξ ′ ) is a constant multiple of τ (t; ξ).
The tau function gives a solution of the KP-hierarchy. The KP-hierarchy in the bilinear form is the equation for τ (t), t = (t 1 , t 2 , . . . ) t given by Sato's fundamental theorem tells that any formal power series solutions of the KPhierarchy can be constructed from UGM. Theorem 2.3.
[27] For any U ∈ UGM and a frame ξ of U τ (t; ξ) is a solution of the KP-hierarchy. Conversely for any formal power series solution τ (t) of the KP-hierarchy there exists a unique point U of UGM and a frame ξ of U such that τ (t) = τ (t; ξ).
3 Tau functions of hyperelliptic curves
The case of zero point
Consider the hyperelliptic curve C of genus g given by
where {α i } are mutually distinct complex numbers. The space of meromorphic functions on C which are regular on C\{∞} is denoted by H 0 (C, O( * ∞)).
A basis of this vector space is given by
We take the local coordinate z around ∞ such that
Then the basis (3.2) is written as
We consider F (z) as a power series in z by the Taylor expansion at z = 0. Multiplying these functions by z g we get a frame of UGM (see §4 of [24] )
If a Laurent series v(z) is of the form
we define the order of v(z) to be −N . Arrange elements of (3.4) by their orders and denote them by
Define the frame X of a point of UGM by
Notice that X satisfies (2.1).
Degeneration
Let α be a complex number which is different from α j , 1 ≤ j ≤ 2g − 1. We consider the limit of C when α 2g and α 2g+1 go to α. The curve C tends to
The limit of the function F (z) becomes
Then the limit of f j exists and it is obtained by replacing
Denote the limit of f j by f 0 j . Define X 0 as the limit of the frame X,
It still is a frame of a point of a UGM, since the highest order terms of f j and f 0 j are the same. Let U 0 be the corresponding point of UGM.
We multiply X 0 by (1 − αz 2 ) −1 . Then the following set of functions is a basis of
Lemma 3.1. We have the following equation
where, for a set of functions S, < S > denotes the vector space generated by S.
Proof. Notice that z g /(1 − αz 2 ) belongs to both the LHS and the RHS of the equation (3.8) . Then using the relation
it is easy to show that the RHS is included in the LHS by inducion on i. The converse inclusion relation can be proved by using
By Lemma 3.1 and (3.7) the set of functions
becomes a basis of (1 − αz 2 ) −1 U 0 . Arrange the functions in (3.10) by their orders and denote them by f 1 , f 2 , ...,
Define the frame X of UGM by
In the change from (3.7) to (3.10) only the relation (3.9) is used. It does not change the Plücker coordinates. Therefore the tau functions of X and (1 − αz 2 ) −1 X 0 are the same,
The case of one point
Consider the hyperelliptic curve C ′ of genus g − 1 given by
which is extracted from the singular curve (3.6). Let z be the local coordinate of C ′ around ∞ such that
and α be as in the previous section. Fix a point (α, y 0 ) of C ′ and set
Since α is different from α j , 1 ≤ j ≤ 2g − 1, y 0 = 0 and p + = p − . For a point P of C ′ denote by H 0 (C ′ , O(P + * ∞)) the space of meromorphic functions on C ′ which are regular on C ′ \{P, ∞} and have a pole at P of order at most one. Define the vector spaces W ± by
The following set functions is a basis of W ± ,
Writing these functions in z and multiply them by z g−2 we get
It becomes a frame of a point of UGM (see §4 of [24] ). Arrange the functions in (3.14) by their orders and name them as h
We define the frames Y ± of points of UGM by
Relation of tau functions
Since h
Then h i is related to f i by
The following important decomposition holds,
Substituting (3.17) into the frame X, for any partition λ, the Plücker coordinate X λ can be written in terms of the Plücker coordinates Y ± λ as
Thus we have Theorem 3.2.
4 Tau function in terms of sigma function
Hyperelliptic sigma function
Write the right hand side of (3.1) as
We assign the weight k to µ k , and weight 2 to x. Then this polynomial is homogenous of the weight 4g + 2. Let {a i , b i |1 ≤ i ≤ g} be a canonical basis of the homology group of C, {du
and
where
Define the g × g period matrices by
The following relation is valid,
k is introduced in [26] by different notation for hyperelliptic curves. Its generalizations are given by [25] for (n, s) curves and by [22] for arbitrary Riemann surfaces.
In general, for A = (a 1 , ..., a r ) ∈ {1, 3, ..., 2g − 1} r and a function G(u), u = (u 1 , u 3 , . . . , u 2g−1 ) t , set
be the Riemann's theta function with characteristics.
In the context of the problem considered characteristics ε, ε ′ ∈ R g are half integers, ε i , ε ′ j = 0 or 1/2. Choose ∞ as a base point and denote by K the Riemann's constant for this choice, then characteristics of vector −K, denoted as [−K], are known to be half-integers. The following is valid
Set u = (u 1 , u 3 , ..., u 2g−1 ) t . Then the fundamental sigma function for (C, ∞, {du
Assign the weight −i to u i . The sigma function does not depend on the choice of a canonical homology basis and has the expansion of the form σ(u) = s ν (g) (u) + (terms with weights > |ν|), where ν (g) = (g, g − 1, ..., 1).
Tau function corresponding to the frame
by the expansions at ∞,
can be expressed explicitly by {α j } as follows. We have
The tau function corresponding to the frame X is given by In this section p ± = (α, ±y 0 ) denote the points on C except in Theorem 4.9, where C ′ is considered. Set
For points p 1 , ..., p k on C and any A = (a 1 , ..., a r ), we set
for the sake of simplicity.
(ii) The following expansion in
where s
Since p + is the image of p − by the hyperelliptic involution (x, y) → (x, −y),
Therefore, we have, by the case k = 2 of Proposition (4.5) (ii),
where z = z(p).
By Corollary 4 of [25] f (p) = s
and consequently f (p) is not identically zero as a function of p. By Theorem 8 of [25] f (p) has the same quasi-periodicity (automorphic) factor as that of σ (g) (u) substituted by u = p ∞ du (g) . Then by a similar argument to the proof for that the Riemann's theta function has g zeros on a Riemann surface, it can be proved that f (p) has g zeros. But f (p) has already a zero of order g at ∞ by (4.8). Thus f (p) does not vanish at p = ∞. By (4.7) and Lemma 4.6 the following definition of the numbers d
where, for g = 1, we set A
2,1 = 1. Lemma 4.7. Suppose that q ∈ C\{∞}. Then σ (g) (u + q) = cs ν (g−1) (u) + (terms with the weight> 1 2 g(g − 1)), (4.10)
for some constant c = 0, where
Proof. For g = 1 there is nothing to prove. Suppose that g ≥ 2. Take
in (5) of [22] . We denote by L the holomorphic line bundle associated with
which is denoted by L e+δ in [22] . Write q = (x 0 , y 0 ). Then
is a basis of
Notice that the filtration of the latter space is defined by
since it has a pole of order 2g − 1 at ∞. Therefore non-gaps of L at ∞ are Then the lemma follows from Theorem 13 of [22] . For g = 1 it should be understood that s , using Theorem 8 of [25] and putting u = 0, we get
, which proves the lemma. Then Theorem 4.9. The tau function corresponding to the frames Y ± is given by
Proof. Let τ (t) be the right hand side of (4.11). We shall calculate
Let d r i be the differential of the second kind with a pole only at ∞ such that
By Lemma 8 of [21] 
Then we have
2,1 σ (g−1) 
By Theorem 8 of [25] it has the same automorphic factor as that of
. Therefore z −(g−2) Ψ(t; z) is a one valued meromorphic function on C\{∞} with an essential singularity at ∞, where it has the form,
by (4.7). Let us determine the pole of Ψ(t; z) on C ′ \{∞}. 
Proof. Let f (p) the function in question. By Theorem 5, Lemma 1 of [25] f (p ± ) = 0. By (4.7) f (p) has a zero of order g − 2 at p = ∞. By a similar argument to the proof of Lemma 4.6 f (p) has g − 1 zeros on C ′ . Thus the zero divisor of f (p) is p ± + (g − 2)∞. By the lemma and Krichever's theory [17] z −(g−2) Ψ(t; z) is the Baker-Akhiezer function corresponding to the divisor p ± + (g − 2)∞, which is not a general divisor if g ≥ 4, and Ψ(t; z) is the adjoint wave function of the KP-hierarchy [9] . So τ (t) is a solution of the KP-hierarchy. Since z −(g−2) Ψ(t; z) has a pole at p ± of order at most one, the expansion coefficients of Ψ(t; z) in t 1 , t 2 , ... are contained in the space spanned by Y ± . Thus the points of UGM corresponding to τ (t) and τ (t; Y ± ) coincide. Then τ (t) is a constant multiple of τ (t; Y ± ) by Theorem 2.3.
By Lemma 4.7, Lemma 4.8 the Schur function expansion of τ (t) takes the form τ (t) = s ν (g−1) (t) + (higher weight terms).
By the definition of the frame Y ± , τ (t; Y ± ) has the expansion of this form. Thus τ (t) = τ (t; Y ± ).
5 Degeneration of sigma function
Relation of sigma functions
Expand
By (3.12)
We denote the limit of σ (g) (u) by σ (g)0 g (u) etc. by putting the upper index 0 to each quantity. Then, by taking the limit of (4.5) we have
Substitute (4.11) and (5.2) to (3.19) . We get Theorem 5.1. The following relation is valid:
3)
where ± are identified with ±1.
which, in terms of coordinates, is written as
The following equation holds,
Proof. The equation (5.5) is equivalent to
Let us prove it. We have 9) which is equivalent to
where we set b (g)0 ij = 0 if j ≤ 0. Multiplying t 2j−1 and summing up we get
By (5.7) we have
Substituting this to (5.10) we get (5.6). By (5.4) and (5.5) the arguments of σ (g)0 and σ (g−1) in Theorem 5.1 is directly connected without the variable t. Let us study other parts in the formula (5.3).
The expression of t by u
Proof. We have
The matrix M can be computed as the cofactor matrix.
where, for i < j, 14) and
Difference of bidifferentials
We set µ 4g−2−2i = 0 if i < 0 or i > 2g − 1. The relation
By computation we have Lemma 5.5.
.
Then 
Problem and the strategy
Let α 1 , ..., α 5 be mutually distinct complex numbers, a a complex number and
genus two hyperelliptic curves. Two curves C 1 and C 2 are isomorphic by
Assume that α = α j , j = 1, 2, 3 and consider the degeneration α 4 , α 5 → α of the curve C 1 to
Correspondingly the equation (6.2) degenerates to
where we set
Notice that the coefficient of x 2 becomes zero in the second factor of the right hand side of (6.5) . This is the reason why we consider the shift by (2/3)α in (6.2) . Notice that, due to µ 2 = 0, the coefficients of 3 j=1 (t − α j ) in (6.4) becomes 2α which is not zero if α = 0. In [4] the limit of the sigma function of C 1 is expressed by the sigma function of the elliptic curve
Although C 1 and C 2 are isomorphic, their sigma functions are not the same (see Remark 6.2). So we can not apply our result directly to the case studied in [4] . However the idea to use tau function can be applied. The strategy is as follows. We first show that the tau functions of C 1 and C 2 are the same. By Theorem 3.2 the limit of the tau function of C 2 is expressed by the tau functions of C 1 . We can not apply Theorem 4.4 to the tau functions of C 1 , since the sigma function formula of the tau function depends on the choice of a local coordinate. As we shall see, for C 1 , we need to use the local coordinate z at ∞ given by
While Theorem 4.4 is derived using the local coordinate z such that
However it is possible to make the sigma function formula of the tau function using the local coordinate satisfying (6.8) in a completely similar way to the case of (6.9).
Tau function of C 1 and C 2
Take the local coordinate z at ∞ of C 2 by
By (6.3) z becomes a local coordinate at ∞ of C 1 such that
which, in terms of z, is written as
We easily have Lemma 6.1. The vector space generated by (6.11) and that by (6.12) coincide.
By Lemma 6.1 C 1 and C 2 with the local coordinate z determine the same frame X given by (3.5) . Therefore their tau functions are the same. Consequently Theorem 3.2 holds for tau functions of C 1 and C 3 . 
by the expansion coefficients in terms of the local coordinate z of (6.10). Then it can be proved that Theorem 4.4 holds without any change.
Let ℘(u) be the Weierstrass elliptic function. The points of C 3 are parametrized as
By definition
We choose a ∈ C such that For the curve C 3
du
(1)
In the following everything is computed in the limit α 4 , α 5 → α. We have 
we have Put g = 2 in Theorem 4.9 and use s (1,±) j Therefore q
1,1 = 0, q
1,3 = q (1,±) j , j = 1, 3 are the expansion coefficients of the first term of the left hand side of (6.25) . By computation we have
(1,±) 3 It shows that the sigma functions of C 1 and C 2 do not coincide.
