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where co, cl, c2 ....... are polynomials in n, and are odd or even functions of n according as q is even or odd.
There is a recurrence relation (n + 1)(n + m + 1)F.+1(z) = -(2n + 1)zF.'(z) + n(n -m) (z) ( 18) It follows then from equations (16) and (4) Z2r1} (20) q + 1 n2a02 Formulas (4), (9) and (10) are the most useful for computational purposes.
1 I. Waller, Zeit. Physik, 38, 644 (1926 (1934) . There is a slight error in his expression for r for 1=2, the coefficients being all 10 times too large.
3 a may be equated to zero except in the case q = 21. The puzzling asymmetry of the two equations, as to whose physical reasons the author gives no hint, was, in our opinion, the main cause why the work of Kolmogoroff did not receive more attention. Unless these reasons are fully understood, an intelligent application of the theory to practical problems is very difficult. We think it, therefore, worth while to present in the following lines a discussion of the mutual connection between the two equations of Kolmogoroff and of their relation to other forms of the diffusion equation used in physics.
2. The concept of the transition probability applies to systems composed of many identical elements. If one of these elements was at the time s in the state x, the probability of its being found at a later time I in the state y is called transition probability and is denoted by v(x, s; y, t Jv(x, s; y, t)dy = 1,
Jv(x, s; y, t')v(y, t'; z, t)dy = v(x, s; z, t) at a y2
The meaning of the coefficients is the mean transition velocity of an element at the time t and in the state y a(y, t) = lim.O -J(r -y)v(y t;
and the mean spread of this velocity b(y, t) = limA.O 2 -y)2v(y, t; 77, t + A)d7.
Another type of probability which also has considerable physical interest is the distribution probability or density of distribution D(s, t; y) which is defined as the chance of finding an element in the state y at the time t, no matter where it came from. It is clear from the definition of the function v(x, s; y, t) that the density of distribution is connected with it in the following way D(s, t; y) =) (s, s; x)v(x, s; y, t)dx,
provided D(s, s; x) is the known density at the time s. Hence D(s, t; y) must also satisfy the equation (4). 
3. The most important case is the one in which the coefficients a(y) and b(y) are independent of time. The system is then called "homogeneous in time" and it is apparent from (5) and (6) that the transition probability can be represented as v(x, y, t-s), depending only on the elapsed time t-s. It will be sufficient for our purpose to consider this simpler case. In fact when we meet in the applications probabilities that are not homogeneous in time they usually are also not independent and, therefore, outside the pale of Kolmogoroff's theory. As the equation (8) shows, the main physical characteristic of these systems is that in them the density of distribution D tends toward a state of equilibrium with the definite value Do(y). Supposing that the system has reached its equilibrium state, we can apply thermodynamical reasoning: For any interval of time the number of systems which move from the state x into the state y must be equal to the number of those which move in the opposite direction. This leads to the formula Do(x)v(x, y, t-s) = Do(y)v(y, x, t-s),
as a direct expression of the second law of thermodynamics. by L Do(y) by2 L Do(y) J As a distribution density, Do(y) must be an integral (independent of time) of the same equation which is satisfied by v(x, y, t-s). We shall see that this requirement is fulfilled if we put Do(y) = exp dy, (11) where C is a constant. In fact, the equation for the transition probability v(x, y, t-s) becomes then 
aJy aJy2
These equations are of the second Kolmogoroff type which is thus obtained from the first. The asymmetry between the two types is, therefore, shown to be an immediate consequence of the second law of thermodynamics.
4. It is important to understand the physical nature of the coefficients a and b of the diffusion equation. According to the equation (5), a(y) is the mean transition velocity of all elements starting from the state y. At first sight, one should be inclined to think that systems in which this mean velocity vanishes must tend toward an equilibrium with uniform density of distribution. This is, however, not the case: Applying the second law of thermodynamics we found, in the preceding section,2 that the equilibrium distribution Do(y) is not given by the general integral of the equation (13) (3) and (4) are more general since they include the case of transition probabilities which are inhomogeneous in time.
G. I. Taylor' gave an important impetus to the statistical theory of turbulence by introducing the concept of "isotropic" turbulence, defined by the feature that the mean squares and mean products of the velocity components and of their derivatives are invariant with respect to rotation and reflection of the coordinate axes. Taylor found that under the assumption of the isotropy, the squares and double products of the first derivatives of the velocity components can be expressed by one single correlation function R(y). This function is defined by the ratio =-where u, and U2
