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Abstract 
Software development organizations measure their real-world processes, products, and re-
sources to achieve the goal of improving their practices. Accurate and useful measurement relies 
on explicit models of the real-world processes, products, and resources . These explicit models 
assist with planning measurement, interpreting data, and assisting developers with their work. 
However, little work has been done on the joint use of measurem(int and process technologies. 
We hypothesize that it is possible to integrate measurement and process technologies in a way 
that supports automation of measurement-based feedback. Automated support for measurement-
based feedback means that software developers and maintainers are provided with on-line, 
detailed information about their work. This type of automated support is expected to help 
software professionals gain intellectual control over their software projects. 
Tue dissertation offers three major contributions. First, an integrated measurement and 
process modeling framework was constructed. This framework establishes the necessary foun-
dation for integrating measurement and process technologies in a way that will permit automa-
tion. Seyond, a process-centered software engineering environment was developed to support 
measurement-based feedback . This system provides personnel with information about the tasks 
expected of them based on an integrated set of measurement and process views. Third, a set of 
assumptions and requirements about that system were examined in a controlled experiment. The 
experiment compared the use of different levels of automation to evaluate the acceptance and 
effectiveness of measurement-based feedback. 
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Chapter 1 
Introduction 
Software in the mid 1990's involves far more than payroll systems, spread-sheet packages, and 
ftight simulator games . Software is first and foremost a tremendous productivity tool: it helps us 
compose and format documents, make decisions based on data analyses, and access enormous 
stores of information. Thanks to its unparalleled flexibility, the use of software in embedded 
systems is growing rapidly. To !ist a few examples, software has assumed a leading role in 
telephone switching offices, civilian and military jet aircraft, airport baggage-handling systems, 
and radiation therapy machines. In brief, software has become the value-added technology 
that companies use to distinguish their products from the competition. As a result, society is 
increasingly forced to rely on the orderly and reliable functioning of software. 
1.1 Context of the Dissertation 
Software development and maintenance practices have not kept pace with the demand for reliable 
systems that meet their user's expectations [Gib94]. All of the embedded-system examples 
mentioned above have experienced catastrophes, some that resulted in lass of life, due to faulty 
software. Large projects in the civilian and military domains regularly overrun schedules and cost 
budgets, buyers of shrink-wrap software become de facto beta testers, and consumer products 
such as automobiles increasingly malfunction due to software defects rather than manufacturing 
flaws. One reason is that software development and maintenance practices resemble a craft-
oriented cottage industry more than an engineering field. The Jack of engineering discipline can 
be seen in the following problems: 
• Processes are implicit. 
A process is a set of partially ordered steps intended to reach a goal [FH92]. Software 
organizations generally have a poor understanding of the processes followed by their 
development and maintenance staff. Definitions of the actual processes exist only implicitly 
in the minds of the staff, leading to redundant work and poor communication. Further, it is 
impossible to perform cause-effect analyses when a project fails, and difficult to duplicate 
work practices when a project succeeds. 
• A quantitative understanding is missing. 
Few organizations possess a quantitative understanding of process and product qualities 
such as cost or reliability. Even the most rudimentary measures frequently recommended 
for processes such as the number of defects found are not regularly collected [Dem86]. 
Further, quality goals are seldom expressed in operational, quantitative terms. 
• Projects have no predictive capabilities. 
Models are not commonly used to track or predict the attainment of project goals. A 
model may be as simple as an equation that predicts growth in lines of code based on the 
percentage of schedule expended. Without predictive capabilities, software development 
organizations cannot make sound judgements about their projects. 
• Techniques are not validated. 
Vendors of new tools and techniques made wild claims such as "900% productivity im-
provement" but have no evidence to support their claims. Even worse, these new tools and 
techniques are often applied in revenue-producing projects before they can be assessed, 
validated, and tailored for the local context. 
• History is ignored. 
Past experience is more frequently discarded rather than packaged for learning and reuse. 
Thus software projects are condemned to repeat the same basic mistakes. Also, because 
so few models exist for predicting the attainment of project goals, the models cannot be 
improved based on information gained from new projects. 
To summarize, basic principles known in other engineering fields are not being followed by 
the majority of software professionals. lt is clear that software professionals have not attained 
the needed intellectual control over their development and maintenance projects. 
1.2 Statement of the Problem 
This dissertation addresses the first two problems from the previous list, namely implicit pro-
cesses and a missing quantitative understanding. We hypothesize that it is possible to integrale 
measurement and process technologies in a way that allows automated support for assisting 
software development personnel. Assistance based on measurement and process technology is 
named measurement-based guidance andfeedback. The long-term goal of automated support for 
measurement-based guidance and feedback is to improve communication and reduce problems 
among teams who cooperate on a lengthy project. 
The research described in this dissertation encompasses three goals. First, a foundation for 
measurement-based feedback must be established that supports automation . Second, a software 
system must be built to provide personnel with on-line, measurement-based feedback . Third, the 
acceptance and effectiveness of such a system must be evaluated empirically. 
This work is done in the context of a comprehensive approach for gaining intellectual control 
over software projects. The Quality Improvement Paradigm (QIP) calls for treating software 
development as an experimental activity from which continuous learning is possible [Bas85] . 
Continuous learning is supported by measuring and modeling the processes of the project orga-
nization. The aspect of measurement entails gaining a quantitative understanding of factors such 
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as cost, defects, etc. The aspect of modeling entails gaining an explicit understanding of the 
processes, products, and resources in the project organization. Although the measurement and 
modeling approaches are a natural fit with each other, and some recent work has recognized that 
fact [dBS95, Pfl95], little work has been done on integrating them. 
1.3 Contributions 
The major contributions of this dissertation are the following. First, a framework for integrated 
measurement and process modeling was constructed. This framework explores how process 
aspects may be incorporated with measurement, supports the joint application of these two 
improvement approaches, and reveals some of the implications of using them together. Use of 
this framework results in an integrated view that can be used to provide measurement-based 
guidance and feedback. Second, a process-centered software engineering environment was 
developed to automate some aspects of measurement-based guidance and feedback. Personnel 
who use this system are provided with information about the tasks expected of them based on 
the integrated view. An important part of the system's description is a statement of assumptions 
and requirements for such a process-centered software engineering environment. Third, the 
acceptance and effectiveness of that system were evaluated in a controlled experiment. The 
experiment compared the use of on-line and off-line guidance and feedback techniques to test the 
assumptions and requirements conceming automated support for measurement-based feedback. 
1.4 Integration of Measurement and Process 
We suggest integrating measurement and modeling technologies for the following reasons. 1 
There is a growing understanding that useful plans for software projects must be based on explicit 
models of processes, products, and resources (see for example [HB92, HF94]). However, even 
the best models describing "how" a process should be performed are not helpful without an 
operational, measurable description of "how well" it should be performed. Similarly, the best 
plans for measurement programs are useless if they are based on incorrect assumptions regarding 
the processes, products, and resources to be measured [RUV92]. Therefore, both measurement 
and process modeling technologies are needed. 
Measurement technology is needed to define target data values for the goals to be achieved 
by a project, to make the status of a project visible, to gather data that supports the performance 
of project team members, to predict future project performance, and to establish baselines against 
which improvement claims can be judged [BCR94b]. Experience tells us that useful plans for 
measurement activities can be established and significant improvements can be achieved based 
on goal-oriented measurement approaches in local environments [McG90]. 
Process modeling technology is needed to capture project goals explicitly, to build explicit 
models of real-world processes, and to integrale these models with other elements into compre-
1 Portions of Section 1.4 and subsections are reprinted from Information and Software Technology, 35(617), C. 
M. Lott and H. D. Rombach, "Measurement-based guidance of software projects using explicit project plans," pp. 
407-419, Copyright 1993 with kind permission from Butterworth-Heinemann Journals, Elsevier Science Ltd„ The 
Boulevard, Langford Lane, Kidlington OXS 1 GB, UK. Not to be further copied without the publisher's specific 
permission. 
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hensive process views. This technology can be used to track project performance using explicit 
descriptions, to specify and plan changes in a process, and to improve process descriptions both 
on-line (i.e., while a project is being perfonned) and off-line (i .e., for future projects) [CK092]. 
Tue integration of measurement and modeling technologies brings together two views of a 
single software development project. Essentially, implicit overlaps and relationships between 
measurement activities and development processes are made explicit. In this research, a "mea-
surement view" describes the goals, questions, metrics, plans, data, results, etc. conceming the 
measurement activities in some development project. A "process view" describes the processes, 
products, resources, etc. involved in the project's work. 
The integration of measurement and modeling views yields synergy effects during the project 
planning phase as well as during projec~execution [LR93] . During planning, the development 
and use of integrated views ensures that the measures are based on sound assumptions about the 
processes, and that an operational definition of quality goals has been established for the processes . 
During project execution, integrated measurement and modeling views support guidance, data 
collection, tracking, feedback, and replanning. Guidance means informing personne1 in advance 
about their goals and tasks. Data are collected about those goals and tasks. Tracking involves 
comparing collected data with expected values to evaluate whether goals are being met. Feedback 
means notifying personnel of the results of tracking, possibly notifying them of problems. Finally, 
replanning involves deciding on steps to take when tracking reveals problems. Tue approach 
described in this work includes guidance, data ~ollection, tracking, and feedback. Replanning is 
not addressed. 
Examples of using integrated views for describing the status quo and for improving existing 
practices are discussed next. 
1.4.1 Example 1: Describing the status quo 
Any improvement effort must have a starting point, or a baseline for comparison. To describe 
the status quo (develop a baseline), an organization essentially performs descriptive modeling . 
Descriptive modeling means capturing existing processes, regardless of how well or poorly 
structured those processes (and the resulting models) are. Tue organization also builds quality 
models that describe how well the processes are performed. When describing the status qua, 
the integration of views helps identify the method, responsibility, and appropriate time for 
data collection, improves the identification of possibilities for collecting required data [Vis94], 
encourages process models that state quantitative goals father than algorithms, and guarantees the 
correspondence of the measurement view with the process view. For example, Carr et al. built 
a baseline by modeling a set of existing, highly complex processes [CDP95]. The models were 
used to gain an understanding of the status qua and ultimately to restructure those processes . 
A simple example is presented here. Consider a project named "DCTl" that designs, codes, 
and tests pieces of code. Describing the status quo of DCTI would begin by modeling the 
products and then processes, resulting in a simple process view. Tue product-ftow view of this 
example project appears in Figure 1.1. Product ftow is modeled as inputs and outputs among 
the three processes "write_design," "write_code," and "tesLcode." Each process consumes and 
produces a single product. Forward product flow is modeled as a single document produced by 
each process and consumed by its logical successor. Backward product flow is produced and 
consumed similarly, but in the opposite direction . Not shown in the figure is control flow; the 
4 
write_des : 
Write_design 
write_code : 
Write_code 
test_code: 
Test_code 
Figure 1.1: Product flow in example DCTt 
ftow of control in this project might be modeled as iterative cycles through the set of processes. 
Next, assuming that the organization has no understanding of resource use and defect rates 
within the DCTl project, it would develop a plan for measuring and interpreting this data (a 
"measurement view"). Rough consistency must then be achieved between the measurement and 
process views. "Rough consistency" simply means that some agreement has been reached among 
personnel about what processes and products actually exist, are important, and should be both 
modeled and measured. 
An example measurement goal for the DCTl project is "to analyze the design process, in 
order to understand it, with respect to the cost and detection of requirements defects, from the 
development team's viewpoint, in the development organization." This goal is tracked using 
data that are collected from the three processes. The personnel will measure resource and defect 
data. The project chooses to collect resource and defect data based on the staff-hours charged 
to each process and the defects found in each process. Once the personnel have agreed on what 
processes should be modeled and measured, the final part of integration involves deciding upon 
the responsibility (who), the procedure (how), and the triggers (when) for collecting the data. 
After the integration is accomplished, the planners check various consistency properties of 
the resulting views on the DCTl example. First, analyzing consistency lets them be certain 
that the two views of the project refer to the same products (e.g„ the requirements document), 
processes, and resources . Second, the planners can judge whether all information needs from the 
measurement view (e.g„ requirements defects) can be satisfied based on the information sources 
identified in the process view. Third, the consistency check guarantees that metrics specified in the 
measurement view (e.g„ effort) and attributes in the process view match. Finally, the consistency 
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check ensures that the goal of gaining an understanding has been followed. Specifically, the data 
are collected during this project only to gain an understanding and to document the status quo. 
Although the consistency checks are straightforward in this example, the example demonstrates 
the necessity of checking for a one-to-one mapping between products, processes, and resources 
identified in the two views and for consistency among the data requirements and data sources. 
1.4.2 Example 2: lmproving existing practices 
Once a baseline is established (i .e., both process and quality models exist), an organization can 
evaluate improvements against that baseline. The activity of creating models solely to inform 
and to direct personnel is labeled "prescriptive modeling." Tue integration of measurement and 
process views makes it possible to provide automated assistance for data-collection activities and 
to supply measurement-based feedback to the people responsible for a software development 
project. 
An existing baseline can be used to support guidance, data collection, tracking, and feedback. 
Guidance informs a project team that they are expected to perform some specific processes, 
data collection involves measuring those processes, and tracking evaluates those data against a 
baseline. Finally, feedback is used to warn the team that they are approaching a state from which 
they cannot recover. However, feedback does not entail preventing such problems. Prevention 
and recovery actions are considered tobe the sole responsibility of the project team. For example, 
feedback may be generated to inform a project team that they have failed to find the expected 
number of defects while testing a module. Tue team has at least three possible alternatives. First, 
they can ignore the fact that they have violated the plan and continue work as before. Second, 
they can redo the testing process; perhaps additional testing will detect more defects. Third, the 
team can replan the project; essentially this recognizes that the goals as stated are unattainable. 
In the context of providing guidance and feedback, data (e.g., "4.2 per week") must be 
distinguished from information (e.g., "current defect rate exceeds the baseline by 30%"). Data 
becomes information after some evaluation has been performed. Only information, not data, is 
appropriate for use as guidance and feedback. 
Consider an example instantiation of the measurement and process views described above 
for a new project called "DCT2." In this case, the existing views will be used to provide guidance 
about the actions of the new project. The goals of DCT2 include using fewer than 1,000 staff-
hours. The process "write_code" receives 40% of the project budget, so not more than 400 
staff-hours total should be expended. Further, the project would like to detect a significant 
number of defects during design inspections and thereby reduce the number of design defects 
detected during coding and testing activities. These target values express quantitatively what is 
expected of the project in terms of both resources and defect densities. Because it is expected 
that the use of quantitative data will have an impact on the flow of the processes, data that is 
collected must be compared with baseline quality models. Based on the result of the comparisons, 
feedback will be generated for the developers . An additional consistency check is necessary to 
decide whether this aspect has been included in the integrated views. 
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Real world: Model world: 
role = ( activity+ } view = ( process+ ) 
Figure 1.2: Illustration of the real and model worlds 
1.5 Automation of Measurement-Based Feedback 
Different levels of automation may be provided for measurement-based guidance and feedback. 2 
If no automation is available, feedback is limited to off-line documents such as a project hand-
book. Altemately, documents may be provided on-line, for example in a software engineering 
environment. To illustrate automated support for measurement-based feedback, Fig. 1.2 shows 
the distinction between concepts in the real world (workplace) and the model world (computer), 
and the mapping between them. In the real world, a person assumes some rote that determines 
the activities he or she will perform. In the model world, a person's activities are mirrored by a 
view [Ver94]. 
The following questions address the differences between no automation and extensive au-
tomation. These questions explain the advantages and required investments involved in using 
integrated measurement and process views to generate feedback : 
• How can personnel be informed about the work expected of them? 
• How can deviations from the integrated measurement and process views be detected? 
• How is inter-role communication supported? 
• To what extent can actions be performed automatically? 
• To what extent can reliable measurement data be collected? 
• What quality of feedback can be provided? 
The rest of this section introduces five levels of automation for measurement-based guidance 
and feedback. These levels of automation range from the state of the practice to idealized 
systems. A conventional environment consisting of software construction tools is assumed as 
the foundation for all of the following five levels: 
1. No explicit process nor measurement view (predominant state of the practice) . 
2Portions of Section 1.5 and subsections are reprinted with permission; please see the notice regarding copyright 
in Section 1.4. Not to be further copied without the publisher's specific permission . 
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2. Explicit process and measurement views (off-line documents) . 
3a. On-line process view and off-line measurement view. 
3b. Off-line process view and on-line measurement view. 
4. On-line, integrated measurement and process views (a process-centered environment that 
supports measurement). 
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Figure 1.3: No process or measurement view (level l) 
1.5.1 Level 1: No explicit process nor measurement view 
This level of technology, as illustrated in Figure 1.3, reftects state-of-the-practice software 
engineering environments (SEEs). Activities performed by individual project members are 
shown at the top, and actions carried out by a machine are shown below. Tue interface between 
project personnel and the software engineering environmentis based on the invocation of software 
tools. Personnel may have dramatically different ideas about how they are expected to evolve 
software products . Also, they measure nothing about their processes, products, and resources. 
A clear understanding of project goals and requirements is necessary for the tools to be used 
effectively. However, these goals and requirements are only implicitly defined in the minds of 
the engineers . There is no possibility of measurement-based feedback at this level. 
1.5.2 Level 2: Explicit process view and measurement view 
The next technology increment, as illustrated in Figure 1.4, reftects current trends in software 
organizations. Activities are represented using a process view that describes the constructive and 
analytic process steps. Project goals are defined quantitatively using a measurement view. Project 
personnel may detect deviations from the goals and prescribed actions by invoking measurement 
tools and comparing the results with the goals. Tue measurement view clearly defines what data 
is required and when it should be collected, but the physical collection of measurement data 
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Figure 1.4: Explicit, off-line process and measurement views (level 2) 
requires effort on the part of project personnel to fill out forms. Data-collection activities may 
be postponed or otherwise delayed until the end of the week or month to reduce their overhead, 
resulting in wide variances in data quality. Finally, quality feedback may only be provided to 
the project through the efforts of individuals who track the project state, read the process and 
measurement views, and monitor the measurement data. There is no guarantee that the project 
proceeds in accordance with the views, which makes static use of the views even more difficult. 
Still, by using the process and measurement views off-line, a project may realize the ad-
vantages of improved understanding of their processes, quantitative definition of the criteria 
necessary for project success, and a clearly defined method by which the project state can be 
monitored. Reaching this level requires an organization to devote considerable effort towards 
defining both a process and a measurement view. An example of writing and using explicit 
process views appears in [HSW9 l]. 
Two real-world examples of off-line use of explicit process and measurement views are 
described next. NASA's Software Engineering Laboratory conducted a project to gain a quanti-
tative understanding of a maintenance process [RU89b, RUV92]. Tue first attempt defined only a 
measurement view of the maintenance processes. Measurement failed to yield meaningful results 
because the process view implicit in the minds of the leaders of the study was not consistent with 
the existing processes. After process views of maintenance personnel were captured, modeled 
formally, and reviewed until conflicts were resolved (i .e., integrated with the measurement view), 
data collection efforts yielded useful results. 
Tue second example is a case study performed with TRW [KNMS+92]. TRW personnel 
used a natural-language description of a reuse-oriented development process to build a process 
view using the MYP-L language [BLRV95] . They analyzed the MYP-L representation for com-
pleteness and consistency, changed the representation to fix problems and improve it, and finally 
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Figure 1.5: On-line process view, off-line measurement view (level 3a) 
rewrote an improved natural-language description. The benefits for TRW included an improved 
understanding of the process and the generation of an internally consistent process view. 
1.5.3 Level 3a: On-line process view, off-line measurement view 
Figure 1.5 illustrates a process-centered environment in which tool use is mediated by a process 
view, but without measurement support. Such a system is the first step towards offering project 
personnel a role-specific, process-centered interface through which they accomplish their work. 
Tue process view is essentially limited to evaluating process entry and exit criteria in terms of 
product ftow. Deviations from the process view can be detected when products are changed or not 
produced as expected. Inter-role communication is provided in the sense that a version control 
system tracks user's actions and prevents confticts. However, this level of technology offers no 
on-line support for representing and using the quantitative criteria that define project success, 
so we claim that this level represents no significant progress over using a sophisticated version 
control system. Same actions can be performed automatically exactly when users interact with 
the revision control system. The collection of reliable measurement data is not supported on-line, 
so it is subject to the same problems discussed in Section l .4. Finally, the quality of guidance 
and feedback that can be offered based on product availability is mostly limited to informing 
project personnel of processes that can begin and notifying them of changes in input products. 
Nonetheless, this technology increment offers many advantages over an off-line process view 
(level 2). Same confticting actions can be detected automatically, deviations from the process 
view can be reported, and rudimentary feedback is possible. Further, because essentially all of 
these benefits accrue through the use of version control technology, the investment required of 
an organization to achieve this level is moderate. Version control systems such as RCS [Tic85] 
are weil understood and freely available. 
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Figure 1.6: Off-line process view, on-line measurement view (level 3b) 
1.5.4 Level 3b: Off-Line process view, on-line measurement view 
An environment that supports on-line collection and interpretation of measurement data, but does 
not incorporate a process view, is depicted in Figure 1.6. Measurement will be successful if the 
project follows the processes assumed by the measurement view. Although the process view 
is not automated, it is explicitly defined. Only the diligence and attention of users can detect 
deviations in project performance from the plan. In this level of technology, there is no support 
for inter-role communication. Many activities pertaining to measurement may be automated, 
especially the routine collection of measurement data. Automated support for data collection 
can be expected to yield much higher quality data as compared to data that is collected off-line. 
Finally, limited feedback can be provided if empirical models for the process and environment 
are available. 
The main advantage of this level of technology is that many trivial activities involved in 
gathering measurement data can be automated using existing tools. The hypothesis here is 
that this increased automation will dramatically improve the validity of the collected data. The 
immediate retum on investment to an organization that achieves this level of integration is higher 
than at level 3a, primarily because the extra work required by measurement activities can be 
partially offloaded onto automated tools. 
This level of technology was implemented by NASA's Software Engineering Laboratory in 
a system called the Software Management Environment (SME) [DV92). SME demonstrates the 
on-line use of a measurement view. The SME system accesses !arge quantities of data from 
ongoing projects, and compares that data to models of the typical and target values in the NASA 
environment. When current project data deviates from the baselines, the system can offer possible 
interpretations for the deviations. 
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Figure 1.7: A process-centered software engineering environment (level 4) 
1.5.5 Level 4: Process-centered environment 
Tue use of an integrated measurement view and process view is shown in Figure 1.7. This level 
of integration represents an idealized system that goes beyond current practice. In this level, 
quantitative criteria for project success are integrated with an explicit process view and used to 
provide feedback to personnel. The interface in such an environment offers indirect access to 
software evolution tools, and represents a paradigm shift from unmonitored access of software 
evolution tools to managed, process-centered access of the same tools. Lines in the figure 
between the measurement and process views represent the integration of quantitative targets and 
baselines with aspects of the process views. Tue system will gather quantit~tive data and offer 
feedback according to the collected data. By providing such an interface, a process view serves 
as an integration mechanism for a software engineering environment [WF91]. 
Users may query the project state at will, and deviations will be detected and reported to 
project personnel automatically. Project personnel are kept informed about which activities are 
possible, which activities are currently being performed, and which activities have been affected 
by the unexpected results of a related activity. Activities as used here are not fine-grained tasks 
such as compiling a code module, but coarse-grained tasks such as designing a subsystem or 
conducting a design review. This type of feedback helps teams coordinate their actions and detect 
when independent actions have come into conflict. 
Actions such as periodic data collection may be performed automatically. Such actions may 
be triggered by changes in project state initiated by project personnel (e.g., starting a process) or 
by the tracking system (e.g., passage of time). 
Data can be collected on a timely basis, and an on-line support system can further guarantee 
the consistency of the project state with the model world (i.e., views maintained by the idealized 
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system). Some types of measurement !end themselves to automatic collection. A simple 
example is static source-code metrics, which can be collected from a version-control system. 
Other measurements can only be collected from project personnel. Examples are resources 
consumed by review activities, characterizations of defects removed, and final completion dates 
of processes. In all of these cases, automated support of data collection can be provided using 
something like a forms-based tool to reduce paperwork and encourage timely collec;,tion of data. 
lt cannot be overemphasized that automated support for data collection must work harmoniously 
with project personnel to reduce the costs of this activity, not to check up on personnel. 
Finally, given that a deviation from the integrated views has been detected, and the project 
team has not chosen to ignore the deviation, the system can assist with replanning and recovery. 
For example, backward chaining can be used to estimate how far work must be rolled back 
in order to restore consistency with the original goals. Tue ideal system would give project 
personnel relevant feedback weil in advance; i.e., before an inconsistent project state is ever 
reached. 
The DCTl example is again used to illustrate the capabilities of a process-centered environ-
ment. We show how a team member responsible for maintaining the consistency of the on-line 
views with the current project state requests information and enters changes in a system. Assume 
that the members of the DCTI project have completed the "Write_design" process, and intend 
to begin the "Write_code" process. To keep this example simple, assume that the two processes 
do not overlap. The responsible team member indicates to the system that the design process is 
complete. The system responds by collecting information. Data for the design quality aspects of 
coupling and information hiding is collected using a design-measurement tool, and data regarding 
resource consumption for the design activity and requirements defects found during the design 
process is requested from the team member using a forms-based tool. Tue data are then used to 
evaluate the exit criteria for the design process. In this case, assume that the design team has 
consumed 105% of their resource allocation. Defect detection data is substantially below the 
baseline value. 
The exit criteria are not fulfilled due to the excess resource consumption. The team member 
can ignore the problem, repeat the process, or replan. Tue resource limit was only exceeded by 
5%, so the team member ignores the problem and marks the process as complete. The completion 
of the "Write_design" process fulfills the entry criteria ofthe "Write_code" process, meaning that 
it can be started. This fact is immediately reported to the team. In response, the team member 
initiales a second change in project state by notifying the tracking system that the team intends to 
start the writing code process . That process 's entry criteria are true, so this change is accepted. 
The system's project state is thus made consistent with the fact that team members are proceeding 
with the "Write_code" process. 
1.6 How to Read the Dissertation 
Each chapter begins with an overview section that summarizes its content. Tue dissertation may 
be skimmed by concentrating on the overview sections. 
Chapter 2 offers a survey of existing measurement frameworks, process modeling notations, 
and process-centered software engineering environments. This survey identifies work that can be 
reused and hypotheses that others have tested. Chapter 3 then gives the framework for integrating 
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measurement views with explicit process views. That foundation is used by a prototype software 
system to supply measurement-based guidance and feedback, as described in Chapter 4. The 
prototype system implements portions of automation level 4. Finally, the use of that system is 
evaluated in a controlled experiment as discussed in Chapter 5. 
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Chapter 2 
Survey of Related Work 
This chapter surveys work on measurement frameworks, process modeling notations, and process-
centered software engineering environments. Section 2.1 presents an overview. Section 2.2 sur-
veys research on measurement frameworks, and Section 2.3 surveys process modeling notations. 
These bodies of work form the foundation for providing measurement-based feedback, either 
manually or with automated support. Work on process-centered software engineering environ-
ments is surveyed in Section 2.4 to identify support for measurement and process technologies. 
Finally, empirical evaluations of software engineering environments are discussed in Section 2.5 
to identify the hypotheses that others have tested. 
2.1 Overview 
A measurement framework is an approach for deciding what to measure and how to interpret 
the resulting data. Early measurement frameworks in software engineering focused purely 
on source code. Later work supported measuring processes as weil as products. The survey 
discusses "Quantitative Measurement of Software Quality" (published by Rubey and Hartwick 
in 1968), "Software Quality Characteristics" (first published by Boehm in 1973), the Rome 
Air Development Center extension of Boehm's work (first published by McCall et al. in 1977), 
"Software Quality Metrics" (first published by Murine et al. in 1980), "The Goal Question Metric 
Paradigm" (first published by Basili et al. in 1981), an extension to the Rome Air Development 
Center's work (done by Bowen et al. at Boeing Aerospace and published in 1985), and "Quality 
Function Deployment" (first applied to software around 1988). The survey shows that all existing 
frameworks work in a goal-oriented manner. All begin with a Statement of goals, then refine the 
goals in an operational, tractable way into measures for which data can be collected. Reuse of 
those frameworks that offer predefined goals can be simple, provided that the user's goals match 
the framework's goals exactly. Reuse of more flexible frameworks is challenging because the 
user must set goals and refine them for his or her particular needs. 
A software process modeling notation is a formalism for creating models of the processes, 
products, and resources involved in a software development or maintenance project. Nine 
different formalisms are surveyed, namely E-L, SADT, STATEMATE, HFSP, MELMAC, MVP-L, 
APPlJA, MARVEL, and MERLIN. All are intended to help people understand and improve processes 
by making them explicit. The specific goals pursued by the various formalisms include improved 
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communication among personnel, assistance with on-line tasks, and control of the tasks to be 
performed. Some notations are paired with execution support that offers guidance and feedback 
to software developers about their tasks. The granularity of the tasks for which each formalism is 
best suited varies from extremely fine (analogous to a formal programming language) to highly 
abstract (analogous to a requirements description notation). 
A process-centered software engineering environment is a computer system that supports 
software developers and maintainers in their work through its awareness of the processes that 
they are expected to perform. All qf the process-centered systems considered here include 
some aspect of measurement. The systems surveyed are Ceilidh, Ginger, Amadeus, ES-TAME, 
Provence, and SynerVision. Many of these systems represent concrete steps towards integrating 
software construction, process definition, and measurement capabilities into a single system. 
However, the survey shows that none permit the flexible definition of processes and measures in 
a way that supports measurement-based feedback . 
Finally, a study that compared two software engineering environments (process enactment 
systems) is discussed. Extremely little empirical work has been done in this area, and this study 
illustrates some of the difficulties . 
2.2 Measurement Frameworks 
lt is generally accepted that measurement is not an end in itself but a means to an end. Measure-
ment should be viewed as an infrastructure technology that is necessary to achieve systematic 
improvement [BCR94b]. However, deciding precisely what to measure and interpreting the 
resulting data are not simple tasks. 
Many frameworks have been developed that assist software engineers in deciding what to 
measure and in interpreting the data. Early frameworks focused on source code. Later work 
addressed the measurement of other software development products such as requirements and 
designs, as weil as the processes in which these products are developed and used. All of 
the frameworks surveyed here advocate a goal-oriented approach. This means that measurement 
goals are defined first, and then the goals are refined into measures that can be gathered. However, 
each framework takes a different approach towards stating and refining goals. 
A brief description is given for each framework, and each is additionally characterized by 
answering the following questions. 
• When did the first publication appear about applying the framework to software? 
• What is the scope of the framework (what is it good for)? 
• What was the original application of the framework? 
• What support is provided for defining custom goals? 
• What techniques are defined for refining goals into measurable quantities? 
• What is the purpose of measurement? 
• What types of objects are measured? 
16 
• What aspects of those objects are measured? 
• Whose point of view is considered? 
• What guidelines are provided for interpreting the resulting data? 
2.2.1 Quantitative Measurement of Software Quality 
Rubey and Hartwick studied software used in spacecraft and derived an extensive list of quality 
attributes [RH68) . They defined seven high-level attributes, each of which is refined into six 
to twelve more specific attributes. Complex formulas are used to assign a number to each 
attribute. Tue scope of this framework entails assessing the source code of programs that are 
in development. The original application of the framework is source code, but no specific 
implementation language is targeted. No support for defining custom goals is offered, and 
the refinements of the seven high-level attributes are fixed . Tue purpose of measurement is 
to determine the current "level of quality" (the authors' words) of a program and to use that 
information to direct the program's development. Only source code is measured. The aspects 
measured include the correctness of mathematical calculations, the usage of time and memory 
resources, and the intelligibility of the code. The user's (purchaser's) point of view is primarily 
considered. They provide interpretation guidelines in terms of a system for ranking the results 
on a scale of 1 to 100. 
2.2.2 Software Quality Characteristics 
Boehm, Brown, and Lipow define an approach for evaluating the quality of software quantitatively 
using "Software Quality Characteristics" (SQC) [BBL 76, BBK+ 78). This approach, first defined 
in 1973, uses a tree to relate a predefined set of software quality characteristics (i.e., goals) to 
each other. Ultimately the characteristics are refined into measures that can be used to evaluate 
the predefined quality characteristics. For example, the characteristic "portability" would be 
evaluated in part based on measuring the number of assumptions made in the code about the 
ftoating-point accuracy of the machine. They additionally discuss developing checklists based on 
the data and building tools that will gather data for the measures automatically. Tue predefined 
set of qualities is both a strength and a weakness. They offer a cookbook approach that can be 
applied with little effort. However, the approach is highly specialized and no mention is made of 
extending the tree for quality characteristics outside their predefined set. 
Tue scope of the quality characteristics tree approach is limited to determining various 
qualities of a software product, and the original application was to evaluate FORTRAN source 
code. No support is provided for defining goals that are tailored for a user's specific needs. 
Instead, a predefined set of qualities (portability, reliability, ... ) is defined. The implicit goal is 
to evaluate the software product in terms of those qualities. A predefined refinement is provided 
for the set of goals. No techniques are provided for refining the goals according to the user's 
special requirements. Tue purpose of measurement is to detect anomalies in the software product 
that might lead to problems, and thereby to improve the process by shortening the life cycle. 
Approximately 160 measures are defined strictly for FORTRAN source code. Various source code 
aspects including size, structure, and commeriting are measured. Both developer's and user's 
views are mingled in this framework. For example, both reliability and testability of the product 
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appear in the predefined tree of characteristics. Tue predefined set of goals and measures makes 
interpretation of the data relatively straightforward. 
2.2.3 Factors in Software Quality 
McCall, Richards, and Walters synthesized previous work done by Boehm et al. and named it 
Factors in Software Quality (FSQ) [MRW77, WM79]. Boehm's work was tailored for use in a 
formal software procurement environment, namely the U .S. Department of Defense, as sponsored 
by the Rome Air Development Center (RADC). McCall et al. also extended Boehm's work with 
the use of quantitative measures for early phases of development, and attempted to validate some 
of the concepts formally. They defined 11 factors (correctness, efficiency, reliability, etc.), and 
discussed the refinem.ent of those factors into criteria (accuracy, commonality, conciseness, etc.). 
Each factor is refined into one or more criteria, and criteria are in turn refined into metrics. 
The scope of the work done at the Rome Air Development Center extends that of Boehm's 
work by removing the constraint of a single prograrnming language. Tue original application was 
systems in the military software contracting domain. No support is provided for defining new 
factors (i.e., goals). Factors are refined via criteria into metrics. Although a refinement for each 
factor is predefined, the framework specifically allows the addition of new or revised metrics. 
The purpose of measurement is to allow a procurement office to judge the overall quality of a 
software system, both during development and at delivery. All documents from the software life 
cycle may be measured, and a number of different aspects of those objects are measured. The 
point of view is strongly focused on that of a procurement organization. Finally, some guidelines 
are given for interpreting data. 
2.2.4 Software Quality Metrics 
Murine adopted significant portions of both Boehm's and RADC's. work, and marketed his 
approach under the name "Software Quality Metrics" (SQM) [Mur80, CM83, SAY85]. SQM 
instructs users to evaluate the quality of software by choosing high-level factors, refining those 
factors into criteria, and refining those criteria in turn into metrics. The SQM approach defines 
a fixed set of 12 factors, 23 criteria, and over 400 metrics. Some emphasis is placed on scoring 
techniques that will yield a single number representing the "goodness" [author's terminology] 
of an artifact. Murine states that the data gathered for the metrics must be interpreted in light of 
the criteria and factors, an argument for viewing SQM as a top-down approach to measurement. 
However, he also states that the appropriate life-cycle phase and documents must be considered 
above and beyond the factors and criteria in order to choose metrics, which suggests that the 
factors and criteria alone are insufficient for the selection of metrics. 
Tue scope of the SQM approach is limited to assessing the conformance or nonconformance 
of products with respect to the predefined factors, and the original application was on software. 
Because the set of factors is fixed, SQM does not support the definition of user-specific mea-
surement goals beyond limiting the number of factors to be considered. The implicit goal is to 
evaluate the quality of the software in terms of the factors. Again similar to Boehm's approach, 
the predefined refinement of the factor, criteria, and metric hierarchy precludes any tailoring of 
the refinement hierarchy. The purpose of measurement is to evaluate many quality aspects of a 
software artifact and to produce a single score. The types of objects to be measured are strictly 
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source code. The aspects of those objects that are measured include correctness, testability, and 
maintainability. Similar to Boehm's work, no single point of view is singled out; both user's, 
developer's, and manager's views are mingled. A fair amount of instructions are provided for 
interpreting the data by graphing and scoring the results. 
2.2.5 Goal Question Metric Paradigm 
The Goal Question Metric Paradigm ( GQM Paradigm) was developed in response to the need for a 
framework that embodies a top-down approach to measurement in software engineering [BW8 l, 
BW84, BR88, RU89b, Rom9lb, Bas92, Dif93, BCR94a, DHL96]. The GQM Paradigm supports 
defining the goals behind measuring software processes and products, offers guidance for refining 
the goals into measures, and gives assistance in interpreting data. GQM reuses the idea embodied 
in the Boehm and Murine approaches of using multiple levels to refine high-level goals into 
measurable items. However, GQM removes all restrictions of those approaches on the high-level 
goals . Definition of goals is supported by templates that prescribe what aspects must appear 
in a goal, including purpose, perspective, and context. The top-down refinement of goals is 
accomplished first by defining questions and ultimately by selecting metrics that will answer the 
questions. Guidance for choosing the set of questions that refines a high-level goal is provided 
in the form of two structures, one for product-related goals and one for process-related goals. 
Recent work has defined a number of techniques that support the definition and use of GQM 
hierarchies [DHL96]. 
The scope of the GQM Paradigm is any process, product, or quality model involved in 
software development or maintenance. The definition of tailored goals is strongly supported, 
actually required. Definition of a hierarchy for refining goals into metrics is also required by GQM. 
The purpose of measurement is freely definable by the user, and may include characterization, 
prediction, evaluation, improvement, etc. Any objects (processes, products, resources, quality 
models, etc.) can be measured, and similarly any aspects of those objects may be selected for 
measurement. Stating the explicit point of view (the person who is most interested in the results) 
is also required, and may include the developer, the manager, the researcher, etc. Finally, data 
are interpreted by using the hierarchy of questions. Data collected for the metrics are used to 
provide answers to the questions, and these answers in turn are used to evaluate the goals. 
The term "GQM plan" refers to a single goal plus supporting questions and metrics . Figure 2.1 
illustrates the refinement levels in a GQM plan. The single goal identifies the object of interest, the 
quality aspect of interest with respect to that object, the viewpoint taken in the study, the purpose 
of the study, and the context of the object and study. The goal is refined using three, top-level 
sets of questions, as follows . Question set 0 defines the objects of interest and variation factors 
that inftuence those objects . Question set Q refines the definition of the quality aspect as stated 
in the goal. Question set F defines the feedback relating to the quality aspect of interest. The 
three sets of questions may in turn be refined by further questions; and finally the leaf questions 
are mapped onto metrics. 
This refinement hierarchy is a directed acyclic graph. A question can depend on any other 
question or any metric for its refinement, but cycles are prohibited in a GQM plan (e.g., questions 
refined in terms of themselves) . The left arrow in Figure 2.1 points downwards to represent how 
objects are refined when following a top-down refinement approach. Similarly, the right arrow 
points upwards to represent how people use a GQM plan to interpret the data using the questions, 
and to track and evaluate whether the goal has been met. 
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The depth of refinement of metrics is an important issue for the purposes of this dissertation. 
As used here, GQM metrics are deliberately not refined to encourage the use of questions to 
document the refinement. However, for the purposes of this research, all GQM metrics must be 
directly collectible. For example, an example GQM metric might be "design effort" and would 
presumably be directly collected by asking a person. A metric such as "productivity" would be a 
GQM metric only if a person is directly requested to provide data about productivity; e.g., whether 
their productivity on some project was higher, the same, or lower than expected. If the measure 
of productivity was intended to be refined into units of time and work, then it must be defined 
as a question, not as a GQM metric. Keeping all refinements in the GQM plan guarantees that the 
rationale behind each metric is explicitly documented, and thereby supports the interpretation 
activity. 
However, a GQM metric will not necessarily include a precise statement of the when, how, 
and who of data collection. This remaining bit of abstraction allows a metric to denote the 
collection of a set of data values. For example, the metric "experience of the developers with 
the programming language in years" is a directly collectible metric, but it will result in a set of 
data values, one for each of the developers (i.e., one for each of the multiple instantiations of this 
aspect in the project). The additional information necessary to indicate who collects data, when, 
and how is captured in a measurement plan. 
2.2.6 Software Quality Attributes 
Bowen, Wigle, and Tsai of Boeing Aerospace Company enhanced and extended the previous 
RADC work to produce "Software Quality Attributes" (SQA) [BWT85] . Their work consists 
of an enhanced version of the quality framework, and a methodology suitable for use by a U.S . 
Air Force software acquisition manager. The methodology integrates the quality framework into 
a software acquisition management process . This process is expected to be applied within the 
context of a (then) proposed standard for the software life cycle. Many of the enhancements 
and extensions performed on the framework were made to achieve consistency with other U.S. 
Department of Defense work on measurement and evaluation. Another !arge part of the work 
focused on reworking the data collection mechanisms (e.g., forms, tables, and worksheets) that 
support the quality framework. As in the RADC quality framework and the Murine approach, a 
number of user-level quality factors (i .e„ goals) are defined. These high-level factors are refined 
via criteria into concrete metrics. The extended framework includes 13 predefined quality factors, 
29 criteria, and 73 metrics. Bowen et al. also introduced the idea of refining metrics into subparts 
(called elements), and accordingly defined over 300 metric elements for their set of metrics. The 
20 
methodology includes support for choosing the appropriate factors to be evaluated. Based on 
the need to accommodate evolving user concems, a major extension to prior work supports the 
definition of new factors, criteria, and metrics. 
The scope of the SQA work is similar to the prior FSQ work, namely on military command 
and control systems. The original application is the evaluation of embedded software systems 
procured for the U.S. Air Force. Limited support is provided for defining new factors (i .e., goals). 
Factors are refined via criteria into metrics, and metrics can further be refined into elements. 
Refinements are provided for all predefined factors, but the refinements can be extended, as can 
the sets of factors, criteria, metrics, and metric elements. Identical to prior work, the purpose of 
measurement is to allow a procurement office to judge the overall quality of a software system, 
both during development and at delivery. All documents from the software life cycle may be 
measured, and a number of different aspects of those objects are measured. The point of view 
is strongly focused on that of a procurement organization. Same predefined guidelines are given 
for interpreting data. 
2.2.7 Quality Function Deployment 
The Quality Function Deployment (QFD) approach is a mixture of a top-down measurement 
framework and a general process-improvement framework [KA83, AG88, Kin89]. Kogure 
developed QFD in the late l 960s in Japan to improve the design process for manufactured 
products. Zultner later extended QFD for use in the software engineering domain [Zul93]. The 
QFD approach strongly advocates customer-centered design as weil as listening to the "voice 
of the customer." As a consequence, QFD includes tools for formatting customer information, 
determining priorities of company responses to customer demands, encouraging members of the 
organization to work in teams to meet customer demands, and tracking quality characteristics 
through design and manufacturing process. The last aspect has the strongest measurement nature, 
and is the focus here. 
The scope of the QFD approach is the process of designing a product that will best satisfy 
a customer's needs and expectations the first time, thus reducing the need for redesign. The 
original application of QFD was on design processes for manufactured goods. As tailored 
for the software engineering domain, QFD relates characteristics of the final software product 
to characteristics of earlier products. QFD does not offer the user much latitude in defining 
goals. The purpose of measuring (identifying quality characteristics) is to increase the product's 
chances of acceptance among customers. There seems to be less need to refine high-level goals 
into measurable characteristics in QFD than in other frameworks, because QFD offers matrices 
that encourage the user to state quality characteristics and functions at a fine level of granularity. 
The objects measured are both the capabilities of design processes and the products. QFD directs 
the user to measure two types of aspects, namely qualities as perceived by the customer and the 
product's functions as seen by the producer. Matrices are used to analyze how the functions 
satisfy the quality needs of the customer. The primary viewpoint taken is the product's designer, 
but as mentioned above, the voice of the customer is expected to influence every part of the 
process. The QFD framework includes extensive support for interpreting data, specifically a set 
of some 30 charts that help the user analyze interactions between customer demands, quality 
characteristics, and functions. 
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Figure 2.2: Activities supported by process model notations 
2.2.8 Summary of measurement frameworks 
Table 2.1 uses the classification scheme presented earlier to give an overview of the measurement 
approaches. A unifying theme in all of these approaches is the use of a top-down refinement 
approach for breaking high-level goals into measurable quantities. Tue approaches developed 
in the I 960's and 1970's are quite restrictive in terms of what could be measured, why it was 
measured, the method of interpreting the data, the viewpoint considered, etc. Tue approaches 
from the 1980's remove many of the restrictions on the facets; the GQM Paradigm is especially 
flexible. 
2.3 Process Modeling Notations 
A process notation is a formalism for creating models of software experience and knowledge, 
for example the process by which a requirements document is written. Process notations are 
_ sometimes called software process metamodels, because they are models for representing soft-
ware process models. A number of process modeling languages have been developed [KR90], 
and first experiences regarding their practical usefulness are documented [Kel89, RU89b, PS91, 
KNMS+92, RUV92, CK092]. Example notations are discussed in this section. Some of the 
examples presented also have enaction support systems. Abstraction and refinement in process 
notations are introduced, various goals of notations are described, levels of expressive power are 
discussed, and then research on process notations is surveyed. 
Principles of abstraction and refinement enhance the expressive power of a process notation. 
The use of abstractions when representing a process helps manage the complexity of the repre-
sentation and thereby improves human comprehension. Abstractions may serve as views of a 
process that hide certain details and expose the important relationships that may be obscured by 
the details. 
Each process notation was designed to support a limited set of activities. Notations for 
modeling in-the-small focus on activities of enaction and control, while notations for modeling 
in-the-large include high-level activities of both planning and enaction. Figure 2.2 shows some 
of the relationships among the activities discussed here. At the top, planning and enaction are 
the abstract activities that help differentiale among notations. 
Planning means preparing for a project by choosing a work model, selecting resources, 
defining constraints, etc. Tue activities supporting planning are understanding, analysis, com-
munication, and simulation. First, the activity of promoting understanding means that the notation 
was designed to be comprehensible even to those unfamiliar with process modeling notations 
by giving an explicit, natural definition of the process activities. Second, dynamic analysis of a 
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process model depends on an enaction support system for the notation. Third, a comprehensible 
process definition that appears natural to process participants will aid in communicating the 
requirements of that process to those who must enact it. Fourth, execution of a process can be 
simulated by using the corresponding process model. 
Enaction is the activity of executing process models to provide guidance and feedback 
to personnel. Tue activities supporting enaction are analysis, communication, simulation (all 
mentioned above), guidance, and control. A goal of process guidance means that the notation 
addresses modeling in-the-large and focuses on issues of process coordination. If control over 
a process is a goal of the notation, then that notation will probably limit itself to small, fully 
automatable processes. For example, control over recompilation activities is straightforward; 
control over humans, however, is a fuzzy issue. 
Finally, shown at the bottom of Figure 2.2 are the three activities that are the focus of this 
research, namely instrumentation, measurement, and feedback. Instrumentation is done during 
planning. Measurement and feedback occur during enaction. Instrumentation refers to attributing 
process views with definitions of data. Notations that support measurement may provide ways 
of defining data items to be collected or may automate some data collection procedures. Last, 
the capability to provide feedback based on measurement data can help personnel during their 
projects. 
Different process notations have different levels of expressive power. Notations are catego-
rized here as either requirements-level, design-level, or code-level notations. First, requirements-
level process notations describe basic process steps and provide only general guidance for their 
use in a project. These notations are useful for creating the Universal-level models identified 
by Humphrey [Hum89]. Second, design-level process notations represent task prerequisites and 
anticipated results, useful measures, important checkpoints, and task sequences. By leaving the 
lowest levels of detail up to the personnel, design-level representations permit maximum cre-
ativity because process execution is not restricted unnecessarily. These notations can be used to 
create Humphrey's Worldly-level models. Last, code-level notations are capable of representing 
enormous amounts of process detail. For example, a specific process activity may be automated 
using a code-level notation, or a standardized method may be described so that execution of a task 
can be carefully controlled. These notations must have algorithmic specification capabilities. A 
code-level notation may be used to create Humphrey's Atomic-level models. 
A few of the notations that were presented at the Sixth International Software Process 
Workshop are summarized in the next few sections to show the diversity of approaches [Kat90]. 
Notations are placed into one of the requirements-level, design-level, or code-level categories 
based on the highest level of expressive power that, in our opinion, the notation can usefully 
provide. Like the domain of conventional programming languages, no single process notation can 
offer extensive support at all levels. The ideal process notation to support the needs of this research 
will have sufficient expressive power to create understandable models of process knowledge 
at least as high as the design level, and will be able to integrate models with measurement 
approaches. A primary consideration is whether the notation has the power to express knowledge 
about constraints on activities. Example notations are evaluated according to these needs. [Kel89, 
RU89b, PS91, KNMS+92, RUV92]. 
A simple classification scheme developed by Kellner and Rombach is used in this sec-
tion [KR90]. Aspects of the classification scheme are the notation 's objectives, the representation 
formalism, the core paradigm for formal languages, specification of behavior, and specification 
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of functionality. Notation objectives are described using activity-words from the discussion 
that appeared above. The representation formalism used by 
1
process notations may be a formal 
language, structured English, or a graphical representation. Tue majority are formal languages. 
Formal languages have more expressive power than graphical notations, and Jack the ambigu-
ity that accompanies prose descriptions. The core language paradigm for execution of formal 
language notations is either the imperative paradigm or the rule-based paradigm. Imperative 
languages use a procedural notation for representing activities. Rule-based languages define 
activities based on preconditions and postconditions, and tend to be more declarative than the 
procedural languages. Functionality of a process refers to the inputs and outputs to and from that 
process. Finally, process behavior is specified by either activation and deactivation clauses for 
rule-based languages, or simply by the notation for procedural languages. Additional classifica-
tion aspects include whether the notation supports abstraction and refinement, whether execution 
semantics are defined for the notation, and whether an enaction support system exists. 
Finally, a notation's support for measurement is also mentioned. Measurement may be sup-
ported explicitly or may be treated as just another activity tobe modeled. Explicit measurement 
support means that the notation provides a way of describing the collection and use of empirical 
data in the context of a software development project. Implicit measurement support means that 
the notation can be used to describe measurement activities that run in parallel with project work, 
but empirical data cannot be used in a substantive way to inftuence the project. 
2.3.1 Requirements-level notations 
Requirements-level formalisms support highly abstract descriptions of processes and related 
products. The three examples presented are either purely graphical or heavily dependent on 
graphical notations. Those notations classified here as requirements-level notations are E-L, 
SADT, and STATEMATE. 
E-L 
Tue E-L approach uses a graphical notation based on activity descriptions [KC90]. Activity 
descriptions capture process knowledge by identifying required activity parameters and by pro-
viding a means for refining the activity. The E-L graphical notation is based on transaction 
graphs that specify how activities should be coordinated. An interesting part of this approach is 
the concept of views, which are defined as projections from a transaction graph. This approach 
states the objectives of communication, analysis, and execution control. Basic components of 
this notation are activities, objects, and agents. Tue core notation paradigm is entity-relationship 
diagrams. Functionality is expressed using input/output relations, and behavior is expressed via 
control ftow. Abstraction and refinement are supported, and execution semantics are based on 
those of transaction graphs . The authors report that a system for supporting transaction graphs 
is in the implementation stage. 
E-L provides an understandable notation useful for representing projects at an abstract level. 
However, the graphical notation does not permit any way of instrumenting processes for mea-
surement, and has no mechanisms for expressing constraints on process behavior. 
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SADT 
Tue Structured Analysis and Design Technique (SADT) specifies a graphical notation for rep-
resenting activities, data flow, products that control processes, and mechanisms [IMF90]. The 
flexibility of this notation makes it extremely expressive, and methods for abstraction and refine-
ment are natural and easy to use. Basic components of the notation are activities and products. 
Tue products flow among the activities and can alternatively be inputs, outputs, control inputs, 
and mechanisms. This flexible treatment of products provides much of the expressive power 
of the notation. The primary objective of this visual formalism is communication. Tue SADT 
notation has no definition of execution semantics, and activity behavior can only be expressed 
using the labels attached to activities. The functional specification consists primarily of arrows 
that show data flow. Abstraction and refinement are supported. 
Like the E-L approach, SADT is an abstract, understandable graphical notation. lt has the same 
shortcomings for the purposes of this research as E-L. Measurement of products and processes 
must be expressed as a parallel activity to the relevant process or as an explicit measurement 
activity for products . 
STATEMATE 
STATEMATE is a commercial process-simulation system that is based on the state chart formalism. 
lt has been used extensively at the Software Engineering Institute for process modeling [KR90]. 
Tue notation represents three modeling perspectives, namely the functional, behavioral, and 
organizational perspectives. These three perspectives are combined to yield a comprehensive 
process modeling technique. Tue STATEMATE system can perform analysis and prediction for 
models encoded using its notation. This system incorporates both graphical and textual notations. 
Execution of models encoded in STATEMATE is done for analysis or simulation. Objectives of the 
STATEMATE approach are understanding, analyzing, and planning software projects. The notation 
is a combination of visual formalisms and formal language, and the core paradigm is imperative 
execution. Behavior is specified as transitions among states, and functionality of inputs and 
outputs is represented by explicit "input" and "output" clauses in the notation . Abstraction and 
refinement are supported, execution semantics are defined, and a system for enaction exists. 
The STATEMATE approach allows specification of a considerable amount of detail; it overlaps 
the requirements-level and design-level categories. Models created using STATEMATE are under-
standable and can be used to analyze projects. Also, the level of detail permits description of 
measurement activities. 
2.3.2 Design-level notations 
Design-level formalisms describe process coordination and interaction issues. Those notations 
classified here as design-level notations are HFSP, MELMAC, and MVP-L. 
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HFSP 
Tue HFSP modeling notation tries to separate functional, behavioral, and enaction aspects of 
software processes [Kat89]. Tue basic components of the notation are activities and objects. 
This notation characterizes activities by their input and output, and represents activities as math-
ematical functions. Tue functions are defined hierarchically, and these hierarchical definitions 
; are repeatedly refined until the leaves of this refinement tree represent primitive activities. This 
hierarchical definition is called an enaction tree. Objectives of the HFSP approach include 
producing clear and comprehensible representations and supporting machine-guided enaction. 
The HFSP modeling notation is a formal language. However, the language is not a derivation of 
any conventional, computer-programming language. The core execution paradigm is imperative 
execution. Behavior of a software process model is expressed using enaction trees, and func-
tionality is specified using input/output relationships. Abstraction and refinement are supported, 
execution semantics are defined, and a prototype system for enaction is reported to exist. 
The notation of enactment trees and the treatment of activities as mathematical functions 
doesn't produce the most understandable models. Also, the imperative paradigm used by HFSP 
diminishes this notation 's usefulness for modeling projects, because constraints can only be 
expressed in a procedural way. No special measurement functions are defined. 
MELMAC 
The MELMAC system represents control flow, data flow, and project activities using the edges, 
channels, and agencies of a FUNSOFr net, an extended Petri net [DG90, Gru91]. Simulated 
execution of a process model involves choosing an initial marking for the net and then setting it 
in motion according to the mies of Petri nets. The main objectives of the MELMAC project are 
understanding and guiding software processes. The network formalism is called FUNSOFf nets, 
and the core execution paradigm is that of Petri nets. Abstraction and refinement are supported, 
execution semantics are defined based on Petri nets, and execution support exists . 
Constraints on process execution are expressed in MELMAC using connections between places 
of the FUNSOFr net, which is a somewhat unnatural notation for software developers to review. 
A significant drawback of the MELMAC approach is the lack of an explicit, textual model of the 
processes, products, and resources. This deficiency makes it difficult to create and review un-
derstandable models . Although parallel activities (i .e., measurement activities) can be supported 
in a FUNSOFr net, the notation provides no way to use those data. Any data gained through 
measurement would have to be translated into a token in the Petri net, which is problematic. 
MVP-L 
The goals of MVP-L include gaining a sound understanding of a project's processes, as weil 
as representing the collection and use of empirical data [RU89a, Rom9la, BLRV95] . MVP-L 
supports the construction of comprehensible specifications and designs of processes, products, 
and resources. lt further supports the instantiation and enaction of these models for purposes of 
analysis, simulation, guidance, tracking, and feedback. 
In MVP-L, a process view is the set of process models, product models, resource models, and 
attribute models involved in a project. The language supports : 
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Figure 2.3: Basic MVP-L entities and relationships 
l. Declarative process modeling. Each activity is explained in terms of a target condition, 
optimally using empirical data rather than an algorithm. 
2. Modular definitions of processes, products, and resources. This allows all of these entities 
to be refined as needed, and encourages the reuse of models. 
3. Empirical data representation. Attributes are used to characterize processes, products, and 
resources by representing measurable qualities of those entities. 
4. Data collection. Both the "when" and "how" of collecting data values for the attributes, as 
weil as the responsibility for doing so, may be defined. 
5. Measurement-based goal definitions . Measurement data is used to define process start and 
end criteria explicitly and unambiguously. 
Figure 2.3 uses entity-relationship notation to illustrate the constructs of MVP-L. The main 
entities are shown in rectangles, and their relationships are denoted by diamonds. For example, 
the arrow that runs from the entity "attribute" to the entity "product" through the relationship 
"characterizes" should be read as "(an) attribute characterizes (a) product." 
Execution of MVP-L is based on project state and state transitions. The behavior of processes 
is specified by entry and exit criteria (rules). Process inputs and outputs are specified by 
consume and produce clauses in process models. Abstraction and refinement are supported, 
execution semantics are defined, and an enaction support system exists. The collection and use 
of measurement data can be explicitly represented. Comparisons using collected empirical data 
can be incorporated into entry and exit criteria to inftuence the path followed by the project. 
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process_model Write_design () is 
process_interface 
imports product_model Requirements_document, Design_document; 
exports 
product_flow 
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produce 
inl 
outl 
Requirements_document; 
Design_document; 
out2 Feedback; 
consume_produce 
context 
entry_exit_criteria 
local_entry_criteria (inl . status 
global_entry_criteria 
local invariant 
global_invariant 
local_exit_criteria (outl.status 
(out2.status = 'available'); 
global_exit_criteria 
end process_interf ace 
process_body 
implementation 
end process_body 
process_resources 
personnel_assignment 
imports resource_model Developer; 
objects Doe, Roe : Developer; 
tool_assignment 
imports 
objects 
end process_resources 
end process_model Modify_Design 
'complete'); 
'complete') and 
Figure 2.4: MVP-L process model for "Write_design" from DCTl example 
Figure 2.4 shows the process model for the "write_design" process from the DCTl example 
that was shown in Figure 1. l and discussed in Section 1.4. l. The products involved in this 
process are listed first, then the rules for beginning ("entry criteria") and ending ("exit criteria") 
the process are given. This process is not refined into any child processes, so the "process body" 
section of the model is empty. The model also shows that two staff members ("Doe" and "Roe," 
both resources of type "Developer") are expected to perform the work of writing the design. 
These are the users who would receive feedback. A user would keep a feedback system informed 
about his or her progress by sending a "process.start" event when he or she begins the process, 
and similarly would send a "process.complete" event upon process completion. 
2.3.3 Code-level notations 
Code-level notations support the representation and automation of fine-grained work details. 
This section surveys APPLJ A, Marvel/MSL, and MERLIN. 
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APPUA 
APPLI A was created to satisfy the object management needs of process programming and to 
allow the execution of process programs [SH089]. Therefore, APPLI A is often labeled a process-
programming notation. A process program is a process model represented using conventional 
programming techAiques. Tue stated purpose of APPLI A is representation of process programs at 
the code level, with the primary goals of process-program execution and process control. APPLI A 
extends the Ada language with features that provide for the storage and use of persistent data. 
Tue key extensions are relations, triggers, and predicates. Relations support persistent storage of 
data and object management. Triggers resemble Ada tasks; they act in response to the acceptance 
or completion of relation entry calls. Predicates are a mechanism for representing predicate logic 
expressions that apply to relations. APPLI A also defines a programmable interface to the persistent 
storage manager. The stated objective of this formal language is process enaction. Tue core 
language paradigm is an imperative execution model, behavior is controlled by triggers (rules) , 
and functionality of inputs and 'outputs are expressed through the use of relations. Abstraction 
and refinement are supported only in the way Ada supports these principles. Execution semantics 
are defined, and enaction support based on translation into Ada is partially built. 
As a programming language, APPLI A supports integrating models with measurement prin-
ciples simply due to the flexibility of the notation. Tue imperative nature of the language 
permits the description of both collection and use of data, and constraints can be expressed using 
APPLI A predicates. However, the fine-grained nature of this language makes the creation of 
understandable process, product, and resource models extremely difficult. 
Marvel Strategy Language 
The Marvel approach uses the Marvel Strategy Language (MSL) to describe a rule-based system 
for activation of tools [KFP88]. Marvel is characterized by its authors as a software development 
environment, and emphasizes assistance of software processes over modeling them. Marvel is 
a useful tool for defining a software development environment because it can easily automate 
small, formal activities. Tue basic component of MSL is the strategy, which is a collection of 
knowledge that defines facilities appropriate to some target. Processes are modeled in MSL as 
rules that have preconditions and postconditions and appear as part of strategies. MSL is a formal 
language with the objective of execution control. The core language paradigm for execution is a 
rule-based execution model. The behavior of processes is specified using strategies, especially 
the rules incorporated as parts of those strategies. Functionality is described in MSL by parameters 
on rules. Abstraction and refinement are not supported, the execution semantics are defined, and 
support for enaction exists. 
Marvel is a software engineering environment in which the system assists personnel according 
to its internal knowledge. As an assistant, it is ideally positioned to collect measurement data. 
However, the notation offers little support for using that data to influence the progress of the 
project. Also, because abstraction and refinement are not supported, it is impossible to create 
abstract, understandable models of complex processes using the notation. 
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Merlin 
Merlin supports technical modeling issues such as interconnection of people and tools, resource 
assignment, tool invocation, and backtracking [PS90a]. Merlin provides rule-based information 
to users with limited tool invocation. This notation is based on Prolog and uses the forward and 
backward-chaining capabilities of Prolog as an execution mechanism. Forward and backward 
chaining provides information to users, and serves as a means for answering queries about 
the process model. Basic components of the Merlin notation are roles, activities, objects, and 
resources. Roles in Merlin represent groups of logically related activities. Software objects 
represent all artifacts produced during the process. Resources include both the process agents 
and their tools. This approach states objectives of understanding, communication, and execution 
guidance. Merlin 's formal language notation is a modified Prolog. As in Prolog, the core language 
paradigm is rules. Behavior of activities is specified by the preconditions and postconditions 
on rules , and functionality is specified by rule parameters. Abstraction and refinement are not 
supported, execution semantics are the same as Prolog, and a prototype is reported to exist for 
enaction support. 
Merlin offers similar benefits and suffers from similar problems as the Marvel approach. 
2.3.4 Summary of process modeling notations 
Table 2.2 summarizes the notations. In the column labeled "Measurement support" we state 
whether the notation supports measurement explicitly or whether measurement may be modeled 
like any other activity (implicit support). 
Notation Expressive Execution Measurement 
power (level) semantics support 
E-L requirements Transaction graph implicit 
SADT requirements none implicit 
STATEMATE req./design state charts implicit 
HFSP design imperative implicit 
MELMAC design Petri nets implicit 
MVP-L design rules explicit 
APPLJA code imperative (Ada) implicit 
MARVEIJMSL code rules implicit 
MERLIN code rules (Prolog) implicit 
Table 2.2: Summary of example notations 
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Most abstract 
activities 
Least abstract 
activities 
Prepare a 
document 
lnvoke a 
tool 
Conduct a 
project 
Hold a 
meeting 
Figure 2.5: Abstraction levels of work activities 
2.4 Measurement Support in Process-Centered SEEs 
This section surveys research on process-centered software engineering environments (SEEs). 1 
As in previous surveys [Rom89, Lot93], the trend towards collecting and using empirical data 
in these systems is emphasized, and details about several research and commercial systems are 
g1ven. 
Many of systems surveyed here work towards the ideal of integrating process definition, 
document construction, and measurement capabilities into a single system that can generate 
feedback for developers conceming their work activities. Figure 2.5 shows project work activities 
at three different abstraction levels, ranging from the coarse-grained activity of conducting a 
project to the fine-grained activity of invoking a tool on a computer. Feedback may be provided 
for activities at any of these abstraction levels. An ideal system might inform software developers 
about possible choices of methods based on a process model, or might give developers feedback 
about their work based on empirical data (the middle abstraction level in Figure 2.5). lt may be 
possible to mediate access to documents and tools stored in a computer through a process model 
and the use of empirical data. Much activity has focused on using a SEE to help developers with 
in their activities on the computer (the lowest abstraction level in Figure 2.5). 
We offer a scenario of how an ideal system might be used. Assume that a project has com-
pleted a portion of a software design document and that a design inspection must be conducted. 
Assume further that the ideal SEE has a representation of the project's work processes, the 
project's different design inspection methods, the criteria for applying each inspection method, 
and automatic data collection capability for the design document. After the SEE collects data 
from the design document, the data could be used to generate guidance for personnel about the 
most suitable inspection method. The benefits of automating data collection and other measure-
ment activities are expected to include reducing the cost of collecting and using the data as weil 
as increasing the validity of the data. 
„ 
1 Portions of Section 2.4 and subsections are reprinted from the Journal of Software Engineering and Knowledge 
Engineering , 4(3), C. M. Lott, "'Measurement support in software engineering environments," pp. 409--426, Copyright 
1994 with kind permission from World Scientific Publishing Co. Pte. Ltd., Farrer Road, P. 0 . Box 128, Singapore 
9128, Republic of Singapore. Not to be further copied without the publisher's specific permission. 
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2.4.1 GQM plan for the survey of process-centered SEEs 
This section presents the GQM used to structure the survey of SEEs. 
Goal: 
Analyze process-centered software engineering systems 
for the purpose of characterizing them 
with respect to collecting and using empirical data 
from the point of view of the researcher 
in the context of the literature. 
Questions: The following questions refine the goal. 
1. What role does the SEE play in the software evolution process? 
2. How sensitive is the system to work processes? 
3. What role does measurement play in the system? 
Metrics: Each of the previous questions is further refined into three metrics that help charac-
terize the systems surveyed here. 
1.1 The target user of the system (requirements engineer, designer, university student, software 
developer, .. . ). 
1.2 The software evolution activities that are supported (requirements analysis, design, coding, 
testing, ... ). 
1.3 The construction tools provided by system (none, access to tools, diagram editor, compiler, 
... ). 
2.1 Flexibility of work processes (assumed (implicit), fixed, variably definable). 
2.2 The underlying enaction model for work processes (none, rules, ... ). 
2.3 Purpose for using process models (understand, control, ... ). 
3.1 Definition of measurement data (none, predefined, variable, tools, . .. ). 
3.2 Objects that are measured (products, processes, depends on tools, .. . ). 
3.3 Use of data (none, characterization, feedback, planning, ... ). 
2.4.2 Survey of existing systems 
Tue GQM plan from the previous section is used to structure the presentation of the research 
prototypes and commercial SEEs given below. Static and dynamic code analysis tools such 
as code complexity analyzers are not covered. The systems are presented in approximate 
chronological order of publication. 
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Ginger 
The Ginger system consists of a set of monitoring and feedback tools designed to record and im-
prove programmer productivity during coding activities [MIK+ 87, KMKT90, Mat90, MKKT93, 
TMK95]. In Ginger, the focus is on measurement of on-line activities. Data is collected from 
these activities and from code products unobtrusively and automatically. The data thus collected 
is evaluated and stored in a database. Real-time feedback is provided to the system's users based 
on the collected data and historical baseline models: 
Ginger assumes that users repeatedly perform a process consisting of editing source code, 
saving the file, compiling the code into an object file, and running the object file to test the 
program. The data that are collected include calendar time, terminal time, number of command 
executions, and CPU time consumed. Additionally, the source-code file is sampled at 5-minute 
intervals to capture the number of changes made since the last sample. The system treats changes 
as error removals , assuming that repeatedly editing the same file will result in a final, error-free 
version. Programmers who use the system can ask it to compare the data gathered from their 
work to historical baselines for their organization, and thereby obtain immediate feedback about 
their work. Feedback is primarily based on productivity data and baselines . 
Ginger uses a fixed process model, and it provides no construction tools for its users. Ginger's 
target user is the programmer (metric 1.1 ), only the coding activity is supported ( 1.2), and it 
provides only access to construction tools (1.3). The1system assumes a fixed edit-compile-test 
process (2.1 ), is unable to model work processes (2.2), and does not use a model of work processes 
for any purpose (2.3). Data definitions are fixed in the system (3 .1 ), data is automatically collected 
by watching the programmer's code file and commands (3.2), and Ginger uses the collected data 
to evaluate the process and give feedback based on predefined baseline models (3.3) . 
Amadeus 
The Amadeus system was originally developed in the Arcadia Project [SJM+89, SPSB91, 
Kad92].2 The objectives of the Amadeus system include integrating measurement with process 
enactment by presenting an abstract interface for data collection, data analysis, and interpretation. 
This abstract interface attempts to isolate the primitives needed for using empirical data within 
a process-centered SEE. As originally developed, Amadeus marle extensive use of classification 
trees as its basis for data analysis and interpretation capabilities [PS90b] . 
The objective of presenting an interface specialized for data collection and use means that the 
Amadeus system offers neither a process modeling component nor development tools. lnstead, 
by working in cooperation with a process-centered software engineering environment, Amadeus 
can augment that system with sophisticated data collection and analysis capabilities. The process 
system is required to deliver notifications of process events to Amadeus. Depending on the event 
and its intemal status, the Amadeus system reacts to the events by triggering data collection, 
analysis, and interpretation agents . Each event must be specified by the system's users. Possible 
reactions to an event include collecting data from users via forms or invoking a data-collection 
tool. Because ofthe system's independence from tools, Amadeus is not restricted to any life-cycle 
phase, product, or process, and its measurement capabilities are fully configurable. 
2Commercially available from Amadeus Software Research lnc., 12 Owen Court, lrvine, CA 92715, USA; E-mail : 
amadeus-in fo @amadeus.com. 
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Intemally the Amadeus system is controlled by scripts . Each script consists of an event, 
a guard, and an agent. Briefly, when the event occurs, the guard is evaluated, and the agent 
is triggered if the guard evaluated to true. The basic system can generate clock events and 
monitor files in a directory for changes . Additional events, especially process events, are defined 
in conjunction with a cooperating process system. A guard is simply any boolean expression 
defined using attributes of the events. Tue agent is any software tool or program that can be 
invoked on the hast system. Amadeus was implemented so that it can be used in a distributed 
manner. A single interpreter runs on a server hast . Clients can connect to the interpreter to 
supply data, request data, and pass events. 
The commercial product extends the research prototype with tools for gathering measures of 
size and other statically determined properties of source code [Ama94]. Tue supported languages 
include Ada, C, and C++. Also included in the commercial product is a repository for collected 
data, support for importing and exporting data to/from the repository, and facilities for generating 
graphs and reports from data in the repository. 
Amadeus provides no construction tools of its own and does not support defining a process . 
The target user of the system is the SEE builder (metric 1.1), any software evolution activity 
can be supported ( 1.2), and the system provides no construction tools ( 1.3). Work processes are 
assumed to be defined by a cooperating process system (metrics 2.1, 2.2, and 2.3). The system 
can accept any data definition (3.1 ), collect any data that can be collected using on-line tools 
(3.2), and the data use is entirely up to the person who writes the scripts that control the system 
(3.3). 
ES-TAME 
The ES-TAME system is a prototype of an expert system to support the design process for real-
time software [Oiv90, OB92] . ES-TAME supports the design process in that the work processes 
to be performed can be represented in the system, the quality models for the products can also 
be represented, and these two sets of models can be integrated such that they function together. 
These models are linked based on metrics defined at each model's lowest refinement level. In 
addition, both products and processes can be measured. Although the prototype's knowledge is 
focused on real-time design methodologies, no design-related CASE tools are part of the system. 
A sophisticated, highly structured framework supporting the Goal Question Metric Paradigm 
(GQM, see also Section 2.2.5) is built into ES-TAME. Templates assist the user in writing a GQM 
goal. The user can then select from a predefined set of questions and metrics, or can write new 
questions and metrics to refine the goal. Reasoning on the part of the expert system is used 
primarily when constructing the GQM plan. A rule-driven GQM generator uses forward chaining 
to guess elements of the GQM plan under construction. The system is intelligent enough to ask 
the user for data and to look in existing quality models to obtain those data when possible. 
The GQM paradigm guides the representation of quality models in ES-TAME. Further, the 
GQM paradigm is also used to answer questions and interpret data collected from work products. 
When the user wants to evaluate a GQM plan, the system can automatically supply the user with 
data for those metrics where data exists. The system will further assist the user in answering the 
ques~ions based on the metric values and interpreting the results in terms of the goals. Although 
work processes are modeled in this process-centered system, it is unclear how the system is made 
aware of progress made on the work represented therein. 
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The ES-TAME system's target user is a real-time software designer (metric 1.1), software 
design is the primary supported activity in the prototype (1.2), and although it provides no 
software construction tools ( 1.3), the system does provides an editor for writing GQM plans. ES-
TAME supports the variable definition of processes (2.1), work processes are defined using an 
object-oriented knowledge representation (2.2), and the process definitions are used to guide the 
user during work processes (2.3). Although the prototype system focuses on the design activity, 
it is completely flexible about defining data (3.1) and collecting data from on-line artifacts (3 .2). 
In addition to using the data for feedback and improvement, metric capabilities in the system, 
especially the support for developing GQM plans, may be used for planning (3 .3). 
Provence 
Provence is a system for monitoring and visualizing software development processes [KB93]. lt 
uses advanced hooks into the file system of its host computer to do so. Provence demonstrates 
how a number of special-purpose tools can be integrated with a process-centered system to 
form a process-centered SEE. Their process-centered system is Marvel, a rule-driven system 
for process modeling and enaction [KBS90]. Processes are monitored and enacted based on 
their representation as Marvel rules, and any work activity performed on the computer can be 
supported. 
Provence focuses on visualizing process data. These data include process status and progress 
as weil as process and product metric values. A special aspect of this system is the component 
called the 30 file system, which Jets it monitor all accesses on certain files or in file system 
directories. This capability allows the system to collect data unobtrusively as weil as to collect 
data from all tools that use the standard file system. From this capability, the Provence system 
derives a genuine openness and ftexibility for collecting and using data from any on-line products . 
Tue Provence system supports the variable definition of processes. The target user is any 
software developer or manager (metric 1.1 ), any software evolution activities can be supported 
(1.2), and it provides no construction tools nor access to tools (1.3). Provence allows a process 
to be variably defined (2.1 ), uses the Marvel strategy language to describe and enact processes 
(2.2), and uses process models to facilitate data visualization (2.3). Because the Provence system 
offers no support for defining metrics, the definition, collection, and use of data is left to the tools 
that it invokes (3.1, 3.2, 3.3). 
SynerVision 
The SynerVision system is a commercial product that supports defining, guiding, and enforcing 
a process for software development activities [Hew94, Dia94]. Tue definition of a project 
Jeans toward a loose collection of tasks rather than a tightly coordinated process view. A basic 
difference between this system and others surveyed here is that developers can begin to use 
SynerVision with essentially no task definitions, and then populate the tool with their views of 
their tasks. In addition to specifying dependencies on other tasks and specifying hierarchies 
(i.e„ refinements) of tasks, users may attach text explanations to the tasks that they define. Task 
definitions can also be easily modified while in execution, but the system performs no analysis 
of the impact of those modifications. Of course, SynerVision also supports providing developers 
with information about a predefined process. 
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The system automatically measures the time that a person spends enacting a task. All 
other data collection and use of data in dependencies is supported by the tools, not the system. 
SynerVision is controlled by process scripts and process templates. A process script is a Unix 
sh( 1) shell script, specially extended for SynerVision, and lists the tasks that should be performed. 
More precisely, a script causes tasks tobe instantiated in a developer's working context. Where 
a script specifies, for example, which developer is responsible for a task, a template provides 
a placeholder for the information about which developer is responsible for a task. Templates 
facilitate the reuse of process descriptions, and can be invoked by scripts at run time, which 
offers the possibility of very late binding of resources (e.g., personnel) to tasks. Dependencies 
in the process scripts express the order in which tasks can be performed. A dependency rule 
can additionally invoke a tool to check whether a requested action (e.g., marking an activity as 
complete) is legal. Users can also define many different views on their own collections of tasks, 
based on the priority, status, etc. of those tasks . For example, a task status can take on the values 
"completed," "abandoned," "in-progress," "new," or "ongoing." 
The SynerVision system supports definition of a process and offers its users an environment 
in which they can work. Although part of the Hewlett Packard "SoftBench" product, SynerVision 
can also be used alone. The target user is any software developer or manager (metric 1.1 ), any 
software evolution activities can be supported (1.2), and although it provides no construction 
tools, users may access tools from SynerVision via the SoftBench Broadcast Message Server 
(1.3). SynerVision allows a process tobe variably defined (2.1), uses its own script language 
to describe and enact processes (2.2), and uses process models to define, enact, and enforce a 
process (2.3). The system offers strong support for collecting data about the time spent on a task, 
but otherwise the definition, collection, and use of data is left entirely up to the tools with which 
it communicates via the Broadcast Message Server (3.l, 3.2, 3.3). 
Ceilidh 
The Ceilidh system is a quality control system for teaching students how to develop programs 
according to specifications and to quality standards [BBF93]. Ceilidh (pronounced "cay-lee") 
evaluates the result of coding activities and reports on the evaluations. Like all systems for 
measurement-based guidance, it is critically dependent on the models used as the baselines for 
comparison with the collected data. In the Ceilidh system, the baseline is based on a sample 
solution to the problem. One drawback is that the baseline is not explained to the system's 
users until after they have submitted a solution. In other words, measurement-based feedback is 
offered very late in the cycle. 
Students use Ceilidh to write, test, and evaluate their coding assignments. The system 
compiles and tests assignments that are submitted to it. lt then compares the submitted source 
code and test results against established quality standards, and reports to the student on the 
result. Quality standards are defined in Ceilidh in terms of correctness (determined by testing), 
run-time efficiency of the program, as weil as structure, complexity, and style of the source code. 
Figure 2.6 shows an example of the feedback provided by the system to students after they submit 
a solved exercise. Ceilidh additionally provides students with course notes, examples, program 
requirements, and access to editors, compilers, and test support. 
Ceilidh's automatic assessment facility is responsible for grading the student's assignments. 
A necessary part of the assessment facility is a test oracle that determines whether output from 
student programs meets the specification or not. Regular expressions play a !arge role in matching 
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--' 1 SubmitProg 
File for Unit 2 ex pay suffix c copied to coursework directory 
Mark for Unit 2 ex pay copied to coursework directory 
Analysis of Dynamic Correctness 
item : mark :out of : lost 
Simple test : 40: 40: 0 
Next test : 30 : 30 : 0 
Check text too : 30 : 30 : 0 
Score for Dynamic correctness is:lOO out of 100 
Mark summary 
category: mark :out of 
Dynamic correctness : 60 : 60 
Features : 5 : 15 
Typographie: 23: 25 
Overall mark awarded 88 : 100 
Figure 2.6: Feedback provided by Xceilidh 
the test results with the expected output, thereby lifting any requirements of specifying program 
output with the precision of what text must appear in what column. Test coverage tools are used 
to detect useless code in a student's program, static source code analyzers check complexity, and 
the UNIX tool lint is used to detect structural weaknesses. 
Ceilidh, like Ginger, offers no workbench-like tools, But unlike Ginger, Ceilidh installations 
can define their own grading criteria. The target user is a student learning how to program (metric 
1.1), only the fixed process of editing, compiling, and testing is supported (1.2), and although 
the system offers no construction tools, it does offer access to tools in the operating system's 
environment ( 1.3 ). The system assumes an implicit process (2.1 ), and no other work processes 
can be defined or used (2.2, 2.3). The metrics used to evaluate student's programs are fixed; 
they can only be redefined by changing the assessment engine (3.1) . The data is collected by 
analyzing, compiling, and running code artifacts (3 .2), and the data is used to evaluate work 
products and provide feedback to the system's users (3 .3) . 
Process Weaver 
ProcessWeaver is a commercial product that supports the organization and coordination of work 
done by groups of individuals [Cap92, Fer93 , Chr94] . The Weaver system uses a collection of 
representations to define a comprehensive process model. The various representations that model 
and support the enaction of complex processes are manipulated by graphical interfaces specific 
to each type of representation. Although the representations (and corresponding support tools) 
are structured in a strict hierarchical manner, their names do not reftect the hierarchy weil. At 
the top of the hierarchy, a collection of methods (supported by a "method editor") describes the 
work breakdown structure for a software evolution project. Each method is then refined into an 
interface (called an "activity," supported by an "activity editor") and an implementation (called a 
"cooperative procedure," supported by a "cooperative procedure editor"). The interface ("activ-
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ity") describes the input and output products, and the implementation ("cooperative procedure") 
defines the subprocesses that perform the work of that method. Hierarchical definitions are 
permitted in that elements of cooperative procedures can also be cooperative procedures. At the 
bottom of the hierarchy, the element within a cooperative procedure that describes a concrete task 
(atomic process step) is called a "work context." Work contexts bundle all the elements needed 
to perform an atomic process step, namely the task description, the products to be consumed or 
produced, and the tools needed to perform the task. 
The end user views, manipulates, and delegates his or her collection of work contexts 
using a tool called the "agenda." Facets of processes that cannot be captured by the graphical 
representations or implemented using Petri net rules are implemented in a command-interpreter 
(shell) language. This language supports the delegation of work contexts and the invocation of 
tools from the operating system environment. Tue use of shell scripts to implement facets of a 
comprehensive process model makes the ProcessWeaver system especially flexible, but it also 
makes the process model correspondingly more difficult to comprehend as a whole. 
All communication between cooperative procedures, the agendas of different users, and 
the other tools of the environment is done via messages that are sent to a broadcast message 
server. Components foreign to ProcessWeaver such as measurement tools can be integrated into 
the system. On-line forms for measurement can also be integrated conveniently by adding the 
appropriate work contexts (i.e„ a work context that requests a person invoke the on-line data 
collection form) to the related cooperative procedures. Both synchronous and asynchronous data 
collection can be implemented in ProcessWeaver simply by building the Petri nets accordingly. 
Weaver offers no software evolution tools. The target user is the software developer, although 
significant support for developing process models is part of the system (metric 1.1 ). Any activities 
may be supported ( 1.2), and the system offers access to tools of the supporting computer system 
(1.3). Work processes may be variably defined (2.1), and the variable models of work processes 
are based on the use of Petri Nets to describe coordination (2.2). Because the various models are 
entered using a number of editors, it is difficult to generate a comprehensive model of a project's 
processes for review or understanding purposes. Therefore the models are primarily used to 
control the process (2.3). All data definition, collection, and use depends on the tools invoked 
from outside the Weaver system. Weaver provides no support for defining (3.1), collecting (3.2), 
or using (3.3) data to inftuence the processes. 
Table 2.3 presents a summary of the systems that were surveyed here. The columns corre-
spond to the metrics explained in Section 2.4.1. 
2.4.3 Summary of process-centered SEEs 
Many of the systems surveyed here address the problems of integrating software construction, 
process definition, and measurement capabilities into a single system. A classification scheme 
defined by Rombach is expanded and used to classify the integration of these three elements in the 
surveyed systems [Rom89]. Figure 2.7 graphs construction versus measurement components in 
SEEs. Figure 2.8 shows process definition versus measurement capabilities. Finally, Figure 2.9 
charts construction versus proc.ess definition facilities. lncluded in these figures is an estimate of 
where MVP-S, the system described in Chapter 4, fits into this classification scheme. 
There is considerable progress towards the upperright regions in Figures 2.7 and 2.8, meaning 
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that some systems support both construction and measurement or both process definition and 
measurement, respectively. In Figure 2.9, the upper right regions describe systems that provide 
their own tool sets and also support process definition. Efforts to reach the upper right regions 
of Figure 2.9 will most likely only be successful if the system designers pay close attention to 
interfacing with existing tools rather than attempting to replace them. 
2.5 Empirical studies of software engineering environments 
Empirical work on evaluating various techniques and methods in software engineering is not 
common [Gla94, TLPH95]. Evaluations of software engineering environments are even less 
common. However, this relatively new technology has begun to attract considerable attention, 
process-centered environments are commercially available (see also [Lot94]), and some work 
has been done to evaluate this new technology. 
Christie reports on a comparison of ProcessWeaver and SynerVision [Chr94] . The study 's 
goals were limited to evaluating issues conceming the tool's ease of use as viewed by both the 
process developer and the end user (e.g., development of the process description, screen layout, 
response time). Issues of adoption among the end users (e.g., intrusiveness and impersonality of 
on-line guidance) were also evaluated. However, neither the amount of time that users required 
nor the quality of their results were evaluated. 
The study compared and contrasted aspects of the two systems in the context of a small 
experiment that was performed once for each system. In the experiment, a team of three people 
cooperated on a simple process using .a process guidance system. The process involves three 
people who assume two rotes, a manager and a technical editor. The person in the rote of the 
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manager supervises the work of editing and reviewing a document that is done by two people who 
both assume the role of a technical editor. In the scenario, the editing job is delegated, refused, 
and finally assigned. One editor edits the document; the other editor reviews the edited document, 
and finally the document is approved. All interactions between the people are supported by the 
system. 
Some discussion is given about the difficulty of bringing about a change in the culture of a 
software development organization, change that is a prerequisite for the use of a guidance system. 
The conclusion raises important questions, including the following: 
• "Will resistance to working in an automated process be a major impediment?" 
• "Will process automation products be sufficiently flexible .. . to model industrial-strength 
projects?" 
2.6 Summary 
This chapter presented many measurement and process technologies, and showed that there 
are extremely few attempts to link the two technologies. This chapter also revealed that some 
process-centered software engineering environments support the collection and use of empirical 
data. The use of empirical data in process-centered software engineering environments offers 
great opportunities for providing guidance and feedback to users about their work. Finally, some 
empirical work on evaluating the usefulness of these environments was presented. 
In the next chapter, an integration of measurement and process technologies is presented that 
makes extensive use of the GQM paradigm and the MVP-L process modeling notation. Chapter 3 
also presents a set of requirements for an automated system that will use integrated measurement 
and process views to present guidance and feedback to personnel. 
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Chapter 3 
Foundations of Measurement-Based 
Feedback 
This chapter discusses the foundations of measurement-based guidance and feedback. Section 3 .1 
presents an overview. Section 3.2 discusses the information required to integrate measurement 
and process views, and introduces consistency rules for the integrated result. Section 3.3 gives 
an algorithm for integrating the two types of views, and Section 3.4 demonstrates the application 
of the algorithm with a comprehensive example. Section 3.5 discusses a small case study that 
was used to evaluate the integration approach proposed here. Finally, Section 3.6 states a series 
of requirements conceming automated support for providing measurement-based guidance and 
feedback based on the integrated views . 
3.1 Overview 
The integration of measurement and process views brings together two partial descriptions of a 
single software development project. These two views of a software project support each other 
strongly; they have been researched and applied separately only due to historical reasons. A 
measurement view describes data explicitly and references processes, products, and resources 
implicitly. A process view describes processes, products, and resources explicitly and references 
data implicitly. Integration of these views essentially makes explicit the existing, implicit overlaps 
and relationships between measurement activities and development processes. 
The approach for integrating the two views uses the Goal Question Metric Paradigm (GQM) 
and the Multi-View Process Modeling Language (MVP-L). A measurement view consists of GQM 
plans that describe how some aspect of a software development project will be measured. A 
process view consists of information about the processes, products, and resources in a software 
development project. Tue idea of integrating these views began with the realization that they 
overlap at Least in the representation of empirical data. Linking the representations of empirical 
data in a measurement view (metrics) and a process view (attributes) is shown in Figure 3.1. 
The basic idea of integrating process and measurement views is embodied in the task of 
constructing a measurement plan. A measurement plan specifies precisely who collects what 
data, when it is collected, and how it is collected. However, constructing a measurement plan 
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Figure 3.1: Linking metrics and attributes from measurement and process views 
without explicit process models relies on implicit knowledge of the relevant processes, products, 
and resources. Without an explicit representation of that knowledge, the resulting measurement 
view cannot be reviewed for consistency problems, and is likely to suffer problems that will be 
detrimental to a measurement-based process improvement effort. 
Integrated measurement and process views offer many benefits for planning a measurement 
and improvement program. First, the integrated views permit checking various consistency 
properties. Tue consistency properties define a target condition in which personnel can use an 
integrated set of views to collect useful data, interpret that data appropriately, and judge the 
suitability of such views for providing measurement-based feedback to software developers. 
Further, integrated views support the automation of data-collection activities, and enable the 
generation of measurement-based feedback using an on-line system. 
This chapter also states four sets of requirements that a process-centered software engineering 
environment must possess in order to support measurement-based feedback. First, the use of 
tools to collect and use data is discussed. For example, a software engineering environment must 
be able to invoke on-line tools to collect data from documents and on-line products. Second, 
interactions with users to collect data are sketched. Users must be queried in response to 
various process events and milestones . Third, issues in providing measurement-based feedback 
to personnel who play technical roles are presented. For example, the environment must be 
explicitly aware of the processes and track their status in order to generate feedback. Finally, 
support for personnel who play management roles is discussed. These personnel require support 
for supervisory duties such as assigning personnel to processes . 
3.2 Integration of Measurement and Process Views 
This section introduces the integration of measurement and process views. Section 3.2.1 gives re-
quirements for the information needed from measurement and process views. Next, Section 3.2.2 
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discusses the reuse of existing formalisms, and Section 3.2.3 states the information used from 
those formalisms. Finally, Section 3.2.4 addresses limitations of the integration approach and 
some open 1ssues. 
3.2.1 Requirements for integrating measurement and process views 
This section states requirements on the information needed from the view of measurement 
activities, from the view of software development processes, and on the integration model that 
will link the views together. 
Information required about measurement activities 
A measurement view consists of GQM plans and additional information that coordinates mea-
surement activities and assists with interpreting the resulting data. The entire view (and thus the 
measurement program) should be based on the explicit statement of goals. Information about 
the following items that describe "how well" various processes are performed is required from a 
measurement view for the purposes of integration: 
• The goals of the measurement program. 
• Rationale for the choice of metrics. 
• A precise definition of the metrics for which data must be collected (may include the scale, 
units, etc.) For example, definitions of "effort" or "lines of code" must be stated. 
• Procedures by which the data are collected. 
• Relevant quality models (existing baselines, if any). 
Information required about software development processes 
A process view consists of information about a set of software development or maintenance 
processes. Information about the following items that describe the "what" and "how" of software 
development are required from a process view for the purposes of integration: 
• The input, output, and intermediate products. 
• The processes that transform input into output products. 
• The resources available for performing and supporting the processes, including a definition 
of what personnel are responsible for what steps. 
• Identification of milestones (events) in the processes. 
• The criteria that define when a process may begin and when a process was successful. 
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Requirements for the integration model 
Pooling the information common to measurement and process views permits analyzing the 
integrated result for inconsistencies that would be detrimental to a measurement-based process 
improvement program. Example inconsistencies are attempting to collect data from a process 
that doesn't really exist, or collecting data from a product at the wrong point in that product's 
life cycle. The additional information required to link the views is thus a statement about how 
the views overlap and how their common parts can be linked with each other. The integration 
activity may also augment a process view with a number of quantitative statements about how 
well various activities are expected to be performed. The requirements for the model include the 
following: 
• Take the improvement goals (gaining understanding or providing feedback) into account. 
• Identify processes, products, and resources common to both views (identify all possible 
connection points) . 
• Link data sources with data needs ( outputs with inputs ), thereby satisfying needs for pooled 
information in both views. A data source may be a either a model or an object from the 
project. This means that information can be gathered either from a model (at any time) or 
from the project (only during execution). 
• Link metrics (what to collect) and data-collection procedures (how to collect it) from the 
measurement view with events (when to collect it) and personnel (who collects it) from 
the process view. 
• Consider the need to measure repeated instantiations of the same entity (e.g., effort from 
repeated instantiations of the same process, experience of multiple developers, size of code 
modules, etc.). 
Consistency properties. The consistency properties for an integrated set of views must either 
prevent or enable the detection of problems so that the following conditions hold: 
• All types of references in the measurement view to processes, products, and resources 
can be unambiguously linked with a description of the corresponding process, product, or 
resource in the process view. 
• The measurement view makes no demands for data from nonexistent processes, products, 
or resources. 
• No data is collected that is not driven by a measurement goal or needed to generate feedback 
to a process (i.e„ no values are immediately consigned to a data graveyard). 
• lf in accordance with the goals of the modeling effort, data are used to provide feedback. 
3.2.2 Reuse of existing formalisms 
The requirements stated in the previous section are satisfied through the reuse of existing research. 
The Goal Question Metric Paradigm (GQM) is used to structure measurement views . As discussed 
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in Section 2.2.5, a measurement view based on the GQM paradigm consists of a goal, a supporting 
set of questions, and finally a set of metrics. The Multi-View Process Modeling Language 
(MYP-L) is used to structure process views. As discussed in Section 2.3.2, a process view based 
on the MYP-L formalism consists of a set of process models, product models, resource models, 
and attributes. 
Goal Question Metric Paradigm 
The survey of existing measurement frameworks presented in Section 2.2 showed that only 
one measurement framework was developed to take explicit consideration of process issues, 
specifically the GQM Paradigm. However, GQM Jacks a formal notation for the definition of 
processes and their products and resources. The GQM paradigm's explicit support for process 
issues makes it an excellent candidate for reuse in later discussions of linking measurement and 
process. Because GQM offers much that can be used without change and thereby can minimize 
the amount of work necessary, GQM will be reused. 
A GQM plan may be augmented with additional information that specifies the data-collection 
method and other information for directly collectible metrics. This information is sometimes 
named a "measurement plan" [Hoi94, GHW95]. For example, the GQM metric "effort" (defined 
as hours) might eventually be stated as "the effort that Jane spent in week 30 as collected on 
form Fl2." A measurement plan will also include the data-collection forms that personnel will 
complete in the course of their work. Traceability between a GQM plan and a measurement plan 
is an important issue, but relatively straightforward to define. Essentially, each metric in a GQM 
plan must have corresponding information in a measurement plan to state who collects the data, 
how, and when. 
A comprehensive measurement view of a software project is thus comprised of a GQM plan 
as augmented by a measurement plan. Essentially each GQM goal leads to the definition of a 
single measurement view. The combination of multiple measurement views is a natural one due 
to the common overlap in questions and metrics among related GQM plans, but it is not addressed 
in this research. 
The Multi-View Process modeling language 
The survey of existing process modeling notations in Section 2.3 showed that only one takes 
explicit consideration of measurement and data collection issues, specifically MYP-L. This 
notation supports the execution of a comprehensive set of process models to track the status of 
processes and products and to generate feedback for personnel. MYP-L additionally supports 
representing the collection of empirical data, and using the data to inftuence the path taken by 
processes. Although MYP-L offers no support for the top-down planning of a measurement 
program, or for the bottom-up interpretation of data in the context of goals, it does offer formal 
execution semantics and a supporting execution environment. Therefore, MYP-L is the most 
appropriate reuse candidate for this research . 
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3.2.3 Information that links the measurement and process views 
This section identifies the linking points in measurement and process views. 
Information used from the measurement view 
A measurement view of a software project consists of a GQM plan, augmented with a measurement 
plan, as discussed in Section 3.2.2. The following discussion is in general limited to a single 
measurement view (one GQM goal), and the supporting questions and metrics. 
First, there is the GQM goal from the measurement view. The intent of the goal (i.e., 
understanding or improving) must be declared. Further, the type of a goal's objects of interest 
(i.e., processes, products, or resources) must also be declared. 
A GQM goal is refined using a series of questions. These questions are divided into three sets, 
namely the set pertaining to the object of interest (set 0), the set for the quality aspect of interest 
(set Q), and the set for feedback (set F). A refinement of the goal in terms of these questions must 
be declared. The refinement of questions in terms of other questions must similarly be declared. 
The refinement of questions in terms of metrics must be similarly declared. The refinement of 
goals into questions, then questions into other questions, and finally questions into metrics within 
a GQM plan forms a directed acyclic graph. 
All metrics from the GQM plan must denote values that can be collected directly (i.e., none 
are calculated based on other metrics). This restriction is minor, because metrics that would need 
refinement can be expressed instead as leaf questions. Further, the units of measurement must 
be declared for each metric. The scale of the data yielded by each metric must also be declared, 
for example in terms of the set {nominal, ordinal, interval, ratio, absolute}. Each metric must 
be marked as to whether it is an objective (i.e., repeatable) assessment such as "the schedule 
time in days" or a subjective assessment such as "the ease of use of a method." Finally, the 
data collection procedure must be declared for each metric. A data collection procedure states 
whether values are derived by asking a person, by invoking a tool, or by some other method. 
A forms-based tool used to query an individual for some data value would still be described as 
"asking a person." 
Interna) consistency of a measurement view. The following restrictions on a measurement 
view are necessary to permit integration with a process view. First, it is meaningless to have a 
GQM plan with neither questions nor metrics. Second, we must be able to determine the intent 
of a goal (understanding or improvement) as weil as the type of object of interest (i .e., whether 
the goal focuses on a process, product, or other aspect). Third, no question and no metric 
may be left isolated, not related to any other questions or metrics. Fourth, questions cannot be 
refined in such a way that a loop would result (the refinement must be a directed acyclic graph). 
Fifth, the definition of the metric must make clear precisely what is desired. For example, the 
definition of "experience of personnel" might be measured by years of experience, self estimates, 
or performance on a test. 
Finally, traceability in the refinement of goals into questions and so on is an important 
consistency property. For example, a question about cost per unit time that is only refined into 
a metric for time does not have proper traceability because the aspect of cost is ignored. This 
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deep concept of traceability in the information needs of various refinement levels is noted here 
to serve as a guideline and to identify an open problem. 
Information used from the process view 
The process view includes information about processes, products, and resources.1 The refinement 
of objects in terms of other objects (e.g., a process is refined in three subprocesses) must be 
declared. Attributes are attached to objects of the process view to capture information such as 
the status or availability of that process, product, or resource. The attributes on each object must 
be declared. These attributes are also used in constraints on processes to describe possible paths 
(control ftow) through the set of processes.2 
The type of each attribute must be declared (any legal MVP-L type is allowed). Further, the 
source of data for a specific attribute must also be declared, in terms of whether the source is 
extemal or intemal to the process view. For example, an attribute's value may be supplied by 
some extemal procedure (e.g., a person enters the value), or may be determined solely using 
other attributes. To determine how a particular attribute is used in the process view, each attribute 
must be declared as to whether it is used in the criteria of some process or in some other way. An 
attribute of any object in the process view may be used in the criteria of a process, so this rule is 
not specific to process objects. 
Personnel are the fundamental resource of any software project. The set of people involved in 
the project must be defined. The mapping of personnel to objects in the process view captures the 
responsibility relationships between those personnel and the objects. This information important 
for both processes and products. However, it is nonsense to link personnel with resource objects 
that model the personnel anyhow. Finally, a set of milestones (events) from the process view 
must be declared. Example events are beginning a process, completing some process, etc. These 
events are important for automated support. 
Interna) consistency of a process view. The following restrictions on a process view are 
necessary to permit integration with a measurement view. First, sets of process models, product 
models, resource models, attribute models, events, and personnel must have been developed. 
Second, the mapping of attributes with objects, the type of each attribute, the source for data for 
each attribute, and whether each attribute is used within process criteria must have been declared. 
Third, the responsibility for processes and products must have been declared via a mapping with 
personnel. Fourth, objects cannot be refined in ways that would cause loops in the refinement 
graph. Finally, processes can only be refined in terms of other processes, and the same holds for 
products and resources. 
Linking inf ormation from both views 
This section explains the links that are made to integrate measurement and process views, and 
what each link means. The links are separated into two groups. First, the views may directly 
1This discussion considers model-world representations of processes, products, and resources that mirror their 
real-world counterparts. We do not discuss models themselves because a model represents a class of objects. 
2 Attributes will be used to represent empirical data that describes the various objects. However, no sophisticated 
use of attributes is expected in a process view before it has been integrated with a measurement view. 
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overlap in that the same artifact is explicitly referenced in both. For example, the measurement 
view component "GQM object of interest" will also be modeled in the process view. Alternately, 
the views may have no direct overlap, but support each other. Essentially, implicit and explicit 
aspects are linked so that everything can be made explicit. For example, it may be helpful to 
declare responsibility for collecting data demanded by the measurement view using the resources 
modeled in the process view. 
Direct overlaps. The following links consider artifacts that are explicitly addressed by both 
measurement and process views. 
1. A GQM goal's object(s) of interest is linked with MVP-L processes, products, or resources. 
This establishes that the objects of interest are clearly identifiable in the process view. For 
example, if the GQM goal mentions a design review, that review process must be represented 
in the process view. 
2. Data needs (GQM metrics) are linked with data sources (in MVP-L). A data source may be 
either apart of the comprehensive process view (e.g., a product model), or it may be an 
attribute of some model in the process view that represents data to be collected. One of 
the following two cases should hold for all metrics : 
• Case I: Model as data source 
In this case, GQM metrics for which data can be collected from MVP-L models are 
linked with those models. For example, metrics that demand data about the type 
of design review process performed could be answered by the model of that design 
review process. There is no need to collect data from the project for these metrics. 
This attempt at linking views may encourage the process view tobe extended. 
• Case II: Project as data source 
In this case, GQM metrics that require data to be collected during the project are 
linked with MVP-L attributes. Attributes from the process view represent data that 
will be collected. Tue set of attributes that was developed as part of the process view 
may need to be extended for this purpose. For example, metrics that demand data 
about the time spent on the design review process could be collected during project 
perf ormance. 
lndirect overlaps. The following links consider artifacts that are implicitly addressed by one 
view and explicitly addressed by the other. 
1. Each GQM question is linked with MVP-L processes, products, or resources. This establishes 
possible sources for data that will answer the questions. For example, questions concerning 
defects detected in the design review 'could be linked with the review process. 
2. Each GQM metric is linked with an MVP-L event. An event in the process view models a 
point in time when something happens, such as the start or completion of a process. This 
link establishes the point in time when data for a metric will be collected. For example, 
data conceming the time spent on a design review process could be collected when that 
process completes. 
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3. Each GQM metric is linked with an MYP-L person resource. This establishes the respon-
sibility for collecting data for each metric. For example, the moderator responsible for a 
design review process could be made responsible for collecting data from that process. 
4. Each GQM question is linked with an MYP-L attribute. If a goal includes providing feedback 
to the personnel, then a source of information (evaluated data) is needed. Answers to 
questions serve as this source, and therefore this relationship is a reversal of previous 
relationships. Here, the measurement view is the source and the process view is the sink 
for information. Answers to questions from the measurement view can be plugged into 
attributes in the process view, where they may be used as feedback. For example, a 
comparison of historical defect data could be made at the direction of the measurement 
view, and the result could be plugged into the process view. 
3.2.4 Limitations and open issues 
Some limitations and open issues surrounding the approach for integrating measurement and 
process views are discussed here. First the limitations stemming from the use of MYP-L are 
discussed, then issues in mismatches of refinement Jevels are addressed, and finally some open 
issues in integration are sketched. 
Limitations 
We have assumed that it is possible to write measurement views that can be fully integrated with 
a process view. Stated differently, all aspects of the processes, products, and resources that are 
somehow referenced in the measurement view must be modeled in the process view. However, this 
assumption may impose severe restrictions on a measurement-based process improvement effort. 
For example, an aspect such as "organizational structure" might yield important information 
for a measurement view. However, it would be difficult to incorporate this information into a 
MYP-L-based process view. Therefore finding a mapping from GQM goals, questions, and metrics 
onto objects from the process view would be impossible. 
Limitations on the integration approach can be defined by identifying what aspects of a 
software process can be modeled in MYP-L. Essentially, the integration model is restricted to the 
processes, products, resources, and properties of these objects that can realistically be modeled 
in MYP-L. The following list of questions may help resolve the problem of a measurement view 
that makes references to some object that apparently cannot be found in the process view: 
• Can the object be modeled in MYP-L? 
If yes, then the process view should simply be extended as needed. 
• If the object cannot be modeled in MYP-L, is the object implicitly modeled (i.e., do the 
personnel have a deep understanding of the object)? 
If yes, then a modeling approach other than MYP-L might be used to augment the process 
vtew. 
• If the object apparently cannot be modeled, then can the data that are supposed to be 
collected ever be used sensibly? 
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If no, the problem disappears. Otherwise, some solution must be found. 
• Given that the data can be used sensibly, can the data even be collected at all? 
If no, then this aspect may only help to understand limitations on the measurement view, 
and in this case poses no problems for the integration. Otherwise, again some solution 
must be found. 
Based on the limitation to aspects that can be modeled in MVP-L, the percentage of the 
measurement view that can be integrated with the process view can be determined. If only a 
percentage can be integrated, then only the portions for which integration is possible should be 
checked for consistency. 
Mismatches of refinement levels 
The integration information cannot resolve problems that result from modeling reality at different 
Jevels of abstraction. For example, if a measurement view is refined further than the corresponding 
process view, it may demand information about a not-yet-modeled process. If the process view 
is refined further than the corresponding measurement view, then not all parts of the process view 
can be linked with the measurement view. Tue first case (process view is not refined sufficiently) 
is a genuine problem, and provides sufficient motivation for another iteration through the activity 
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of modeling processes, products, and resources. The second case may be a problem. lt may 
indicate that the scope of the modeling effort was chosen inappropriately, or that the developers 
of the measurement view neglected to measure important activities. 
The issue of multiple instantiations of a single process or product is related to the issue of 
different refinement levels. A case that must be considered is one in which a single metric will 
lead to collection of data from multiple instantiations of a process or product. For example, a 
metric may require the collection of data for the sizes of all developed code modules, for the 
amount of effort expended on repeated iterations through the same process, or for the years of 
experience for all the software personnel. Tue measurement plan is generally expected to specify 
the additional details that resolve this issue. 
Open issues in integration 
Some open issues in the integration of measurement views and process views are briefly sketched. 
Tue resolution of these issues would significantly extend the approach for integrating measure-
ment and process views . 
The first issue is the possibility of mapping portions of a measurement view with the models 
in a process view. Because a model represents a class of objects, mapping any measurement-view 
entity onto a model could mean that all instantiations of that model would inherit the mapping. 
For example, mapping a question onto a process model would mean that all processes instantiated 
from that process model are members of the mapping from the question. Both the power and the 
consequences of such a mapping deserve further investigation. 
The second issue is the inclusion of roles and their viewpoints into the integration model. A 
role is understood here tobe a projection (in the database sense) of a process view. For example, 
the view seen by a person who plays the role of a tester might include only those products, 
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processes, and resources relevant to the activities required of that role. A role from the process 
view appears tobe strongly related with the viewpoint as stated in a GQM goal. 
Finally, the case in which either of the views can be further refined and then re-integrated 
with the other during project performance is not considered in this research. lt is impossible 
to discuss mapping metrics onto attributes of parts of the process view that are unknown at the 
time of performing the integration. Similarly it is impossible to describe data collection within 
a process view until concrete metrics are defined by the measurement view. 
3.2.5 Definition of consistency properties 
The consistency properties presented here extend ideas first mentioned by Lott and Rombach 
in [LR93]. They are intended to satisfy the requirements set out in Section 3.2.1. The consis-
tency properties make statements about the integrated measurement and process views. These 
statements define a target condition in which personnel can use the integrated set of views to 
collect useful data, interpret that data appropriately, and judge the suitability of such views for 
providing measurement-based feedback to software developers. Further, the consistency proper-
ties supports checking that measurement is not based on false assumptions about the development 
activities, and that development activities can take advantage of quantitative data. An example of 
an inconsistency might be that some items from the measurement view do not dovetail with the 
process view (i.e„ questions cannot be answered because they are meaningless in the given con-
text). Another inconsistency might be that the measurement view references some development 
or maintenance activities that are not represented in the process view. The consistency properties 
are expressed as two models, one that reftects the purpose of understanding and one that reftects 
the purpose of providing feedback. 
Consistency model U: Understanding 
This model of consistency addresses views that were integrated for the purpose of understanding 
software development or maintenance activities. Information from the GQM question sets that 
concern the object of interest and the quality aspects of interest must be considered here. This 
model considers one-way data ftow: data are gathered from development processes and plugged 
into the measurement view for interpretation. The resulting information will not be used to 
generate feedback in a SEE. The following discussion is limited to a single measurement view 
(i.e„ a single GQM goal and the questions and metrics that directly support that goal). 
Rule Ul: Every goal's object of interest must be mapped onto some nonempty set of process-
view objects. However, the set of process-view objects need not be covered (i.e„ a goal doesn't 
have to mapped onto each process-view object). 
Rule U2: The type of a goal's object of interest (process, product, or resource) must be the 
same as the type of object with which it is mapped. For example, it makes no sense to map a 
goal concerning a product onto process object. 
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Rule U3: Every GQM question must be mapped onto some nonempty set of objects from the 
process view. Similar to rule Ul, the set of process-view objects need not be covered by a 
question mapping. 
Rule U4: All metrics must be mapped onto at least one object or attribute to link data needs 
(metrics) with data sources (object models or attributes). This is defined using the following two 
conditions: 
1. If a given metric is not mapped onto any process-view object, then that metric must be 
mapped onto some nonempty set of attributes. 
2. If a given metric is not mapped onto some nonempty set of attributes, then that metric must 
be mapped onto some process-view object. 
lt makes sense to map a metric onto a set of attributes for metrics such as "the data bindings 
for each module changed" that must be collected from many products. This is the case of 
a repeated instantiation of a single process, product, or resource. 
Rule US: Metrics and attributes that are linked (mapped) with each other must be compatible 
in terms of type. The measurement view captures information about a metric's unit, scale, and 
whether it is a subjective or objective measure. An attribute only includes information about its 
type (in the sense of the MVP-L modeling language). Type promotion among compatible types 
must be allowed. Table 3.1 gives rudimentary rules that express compatability between metrics 
and attributes based on the metric's scale and the attribute's type. 
Metric scale Attribute Type 
nominal enumerated 
ordinal enumerated 
interval integer or enum 
ratio float, integer, or enum 
Table 3.1: Compatability of a metric and an attribute 
Rule U6: Metrics can only be mapped to attributes that actually collect data. These attributes 
are probably (but not necessarily) attached to leaf processes, products, or resources. Although 
GQM metrics are restricted to those that are directly collectible, this condition cannot be imposed 
on all attributes because of the use of attribute mappings. An attribute mapping specifies how 
to compute the value of an attribute based on the value of other attributes. Therefore, metrics 
cannot be linked with attributes that derive their values via attribute mappings. 
Rule U7: Leaf processes and products generally mirror actual processes and viewable products. 
In contrast, abstractions are often artifacts of the modeling process and do not represent real-
world artifacts. Therefore, we recommend only mapping metrics onto attributes used in leaf 
elements. 
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Rule US: All attributes ofthe process view must be used in some way. If there is no motivation 
(goal) or need behind an attribute, then there's no point in modeling it. An attribute may be 
motivated by the need for data in the measurement view or the need to express a constraint on 
control flow in the process view. Therefore, each attribute must be mapped to exactly one metric, 
or that attribute must be used in the criteria section of some process. This excludes attributes that 
are not capable of collecting data such as the "process status" attribute [BLRV95]. 
Rule U9: Because improvement through better understanding is the goal here, no use of 
attributes in entry/exit criteria that influence the control flow among processes is permitted. 
Consistency model F: Feedback 
The model of consistency for providing feedback is a superset of the model of consistency for the 
purpose of understanding. The extended model assumes that the views were integrated for the 
purpose of improving software development or maintenance activities by providing feedback. 
In addition to information from GQM question sets conceming the object of interest and the 
quality aspect of interest, the questions conceming feedback must also be considered here. In 
this scenario, data are gathered from the process and fed into the measuremeot view with the 
purpose of evaluating the data to provide feedback to the personnel - a two-way flow of data 
between the two views. The following discussion is restricted to a single measurement view (i.e., 
a single GQM plan). 
Rules Fl-F7: Rules Ul-07 are reused. 
Rule FS: All attributes of the process view must be used in some way. This rule has the same 
motivation as the one in the model of consistency for understanding. The rule must be extended 
for the feedback scenario because of the possibility of mapping questions from the measurement 
view onto attributes from the process view (two-way data flow). If an attribute is not mapped 
onto a metric, nor is that attribute used in the criteria of some process, then that attribute must 
have been mapped with a question from the measurement view. 
Rule F9: Because improvement through providing feedback is the goal, some use of attributes 
in process entry or exit criteria is expected. We require that at least one attribute be used in the 
criteria of some process. No rule is stated for the other direction. In other words, there is no 
requirement for mapping all attributes used in some process criteria onto a metric. The reason 
is that attributes may be used to express control flow based on simple status or availabilities as 
discussed previously. 
Rule FlO: Information from the measurement view must be fed back into the process view. At 
least one question must be mapped onto an attribute of some object in the process view. 
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3.3 Algorithm for Integrating Measurement and Process Views 
The algorithm for integrating measurement and process views takes as input the goal of under-
standing or improving a set of business practices for developing or maintaining software. The 
output of the algorithm is a set of integrated views that support the automation of measurement-
based feedback. Tue intended user of this algorithm is any person who sets goals and determines 
processes for a project, sometimes called a project planner. 
The algorithm is presented in the context of the Quality Improvement Paradigm (QIP) [Bas85]. 
Tue Quality lmprovement Paradigm specifies six steps towards attaining the goal of quality im-
provement in a software development or maintenance project. These steps are: ( l) characterize 
the current environment, (2) define goals for the project and for process improvement, (3) model 
and choose the processes to track those goals, ( 4) execute the project and give feedback to per-
sonnel, (5) analyze the results, and (6) package the lessons learned for future use. The algorithm 
presented here focuses on activities that are performed within QIP steps 2 and 3. Tue resulting 
integrated view of software development activities can be used in QIP step 4 to support data 
collection and the generation of measurement-based feedback. 
Sections 3.3.1 through 3.3.6 explain how integration tasks are accomplished within the six 
steps of QIP. 
3.3.1 QIP step 1 
Tue first step in QIP entails characterizing the environment (application domain, personnel, etc.), 
deciding what type of project is under study (a first-of-its-kind, the nineteenth refinement of a 
well-known,system, etc.), and trying to find data in the organization about similar projects. 
3.3.2 QIP step 2, integration task 1 
The second step in QIP involves the definition of project goals and improvement goals. A 
project goal may be to offer a new "killer application" before any competitor. A supporting 
improvement (i .e„ measurement) goal may be to shorten the cycle time involved in reviewing 
subsystem designs. The integration activity focuses only on the improvement goals and the need 
to evaluate them quantitatively, as supported by the measurement view. 
Integration task 1 
Integration task l involves developing the measurement goal, which is the first part of the 
measurement view. 
Inputs: From QIP step l, the best available knowledge of the type of project, the project's 
implicit goals, and any previously existing implicit processes. 
Outputs: Statement of the measurement goal. Of primary importance is that this goal statement 
identifies the object(s) of interest to be analyzed, as well as the context. For example, a 
58 
measurement goal may target a design process or a requirements document within a specific 
application domain . 
Algorithm: We use the GQM Paradigm to frame and structure measurement (and by implication, 
improvement) goals. To develop one or more such goals, the appropriate individuals will be 
interviewed, and relevant information from other sources will also be used. Ultimately, each goal 
will be refined in a tractable way into questions, and finally metrics, but not in this step. The 
definition of both metrics and data-collection procedures will be postponed until a comprehensive 
process view is available. 
3.3.3 QIP step 3, integration tasks 2-6 
The third step in QIP addresses choosing the processes to be used in order to attain the goals 
defined in the previous step. For example, a process may be optimized to bring a product to 
market extremely quickly, or to maximize the stability of a product to be delivered. Most of the 
integration work is accomplished within this QIP step, as discussed next. 
Integration task 2 
Integration task 2 involves developing the process view. 
Inputs: The GQM goal statement from the previous step, which identifies the object(s) of 
interest as weil as the context. 
Outputs: A comprehensive process view, but one that still lacks quantitative criteria for the 
successful start and completion of processes. 
Algorithm: The scope of the modeling effort is set by the GQM goal, specifically the statements 
concerning the object(s) of interest and the context. Models of the processes, products, and 
resources within this scope are created using the MVP-L process modeling notation. 
lt may be difficult to capture an unbiased picture of the processes after setting explicit 
measurement goals, because stating such goals may inftuence the modeling activities. Further, 
iteration with the previous and following integration tasks (stating the measurement goal and 
refining that goal, respectively) will almost certainly be required. 
Integration task 3 
Integration task 3 involves developing the second part of the measurement view, namely the 
questions and metrics that refine the GQM goal. 
Inputs: The GQM goal and the comprehensive process view. 
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Outputs: The completed GQM plan. 
Algorithm: In this task, the original measurement goal is refined using questions and metrics to 
yield a complete GQM plan. Iteration with the previous integration task of developing a process 
view will almost certainly be required. Note that there is still no measurement plan; i.e., no 
definition of the who, when, and how for collecting data. 
Integration task 4 
Integration task 4 involves integrating the measurement and process views . 
Inputs: Measurement and process views from the previous steps . 
Outputs: Integrated measurement and process views. 
Algorithm: This task involves the steps that will integrate the measurement and process views 
according to certain predefined relationships. Parts of the measurement view (structured using 
the GQM paradigm) are linked with the appropriate parts of the process view (structured using 
the MVP-L formalism) . Linksare made as discussed in Section 3.2.3: 
• Link the GQM goal's object(s) of interest with MVP-L object(s). 
• Link data needs with data sources (at least metrics and attributes). 
• Link the GQM questions with MVP-L objects. 
• Link GQM metrics with MVP-L events. 
• Link GQM metrics with MVP-L person resources. 
• Link GQM questions with MVP-L attributes . 
The activity of linking the two views will probably require both views to be extended. A 
difficult question is how much the process view can realistically be changed to accommodate 
the necessary measurement activities. The primary concern is that only data will be collected 
that is absolutely necessary and weil motivated by the measurement view. Finally, multiple 
measurem~nt views (that support multiple measurement goals) may be integrated with each 
other by repeatedly integrating a measurement view with an existing process view. 
Integration task 5: 
Integration task 5 involves checking the consistency of the measurement and process views . 
Inputs: The integrated set of measurement and process views. 
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Outputs: A judgement about consistency problems in that set of views . 
Algorithm: Tue consistency properties defined in Section 3.2.5 are checked in this task. Essen-
tially, checking the consistency properties ensures that the integrated measurement and process 
views will help personnel collect useful data and interpret that data appropriately. 
Integration task 6: 
Integration task 6 involves developing the last part of the measurement view, namely the mea-
surement plan. 
Inputs: The integrated (and consistent) measurement and process views, especially the map-
ping of metrics with events and persons. 
Outputs: Tue measurement plan. 
Algorithm: The measurement plan specifies the who, when, and how of data collection. All 
information that must be included in the measurement plan is available in the integrated views. 
Tue linking of metrics with models, attributes, events, and personnel resources determines the 
who, when, and how of all data collection. Writing a comprehensive measurement plan is simply 
a matter of extracting the data from the integrated views . Tue most difficult part is developing 
the data-collection forms. 
Data-collection forms are also considered tobe part of the measurement plan. An additional 
design criteria for the forms is the need for gaining valid data [BW84]. Tue main benefit of 
developing the required forms as part of the integration activity is that one can identify the points 
in time (events) when various data points should be collected [Ham94a]. Identifying these events 
(and obviously the persons responsible for providing the data) groups the data tobe collected at 
any one point in time. These groupings are a natural unit for the data that can be collected using 
a single data collection form. 
3.3.4 QIP step 4 
The fourth step in QIP involves performing the project as specified by the processes chosen in 
the previous step. Tue integrated views are finally used during this step to support data collection 
and to generate guidance and feedback for the software developers. Tue views can also be used 
to validate and interpret the collected data. 
3.3.5 QIP step 5 
The fifth step in QIP involves analyzing and interpreting the collected data. Tue integrated views 
will assist in the analysis because they document the planner's original expectations. 
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3.3.6 QIP step 6 
Finally, Step 6 in QIP involves packaging the lessons leamed from data analysis for use in the 
future. Under "packaging" the reader should understand adding a description of the background 
and context information necessary to understand and use the lessons leamed. Packaging may 
involve improving the set of integrated measurement and process views. The process view might 
be streamlined to eliminate steps that were found unnecessary, or the measurement view might 
be augmented to collect additional data about validation steps. 
3.4 Example of Developing and Integrating Views 
This section demonstrates the application of the algorithm presented in Section 3.3. A measure-
ment view and a process view are developed, integrated with each other, and the result is checked 
for consistency. The DCTl example first presented in Section 1.4.1 is reused. 
3.4.1 Task 1: Start the measurement view 
For this example, assume the existence of a development organization that would like to gain an 
understanding of the effort spent on development activities. The following GQM goal conceming 
the quality aspect "effort" is used in the example: 
Analyze the processes of project DCTl 
in order to understand them 
with respect to effort 
from the viewpoint of the development team leader 
in the (fictional) development organization GBR. 
3.4.2 Task 2: Develop the process view 
After the goal is stated and the objects of interest are thereby identified, the next task is to 
represent those objects explicitly by developing the process view. In this case, the objects of 
interest are processes. We assume that the DCTl project follows a life cycle based on the idea of 
iterative enhancement [Bas75]. In that life cycle model, the requirements document is divided 
into chunks, and the project repeatedly iterates through design, coding, and testing processes 
until the entire set of requirements has been implemented. 
Figure 3.2 presents the MVP-L "projecLplan" that comprises the top level of a comprehensive 
process view. Figure 2.4 ( on page 29) presented the MVP-L "process_model" that describes the 
design process. The models for the other processes are highly similar to the design process 
model. The criteria in the process models are limited to asserting facts about the availability and 
completeness of the input and output products. Figure 3.3 presents the MVP-L "producLmodel" 
that describes the requirements document. The models for the other products are highly similar to 
the requirements document model. Figure 3.4 shows the MVP-L "resource_model" that describes 
a developer. The models for the other resources are highly similar to the developer resource 
model. These additional models will help identify possibilities for data collection. 
62 
project_plan Testplan2 is 
imports 
process_model Write_design, Write_code, Test_code; 
product_model Requirements_document, Design_document; 
product_model Code_document, Test_document, Feedback; 
resource_model Developer, Tester, Manager; 
Write_design; 
Write_code; 
objects 
write_des 
write_code 
test_code 
req_doc 
des_doc 
code_doc 
Test_code; 
Requirements_document; 
Design_document; 
Code_document; 
test_doc Test_document; 
df Questions; 
cf : Problems; 
tf : Failures; 
Doe : Developer ( "J. Doe"); 
Roe : Developer ( "N. Roe"); 
James : Tester ( "S. James"); 
Bert : Manager ( "D. Bert•) ; 
object_relations 
write_des ( inl => req_doc, outl => des_doc, out2 => df); 
write_code( inl => des_doc, outl => code_doc, out2 => cf); 
test_code ( inl => code_doc, outl => test_doc, out2 => tf); 
end project_plan Testplan2 
Figure 3.2: MVP-L project plan for the DCTI example 
The process model for the "Write..Design" process indicates that both developers "Doe" and 
"Roe" are responsible. The responsibility for the "Write_Code" process is similarly assigned to 
the two developers, and responsibility for the "TesLCode" process is assigned to "James." A 
manager is modeled as a resource in the process view, but is not assigned as a person responsible 
for the technical activities of the processes. The manager, "Bert," plays an observational role. 
Not shown in these models are events (points in time) that transpire during project execution. 
MVP-L specifies that the events "projecLstart" and "projecLcomplete" are defined for all objects, 
the events "start" and "complete" are defined for all processes, and the events "consume.start", 
"consume.complete", "produce.start", and "produce.complete" are defined for all products. The 
models as shown do not take advantage of these events, but the events will later be extended and 
used as part of the integration step. 
Table 3.2 summarizes the information required from a process view. Next, the rules for 
internal consistency of a process view can be checked. Sets of process, product, and resource 
models have been developed, mappings have been declared for attributes, and responsibility for 
product and processes has been determined via mapping with personnel. 
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product_model Requirements_document(status_O 
product_interface 
imports 
product_attribute_model Product_status; 
exports 
status : Product_status .- status_O; 
end product_interface 
product_body 
implementation 
end product_body 
end product_model Requirements_document 
Product_status) is 
Figure 3.3: MVP-L product model for "Requirements_document," before integration 
resource_model Developer(Name_O Person_name) is 
resource_interf ace 
imports 
resource_attribute_model Person_name; 
exports 
Name : Person_name .- Name_O; 
end resource interface 
resource_body 
implementation 
end resource_body 
end resource_model Developer 
Figure 3.4: MVP-L resource model for "Developer," before integration 
Aspect 
Processes 
Products 
Resources 
Object refinements 
Attributes 
Link attributes and objects 
State attribute types 
State wource of data 
Personnel 
Link personnel and processes 
State process events 
State use of attributes 
Examples 
"Write_design", "Write_code", "TesLcode" 
"Requirements_document", "Design_document", etc. 
·"Developer", "Tester", "Manager" 
none 
"ProducLstatus", "Name", etc. 
"ProducLstatus" with "Requirements_document", etc. 
"ProducLstatus" is "enumerated", etc. 
All data sources are "external" 
"Doe", "Roe'', and "James" 
"Doe" and "Roe" with "Write_design", etc. 
"projecLstart", "start", "produce.complete", etc. 
"ProducLstatus" is used as "criteria", etc. 
Table 3.2: Summary of the example process view 
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Nr. 
5 
6 
Nr. Question 
1 What is the average experience of the developers? 
2 How many parallel tasks compete for the developer's time? 
3 What process steps are involved? 
3.1 What steps are planned? 
3.2 What steps are actually performed? 
4 How severe is the time pressure (deadlines)? 
Table 3.3: Questions to describe the objects of interest (set 0) 
5.1 
5.2 
5.3 
5.4 
1 
Question 
How is time spent on the project? 
What are the estimated time requirements for the project? 
What is effort and calendar time per requirements chunk? 
What is the distribution of effort/time across the process steps? 
What is effort and calendar time per increment? 
What is the effort for activities not described by the process model? 
Table 3.4: Questions to describe the quality aspect of interest (set Q) 
3.4.3 Task 3: Complete the GQM plan 
Next the GQM plan is completed using the process view. Completion of the measurement view is 
postponed until the integration step. Because the goal will ultimately be used to build a baseline 
(none exists already), no baseline is presented as part of the measurement view. 
Supporting questions and metrics. The questions that are used to refine the goal provide 
a rationale for the choice of metrics. „However, the refinement of a GQM goal into questions 
and ultimately into metrics is a demanding, intuitive task. The integration framework offers no 
systematic help for this task. 
Table 3 .3 lists the questions that describe the objects of interest, which in this case are the 
processes. Table 3.4 lists the questions that describe the quality aspect of interest, which in this 
case is effort. The refinement of questions into other questions is also shown in the two tables. 
Because the intent of this goal is to gain understanding, no feedback is required, and therefore 
question set F (feedback) remains empty. Finally, Table 3.5 lists the metrics for which data 
must be collected to answer the questions. The table shows refinement relationships between 
the questions and metrics, assigns each metric a number, describes the metric, gives the units 
for the metric, states the scale, and finally describes the metric as either a subjective or objective 
measurement. The procedure for collecting data for all of these metrics will be to query the 
people involved. 
3.4.4 Task 4: Integrate the views 
The measurement view and the process view are integrated with each other in this task. This is 
clone by specifying the integration information that links portions of both views, and by extending 
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Q. nr. 
1 
1 
2 
3.1 
3.2 
4 
5.1 
5.1 
5.2 
5.2-5.4 
5.2-5.4 
5.2-5.4 
5.2-5.4 
5.2-5.4 
5.2-5.4 
6 
M. nr. Metric Units 
1 Number of developers count 
2 Estimated experience scale 1..5 
3 Number of parallel tasks average 
4 Planned steps model 
5 Steps actually performed prose 
6 Time pressure high, avg., low 
7 Estimated effort for the project person hours 
8 Estimated effort for the project calendar days 
9 Number of requirements chunks count 
10 Effort per iteration in design person hours 
11 Effort per iteration iri design calendar days 
12 Effort per iteration in code person hours 
13 Effort per iteration in code calendar days 
14 Effort per iteration in test person hours 
15 Effort per iteration in test calendar days 
16 Effort for non-project activities percentage 
Table 3.5: Metrics that help answer the questions 
Set/Fn. Content 
Goal 
Intent of goal 
"To analyze ... " 
Intent value "understand" 
Type value "process" 
Scale 
abs. 
ord . 
ratio 
nom. 
nom. 
ord. 
ratio 
ratio 
ratio 
ratio 
ratio 
ratio 
ratio 
ratio 
ratio 
ratio 
Object of interest type 
Questions 
Metrics 
"What is the average experience ... ", etc. 
"Number of developers", etc. 
Metric units 
Metric scale 
Metric sub./obj. 
Metric collection 
State unit of "count" for metric l, etc. 
State scale "absolute" for metric 1, etc. 
State "objective" for metric l, etc. 
State "person" for all metrics 
Table 3.6: Summary of the example measurement view 
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Sub/obj. 
obj . 
sub. 
sub. 
obj. 
obj . 
sub. 
obj . 
obj. 
obj . 
obj. 
obj . 
obj . 
obj. 
obj. 
obj. 
sub. 
some information in the process view as needed. The measurement plan is similarly developed 
using the integration information. First the direct overlaps are specified, and then the other links 
are explained. 
Map goal and objects 
Tue goal is linked with the three process objects mentioned in the process view. This establishes 
that the objects of interest are clearly identifiable in the process view. 
Link data sources and data needs 
Data demanded by a metric can sometimes be gathered simply by examining the model for 
some object in the process view, especially for metrics that refine questions from GQM set 0 
(describe the objects of interest). However, data must be collected in most cases during project 
performance. Table 3.7 shows the correspondence of the metrics with both objects and the newly 
defined attributes; both mappings are discussed in more detail next. Tue type (in the sense of 
the MYP-L modeling language) is also shown for all the mappings; either an object model or an 
attribute type is given. In the cases where a model is used to satisfy the needs of a metric, the 
scale of the metric is understood to be "nominal." Both cases are discussed next. 
Case 1: Link metrics and objects. For this example, data demanded by metrics 1 and 4 can 
be gathered from the process view directly. Metric 1 ("number of developers") leads to the data 
value 3 based on the three instances of personnel resources declared in the process view. The 
needs of metric 4 ("planned steps") are weil served with the portion of the process view that 
describes the processes (i.e., the process models). 
Case II: Link metrics and attributes. Based on the mapping of questions to process-view 
objects, the process view's set of attributes is extended as shown in Table 3.7. These extensions 
permit mapping metrics onto the new attributes that model data sources explicitly. Note that the 
issue of gathering data from multiple instantiations for a single metric must be handled in the 
mapping from metrics onto attributes. The issue of multiple instantiations can take the form of 
a number of products, each of which is represented in the process view, or the form of a single 
process that is performed multiple times. In both cases, the data demanded by a single metric 
will comprise a set of values. 
Map questions and objects 
Tue questions are similarly linked with the objects, which establishes possible sources for data 
that will answer the questions. Table 3.8 summarizes this information. 
Table 3.8 lists no mapping for question numbers 3.2 and 6. This indicates that no appropriate 
entity could be found in the process view from which it would be natural to collect data to 
answer that question. Questions 3.2 and 6 demand information about the actual tasks performed 
(as opposed to the planned tasks) and about the effort spent on activities not considered part of 
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Metric Description Process-view object Attribute MVP-L type 
1 Nr. devel. Project 'DCTI' n/a proj. plan 
2 Est. exp. Personnel 'Doe', etc. Experience enum. 
3 Par. tasks Ditto ParalleLtasks real 
4 Planned steps All processes n/a proc. mod. 
5 Actual steps -no mapping-
6 Time pressure All processes Pressure enum. 
7 Est. eff. hrs. Project 'DCTI' EsL.hours real 
8 Est. eff. days Ditto EsLdays real 
9 Req. chunks Product 'req_doc' Chunks integer 
10 Des. eff. hrs. Process 'wri te_des' EfforL.hours real 
11 Des. eff. days Process 'write__des' EfforLcdays real 
12 Code eff. hrs. Process 'write_code' EfforLhours real 
13 Code eff. days Process 'write_code' EfforLcdays real 
14 Test eff. hrs. Process 'write_test' Effort.Jiours real 
15 Test eff. days Process 'write_test' EfforLcdays real 
16 Other effort -nomappmg-
Table 3.7: Mapping of metrics and objects/attributes for example DCTl 
Question 
Q 1, average experience 
Q2, parallel tasks 
Q3. I, planned tasks 
Q3.2, actual tasks 
Q4, time pressure 
Q5.l, estimated time 
Q5.2, effort / requirement 
Q5.3, effort distribution 
Q5.4, effort / increment 
Q6, other effort 
Objects 
Personnel (Doe, Roe, and James) 
Personnel and processes "write_des", "write_code", "write_test" 
Processes "write_des", "write_code'', "write_test" 
-no mappmg-
Processes "write_des", "write_code", "write_test" 
Processes "write_des", "write_code", "write_test" 
Product "req_doc", processes "write_des", "write_code", "write_test" 
Processes "write_des", "write_code", "write_test" 
Processes "write_des", "write_code", "write_test" 
-no mapping-
Table 3.8: Mapping of questions and objects for example DCTl 
the project, respectively. Because this information is beyond the scope of the process view, it 
lies outside the applicability of the integration model, as discussed in Section 3.2.4. Thus these 
questions will be ignored when analyzing the integration for consistency. The default resolution 
of this problem is to query the personnel for these data. 
Link metrics and events 
Events model the points in time when data should be collected. Experience has shown that the 
points in time when processes begin and end are weil suited for collecting data [BDT96]. A 
complete set of "start" and "complete" events are defined for all processes in the process view by 
default, so the set of events does not need tobe extended. Because the processes of project DCTl 
are performed iteratively, the estimated effort for each iteration of each process must be collected 
when the process begins, and the actual effort must be collected from each process when it 
completes. This is an example of collecting data for a single metric from multiple instantiations 
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Metric Description Event Person(s) responsible 
l Nr. devel. n/a n/a 
2 Est. exp. project...start Doe, Roe, James 
3 Par. tasks projecLcomplete Doe, Roe, James 
4 Planned steps n/a n/a 
5 Actual steps projecLcomplete Doe, Roe, James 
6 Time pressure process_complete Doe, Roe, James 
7 Est. eff. hrs. project...start Bert 
8 Est. eff. days project...start Bert 
9 Req. chunks project...start Roe 
10 Des. eff. hrs. process_complete Roe 
11 Des. eff. days process_complete Roe 
12 Code eff. hrs. process_complete Roe 
13 Code eff. days process_complete Roe 
14 Test eff. hrs. process_complete James 
15 Test eff. days process_complete James 
16 Other effort projecLcomplete Doe, Roe, James 
Table 3.9: Mapping of metrics, events, and personnel for example DCTI 
of some object, yielding a set of values. The mappings for other metrics are also straightforward. 
The mapping of metrics onto events is summarized in the first three columns of Table 3.9. 
Link metrics and personnel 
In order to capture the responsibility for gathering data for a metric, metrics must be linked with 
personnel resources. The MYP-L models show that three developers are involved in the project. 
Developers "Doe" and "Roe" cooperate on the design and code processes, while developer 
"James" is solely responsible for the testing process. As mentioned earlier, manager "Bert" 
plays only an observational role, but can be queried for data. Developers "Doe" and "Roe" are 
therefore equally good choices for querying about data pertaining to the products and processes 
of designing and coding. Only one is needed, and "Roe" is chosen (ideally based on an agreement 
between the two members ). Developer "James" will be queried for data pertaining to the products 
and processes of testing. All three developers will be queried for data that concerns each of them 
individually such as experience. Using this information, the mapping of metrics onto personnel 
is summarized in the first, second, and last columns of Table 3.9. 
Link questions and attributes 
Questions are linked with sets of attributes in order to use answers to generate feedback. However, 
the goal in this example concerned understanding (not feedback), so this function is not needed, 
and is therefore left undefined. 
The foregoing discussion defined all information required to integrate the measurement and 
process views with each other. Table 3.10 summarizes that infonnation. 
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Mapping 
Link goal and objects 
Link questions and objects 
Link data needs and sources 
Link metrics and attributes 
Link metrics and events 
Link metrics and personnel 
Link questions and attributes 
Example 
Map goal onto processes "write_des", etc. 
Map question l onto resource instances "dl", "d2", etc. 
Map metric 1 onto the projecLplan, etc. 
Map metric 2 onto attribute "Experience", etc. 
Map metric 2 with event "project start", etc. 
Map metric 1 with all three personnel, etc. 
(not applicable here) 
Table 3 .10: Summary of the example integration information 
3.4.5 Task 5: Check consistency of views 
Tue example is based on the goal of gaining an understanding of effort in project DCTl. 
Therefore, the rules from consistency model 'U' defined in Section 3.2.5 are used to analyze 
consistency properties of the integrated views. 
Rule Ul is satisfied because the GQM goal's object of interest is mapped onto a nonempty set 
of process-view objects. Rule U2 is satisfied because the GQM object of interest is a process and 
is only linked with processes from the process view. Strictly speaking, rule U3 is not satisfied 
because it does not link every question with some set of objects from the process view. However, 
as was stated earlier, two of the questions in the example measurement view reference aspects 
that are outside the scope of the process view, and the integration model does not apply to 
such questions. Therefore, rule U3 is satisfied for all questions within the applicability of the 
integration model. Rule U4 is satisfied because all metrics are used, either via a mapping with a 
metric or as part of a process constraint. Rule US is satisfied because the metrics and attributes 
that are linked with other are compatible in their types. Rule U6 is satisfied because all metrics 
are linked with attributes that are used to collect data directly from people; none of the attributes 
mapped with metrics are used in attribute mappings . Rule U7 is satisfied simply because there 
are no refinements of processes, products, or resources in the simple example; for that reason, 
all attributes appear in leaf elements. Rule U8 is satisfied because all attributes are used in some 
way, either to denote data collection for a metric or to constrain the control flow among the 
processes. Finally, rule U9 is satisfied because the empirical data collected via attributes is never 
used in a criteria of a process. 
3.4.6 Task 6: Develop the measurement plan 
Finally, the integrated and consistent views are used to develop the measurement plan, including 
data-collection procedures. The procedures are based on the events identified when developing 
the integration information, in conjunction with the responsibilities for collecting data. Earlier 
it was stated that all data are collected by querying personnel. The integration information helps 
design the data collection forms. U sing the events, all data that must provided at a certain time by 
a single person are grouped together onto a single data-collection form. In addition to supporting 
the development of data collection forms, this approach also helps minimize the effort and 
intrusiveness of the data collection procedures [BDT96]. Tue completion of the measurement 
plan thus completes the measurement view, as follows. 
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• Event "projecLstart" 
- Doe, Roe, and James: estimated experience. 
- Bert: estimated hours and days for the project. 
- Roe: count of requirements chunks 
• Event "complete" of process "Write_design" 
- Roe: effort in hours and days. 
• Event "complete" of process "Write_code" 
- Roe: effort in hours and days. 
• Event "complete" of process "TesLcode" 
- James: effort in hours and days. 
• Event "projecLcomplete" 
- Doe, Roe, James: parallel tasks, actual steps, other effort 
3.4.7 Summary of the example 
This example demonstrated that an enormous amount of detailed information must be developed 
to build the foundation for providing measurement-based feedback. That information can be 
developed systematically by applying the algorithm from Section 3.3 and by analyzing the result 
using the consistency properties defined in Section 3.2.5. Next we present a study to evaluate the 
integration approach. 
3.5 Evaluation of the Integration Approach 
This section presents a preliminary evaluation of the integration approach based on a cooperative 
effort between academia and industry. The goal of this evaluation is to extract some lessons 
leamed from applying the model of consistency, and to identify both strengths and weaknesses 
in the integration approach. 
3.5.1 Planning an industrial measurement program 
The cooperative effort involved researchers and industrial personnel who implemented a mea-
surement program in a software development department of the Robert Bosch GmbH [Hoi94, 
BD94, Ham94a, Ham94b, Fel95, BDT96]. In the course of that effort, integrated measurement 
and process views were developed based on an early version of the integration approach. No 
consistency properties had yet been defined for the views. 
The approach taken by the researchers who worked with Bosch is sketched in [Ham94b]. 
They began by modeling the products, processes, and resources (in that order) to develop a process 
view. Then they developed GQM plans using the technique of GQM abstraction sheets coupled 
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with interviews. Their next step was to integrate the process view and the partial measurement 
view primarily by linking metrics and attributes. Finally, they used their integrated views to 
choose points in time to measure and to develop automated support for data collection, storage, 
and evaluation. 
Their work confirmed the value of using process models in conjunction with planning a 
measurement pro gram, a fundamental assumption of the integration approach [BDT96]. Furth er, 
the combined use of measurement and process views made the planning of data-collection 
procedures straightforward. Clustering items for individual data-collection sheets was easily 
done based on events (timing) as weil as processes and products. 
3.5.2 The case study 
The case study examined the measurement and process views that were developed for Bosch. 
Hypothesis 
The hypothesis investigated in the case study is that inconsistencies remain in the integrated set 
of views, and that these inconsistencies will be detected by the model of consistency presented 
in this research. 
Procedure 
Tue measurement and process views developed for Bosch were examined first for intemal 
consistency properties specific to each view, and then for the consistency properties specified for 
the integrated result. Interviewing the researchers who developed those views also helped gain 
an understanding of their work processes and of the results. 
Results 
The GQM plans developed for Bosch had significant traceability problems. A traceable refinement 
from goals to questions and finally to metrics is extremely important to accomplish the integration 
with a process view. Traceability means that all aspects mentioned in the goals and especially 
questions are ultimately treated by the metrics. Further, no metrics are defined for aspects not 
mentioned in the questions. Tue case study exposed numerous traceability problems in the 
Bosch measurement views that could have been avoided if the intemal consistency rules for a 
measurement view had been checked. This suggests that a systematic approach would have been 
superior to the ad hoc approach that was actually taken. 
Lessons learned 
Multiple instantiations are common. Tue Bosch measurement views commonly included 
GQM metrics that refer to multiple instances of some artifact; for example, "all the functions of 
module Y." Tue repeated use of metrics that refer to multiple instantiations of real-world artifacts 
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implies that it is important to support mapping a metric onto a set of attributes. Such a mapping 
supports the goal of collecting a set of values, not just a single value. 
Both models and instances can answer questions. The measurement view demands answers 
for a set of questions that are intended to define the object of interest. The models in the 
process view serve as one means for answering all types of questions from the measurement view 
(specifically, the questions to describe the objects of interest). The instances (e.g., processes, 
products, and resources in the project) are the other source of data for answering these questions, 
as expressed by the attributes declared for those instances. Although the instances could answer 
all possible GQM questions, it is inexpensive and helpful to derive data from the models in the 
process view. Conversely, the process view alone cannot answer all questions. lt's impossible to 
model sufficiently well to test any hypothesis (i.e., a GQM goal) that might come along later. 
3.5.3 Summary of the evaluation 
The results indicate that the integration approach proposed in this work is extremely helpful 
for planning a measurement program, but that the consistency properties set a standard that 
is difficult to achieve. Therefore, we can support the hypothesis that checking the rules for 
internal consistency of measurement and process views reveals inconsistencies. As mentioned 
previously the measurement view suffered from problems of traceability. lt appears that process 
and measurement planners need more explicit instructions for modeling and planning. However, 
we can make no statements about the hypothesis concerning inconsistencies in the integration. 
lt was unrealistic to check the consistency properties based on the integration of internally 
inconsistent measurement and process views. 
The case study served as an initial evaluation on the integration approach proposed in this 
work. lt showed that the approach leads to concrete benefits when planning a measurement 
program, but that achieving the consistency properties necessary for integrated measurement and 
process views is a significant challenge. 
The next section presents a set of requirements for a system that will provide automated 
support for measurement-based guidance and feedback. 
3.6 Requirements for Automated Support 
This section states requirements for an on-line systein that will provide guidance and feedback 
to software developers about their work.3 Figure 3.5 illustrates the scope of activities which a 
process-centered SEE might support. Models of processes, products, resources, and measurement 
activities are constructed using various editors and combined, thereby forming an integrated set 
of views. Empirical quality models for the environment's products, processes, and resources are 
included in the integrated views to define process constraints and to set goals. The integrated 
set of views may be checked for various properties using an analyzer, and is finally enacted by a 
process engine to provide measurement-based feedback to teams of developers. During enaction 
3Portions of Section 3.6 are copyright 1994 IEEE and are reprinted with permission from Proceedingsof the Ninth 
International Software Process Workshop, Airlie, Virginia, 5-7 October 1994, pp. 47-49. 
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Figure 3.5: Scope of activities for a process-centered SEE 
of the process view, various development and measurement tools are used to accomplish the 
work and to collect data. 
Next, a number of requirements are stated that a process-centered SEE must satisfy for 
the purposes of this research . Sets of requirements are presented for interacting with users to 
collect empirical data, for supporting technical roles, and for supporting management roles . The 
fundamental concept to be supported is the systematic definition, collection, use, and evaluation 
of integrated process and measurement information to provide measurement-based feedback. 
3.6.1 User interactions for collecting data 
This section addresses the problem of gathering empirical data from ongoing software develop-
ment activities using a SEE, sometimes called placing "hooks into the real world" [Huf93]. But 
unlike programmatic hooks, by which some software packages may be customized and which 
run automatically, data collection hooks often depend on human interaction. Examples of data 
that must be supplied by humans are the effort spent tracing a system failure to a software fault 
and the classification of the fault's type and probable cause. 
Tue difficulty of using a SEE to collect data by interacting with people encouraged the refine-
ment of the high-level requirements that Rombach presented in [Rom89] to focus solely on data 
collection. Requirements are stated that a process-centered software engineering environment 
must satisfy in order to collect empirical data from personnel. Tue requirements, which were 
first sketched in [GHLR94], are divided into basic technical issues, technical issues due to human 
involvement, and nontechnical issues. Since this is still an open question that requires further 
research, meeting these requirements is not claimed to be sufficient for solving all problems in 
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data collection. 
Basic Technical Issues. The process of data collection is composed of the following steps: 
Step 1: Decide upon a data item (metric) and define it unambiguously. 
Step 2: Specify the condition that should trigger data collection when it occurs. 
Step 3: Recognize when the trigger has occurred. 
Step 4: Collect a value for the data item. 
Deciding what data to collect and defining the metric unambiguously is a highly creative 
activity. The task of step 2, specifying a triggering condition for the computer, ranges from 
trivial to impossible; the recognition of the trigger's occurrence (step 3) is equally easy or 
difficult. Only people understand trigger specifications such as "detailed design is complete" 
and can recognize their occurrence. However, it is simple to specify such triggers as saving a file 
from an editor or compiling a source-code file, and it is equally simple for a machine to recognize 
their occurrences. For example, in the Provence system [KB93], a recognizable trigger consists 
of moving a document into a designated directory. In the case of on-line work, where the work 
products are available to on-line data collection tools, data collection (step 4) from those products 
can be automated. This discussion of data collection motivates the first three requirements: 
Rl: Accept machine-understandable specification of triggers. 
R2: Recognize occurrences of triggers. 
R3: lnvoke tools to collect data. 
An SEE must be coupled with on-line work to justify the preceding discussion of invoking 
tools to collect data. Femström introduces four coupling levels in [Fer93], namely loosely 
coupled (a euphemism for uncoupled; the SEE only knows what people teil it), active support 
(access to work products is partially automated), process enforcement, (access to work products 
is totally controlled), and process automation (no human intervention is required). Requirements 
Rl-R3 motivate the next requirement: 
R4: The SEE is coupled ("hooked") to on-line work products. 
Next a few examples of automated data collection from on-line work products are given. 
One involves attaching data collection to a version control system, where the action of checking 
a document into the system is defined as the trigger. Another example is presented by the 
tools for conducting inspections of documents on-line, which could be used to gather data 
about the complex inspection process at low cost [MDTR93]. Finally, computer-aided software 
engineering (CASE) tools for constructing software work products offer a great (yet mostly 
neglected) possibility for collecting data about those products. For example, the CASE tool 
"Jo YCASE" automatically collects values for the function point and function bang metrics from 
structured analysis diagrams drawn using that system [RLL93]. 
Data collection activities can be expected to yield an enormous store of data for which 
persistence and querying capabilities will be required. Storage, retrieval, and management of 
empirical data should be delegated to a database management system.4 Query support systems 
4This issue should not be confused with the problem of storing all types of software-engineering work products in 
a database. 
75 
can then be used to test hypotheses about the data, a function arguably outside the domain of a 
SEE. This issue motivates the next two requirements : 
R5 : Store empirical data in a database. 
R6: Retrieve empirical data from a database as needed. 
An SEE may obtain data from data-collection tools via two communication paths, either via 
a direct coupling with a tool or via a database. In the first, the SEE invokes a tool and accepts the 
new data directly from that tool. In the second, the SEE invokes a data-collection tool that stores 
the new data in the database. The SEE subsequently uses a unique key (probably obtained from 
the tool) to query the database for the newly collected data, or may fetch previously collected 
data from the database without invoking a collection tool. This discussion leads to the next 
requirement: 
R7 : Accept data from tools via multiple paths. 
Technical Issues Caused by Human Involvement. Data cannot be demanded from a person 
in the way data can be collected from an on-line product. The person may not be available 
at the precise moment when the SEE needs the data, or may need a long time to collect and 
submit the data. Therefore, the SEE must not block or otherwise delay all process-tracking and 
feedback activities while waiting for a reply from a person. One solution is that the SEE sends an 
asynchronous request. to the person about the data that it needs. The SEE does not block on the 
data supplier until the data is provided, but instead accepts the data at any time after sending the 
request. However, data will arrive at unpredictable times, so the SEE must deal with incomplete 
data on a regular basis. This discussion motivates the following requirements: 
R8: Notify people of the need for data from them. 
R9: Accept data from people asynchronously. 
R l 0, Function with incomplete data. 
In order to collect data about off-line work such as think time, brainstorming sessions, 
meetings, and inspections, the people involved must be queried. On-line forms offer a reasonable 
method for querying people without requiring a human interviewer [Rom89]. Figure 3.6 gives 
an example of an on-line forms tool that was derived from [Nat90], a possible implementation 
of this requirement: 
Rl l: Query people using on-line forms. 
Nontechnical Issues. These issues are primarily concemed with gaining the trust and accep-
tance of the humans who supply data. Technical personnel must be well informed about the 
improvement goals that led to measurement, as weil as the intended use of the data, so that they 
are willing and able to provide valid data. Providing this information on-line will help people 
understand the goals and allow them to refresh their memories as needed. These issues, also 
discussed in [BW84], motivate the following requirements: 
R 12: Explain data definitions on-line. 
Rl 3: Explain goals and intended use of the collected data on-line. 
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Next there is the issue of data which is linked to individuals. First, storage of such data is 
restricted by law in many countries, Germany among them. Second, if management is going to 
see the numbers and their correspondence with individuals, there is the possibility that future 
performance reviews will be based on the data, for example on a developer's speed in isolating 
faults or effectiveness in testing code. In that case, people will do everything in their power 
to make themselves look good; this is absolutely understandable but it ruins data validity. The 
ultimate solution is to mask out identities when the data is stored. These issues are discussed at 
length elsewhere (see [Pfl93]) and motivate this requirement: 
Rl4: Allow the identities of all data submitters tobe masked. 
The third and last nontechnical issue is the extra work, intrusion, and annoyance associated 
with providing data. To address this issue, both management and technical people must be 
educated about the costs associated with collecting and validating data, as well as the benefits 
that stem from analyzing the data (for cost-benefit analyses, see [MP90, Dio93]). Second, all 
attempts must be made to minimize the effort of providing data and the intrusiveness on people's 
work. The computer can reduce the effort of collecting data by automating some collection 
activities and decreasing the effort required for other activities. The following requirement is 
also addressed in [KB93]: 
R15: Minimize intrusiveness and overhead. 
3.6.2 Generating feedback for technical roles 
The following set of requirements addresses the interactions between users who play technical 
. (i .e., non-managerial) roles and a system that provides measurement-based feedback. Interactions 
dedicated to collecting empirical data are excluded. These requirements primarily concem the 
minimum capabilities for generating the feedback that is presented to users about their work. 
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A system that will generate feedback for personnel must have a comprehensive knowledge of 
processes, products and resources for a given project. Therefore, the system must accept a formal 
(machine-interpretable) description of activities and documents (a process view, as previously 
discussed). 
Rl 6: Accept a formal definition of processes, products, and resources . 
Based on the comprehensive information about a project, a user must be informed about the 
processes for which he or she is responsible, and also about the products and resources involved 
in those processes. This information may be presented textually or graphically. For example, a 
person responsible for a testing process should be informed about the recommended technique 
for developing test cases, as weil as the criteria for successful completion of the testing process. 
Furthermore, the current state of all processes must be presented explicitly. That information 
might be displayed in conjunction with the basic information about the processes, products, 
and resources. For example, presenting the state of the process could mean noting whether the 
process is blocked (waiting for required inputs), or whether the process can be performed at any 
time. If the basic information about processes is shown graphically, then the state of these objects 
might be shown advantageously with different colors. Finally, the user must be able to query a 
support system for additional information about the current state at any time, such as evaluating 
measurement goals on demand. These needs motivate the following requirements: 
Rl 7: Present information about processes, products, and resources. 
Rl 8: Present the current state of all objects explicitly. 
Rl 9: Allow querying the state of all objects. 
Users must be able to communicate changes in the status of various objects (processes, etc.) 
to the support system. These changes include starting or completing processes, arrival of new 
versions of documents, etc. For example, a computer system cannot automatically know the 
outcome of a review meeting, so it must accept notifications about changes in the status of 
objects from users . Obviously the system can only trust what its users teil it. This motivates the 
next requirement: 
R20: Accept notifications about changes in the state of objects. 
The generation of feedback concerning the success of a process depends wholly on a model 
of the processes in the support system. The model states expectations on processes, and these 
expectations are communicated to users. All baselines and goals defined in the model must be 
continuously evaluated to detect deviations from that model. For cases in which the system 
cannot automatically track the state of the processes and products, it must trust personnel to meet 
those expectations . However, if those expectations cannot be met, then replanning is generally 
needed. This discussion motivates the next requirements: 
R21: Maintain the consistency of the state of all objects with actual project 
perf ormance. 
R22: Track the state of all objects to detect deviations from goals. 
As mentioned above, replanning may be necessary in case of deviation from expectations. 
The term "replanning7' is understood to involve changes to a process view that must be done by 
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people. Following such a replanning process, the altered process view must be used to restart the 
feedback system as close as possible to the situation that was current when replanning activities 
were initiated. Certain types of changes in the process view, such as deleting subprocesses, will 
require substantial work to fit the new process view together with the old situation and still allow 
feedback to be provided. This motivates the next requirement: 
R23: Support recovery from replanning during project performance. 
3.6.3 Capabilities to support managerial roles 
The following set of requirements addresses the interactions between users who play managerial 
roles and a system that provides measurement-based feedback. 
The issue of personnel resource assignments is addressed first. A process view must list 
the resources available for performing the various processes. For maximum ftexibility, it should 
be possible to assign resources to individual processes during the project, not only during the 
planning phase. We assume that these assignments will be made by users who play managerial 
roles. An assignment may be completely fixed in that it states that only one particular individual 
may perform some process . Alternately, an assignment may be constrained but not completely 
fixed. One possible constraint would be to group resources into teams, and then make assign-
ments based on teams. Assignment via teams must distinguish between cases in which one 
particular individual from a team, any individual from a team, or the entire team is assigned to 
a process. Another possible resource assignment constraint for a given process might involve a 
statement about qualifications. For example, a person could only be assigned if he or she had 
experience with some particular test technique, or had more than five years experience with the 
implementation language. Any personnel who meet the qualifications could be assigned ( or could 
assign themselves) to that process. Regardless of how the assignments are made, they must be 
communicated to the personnel. Finally, to cope with vacations, illness, and other absences, any 
substitutions in resources must be communicated to the guidance and feedback system. These 
issues in resource assignment motivate the following requirements: 
R24: Support the assignment (binding) of personnel resources to processes during 
the project. 
R25: Support the grouping of personnel into teams, and use teams to assign 
personnel resources. 
R26: Use specifications of minimal qualifications for personnel that can be 
assigned to a given process . 
R27: In form personnel of any assignments to processes made on their behalf. 
R28: Permit substitutions tobe made in personnel assignments. 
Processes views may be structured hierarchically to give managerial personnel an overview 
and some control over the execution of those processes . The idea is that child processes refine 
some parent process into increasingly fine-grained tasks. Under normal project execution, it 
is expected that a parent process must be explicitly started before any child process may be 
started. Similarly, all child processes must explicitly completed before the parent process can 
be completed. This scheme allows a person in a managerial role to exercise some control over 
when processes may be performed. Deviations from this scheme are considered exceptions, and 
should be handled to provide personnel with maximum ftexibility. In the case of a child being 
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started before its parent, the parent should be notified or possibly forced into an "active" state. In 
the case of a parent being completed before some child, the child should be notified or possibly 
forced to stop. The use of hierarchies motivates the following requirements: 
R29: Support the execution of hierarchically structured process views. 
R30: Handle exceptions in which a child must be started or parent must be 
completed contrary to normal conditions. 
3.7 Summary 
This chapter introduced the integration of measurement and process views based on the GQM 
Paradigm and the MVP-L process modeling notation, defined a set of consistency properties for 
an integrated set of views, presented an algorithm for accomplishing the integration, and offered 
a detailed example of building an integrated set of views. Requirements conceming automated 
support for measurement-based feedback were also stated. 
These contributions were made possible by building upon existing research, especially the 
work on the Goal Question Metric paradigm. The author contributed to the design and develop-
ment of the MVP-L process modeling language, developed the integration model and consistency 
properties for the integrated views, refined the integration model in cooperation with a working 
group at the University of Kaiserslautern, and defined the requirements for measurement-based 
feedback. 
Tue next chapter discusses a process-centered software engineering environment that uses 
integrated measurement and process views, and satisfies the requirements stated in this chapter. 
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Chapter4 
Automated Support for 
Measurement-Based Feedback 
This chapter discusses automated support for providing measurement-based feedback to person-
nel who participate in a software development or maintenance project. 1 Section 4.1 presents an 
overview. Section 4.2 describes MVP-S, a prototype system for providing measurement-based 
feedback, and gives an example of using that system. Finally, Section 4.3 states a series of as-
sumptions about how users will interact with an automated system that offers measurement-based 
feedback. 
4.1 Overview 
We implemented a software system that supports our approach for providing software developers 
with measurement-based feedback using integrated measurement and process views [LHR95]. 
The system is named the "Multi-View Process System" (MVP-S). MVP-S is an existence 
proof of a process-centered software engineering environment that supports measurement-based 
feedback. Fundamentally, the system only provides information. MVP-S does not proscribe 
any actions on the computer, it does not provide any construction tools, nor does it store any of 
the documents that personnel may develop. Tue system informs users about the processes that 
they are expected to perform, displays information about the products and resources associated 
with each process, collects data about various aspects, and performs limited evaluation on those 
data. The MVP-S system architecture uses the client-server model, and supports distributed 
work across a local-area network. A process engine acts as the server for all information, based 
on the information in the integrated measurement and process views. Tue only dient currently 
implemented is a user interface that lets technical personnel view and make changes to the 
information maintained by the server. 
MVP-S has much in common with the systems Ginger and Amadeus (see Section 2.4. l ). 
However, the three systems cover different portions of the solution space involved in providing 
measurement-based feedback. This solution space is defined tobe the integrated, on-line use of 
1 Portions ofthis chapter are copyright 1995 Springer-Verlag and are reprinted with permission from the Proceedings 
of the Fourth European Workshop an Software Process Technology, C. M. Lott, B. Hoisl and H. Dieter Rombach, "The 
use of roles and measurement to enact project plans in MVP-S," pp. 30-48. 
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Figure 4.1: Coverage of the solution space for measurement-based feedback 
measurement and process views (i.e., automation level 4 as discussed in Section 1.5). Figure 4.1 
helps illustrate some specific differences. The Ginger system has extensive facilities forcollecting 
and evaluating data automatically, can provide feedback to users based on that data, but is limited 
to a single, fixed process. In contrast, MVP-S has limited facilities for collecting and evaluating 
data, but treats process as a variable. The Amadeus system has comprehensive support for 
collecting data from code and other on-line documents, as weil as for storing and displaying the 
data. However, Amadeus cannot provide feedback to personnel who perform some processes; 
it was designed to be used in conjunction with some process-centered environment. In contrast, 
MVP-S accepts a process definition and can provide feedback to personnel, but it offers no code 
analysis tools and has limited capabilities for storing and displaying data. In summary, the three 
systems solve different portions of a !arge problem. 
A number of assumptions are stated conceming the interactions between users and a process-
centered software engineering environment. For example, this work assumes that software 
developers and maintainers will accept measurement-based feedback. The operational definition 
of acceptance used here is that the developers will view the feedback as helpful, believe the 
feedback that they are given, and modify their behavior accordingly. We also make a number of 
assumptions about providing timely feedback and the usability of various user interfaces. These 
assumptions are stated to permit testing them in an empirical study that is described in the next 
chapter. 
4.2 MVP-S, A Prototype Process-Centered SEE 
We have implemented MVP-S, a process-centered software engineering environment (SEE), 
that supports measurement-based feedback. Section 4.2. l presents existing functionality of the 
system, and Section 4.2.2 discusses possible extensions. Section 4.2.3 presents a detailed example 
of providing automated feedback to personnel using integrated measurement and process views . 
4.2.1 Capabilities of the prototype 
The MVP-S system provides role-specific feedback to software developers during their projects 
based on explicit process views, role definitions, quality models, and collected measurement 
data. This section focuses on the process engine and user interface. 
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Classification according to levels of automation 
MVP-S is primarily a tool for collecting data from personnel and giving the personnel guidance 
and feedback. Tue MVP-S system is not a perfect match with any of the levels defined in 
Section l.5. Automated support for the process view is clearly provided (matches levels 3a 
and 4), aspects of the measurement view are automated (matches level 4), but access to products 
and tools is not mediated by the system (matches level 2). 
Basis for automated support 
All automated support for providing measurement-based feedback in MVP-S is based on an 
extended process view. As explained in Chapter 3, the primary output of the integration of 
measurement and process views is an extended process view encoded in MYP-L. Choices of data 
to collect and ways to use the data were thus expressed in that process view using capabilities of 
MYP-L. 
The process engine takes an extended MVP-L process view as input. A process view consists 
of a "projecLplan" construct and a collection of supporting models. After reading the MYP-L 
process view, the process engine creates an intemal representation that is the basis for all later 
queries and changes. 
The use of role information 
Role definitions are used to assign personnel to activities. We can identify at least four role 
groups. Each role group requires its own view of a software project. Personnel who play the 
planning roles, of which an example might be the project planner, construct the project plan 
before the project is performed. Personnel in the technical roles, such as the software developer,2 
are guided by the process view to accomplish the necessary work. The management roles, 
for example a project's technical lead, require their own views to monitor information during 
enaction of the process view. Finally, those who play replanning roles, for example the project 
manager, require a view that will let them ad just the process view for unforeseen circumstances. 
The prototype offers limited support for all activities involving these roles, but concentrates on 
giving guidance, collecting data, and offering feedback for the personnel who play the technical 
roles. Our prototype supports primarily the technical roles owing to our interest in collecting data 
from development activities. For example, a person playing the role of a design engineer shares 
responsibility for all processes that represent design activities. This person must be able to ask 
for information about the objects that are related to the design processes. These objects include 
the process model itself, the requirements document (consumed by a design process), the design 
document (produced by a design process), and the resources provided to enact the processes. 
2Includes designers, programmers, testers, quality assurance engineers, maintainers, etc. 
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Figure 4.2: Viewing the project state in a role-specific work context window 
User interface for technical roles 
Personnel who play technical roles see a view of their processes named the role-specific work 
context. 3 A role-specific work context is the interface between the developer and the set of 
processes that involve the developer in a single, technical role. An example of a MVP-S role-
specific work context window appears in Figure 4.2, which shows the processes for user "lott" 
who works in project "ISPW with measurement" and plays the role of a "Design Engineer." 
Column one in the figure shows the names of the process instances, column two the names of 
the corresponding process models, and column three shows the current status of each process 
instance. 
A work context window shows only the processes for one developer in one particular role, 
so MVP-S supports multiple work context windows to Jet developers view information about all 
of their processes in all of their roles. The user interface also supports a detailed view of each 
process called a "process context." An example of a process context view is shown in Figure 4.3. 
The status values of processes that appear in the role-specific work context window are kept 
consistent with the project state managed by the process engine. The status value for a process 
instance is one of disabled (can't be performed), enabled (can be performed but no one is doing 
so), or active (is being performed). Upon receiving a request to start or complete a process, the 
process engine checks the entry and exit criteria specified for that process. The system informs 
the person who placed the request accordingly whether the request could be approved according 
to the current state of the project. This constitutes a simple model for coordinating teams of 
personnel by interacting with the SEE. Finally, the user may also request more information about 
a given process or product object. Figure 4.4 illustrates how the object model for the activity 
"Major Design Review" (process "step_major_design_review") would be displayed to the user. 
3The tenns "work context" and "working context" are used by various SEEs (see MERLIN [PSW92] and Process 
Weaver [Fer93]) with dramatically different meanings. 
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Process-specific work context for process step_rnajor_desi9n_review 
Process 'step_rnajor_desi9n_review' in project 'ISPW_with_rneasurernent' 
is of t~pe 'Hajor_Desi9n_Review' 
Cornrnent for this process: 
-- A rnajor desi9n review is conducted on a desi9n product 
Current process state: 
Attribute 'status' 
Attribute 'effort' 
Products: 
of t~pe 'process_status' has value 'disabled' 
of t~pe 'Process_effort ' has value 'O' 
Product 'p_fd' of t~pe 'Feedback_Docurnent' 
Attribute 'status' of t~pe 'Product_status' has value 'non_existent' 
'Desi9n_Docurnent' Product 'c_dd' of t~pe 
Attribute 'status' 
Attribute 'size' 
Attribute 'cornplex it~' 
of t~pe 'Product_status' 
of t~pe 'Product_size' 
of t~pe ' ••• _cornplexit~' 
Product 'c_rd' of t~pe 'Requirernents_Docurnent' 
has value 'non_existent' 
has value 'O' 
has value 'O' 
Attribute 'status ' of t~pe 'Product_status' has value 'cornplete' 
Entr~ criteria: 
(c_dd.status = 'cornplete'} and 
(c_dd.size > 10} and 
(p_fd.status = 'non_existent'} 
Help 
Figure 4 .3: Context of activity "Major Design Review" 
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Close 
Object 111odel for process 
step_111ajor_desi9n_review: 
process_111odel Major_Design_Review(effort_O: Process_effort) is 
-- A 111ajor design review· is conducted on a design product 
process_interface 
i111ports 
product_111odel Require111ents_Docu111ent, Desi9n_Docu111ent , 
Feedback_Docu111ent; 
process_attribute_111odel Process_effort; 
exports 
effort: Process_effort := ef fort_O; 
product_flow 
consu111e 
c_rd: Require111ents_Docu111ent; 
c_dd: Desi9n_Docu111ent; 
produce 
p_fd: Feedback_Docu111ent; 
consu111e_produce 
context 
entr~_exit_criteria 
local_entr~_criteria 
(c_dd.status = 'co111plete') and 
(c_dd.size > 10) and 
(p_fd.status = 'non_existent'); 
global_entr~_criteria 
local_exit_criteria 
p_fd.status = 'co111plete'; 
global_exit_criteria 
end process_interface 
Close 
Figure 4.4: Viewing the object model for process "step_major_design_review" 
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~1 xtenn 
Date: 
From: 
Subject: 
To: 
Sun, 14 Aug 94 9:52:48 MET DST 
mvps@informatik.uni-kl.de 
Request for data 
lott@informatik.uni-kl.de 
Status: R 
MVP-S REQUEST 
To: lott 
Project: ISPW_with_measurement 
Role: Design_Engineer 
Authorization: 19940408a3cc4 
Message: amount of effort in hours 
Please fill in the value for the requested attribute, restricting your 
changes to the field below, and return this form to the address 
mvps@informatik.uni-kl.de 
Please enter value for attribute 'effort' of attribute type 'Process_Effort' 
HERE-> ___ _ 
Thank you' 
Mail> 1 
Process engine 
Figure 4.5: E-mail request generated by the process engine 
1. 
The MVP-S process engine interprets a textual MVP-L process view, creates an intemal repre-
sentation, handles requests to query and manipulate the current project state, and maintains the 
project state across shutdowns of the host computer. To manage the project state, the process 
engine stores the values of all process, product, and resource attributes. The process engine waits 
for events generated by the developers, reacts to the events appropriately, and sends back the 
result of the events via the information channel provided by the user interface. An event may be a 
process completion, a change of an attribute value, or a request for information. In the prototype, 
events are processed in serial, not in parallel. 
Automated support for collecting and using data 
The MVP-S system offers various forms of support for collecting and using data. The data may 
be collected either from an on-line product or from a person. Data from an on-line product is 
collected synchronously by invoking a measurement tool. The task of invoking data-collection 
tools is delegated to the user interface because the process engine does not necessarily have access 
to the work products on the user's machine. This is an example of synchronous data collection: 
in response to a request from the process engine, the interface invokes the data-collection tool 
and waits for a response. The data is directly accepted by the SEE. A forms-based interactive tool 
that queries a person for data may also be called via this mechanism, as can a tool that collects 
measurement data from artifacts within the computer system. 
However, personnel are not software products. Data is collected from personnel by requesting 
it, asynchronously, using electronic mail. When the process engine discovers that it needs data 
from an individual, it generates a mail message and gives it to the machine's operating system to 
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be delivered, thus bypassing the MVP-S user interface. An example e-mail request for data is 
shown in Figure 4.5. This lets us reuse both a well-known interface as weil as existing spooling 
facilities. Tue individual is expected to respond to the data request and eventually tosend it back 
to the process engine. The process engine receives the mail, parses the message, and extracts the 
new data. 
Empirical data are primarily used in MVP-S in logical expressions that are written into the 
process view, as expressed in MVP-L. These empirical data serve as target values for processes. 
Tue system can provide guidance by explaining these target values at the outset of a process and 
offer feedback by comparing collected values with target values that are encoded in a process's 
entry and exit criteria. For example, limits on code complexity or total effort may be entered as 
exit criteria of a coding process . The user can obtain information about these targets at any time, 
ideally at the outset of the process. Then based on comparisons of collected data with the target 
values, the system can offer the user additional feedback about how weil the goals of the process 
were met. 
Satisfaction of measurement-related requirements 
The capabilities of the system are summarized here based on the requirements stated in Sec-
tion 3.6. Those requirements express desira~le capabilities for the collection and use of empirical 
data in a process-centered software engineering environment. This section explains to what ex-
tent MVP-S satisfies those requirements. One caveat here is that judging whether a requirement 
is satisfied is sometimes subjective. 
Rl: Specification of triggers: Satisfied; simple triggers such as a process completion or 
time of day can be specified. 
R2: Recognize occurrences oftriggers: Satisfied; all specifiable triggers can be recognized. 
R3: Invoke tools to collect data: Satisfied; any tool can be invoked, but the generation of 
appropriate arguments for that tool (e.g., the file name of the appropriate document) is 
not supported weil. 
R4: Coupled to on-line products: Weakly satisfied; MVP-S may be coupled to on-line 
products, but it involves hard-coding a file name in a model. 
R5: Store data in a database: Not satisfied; data are stored in simple files. 
R6: Retrieve data from database: Not satisfied. 
R7 : Accept data via multiple paths: Satisfied; data are accepted from tool invocations and 
from people. 
R8: Notify people of data need: Satisfied through use of e-mail as a notification mechanism. 
R9: Accept data asynchronously: Satisfied through use of e-mail as a delivery mechanism. 
RIO: Function with incomplete data: Trivially satisfied; the system does not recognize that 
its data are incomplete and makes no allowances for this . 
Rl 1: Query people using forms : Satisfied through the capability of invoking any measure-
ment tool. 
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Rl2: Explain data definitions on-line: Satisfied; data are explained either by a forrns-b&sed 
tool or in a mail message requesting data. 
Rl3: Explain goals behind data: Not satisfied. 
Rl4: Allow identities tobe masked: Not satisfied. 
Rl 5: Minimize intrusiveness: Partially satisfied through the use of e-mail as a notification 
mechanism. 
Rl6: Formal definition of processes: Satisfied by the use of MVP-L models. 
R 17: Present inforrnation about objects: Satisfied through the use of process models, product 
models, and resource models encoded in MVP-L. 
Rl 8: Present current state of objects: Satisfied; all attribute values from all objects are 
reported. 
R 19: Query project state: Satisfied; the user can ask about all modeled aspects of the project, 
and all attributes of all objects. 
R20: Accept notifications about changes in project state: Satisfied by the capability to accept 
notifications of process starts, process completions, and empirical data. 
R2 l: Consistency of project state with reality: Satisfied, but relies wholly on users. 
R22: Track reality to detect deviations: Satisfied, but limited to inforrnation supplied by 
users. 
R23: Support recovery during replanning: Not satisfied. 
R24: Assignment of personnel resources to processes: Not satisfied; current work will extend 
the system to satisfy this requirement. 
R25: Support grouping of personnel into teams: Not satisfied. 
R26: Use specifications of personnel qualifications: Not satisfied. 
' R27 : Inforrn personnel of assignments: Not satisfied; current work will extend the system to 
satisfy this requirement. 
R28: Perrnit substitutions: Not satisfied; current work will extend the system to satisfy this 
requirement. 
R29: Support the execution of hierarchically structured views: Not satisfied; current work 
will extend the system to satisfy this requirement. 
R30: Handle exceptions: Not satisfied. 
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4.2.2 Possible extensions to the prototype 
The MVP-L formalism Jacks a flexible mechanism for specifying the correspondence between 
model-world representations of objects and real-world objects. Instead, file names must be hard-
coded into process models. Because of this deficiency, the MVP-S prototype is poorly coupled 
with on-line work, and automatic data collection from work products is not supported elegantly 
by the prototype. Ideally a user could point the system to some product tobe measured at any 
time during the project. 
We would like to have graphical representations of processes, products, and resources similar 
to those in Mi and Scacchi 's work in order to improve comprehension of this information [MS92]. 
Tue current status of each activity could be indicated graphically, for example by using different 
colors. The products that are produced by some activity, but do not yet satisfy the exit criteria of 
that activity, could be highlighted to show the developer which products still require work. 
Future work will investigate support for managerial roles. The system must allow a person 
playing a managerial role to constrain resource assignments or to perform one-to-one matches 
with personnel and process instances. In the current implementation, personnel who play 
technical roles may bind themselves to any process for which a match exists between the 
person's role and the role demanded by the process. Also, support is needed for handling 
exceptions involving the forced start of a child process (refinement of some process) or the 
forced halt of a parent process (abstraction of a collection of processes). 
4.2.3 Example of providing measurement-based feedback 
We demonstrate the advantages brought by the use of role definitions and measurement by 
presenting an example of how a developer uses MVP-S. For our process we reuse the "Software 
Process Modeling Example Problem" that was developed for the Sixth International Software 
Process Workshop [KFF+ 90]. In this scenario, a team of maintainers cooperates to design, code, 
and test a maintenance change to a software module. Figure 4.6 presents a view of the process 
showing the major control ftow relationships among the individual process steps. We assume 
that the organization is interested in leaming about faults, their causes, and their repair costs. 
Empirical models were already developed using historical data to describe characteristics of the 
software system and their relationship to faults, namely design complexity, expected fault rates 
in changed code, and effort to implement different types of changes. All of these goals can only 
be tracked if empirical data is collected from the work activities. 
We present two variations on this problem. The first involves enacting the processes without 
measurement data. The second variations shows how the processes may be enacted with the 
support of measurement data. Both variations are restricted to the two activities "Modify Design" 
and "Review Design;" they differ in the information provided for choosing a specific type of 
review. If the change was small, the review is accomplished without calling a meeting and is 
named "Minor Design Review." If the changes were large,4 the reviewers will need to spend 
extra preparation time before the review and will meet to review the design; this is named 
"Major Design Review." We refine the original process step "Review Design" into the two steps 
mentioned above. Figure 4. 7 shows a view of the data ftow in the refinement. In the first variation, 
no support is given for selecting a review process. In the second variation, the design engineers 
4
"Small" and "!arge" will be quantified shortly. 
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Schedule 
and Assign 
Tasks 
Modify 
Design 
Modify 
Code 
Modify 
Test Plans 
Monitor 
Progress 
Review 
1---- Design 
Modify 
Unil Test 
Plans 
Figure 4.6: Control-flow view of the ISPW activities (from [CML +90]) 
use measurement data to select the most suitable review process. 
Enaction Without Measurement Data 
Tue first variation uses a process view with simple goals defined for activity "Modify Design" 
(process "stepJUodify _.ciesign"), namely that its outputs must be provided. Entry constraints 
for both the major and minor review processes are also simple, namely that the inputs must 
be available, so both have the same enabling condition. The criteria that allow personnel to 
distinguish objectively between small and !arge changes cannot be represented explicitly without 
the use of measurement. 
Activities begin with the initial state shown in Figure 4.6 after the steps have been assigned. 
One of the engineers notifies MVP-S that the activity "Modify Design" (process "stepJUod-
ify _design") has begun by sending the event "start." A design or quality assurance engineer 
may request additional information from MVP-S about that activity. MVP-S answers with an 
activity-specific work context showing the products consumed and produced, the current state, 
and the goal of the activity as shown in Figure 4.8. 
Eventually the design engineer decides that the activity "Modify Design" (process "step_mo-
dify _design") is complete and notifies MVP-S by sending the event "complete" to that process. 
In the resulting project state, both review activities are marked by the system as enabled because 
their inputs are available. Figure 4.9 shows the role-specific work context for a quality assurance 
(QA) engineer, who sees that both design review steps are enabled. Tue assumption is that the 
QA engineers will know that only one of the review steps should be selected and enacted. The 
choice of step to enact is left to the experience and intuition of the engineers who participate in 
that process step. We do not wish to argue against individual control. However, this juncture 
is a great opportunity for the SEE to supplement the individual's experience and intuition with 
concrete information about their obligations and which process should be enacted next according 
to the process view. This information can only be provided to personnel if the organization's 
-implicit knowledge can be made explicit in the process view. 
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Major Design Review 
Modify Design 
Minor Design Review 
Figure 4.7: Data-flow view of the detailed example 
~I contextWin Shell 1 
Process-specific work context for process 'step_modif~_design' 
.-----.... --------------------------------------------------------... :r Process 'step_modif~_design' in project 'ISPW_without_measurement' 
is of t~pe 'Hodif~_Design' 
Current process state: 
Attribute 'status' of t~pe 'Process_status' has value 'active' 
Products: 
Product 'c_rd' is of t~pe 'Requirements_Document' 
Product 'c_dd' is of t~pe 'Design_Document' 
Product 'c_rdd' is of t~pe 'Design Document' 
Attribute 'status' of t~pe 'Product_status' has value 'incomplete' 
Exit criteria: 
(c_rdd.status = 'complete') 
Close 
Figure 4.8: Work context for activity "Modify Design," no quantitative feedback 
92 
~ction !._nfo e_lan b_elp g_uit 
USER NAHE: agse 
Process ID 
step_111inor_desi9n_review 
step_111odif~_test_plans 
step_111odif~_unit_test_plans 
step_test_unit 
MVP- S Developer Interface 
PROJECT PLAN: ISPW_without_111easure111ent 
Process 111odel 
Hinor_Design_Review 
Hodif~_Test_Plans 
Hodif~_Unit_Test_Plans 
Test_Unit 
ROLE: QA_Engineer 
Process status 
enabled 
enabled 
disabled 
disabled 
Figure 4.9: Role-specific work context for a QA engineer, no quantitative feedback 
Enaction With Measurement Data 
I .i. 
The second variation augments the first with objective, measurable goals for the activity "Modify 
Design" (process "step_modify _design") and establishes quantitative entry constraints for the 
two design review steps. Using measurement data to enact this example results in at least three 
advantages both for the developers and for the organization. First, the state and current situation 
of the activities can be described more precisely. Second, specific goals of each activity can be 
presented to the engineers during the time that they perform them. Third, the SEE can use data 
to provide feedback about which of the two design review steps should be performed after the 
design-modification activity is completed. 
Our choice of constraints is based on the following goals and assumptions. First, data should 
be collected about design quality aspects to help predict code complexity and maintainability. 
Second, the organization wants to collect data about the effort (i.e„ cost) required to make the 
change. Third and finally, a review process that is appropriate for detecting defects in that 
module's design should be chosen; we assume that a minor review is expected to be sufficient 
when fewer than 30% of the lines were changed, and that a major design must be done otherwise. 
Based on these goals and assumptions, we choose to measure the engineer's effort as weil 
as the design quality aspects of module coupling, module cohesion, information hiding, number 
of lines changed, and the total size; all of these depend on a formal design representation. We 
specify that effort data must be collected from the person performing the design change upon 
completion of that activity. We assume that the SEE is coupled to the work environment and 
can collect data from the design document using measurement tools. Data that can be collected 
automatically are the size, the number of changed lines, and the values for the coupling, cohesion, 
and information hiding metrics. Data requested directly from the design engineers is the effort 
spent in changing the design. 
This variation also starts from the initial project state sketched in Figure 4.6. The addition 
of measurement data makes it possible to provide the design engineer with highly specific 
information about the design-modification activity after it has been started. Figure 4.10 shows 
how the information about the current state and specific goals of the activity "Modify Design" 
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.... 1 contextWinShell 
Process-specific werk context for process 'step_modify_design' 
.---------------------------------------------------------..... :!' Process 'step_modify_design' in project 'ISPW_with_measurement' 
is of type 'Hodify_Design' 
Current process state: 
Attribute 'status' 
Attribute 'effort' 
Products: 
of type 'Process_status' 
of type 'Process_effort' 
Product 'c_rd' is of t~pe 'Requirements_Document' 
Product 'c_dd' is of t~pe 'Design_Document' 
Attribute 'coupling' of t~pe 'real' 
Attribute 'cohesion' of type 'real' 
Attribute 'inf_hiding' of type 'real' 
Product 'c_rdd' is of type 'Design Document' 
Exit criteria: 
has value 'active' 
has value 88 
has value 0.3 
has value 0.8 
has value 0.9 
<c_dd.coupling <= 0.4> and (c_dd.cohesion >= 0.8> and (c_dd.inf _hiding >= 0.7> 
and (effort <= 100) 
Close 
Figure 4.10: Work context for activity "Modify Design," with quantitative feedback 
(process "step_modify _design") are presented to a person playing the role of the "designer." The 
differences with respect to Figure 4.8 include showing values for the design-quality attributes 
"coupling," "cohesion," and "inLhiding" as well as the definition of the goals of the activity (the 
exit criteria) using empirical data. 
The design engineer eventually decides that the activity "Modify Design" (process "step_mo-
dify _design") is complete, and correspondingly notifies MVP-S of the completion of the process 
step. In response to this trigger, the SEE gathers data about the design product (coupling, etc.) 
by invoking measurement tools and gathers data about the effort required by sending a mail 
request. Figure 4.5 illustrates an e-mail request for effort data that the process engine sends to 
the designer. 
We assume that data gathered from the design document about coupling, cohesion, and 
information hiding was within the expected bounds, and that the effort data collected via the 
e-mail request was also within the preestablished limit. Tue data for the number of lines changed 
show that the previously chosen 30% threshold was exceeded. Therefore, the SEE informs the 
developer that the activity "Major Design Review" (process "step_major_designJeview") is the 
appropriate next step according to the process view. Figure 4.11 shows the MVP-S window with 
this feedback. Figure 4.3 (page 85) shows our conception of the information that the SEE should 
provide to quality assurance engineers who request an explanation about why that particular 
process step is enabled. In the figure, attribute values from products consumed by the process 
step "Major Design Review" are displayed. This informati(!n can improve coordination among 
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~ction i_nfo e_lan b_elp 9..Uit 
USER NAHE: agse 
Process ID 
step_roinor_design_review 
step_roodify_test_plans 
step_roodify_unit_test_plans 
step_test_unit 
MVP- S Developer Interface 
PROJECT PLAN: ISPW_with_roeasureroent 
Process roodel 
Hinor_Design_Review 
Hodify_Test_Plans 
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Test_Unit 
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Figure 4.11: Role-specific work context for a QA engineer, with quantitative feedback 
I -" 
the participants in this process step because all affected personnel understand that, according to 
the process view, the more detailed review process is most appropriate for finding defects in the 
newly modified design document. By using quantitative criteria, implicit information was made 
explicit for all personnel. 
4.3 Assumptions About Automated Support 
This section states a series of assumptions about the interactions between a user and an automated 
system that offers process-centered feedback. These assumptions refine the goal of providing 
guidance and feedback to teams who cooperate on software development projects. The purpose 
of stating these assumptions is to permit them to be tested in the context of an empirical 
study. The acceptance or rejection of these assumptions will identify future research directions 
for measurement-based guidance and feedback in particular, and for process-centered software 
engineering environments in general. 
In the course of working with a process-centered system, a user interacts with a specific 
collection of text and shapes on a computer screen called a user interface. We distinguish 
between problems specific to one particular implementation of a process-centered software 
engineering environment and issues fundamental to the approach. To help in separating the two 
issues, aspects of the MVP-S user interface are summarized first. Then a set of assumptions 
are stated about the interaction between a software developer and a process-centered software 
engineering environment, with some dependencies on MVP-S. 
4.3.1 Summary of the MVP-S user interface 
This section summarizes the MVP-S user interface. This summary is provided because it may 
help explain the results of a study that evaluates MVP-S. 
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All text, no graphics. MVP-S uses a window, icon, menu, pointer (WIMP) interface. However, 
it is limited to showing textual information about processes, products, and resources. lt cannot 
display any graphical representation of that information. These textual representations are 
expected tobe adequate for giving a user a comprehensive understanding of the relevant objects. 
Passive role. The role of the system is limited to providing information to personnel when they 
request it. MVP-S does not actively open windows or take any action on its own to teil personnel 
what to do. However, it does have the facility to request data from personnel via E-mail, as 
discussed earlier. 
No control of tools or products. MVP-S makes no restrictions on access to on-line tools or to 
the products manipulated by those tools. In other words, developers have direct access to design 
documents, source code, test cases, etc. 
Single level of refinement. The version of MVP-S described here does not support the execution 
of hierarchically structured process views. Only the top-level process model (the project plan) 
can be refined into a collection of submodels. This means that hypotheses conceming hierarchies 
of processes cannot be tested. 
4.3.2 Assumptions about the use of MVP-S 
This section states assumptions about the use of a process-centered software engineering envi-
ronment, with special attention to MVP-S. A number of these assumptions will be tested in the 
empirical study discussed in Chapter 5. 
Assumption 1: Sufficient information in models. We assume that sufficient detail about a 
process can be captured in models so that feedback can be provided. In other words, information 
sufficient for the software developer to understand and perform a given process can be captured 
in a set of explicit models. In the work discussed here, the models are built using the MVP-L 
process modeling language. 
This assumption might be tested by questioning users of such a system during and after they 
have completed some process. The users could be asked whether they feit they had sufficient 
information, whether they were forced to infer significant amounts of information to accomplish 
the task, and what information they feit was missing. 
Assumption 2: Deviations. The assumption here is that deviations from the prescribed way 
of performing a process are rare. Stated differently, developers can usually work in the context 
of a previously prepared set of models without replanning. The activity of replanning means 
reworking the plan to match unforeseen circumstances of the current project. This assumption 
is expressed in MVP-S in that the system does not support replanning, nor delegation of tasks to 
others. 
This assumption concems processes in-the-large, and cannot be tested credibly in a small 
process of short duration. This assumption could only be tested realistically in the context of 
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a revenue-producing project by examining the number of times a project must deviate from a 
predefined process. Some existing work on "process waivers" indicates that deviations from a 
standard process are a regular part of any complex process [VZ95]. That evidence suggests that 
this assumption is unrealistic. 
Assumption 3: Acceptance of on-line feedback. The assumption is that software development 
personnel are willing to accept an on-line representation of their expected tasks as feedback about 
what they should do. The operational definition of acceptance used here states that personnel 
like being provided with information, believe the information that they are given, and adjust their 
behavior accordingly. 
We believe that the issue of acceptance is strongly inftuenced by whether personnel feel that 
their creativity is restricted or otherwise limited by such a system. This assumption may be 
refined into acceptance of guidance and feedback. Guidance might take the form of a statement 
about what tasks are expected, and feedback might take the form of a statement that a certain task 
was (or was not) performed in accordance with some plan. The acceptance of these two types of 
information should be treated separately. 
Tue assumption of acceptance might be tested by having people work with the system and 
then asking them questions. Acceptance in the short run can be evaluated by asking whether 
people foun.d the information helpful and by observing whether people adjusted their behavior 
according to the information provided. Long-term acceptance might be evaluated using the 
number of interactions between users and the system to detect patterns such as increasing or 
decreasing use with time. 
Assumption 4: Quantitative criteria. The assumption here refines the assumption concerning 
acceptance of feedback, and states that people believe and like receiving quantitative feedback, 
especially for starting and terminating processes. The basis for comparison here is simple criteria 
such as the availability of products. For example, a developer finds it more helpful to know that 
a series of test cases should cause 85% statement coverage during the test, rather than just the 
test cases should provide "thorough" coverage. 
This assumption might be tested by supplying subjects with information that is extremely 
relevant to some process. For example, subjects might be given a defect model that states the 
number of expected defects per hundred lines of code. This defect model would estimate very 
closely the number of defects actually present in some object under review. If subjects keep 
reviewing until they find that many, and stop reviewing after they have found them, this is an 
indication that they believed the information and found it useful. 
Assumption 5: Timely interaction with feedback system. Tue assumption here is that people 
will report their actions to a process-centered system in a timely manner. First, the users will 
report when they start and complete processes. Second, they will supply data within a reasonable 
time after a request. This is especially important in a system like MVP-S that relies completely 
on personnel to report their actions. 
This assumption might be tested by observing how much time a user allows to elapse after 
finishing a task and notifying the system of that task's completion. Similarly, data could be 
requested from subjects, and the amount of time elapsed before the subjects supply that data 
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could be measured. An empirical study could begin to collect data about the variance in response 
times, which would help build an operational definition of "timely." 
Assumption 6: Awareness of the process and its context. Tue assumption here is that the 
use of a feedback system will make the users highly aware of the context (i.e., input products, 
output products, dependencies on other personnel, etc.) in which they work, and encourage a 
deep understanding of the process. 
This assumption might be tested by having subjects use the system to achieve some goal and 
asking them questions during and following completion of the task. Tue questions might ask the 
subjects to describe a process and its context. Evaluating the tenability of this assumption would 
be based on the thoroughness with which the subjects could recall and describe the processes 
that they had so recently performed. 
Assumption 7: Speed of comprehension. The assumption here is that developers can com-
prehend the process information offered by an on-line feedback system as quickly as directions 
written on paper. Process information consists of the inputs, outputs, goals (criteria), and other 
information about a process. 
This assumption might be tested by evaluating the amount of time users require to accomplish 
some process using a feedback system and using paper directions. If the users require less or 
the same amount of time to accomplish the process when using the feedback system, this would 
suggest that speed of comprehension is not a problem. However, this issue is also intimately tied 
up with a particular user interface. A poor user interface in an on-line system could easily skew 
the results . 
Assumption 8: On-line data collection. The assumption here is that on-line data collection 
improves the validity of the data that people supply. The idea is that people supply data soon 
enough that they can remember the values for the data. When paper data-collection forms are 
used, the assumption is that people may wait until the memory of the activity from which the 
data should be collected has faded. 
This assumption might be tested by requesting data from subjects in the course of performing 
some process, and observing them in that process to collect the same data independently. The 
observation is necessary to evaluate the validity of the data. 
Assumption 9: Unknown processes. We assume that the effects of using a process-centered 
systemare most pronounced when it supports personnel who perform a process that is unfamiliar 
or entirely unknown to them. Tue idea is that the personnel are most dependent on the feedback 
from such as system in this situation. In a situation with a well-known process, we assume that 
personnel would only use the process-centered system to remind themselves of forgotten details. 
This assumption might be tested by having a subject perform a number of similar but initially 
unknown tasks, all with support from a process-centered system. Data could be collected about 
the amount of time the subject spends using or querying the system to obtain information about 
the process. This assumption would be supported if the subject were to spend far less time on 
the last replication of the task than the first. 
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Assumption 10: Effectiveness. Finally, we assume that the use of measurement-based feed-
back yields measurable benefits in how personnel accomplish their work. We assume that the 
feedback improves the person's clarity of purpose (process improvement: less effort, less rework, 
less computer resources) and the person's understanding of quality goals (product improvement: 
fewer faults, more understandable result, quality goals more closely achieved) as compared to a 
person who uses a off-line (paper) set of directions. 
This assumption could be tested by comparing the work done by personnel who use a 
process-centered system with personnel who use more conventional methods. Data could be 
collected about the amount of effort, the defects found, the personnel's subjective evaluations of 
satisfaction with the project, and related issues. An experiment to test this assumption would 
develop initial data conceming the cost/benefit ratio of developing and using these environments. 
4.4 Summary 
This chapter introduced MVP-S and demonstrated the benefits of using integrated measurement 
and process views to provide measurement-based guidance and feedback. MVP-S is the first 
implementation of our requirements for collection and use of empirical data in SEEs. Finally, 
a series of assumptions were stated about how users interact with a process-centered software 
engineering environment. Explicit statements of such assumptions will permit evaluating them 
in an empirical study. 
Design, development, and refinement of the MVP-S system was a joint effort on the part of 
the author and his master's degree students at the University of Kaiserslautern. The assumptions 
about user interactions were defined based on that experience. 
An empirical study that evaluated the acceptance and effectiveness of MVP-S is presented in 
the next chapter. 
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Chapter 5 
Empirical Evaluation of 
Measurement-Based Feedback 
Much work has been done on developing process-centered software engineering environments, 
but few studies have demonstrated measurable, objective benefits of their use. This chapter 
discusses a controlled experiment that compared the use of measurement-based process guidance 
and feedback as implemented off-line (on paper) versus on-line (using MVP-S). Because 
relatively little empirical work has been done on process-centered systems, the research presented 
here is best classified as exploratory, and can be expected to uncover more questions than it 
answers . 
Section 5.l gives an overview. A simplecharacterization scheme forexperiments in software 
engineering is presented in Section 5.2 to set the context for the study. Section 5.3 states five 
hypotheses based on the assumptions from Section 4.3 . Section 5.4 states the plan for the 
experiment including the design, Section 5.5 discusses procedures used while conducting the 
experiment, and Section 5.6 presents results and interpretations. The instruments (instruction 
sheets, code objects, forms, etc.) used in the experiment are shown in Appendix A. 
5.1 Overview 
The fundamental hypothesis concerning process-centered software engineering environments is 
that they improve communication and reduce problems among teams who cooperate to achieve 
some task. This hypothesis might be evaluated both in uncontrolled and controlled experiments 
that complement each other's strengths and weaknesses. To attain maximum external validity, 
a field study (uncontrolled experiment) might follow at least two teams through !arge tasks. To 
attain maximum internal validity, a controlled experiment could follow many individuals through 
small tasks. A field study would be quite expensive, and controlling the threats to internal validity 
would be difficult. A smaller, more controlled experiment could help the community understand 
how to manage the threats involved in a !arger field study. Therefore, the study described here 
focused on understanding how a single user interacts with a process-centered system. 
A controlled experiment was conducted that compared off-line and on-line implementations 
of measurement-based process guidance and feedback. Each subject used an off-line guidance 
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technique and an on-line guidance technique as assistance while performing an unfamiliar ex-
ercise and while working alone. The off-line version of each exercise was supported by paper 
instruction sheets and paper question sheets. The on-line version of each exercise was supported 
by MVP-S, our prototype process-centered software engineering environment, and on-line ques-
tion sheets . Each exercise involved testing a small program according to a set technique, namely 
functional testing or structural testing. The primary differences between the two exercises per-
formed by one subject were the source of the guidance (off-line versus on-line), the means of 
data collection (again off-line versus on-line), and of course different programs. 
The testing exercises consisted of generating test cases, executing them, and evaluating the 
output to find failures . In one exercise, principles of functional testing were applied to a pro gram 
named "cmdline." In the other exercise, principles of structural testing were applied to a program 
named "tokens." The exercises were chosen to require a similar amount of time to complete, 
with a minimum of about one hour. In both cases the subjects used the computer to test the 
program with their test cases. Subjects were recruited from the regular and student employees 
of the Research Group for Software Engineering at the University of Kaiserslautern . The 20 
subjects who completed both exercises were not professional testers, and had never applied these 
particular test techniques in a systematic way. 
Many of the assumptions presented in Section 4.3 about how users interact with a process-
centered software engineering environment were reformulated as hypotheses to be tested in the 
experiment. The main hypotheses and corresponding results are summarized next: 
• Hypothesis : Subjects accept an on-line system for guidance and feedback. 
Result: The data did not support this hypothesis. Acceptance of the on-line system among 
the subjects was measured at approximately 50%. The two groups stated remarkably 
consistent reasons about their work styles that lead to their preferences. Members of the 
group that preferred the off-line version stated that they preferred having an overview of 
the exercise tobe done, and that the overview was easy to achieve with paper. Members of 
the group that preferred the on-line version stated that they enjoyed the "filtering" aspect 
of MVP-S because they did not have to search through paper sheets for information. These 
results suggest that automated support for measurement-based feedback is feasible, but 
that much work remains tobe done in satisfying the demands of all work styles in order to 
improve acceptance of the approach. 
• Hypothesis : Subjects ad just their behavior based on quantitative quality models. 
Result: The data did not support this hypothesis. Responses ranged from "very helpful" to 
"irritating and harmful." Again there were two easily identifiable groups that corresponded 
to these results. Members of the group that found the quality models helpful attained results 
that were very comparable with the information that was supplied in advance as guidance. 
Members of the group that found the quantitative quality models harmful attained results 
that deviated sharply from the information. Only the group that found the quality models 
helpful adjusted their behavior. 
• Hypothesis : Subjects accomplish their work faster and better when using on-line guidance 
and feedback as compared to off-line guidance and feedback. 
Result: The data do not support this hypothesis. Analysis of the data revealed no significant 
differences in the duration or quality of the exercise performed by subjects who used the 
off-line and on-line guidance and feedback techniques. However, subjects who work alone, 
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uncoupled from the work of others, need no notification of critical changes or other outside 
inftuences. We expect that the real benefits from using these systems will be derived from 
using them in the context of a team. Therefore, we feel encouraged that the system was 
not a hindrance to subjects who worked alone. 
We draw the conclusion that measurement-based process feedback can realistically be used 
with automated support. However, much work remains to develop a highly usable interface and 
to overcome problems that cause people to reject the use of an on-line guidance and feedback 
technique. 
5.2 Characterization of Experiments 
Many factors can be explored in an experiment that evaluates how a person can be assisted while 
performing a software engineering task. Table 5.1 characterizes some of these factors [Bas94]. 
Collections of factors are considered tobe an approach. The approaches listed here include an ad 
hoc approach (i .e., no supportive methods or other information are used), methods (e.g., structured 
programming), empirical models (e.g., defect profiles), goals (e.g., "write fast code"), process 
definitions (e.g., a process view based on MVP-L), tracking and evaluation (e.g., collecting and 
evaluating data from process), and replanning (e.g., information about how to recover from some 
situation). Some of the individual factors can benefit from automated support. 
Tue levels in the table constitute a simple hierarchy. Each level forms a new approach by 
adding a single factor to the preceding approach. An experiment can be designed to compare 
two vertically adjacent approaches because only one factor changes. However, it would be more 
difficult to design an experiment that compares two horizontally adjacent approaches because 
they differ in more than one factor. 
The study presented in this chapter compared the use of off-line and on-line feedback (without 
versus with automation) . lt can be characterized using the schema of experiments presented in 
Table 5.1 as a comparison between level 5a and level 6a. 
5.3 Hypotheses and GQM Plan 
In the following discussion, hypotheses are stated that are based on the assumptions from 
Section 4.3, and a GQM plan is developed for the study. In the GQM plan, a study goal is 
stated, and it is then refined operationally into questions and metrics according to the principles 
articulated in the GQM Paradigm. 
5.3.1 Hypotheses 
Tue study presented in this chapter investigated a set of hypotheses that must be tested before 
the use of SEEs in teams can be evaluated. Tue focus is on understanding how a single user 
reacts to measurement-based process guidance as supplied by an on-line system. Tue following 
hypotheses incorporate ideas from the assumptions listed in Section 4.3. Due to the limited scope 
of this study, not all of the assumptions stated there can be evaluated. For example, assumption 
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(la) Ad hoc 
(2a) Methods (2b) Empirical models 
(3a) Methods 
Empirical models 
(4a) Methods (4b) Methods 
Empirical models Empirical models 
Goals Process definition 
(Sa) Methods 
Empirical models 
Goals 
Process definitions 
(6a) Methods (6b) Methods 
Empirical models Empirical models 
Goals Goals 
Process definition/automated Process definition 
Tracking and evaluation 
(7a) Methods 
Empirical models 
Goals 
Process definition/automated 
Tracking and evaluation 
(8a) Methods 
Empirical models 
Goals 
Process definition/automated 
Tracking and evaluation 
Replanning/automated 
Table 5.1: Hierarchical characterization schema for software engineering experiments 
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A2 conceming deviations is not tested because absolutely no deviations are expected during the 
course of a carefully planned exercise of short duration. 
Hypothesis 1: Subjects accept guidance and feedback from an on-line system (MVP-S) as 
willingly as conventional instructions on paper (assumption 3). 
Hypothesis 2: Subjects comprehend on-line versions of guidance and feedback better than 
they comprehend conventional, off-line instructions (assumptions 1 and 6). 
Hypothesis 3: Subjects take quantitative quality models such as a suggested maximum amount 
of time for a step seriously, and ad just their behavior accordingly (assumption 4). 
Hypothesis 4: Subjects supply data to a process-centered software engineering environment 
about starting and ending processes, as well as other data about those processes, on a timely basis 
(assumptions 5 and 8). 
Hypothesis 5: Subjects who use an on-line guidance system accomplish their work more 
quickly and do a better job than subjects who use off-line instructions (assumptions 7 and 10). 
Hypotheses l is a vital prerequisite for testing this hypothesis. In other words, if subjects reject 
the use of on-line guidance, it is not meaningful to analyze their speed when using such as system. 
5.3.2 Goal 
Next a goal is stated for the study. The structure of the study goal follows the template for GQM 
goals: 
Analyze off-Iine and on-line measurement-based process guidance 
for the purpose of comparison 
with respect to their acceptance and effectiveness 
from the point of view of the researcher (system builder) 
in the context of small exercises performed by subjects in a controlled experiment. 
5.3.3 Questions 
Tue following series of questions provide an operational refinement of the goal into a series of 
metrics. The questions were derived using the previous list of hypotheses. 
Ql. What is the subject's preference with respect to the guidance technique? (from hypoth-
esis 1) 
Q2. Do subjects feel that the creative portions of the work were restricted by use of the 
guidance technique? (from hypothesis l) 
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Q3. To what extent is a textual representation of a process adequate for understanding 
quickly what is expected in that process? (from hypothesis 2) 
Q4. How difficult is it for subjects to comprehend the directions offered to them? (from 
hypothesis 2) 
Q5. How aware are subjects of the context of a process (inputs, outputs, termination criteria, 
etc.)? (from hypothesis 2) 
Q6. How do subjects rate the helpfulness of the quantitative quality models that are supplied 
as guidelines (start and termination criteria) for processes? (from hypothesis 3) 
Q7. Do subjects adjust their behavior according to the quantitative guidelines? (from 
hypothesis 3) 
Q8. What delays are encountered when subjects are expected to enter data about processes 
that they have started or completed? (from hypothesis 4) 
Q9. How weiland how quickly do subjects perform the exercises? (from hypothesis 5) 
5.3.4 Metrics 
Some of the data needed to ans wer the questions listed above were gathered by asking the subject 
to complete question sheets, other data were gathered by observing the subject performing the 
exercises, and some data were collected by the computer. The following concrete data items 
were collected. 
Ml. Subject's opinion about working with an on-line process-centered guidance and feed-
back system, as compared to off-line instructions (from question l ). 
M2. Subject's opinion about entering data on paper versus on screen (from question l) . 
M3. Subject's opinion about restrictiveness of the instructions (from question 2). 
M4. Subject's opinion of whether the instructions offered to them were made more or less 
comprehensible by being on-line (from question 3). 
M5. Subject's opinion about the usefulness of a textual representation (from question 3). 
M6. Subject's opinion about the sufficiency of supplied information (from question 4). 
M7. Observer's opinion of a subject's understanding of a process, formed by asking subject 
to !ist the inputs, outputs, and termination criteria of a given process while performing 
that process (from question 5). 
M8. Subject's opinion of the usefulness of the quantitative guidelines used as start and 
termination criteria (from question 6). 
M9. Observer's opinion of whether subjects ad just their behavior to conform to the quanti-
tative quality models (from question 7). 
MIO. Observer's opinion of how long subjects wait to report results to the guidance system 
or record on paper (from question 8). 
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M 11. Subject's subjective assessment of motivation (from question 9) . 
M 12. Observer's opinion of process conformance; i.e., whether a subject followed the process 
faithfully (from question 9) . 
M13. Amount of time the subjects need to complete the exercise, excluding pauses (from 
question 9). 
M 14. Number of failures that were visible in the test output and detected by the subject (from 
question 9). 
Tue challenge of this experiment is not the design. A simple design is used, as shown in 
Section 5.4. Tue procedures are the difficult part of this experiment. Procedures must be chosen 
that lead each subject to use the on-line process guidance system in a credible, natural way. This 
consideration heavily inftuences the decisions to be made about the information supplied to the 
subjects as weil as any training and pretesting activities. Procedures are discussed in Section 5.5. 
5.4 Experiment Plan 
This section presents the plan for an experiment that tests the hypotheses stated in the previous 
section. The experiment reused work clone by Kamsties and Lott on comparing defect-detection 
techniques [KL95a, KL95b] . Most interesting was the reuse of data that could be expressed as 
empirical models (quantitative quality models) about the exercises . 
5.4.1 Experimental design 
A randomized, within-subjects design was used in the experiment. The within-subjects design 
(i.e., blocked on subjects) permits the detection of differences between treatments despite wide 
variations in subject ability. 
Independent variables 
The following three independent variables are manipulated in this 2x 2 x 2 design. 
• Exercise (two levels: Ff/cmdline and ST/tokens). All subjects performed two exercises . 
Both involved testing small programs, once using principles of functional testing (Ff) 
and once using structural testing (ST) . Tue program to be tested (cmdline or tokens) 
is considered part of the exercise, and was chosen to minimize differences in exercise 
duration. 
• Guidance technique (two levels: off-line and on-line). This was the primary variable of 
interest. Subjects were assisted with their testing exercises once by the off-line guidance 
technique and once by the on-line guidance technique. 
• Order of trials with respect to guidance (two levels : off/on and on/oft). The order in which 
subjects see the exercises is shuffted at the same time. 
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Exercise x Guidance technique 
Off-line On-line 
FT of S1 S2 
'cmdline' 
STof 
'tokens' 
X Ordering 
Off-line/On-line 
Figure 5 .1 : Experimental design 
On-line/Off-line 
Uncontrolled independent variables include the motivation of the subject for the exercise 
as weil as a subject's prior experience with test techniques . We attempt to measure these 
uncontrolled independent variables by having subjects complete question sheets. 
For each subject, the design randomized the match between exercise and guidance technique, 
as weil as the order of using the guidance techniques. To do so, subjects were randomly assigned 
to one of the four groups S1 A, S1ß , S2A and S2ß . For example, a subject in group S1A would 
perform functional testing (FT) of program 'cmdline' using the off-line guidance technique, then 
subsequently that subject would perform structural testing (ST) of program 'tokens' using the 
on-line guidance technique. The experimental design is summarized in Figure 5.1. 
Dependent variables 
Tue metrics in Section 5.3.4 serve as the dependent variables. The subjects supply most of the 
data for these dependent variables by completing question sheets. 
Threats to validity 
The primary threat to extemal validity is the use of an exercise of short duration. However, the 
testing techniques that were applied reflect state-of-the-practice techniques. 
Threats to intemal validity include selection and maturation effects [CS66] . A selection 
· effect could be caused by using subjects who are predisposed towards ( or against) the use of 
a process-centered system. However, no preliminary test was administered to the subjects that 
might have assessed this bias in order to avoid problems of reactivity and sensitization. Selection 
effects can be controlled because all subjects are observed twice (a within-subjects design). 
However, the drawback of multiple observations is a maturation effect that might result from 
a subject leaming from the first exercise. Although the two exercises are structured similarly, 
they involve very different test techniques. The differences were expected to mitigate maturation 
effects. 
Use of quantitative quality models 
The sets of instructions for the exercises used quantitative quality models (empirical models) 
as additional information that was expected to be useful in the exercises. This was intended to 
approximate the situation in which an organization maintains a database about prior test efforts. 
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For example, a quality model about a test process could predict the number of failures based on 
the component size or complexity. All subjects received quantitative quality models, regardless 
of guidance technique used. 
In a preset experiment using testing exercises, of course it is possible to supply perfect 
information about the number of failures. However, this information is not available in the 
typical project situation, so using that information would constitute a threat to extemal validity. 
Instead, when perfect information was available (e.g., failures), a value was supplied that was 
close. Other data ( e.g., amount of time estimated) were derived from previous experimental tri als 
using the same techniques and instruments. The instructions offered the subjects quantitative 
quality models based on "similar" components for the expected number of failures, the amount 
of time budgeted for the process, the number of equivalence classes (black-box testing), and the 
target coverage values (clear-box testing). Average values were supplied in all cases, not ranges. 
5.4.2 Exercises 
The testing exercises consist of generating test cases, executing them, and evaluating the output 
to find failures. Principles of functional and structural testing were used. A different program 
was used in each of the two exercises. As mentioned earlier, the exercises and programs were 
chosen to keep the exercise duration as similar as possible, with a target of about 60-70 minutes. 
Failures marked in output 
Figure 5.2: Steps in the functional-test exercise 
Functional testing 
Figure 5.2 illustrates the functional-testing exercise. The subjects never see the source code. 
In step 1 the subjects receive an instruction sheet and prepare for the exercise by fetching the 
needed computer files. In step 2 the subjects receive the specification. They identify equivalence 
classes in the input data and construct test cases using the equivalence classes, paying special 
attention to boundary values. In step 3 the subjects type in their test cases using a format required 
by a simple test hamess. In step 4 the subjects use the test hamess to execute their test cases, 
and fix any typographical or similar mistakes in their test cases. They are instructed not to 
construct additional test cases. In step 5, the subjects use the specification to detect failures 
that were revealed in their output. Instructions and question sheets for these steps were both on 
paper for the off-line version, and on the computer screen for the on-line version. The program 
specification and an explanation of equivalence classes were given on paper in both versions of 
the exercise. 
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Failures marked in output 
Figure 5.3: Steps in the structural-test exercise 
Structural testing 
Figure 5.3 illustrates the structural-testing exercise. In step 1 the subjects receive an instruction 
sheet and prepare for the exercise by fetching the needed computer files. In step 2 the subjects use 
the specification and the source code to construct test cases that will achieve 100% coverage of 
all branches, multiple conditions, loops, and relational operators. For example, 100% coverage 
of a multiple condition using a single "logical and" operator means that all four combinations of 
true and false must be tested, and 100% coverage of a loop means that it must be executed zero, 
one, and many time(s). In step 3 the subjects type in their test cases using a format required by a 
simple test harness. In step 4 the subjects use an instrumented version of the program to execute 
their test cases and view reports of attained coverage values. 1 The subjects construct additional 
test cases as part of step 4 until they reach 100% coverage, or believe that they cannot achieve 
better coverage due to various pathological cases. In step 5 the subjects use the specification 
to detect failures in their output. Instructions and question sheets for these steps were both on 
paper for the off-line version, and on the computer screen for the on-line version. The program 
specification, source code, and an explanation of coverage criteria were given on paper in both 
versions of the exercise. 
5.4.3 Instruments 
Many instruments were required to support the testing exercises. All are presented in Appendix A. 
A primary instrument was the instructions for the exercises. These instructions were offered 
both on-line (measurement-based feedback with automation) and off-line (measurement-based 
feedback without automation). The same text was offered both off-line and on-line, although 
formatted differently. Other required instruments are the question sheets that were used and the 
code objects that were tested. 
The code object for the functional testing exercise, "cmdline," checks a set of command line 
arguments for syntactical and semantical correctness. The code object for the structural testing 
exercise, "tokens," sorts and counts words in its input. Measures of the objects are summarized 
in Table 5.2. The fault counts were chosen to attain a similar fault density in both programs. 
All faults caused unique, visible failures given suitable input data. As mentioned earlier, the 
instruments were chosen to keep the exercise duration as similar as possible. Normalization for 
'Instrumentation and reporting was supported by GCT, the Generic Coverage Tool, software developed by Brian 
Marick and available by anonymous ftp from host cs.uiuc .edu in directory /pub/testing/gct.files. 
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Code object 
cmdline (Ff) 
tokens (ST) 
Total 
lines 
299 
127 
Blank Lines w/ 
lines comments 
34 4 
9 
NB,NC 
lines 
261 
117 
Semi- Fault 
colons count 
122 10 
72 5 
Table 5.2: Size measures and fault counts for the code objects 
Functional testing of "cmdline" 
Total time (min.) Obs: 60, 80, 86, 55, 71, 50 
Valid equiv. classes (count) Obs: 7, 9, 17, 3, 20, 26 
Invalid equiv. classes (count) Obs: 2, 3, 6, 0, 5, 8 
Test cases (count) Obs: 22, 22, 15, 10, 26, 16 
Unique failures (count) True: 10 
Structural testing of "tokens" 
Total time (min.) 
Overall coverage (percent) 
Test cases (count) 
Unique failures (count) 
Obs: 83, 80 
Obs: 87, 86 
Obs: 5, 9 
True: 5 
Value supplied: 60 
16 
4 
20 
8 
Value supplied: 70 
85 
6 
6 
Table 5.3: Basis for quantitative quality models supplied to subjects 
exercise duration resulted in a 2: 1 difference in code length (the structural testers received the 
shorter program). 
Data used to derive empirical models 
As discussed in the design, the instructions provided measurement-based guidance based on 
prior observations and true values. This information was intended to serve as termination criteria 
for the successfül completion of the exercises . Table 5.3 summarizes the guidance that was 
supplied to subjects. Information such as total time is based on observations from previous 
trials. Information such as the number of unique failures is based on the known, true value. Tue 
!arge differences in observed values for aspects such as "valid equivalence classes" shows that 
the previous subjects did not apply the technique very carefülly. All information when supplied 
to subjects is explained as an approximation that is based on previous experience with similar 
components. 
5.4.4 Subjects 
A previous controlled experiment suggested that using wholly inexperienced students as subjects 
is fraught with difficulties [KL95b]. Therefore, the initial subjects were recruited from the 
füll- and part-time staff of the Research Group on Software Engineering at the University of 
Kaiserslautern. This population consisted of people who had some experience with programming 
and testing. One threat to validity was that the subjects were in part self-selected. Tue füll-time 
employees volunteered to participate, and the part-time employees were strongly encouraged to 
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part1c1pate. All subjects were experienced in window, icon, menu, pointer (WIMP) interfaces. 
Only volunteers who had a working knowledge of the C programming language were chosen as 
subjects. No knowledge of testing techniques was required. 
An additional threat to validity was possible bias on the part of the subjects. All subjects 
had been previously exposed to principles and ideas in empirical software engineering, either 
through course work or research projects. They may have been biased towards accepting the use 
of explicit process models and quantitative quality models. 
5.4.5 Data collection and validation procedures 
Both off-line and on-line data methods were used to gather data from the subjects. The required 
dependent variables include effort recorded on forms, failures visible in test output,.and subjective 
evaluations of the exercise. An observer also completed a form with a number of questions for 
each trial. After both exercises were completed, subjects were asked to complete a paper form 
that asked them about their personal evaluations of the exercises. The subjective evaluations 
include asking whether the subjects were comfortable with using the on-line system, whether 
they feit they understood the process, what guidance and data-collection technique method they 
preferred, etc. Subjects were also invited to participate in a short, individual debriefing session. 
This gave the experimenter an additional chance to gain explanations for a subject's preferences. 
5.4.6 Data analysis procedures 
The design yields two observations of each subject. A subject's performance on two exercises 
is more likely to be comparable than the performance of two different subjects . Therefore, we 
view the design as a randomized paired comparison [BHH78, p. 97-101]. To apply inferential 
statistical methods to quantitative data such as time and failure data, the difference between each 
subject's pair of data points is computed, the average difference over all subjects is determined, 
and a t test is applied to evaluate the probability that the sample mean is zero. The difference 
is computed based on the independent variables, namely the difference between functional and 
structural testing, between on-line and off-line guidance, or between the first and second trials. 
In accordance with generally accepted practice, we state that a significant result was detected if 
the probability value for the t-test is less than 0.05. The data for the experienced subjects was not 
separated from the data for the inexperienced subjects due to the small number of observations. 
5.5 Experiment Procedures 
This section presents the procedures that were used for conducting the experiment. 
5.5.1 Training activities 
No training activities with the test techniques or the guidance techniques were done, for two 
reasons. First, the exercise itself should be as unfamiliar as possible to the subjects . This forced 
the subjects to rely heavily on the information suppled by the guidance technique. Second, no 
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Group Ordering of the exercises 
Fr/cmdline offline, then ST/tokens online 
ST/tokens online, then Fr/cmdline offline 
ST/tokens offline, then Fr/cmdline online 
Fr/cmdline online, then ST/tokens offline 
Table 5.4: Groups used to partition subjects 
Subjects 
5 
5 
5 
5 
training was offered with MVP-S to avoid issues of reactivity or sensitization of the subjects to 
the true goals behind the experiment. lt was possible for subjects to use the system with very little 
introduction because they only interacted with MVP-S in two simple ways. The first interaction 
required using a menu and a pop-up window to notify MVP-S of the start or completion of a 
process step. The second interaction involved using a menu to call up a window with information 
about a process step. No other interactions were necessary. 
5.5.2 Conducting the experiment 
Subjects were assigned an identification number to preserve their anonymity. A random drawing 
was used to assign each subject to one of the four groups shown in Table 5.4. Several subjects 
withdrew before completing the experiment, so recruitment continued until 20 subjects had 
completed both exercises. The number of subjects assigned to each group was balanced. These 
groups determined the match of a subject with an exercise (Ff /ST + program) and a guidance 
technique (off- or on-line), as weil as the order in which the guidance techniques were used. 
All subjects were given an explicit goal of detecting as many failures (run-time behavior 
that deviates from the specification) in as little time as possible. This goal was written on 
the instruction sheets and repeated verbally. The true goal behind the experiment, namely 
the comparison of off-line and on-line guidance, was explained to the subjects in the final 
questionnaire and discussed in the individual debriefing sessions. To prevent subjects from 
contaminating others with knowledge about faults and such, all materials were collected after 
each trial, and subjects were asked not to discuss the experiment. 
Experiment trials were conducted over approximately one month. Most subjects performed 
two exercises in a single day, and a maximum of two subjects worked in parallel on a given 
day. This approach permitted close contact with each subject, as weil as iterative enhancement 
of the study over the course of the trials. However, no fundamental problems were found in 
the instruments or other procedures. Minor enhancements were made to the instructions and 
program specifications, primarily fixing typographical mistakes and other superficial problems. 
Subjects who worked with off-line feedback received a package of materials that included a 
detailed instruction sheet, a question sheet, an explanation of the approach for constructing test 
cases, and the specification for the program. Structural testers additionally received a hard-copy 
of the program's source code. Subjects who worked with on-line feedback received a different 
package of materials. Instead of a detailed instruction sheet and question sheet, they received 
abrief explanation of how to invoke the necessary on-line systems (MVP-S for the instructions 
and a forms-based tool to collect data). The other materials (explanation of the approach for 
constructing test cases, and specification for the program and possibly the source code) were 
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identical to those used in the off-line technique. 
To overcome effects caused by the use of an unfamiliar system, all subjects were given a 10-
minute introduction to the MVP-S before they worked with it. This introduction followed a script 
so that each subject received approximately the same information. Tue introduction explained 
all aspects of the interface that the subjects would use. Part of the introduction involved having 
the subject try the two necessary interactions for themselves under the direction of the instructor. 
Data was gathered during the on-line exercise in three ways. First, the subject filled out 
the on-line question sheet. Second, the MVP-S system sent a mail message to the principal 
investigator after each user interaction. Time stamps on the messages were evaluated to judge 
whether the system was used to record completed steps on an ongoing basis, or whether the 
subject waited until all steps were complete before notifying the system. Finally, the principal 
investigator was either in the same room with the subject(s) or close by for the entire duration 
of each trial. This approach was chosen to gain as much information as possible from each trial 
and has several benefits. First, the subject could immediately ask an expert for help. Second, the 
experimenter could ask the subject questions during the trial. Subjects were interrupted rather 
informally at least once during each trial and asked to explain, as if to an uninformed person, 
the current process that they were performing. Tue experimenter asked about input products, 
output products, and termination criteria in order to form an opinion about how well the subject 
understood that process. Third, indirect observation of the subject allowed the experimenter to 
collect limited data about interactions between the user and the guidance technique. 
5.6 Results 
Tue data are interpreted in terms of the hypotheses that were stated in Section 5 .3 .1. Based on 
those results, some possible improvements to MVP-S are proposed, a critique of the experiment 
is given, and questions raised by the experiment are discussed. 
5.6.1 Data and interpretations 
Only the data obtained from the 20 subjects who completed both exercises and the debriefing 
questionnaire are used in the following analyses. Data from subjects who failed to complete all 
portions of the experiment were discarded. 
Hypothesis 1: Acceptance of on-line guidance 
Hypothesis 1 involves the acceptance that an on-line system finds among subjects. Table 5.5 
summarizes the data collected from subjects to evaluate their acceptance of on-line guidance. 
Tue subject's preferences favored the off-line guidance technique slightly, favored the on-
line data-collection technique somewhat, and the majority of subjects feit that the instructions as 
offered were not restrictive. There were some indications of strong feelings of acceptance for 
the on-line system, as evidence by several subject's disappointment when they Jearned that they 
would not be using the on-line system in the second exercise. 
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Metric 
MI: Guidance tech. 
M2: Data coll. tech. 
M3: Restrictiveness 
Data 
Prefer on-line: 8 
Prefer on-line: 7 
Not restrictive: 17 
Prefer off-line: 10 Don 't care: 2 
Prefer off-line: 3 Don't care: 10 
Too restrictive: 3 
Table 5 .5: Subjective data conceming acceptance (hypothesis 1) 
The acceptance of the on-line system was heavily inftuenced by the subject's preferred work 
style. Two different work styles were articulated by the subjects with extremely high consistency, 
as follows : 
• Tue subjects who preferred on-line over off-line process information (i .e., accepted on-line 
guidance) indicated that they liked seeing precisely that piece of the instructions that was 
relevant to a single step (a focused view of the entire set of instructions). They also enjoyed 
being rid of a pile of paper through which they had to search frequently to find needed 
information. 
• Tue subjects who preferred off-line over on-line process information (i.e., did not accept 
on-line guidance) indicated that they liked seeing all the necessary information at once. In 
other words, they preferred an overview, and didn't like the filtered view of information 
that the on-line system offered to them. Some also mentioned that they needed to write 
on the instruction sheets to work effectively, which was not possible when using on-line 
guidance. 
Overall, no subject complained of being treated as a "subroutine" or otherwise feit subjugated 
to the control of a computer. Still, acceptance of an on-line version of process information was 
somewhat equivocal. These results might be explained by an even distribution of the two work 
styles mentioned above in our sample. 
Hypothesis 2: Comprehension of on-line guidance 
Hypothesis 2 involves the subject's comprehension of off-line versus on-line instructions. The 
results are summarized in Table 5.6. 
Metric 
M4: On/off-line comprehensibility 
MS: Textual version 
M6: Sufficiency of instructions 
M7: Obs. opinion of comprehension : 
Data 
No difference: 18 
Prefer text: 20 
Sufficient: 18 
Good: 16 
Some difference: 2 
Prefer graphics: 0 
Insufficient: 2 
Fair: 4 
Table 5.6: Subjective data conceming comprehension (hypothesis 2) 
The vast majority of subjects feit that the comprehensibility of the instructions was neither 
improved nor worsened by offering them on paper or with an on-line system. Therefore the 
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hypothesis that on-line instructions are more comprehensible is not confirmed. The guidance 
provided off-line and on-line was highly similar, in that similar blocks of text were offered either 
on-line or off-line. A possible explanation is that the delivery mechanism was neutral. 
All subjects felt that the textual version of the instructions was required, and none feit that a 
graphical version of the information would have been better. However, some mentioned that a 
graphical overview of the entire set of steps might have been helpful. Most feit that the instructions 
and other instruments offered sufficient information to accomplish the exercises. Those who feit 
that they had insufficient information mainly complained about needing more help in developing 
equivalence classes in the functional testing exercise. Finally, most subjects responded very weil 
when interrupted and queried about the step that they were currently performing. 
Hypothesis 3: Use of quantitative quality models 
Hypothesis 3 involves a subject's adjustment of his or her behavior in response to quantitative 
quality models, a fundamental point in measurement-based feedback. The results are summarized 
in Table 5.7. 
Metric 
M8: Usefulness of quant. models 
M9: Adjusted behavior 
Data 
Helpful: 9 Harmful: 4 Both:7 
Those who found them helpful 
Table 5.7: Subjective data conceming use of quantitative data (hypothesis 3) 
Subjects exhibited dramatically different reactions to the use of quantitative quality models 
such as target values for total time. Nearly all subjects believed the quality models, took them 
seriously, and attached some significant value to them. Most viewed them as goals tobe attained, 
and several subjects reported stopping work after having reached the goal. Some subjects stated 
that these quality models helped, others stated that they were harmful and distracting, while 
others feit that the models were at times both helpful and harmful. Tue difference seemed to lie 
in the subject's own performance, and had a strong inftuence on whether the subject adjusted his 
or her behavior: 
• If a subject's own performance matched the quantitative quality model fairly weil, the 
subject believed that the model confirmed his or her own work, feit favorably towards the 
model, and viewed the information as a goal that was attained. After attaining the goal, 
the subjects were highly likely to end that step and move on. 
• If a subject's own performance deviated from the quantitative quality models sharply, the 
subject was likely to report feeling pressured and unpleasantly inftuenced. They did not 
abandon the exercise and move on simply because they had exceeded the estimated time 
or generated more than the estimated number of test cases. 
lt was possible for both situations described above to arise during a single exercise. The 
conclusion is that the quantitative quality models had a significant inftuence, but it was not 
always positive. 
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Time Test Numberof 
Source mmm. cases failures 
[KL95b], n =6 Mean value 77.3 19.8 4.7 
Std. deviation 20.6 6.1 1.2 
Current work, n =20 Average values 65.9 19.3 3.4 
Std. deviation 30.3 13.5 1.4 
Table 5.8: Comparison of data from two experiments on exercise "Ff/cmdline" 
Usefulness of quantitative quality models. The hypothesis conceming quantitative quality 
models stated that subjects ad just their behavior. Because all subjects in the experiment received 
this information, it was not possible to analyze whether subjects with guidance did better than 
subjects without guidance. For example, if people with guidance are more effective on the whole, 
that would suggest that the investment in collecting data, building models, and providing guidance 
was justified. Previous work offers data that can be used as a rough basis for comparison in order 
to investigate this question [KL95b]. That data includes observations of subjects who applied the 
functional testing technique to the program "cmdline." Due to different procedures, no data are 
available from that experiment that are comparable with the exercise that used structural testing 
and program "tokens." 
To compare the two sets of results, average values are computed for some aspects for which 
the subjects in the current experiment received quantitative guidance. These are the total time 
(supplied value: 60 minutes), the number of test cases (supplied value: 20), and the number of 
failures (supplied value: 8). If the guidance was effective, the subjects who received the guidance 
should have come closer to the stated empirical guidelines (average values are close, standard 
deviations are low) than the subjects who didn't receive the guidance. However, a significant 
problem in comparing these data is that the current work included no training exercise, in contrast 
to the previous experiment. Further, not very many data points are available from the previous 
experiment. The data are summarized in Table 5.8. 
Based on these data, it appears that the guidance was partially effective. Subjects required 
on average Jess time, but the standard deviation on time was higher. Their performance on test 
cases was similar in the two experiments, but their performance at detecting failures appeared 
to be worse when they received guidance. However, these differences are probably misleading. 
Subjects in the previous work were trained in using the test technique, which presumably helped 
them apply the test technique more effectively. 
Hypothesis 4: Timeliness of supplying data 
Hypothesis 4 involves the timeliness of a subject's reports on the status of his or her tasks. Most 
subjects reported changes in the process state without delay. Only in a very few cases did a 
subject delay significantly. A possible explanation is that they took the directions about reporting 
data very seriously. The subject's explicit knowledge that they were taking part in an experiment 
was probably an inftuence. 
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Metric Data 
M 10: Delay before reporting None: 12 Short: 7 Long: 1 
Table 5.9: Data conceming reporting data in a timely way (hypothesis 4) 
Aspect n Average Std. dev. 
M13: Total time Ff (min.) 20 65.85 30.32 
M13: Total time ST (min.) 20 97.55 32.84 
Ml4: Percent failures Ff 20 34.00 14.29 
Ml4: Percent failures ST 20 29.00 16.51 
Rate Ff (%/hr) 20 33.98 15.39 
Rate ST (%/hr) 20 19.81 12.29 
Table 5.10: Descriptive statistics for time and failure data (hypothesis 5) 
Hypothesis 5: Rate of work 
Hypothesis 5 states that subjects are more effective when they receive on-line guidance as 
compared to off-line guidance. Data conceming the subject's motivation (metric Ml 1), the 
observer's assessment of process conformance (metric Ml2), total time (metric M13), and 
percentage of possible failures detected (metric Ml4) were used to evaluate this hypothesis . The 
data for metrics Ml3 and Ml4 can be combined to obtain a rate with the unit 'percentage of 
possible failures per hour.' The normalization that results in this somewhat odd unit is necessary 
because the programs differed in size but had very similar fault densities, making it unrealistic to 
compare raw data on failures detected per hour. Other than this normalization, the data are not 
transformed in any other way to perform the following analyses. 
Table 5.10 shows some descriptive statistics for time, failures, and rate of detecting failures. 
These data suggest that the quantitative quality models that were supplied for total time were 
10-20 minutes too low. Figure 5.4 plots the raw data for the total time required by each subject, 
separated by test technique and guidance technique. Figure 5.5 plots the raw data for the 
percentage of total failures detected, also separated by the test and guidance technique. 
All subjects reported that they were weil motivated for the exercises, which is consistent 
with a mostly self-selected sample. The observer detected no significant deviations from the 
prescribed processes, so process conformance was judged to be good. Next the results are 
reported in terms of the three independent variables exercise, guidance technique, and order. 
Independent variable 1: Exercise. Figure 5.6 plots the difference in times between the 
functional and structural testing exercises. At a first glance we see that all but three subjects 
needed more time for the structural testing exercise. Figure 5. 7 plots the differences in percentage 
of failures detected. Here, the data suggest weakly that more failures were detected in the 
functional testing exercise. Finally, Figure 5.8 plots the differences in the rate at which failures 
were detected. Failures were clearly detected more rapidly in the functional testing exercise. 
Table 5.11 summarizes the results of the statistical analysis . The data indicate that the 
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Figure 5.5: Raw data for percentage of failures detected 
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Figure 5.6: Difference intimes, Ff - ST 
subject's performance on the two exercises differed significantly in the amount of time and the 
rate. However, they did not differ significantly in the percentage of possible failures detected. 
The most likely explanation for the differences is the different degree of exercise difficulty, as 
determined by the program size and complexity. 
Dependent variable 
Difference in time 
Difference in % failures 
Difference in rate 
n 
20 
20 
20 
Mean 
-31.70 
5.00 
14.17 
Std. dev. 
37.68 
13.96 
11.82 
t test 
-3.76 
l.60 
5.36 
p 
0.00 
0.13 
0.00 
Table 5.11 : Results for effect of exercise (functional - structural) 
Independent variable 2: Guidance technique. Figure 5.9 plots the difference in times be-
tween the exercises performed with off-line and on-line guidance. At first glance we see that 
most of the subjects needed more time when using the on-line guidance technique as compared 
to the off-line technique. Figure 5.10 plots the differences in percentage of failures detected. No 
strong differences are suggested. Finally, Figure 5.11 plots the differences in the rate at which 
failures were detected. The figure suggests a significant difference in the rate. Same subjects 
were slightly faster when using on-line guidance, but others were much faster when using off-line 
guidance. lt appears that the more experienced people worked faster with on-line guidance, and 
the less experienced subjects worked faster with off-line guidance. 
Table 5.12 summarizes the results of the statistical analysis . The differences in time and 
percentage of failures are not judged to be significant. However, the difference in rate is judged 
to be significant. Subjects were on average more efficient when they used off-line guidance. 
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Dependent variable n Mean Std. dev. t test p 
Difference in time 20 -9.10 48.89 -0.83 0.42 
Difference in % failures 20 5.00 13.96 1.60 0.13 
Difference in rate 20 8.25 16.71 2.21 0.04 
Table 5.12: Results for effect of guidance technique ( off-line - on-line) 
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Figure 5.12: Difference intimes, trial 1 - trial 2 
Independent variable 3: Order. Figure 5.12 plots the difference intimes between trial 1 and 
trial 2. lt appears that subjects spent more time on their first exercises. Figure 5.13 plots the 
differences in percentage of failures detected . A tendency towards a lower percentage in the 
second trial is suggested. Finally, Figure 5.14 plots the differences in the rate at which failures 
were detected. No strong difference is suggested. 
Table 5.13 summarizes the results of the statistical analysis. A systematic change in the 
data such as second trials that are invariably shorter than first trials would indicate a maturation 
effect. The data do not indicate a maturation effect in the amount of time required, but suggest 
that subjects detected fewer failures during the second exercise. A possible explanation for the 
difference in the failure data is a fatigue effect. 
Dependent variable n Mean Std. dev. t test p 
Difference in time 20 13.30 47.87 1.24 0.23 
Difference in % failures 20 7.00 13 .02 2.40 0.03 
Difference in rate 20 2.17 18.60 0.52 0.61 
Table 5.13: Results for effect of order (trial 1 - trial 2) 
5.6.2 Discussion 
The debriefing sessions revealed that differences in people's acceptance of on-line process guid-
ance may have depended heavily on their understanding of the goals of the exercises . For 
example, the goal of the functional testing exercise was to test the program thoroughly against 
the specification. We assume that inexperienced people lacked an understanding of the over-
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all goals behind functional and structural testing. Therefore, they preferred a comprehensive 
overview that helped them understand the goal. In contrast, the experienced people probably un-
derstood the goals, and therefore preferred receiving exactly what they needed at each step. These 
results suggest providing inexperienced people with books or other comprehensive overviews,. 
and providing experienced people with filtered, directed views of needed process information. 
5.7 Critique and Future Work 
This section critiques the experiment, suggests improvements to MVP-S, and identifies future 
research directions. 
5.7.1 lmproving the experiment 
The experiment involved many compromises between intemal and extemal validity issues. These 
compromises and some opportunities for improvement are discussed next. 
Task size. The most interesting possibility for improvement is the length of the exercise, 
because this has a dramatic effect on extemal validity. Very short exercises were used to make it 
possible to recruit volunteers. The use of longer exercises could expose new variation factors . 
Task difficulty. The instruments were chosen to attain two tasks of approximately one hour 
in duration. However, there is some indication from the data that the structural testing task was 
much more difficult. Future work might use tasks that are more closely matched in difficulty and 
duration. 
Cross objects and test technique. If code objects could be used that are highly similar in size, 
then the test technique could be crossed with the objects (apply both techniques to both objects) . 
This would eliminate the confounding of the two variables seen in this experiment, and determine 
which of the object and test technique had a larger inftuence on the results. 
Nature of task. Testing exercises were used because of their availability. The use of design 
or coding exercises could expose new variation factors, and use other on-line support such as 
browsing tools. lt would also be interesting to investigate the variation factors that affect a purely 
off-line task such as conducting a design inspection. 
Training. Some training could have been offered for the guidance and test techniques. lt may 
be worthwhile to use subjects who have been trained in the use of the on-line process guidance 
system under study. This would, however, prevent hiding the goal of evaluating that system, 
and might not attain the goal of natural use. Further, it would be useful to train subjects in the 
application of the test techniques so that they would understand better the task that is demanded 
of them. The concem of subjects ignoring instructions about a familiar task was probably 
overestimated. 
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All or nothing on-line. All subjects, even the ones who used on-line guidance, received some 
of the necessary materials in paper form. A future experiment might present all specification, 
code, and other necessary documents in an on-line, searchable form for people who use an on-line 
process guidance system. 
Measurement of motivation and experience. Tue question sheets asked subjects about their 
motivation for the exercise and their experience with the test technique. Tue answers to these 
questions were not helpful. Motivation is very difficult to measure. Experience might be better 
measured with a pretest. 
Fatigue. Subjects were encouraged to do both exercises in the course of a single moming or 
aftemoon. The fatigue effect identified in the results and the comments from the subjects together 
suggest that the exercises should have been spread over two days. 
Debriefing question sheets. The questions on the debriefing sheets asked for binary answers 
such as like/dislike of guidance on-line, like/dislike of question sheets on-line, etc. A five-point 
scale (e.g., "dislike strongly," "dislike," "no opinion," "like," "like strongly") would have allowed 
a subject to express his or her opinions more precisely. 
Additional debriefing sessions. The debriefing sessions were conducted shortly after a subject 
completed the experiment and before any data analyses had been done. lt would be useful to 
conduct additional follow-up sessions following completion of the data analyses to explore in 
more detail the questions raised by those analyses. 
5.7.2 Possible improvements to MVP-S 
No subject reported any real difficulty with using MVP-S in the experiment. However, nearly all 
subjects complained that the interface was awkward to use, and many offered ideas about possible 
improvements . This experience suggested that we should implement the following changes to 
the interface. 
Short-cuts. Use immediately accessible buttons or other convenient interface facility for fre-
quently accessed features "start process" and "complete process." These features are currently 
buried behind a menu and pop-up window. 
Overview needed. Tue system might offer a graphic overview of all steps, possibly a view of 
just product flow. This would help a user visualize his or her place in the overall process as well 
as track the status of his or her processes, possibly using colors or other non-textual information. 
Too many windows. Subjects reported being irritated with being forced to click "OK" on a 
large number of windows in order to make them disappear. We need to find a different way to 
transmit status and other confirmation messages to the users. 
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Print feature. The system could offer a "print" feature so that users who prefer a plain-paper 
version of the instructions could gain an overview easily, and could write on the newly printed 
instructions. 
5.7.3 Future work 
The following questions were raised by the results of the experiment or by subjects during the 
debriefing sessions. These questions suggest some future directions for evaluating measurement-
based guidance. 
Unfamiliar tasks. How do people react when confronted with unfamiliar tasks? We observed 
very different reactions. Same slowed down while they attempted to leam how to accomplish the 
task properly. Others raced through without much thought. lt is not clear whether this behavior 
is common to students or most people. 
Subjects overlook failures. Can testers be trained to search more diligently for failures? 
Subjects overlooked a significant number of visible failures in the output of their own test cases. 
This is consistent with previous work [KL95b] . lt appears that testers could improve their 
performance simply by investing more time in analyzing their test results for failures. 
Context switching. Can the cost of interruptions be reduced by keeping developers better 
informed about the current status of their activities? Many subjects stated that they liked seeing 
their tasks listed in one place, with the status of that activity clearly marked, and that they found 
it easy to pick up where they had left off when interrupted. 
Activities not involving the computer. Is automated support helpful for off-line constructive 
activities? For example, what are the consequences of putting a definition of an off-line process 
such as code reading on the computer? Tue exercises in the experiment involved using the 
computer, so an on-line process-centered system could be easily incorporated. 
Iteration. Can intelligent support be provided for iteration? Leaming is a natural part of any 
process. After completing a task, personnel frequently realize how they should have done the 
task, and in some cases will need to iterate through that task at least once more. We would like 
to support this without requiring replanning. 
Experience. The results suggest marked differences in the performance and preferences of 
inexperienced versus experienced subjects. Future experiments should attempt to recruit highly 
experienced people to investigate further the benefits suggested by this experiment for experienced 
people. 
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5.8 Summary 
This chapter discussed an empirical study that compared off-line and on-line measurement-
based guidance using subjects who worked alone on small exercises. A number of hypotheses 
conceming the acceptance and effectiveness of using a process-centered system that supports 
measurement-based guidance and feedback were stated and evaluated in the course of the study. 
In this controlled experiment, subjects were equally effective in time and percentage of failures 
found when using the off-line and on-line guidance techniques. However, acceptance of on-line 
guidance and quantitative quality models differed in accordance with subject's experience levels. 
We draw the conclusion that measurement-based process feedback can realistically be used 
with automated support. However, much work remains to develop a highly usable interface 
and to overcome problems that cause people to reject the use of an on-line guidance technique. 
More work is needed to establish the validity of these results conceming individuals and process-
centered environments when different processes and environments are used. Still more work 
is needed to test the assumptions behind improving communication among teams by using 
process-centered environments. 
The experiment contributed a deeper understanding of several variation factors, specifically 
a subject's experience and performance. The acceptance of the on-line system depended on each 
subject's personal work style (a variation factor identified by the experiment), and a subject's 
use of quantitative quality models seemed to depend on their performance (a second variation 
factor). 
The author was solely responsible for designing and conducting the experiment. However, 
a great debt is acknowledged to the subjects who participated in the experiment as weil as the 
experts who offered helpful criticism of the design, procedures, and interpretations. 
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Chapter 6 
Conclusion 
The dissertation contributed a framework for integrating the goal-oriented measurement tech-
nology articulated by the GQM Paradigm with the process modeling technology as supported by 
the MVP-L process modeling language. The work also provided an existence proof of a system 
that provides measurement-based guidance and feedback, and stated a series of requirements 
and assumptions about the interactions between users and process-centered software engineer-
ing environments. Finally, the empirical study contributed towards the software engineering 
community's understanding of the benefits and limitations of using a process-centered software-
engineering environment to inform users about software development tasks. Future work might 
address the following questions: 
Interruptions. Can the cost of interruptions be reduced using a process-centered system? We 
believe that the use of an on-line system that records the current status of a process could help to 
reduce the burden of context switching and interrupts. The system keeps a highly visible record 
of a person's progress, and reduces confusion that can arise when too many pieces of paper are 
lying around. 
Type of work. Is automated support helpful for off-line work? Tue exercises used in this work 
required a significant amount of work on the computer. Some subjects mentioned that although 
they found the on-line guidance technique useful for on-line work, they would not want to use 
such a system if they were doing purely off-line work. 
Iteration. How can iteration be supported intelligently? The exercises used in the experiment 
directed the subjects through a single sequence of testing steps . As part of their debriefing, nearly 
all subjects indicated that they believed a second iteration through the testing steps would have 
detected more failures. Further iterations would have allowed the subjects to apply their newly 
gained knowledge about the testing technique and the program. Intelligent support for previously 
unplanned iteration through processes would support natural human leaming processes and make 
it possible to collect data about these (often implicit) processes. 
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AppendixA 
Appendix: Instruments 
This appendix presents the instruments used in the experiment. These instruments can be used 
verbatim to repeat the experiment; a electronic copy is available upon request. These instruments 
include the hard-copy directions, pictures of the process-centered system that the subjects used, 
explanations of the test techniques, off-line and on-line question sheets, program specifications, 
and source code. 
All instruments were developed for native German speakers. This appendix offers English 
versions of all documents. All translations are as true to the original as possible. All documents 
with the exception of the programs and their outputs have been translated. The source code is 
· presented without changes, which may make it difficult for people who do not know German to 
isolate typographical (cosmetic) faults. 
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A.1 Script used to introduce subjects to MVP-S 
1. General 
(a) Two test exercises, for a total of about 3 hours. 
(b) The goal is to find as many failures as possible in as little time as possible. 
(c) Writing on all sheets is naturally OK. 
(d) Time entries should reftect the total time needed. 
(e) Your ID is ... 
(f) Please read the instructions and perform the steps. 
More about the on-line tools 
2. Menu bar: 
(a) One button per tool 
(b) Quit when finished 
3. MVP-S: 
(a) Explain main window 
1. Column 1: Instance name of a process 
11. Column 2: Model name of a process 
iii. Column 3: Status of a process 
iv. Menu item "Action/Send Event" to inform the machine of a status change. 
v. send "start" for the preparation step. 
v1. Menu item "Info/Context" to get the instructions for each process 
(b) Explain context window 
i. Comments constitute the directions for each process 
ii . Entry and exit criteria are also displayed in the window. 
4. Question sheet: 
(a) Help for each question appears at the bottom. 
(b) Bug: data are not read in again. 
( c) Data are retrieved later. 
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A.2 Instructions for "functional testing" as used off-line 
In this exercise you will test a program named "cmdline." Your goal is to find as many failures 
as possible in as little time as possible. You will generate and execute test cases with the help of 
the specification. Then you will search for failures. Because isolating faults is not part of this 
exercise, you will not receive the source code for the program. Guideline: In the past, similar 
exercises required on average circa 60 minutes. 
For this exercise you will need the following materials in addition to these intructions: the 
question sheet "Functional testing," the instruction sheet "Building equivalence classes," and the 
specification of the program "cmdline." At the end you will receive a sample solution. 
Step l: Preparation 
• Read over the question sheet "Functional testing." Enter your identifier and answer the 
first two questions . 
• If you are unfamiliar with equivalence classes, read through the instructions for developing 
and using equivalence classes. 
• Log on to a computer. Create a new directory for your work, and change into the new 
directory with the "cd" command. Fetch the necessary files by entering the following 
command: 
tar xf -iott / Expt / ft-cmdline.tar 
Thereafter the following files must be present: 
Makefile cmdline run-suite test-dir 
Step 2: Generate test cases 
• You received the specification for the program with your materials. Read through the 
specification carefully. Use it to derive the equivalence classes. Guideline: In the past, on 
average 16 valid and 4 invalid equivalence classes were developed for similar components. 
• Generate test cases by choosing boundary values from the equivalence classes. A test case 
consists of an input and an expected output. Guideline: In the past, on average 20 test 
cases were generated for similar components. 
• When you are finished, enter in the question sheet the number of valid and invalid equiv-
alence classes, the number of test cases, and the amount of time you needed. If you also 
typed in your test cases while developing them, please try to separate your entries for total 
time between the generation and the typing-in steps. 
Step 3: Type in the test cases 
• In this exercise, a test driver is used to apply the test cases to the program. Tue test driver 
reads parameter files and invokes the program with the parameters specified in those files. 
Example: if the program "cmdline" is supposed tobe invoked with "cmdline 1 2 3", 
than the expression "1 2 3" should be placed in the parameter file. 
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You must create the parameter files. A test case = a parameter file. The expressions in 
a parameter file specify one invocation of the program for a one run of the test driver. 
Parameterfiles are named with ".test" as the file suffix. 
Tue results are written into a file. A complete test of the component is accomplished in 
this way. 
• Type in your test cases in files under the directory "test-dir". Follow the specification of 
the test driver while doing so. When you are finished, enter the amount of time you needed 
in the question sheet. 
Step 4: Run test cases 
• Apply the test cases to the component by typing in the command "run-sui te". If 
you made some typing mistakes, please correct the mistakes now, type "make clean", 
and repeat the tests by entering the command "run-sui te" again. The results are 
in individual files under the directory "test-dir" and are also summarized in a file 
"test-resul ts. summary". 
• When you are finished with this step, enter the amount of time you needed in the question 
sheet. Print out the test results from the file "test-results.summary". 
Step 5: Search for failures 
• Look over the results carefully. Find possible failures by comparing the expected results 
according to the specification with the output of your test cases. Mark the detected failures 
in both copies of the output with circles, etc. Guideline: In the past, on average 8 failures 
were detected in similar components. 
• When you believe that you have detected all failures, please enter the time you required in 
the question sheet. Complete the rest of the question sheet and hand it in with your test 
results. 
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A.3 Instructions for ''functional testing" as used on-line 
For this exercise you will need the following materials in addition to these intructions: the 
instruction sheet "Building equivalence classes," and the specification of the program "cmdline." 
At the end you will receive a sample solution. 
1. Log on to a computer. Start the menu bar for the information system by entering the 
following command: 
-iott/Expt /menu-ft 
2. Use the menu bar to start one instance of the information system "MVP-S." Select the 
project "Funktionales_ Testen," wherein you take on the role "TesU:ngenieur." 
3. Use the menu bar again to start one instance of the question sheet tool. 
4. Please use the information system for the rest of the information about the exercise. 
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Figures A.1, A.2 and A.3 show the initial menu bar, the MVP-S work context window and the 
process context windows, respectively. These interfaces support the subjects who use on-line 
directions to perform functional testing. 
-'I Menu-Fr 1 tl ~ 
MVP-S Fragebogen Beenden 
Figure A. l: Menu bar to start MVP-S and a question sheet tool 
client 1 ~ 
~ction !_nfo e_lan b_elp g_uit 
USER NAHE: lott PROJECT PLAN: FuncTest ROLE: Test_In9enieur 
Process ID Process 111odel Process status 
:r:~1t 1 t t _1 1111 i-1r bi=-r Pl t1a1q Pt1.:ibled 
schritt_2 
schritt_3 
schritt_4 
schritt_5 
Testfaelle_Generieren 
Testfaelle_Eintippen 
Testfaelle_Ausfuehren 
Fehlverhalten_Suchen 
enabled 
disabled 
disabled 
disabled 
Figure A.2: MVP-S work-context window that supports functional testers 
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Process-specific work context for process schritt_! 
.-----------------------------------------------------------~:r Process 'schritt_!' in project 'FuncTest' 
is of t~pe 'Vorbereitung' 
Comment for this process: 
-- o Lesen Sie sich den Fragebogen ''Funktionales Testen'' durch. 
Tragen Sie Ihre Kennung ein und beantworten Sie die ersten 
zwei Fragen. 
-- o Falls Ihnen noch nicht bekannt, lesen Sie die Anleitung zur 
Bildung und Verwendung von Aequivalenzklassen durch. 
-- o Loggen Sie sich auf einem Rechner ein. Legen Sie ein neues 
Verzeichnis fuer Ihre Arbeit an und wechseln Sie in das neue 
Verzeichnis mittels ' 'cd''. Holen Sie die notwendigen Dateien, 
indem Sie folgendes Kommando eingeben: 
tar xf Nlott/Expt/ft-cmdline.tar 
Anschlieszend muessen die folgenden Dateien vorhanden sein: 
Makefile cmdline run-suite test-dir 
Current process state: 
Attribute 'status' of t~pe 'process_status' has value 'enabled' 
Products: 
Product 'f' of t~pe 'Fragebogen' 
Attribute 'status' of t~pe 'Product_status' has value 'incomplete' 
Product 'a' of t~pe 'Anleitung' 
Attribute 'status' of t~pe 'Product_status' has value 'complete' 
Help Close 
-
I 
Figure A.3: MVP-S process-context window for functional testing step "schritLl" 
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A.4 Question sheet "functional testing" as used off-line 
YourID : -~~~~~- Date: ____ _ 
Note: For all time-related entries, please deduct time for pauses, etc. 
1. How motivated are you for the experiment? [Please mark the scale.] 
1 Estimate 
Value 0 2 
Comparison not at little so-so 
all 
2. When did you start the experiment? 
__ : __ [Hour:Minute] 
3. How many equivalence classes did you derive? 
Valid: __ [Count], Invalid: __ [Count] 
4. How many test cases did you generate? 
__ [Count] 
3 4 
pretty quite 
much a bit 
5. How much time did you need to construct the test cases (step 2)? 
__ [Minutes] 
6. How much time did you need to type in the test cases (step 3)? 
__ [Minutes] 
5 
very 
much 
7. How lang did the execution of test cases (step 4) require, if more than zero? 
__ [Minutes] 
8. How lang did you search for failures (step 5)? 
__ [Minutes] 
9. How many different failures did you find? 
__ [Count] 
10. When did you end the experiment? 
__ : __ [Hour:Minute] 
11. Would you be inclined to perform another iteration in order to find more failures? 
__ [yes, no] 
12. How weil do you feel you 've mastered functional testing? [Please mark the scale] 
Estimate 
Value 0 2 3 4 5 
Comparison not at little so-so pretty quite very 
all much a bit much 
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A.5 Question sheet ''functional testing" as used on-line 
Figure A.4 shows the on-line question sheet used by subjects who use the process-centered 
system to perform functional testing. 
fb-ft 
,_._ "u11"l "ll f11"1 l~.o !1"11u, ,:·-: f11"1 Hilf-. 
Speichern Beenden 
Fragebogen ''Funktionales Testen'' 
Ihre Kennung: •~~~~~~~~~ Datum: 27. Jan 1996 
1. Wie motiviert sind Sie fuer das Experiment? (Schaetzung) 
2. Wann haben Sie mit dem Experiment angefangen? 
3. Wieviele Aequivalenzklassen haben Sie abgeleitet? 
Gueltige: 
Ungueltige: 
4. Wieviele Testfaelle haben Sie generiert ? 
5. Wie lange hat die Generierung von Testfaellen (Sehr. 2) gedauert? 
G. Wie lange hat das Eintippen (Sehr. 3) gedauert? 
7. Wie lange hat die Durchfuehrung (Sehr. 4) gedauert? 
8. Wie lange hat die Suche nach Fehlverhalten (Sehr. 5) gedauert? 
9. Wieviele verschiedene Fehlverhalten haben Sie gefunden? 
10. Wann haben Sie das Experiment beendet ? 
11. Wuerden Sie eine Weitere Iteration anstreben? 
12. Wie gut beherrschen Sie funktionales Testen (Schaetzung)? 
Kennung: Bitte Ihre Kennung eintragen. 
Figure A.4: On-line question sheet used by functional testers 
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A.6 Building equivalence classes 
Functional testing based on equivalence classes requires the input to be divided into equivalence 
classes from which similar behavior is expected. The following overview gives heuristics for 
such a division [Reference: G. Myers, The Art of Software Testing, 1979.] 
1. If an input condition specifies one region, identify one valid and two invalid equivalence 
classes. 
Example: For input condition "the number A to be entered varies from l to 999," define 
the valid equivalence class { l ~ A ~ 999}, and the invalid equivalence classes { A < 1, 
999 < A}. 
2. If an input condition specifies a number of values, identify one valid and two invalid 
equivalence classes. 
Example: For input condition "the number of search expressions is minimum l and 
maximum 6," define the valid equivalence class { 1 ::; number ::; 6} and the invalid 
equivalence classes {number = 0, number > 6}. 
3. If an input condition specifies a set, and there are grounds for belief that the set elements 
are treated differently, determine one valid equivalence class for each element in the set, 
plus one additional invalid class for an element that is not contained in the set. 
Example: For input condition "the input is of type gender," we assume different treatment 
of the gender values. Choose valid equivalence classes {male}, { female}, { neuter} and 
the invalid one { martian}. 
4. If an input condition specifies a "must" situation, identify one valid and one invalid 
equivalence class . 
Example: For input condition "the first character in the ward must be a letter," choose the 
valid equivalence class { w 1 w is a ward and the first character is a letter} and the invalid 
equivalence class { w 1 w is a ward and the first character is not a letter}. 
5. If there are grounds for belief that elements in an equivalence class are treated differently, 
divide the equivalence class appropriately into new ones. Example: { even values}, { odd 
values }. 
Once the equivalence classes have been determined, test data must be selected. A procedure 
named "boundary value analysis" specifies which data are chosen from the equivalence classes. 
Instead of choosing just any element from an equivalence class, values are used that are near 
or on the boundaries of the equivalence classes. Instead of using only the input conditions, test 
cases are also determined by observing the result space. One can work according to the following 
schema: 
l. Assign each equivalence class a unique number. 
2. Until all valid equivalence classes are covered, write one test that covers as many as 
possible of the valid, not-yet-covered equivalence classes. 
3. For each invalid equivalence class, write one test that covers this and only this one. 
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A. 7 Specification of program "cmdline" 
Name 
cmdline - Syntactic and semantic analysis of a command line 
Usage 
cmdline -hilfe 
cmdline -mass < measure> [Search-option] File [ File .. ] 
Description 
cmdline analyzes a command line of a measurement tool for syntactic and partially for semantic 
correctness . The units that are eventually supposed to be measured are stored in files. However, 
the measurement functionality is not part of this tool. The current version of cmdline only 
evaluates the command-line parameters. 
The user must give the program at a minimum one measure and one file as argument. In addition 
to the arguments (measure, file, etc.), exactly one so-called search option may be given. The 
order of the measurement options and search options is not important. When the command line 
is evaluated, all arguments beginning with the first non-option are treated as file names. Tue 
existence of such files is not checked. 
If successful (i .e. , if the syntax and meaning of the arguments is found tobe legal), a summary of 
the arguments is printed out. Otherwise, an explanatory error message is printed. The summary 
consists of the measure to be computed, the search options if any were given (including a value 
for -unter and -ueber), and a list of the files tobe read. 
Options 
Options and arguments for options can be abbreviated to their unique prefixes. In the following 
text, the unique prefix of each option appears before the square brackets. A maximum of one 
search option may be used . 
• -h[ilfe] 
Help option. A helpful text is printed and nothing eise is done . 
• -? 
Help option. See above. 
• -mas[s] < measure> 
Valid measures are GKO[M], LKO[M], GKH[M], LKH[M], Gl[HE], and LI[HE]. 
• -a[lle] 
Search option. The program should evaluate the measure for all units . 
•-max 
Search option. The program should determine the maximum value of the measure for all 
units . 
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• -mi[n] 
Search option. The program should determine the minimum value of the measure for all 
units. 
• -<lu[rchschnitt] 
Search option. The program should determine the average value of the measure for all 
units. 
• -un[ter] < value > 
Search option. Tue program should identify all units for which the measure lies under the 
boundary value. The < value> may be any real number. 
• -ue[ber] < value > 
Search option. The program should identify all units for which the measure lies over the 
boundary value. The < value> may be any real number. 
Example 
% cmdline ~mass GKHM -alle dateil 
Die Aufgabe ist : 
Mass: GKHM 
Suche: -alle 
Anzahl der zu lesenden Dateien: 1 
Die Dateien sind: 
da teil 
Authors 
Baumgärtner, Claßen, Gieseke, Lott. 
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A.8 Source code of program "cmdline" 
cmdline.h: 
#ifndef CMDLINEDOTH 
#define CMDLINEDOTH 
#define HILFE 0 
#define MASS 1 
#define GKOM 2 
#define LKOM 3 
#define LKHM 4 
#define GKHM 5 
#define LIHE 6 
#define GIHE 7 
#define ALLE 8 
#define MAX 9 
#define DURCH 10 
#define MIN I I 
#define UNTER I2 
#define UEBER 13 
struct keyword_entry { 
char *keyword; 
int min_len; 
int id; 
}; 
struct aufgabe { 
double zahl; 
char *mass; 
char *Such; 
}; 
#endif 
cmdline.c: 
#include <stdio.h> 
#include <string.h> 
#include <ctype.h> 
extern double atof(); 
#include "cmdl ine. h" 
static struct keyword_entry keyword_table[] = { 
{"-?", 2, HILFE}, 
{" -hilfe" , 2, HILFE}, 
{" -mass ", 4, MASS}, 
{ "GKOM", 3, GKOM}, 
{ "LKOM", 3, LKOM}, 
{" LKHM", 3, LKHM}, 
{ "GKHM", 3, GKHM}, 
{" LIHE", 2, LIHE}, 
{"GIHE", 2, GIHE}, 
{"-alle", 2, ALLE}, 
{"-max" , 4, MAX}, 
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}; 
{"-durchschnitt", 
{"-min", 
{ 
11
-unter", 
{" -ueber", 
3, DURCH}, 
3, MIN}, 
3, UNfER}, 
3, UEBER}, 
static int keyword_table_size = sizeof(keyword_table) / 
sizeof(struct keyword_entry) - 1; 
void usage(progn) 
char *progn; 
{ 
} 
fprintf(stderr, "Verwendung: %s -rnass <MASS> [ Suchption ] Datei [ Datei ... ] \n", 
progn); 
exit( 1 ); 
static int is_str_keyword(arg, valid_arg, min_ vergl_len) 
char *arg, *valid_arg; 
{ 
} 
int min_vergl_len; 
int arglen, rc; 
rc = 0; 
arglen = strlen(arg); 
if (strncmp(arg, valid_arg, arglen) == 0) 
rc = 1; 
return rc; 
static int code_string(str) 
{ 
} 
char *Str; 
int i, rc; 
rc = -1; 
for (i = O; i < keyword_table_size; ++i) { 
} 
if (is_str_keyword(str, keyword_table[i].keyword, keyword_table[i].min_len)) { 
rc = keyword_table[i].id; 
break; 
} 
return rc; 
void print_aufgabe(aufg) 
struct aufgabe *aufg; 
{ 
if ( (aufg->mass !=NULL && strcmp(aufg->mass, "-hilfe") = 0) 
11 (aufg->mass == NULL && aufg->such = NULL)) { 
usage(" crndl ine" ); 
return; 
} 
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} 
printf("Die Aufgabe ist: \n"); 
if (aufg- >mass) 
printf("Mass: %s\n", aufg->mass); 
if (aufg- >such) { 
} 
printf("Suche: %s\n", aufg->such); 
if (strcmp(aufg->such, "-unter")== 0 II strcmp(aufg->such, "-ueber") = 0) 
printf("Zahl: %.lf\n", aufg->zahl); 
void print_dateien(argi, arge, argv) 
int argi, arge; 
{ 
} 
char **argv; 
int i; 
if (arge == argi) 
printf("Es fehlt eine Datei\n"); 
eise 
} 
{ 
printf("Anzahl der zu lesenden Dateien: %d\n", arge - argi); 
printf("Die Dateien sind: \n"); 
for (i = argi; i < arge; ++i) 
printf(" %s\n", argv[i]); 
int process_switches(argc, argv, aufg) 
int arge; 
{ 
char **argv; 
struct aufgabe *aufg; 
int i, rc = 0, position = O; 
aufg- >zahl = 0.0; 
aufg->mass = NULL; 
aufg->such = NULL; 
for (i = 1; i < arge; ++i) { 
switch (code_string(argv[i])) { 
case HILFE: 
aufg->mass 
break; 
case MASS: 
"-hilfe"; 
if (aufg- >mass != NULL) { 
fprintf(stderr, "Es sind zuviele Masse angegeben\n"); 
rc = -1; 
} 
eise { 
if (i++ >= arge) { 
} 
fprintf(stderr, "Es ist kein Mass angegeben\n"); 
rc = -1; 
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eise { 
switch (code_string(argv[i])) { 
case GKOM: 
aufg->mass = "GKOM"; 
break; 
case LKOM: 
aufg->mass = "LKOM"; 
break; 
case LKHM: 
aufg->mass = "LKOM"; 
break; 
case GKHM: 
aufg->mass = "GKHM"; 
break; 
case LIHE: 
aufg->mass = "LIHE"; 
break; 
case GIHE: 
aufg- > mass = "GIHE"; 
break; 
default: 
fprintf(stderr, "Es ist kein gueltiges Mass angegeben\n"); 
rc = -1; 
break; 
} 
} 
} 
break; 
case ALLE: 
if (aufg- >such != NULL) { 
fprintf(stderr, "Es sind zuviele Suchoptionen angegeben \n" ); 
rc = -1; 
} 
eise 
aufg- >such = " -alle"; 
break; 
case MAX: 
if (aufg- >such != NULL) { 
fprintf(stderr, "Es sind zuviele Suchoptionen angegeben \n" ); 
rc = -1; 
} 
eise 
aufg- >such = "-max"; 
break; 
case DURCH: 
if (aufg- >such != NULL) { 
fprintf(stderr, "Es sind zuviele Suchoptionen angegeben \n" ); 
rc = -1; 
} 
eise 
aufg- >such ="-durchschnitt" ; 
break; 
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} 
case MIN: 
if (aufg- >such != NULL) { 
} 
fprintf(stderr, "Es sind zuviele Suchoptionen angegeben\n"); 
rc = -1; 
eise 
aufg- >such = "-min"; 
case UNTER: 
if (aufg- >such != NULL) { 
} 
fprintf(stderr, "Es sind zuviele Suchoptionen angegeben\n"); 
rc = -1; 
eise { 
} 
aufg->such = "-unter"; 
++i; 
if (i >= arge 11 !isdigit( *argv[i])) { 
fprintf(stderr, "Es ist keine Zahl angegeben \n" ); 
rc = -1; 
} 
eise { 
aufg- >zahl = atoi(argv[i]); 
} 
break; 
case UEBER: 
if (aufg- >such != NULL) { 
fprintf(stderr, "Es sind zuviele Suchargumente angegeben \n" ); 
rc = -1; 
} 
eise { 
} 
aufg- >such = "-ueber"; 
++i; 
if (i >= arge 11 !isdigit( *argv[i])) { 
fprintf(stderr, "Es ist keine Zahl angegeben \n" ); 
rc = -1; 
} 
eise { 
aufg- >zahl = atof(argv[i]); 
} 
break; 
default: 
position = 1; 
break; 
} 
if (rc < 0 II position == i) 
break; 
if (rc < 0) 
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} 
fprintf(stderr, "Die Optionen bzw. Argumente sind fehlerhaft\n"); 
eise 
{ 
} 
print_aufgabe(aufg); 
print_dateien(position, arge, argv); 
return re; 
/* 
* Hier beginnt die Testumgebung. 
* Bitte die Testumgebung nicht testen, keine Abstraktionen bilden etc. 
*/ 
int main(arge, argv) 
{ 
} 
int arge; 
ehar **argv; 
struet aufgabe a; 
int re; 
if (arge == 1) { 
usage( *argv); 
re = -1; 
} 
eise 
re = proeess_switehes(arge, argv, &a); 
return re; 
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A.9 Sample solution for ''functional testing" 
Tue component "cmdline" exhibits the following failures. 
1. Tue option -ueber is not recognized. 
2. A misspelled word ("Suchption", should be "Suchoption") appears in the output. 
3. Abbreviated options are generally interpreted as unique and associated with the first match-
ing option. For example, "-m" is recognized as "-mass" although the unique prefix "-ma" 
was not seen. 
4. Search options without an accompanying measure are not treated as an error. 
5. If the option "-mass" is used without a corresponding legal measure argument, no error 
message is printed provided that a file name (really any text) follows. However, if no 
argument follows the option, the program crashes. 
6. Tue option LKHM is not processed correctly; instead, LKOM is mistakenly reported. 
7. If the "-min" option is given, an error message complaining about too many search options 
appears because the code for "-unter" is also mistakenly executed. 
8. Only the integer part of a real number is used. 
9. Negative numbers are not recognized as valid numbers. 
10. If all options were recognized correctly, missing data files are not detected. The command 
name and supplied options are mistakenly listed as files to be read. 
Tue next page lists the equivalence classes and test cases necessary to reveal the failures described 
above. 
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Equivalence classes: 
Valid classes Invalid classes 
G 1 := { exactly 1 measure} 
G2 := {max. 1 Option} 
G3 := {min. 1 file} 
U1 := { no measure }, U2 := {more than l measure} 
U 3 := { more than 1 option} 
U4 := {no file} 
G 4 := {uniquely abbreviated option} 
Gs := { over/under value real} 
U5 := { ambiguously abbreviated option} 
U6 := { missing over/under value} 
G6 :={Order measure, option} 
G1 :={Orderoption, measure} 
Gs1 :={Option -max} 
Gs2:= {Option -min} 
Gs3:= {Option-durch} 
Gs4:= {Option -unter} 
Gss:= {Option -ueber} 
Gs6:= {Option -alle} 
Gs1:= {Option -hilfe-?} 
G91 := {Maß -LKOM} 
G92:= {Maß -GKOM} 
G93:= {Maß -GKHM} 
G94:= {Maß -LKHM} 
G9s:= {Maß -GIHE} 
G96:= {Maß -LIHE} 
Test cases: 
Nr. Covered classes 
l U1 
2 U2 
3 U3 
4 U4 
5 Us 
6 u6 
7 U1 
8 G1,G2,G3,G92,Gs2,G6 
9 G4,G6,G1G91,Gs3 
10 G93, Gss, Gs 
11 G94. Gsi, G2 
12 G9s, Gs4, G6 
13 G9s, Gs4, G6 
14 G96, Gs6 
15 Gs1 
16 U1, U4 
U1 :={ unknown measure} 
Invocation of the program 
cmdline -max Datei 1 
cmdline -mass LKOM -mass GKOM -max Datei 1 
cmdline -mass LKOM -alle -min Datei 
cmdline -mass LKOM -durch 
cmdline -mass LKOM -m Datei 1 
cmdline -mass GIHE -unter Datei 1 
cmdline -mass T Datei 1 
cmdline -mass GKOM -min Datei 1 
cmdline -du -mass LKO Datei 1 
cmdline -mass GKHM -ueber 4.2 Datei 1 
cmdline -mass LKHM -max Datei 1 Datei2 
cmdline -mass GIHE -unter 3 .14 Datei l 
cmdline -mass GIHE -unter -2 Datei 1 
cmdline -mass LIHE -alle Datei 1 
cmdline -hilfe 
cmdline -mass 
Note 1: Valid equivalence classes are only named the first time that they are covered. 
Fail. nr. 
4 
7 
10 
3 
7 
1 
6 
8 
9 
2 
5 
Note 2: One obtains test case number 16 when one covers two invalid equivalence classes in 
a single test case. This contradicts the guidelines for using equivalence classes, but is the only 
possibility for revealing failure 5. This example shows that there is no perfect method. 
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A.10 Instructions for "structural testing" as used off-line 
In this exercise you will test a program named "tokens." Your goal is to find as many failures as 
possible in as little time as possible. You will generate and execute test cases with the help of 
the specification and the source code. These test cases should lead to l 00 percent coverage of 
branches and other code cons~ructs. You will execute the test cases and then search for failures. 
Isolating faults is not part of this exercise. Guideline: In the past, similar exercises required on 
average circa 70 minutes. 
For this exercise you will need the following materials in addition to these intructions: the 
question sheet "Structural testing," the instruction sheet "Coverage criteria," and the specification 
and source code for the program "tokens." At the end you will receive a sample solution. 
Step 1: Preparation 
• Read over the question sheet "Structural testing." Enter your identifier and answer the first 
two questions. 
• If you are unfamiliar with code coverage criteria, read through the instructions for attaining 
branch coverage etc. 
• Log on to a computer. Create a new directory for your work, and change into the new 
directory with the "cd" command. Fetch the necessary files by entering the following 
command: 
tar xf -iott/Expt/st-tokens.tar 
Thereafter the following files must be present: 
Makefile gct-map run-suite test-dir tokens 
Step 2: Generate test cases 
• You received the specification and code for the program with your materials. Read through 
both carefully. (If you should notice possible faults in this or any of following steps, mark 
them. However, please do not invest any time in a precise analysis.) 
• Begin to generate test data that will lead to l 00% coverage of the following criteria: branch 
coverage, loop coverage, multiple condition coverage, and relational operator coverage. A 
test case consists of an input and an expected output. Think carefully in this step in order 
to save yourself time later. Guideline: In the past, on average 6 test cases were generated 
for similar components. 
• When you are finished with this step, enter the amount of time you required in the question 
sheet. 
Step 3: Type in the test cases 
• In this exercise, a test driver is used to apply the test cases to the program. The test driver 
reads parameter files and invokes the program with the parameters specified in those files 
(options, files, etc.). If the program requires input flies, these must be made available 
and mentioned in the parameter file. Example: if the program "tokens" is supposed tobe 
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invoked with "tokens < input'', than the expression "< input" should be placed 
in the parameter file. 
You must create not only the parameter files but also the input files. A test case = a 
parameter file. Tue expressions in a parameter file specify one invocation of the program 
for one run of the test driver. Parameterfiles are named with ".test" as the file suffix. Input 
files should be named sensibly, for example "empty"; they may not, however, use the file 
suffix ".test". 
Tue results are written into a file . A complete test of the program is accomplished in this 
way. 
• Type in your test cases in files under the directory "tes t-dir". Follow the specification 
of the test driver while doing so. When you are finished, enter the amount of time you 
needed in the question sheet. 
Step 4: Run test cases and generate more 
• Apply the test cases to the component by typing in the command "run-sui te". The 
results are in individual files under the directory "tes t-dir" and are also summarized 
in a file "test-resul ts. summary". Look at the summary of coverage with the help 
of the commands "gsummary" und "greport". For example: 
% gsummary test-dir / GCTLOG 
% greport test-dir / GCTLOG 
• Try to bring all coverage values up to 100% by generating further tests, or convince yourself 
that 100% coverage is not possible for some very good reasons. Guideline: In the past, 
on average 85% total coverage was attained for similar components. You can add new 
tests in directory "test-dir". After you have changed the test data, run the tests again 
by issuing the following sequence of commands: 
% make clean 
% run-suite 
% gsummary test-dir / GCTLOG 
% greport test-dir / GCTLOG 
• When you are finished with this step, enter the number of test cases, the coverage values 
attained, and the amount of time you needed in the question sheet. Print out the test results 
from the file "test-resul ts. summary". 
Step 5: Search for failures 
• Look over the results carefully. Find possible failures by comparing the expected results 
according to the specification with the output of your test cases. Mark the detected failures 
in both copies of the output with circles, etc. Guideline: In the past, on average 6 failures 
were detected in similar components. 
• When you believe that you have detected all failures, please enter the time you required in 
the question sheet. Complete the rest of the question sheet and hand it in with your test 
results. 
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A.11 Instructions for "structural testing" as used on-line 
For this exercise you will need the following materials in addition to these intructions: the 
instruction sheet "Coverage criteria," and the specification and source code for the program 
"tokens." At the end you will receive a sample solution. 
1. Log on to a computer. Start the menu bar for the information system by entering the 
following command: 
-iott/Expt/menu-st 
2. Use the menu bar to start one instance of the information system "MVP-S." Select the 
project "Strukturelles_ Testen," wherein you take on the role "TesLlngenieur." 
3. U se the menu bar again to start one instance of the question sheet tool. 
4. Please use the information system for the rest of the information about the exercise. 
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Process-specific work context for process schritt_2 
Process 'schritt_2' in project 'Strukturelles_Testen' 
is of t~pe 'Testfaelle_Generieren' 
Comment for this process: 
-- o Die Spezifikation und den Kode des Programms haben Sie mit Ihren 
Unterlagen bekommen. Lesen Sie beides durch. <Falls Ihnen jetzt 
oder in den folgenden Schritten bereits moegliche Fehler 
auffallen, dann markieren Sie diese. Investieren Sie aber bitte 
keine Zeit in eine genaue Anal~se. In dieser Aufgabe geht es 
nicht darum, Fehler zu isolieren • .) 
-- o Fangen Sie an, Testfaelle zu generieren, die zu 100-prozentiger 
Ueberdeckung der folgenden Kriterien fuehren werden: 
Zweigueberdeckung, Schleifenueberdeckung, Hehrfachbedingungs-
ueberdeckung und Relationaloperator-Ueberdeckung. Ein Testfall 
besteht aus einer Eingabe und einer erwarteten Ausgabe. 
Bitte investieren Sie Zeit in diesem Schritt um sich spaeter 
Zeit zu sparen. _Richtlinie_: Bei aehnlichen Komponenten wurden 
in der Vergangenheit am Durchschnitt zirka _6_ Testfaelle 
generiert. 
-- o Wenn Sie mit diesem Schritt fertig sind, tragen Sie Ihren 
Zeitbedarf im Fragebogen ein. 
Help Close 
Figure A.5: MVP-S process-context window for structural testing step "schritL2" 
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A.12 Question sheet "structural testing" as used off-line 
Your ID: Date: ___ _ 
Note: For all time-related entries, please deduct time for pauses, etc. 
1. How motivated are you for the experiment? [Please mark the scale.] 
1 Estimate 
Value 0 
Comparison not at 
all 
little 
2. When did you start the experiment? 
__ : __ [Hour:Minute] 
2 
so-so 
3 
pretty 
much 
4 
quite 
a bit 
3. How much time did you need to construct the test cases (step 2)? 
__ [Minutes] 
4 . How much time did you need to type in the test cases (step 3)? 
__ [Minutes] 
5. How lang did the execution/generation of test cases (step 4) require? 
__ [Minutes] 
6. How many test cases did you finally generate? 
__ [Count] 
7. List the coverage values that you finally attained with your test cases: 
5 
very 
much 
Binary branch __ [%], Switch __ [%], Loop __ [%],Operator Instrumentation 
__ [%],Summary of all Condition Types __ [%] 
8. How lang did you search for failures (step 5)? 
__ [Minutes] 
9. How many different failures did you find? 
__ [Count] 
10. When did you end the experiment? 
__ : __ [Hour:Minute] 
11. Would you be inclined to perform another iteration in order to find more failures? 
__ [yes, no] 
12. Have you mastered functional testing? [Please mark the scale] 
1 Estimate 
Value 0 2 3 4 5 
Comparison not at little so-so pretty quite very 
all much a bit much 
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A.13 Question sheet "structural testing" as used on-line 
Figure A.6 shows the on-line question sheet used by subjects who use the process-centered 
system to perform structural testing. 
-'I fb-st 
g._N§MM@&1MIWllNM 
Spe1'.Chern Beenden 
ij§MIMIO 
Fragebogen ~ 'Structurelles Testen'' 
Ihre Kennung: •~-~~~~~~~~~ Datum: 27. Jan 1996 
1. Wie motiviert sind Sie fuer das Experiment? (Schaetzung) 
2. Wann haben Sie mit dem Experiment angefangen? 
3. Wie lange hat die Generierung von Testfaellen (Sehr. 2) gedauert? 
4. Wie lange hat das Eintippen (Sehr. 3) gedauert? 
5. Wie lange hat die Durchfuehrung/Generierung (Sehr. 4) gedauert? 
6. Wieviele Testfaelle haben Sie letzendlich generiert? 
7. Geben Sie die Coverage-Werte an, die Sie letzendlich erreicht haben. 
Binary branch: 
Switch: 
Loop: 
Operator Instrumentation: 
Summary of all Condition Types:: 
8. Wie lange hat die Suche nach Fehlverhalten (Sehr. 5) gedauert? 
9. Wieviele verschiedene Fehlverhalten haben Sie gefunden? 
10. Wann haben Sie das Experiment beendet? 
11. Wuerden Sie eine Weitere Iteration anstreben? 
12. Wie gut beherrschen Sie strukturelles Testen (Schaetzung)? 
Kennung: Bitte Ihre Kennung eintragen. 
Figure A.6: On-line question sheet used by structural testers 
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A.14 Explanation of coverage criteria 
Binary branch & switch instrumentation 
Fulfilling the branch coverage criteria makes certain that each branch in a component was executed 
at least once. Branches in C programs are created by if, ?, for, while, and do-while 
statements. Each of these statements creates two conditions (branches): the evaluation of the 
test expression must yield true once and false once. In GCT terminology, this type of branch 
coverage is called binary branch instrumentation. 
Branches are also created by the swi tch-case construct. To test all branches, all case labels 
must be branched to at least once. This includes the de fault label, even if it was not explicitly 
written in the source code. Each case labe! produces a single condition. In GCT terminology, 
this type of branch coverage is called switch instrumentation. 
Loop instrumentation 
A do-while loop creates two conditions for this criteria: one for executing the loop exactly 
one time, and one for executing the loop more than one time. The for and while loop add a 
third condition: the idea of executing the loop zero times; i.e., the test expression is false when 
it is evaluated for the first time. 
Multiple condition instrumentation 
Multiple conditions are expressions constructed using the operators "logical and" (&&) and/or 
"logical or" ( 1 1 ). To fulfill these criteria for a two-part expression (i.e., an expression with 
exactly one logical operator), each side of the expression must be true once and false once. 
In other words, a two-part multiple-condition expression creates four conditions: false/false, 
true/false, false/true, and true/true. Nested expressions create correspondingly more conditions. 
When checking the coverage of multiple conditions, all expressions that evaluate to a boolean 
value are checked, not only the test expressions from i f statements. 
Relational operator instrumentation 
Relational operators are the operators that compare values with each other (e.g., = , !=, <, <=, 
etc.). The relational operators (<, <=, >, >=) are often the cause of faults, whether because 
of swapped operators (e.g., < instead of > ), incorrect use (e.g., < instead of <= ), or incorrect 
boundary values (e.g., "a < 99" instead of "a < 100"). A relational operator creates two 
(sometimes three) conditions: 
l. For all operators: The left side must equal the right side. 
2. For all operators : The left side must not equal the right side. 
3. For comparisons of relative size, the following boundary values should be tested: 
(a) For the operators <=und >: the left side must be l smaller than the right side 
(b) For the operators >=und<: the left side must be 1 !arger than the right side 
Note: when you write your test cases, try to cover as much functionality of the program as 
possible with each case. This will help you avoid an unnecessarily large number of test cases. 
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A.15 Specification of program "tokens" 
Name 
tokens - sort and count alphanumeric tokens 
Usage 
tokens [ -ai ] [ -c chars ] [ -m count ] 
Description 
tokens reads words from the standard input ("stdin"). A word is a series of sequential characters 
from a given character set. This character set includes by default the alphabetic characters A-Z 
and a-z as weil as the digits 0-9. Depending on the options (see below), the digits can be 
eliminated from the character set, or other characters can be added to it. Characters that are not 
in the character set (e.g., spaces) divide words from each other, but are otherwise ignored. At the 
end of the input, each word is printed exactly once with its frequency of appearance in the input. 
Thereby the words are sorted in increasing lexicographic order. 
Options 
• "-a": Allow only alphabetic characters in tokens (no digits 0-9). 
• "-c chars": Allow 'chars.' tobe part of tokens. 
• "-i": Ignore the difference between upper and lower case by mapping all input to lower 
case. 
• "-m count": The value 'count' indicates the minimum frequency needed for a word tobe 
printed. 
Example 
To sort and count all alphabetical words in file "xyz": 
tokens -a < xyz 
Limits 
Tue maximum count of unique words is limited by the memory of the computer. The maximum 
frequency count of a single word is limited by the length of an "integer". 
Author 
Gary Perlman 
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A.16 Source code of program "tokens" 
Tue program "tokens" is copyright 1992 by Gary Perlman. Adapted with permission. 
/*COPYRIGHT (c) Copyright 1992 Gary Per/man *f 
#include <stdio.h> 
#include <string.h> 
#include <assert.h> 
int Ignore = 0; 
int Mincount = O; 
int Alpha = O; 
char MapAllowed[256] ; 
typedef struct tnode 
{ 
char *Contents; 
int count; 
struct tnode *left; 
struct tnode Hight; 
} TNODE; 
void treeprint(tree) TNODE *tree; 
{ 
if (tree != NULL) 
{ 
treeprint(tree- > left); 
if (tree- >count > Mincount) 
printf("%7d\t%s\n" , tree->count, tree->contents); 
treeprint(tree- >right); 
} 
} 
TNODE * 
install(string, tree) char *String; TNODE * tree; 
{ 
int cond; 
assert(string != NULL); 
if (tree = NULL) 
{ 
} 
eise 
{ 
if (tree = (TNODE *) calloc( 1, sizeof(TNODE))) 
{ 
} 
tree- >contents = strdup(string); 
tree- >count = 1; 
cond = strcmp(string, tree- >contents); 
if (cond < 0) 
tree- > left = install(string, tree- >ieft); 
eise if (cond = 0) 
tree- >count++; 
eise 
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tree- >right = install(string, tree- >right); 
} 
return(tree); 
} 
char * 
getword(ioptr) FILE *ioptr; 
{ 
} 
static char string[ 1024]; 
char *Ptr = string; 
register int c; 
assert(ioptr != NULL); 
for (;;) 
{ 
} 
c = getc(ioptr); 
if (c == EOF) 
if (ptr == string) 
return(NULL); 
eise 
break; 
if (!MapAllowed[c]) 
if (ptr == string) 
continue; 
eise 
break; 
*ptr++ = MapAllowed[c]; 
*ptr = '\ 0 '; 
return(string); 
void tokens(ioptr) FILE *ioptr; 
{ 
} 
TNODE HOOt = NULL; 
char *S; 
assert(ioptr != NULL); 
while (s = getword(ioptr)) 
root = install(s, root); 
treeprint(root); 
int main(argc, argv) int arge; char ** argv; 
{ 
int c, errcnt = O; 
extern char *Optarg; 
while ((c = getopt(argc, argv, "ac: im: ")) != EOF) 
switch(c) 
{ 
case ' a ' : Alpha = 0; break; 
case 'c': 
while ( *Optarg) 
{ 
MapAllowed[ *Optarg] = *Optarg; 
optarg++; 
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} 
} 
break; 
case ' i ' : Ignore = l; break; 
case 'rn' : Mincount = atoi( optarg); break; 
default: errcnt++; 
} 
if (errcnt) 
{ 
fprintf(stderr, "Usage: %s [-i] [-c chars] [-rn count] \n", *argv); · 
return(I ); 
} 
for (c = 'a'; c <= 'z'; c++) 
MapAllowed[c] = c; 
for (c = 'A'; c <= 'Z'; c++) 
MapAllowed[c] = Ignore ? c - 'A' + 'a' 
if (!Alpha) 
for (c = '0'; c <= '9'; c++) 
MapAllowed[c] = c; 
tokens(stdin); 
return(O); 
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A.17 Sample solution for "structural testing" 
The component "tokens" has the following faults and exhibits the following failures . 
1. Fault in function "treeprint", line 25 : The symbol ">" should be ">=". 
Causes failure: If a boundary value n is given with the "-m" argument, the value n + 1 is 
used instead of just n. 
2. Fault in function "getword", line 64/77: The length of the input is not checked. 
Causes failure: The program dumps core if a very long word is read. 
3. Fault in function "main", line 97 (circa): The array "MapAllowed" is never initialized. 
Causes failure: Compiler-dependent; non-alphanumeric symbols could be mistakenly 
accepted. 
4. Fault in function "main", line 101: The variable "Alpha" is initialized with 0 instead of 1. 
Causes failure: The argument "-a" has no effect. 
5. Fault in function "main", line 110: The program does not check whether a valid number 
was supplied. 
Causes failure: Invalid numbers are accepted without an error message. 
6. Fault in function "main", line 115: The argument "-a" is not part of the usage message. 
Causes failure: The help message says nothing about the "-a" argument. 
The following test cases attain the maximum possible coverage values for the program. 
1. Test case: Unknown option 
Invocation with: -q 
Input: none 
Expected output: Error message, usage message for the program. 
2. Test case: No options, empty file. 
Invocation with: < /dev/null 
Input: none. 
Expected output: none. 
3. Test case: One option, empty file . 
Invocation with: -c " < /dev/null 
Input: none. 
Expected output: : none. 
4. Test case: Few options, very short file. 
Invocation with: -c / < shortfile 
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Input: A file named "shortfile" with the single ward "non!" and no further characters 
before the end of the file; i.e., no so-called "newline." 
Expected output: The following single line: 
l non! 
5. Test case: Many options, short file . 
Invocation with: -a -i -c /. -m l < infile 
Input: A file named "infile" with the following entries : 
wordl 
wordl 
wordl 
word2 
word2 
* 
b 
a 
Expected output: The following lines: 
1 a 
1 b 
3 wordl 
2 word2 
End of the necessary test cases . 
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The following coverage values result from executing the test cases listed above. 
% gsurnmary test-dir/GCTLOG 
BINARY BRANCH INSTRUMENTATION (38 conditions total) 
2 ( 5.26%) not satisfied. 
36 (94. 74%) fully satisfied. 
SWITCH INSTRUMENTATION (5 conditions total) 
0 ( 0.00%) not satisfied. 
5 (100. 00%) fully satisfied . 
LOOP INSTRUMENTATION (21 conditions total) 
7 (33.33%) not satisfied. 
14 (66.67%) fully satisfied. 
OPERATOR INSTRUMENTATION (15 conditions total) 
0 ( 0.00%) not satisfied. 
15 (100.00%) fully satisfied . 
SUMMARY OF ALL CONDITION TYPES (79 total) 
9 (11.39%) not satisfied. 
70 (88.61%) fully satisfied. 
The values that are less than 100% can be explained further using the command "greport". That 
command yields the following output: 
% greport test-dir / GCTLOG 
11 tokens.c 11 , line 38: if was taken TRUE 5, FALSE 0 times. 
"tokens.c 11 , line 64: loop zero times: 0, one time: 3' many times: 8. 
" tokens . c " , line 118: loop zero times: 0, one time: 0, many times: 3. 
11 tokens.c", line 120: loop zero times : 0, one time: 0, many times: 3. 
"tokens . c" , line 122: if was taken TRUE 3' FALSE 0 times. 
"tokens.c", line 123: loop zero times: 0, one time: 0, many times: 3. 
Better coverage value cannot be obtained, as discussed below: 
[Line 38:] This "if"-condition tests whether "calloc" actually allocated memory. lt is difficult 
to cause calloc to fail, especially for users who are not familiar with the shell's "limit" 
command. 
[Line 64:] This is a loop with empty start and termination criteria. Therefore this loop is always 
executed at least once. 
[Lines 118, 120, and 123:] These "for" Joops have hard-coded, fixed termination criteria, and 
are always executed more than once. 
[Line 122:] This "if" condition is always true due to a fault in the program (the "Alpha" variable 
is not assigned a value)'. 
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A.18 Observer's data sheet 
Subject's ID: _____ _ Date: ___ _ 
1. How long did the subject wait to report results, either on-line by manipulating the feedback 
system or off-line by recording information? 
2. How well did the subject comprehend the process that s/he was performing when asked? 
I.e., how well did the subject reply when asked about the inputs, outputs, and exit criteria 
of the process? 
3. How long did the subject wait to report data about a completed process? 
4. How well did the subject conform to the prescribed process? Was the process followed 
faithfully? 
5. Other comments. 
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A.19 Debriefing questionnaire 
YourID: ______ _ Date: ____ _ 
You have taken part in an experiment that compared the use of process information on paper 
with process information on the screen. Please enter your opinions about this experiment below. 
Naturally you can use the reverse side or additional sheets. 
1. Was sufficient information provided to perform the exercises? 
2. Did you feel that the instructions were too restrictive for the work? Please explain. 
3. How helpful were the quantitative guidelines? How did you use them? 
4 . What did you like better, working with instructions on paper or on the screen? Please 
justify your opinion ! 
5. Would you prefer entering data on a conventional data-collection form or on the screen? 
Why? 
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6. How understandable were the instructions? Were the instructions made more or less 
understandable by moving them onto the computer screen? 
7. Would a graphical or other non-text version of the instructions have been better, or was the 
textual description best suited for the goal of understanding the exercise? 
8. Other comments? 
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