Abstract. In our previous work, we established the theory of multi-variable Witten zeta-functions, which are called the zeta-functions of root systems. We have already considered the cases of types A2, A3, B2, B3 and C3. In this paper, we consider the case of G2-type. We define certain analogues of Bernoulli polynomials of G2-type and study the generating functions of them to determine the coefficients of Witten's volume formulas of G2-type. Next we consider the meromorphic continuation of the zeta-function of G2-type and determine its possible singularities. Finally, by using our previous method, we give explicit functional relations for them which include Witten's volume formulas.
Introduction
Let N be the set of positive integers, N 0 = N ∪ {0}, Z the ring of rational integers, Q the rational number field, R the real number field, C the complex number field, respectively.
In our previous articles [5, 7, 8, 16] , we defined the multi-variable version of Witten zetafunctions, or "zeta-functions of root systems", inspired by the original work of Witten [18] and of Zagier [19] . We recall these results as follows.
Let g be a complex semisimple Lie algebra with rank r, h be a Cartan subalgebra of g and h * be its dual. Let ∆ ⊂ h * be the set of all roots of g, ∆ + the set of all positive roots of g, Ψ = {α 1 , . . . , α r } the fundamental system of ∆, and α ∨ j the coroot associated with α j (1 ≤ j ≤ r). Let λ 1 , . . . , λ r be the fundamental weights satisfying λ j (α ∨ i ) = δ ij (Kronecker's delta). In the following we denote the pairing λ(h) of h ∈ h and λ ∈ h * by h, λ .
In [5, 7] , we defined the multi-variable version of Witten zeta-functions by for s = (s α ) α∈∆ + ∈ C n , where n is the number of all positive roots. In the case that g is of type X r , we call (1.1) the zeta-function of the root system of type X r , and also denote it by ζ r (s; X r ), where X = A, B, C, D, E, F, G. Note that the original Witten zeta-function ζ W (s; g), studied by Witten [18] and Zagier [19] , coincides with K(g) s ζ r (s, . . . , s; g), for any k ∈ N, where C W (2k, g) ∈ Q (see [19, Theorem, p.506] ). In general, the explicit value of C W (2k, g) was not determined in their work.
In our previous work [5, 8] , we defined the Bernoulli polynomials of root systems, and proved a formula which expresses C W (2k, g) in terms of those Bernoulli polynomials.
Consequently we were able to obtain a certain generalization of (1.4). We further gave some functional relations for zeta-functions of root systems which include (1.4) as special value-relations. In fact, we studied explicit functional relations for zeta-functions of A r type in [5, 16] , and of B r and C r types in [8, 10] (see also [6] ).
In the present paper we continue our research mentioned above. The main aim of the present paper is to study the zeta-function of G 2 -type. In Section 2, we define the Bernoulli polynomials of G 2 -type and study the generating functions of them. By this consideration, we give (1.4) for ζ 2 (s; G 2 ) with explicit values of C W (2k, G 2 ) and more generalized results.
In Section 3, we consider analytic properties of ζ 2 (s; G 2 ) based on our previous paper [7] .
Actually we determine the possible singularities of ζ 2 (s; G 2 ). In Section 4, we quote several lemmas which were shown in our previous papers [8, 10] . Furthermore we prove a certain analogue of them. These lemmas will play important roles in the next section. Finally, in Section 5, by using these lemmas, we give explicit functional relations for ζ 2 (s; G 2 ), which include (1.4) at their special values. Recently, Zhao expressed several values ζ 2 (k; G 2 ) for k ∈ N 6 0 in terms of double polylogarithms and gave their approximate values in [20] . We will be able to give some of these values exactly (see Example 2.2 and Remark 5.3). A part of these results has also been announced in our previous paper [6] .
Finally we remark that it is theoretically possible to prove the same type of results for zeta-functions of other exceptional types E 6 , E 7 , E 8 and F 4 , by using our method.
However, it may be considerably hard to apply our method actually to those cases, while it is interesting to determine C W (2k, g) explicitly in those cases.
Generating functions of the Bernoulli polynomials of G 2 -type
In our previous papers [7, 8] , we have already studied the general theory of zeta-functions of root systems. We apply it to the case of G 2 as follows.
Let ∆ = ∆(G 2 ) ⊂ h * be the root system of G 2 -type and let h 0 = Rα ∨ 1 ⊕ Rα ∨ 2 be a real vector subspace. Let ∆ + and ∆ − be the set of all positive roots and negative roots respectively. Then we have a decomposition of the root system ∆ = ∆ + ∆ − . We know that ∆ + is given by (2.1)
where Ψ = {α 1 , α 2 } is the set of fundamental roots and (2.2)
(see, for example, Bourbaki [1] ).
From (1.1) and (2.2), we see that the zeta-function of the root system of G 2 -type can be given by
Note that we only use the case when y = 0 in this paper. However, we study the case of general y here for the convenience of our research in the future. With the above notation such as W = W (G 2 ) and ∆ = ∆(G 2 ), we let
where (w −1 s) α = s wα with the identification s α = s −α and w −1 y is the usual action of y by w −1 .
This S(s, y; G 2 ) is a "Weyl group symmetric" linear combination of zeta-functions of root systems, which plays a fundamental role in the study of value-relations and functional relations in [8] .
In order to evaluate S(s, y; G 2 ) at positive integers, we consider Bernoulli polynomials P (k, y; G 2 ) via their generating function F (t, y; G 2 ). This type of generalized Bernoulli polynomials associated with any root system was first introduced in [8] , and was further studied in [9] . For a real number x, let {x} denote its fractional part x − [x]. Applying Theorem 4.1 in [9] to the case of G 2 -type, we obtain 
Then F (t, y; G 2 ) is holomorphic at the origin and can be expanded as
for y ∈ h 0 . From our previous results [8, Theorem 4.4, (4.19) and (4.20)], we obtain the following.
Example 2.2. In the case k = (2m, 2m, . . . , 2m) for m ∈ N and y = 0, we see that
On the other hand, from the definition of F (t, y; G 2 ), we can calculate P (k, 0; G 2 ). Combining this fact with (2.8), we can obtain the explicit values of ζ 2 ((2m); G 2 ), for example, Furthermore, in the case when k = (2p, 2q, 2q, 2q, 2p, 2p) (p, q ∈ N), we have
This is because the lengths of α 1 , α 5 and α 6 (and of α 2 , α 3 and α 4 ) are the same, and the roots of the same length form a single Weyl-group orbit. Hence we can obtain, for example,
It is possible to compute the numerical values of the left-hand sides of the above formulas from the definition (2.4). We have already checked that those numerical values agree with the above formulas.
Analytic properties of the zeta-function of G 2 -type
In the preceding section we studied "value-relations" for ζ 2 (s; G 2 ), but we can further discuss "functional relations" for this function. For this purpose, we first consider analytic properties. 
The meromorphic continuation of ζ 2 (s; G 2 ), as well as zeta-functions of other exceptional algebras, can be deduced from earlier results given by Essouabri [2, 3] , the second-named author [14, Theorem 3] , and the first-named author [4] . However the following argument of determining the possible singularities also includes a proof of meromorphic continuation.
At the end of [7, Remark 6 .4], we discussed when the determination of possible singularities can be achieved just by shifting the path of integration. The arrow from G 2 to C 2 in the diagram in [7, Section 5] is horizontal, hence this is the case when the shifting of the path is sufficient. Therefore our argument here is not so complicated, similar to that in [11] [12] [13] . Note that such simple shifting argument is not sufficient when one studies analytic properties of zeta-functions of other exceptional algebras.
At first, assume ℜs j (1 ≤ j ≤ 6) are sufficiently large. The Mellin-Barnes integral formula is
where ℜs > 0, |argλ| < π, λ = 0, c ∈ R with −ℜs < c < 0 and the path (c) of integration is the vertical line ℜz = c. By using (3.1), we first prove an integral expression of ζ 2 (s; G 2 )
in terms of the zeta-function of C 2 -type defined by
(see [7, (6. 
with −ℜs 5 < c 1 < 0. Similarly
with −ℜs 6 < c 2 < 0. Hence
The singularities of ζ 2 (s; C 2 ) are determined by [7, Theorem 6.2] . We find that the singularities of the zeta factor on the right-hand side of (3.2) is
Let L be a large positive integer, and define
We can rewrite (3.2) as
The singularities of the integrand on the right-hand side of (3.7) are
, singularities of type (3.3), and of type (3.4) with l ≥ L. Shifting the path to
where M 1 is a large positive integer and ε is a small positive number, and counting the residues at z 1 = 0, 1, 2, . . . , M 1 − 1, we obtain
where
The above integral is holomorphic in the region
Since M 1 is arbitrary, we now find that I(s, z 2 ) is continued meromorphically to the region (3.9). We can also show that I(s, z 2 ) is of polynomial order with respect to the imaginary parts of variables. The singularities of I(s, z 2 ) in the region (3.9) are located only on (3.10)
which are coming from the zeta-factors in the sum-part on the right-hand side of (3.8).
Now go back to the situation when ℜs j (1 ≤ j ≤ 6) are large, and consider (3.6). Let
on the right-hand side of (3.6), and shift the path to ℜz 2 = M 2 − ε to obtain
This gives the continuation of ζ 2 (s; G 2 ) to the region (3.9). Since L is arbitrary, we obtain the meromorphic continuation of ζ 2 (s; G 2 ) to the whole space. Its possible singularities are coming from Φ(s) −1 Ψ(s) −1 and Ψ(s)I(s, m 2 ) on the right-hand side of (3.11), which are exactly those stated in the theorem. This completes the proof of Theorem 3.1.
Preliminary Lemmas
In this section, we quote several lemmas from our previous papers [10, 15, 17] and further prove an analogue of them. These will play important roles in the next section. From now on, the symbol { } implies ordinary curly parentheses, not the fractional part. 
where λ ν := (1 + (−1) ν )/2 for ν ∈ Z. 
for any h ∈ N 0 . Then
Note that, in [17, Lemma 4.4], we proved only (4.3). However, by just the same method, we can easily obtain (4.4).
Lemma 4.3 ( [10] Lemma 6.3). Let h ∈ N, and
C := {C(l) ∈ C | l ∈ Z, l = 0} , D := {D(N ; m; η) ∈ R | N, m, η ∈ Z, N = 0, m ≥ 0, 1 ≤ η ≤ h} , A := {a η ∈ N | 1 ≤ η ≤ h}
be sets of numbers indexed by integers. Assume that the infinite series appearing in
N∈Z N =0 (−1) N C(N )e iN θ − 2 h η=1 aη k=0 φ(a η − k)λ aη −k (4.5) × k ξ=0      N∈Z N =0 (−1) N D(N ; k − ξ; η)e iN θ      (iθ) ξ ξ!
are absolutely convergent for θ ∈ [−π, π], and that (4.5) is a constant function for
, where the infinite series appearing on the left-hand side of (4.6) are
Now we prepare the following lemma which is an analogue of Lemma 4.3.
Lemma 4.4. Let h ∈ N,
A := {α(l) ∈ C | l ∈ Z, l = 0} ,
be sets of numbers indexed by integers, and
Assume that both of the right-hand sides of S ± (θ) in (4.7) are absolutely convergent for θ ∈ [−π, π], and that both S + (θ) and S − (θ) are constant functions on [−π, π]. Then, for
, where the infinite series appearing on the left-hand side of (4.8) are
Proof. Put
From the assumption, we see that G ± 0 (θ) are constant functions for θ ∈ [−π, π]. Also, by using the relation
we can check that
Repeating the indefinite integration, we can write
for some {C ± n ∈ C | n ∈ N 0 }. Putting N = 2d + 1 for d ∈ N and θ = π in (4.11), we obtain (4.12)
Similarly, putting N = 2d and θ = π in (4.11), we have
By Lemma 4.2, we have
(4.14)
We will calculate each side of (4.14) explicitly as follows. Note that
By using (4.1), we have
Similarly, by using (4.2), we have Similarly to (4.14), we obtain
Hence, as well as (4.17), we have
Combining (4.17) and (4.19), we obtain (4.8).
5. Functional relations for ζ 2 (s; G 2 ) Now, using the results prepared in the previous section, we construct functional relations for ζ 2 (s; G 2 ) and ζ(s). First we recall the relation for zeta-functions of C 2 -type which was proved in [10] , and will extend this relation to that of G 2 -type. The technique is essentially introduced in our previous papers (see [10, Remark 7.5] ). From [10, (8.4 )], we have
for θ ∈ [−π, π], p, q, r ∈ N, s ∈ R with s > 1 and x ∈ C with |x| ≤ 1. Here we use the same method as introduced in our previous papers [5, 10] by making use of polylogarithms as follows. Replacing x by −xe iθ and moving the terms corresponding to l + 3m = 0 of the first member on the left-hand side of the above equation to the right-hand side, we have
If we fix p, q, r ∈ N and s ∈ R with s > 1, then we can apply Lemma 4.3 to the above equation with d = 2u. Consequently we have
We can similarly write J 2 (θ; x), J 3 (θ; x) and J 4 (θ; x), but they are omitted for the purpose of saving space.
Next, setting x = ±ie −3iθ/2 in (5.1) and moving the terms corresponding to 2l + 3m = 0 of the first member on the left-hand side to the right-hand side, we have .2) is of the same form as (4.7). Furthermore, by the same method as in [10, Section 7] , we can confirm that
= ζ 2 (2p, 2q, s, 2r, 2v, 2u; G 2 ) + ζ 2 (2u, 2r, s, 2q, 2v, 2p; G 2 ) + ζ 2 (2u, s, 2r, 2q, 2p, 2v; G 2 ) + ζ 2 (2v, 2r, 2q, s, 2u, 2p; G 2 ) + ζ 2 (2v, 2q, 2r, s, 2p, 2u; G 2 ).
From these results and Theorem 3.1, we obtain the following theorem.
Theorem 5.1. For p, q, r, u, v ∈ N, ζ 2 (2p, s, 2q, 2r, 2u, 2v; G 2 ) + ζ 2 (2p, 2q, s, 2r, 2v, 2u; G 2 ) + ζ 2 (2u, 2r, s, 2q, 2v, 2p; G 2 ) + ζ 2 (2u, s, 2r, 2q, 2p, 2v; G 2 ) + ζ 2 (2v, 2r, 2q, s, 2u, 2p; G 2 ) + ζ 2 (2v, 2q, 2r, s, 2p, 2u; G 2 )
holds for all s ∈ C except for singularities of functions on the left-hand side, where I 1 , I 2 , . . . , I 8 are, by using the notation φ(s) = (2 1−s − 1)ζ(s), defined as follows:
× {ζ(s + 2p + 2q + 2r + 2u + 2v − 2k) − φ(s + 2p + 2q + 2r + 2u + 2v − 2k)};
σ−2u−ρ × {ζ(s + 2p + 2q + 2r + 2u + 2v − 2k) − φ(s + 2p + 2q + 2r + 2u + 2v − 2k)};
× {ζ(s + 2p + 2q + 2r + 2u + 2v − 2k) + φ(s + 2p + 2q + 2r + 2u + 2v − 2k)} + 2
−2r+2σ+ρ−ω × {ζ(s + 2p + 2q + 2r + 2u + 2v − 2k) − φ(s + 2p + 2q + 2r + 2u + 2v − 2k)}; (2, 1, 1, 1, 1, 1 ; G 2 ) = 0.0099527234 · · · .
By using the same method as stated above, we can explicitly obtain (5.5) ζ 2 (2, 1, 1, 1, 1, 1 ; G 2 ) = − 109 1296 ζ(7) + 1 18 ζ(2)ζ(5), which agrees with Zhao's numerical computation. We can further give a functional relation between ζ 2 (s; G 2 ) and ζ(s) including (5.5), which is an analogue of (5.4). Under more preparations, we will be able to give evaluation formulas for a certain class of values ζ 2 (k; G 2 ) for k ∈ N 6 0 in terms of ζ(m) for m ≥ 2. We will state the details in a forthcoming paper.
