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Abstract
A new criterion for the least point of the essential spectrum is given for a one term second-order
di+erential operator. This criterion is sharper than the Friedrichs’ criterion. Application is given to the singular
eigenvalue problem associated with the buckling of a column under selfweight subjected to the constraint of
1xed volume.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Optimal design problems of linearly vibrating systems have received a lot of attention. One type
of problem is to maximize the fundamental frequency while holding the total mass 1xed. This
presupposes that for the class of coe:cients considered, either the spectrum is purely discrete or
that a discrete spectrum exists below the essential spectrum. Perhaps, the simplest such problem is
to construct a string of length L with a 1xed mass M so as to minimize or maximize the lowest
frequency. The eigenvalue problem is
−y′′ = (x)y; y(0) = y(L) = 0;
and the constraint is
∫ L
0 (x) dx=M . This problem was studied by Krein [13]. The lowest frequency
is achieved by a point mass at the center, and there is no maximum of the fundamental frequency.
In both cases we see there is no solution (x) within the class of L(0; L) functions. If however,
the class of admissible (x) is restricted by requiring 0¡h6 (x)6H , hL6M6HL, then both
problems have solutions. Thus at the outset, the class of admissible coe:cients is an important
consideration.
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For the case of vibrating beams or plates, the di+erential equations are of order 4, e.g., see
[11,17] or [18]. The text in [7] is devoted to a variety of optimal design problems including prob-
lems of vibration. For the strongest or tallest column under buckling, the di+erential equation is of
order 2. Our motivation comes from the tallest column problem studied in [12,1,14]. Their eigenvalue
problem is
− (a(x)2u′)′ = 
(∫ 1
x
a() d
)
u; 0¡x¡ 1; u(0) = a(1)2 u′(1) = 0: (1.1)
It is desired to maximize the 1rst eigenvalue over those coe:cients a(x)¿ 0 on (0,1) such that∫ 1
0 a(x) dx = 1.
This problem, as well as many others in the literature, is singular over certain classes of coe:-
cients. In [12], a candidate a˜ was found from perturbation theory of the form
a˜(x) =
{
O(1); x → 0;
c(1− x)3 + O((1− x)4); x → 1:
(1.2)
For a˜ of form (1.2), the problem is singular at 1 and has a continuous spectrum. For these reasons
it is desirable to pose it in a Hilbert space where the analysis of selfadjoint operators can be applied.
Typically, such design problems have not been so formulated. In the case of a˜ of form (1.2), problem
(1.1) is in the limit point case at 1, and the boundary condition a(x)2u(x)→ 0 as x → 1 is automatic
for all functions in the domain of the maximal operator (see Section 2).
Thus, a proper formulation of these singular problems requires computation of the de1ciency index
at the singular point to know how many boundary conditions a selfadjoint formulation requires. A
critical question considered in [1] is whether or not there exists an eigenvalue below the essential
spectrum. A useful test for 1nding the lowest point e of the essential spectrum is given in Section 3
(Friedrichs’ test is used in [1]). Once e is known for a selfadjoint operator T , then there is an
eigenvalue below e if there is an element  in the domain of T so that 〈T; 〉¡e〈; 〉, where
〈·; ·〉 is the inner product; in fact from spectral theory,
inf spectrum T = inf{〈T; 〉; ∈ domain T; ‖‖= 1}:
The form of 〈T; 〉 is usually obtained by integration by parts so as to use a Rayleigh quotient
minimization principle to compute eigenvalues. Only in certain situations can the endpoint data at
the singular point be neglected. This is discussed in Section 2.
All of these questions for a problem with two singular endpoints can be resolved by considering
each endpoint separately [22]. For this reason we consider an operator with one singular endpoint c
and restrict our attention to
L[y] =− 1
w
(ry′)′; b6 x¡c6∞: (1.3)
The coe:cients r(x); w(x) satisfy
r(x)¿ 0; w(x)¿ 0; w;
1
r
∈Lloc(b; c); (1.4)
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where Lloc(b; c) is the space of functions Lebesgue integrable on compact subsets of [b; c). The
space of Lebesgue integrable functions on [b; c) is denoted by L[b; c). While the operator (1.3) is
not as general as −1=w[(ry′)′+qy], it covers many eigenvalue applications and we can give a rather
complete analysis of it.
2. The deciency index of L
The operator L given by (1.3)–(1.4) acts in the Hilbert space L2w(b; c) of (equivalence classes)
complex-valued functions f satisfying
∫ c
b w(x)|f(x)|2 dx¡∞. The maximum operator L1 associated
with L is the restriction of L to the domain
D(L1) = {y∈L2w(b; c) : y; ry′ ∈ACloc[b; c); L[y]∈L2w(b; c)};
where ACloc[b; c) is the set of functions that are absolutely continuous on compact subintervals
of [b; c). The unclosed minimal operator L′0 associated with L is de1ned as the restriction of
L1 to functions with compact support in (b; c), and the minimal operator L0 is de1ned as the closure
of L′0.
When all solutions of L[y] = 0 are in L2w(b; c), then (1.3) is said to be in the limit-circle (LC)
case at c; otherwise M is said to be in the limit-point (LP) case at c. The terminology arises from
the geometric method of assigning boundary conditions at the singular point c. In the LP case all
selfadjoint operators generated by L are obtained by restricting L1 to a domain of the form for
some ,
D = {y∈D(L1) : y(b) sin + (ry′)(b) cos = 0}:
In the LC case, the domain of D(L1) must be further restricted by imposing a selfadjoint boundary
condition at c (coupled boundary conditions are also possible). Since L[u] = 0 has two linearly
independent solutions u1(x)=1; u2(x)=
∫ x
b ds=r(s), a criterion for the limit circle case is immediate.
Theorem 2.1. The LC case holds for L at c if and only if∫ c
b
w(s)
(∫ s
b
d
r()
)2
ds¡∞:
The Lagrange bilinear form [·; ·] associated with L is
[u; v] =−(ru′)v+ u(rv′)
and since [u; v]′ = wL[u]v− wuL[v], it is the case that
lim
x→c [u; v] (2.1)
exists and is 1nite for all u; v∈D(L1); further, this limit is zero if and only if L is in the LP case at c
[16,22]. A complete discussion of the maximal, minimal operators, de1ciency index and construction
of boundary conditions for singular di+erential expressions may be found in the books of Niamark
[16] and Weidmann [22].
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Note that in the LP case, we have from (2.1) by taking v(x) = 1 that for all u∈D(L1),
lim
x→c r(x)u
′(x) = 0: (2.2)
In the LC case (2.2) may be taken as a boundary condition to de1ne a selfadjoint operator. Param-
eterization of LC boundary conditions may be found in [6,10].
In connection with (1.1), a class of functions is considered which are of the form
a(x) = c(1− x)p[1 + O(1− x)]; x → 1; −1¡p¡∞: (2.3)
With r(x) = a(x)2; w(x) =
∫ 1
x a(s) ds in Theorem 2.1, some calculation yields that for (2.3)
p¿ 43 ⇒ limit-point case holds at 1;
1
26p¡
4
3 ⇒ limit-circle case holds at 1;
−1¡p¡ 12 ⇒ 1 is a regular point;
where 1 regular means
∫ 1
0 ds=r(s);
∫ 1
0 w(s) ds are 1nite. At a regular point boundary conditions can
be assigned in the usual way. Thus, the boundary condition a(x)2u′(x) → 0 as x → 1 is automatic
in the case p¿ 43 (in [12] it is noted that this condition is a consequence of the formulation of the
problem from Bernoulli–Euler theory).
An eigenvalue  for a selfadjoint operator T satis1es T =  for an eigenvector  and hence
 = 〈T; 〉=〈; 〉 where 〈·; ·〉 denotes the inner product. In case T is a di+erential expression,
〈T; 〉 is usually expressed as a quadratic form by integration by parts; for a selfadjoint operator
T generated by L we have
〈T; 〉=
∫ c
b
w
[
− 1
w
(r′)′
]
M ds
= r′|cb +
∫ c
b
r(s)|′(s)|2 ds:
Hence for the equation
=
∫ c
b r(s)|′(s)|2 ds∫ c
b w(s)|(s)|2 ds
to hold, one must have r′|cb=0. For example with (b)=0, one must have lim r(x)′(x)(x)=0
as x → c. In the LP case, this condition is not automatic; it is called the strong limit-point (SLP)
condition, and a di+erential expression can be LP without being SLP. Criteria for SLP have been
given by a number of authors, e.g., [2–4,9,19].
Returning to a(x) of the form (2.3), one calculates in the LP case, for u∈D(L1), say L[u] = f,
that since w(x) = O((1− x)p+1),
|a2(x)u′(x)|=
∣∣∣∣
∫ 1
x
−w(s)f(s) ds
∣∣∣∣6
[∫ 1
x
w(s) ds
∫ 1
x
w(s)|f(s)|2 ds
]1=2
= o(1)(1− x)(p+2)=2 as x → 1 (2.4)
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and from (2.4) that |u′(x)| = o(1)(1 − x)(2−3p)=2; hence by L’Hoˆpital’s rule for p¿ 43 ; |u(x)| =
o(1)(1− x)(4−3p)=2 and
|a2(x)u′(x)u(x)|= o(1)(1− x)3−p = o(1) (2.5)
as x → 1 for 43 ¡p6 3. Similar calculations hold for p= 43 . Hence for a(x) of the form (2.3), the
SLP condition holds at 1 for 436p6 3.
3. The essential spectrum
If T is a closed linear operator with dense domain in a Hilbert space, then the essential spec-
trum of T is the set of all ∈C such that the range of T − I is not closed. There are various
de1nitions of essential spectrum in the literature. The de1nition here is appropriate for ordinary
di+erential operators since the null space is 1nite dimensional and when the range is closed, it has
1nite co-dimension. Finite-dimensional extensions leave the essential spectrum invariant; hence all
selfadjoint extensions of a minimal ordinary di+erential equations operator have the same essential
spectrum as the minimal and maximal operator. There is a close connection between oscillation and
essential spectrum which we now state for the Sturm–Liouville operator
M [y] =
1
w
(−(py′)′ + qy); b6 x¡c6∞
with real coe:cients w(x); p(x)¿ 0, w; 1=p; q∈Lloc[b; c). The Sturm comparison theorem yields for
the equation M [y] = y that there is a number (; −∞6 (6∞, such that for ¿(, all solutions
of M [y] = y are oscillatory, i.e., have in1nitely many zeros on [b; c), and for ¡(, no nontrivial
solution of M [y] = y has in1nitely many zeros on [b; c). The number ( is called the oscillation
constant for M and it satis1es [22, p. 220],
( = e := inf{ : ∈ essential spectrum of M1};
where M1 denotes the maximal operator of M . We recall now results of Hille [8] and Nehari [15].
For the equation
y′′ + p(x)y = 0; a6 x¡∞ (3.1)
with p(x)¿ 0 and p∈Lloc[a;∞), de1ne
g(x) := x
∫ ∞
x
p(s) ds (3.2)
if
∫∞
a p(s) ds¡∞. Note if
∫∞
a p(s) ds = ∞, then as is well known, all solutions of (3.1) are
oscillatory [21, p. 70]. Hille proved
g∗¿ 14 or g
∗¿ 1⇒ (3:1) is oscillatory;
g∗6 14 ⇒ (3:1) is nonoscillatory;
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where
g∗ := lim inf
x→∞ g(x); g
∗ := lim sup
x→∞
g(x): (3.3)
Let now ( be the oscillation constant for M [y] := − (1=p)y′′. Then Hille’s theorem gives with g(x)
as in (3.2)
1
4g∗
6 (6
1
4g∗
: (3.4)
Nehari [15] further proved using Hille’s results
( = 0⇔ g∗ =∞; ( =∞⇔ g∗ = 0: (3.5)
Consider now the equation
− (Ry′)′ = y; a6 x¡∞; (3.6)
where R(x)¿ 0 and 1=R∈Lloc[a;∞). If y is a solution of (3.6) and z := (Ry′), then −z′′ = z=R;
conversely, if z is a solution of −z′′ = z=R, and y := − z′=, then −(Ry′)′ = y. Hence (3.6) is
oscillatory (by Rolle’s theorem) if and only if −z′′ = z=R is. Applying (3.4) to −z′′ = z=R yields
for (3.6)
1
4g∗
6 (6
1
4g∗
;
where in place of (3.2), we now have
g(x) = x
∫ ∞
x
ds
R(s)
:
Again
∫∞
a ds=R(s) =∞ implies ( = 0.
Theorem 3.1. Let L be given by (1.3)–(1.4) and let ( be the oscillation constant of L.
(i) If
∫ c
b ds=r(s) =
∫ c
b w(s) ds=∞; then ( = 0.
(ii) If
∫ c
b ds=r(s) =∞;
∫ c
b w(s) ds¡∞; then (3.4) holds where g∗; g∗ are given by (3.3) and
g(x) :=
∫ x
b
ds
r(s)
∫ c
x
w(s) ds:
(iii) If
∫ c
b ds=r(s)¡∞;
∫ c
b w(s) ds=∞; then (3.4) holds where g∗; g∗ are given by (3.3) and
g(x) :=
∫ c
x
ds
r(s)
∫ x
b
w(s) ds:
(iv) If
∫ b
c ds=r(s)¡∞;
∫ b
c w(s) ds¡∞; then ( =∞.
Proof. Cases (i) and (ii):
∫ c
b ds=r(s) =∞. We make the change of variable t := h(x) =
∫ x
b ds=r(s)
and de1ne Y (t) = y(x) where y is a solution of −(ry′)′ = wy. Then we calculate that
− OY (t) = p(t)Y (t); 06 t ¡∞; ·=d=dt; p(t) = r(x)w(x): (3.7)
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Note that (3.7) is oscillatory if and only if −(ry′)′ = wy is. Further calculations give∫ ∞
0
p(t) dt =
∫ c
b
w(x) dx; t
∫ ∞
t
p() d=
∫ x
b
ds
r(s)
∫ b
x
w(s) ds: (3.8)
If
∫ c
b w(x) dx=∞; then by the remark after (3.2); (=0; so (i) is proven. If
∫ c
b w(x) dx¡∞; then
the second relation in (3.8) proves (ii) by the Hille criterion (3.4).
Case (iii):
∫ c
b ds=r(s)¡∞;
∫ c
b w(s) ds=∞. We make the change of variable t := h(x)=
∫ x
b w(s) ds
and de1ne Y (t) = y(x) where y is a solution of −(ry′)′ = wy. Calculations now show
(R(t)Y˙ (t)) ·=− Y (t); 06 t ¡∞; ·=d=dt; R(t) = r(x)w(x) (3.9)
and (3.9) is oscillatory if and only if −(ry′)′ = wy is. Since
t
∫ ∞
t
d
R()
=
∫ x
b
w(s) ds
∫ c
x
ds
r(s)
;
the above discussion of (3.6) completes the proof of (iii).
Case (iv):
∫ c
b ds=r(s)¡∞,
∫ c
b w(s) ds¡∞. Here we make the change of variable t = h(x) =
(
∫ c
x ds=r(s))
−1; Y (t) = ty(x), where y is a solution of −(ry′)′ = wy. We 1nd that
− OY (t) = p(t)Y (t);
(∫ c
b
1
r
)−1
6 t ¡∞; ·=d=dt; p(t) = r(x)w(x)
t4
:
Now
g∗ := lim sup
t→∞
t
∫ ∞
t
p() d
= lim sup
x→c
[∫ c
x
ds
r(s)
]−1 [∫ c
x
w(s)
(∫ c
s
d-
r(-)
)2
ds
]
6 lim sup
x→c
[∫ c
x
ds
r(s)
]−1 [∫ c
x
w(s)
(∫ c
x
d-
r(-)
)2
ds
]
= lim sup
x→c
∫ c
x
ds
r(s)
∫ c
x
w(s) ds= 0;
hence by (3.5), ( =∞.
The oscillation constant ( is related to a Hardy constant H which we now describe. De1ne
D0 := {y∈ACloc[b; c) : [cy; dy] = support y ⊂ [b; c); y(cy) = y(dy) = 0; r1=2y′ ∈L2(b; c)};
H := inf
y∈D0\{0}
∫ c
b r(x)|y′(x)|2 dx∫ c
b w(x)|y(x)|2 dx
:
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There is a close connection between oscillation theory and the quadratic functional
∫ b
a [r|y′|2 −
w|y|2] dx which gives, e.g., see [20, p. 233]:
(i) ¡H ⇒ no nontrivial solution of (ry′)′ + wy = 0 has two zeros on [b; c).
(ii) ¿H ⇒ some nontrivial solution of (ry′)′ + wy = 0 has at least two zeros on [b; c).
Note that (i) implies H6 e, however it is possible for H ¡e. For example, if [b; c)=[0; .); r=
w=1, then H =1 (1rst eigenvalue of −y′′=y; y(0)=y(.)=0), while (=e =∞. The constant H
might be called the disconjugacy constant for L. It is also the greatest lower bound for the minimal
operator L0.
Another criterion to compute ( = e for (1.3) is the Friedrichs’ criterion [5]. One de1nes
z(x) =
1
w(x)
[
q(x) +
1
4r(x)h2(x)
]
;
where h(x)=
∫ x
b ds=r(s) if
∫ c
b ds=r(s)=∞ and h(x)=
∫ c
x ds=r(s) if
∫ c
b ds=r(s)¡∞: Then Friedrichs’
criterion is
lim inf
x→c z(x)6 ( = e6 lim supx→b
z(x): (3.10)
The criteria of Theorem 3.1 have the advantage over (3.10) for L in (1.3) in as much as the integrals
can average oscillatory behavior. In fact, with q(x) = 0, the following theorem shows Theorem 3.1
always gives a tighter bound for e.
Theorem 3.2. Let L be given by (1.3)–(1.4) and let ( be the oscillation constant of L. Then
lim inf
x→c z(x)6
1
4g∗
6
1
4g∗
6 lim sup
x→c
z(x); (3.11)
where g∗; g∗ have the same meaning as in Theorem 3.1.
Proof. First consider the left inequality in (3.11) and let /= lim inf z(x) as x → c. If /=0; there is
nothing to prove; hence; suppose /¿ 0. Take the case
∫ c
b ds=r(s) =∞; and let 0¿ 0; 0¡/. Hence
on some [b0; c)
z(x) =
1
4w(x)r(x)(
∫ x
b ds=r(s))
2
¿ /− 0
and therefore for b06 x¡d¡c∫ d
x
d-
r(-)(
∫ -
b ds=r(s))
2
¿ 4(/− 0)
∫ d
x
w(-) d-: (3.12)
From (3.12) we conclude; letting d→ c; that(∫ x
b
ds
r(s)
)−1
¿ 4(/− 0)
∫ c
x
w(-) d-
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and that
g∗ = lim sup
x→c
∫ x
b
ds
r(s)
∫ c
x
w(s) ds6
1
4(/− 0)
and hence /6 1=4g∗: The case
∫ c
b ds=r(s)¡∞ is similar as are the two cases for the right inequality
in (3.12).
We now give two examples to illustrate calculation of ( = e.
Example 3.1. Let a(x) = c(1 − x)3 in (1.1). Applying either Theorem 3.1 or Friedrichs’ criterion
quickly yields that e = 25c. For ¡ 25c we can solve the Euler equation −(a2u′)′ = wu; w(x) =∫ 1
x a(s) ds; to compute that all L
2
w(0; 1) solutions are multiples of
u0(x) = (1− x)/; /= (−5 +
√
25− =c)=2:
The function u0 does not satisfy u0(0) = 0 so  is not an eigenvalue for this boundary condition.
However; u0 satis1es the boundary condition /u0(0)+ u′0(0)=0 so  is an eigenvalue for a di+erent
selfadjoint problem. For ¿ 25c no solution of the Euler equation is in L2w(0; 1) so that the essential
spectrum is [25c;∞).
Example 3.2. In (1.1) we take a∈L(0; 1) to satisfy
k2(1− x)p26 a(x)6 k1(1− x)p1 ; p2¿p1¿ 0; k1; k2¿ 0: (3.13)
If
∫ 1
0 ds=a(s)
2¡∞; then by Theorem 3.1; part (iv); e =∞ so we assume
∫ 1
0 ds=a(s)
2 =∞ which
implies 2p2¿ 1. We are in case (ii) of Theorem 3.1 so that
g∗∗ = limx→1
{
sup
inf
}∫ x
0
ds
a(s)2
∫ 1
x
∫ 1
s
a() d ds: (3.14)
The bounds in (3.13) give∫ 1
x
∫ 1
s
a() d ds6
k1(1− x)p1+2
(p1 + 1)(p1 + 2)
;
∫ x
0
ds
a(s)2
6
∫ x
0
ds
k22 (1− s)2p2
from which we conclude that g∗ = 0 if p1 + 3¿ 2p2, and
g∗6
k1
k22 (p1 + 1)(p1 + 2)(2p2 − 1)
if p1 + 3 = 2p2:
Similar calculations give g∗ =∞ if p2 + 3¡ 2p1 and
g∗¿
k2
k21 (p2 + 1)(p2 + 2)(2p1 − 1)
if p2 + 3 = 2p1:
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Since g∗ = 0⇔ e =∞ by (3.5) and g∗ =∞⇒ e = 0 by (3.4) we have e =∞ on
{(p1; p2)|06p1¡ 3; p16p2¡ (p1 + 3)=2} (3.15)
and e = 0 on
{(p1; p2)|3¡p1; p16p2¡ 2p1 − 3}: (3.16)
For p1 = p2 = 3, the above calculations give
25k22
k1
6
1
4g∗
6 e6
1
4g∗
6
25k21
k2
: (3.17)
Using the Friedrichs’ criterion, similar calculations yield
lim inf
x→1 z(x) =∞; 3p1 + 3¿ 4p2;
lim inf
x→1 z(x)¿
k42 (p1 + 1)(2p2 − 1)2
4k31
; 3p1 + 3 = 4p2;
lim sup
x→1
z(x) = 0; 3p1 + 3¡ 4p2;
lim sup
x→1
z(x) =
k41 (p2 + 1)(2p1 − 1)2
4k32
; 3p1 + 3 = 4p2:
Hence e =∞ on{
(p1; p2)|06p1¡ 3; p16p2¡ 34 (p1 + 1)
}
(3.18)
and e = 0 on{
(p1; p2)|3¡p1; p16p2¡ 13 (4p1 − 3)
}
: (3.19)
For p1 = p2 = 3, the Friedrichs’ criterion gives
25k42
k31
6 e6
25k41
k32
: (3.20)
Since k26 k1 for p1 = p2 = 3, we see that when k2¡k1, the interval given by (3.20) is larger
than that given by (3.17). Similar comparisons can be made between (3.15) and (3.18) and between
(3.16) and (3.19).
The example above shows that Theorem 3.1 generally gives a better bound on e than Friedrichs’
criterion for (1.3). In our next example we show the bounds of (3.15) are actually sharp at least
for p1 =0, i.e., we show that for p¿ 32 there is a function a(x) which satis1es (1− x)p6 a(x)6 1
for which e = 0.
Example 3.3. Let p¿ 32 . For n= 0; 1; : : : ; de1ne a(x) on In := [n=(n+ 1); (n+ 1)=(n+ 2)) by
a(x) =


1;
n
n+ 1
6 x¡Mn;
(1− x)p; Mn6 x¡ n+ 1n+ 2 ;
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where Mn is the midpoint of In. Then a(x)¿ 0 and a∈L(0; 1). For x∈ In; bn := n=(n+ 1);∫ 1
x
a() d¿
∫ 1
bn+1
a() d¿
1
2
(1− bn+1):
Now for x∈ In,
1¿
1− bn+1
1− x ¿
1− bn+1
1− bn =
n+ 1
n+ 2
¿
1
2
;
hence for x∈ In,∫ 1
x
a() d¿
1
4
(1− x)
and since n is arbitrary, we have on [0; 1]∫ 1
x
∫ 1
s
a()d ds¿
1
8
(1− x)2: (3.21)
Since 1=(1− s)2p is increasing on [0; 1), we have for each m∫
Im
ds
a(s)2
¿
∫ bm+1
Mm
ds
a(s)2
¿
1
2
∫
Im
ds
(1− s)2p : (3.22)
Thus for x∈ In, using (3.22),∫ x
0
ds
a(s)2
¿
∫ bn
0
ds
a(s)2
¿
1
2
∫ bn
0
ds
(1− s)2p
=
1
2(2p− 1)
[
1
(1− bn)2p−1 − 1
]
: (3.23)
Combining (3.21) and (3.23) gives for x∈ In,∫ x
0
ds
a(s)2
∫ 1
x
∫ 1
s
a()d ds¿
(1− bn+1)2
16(2p− 1)
[
1
(1− bn)2p−1 − 1
]
: (3.24)
Since (1− bn+1)=(1− bn)→ 1 as n→∞ and p¿ 32 , we conclude from (3.24) that, using (3.14),
g∗ =∞ ⇒ e = 0
by Theorem 3.1.
Finally, we give a class of examples where there is an eigenvalue below the essential spectrum.
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Example 3.4. An extension of Example 3.1 is
a(x) = c(1− x)3[1 + d(1− x)]: (3.25)
If c is an eigenvalue of (1.1) for a(x) as in (3.25); then c=c is an eigenvalue for (1.1) with c=1
in (3.25); this simpli1es computations. From Example 3.2 we have e =25c. For a(x)¿ 0 on [0; 1);
we need d¿ − 1; and for a′(x)6 0 on [0; 1) we need d¿ − 34 . For d¿ − 1; the function a(x)
gives (1.1) in the SLP condition at 1 by the calculations on (2.3); and a selfadjoint operator T is
generated by imposing the boundary condition u(0) = 0. For test functions we use
1(x) =
x
(1− x)2 ; 2(x) =
x
(1− x)2:48 :
The test function 1 was used in [1]; the test function 2 is close to the limiting case x=(1− x)2:5
of u0 in Example 3.1 which is not in L2w(0; 1). Numerical calculations show 〈T1; 1〉 is less than
25c〈1; 1〉 for −2:4666d6−0:1901 while 〈T2; 2〉 is less than 25c〈2; 2〉 for −3:8486d6−
0:1094. The point 1 is a regular singular point and theL2w(0; 1) solutions behave at 1 like the solution
u0 of Example 3.1 (same Frobenius exponent). Note the test function 2 gives a larger interval for
d for which there is an eigenvalue below the essential spectrum.
For
∫ 1
0 a(x) dx=1 in (3.25), c should satisfy c=20=(5+4d). For d=− 14 , it is shown in [1] that
there is an eigenvalue below ≈ 120:5263. We compute the eigenvalue to be approximately 120.2
For d = − 34 , we have c = 10 and the above test functions show there is an eigenvalue below
25c = 250. We compute this eigenvalue to be approximately 115.9.
For a(x)= 1 on [0; 1]; e =∞, and the smallest eigenvalue is ≈ 7:837. Kellen and Niordson [12]
give the height of a column as proportional to the 14 power of a smallest eigenvalue and further
give the maximum height attainable to the height of a uniform column at zero load as 2.034. Since
(120:2=7:837)0:25 ≈ 1:98 and (115:9=7:837)0:25 ≈ 1:96, the two examples above are near optimal.
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