In this paper we describe a distortion-less network steganographic scheme for wireless multicast communications using MORE (MAC-independent Opportunistic Routing & Encoding) Protocol. An efficient implementation protocol that can run directly on top of 802.11 for wireless Random Linear Network Coding (RLNC) settings. To do so, we take advantage on a first hand, of the transfer matrix of the protocol (i.e. the random process managing the coefficients of the linear combinations), and on a second hand, of the ability of a sender node to change its transmission range at ease, and broadcast packets to all neighbouring nodes. Specifically, we use MORE's transfer matrix as our covert channel, where we hide secret messages in each transmission phase.
INTRODUCTION
Steganography is the art and science of hiding a secret message within an ordinary message (the covermedium) in such a way that no one realizes there is a hidden message, apart from the sender and the intended receiver. There exist a large number of steganographic techniques for hiding messages in different types of media. We constrain our considerations to techniques based on various functions of communication protocols of contemporary communication networks. This specific class of techniques is referred to as Network Steganography (NS).
NS schemes are mainly based on protocol functions associated with the Open System InterconnectReference Model (OSI-RM) layers, where the covert channels are established using the control data, timing properties of transmission or of the user data. Many NS schemes have been studied in the literature. In fact, a survey classification based on patterns realized by , has been a good idea to tackle the subject.
In (Szczypiorski, 2003; Szczypiorski and Mazurczyk, 2016) for example, the authors proposed schemes exploiting the physical and data link layers. (Szczypiorski and Mazurczyk, 2016 ) introduced a physical layer method called WiPad (Wireless Padding) intended for IEEE 802.11 OFDM (orthogonal frequency division multiplexing) networks, where the secret data is inserted into the padding of transmitted symbols. Another method proposed by (Grabski and Szczypiorski, 2013) embeds data within the cyclic prefix, and its embedding capacity varies according to the used modulation (see Table 4 ) : In Binary Phase Shifting Keying (BPSK), in Quadrature Phase Shifting Keying (QPSK), in 16-Quadrature Amplitude Modulation (QAM) and in 64-QAM. (Szczypiorski, 2003) proposed a data link layer method called Hidden Communication System for Corrupted Networks (HICCUPS), based on using transmission frames with intentionally wrong checksums. In WLANs, all terminals can detect data contained in frames transmitted in the medium, and generally, frames with wrong checksums are discarded. Thus, only terminals that are aware of the steganographic scheme read such frames and extract hidden data from payload field.
NS methods can also use the adjustment of the form of the messages to the type of network or means of transport. (Kundur and Ahsan, 2003) proposed two such approaches for the OSI-RM layer. In one solution, the bits of the secret message are hidden in the reserved parts of packet's headers, taking into consideration that many protocol standards do not impose specific values for the unused or the reserved parts (i.e. not verified at the receiver). In particular, Kun-dur and Ahsan proposed the use of the IP headers DF (Dont Fragment) flag, which is successful if the sender transmits packets of size smaller than the path's MTU (Maximum Transfer Unit).
For the transport layer for example, (Mazurczyk et al., 2011) introduced the Retransmission Steganography (RSTEG) technique for the class of protocols with retransmission schemes. The key idea of RSTEG is to not acknowledge successfully received TCP segments to intentionally invoke retransmission, then the retransmitted segment carries secret bits in the payload field. (Mazurczyk and Szczypiorski, 2008) proposed to hide information in the unused fields of the Session Initiation Protocol (SIP).
In other schemes, for the presentation layer, as an example, (Bender et al., 1996) proposed techniques for embedding secret bits into user data, by modifying the least significant bits (LSB) of the digital signals of voice samples (audio) or pixels (images).
Network steganography can use more than one protocol, in particular protocols from more than one OSI-RM layer. In fact, (Jankowski et al., 2013) were the first to develop such a scheme, known as Padding Steganography (PadSteg). The term inter-protocol steganography has been proposed for this class of methods. In Table 1 we summarize the techniques presented above (For further reading, see ).
Proposing new steganographic protocols with high embedding capacities for new communication technologies, emerging with the evolution of communicating mediums and terminals such as smart-phones (Mazurczyk and Caviglione, 2015) , has always attracted the researchers in the field. In our work, we introduce a new distortion-less network steganographic scheme with a high embedding capacity, using a new emerging network communication technique called Random linear Network Coding (RLNC), in wireless networks. We exploit the MAC-independent Opportunistic Routing & Encoding (MORE) protocol, which is an efficient RLNC implementation that can run directly on top of 802.11 for wireless settings. Specifically, we use MORE's transfer matrix as our covert channel, where we hide secret messages in each transmission phase, inducing a high embedding capacity.
This paper is organized as follows : In Section 2, we recall some facts about Network Steganography, Network Coding, Random Linear Network Codes and the MORE protocol. In Section 3, we describe our network steganographic scheme, followed by a practical example, then we conclude the paper in Section 4, and give some perspectives for future work.
PRELIMINARIES
In this section, we first discuss Network Steganography and related properties, then we give a general description of the MORE protocol.
Network Steganography
Network Steganography (NS) are steganographic schemes that are based on functions of communication protocols of contemporary communication networks. The following features constitute the base of NS :
• Some functions of the protocols are modified.
• The modifications may be :
-Functions of the protocols introduced to correct the imperfectness of communication channels (errors, delays, etc.) -Functions of the protocols introduced to define the communication type (e.g. query/response, file transfer, etc.) and/or to adapt the form of messages to the transmission medium (e.g. fragmentation, segmentation, etc.).
• These modifications are used to make the effects of modifications difficult to discover (e.g., to seem resulting from the imperfectness of the communication network and/or protocols).
NS techniques can be classified into storage and timing methods, based on how the secret data are encoded into the carrier. Storage methods hide data by modifying packet's fields, while timing methods hide information in the timing of protocol packets. Hybrid methods uses and combines both of the timing and storage methods.
Usually, the reliability of a steganographic scheme is assessed with three main ratios (Bierbrauer and Fridrich, 2008) . First one is the embedding rate, also called embedding capacity, which is the percentage of the secret message bits to the total cover bits. Second one is the embedding average distortion, also called embedding change rate. It is the ratio of the changed bits in the cover to the total cover bits. It is well known that when the embedding rate is low, it is more difficult to reliably detect the message. The third parameter is the embedding efficiency. It is defined as the average number of message bits embedded per unit distortion (one embedding change).
The MORE Protocol
The MAC-independent Opportunistic Routing & Encoding (More) protocol combines opportunistic routing with Random Linear Network Coding. It allows (Bender et al. (Bender et al., 1996) ) Session SIP header manipulation (Szczypiorski and Mazurczyk (Mazurczyk and Szczypiorski, 2008) ) Transport Intentional TCP segments retransmissions ( Mazurczyk et al. (Mazurczyk et al., 2011) ) Ethernet frame's padding for different upper layers protocols (Jankowski et al.(Jankowski et al., 2013) ) Network Packets sorting and IP header manipulation (Kundur and Ahsan (Kundur and Ahsan, 2003) ) Data Link Intentionally corrupted frames (Szczypiorski (Szczypiorski, 2003) )
Physical
Padding of OFDM symbols for WLANs (Szczypiorski and Mazurczyk (Szczypiorski and Mazurczyk, 2016) ) Embedding within the cyclic prefix using PSK based modulations (Grabski and Szczypiorski, 2013) nodes that overheard a transmission to simultaneously forward coded packets using RLNC, supporting both unicast and multicast cases. MORE is a routing protocol used in stationary wireless settings where nodes are machines with ample CPU and memory capacities (Aguayo et al., 2004) .
Random Linear Network Coding
Network Coding (NC) was originally proposed in a seminal paper by (Ahlswede et al., 2000) , where they proved that allowing intermediate nodes to encode the received packets before forwarding them yields the maximum multicast capacity (Example 1). Some further works by (Koetter and Médard, 2003; Li et al., 2003) developed this idea by using linear codes, i.e. allowing nodes to send linear combinations of their incoming packets.
Example 1. In the butterfly network in Figure 1 , two bits b 1 and b 2 are generated at source node s, and they are to be multicast to two sink nodes Y and Z. When network coding is allowed, it is actually possible to achieve this multicast in just one round for both b 1 and b 2 to nodes Y and Z, with ⊕ denoting the modulo 2 addition. Note that the sinks Y and Z, can respectively recover b 2 and b 1 by performing the additions respectively on b 1 and b 1 ⊕ b 2 , and on b 2 and b 1 ⊕ b 2 . Thus, network coding overcomes the bottleneck in the edge (V,W ), and actually increase the throughput of the communication network. (Ho et al., 2003) on the other hand, introduced Random Linear Network Coding (RLNC) schemes, a randomized approach, achieving the maximum multicast capacity with high probability for NC, where the intermediate nodes pick random coefficients for the linear combinations. NC related works are generally based on two different cases, Inter-flow NC and Intraflow NC. In Inter-flow NC packets that belong to different flows of information are combined. Intra-flow NC techniques on the other hand, are based on the combination of packets belonging to the same flow. Among these techniques, the RLNC scheme remains as the most interesting solution, due to its simple implementation and good performance. Indeed, it hides losses from the upper layers over point-to-point links (Sundararajan et al., 2009; Pahlevani et al., 2013) , reduces signalling overhead over opportunistic networks (Chachulski et al., 2007) , and yields efficient transmissions over wireless mesh network (Gómez et al., 2014; Pandi et al., 2015) .
Description of MORE
Opportunistic routing is a family of wireless algorithms that exploit multi-user diversity. These techniques use receptions at multiple nodes to increase wireless throughput, and has been introduced for the first time by Biswas and Morris , as an implementation called ExOR protocol, explaining its potential throughput increase. Thus, taking into account the diversity of the wireless networks, there is no particular next-hop. All nodes closer to the destination than the current transmitter are potential next-hops and may participate in forwarding the packet.
MAC-independent Opportunistic Routing & Encoding (MORE) was proposed by Chachulski (Chachulski et al., 2007) , for Intra-flow NC, as some of the first application protocol. MORE sits below the IP layer and above the 802.11MAC., provides reliable file transfer, and is particularly suitable for delivering
Figure 1: The butterfly network.
files of medium to large size. Hereafter, we describe MORE at each node of the communication process. Source. The source breaks up the file into batches of γ packets. These γ uncoded packets are called native packets. When the 802.11 MAC is ready to send, the source creates a random linear combination of the γ native packets in the current batch and broadcasts the coded packet p i = ∑ β i j p j , where the β i j are random coefficients picked by the node, and the p j 's are native packets from the same batch. We call β i = (β i1 , β i2 , ..., β iγ ) the code vector of packet p i . Hence the code vector describes how to generate the coded packet from the native packets.
The sender attaches a header to each data packet, in which it reports the packet's code vector (which will be used in decoding), the batch ID, the source and destination IP addresses, and the list of nodes that could participate in forwarding the packet. The sender includes in the forwarder list, nodes that are closer to the destination than itself, ordered according to their proximity to the destination. Distances can be computed using the ETX (Expected Transmission Count) metric (Couto et al., 2003) . The sender keeps transmitting coded packets from the current batch until the batch is acknowledged by the destination, at which time the sender proceeds to the next batch. Forwarders. Forwarders listen to all transmissions. When a node hears a packet, it checks whether it is in the packet's forwarder list. If so, the node checks whether the packet contains new information, in which case it is called an innovative packet ( i.e. linearly independent from the packets previously received from this batch). The arrival of this new packet triggers the node to broadcast a coded packet. To do so, the node creates a random linear combination of the coded packets it has heard from the same batch and broadcasts it : if the heard coded packets is of the form p i = ∑ j β i j p j , then the resulting coded packet expressed in terms of the native packets :
Where r i 's are randomly picked numbers.
Note that MORE exploits the time when the wireless medium is unavailable to pre-compute the linear combinations, so that a coded packet is ready when the medium becomes available. Destination. For each packet a destination receives, it checks whether the packet is innovative, i.e., it is linearly independent from previously received packets. The destination discards non-innovative packets because they do not contain new information. Once the destination receives γ innovative packets, it decodes the whole batch (i.e., it obtains the native packets) using the inversion of the transfer matrix :
As soon as the destination decodes the batch, it sends an acknowledgement to the source to allow it to move to the next batch. ACKs are sent using best path (Chachulski et al., 2007) , MORE is insensitive to the batch size and maintains large throughput gains with batch size as low as 8 packets, achieves 22 % better throughput than ExOR . And in comparison with traditional routing, MORE improves the median throughput by 95%, and the maximum throughput gain exceeds 10 times. And for multicast traffic, MOREs throughput gain increases with the number of destinations. For 2 to 4 destinations, MOREs throughput is 35-200% larger than ExOR. In comparison to traditional routing, the multicast gain can be as high as 3 times. Finally, the given implementation supports up to 44 Mb/s on low-end machines with Celeron 800MHz CPU , and 128KB of cache.
A STEGANOGRAPHIC SCHEME FOR MORE
Our purpose in this section is to describe a network steganographic scheme for wireless multicast communications using MORE. To do so, we take advantage on a first hand, of the transfer matrix M T of the protocol, i.e. the random process managing the coefficients of the linear combinations. And on a second hand, of the ability of a sender node to change its transmission range at ease, and broadcast packets to all neighbouring nodes. Thus, we define the new covert channel as the sender's next-hop, where the receiver becomes in the transmission range.
In the rest of this paper, we denote by < b > 2 n , the binary F 2 n -representation of the integer b on n bits, where 1 ≤ b ≤ 2 n − 1.
Preliminaries
We consider a wireless RLNC network setting, where the nodes A, B and J are communicating via the MORE protocol, over a finite field F q of size q = 2 n , with γ denoting the number of packets in one batch P, i.e. P = (p 1 , p 2 , ..., p γ ).
Recall that for each batch, the source must creates at least γ random linear combination of the γ native packets and broadcasts the coded packet, for the receiver to be able to decode the sources.
Sender Side
Say Alice wants to hide a secret binary sequence M of length |M| bits. First she cuts it into m = |M| n nonzero blocks < M 1 > 2 n , < M 2 > 2 n , ... < M m > 2 n , where we denote by . the ceiling function. Then we gather these blocks as "generations g" for g = 1, 2..., m γ 2 , where γ is the batch size as stated above, each one in a vector S g γ 2 of F 2 n -symbols of size γ 2 to be hidden in an associated batch transmission using embedding phase algorithms described in (3.2). If the last gene-
γ 2 ) contains less than γ 2 blocks (i.e.F 2 n -symbols), we simply chose the remaining F 2 n -symbols at random in F 2 n , excluding the zero symbol. Hereafter, we consider the case of one generation and its associated vector S γ 2 :
We denote S f and S l , the first and last part of S γ 2 respectively :
and
, ..., s γ 2 .
We create with S f , a lower triangular square matrix L ∈ M γ (F 2 n ) with diag(L) = (1, ..., 1), (using Algorithm 1)as in (5). 
We create with S l , an upper triangular square matrix U ∈ M γ (F 2 n ) (using Algorithm 2) as in (6).
Finally, we consider the matrix
We use M T as the transfer matrix for the current batch to send. The uniqueness of the factorisation is obtained thanks to the condition diag(L) = (1, ..., 1) as stated in Theorem 1.
Note that we suppose the elements s i for i = 1, 2, ..., γ 2 , to be non zero, in order to assure the non zero determinant condition of NC. Otherwise, we can code the zero elements as a non used agreed upon character. Theorem 1. ((Horn and Johnson, 1994) Corollary 3.5.5) Let A ∈ M γ (F q ), for some finite field F q of size q, be a square matrix such that its principal minors are not equal to 0. Then there exists a unique couple (L,U) such that A = LU where L is lower triangular matrix with diag(L) = (1, ..., 1), and U is upper triangular matrix.
Receiver Side
In the receiver (i.e. next hop) side, once the γ 2 innovative packets are acknowledged, the receiver starts the decoding process, by first LU-decomposing the transfer matrix M T (using Algorithm 3) then :
• Retrieve the first part S f of the vector S γ 2 (via Algorithm 4).
• Retrieve the last part S l of the vector S γ 2 (via Algorithm 5).
• Concatenate the parts of S γ 2 to obtain the whole hidden vector.
Note that in this model, the receiver is the next hop node in the network, i.e. it could be a receiver (last hop) as much as a forwarder, for MORE's architecture.
Using this method ensures in one hand, the nonzero determinant constraint for the network coding feasibility, which fulfils with the diag(L) = (1, ..., 1) condition, the existence and uniqueness constraints of the LU decomposition of M T . On another hand, it gives us the possibility of embedding γ 2 secret symbols from F 2 n , in a full rank transfer matrix M T , where rank(M T ) = γ.
The Steganographic Protocol
We consider first the algorithms given below :
Algorithm 1: Transforms an array input of γ(γ−1) 2 symbols to its associated lower triangular square matrix, and returns it as an output. Algorithm 2: Transforms an array input of γ(γ+1) 2 symbols to its associated upper triangular square matrix, and returns it as an output. Algorithm 3: Performs the LU decomposition of a square matrix input, and returns the LU factorisation triangular matrices. Algorithm 4: Transforms a lower triangular square matrix input of size γ to its associated array of symbols and returns it as an output. Finally, Algorithm 5 transforms an upper triangular square matrix input of size γ to its associated array of symbols and returns it as an output.
Note. As stated in (3.1), algorithms (1) and (2) are proper to the embedding phase, where we transform the arrays of the secret symbols to their associated LU triangular matrices and use their product as the transfer matrix. While algorithms (3), (4) and (5), are proper to the retrieving phase, where respectively, we LU-decompose the transfer matrix, and then retrieve the first and last arrays of our secret symbols.
Algorithm 1: E l Transforming an array of γ(γ−1) 2 symbols to its associated lower triangular square matrix.
Input:
Non zero integer γ, array of sym-
, where s i ∈ F 2 n for i = 1, 2, ...,
Algorithm 2: E u Transforming an array of γ(γ+1) 2 symbols to its associated upper triangular square matrix.
Hereafter, we describe our network steganographic protocol : The media cover is the triangular matrices, i.e. the LU decomposition of M T , the protocol for the whole process is the pair of maps defined as : Input: Square transfer matrix M T of size γ, identity matrix I γ . Output: Lower and upper triangular decomposition. Input: Lower triangular square matrix L of size γ and elements in F 2 n . Output:
Where the matrices L and U are respectively the lower and upper matrices resulting from the LU decomposition of the transfer matrix M T via Algorithm 3, and the Concat(., .) function is defined as the concatenation of the first and last parts of S, i.e. S γ 2 = Concat(S f , S l ). Input: Upper triangular square matrix U of size γ and elements in F 2 n . Output:
] where s i ∈ F 2 n for i = 1, 2, ...,
then break end if end while return S l ;
Embedding Capacity
To define the embedding capacity of the protocol, say the source wants to send a file f to a receiver, or a set of receivers. The operations are performed over a selected finite field of size q = 2 n , for n ∈ {8, 16, 32}. MORE ensures that the source breaks up f into batches, each composed of γ native packets of size 2 n bits. Hence, the source can hide an amount of γ 2 = γ(γ−1) 2
of F 2 n -blocks in each batch transmission phase i.e.
Where spb and bpb are denoting the pseudo units : symbols per batch and bits per batch, respectively.
It is easy to verify, considering that affectation, comparison and incrementation are elementary operations, that each of the retrieving and embedding algorithms runs in Θ 2γ 2 operations. Where Θ(.) is the asymptotically tight bound on the running time (Landau notations). Since LU decomposition Algorithm 3 belongs to the decoding process (i.e. Gaussian elimination (Gentle, 2012) .), and taking into consideration, the multiplication of the triangular matrices. The overall time complexity for the steganographic scheme is Θ 10γ 2 operations per batch transmission.
Hence, the embedding capacity of the protocol per operation time is :
spo.
i.e, C e|o = log 2 (q) 10 bpo.
Where spo and bpo, denoting the pseudo units : symbols per operation time and bits per operation time, respectively.
For example, for a typical tested configuration (Chachulski et al., 2007) , where the MORE's batch size is set to γ = 32 packets, and the packet size is 1500 Bytes. Taking into consideration the whole packet with headers added by other protocols, the embedding capacity is C e|b = 32spb = 48000 × 8bpb = 384K bpb = 0.384M bpb. and C e|o = 0.1 spo = 1.2K bpo.
Example
We consider a batch of 3 packets P = {p 1 , p 2 , p 3 }, that a source A needs to transmit to one or a set of receivers B and J, over a wireless network using the MORE protocol. We model A's, B's and J's transmission ranges, respectively, as source's (C 1 ), forwarder's (C 2 ), and destination's (C 3 ) ranges (see Figure 2 ).
In a typical MORE setting over a field of size q = 2 8 , node A can hide, a secret binary sequence M of size |M| ≤ 72 bits in one batch, for a node B in the next-hop to recover it as shown in Figure 2. i.e., in A's transmission range.
Recall that in our scheme, node B could be a receiver as well as a forwarder. To do so, node A first cuts M into |M| 8 = 9 blocks: {< M 1 > 2 8 , < M 2 > 2 8 , ..., < M 9 > 2 8 }, each in F 2 8 , and gathers them in a 3 and 6 dimensional arrays, respectively S f and S l .
• Node A constructs the transfer matrix M T ∈ M γ (F 2 8 ) such that
as stated before.
• Node A sends the linear combinations of the batch, i.e. p i = ∑ 3 j=1 β i j p j for i = 1, 2, 3, where β i j are M T 's elements and p i s (resp. p j s ) are the coded packets (resp. original packets) of our settings. Then A attaches the encoding vector in the header as MORE ensures. Set m i =< M i > 2 8 for i = 1, 2, ..., 9. So : 
Then the constructed transfer matrix M T = LU becomes as in (14), where all arithmetic operations are performed over F 2 8 .
The node B as stated previously, must be in A's transmission range for the decoding process:
• The node B as a next-hop forwarder or/and receiver, waits until it receives the whole 3 innovative combinations, then reassembles the transfer matrix M T .
• The node B decomposes M T as LU, using algorithm 3, then retrieves the array of secret blocks
via the algorithms 4 and 5 described above. Where again, matrices L and U are the resulting LU decomposition via Algorithm 3.
A hides in this scheme, 9 blocks of bits in one batch transmission process, i.e. the embedding capacities in this setting is 3 2 spb = 72 bpb.
(15) 0.1 spo = 0.8 bpo.
Steganalysis Perspective
When attacking a steganographic protocol, we have to distinguish between different scenarios (Kaur et al., 2015) .
If the presence of a steganographic protocol and its header structure and functionality are known to the adversary, it is easy to detect the covert communication. However, if the adversary have no knowledge of the protocol, and only knows its existence, he can inject random noise, or reverse engineer the protocol. On another hand, if the protocol is known but not detected, a blind attack can be performed, by sending disruptive commands to terminate the communication. And finally, if the adversary has no information at all, then no specific attack on the steganographic scheme is possible.
Studying possible attacks on our technique is beyond the scope this paper. Nevertheless, at a first see, the only attacks that could break this steganographic scheme, since it profits of the random property of MORE, are statistical attacks, and precisely the two-samples Kolmogorov-Smirnov (KS) test (Justel et al., 1997) .
Suppose X = [X 1 , X 2 , ..., X γ 2 ] to be a series of random variables with values x 1 , x 2 , ..., x γ 2 .
The two-samples KS test verifies the hypothesis that two samples are drawn from the same distribution. A low KS test statistic means that the distributions are similar, whereas a high KS test statistic means the distributions are different.
KS test is applicable to a variety of types of data with different distributions.
Let F(x) be the empirical cumulative distribution 
where sup x is the the least upper bound of the set of distances, and for i = 1, 2. :
Where we denote by E , the indicator function of some event E.
Hence, an attacker who knows the MORE protocol and its headers structures, observes different samples of MORE's batch transmission, then collects their transfer matrices and tests them via KS will probably find a high statistic.
As stated above, the existence of hidden data can be detected, and the system confronted to passive and/or active statistical attacks. However, the high embedding capacity of the scheme allows to send γ 2 secret packets in each batch transmission of γ packets and hence, it is possible to counter the statistical attacks by using a non-uniformly agreed up on batch transmission phases to send the secret data.
Besides, NC techniques are a relatively new paradigm in network communications, the covert channel proposed here is new to the steganalysis research field and to our knowledge till now, there is no proposition of steganographic techniques for NC or RLNC as far as we know.
Efficiency Comparison
Using the proposed steganographic protocol for batches of size γ, allows to hide γ 2 symbols in each transmission phase.
Thus the embedding capacity of this scheme is γ times greater than MORE's bandwidth (i.e. γ packet per transmission phase).
And taking into account the machines characteristics used for the implementation (i.e. 800M Hz Celeron (2.2.2)), the embedding capacity in bits per second for a field size q = 2 8 can reach~640M bps.
Furthermore, in opposite to other steganographic schemes, there is no altered information packets in our protocol since we embed the secret data in the transfer matrix, for which the coefficients are randomly picked in the first place as explained in (2.2.2). Hence in this case, there is no distortion issue.
In Table 4 , we give some NS protocols, mostly WLANs related, and their associated embedding capacity in bps.
