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Abstract
Action anticipation, which aims to recognize the action
with a partial observation, becomes increasingly popular
due to a wide range of applications. In this paper, we inves-
tigate the problem of 3D action anticipation from streaming
videos with the target of understanding best practices for
solving this problem. We first introduce several complemen-
tary evaluation metrics and present a basic model based on
frame-wise action classification. To achieve better perfor-
mance, we then investigate two important factors, i.e., the
length of the training clip and clip sampling method. We
also explore multi-task learning strategies by incorporating
auxiliary information from two aspects: the full action rep-
resentation and the class-agnostic action label. Our com-
prehensive experiments uncover the best practices for 3D
action anticipation, and accordingly we propose a novel
method with a multi-task loss. The proposed method con-
siderably outperforms the recent methods and exhibits the
state-of-the-art performance on standard benchmarks.
1. Introduction
Action recognition is an active research area and has wit-
nessed great interests in the past decades. It aims to recog-
nize an action from a video which contains a complete ac-
tion execution. Many previous works focus on recognizing
actions in trimmed videos each of which contains only one
action instance [32, 42, 3, 39, 29]. Some other recent works
can recognize actions as well as detect their starting and
ending frames from untrimmed videos [46, 49, 24], where
each long video contains multiple different action instances.
However, these approaches mostly work in an offline fash-
ion.
Differently, action anticipation aims to infer an action
when only an early fraction of this video is observed. Ac-
tion anticipation approaches [6, 16], which work in an on-
line fashion, align better with realistic scenarios. With the
increasing popularity of 3D action recognition [7, 35, 37,
40, 38], in this paper, we investigate the problem of 3D
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Figure 1. Illustration of action anticipation from streaming video.
Given a long video containing multiple action instances, we aim
to predict an action after observing only an early fraction of this
instance, with 3D human skeletons. But for better visualization,
we use RGB videos instead of 3D skeletons in this example.
action anticipation from streaming videos. See Figure 1
for illustration. Due to the rapid development of 3D sen-
sors (e.g., Kinect and Asus Xtion Pro), 3D action antici-
pation would gain more practical applications in security
surveillance, human-machine interaction, autonomous ve-
hicles, etc.
3D action anticipation differs from traditional action
recognition in several aspects. First, the input for 3D ac-
tion anticipation contains no RGB videos and the recogni-
tion system relies on 3D human skeletons. Second, predic-
tion needs to be made before the action is fully executed
in an online fashion, as illustrated in Figure 1. Third, the
long input video contains multiple actions as well as a large
number of non-action frames.
These intrinsic characteristics raise multiple challenging
questions. One is how to obtain a good basic model for
3D action anticipation from streaming videos. To this end,
some good practices need be exploited. For example, since
the model tends to be overwhelmed by the negative sam-
ples, how to guide the model to learn to focus on the actions
instead of the background is a problem worth studying.
Another question is that whether some auxiliary infor-
mation could help action anticipation. As humans are able
to imagine future motions after observing some early pat-
terns of actions, it is desirable to obtain a network to model
such ability by leveraging future representation through
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properly training. Moreover, as partial observations contain
limited information, how to exploit other auxiliary informa-
tion (e.g., class-agnostic action label) to maximally benefit
action anticipation is worth investigating.
To address the above issues, we formulate the problem
of 3D action anticipation from streaming videos as frame-
wise 3D action recognition. We first introduce several com-
plementary evaluation metrics. To make the performance
evaluation systematic, both the anticipation accuracy and
the averaged frame-wise accuracy are employed. Then, we
present a basic model built on recurrent neural networks
(RNN) inspired by 3D action recognition. To learn temporal
dynamics of actions and achieve good generalization capa-
bility, we study the proper length of training clips. To avoid
dominance of background samples and facilitate training,
we propose a novel action-centric sampling scheme and also
investigate the size of context window. Moreover, we ex-
plore multi-task learning strategies by incorporating some
auxiliary information. To reduce the divergence between
the partial action representation and the full action represen-
tation, we train a teacher network to obtain the full action
representation and introduce a regression loss to minimize
this divergence. We also introduce the concept of temporal
actionness to utilize the class-agnostic action information
and define a binary loss to discriminate between the actions
and the background. Finally, we combine experimental dis-
coveries and propose a novel loss of three terms, i.e., the
frame-wise action classification loss, the full representation
regression loss and the temporal actionness loss, to achieve
all the benefits.
Our findings, derived from a large set of experiments,
can be summarized as follows: (1) For 3D action antici-
pation, the length of the training clip should be relatively
short. A very short clip length improves the anticipation ac-
curacies only at the early stage, and a very long clip length
even decreases the anticipation accuracies. (2) The pro-
posed action-centric sampling scheme significantly outper-
forms the sliding window technique in terms of both an-
ticipation accuracies and frame-wise accuracies. (3) Joint
learning of action anticipation and full action representa-
tion improves the performance when a small proportion of
an action is observed. (4) Joint learning of action antici-
pation and temporal actionness could better distinguish the
actions from the background in the frames near the tempo-
ral boundaries of an action. (5) The effects of full action
representation and temporal actionness are complementary,
and state-of-the-art performance could be achieved by com-
bining the two auxiliary information.
The remainder of the paper is organized as follows. Sec-
tion 2 reviews related work. Section 3 formulates the prob-
lem and evaluation metrics. Section 4 presents the basic
model and some experimental evaluations. Models using
auxiliary information and related experiments are described
in Section 5. The conclusions are drawn in Section 6.
2. Related Work
In this section, we briefly review some action recognition
approaches closely related to ours from two aspects, i.e., 3D
action recognition and action anticipation.
3D Action Recognition. 3D human action recognition
becomes popular owing to the rapid development of in-
expensive depth sensors such as Kinect. We refer the
reader to the recent survey papers [25, 47]. Traditional ap-
proaches mainly focus on handcrafted features, which are
divided into three categories: joint based descriptors, mined
joint based descriptors and dynamics based descriptors [25].
These approaches are not generic and handcrafted descrip-
tors are not optimal for large-scale recognition.
With the surge of deep learning, recurrent neural net-
works (RNN) are utilized to directly learn representations
from raw skeletons [34, 35, 19, 37, 40, 38, 45, 14, 15, 31].
For example, Du et al. [8, 7] designed an end-to-end hi-
erarchical RNN architecture to hierarchically fuse the rep-
resentations learned from body parts. Wang et al. [37] pre-
sented a two-stream RNN to leverage both temporal dynam-
ics and spatial configurations of joints. Liu et al. [21, 20]
presented a global context-aware attention LSTM unit to
selectively focus on informative joints. Zhang et al. [48]
designed a view adaptive RNN which could automatically
adapt to the most suitable observation viewpoints. There
are also some convolutional neural networks (CNN) based
approaches [22, 10, 43]. These researches are only empha-
sized on action classification in manually trimmed videos.
Recently, several works focus on 3D action detection
from untrimmed long videos. Li et al. [16] jointly per-
formed frame-wise action classification and regression of
the starting and ending points with an RNN structure. To
facilitate large-scale 3D action detection, Liu et al. [17] col-
lected a new benchmark named PKU-MMD and evaluated
several action detection methods. Unlike these approaches,
we focus on action anticipation which predicts actions from
the streaming video with only early partial observations.
The recent work [18] also performed online 3D action pre-
diction, but it applied a sophisticated method and failed to
study important characteristics and factors of this problem.
Action Anticipation. RGB video based action anticipa-
tion aims to predict human actions from temporally in-
complete video data, and many previous works focus on
trimmed short videos [27, 2, 13, 12]. For example, Ryoo et
al. [27] developed a dynamic bag-of-words to model how
feature distributions change over time. Lan et al. [13] de-
veloped a max-margin learning framework to describe hu-
man movements with a coarse-to-fine hierarchical represen-
tation. Kong et al. [12] proposed a multiple temporal scale
support vector machine to consider both local and global
temporal dynamics of actions.
Deep learning methods have also been applied for action
anticipation. Ma et al. [23] introduced a new ranking loss
for the predictions of LSTM to enforce that either detection
score of the correct activity category or the detection score
margin between the correct and incorrect categories should
be monotonically non-decreasing. Aliakbarian et al. [1] in-
troduced a novel loss function to encourage the network to
predict the correct class as early as possible. Kong et al. [11]
integrated LSTM with a memory module to record the dis-
criminative information at early stage.
There are some works that aim to anticipate actions from
untrimmed streaming videos. De Geest et al. [6] introduced
a realistic dataset composed of TV series to encourage the
research of online action detection. Gao et al. [9] learned
to anticipate a sequence of future representations based on
multiple history representations. These approaches mainly
depend on appearance information from RGB videos. The
problem of 3D action anticipation by using motion informa-
tion from human skeletons has been less investigated.
3. 3D Action Anticipation
In this section, we first introduce the problem 3D action
anticipation from streaming videos, then describe two com-
plementary evaluation metrics and the primary dataset.
3.1. Problem Statement
For 3D action anticipation, the input is an untrimmed
sequence of 3D human skeletons. There is a wide variety of
irrelevant negative data in the long sequence. The actions in
the sequence need to be detected as early as possible only
with partial observations.
Let X = [x1, · · · , xk, · · · , xT ] be the untrimmed video,
where xk is the input of the k-th frame and T is the num-
ber of frames, and X has multiple action instances. We
assume that two intervals of action instances in the long se-
quence have no overlap, i.e., one frame can only be anno-
tated with an action at most. An action instance is denoted
by (si, ei, ai), where si, ei index the starting and ending
frames and ai is the action class. Many previous action de-
tection approaches such as [38, 49] predict action classes as
well as starting and ending frames after the whole sequence
is observed. These approaches are named offline action de-
tection. In contrast, online action detection is to detect the
action in the video stream as soon as it happens. The detec-
tion only depends on past and current frames but not future
frames. 3D action anticipation belongs to online action de-
tection. For simplicity, let [a, b] be the intervals from the a-
th frame to the b-th frame. The aim of this task is to predict
the action class ai with a partial observation of the interval
[si, ei] after the action starts and before the action ends.
As the sequence contains frames without any meaningful
actions, we augment the action classes with a background
class to annotate these frames. Online frame-wise predic-
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Figure 2. Number of action instance of the PKU-MMD [17]
dataset. (a) Number of action instance with respect to its length.
(b) Number of action instance with respect to the action class.
tions of action classes are made for the observed frames
from the streaming video. Let X(1 : t) = [x1, x2, · · · , xt]
and P (1 : t) = [p1, p2, · · · , pt] be the observed video and
predicted action class probabilities from the first frame to
the current t-th frame, respectively. The dimension of pt
equals to the number of the augmented classes. We aim to
develop a model which outputs P (1 : t) based on the input
of X(1 : t), i.e., P (1 : t) = f(X(1 : t)), where f denotes
the sequence model.
3.2. Evaluation Metric
To evaluate the results of 3D action anticipation from
streaming videos, we consider metrics from two aspects:
anticipation accuracy of action instance and averaged
frame-wise accuracy over classes. Previous works of action
anticipation only use the first metric [11, 1].
To describe anticipation accuracy from the streaming
video, we first define an observation ratio γ (0 ≤ γ ≤ 1) as
the proportion of the number of frames partially observed
in an action instance. After the action instance (si, ei, ai)
starts in the video, the observation ratio for the t-th frame is
t−si
τi
, where τi = ei−si is the length of the action instance,
and si ≤ t ≤ ei. The lengths are varied for both different
videos and different action instances. Then we uniformly
divide the action interval [si, ei] of an action instance into
M segments, and use the interval [si+τi · k−1M , si+τi · kM ] to
denote the k-th segment, where k ∈ {1, 2, · · · ,M}. For the
sake of simplicity, the observation ratio takes values from a
fixed set, i.e., γ ∈ { 1M , · · · , kM · · · , M−1M }. When the ob-
servation ratio γ = kM , the observed interval of the action
instance (si, ei, ai) is [si, si + τi · kM ] and the observed in-
terval of the sequence is [1, si + τi · kM ]. For each value
of the observation ratio, we predict the action label in the
observed interval of the action instance based on the ob-
served interval of the sequence. We measure the averaged
predicted accuracy of all action instances for the testing set,
and regard it as anticipation accuracy (Anticipation Acc).
The anticipation accuracy only considers action in-
stances in the untrimmed video, and neglect frames without
actions. The model with high anticipation accuracies are
likely to wrongly recognize the frames of the background
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Figure 3. A basic model for 3D action anticipation.
class as a particular action. To remedy this problem, we
use frame-wise accuracy to evaluate how many frames are
correctly labeled after the untrimmed video has been fully
observed. We report the averaged frame-wise accuracy of
all categories (Avg Acc w/ bg). As the frames in a video
can be dominated by the background class, the model could
achieve high frame-wise accuracy by simply classifying all
the frames as that class. Consequently, we also use the
metric of the averaged frame-wise accuracy without back-
ground (Avg Acc w/o bg) to compute the frame-wise accu-
racy for the frames except the background frames.
3.3. Dataset
Most 3D action recognition datasets are intended for ac-
tion classification from trimmed videos. There are a few
datasets collected for temporal action detection from long
untrimmed videos. PKU-MMD [17] is a recent large-scale
dataset captured by the Kinect v2 sensor. It contains color
images, depth images, infrared sequences and human skele-
tons. The dataset has 1000 long sequences with a total num-
ber of 5,312,580 frames, and more than 20,000 action in-
stances. Each sequence contains 20 action instances, last-
ing about 54 minutes with a frame rate of 30 FPS. The se-
quences are recorded by 66 distinct subjects, whose ages
range from 18 to 40. There are 43 daily actions and 8 in-
teraction actions. The numbers of instances with respect
to its length and the action class are depicted in Figure 2.
Unless otherwise specified, we use the cross-subject evalu-
ation [17] for a variety of experimental studies, and do not
evaluate on other small-scale and less popular datasets.
4. Good Practices
We first present a basic model for 3D action anticipation,
and then investigate two important factors to achieve good
performance. Experimental evaluations of these factors are
performed and some conclusions are reached.
4.1. A Basic Model
Similar to some approaches of temporal action detec-
tion [33, 38], we cast the problem as frame-wise 3D action
classification based on the first observed t-th frames from
the long sequence. As depicted in Figure 3, some 3D action
recognition models can be used as the backbone to learn
frame-wise representations from human skeletons. Without
loss of generality, we consider three layers of RNN with
LSTM as the basic unit. It has been shown that this RNN
structure could yield good performance for 3D action recog-
nition [38, 48]. After learning frame-wise representations,
a fully connected layer with softmax activation is used to
predict class probabilities. During training, the loss Lc is:
Lc = − 1
T
T∑
t=1
log(pt(yt)) (1)
where yt is the ground truth class label of the t-th frame, and
pt(yt) denotes the yt component of pt. It should be noted
that other sequence models, i.e., encoder-decoder RNN [5],
temporal convolutional neural networks (CNN) [26], could
also be used as the backbone, and finding the optimal se-
quence model is beyond the scope of this paper.
4.2. Length of Training Clip
Some actions could be identified almost instantaneously
by appearance information. For RGB video based ac-
tion recognition, a few frames contain sufficient appearance
information such as human silhouettes, body poses, ob-
jects and scenes. Experimental studies suggest that actions
could be correctly identified from very short snippets of 1-7
frames at a frame rate of 25 frames per second (FPS) [28].
By contrast, 3D action recognition often makes use of mo-
tion cues from the long sequence as the input skeletons
do not provide appearance information. The training se-
quence could be as long as 100 frames for the NTU RGB+D
dataset [30] and 200 frames for the PKU-MMD dataset [17]
as reported by the state-of-the-art approaches [37, 38, 48].
For 3D action anticipation, prediction is made when only
a fraction of the video frames is observed in the testing
phase. As the input is an long untrimmed video, the train-
ing data should be clips sampled from the raw video. If the
length of training clips is long, the network is likely to over-
fit frames near the end of an action. The divergence between
the fully observed training data and the partially observed
testing data would result in decreasing generalization abil-
ity of the model. If the length of training clips is too short,
the input clip may not contain enough motion information
to identify the actions. The network could not converge due
to the small inter-class variability and large intra-class vari-
ability. Therefore, we aim to investigate the proper length
of training clips.
The clip length is selected from a set of quantized values
range from 10 to 200, and the results are summarized in Ta-
ble 1. It should be noted that for the PKU-MMD dataset,
most action instances are between 50 and 150 frames in
length, and the averaged length of all action instances is
114. See Figure 2 for details.
We find that, when the observation ratio γ is small, i.e.,
γ ≤ 0.3, the anticipation accuracies are higher with a
smaller length of training clip. But when γ ≥ 0.4, the
best results are achieved when the clip length is around 40.
When the clip gets longer than 40, anticipation accuracies
drop monotonically. When the clip length is shorter than
40, anticipation accuracies with observation ratio γ ≥ 0.4
also decrease monotonically with a smaller length of train-
ing clip. It is interpreted that results of action anticipation
with smaller observation ratios rely more on local motions
contained in short clips than global motions contained in
long clips. So, anticipation accuracies when γ ≤ 0.3 could
be improved with a small length of training clip. In addi-
tion, feeding relatively short clips for training improves the
generalization ability of the network, as there are fewer di-
vergences in short clips between the training data and test-
ing data. Conversely, the network can be easily overfitted
by long training clips as it tends to be overwhelmed by the
frames with large observation ratios. Actually, the values
of cross entropy loss after convergence are 0.151, 0.652 and
1.395 when the clip lengths are 200, 40 and 10, respectively.
The small value of the clip length also results a great diver-
sity of training clips, which makes it hard for the model to
fit the training clips well enough.
In terms of frame-wise accuracy, when the clip gets
longer, both Avg Acc w/ bg and Avg Acc w/o bg first in-
crease and then decrease. The best clip lengths of both Avg
Acc w/ bg and Avg Acc w/o bg are around 50. In addition,
Avg Acc w/ bg is higher than Avg Acc w/o bg when the clip
is long. It is interpreted that a long clip comprises a large
proportion of background frames, so Avg Acc w/ bg could
be enhanced. When the clip length is short, the frame-wise
accuracies are relatively low due to large intra-class vari-
ability. If the clip continues to increase when it is greater
than a certain value, frame-wise accuracies could be dimin-
ished due to the potential overfitting.
The results of experiments confirm our hypothesis that a
relatively short training clip benefits action anticipation. To
balance the anticipation accuracies and the averaged frame-
wise accuracies, a good clip length is around the half of the
averaged length of action instances. In the following stud-
ies, we set the clip length to 50, unless otherwise specified.
4.3. Sampling Strategy
As the input video has thousands of frames, it is unreal-
istic to train a model with the long sequence. In addition,
most of the frames are not related to actions. The averaged
video length of the PKU-MMD [17] dataset is 4854, and the
number of frames of 51 actions only accounts for 47.0% of
the total number of frames. One common strategy is to use
the sliding window technique to generate a subset of clips
of a fixed length during training. However, labels of the
sampled clips can be dominated by the background class.
An effective sampling method should sample discrimi-
native examples and obtain a proper balance in the train-
ing set between positive samples and negative samples.
We proposed a novel action-centric sampling scheme. Let
(si, ei, ai) be an action instance, where si, ei are the start-
ing and ending frames and ai is the action class. We define
the action-centric interval as [si−w, ei+w], where w is the
size of the context window. This interval contains the action
instance as well as the neighboring frames before the action
starts and after the action ends. The neighboring frames are
regarded as the context of the action, and w is a parameter
to determine the number of context frames. During training,
we uniformly draw clips of a fixed length from the action-
centric interval. During testing, a sliding window is utilized
to draw clips from the start to the end of the long sequence,
and the predictions of sampled clips are concatenated to ob-
tain frame-wise predictions. The action-centric sampling
scheme does not suffer from excessive background frames
without actions. Moreover, neighboring frames are nega-
tive samples which are hard to distinguish from the positive
action instances.
The results are shown in Figure 4. For the sake of conve-
nience, the action-centric sampling scheme and the sliding
window technique are denoted as AC and SW, respectively.
We also alternately apply the two sampling methods for dif-
ferent epochs during training and denote the hybrid sam-
pling method as AC/SW. While comparing the anticipation
accuracies in Figure 4(a), we find that AC significantly out-
performs both SW and AC/SW under different observation
ratios. For example, when the observation ratio is 0.9, the
anticipation accuracy of AC is 15% higher than that of SW.
Figure 4(b) illustrates the results of frame-wise accuracies.
For both Avg Acc w/bg and Avg Acc w/o bg, AC yields
the best performance. For example, for Avg Acc w/o bg,
AC outperforms SW and AC/SW by 10.5% and 8.6%, re-
spectively. The results demonstrate the effectiveness of the
proposed action-centric sampling scheme.
We next experimentally investigate the length of the con-
text window w. Intuitively, a small w means there are less
negative frames and the model could fail to distinguish be-
tween the background class and the actions. On the other
hand, a large w leads to redundancy and the training sam-
ples could also be dominated by the background class. The
results are summarized in Figure 5. Generally, when the
length of the context window is small (e.g., w < 25), an-
ticipation accuracies increase with the increase of the con-
text window. When the context window gets larger (e.g.,
w > 30), anticipation accuracies decrease. Excellent re-
sults can be achieved when the context window length is
between 20 and 30. The best context window size is around
the half of the length of the training clip. In terms of frame-
wise accuracy, similar results can be observed for both Avg
Acc w/ bg and Avg Acc w/o bg.
Table 1. Action anticipation results vs. the length of training clip. The observing ratio takes the value from the set {0.1, 0.2, · · · , 0.9}.
Clip
length
Anticipation Acc Avg Acc
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 w/ bg w/o bg
10 0.381 0.549 0.658 0.713 0.739 0.759 0.764 0.769 0.772 0.582 0.585
20 0.362 0.531 0.649 0.706 0.734 0.752 0.766 0.776 0.780 0.607 0.608
40 0.289 0.497 0.634 0.720 0.765 0.790 0.812 0.822 0.824 0.646 0.643
50 0.270 0.488 0.632 0.712 0.763 0.790 0.809 0.815 0.819 0.651 0.649
80 0.249 0.446 0.588 0.675 0.734 0.767 0.794 0.803 0.804 0.651 0.647
100 0.260 0.442 0.571 0.656 0.706 0.740 0.760 0.771 0.776 0.642 0.638
160 0.236 0.404 0.527 0.609 0.665 0.703 0.730 0.747 0.753 0.632 0.626
200 0.222 0.398 0.526 0.617 0.672 0.707 0.732 0.750 0.753 0.636 0.631
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Figure 4. Action anticipation results vs. clip sampling methods.
(a) Anticipation accuracies vs. the observation ratio. (b) Frame-
wise accuracies (w/bg and w/o bg are short for Avg Acc w/bg and
Avg Acc w/o bg, respectively).
In sum, to guide the network to learn to focus on the
actions instead of the background, training clips need to
be sampled around action instances. A context window is
useful to include the hard negative samples and balance the
number of between the positive and the negative. Note that
the values of parameters depend on the choice of dataset.
5. Utilizing Auxiliary Information
Based on the basic model, we develop an improved
model by incorporating some auxiliary information and
provide corresponding experimental results and analysis.
We further propose a novel method with a multi-task loss
and compare it with the state-of-the-art approaches.
5.1. Full Action Representation
Action anticipation is challenging because predictions
must be made given temporally incomplete action execu-
tions. As humans could imagine future motions after ob-
serving some particular temporal patterns of actions at the
early stage, an intuitive idea is that we could predict future
representation based on the incomplete action observation.
There are several previous works which exploit similar in-
tuitions. For example, Vondrick et al. [36] learned to predict
the representation of future frame from the unlabeled video.
Gao et al. [9] took multiple history representations as input
and predict a sequence of future representations. Different
from previous approaches, we first exploit this idea for 3D
action anticipation by using a multi-task learning paradigm.
Let X(1 : t) = [x1, x2, · · · , xt] denote the observed se-
quence, and [si, ei] be the interval of an action instance. To
describe this model, we assume that si ≤ t ≤ ei, i.e., the
action instance is partially observed. The sequence model
maps a sequence of input X(1 : t) to a sequence of out-
put H(1 : t) = [h1, h2, · · · , ht], where ht is the learned
representation of the t-th frame. Let the representations
of the partially observed action instance be H(si : t) =
[hsi , · · · , ht]. We call the representation of the fully ob-
served action instance as the full action representation, and
denote it by hei . To predict the future representation and
reduce the divergence between ht and hei , a projection ma-
trix is used to map between the two representations. The
full representation regression loss Lr to be minimized is:
Lr =
1
ei − si
ei∑
t=si
‖Wht − hei‖22 (2)
where W is the projection matrix, which is jointly trained
with the sequence model.
Since the ground truth of the full action representation
is not available, we utilize another RNN based model with
the same architecture as a side network to learn this repre-
sentation. The process is illustrated in Figure 6. For each
action instance, the output of the side network at the last
frame is regarded as the full action representation. The two
networks could be trained simultaneously by leveraging the
student teacher networks [44]. As the main goal is to an-
alyze the effects of the auxiliary full action representation,
we use a simple but effective strategy. We first train the side
network and use the pretrained model to predict the full ac-
tion representation based on the full observation an action
instance. The predicted full action representation is used
as the ground truth during multi-task training. For testing,
the side network is discarded and frame-wise prediction is
performed for the long input sequence.
The loss of joint learning of action anticipation and full
action representation is:
L = Lc + αLr (3)
where α is the weight of the regression loss.
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Figure 5. Action anticipation results vs. the size of the context window. The context length is selected from a set of values range from 5 to
50, and γ is the observation ratio.
Table 2. Results of joint learning of action anticipation and full action representation, and α is the weight of regression loss.
α
Anticipation Acc Avg Acc
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 w/ bg w/o bg
0 0.270 0.488 0.632 0.712 0.763 0.790 0.809 0.815 0.819 0.651 0.649
0.01 0.319 0.520 0.639 0.713 0.760 0.786 0.809 0.816 0.822 0.653 0.650
0.1 0.301 0.517 0.641 0.722 0.766 0.789 0.803 0.811 0.813 0.657 0.655
1 0.303 0.507 0.643 0.722 0.763 0.792 0.810 0.821 0.819 0.657 0.655
10 0.308 0.527 0.653 0.730 0.767 0.794 0.805 0.820 0.820 0.660 0.658
Table 3. Results of joint learning of action anticipation and temporal actionness. Here, β is the weight of temporal actionness loss.
β
Anticipation Acc Avg Acc
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 w/ bg w/o bg
0 0.270 0.488 0.632 0.712 0.763 0.790 0.809 0.815 0.819 0.651 0.649
0.1 0.299 0.517 0.651 0.727 0.766 0.790 0.808 0.821 0.823 0.660 0.658
0.5 0.307 0.523 0.647 0.716 0.764 0.793 0.809 0.821 0.823 0.663 0.661
1 0.304 0.514 0.642 0.719 0.762 0.786 0.806 0.817 0.825 0.653 0.652
5 0.309 0.520 0.658 0.719 0.766 0.791 0.807 0.815 0.821 0.656 0.654
The results are shown in Table 2. When α = 0, the
model degenerates to the basic model. We observe that
when the observation ratio γ is small, i.e., γ ≤ 0.3, the
multi-task model considerably improves the anticipation ac-
curacy. When γ gets larger, e.g, γ ≥ 0.5, the improvement
is limited and the multi-task model exhibits almost the same
performance as that of the basic model. The results can be
explained by the proposed loss in Equation (2). When γ
is small, the proposed loss encourages the network to learn
representations under partial observations which are sim-
ilar to the full action representation. When γ goes high,
the divergence between the partial action representation and
the full action representation is trivial, so the proposed loss
takes little effect. Similarly, the multi-task model outper-
forms the basic model in terms of the averaged frame-wise
accuracy with or without the background. We also find that
the results are relatively robust to the weight parameter.
5.2. Temporal Actionness
The term actionness [4, 41] indicates the likelihood that
a specific spatial location contains a generic action instance.
Actionness map has been applied for the task of spatial-
temporal action detection to generate accurate action pro-
posals. Similarly, temporal actionness [49, 50] indicates the
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Figure 6. A framework of joint learning of action anticipation and
full action representation. Here, X denotes the untrimmed video
with T frames, and the interval [si, ei] is an action instance. We
use one layer of RNN to symbolize the sequence model.
likelihood that a frame or a clip contains a generic action in-
stance, and has proved useful for temporal action detection
from untrimmed long videos. Aiming to better discriminate
between the class-agnostic action and the background class,
we apply temporal actionness for 3D action anticipation.
For an input video, we consider the ground truth of tem-
poral actionness as a binary vector where 1 denotes the ac-
tion classes and 0 denotes the background class. A logistic
regression module is used to estimate the probability of the
class-agnostic action. Specifically, a fully connected layer
Table 4. Comparison of the proposed approach with the state-of-the-art methods on the PKU-MMD dataset.
Method 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
GCA-LSTM [21] 0.198 – – – 0.629 – – – 0.749
JCR-RNN [16] 0.253 – – – 0.640 – – – 0.734
SSNet [18] 0.300 – – – 0.685 – – – 0.786
RNN-FAC 0.303 0.507 0.643 0.722 0.763 0.792 0.810 0.821 0.819
RNN-TA 0.304 0.514 0.642 0.719 0.762 0.786 0.806 0.817 0.825
RNN-FAC-TA 0.320 0.523 0.648 0.726 0.771 0.803 0.815 0.822 0.827
of 2 neurons is placed on top of the backbone. The predic-
tion of temporal actionness is limited to a fractional value
which ranges from 0 to 1. A binary cross entropy loss is ap-
plied for the frame-wise class-agnostic action classification
based on partial observations. Let qt denote the predicted
temporal actionness of the t-th frame, the temporal action-
ness loss Ln for a sequence of T frames is:
Ln = − 1
T
T∑
t=1
[y˜t log(qt) + (1− y˜t) log(1− qt)] (4)
where y˜t is the ground truth of temporal actionness.
The loss of joint learning of action anticipation and tem-
poral actionness is:
L = Lc + βLn (5)
where β is the weight parameter. When β = 0, the model
degenerates to basic model in Section 4.1.
Table 3 gives the experimental results. We observe
that the temporal actionness term could improve the re-
sults of action anticipation, especially when the observa-
tion ratio γ ∈ {0.1, 0.2, 0.8, 0.9}. The improvements are
not significant when γ takes some other values. When
γ ∈ {0.1, 0.2, 0.8, 0.9}, the current observed frame is close
to either the starting frame or the ending frame of an ac-
tion instance. In terms of the averaged frame-wise accu-
racy, the multi-task model could also bring considerable im-
provements. The improvements are observed for a variety
of values of the weight. One possible explanation is that
multi-task learning with the temporal actionness could bet-
ter distinguish the actions and the background class in the
frames near the temporal boundaries of the action instance,
thus improving the results of action anticipation.
5.3. A Multi-Task Loss
Based on the above experimental results, we propose a
novel method by incorporating both the full representation
regression loss and the temporal actionness loss with the
frame-wise cross entropy loss. The total loss is:
L = Lc + αLr + βLn (6)
where α and β are the weight parameters. The details of the
latter two losses are presented in Section 5.1 and 5.2.
We apply the good practices (see Section 4) for 3D ac-
tion anticipation. During training, the action-centric sam-
pling scheme is used to draw relatively small clips from the
long sequence. The size of the context window is set to half
the length of the training clip. For testing, frame-wise ac-
tion classification is performed from beginning to end of the
streaming video.
As the multi-task model is not sensitive to the values of
weights, we set α = β = 1 for simplicity. The proposed
method is denoted as RNN-FAC-TA, and its two variants
presented in Section 5.1 and 5.2 are denoted as RNN-FAC
and RNN-TA, respectively. In Table 4, we compare our
methods with the state-of-the-art approachs on the PKU-
MMD dataset. We observe that RNN-FAC-TA outperforms
both RNN-FAC and RNN-TA for all values of the observa-
tion ratio γ. Specifically, the improvements are significant
when γ takes small values, i.e., γ = 0.1. The results in-
dicate that the effects of the two proposed losses are com-
plimentary. In addition, our results are considerably higher
than those of the recent approaches. When γ = 0.1 and
γ = 0.5, RNN-FAC-TA outperforms the newly proposed
SSNet [18] by 2.0% and 8.6%, respectively.
6. Conclusion
In this paper, we formulate the problem of 3D action an-
ticipation from streaming videos and present a basic model
based on frame-wise 3D action classification. We inves-
tigate several factors which would produce good perfor-
mance. In addition, multi-task learning by some auxiliary
information is also explored. Through extensive experi-
ments, we find some best practices for 3D action anticipa-
tion from human skeletons. First, the length of the training
clip should be relatively short. Second, it is better to sam-
ple clips around action instances with context frames than
to sample clips randomly from the long sequence. Third,
multi-task learning with the full action representation im-
proves the performance when a small proportion of an ac-
tion is observed. Fourth, multi-task learning with the class-
agnostic action label could better distinguish the actions and
the background in the frames near the temporal boundaries
of an action. Finally, a multi-task loss with frame-wise ac-
tion classification, full representation regression and frame-
wise class-agnostic action classification could achieve the
best results. We hope our work would provide insights into
3D action anticipation and motivate researchers in related
areas to continue to explore principled approaches.
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