Abstract-Controlling a swarm of robots after deployment is difficult, due to the unpredictable and emergent behavior of swarm algorithms. Past work has focused on influencing the swarm via statically selected leaders-swarm members that the operator directly controls-that are pre-selected and remain leaders throughout the scenario execution. This paper investigates the use of dynamically selected leaders that are directly controlled by the human operator to guide the rest of the swarm, which is operating under a flocking-style algorithm. The goal of the operator is to move the swarm to goal regions that arise dynamically in the environment. We experimentally investigated (a) the effect of density of leaders on the ease of human control and system performance, and (b) how restriction of information communicated to the human operator affects the ability to guide the swarm to goal regions. The density of leaders is computed based on an extension of the random competition clustering (RCC) algorithm used in wireless sensor networks to select cluster heads. In particular, we studied the effect of different guarantees of the maximum number of hops in the communication graph from any robot to the nearest leader. Increasing the maximum hop guarantee effectively lowers the density of leaders in the swarm. Our results show that, while there was a large drop in the number of goals reached when moving from a 1-hop to a 2-hop guarantee, the difference between a 2-hop and 3-hop guarantee was not statistically significant. Furthermore, we found that performance was just as good when the information returned to the operator was restricted, showing that operators can still navigate a swarm even when they have imperfect information.
I. INTRODUCTION
One benefit of robotic swarms is that they make use of robust, scalable algorithms to coordinate large numbers of robots toward achieving some common goal. Examples highlighting swarm scalability and robustness include coverage of an environment [1] , self-assembly [2] , and network routing optimization [3] . Because of their scalability and reliance on emergent coordination, swarms are often robust to the failure of individual members, and thus can make use of robots that are cheaper to produce. Despite these advantages of robotic swarms, there are many challenges arising due to the unpredictability of swarm algorithms. While many of these algorithms have proven outcomes and guarantees [4] , the proofs require assumptions that are rarely found in the real world, such as obstacle-free environments. Therefore, there is a need for a human operator to oversee the swarm operation *This research has been sponsored in part by AFOSR FA955008-10356 and ONR Grant N0001409-10680. and give both goal-directed input and correct unforeseen errors in the swarm's operation.
Models of human-swarm interaction vary significantly, such as broadcasting commands to all robots simultaneously [5] , and treating the swarm as a spatial computer [6] . In this paper, we study human control of bio-inspired swarmsnamely swarms that operate via simple local control laws inspired from organisms in nature. In fact, one of the original implementations of swarming algorithms comes from Reynolds' 1987 paper on creating a virtual flock of birds for computer animation purposes [7] . Iain Couzin has attempted to model the local rules governing flocking behavior in animals. He designates different zones whereby the animals obey different rules governing their interactions with neighbors depending on what zone those neighbors are in [8] . More recently, Couzin has investigated how leaders within such groups can influence the overall movement of the swarm without directly telling the followers what to do [9] . Here, the authors showed that only a small percentage of the swarm need be knowledgeable for this to work, and that this percentage shrinks as the swarm grows larger, further lowering the control requirements for any human-swarm system using this model.
Influencing bio-inspired swarms via direct control of intermediary leaders has been studied in the literature [10] , [11] . Leader-based swarm control is attractive because it is well-suited for the conditions under which swarms will likely operate in the real world. Because of the need to make individual swarm members as cheap as possible, and last as long as possible, it may not be practical to have each robot communicate directly with the human operator at all times, as long range communication requires a significant amount of energy. Therefore, selecting one or a subset of the swarm as leaders is advantageous.
In contrast to previous work, in this paper we employ a dynamic scheme for leader selection. In other words, leaders change during the execution of a mission, based on a leader selection algorithm (see Section II-C). In practice, dynamic selection could be preferable to static selection schemes for a number of reasons. It ensures that the power requirements of long-range communication are distributed throughout the swarm as it moves, rather than having a small set of robots always using long-range communication to send and receive information from the operator. Similarly, if a statically selected leader fails, then the performance of the human-swarm system could suffer significantly. With dynamically selected leaders, and a well-designed leader selection algorithm, this problem could easily be avoided automatically. Finally, a major benefit of dynamic leader selection is that it provides 2014 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS 2014) September 14-18, 2014, Chicago, IL, USA robustness to different swarm states and topologies of the communication graph. As the swarm navigates through an environment, the positions of static leaders relative to the rest of the swarm will change, and could result in undesirable situations where all the leaders are grouped together.
In this paper, we conduct a user study of swarm control with dynamically selected leaders. To our knowledge this is the first study to employ such a scheme. In particular, we studied the effect of (a) leader density and (b) information communicated to the operator on system performance and ease of human control of the swarm in an information foraging study with obstacles and dynamically arising goals regions. Our results show that it is possible for humans to control a simulated swarm of robots in such a scenario even with human-to-swarm communication restricted to a small subset of dynamically-selected swarm leaders. Furthermore, we show that leader density can be altered using our leader selection algorithm, thus tailoring the selection to the needs of particular applications.
A. Overview and Hypotheses
In previous work [12] , we looked at two different methods of propagating influence, in the form of a numerical value, from a single leader to the rest of a stationary network of nodes, and investigated what effect the placement of that leader in the communication graph had on convergence time. These two methods were flooding (explicit) and consensus (tacit) propagation. Flooding involves directly passing the goal value to neighboring robots, who in turn pass it to their neighbors, and so on-thus "flooding" the network. Consensus involves each robot averaging the values of all its neighbors, regardless of their leader status. A follow-up paper investigated these propagation methods on a simulated swarm of robots with a single leader, and showed the benefits of each depending on the operating scenario [11] . The current paper extends the tacit method to multiple dynamically selected leaders and to obstacle-filled environments. We use a modified version of the Random Competition Clustering (RCC) algorithm [13] , used to select cluster heads for wireless sensor networks (WSNs), to dynamically select leaders. This algorithm is described in detail in Section II-C, and is used with different leader densities in the experimental conditions.
We also use different conditions to study the influence of available information to the operator on the system performance. In the full information conditions, the operator can see the full state of the swarm, consisting of each robot's position and orientation in the environment. In the restricted information conditions the operator can only see the parts of the swarm that the leader could directly observe-their own positions and orientations, as well as those of their neighbors. We still allowed the operator to see the entire field of obstacles and the goal region so that their absence would not be a confounding factor. This reflects a scenario where the human may have archived information about the environment beforehand (such as a building blueprint or satellite image).
Our hypothesis is that, as the number of leaders decreases, the swarm will be harder to control, and thus performance will decrease. On the other hand, from [14] we know that humans can sometimes still effectively influence a swarm with restricted information. Thus, we hypothesize that restricting the information returned to the operator in this study will not cause a statistically significant drop in performance between the conditions. In Section II, we introduce the experiment setup and describe the swarm algorithms and the nature of the task. In Section III we present and discuss the results of the study, and in Section IV we conclude and discuss possibilities for follow-up research.
II. TASK DESCRIPTION
Our study investigates the ability of human operators to control a flocking swarm of robots in an obstacle-filled environment by teleoperating leaders via continuous velocity (heading and speed) commands. All the leaders received the same velocity commands from the operator, and they influence the rest of the swarm through biasing the alignment vectors of their neighbors performing a flocking algorithm, as described in Section II-B. The main task for the participants is to use the leaders to guide the swarm to a circular goal region (see Figure 1 ). The goal region moves to a new random position each time the swarm reaches it, allowing the number of times the goal is reached to act as a natural measure of the operator's ability to control the swarm overall. We will show in Section III that the goal region was placed sufficiently randomly as to ensure no condition had an advantage over another due to random chance.
A. The Environment and Robots
We use obstacle-filled 100x100 meter environments for the study, and Stage v.3.2.2 [15] to simulate the 100 robots within these environments. Each environment contains only rectilinear obstacles, at least 10 meters apart and no longer than 20 meters in length, and each contains similar proportions of obstacle-filled to total space. The goal region is a circle with a diameter of 12 meters (see Figure 1) , and was always generated in open space (never overlapped with obstacles). Each participant sees a different, randomly chosen world in each of the conditions.
The robot controllers and user interface are implemented using the Robot Operating System (ROS) [16] . Each robot has a differential drive, 0.25 x 0.25 meter body, a unique ID number from 0-99, and is equipped with a simulated neighbor sensor to determine the speed and heading of neighboring robots within 4 meters. Finally, every robot also has line-of-sight communication up to 4 meters. This method of communication allows for cases where communication may make use of the visual channel-such as LEDs on-board the robots.
Simulated noise sampled from the Gaussian distribution N (0, conditions, the swarm of robots is initialized randomly in a 10x10 meter box, centered on the origin of the environment, each with a random starting orientation. The maximum speed of the leader robots was 1.0m/s and the maximum speed of the non-leaders was 0.75m/s, a difference that allows the participants to move the leaders around relative to the position of the rest of the swarm. The maximum angular speed of each robot was 2π rad/s.
B. Human Influence and Control Algorithm
The main goal of the participant is to steer the swarm to the goal region shown as a blue circle in the environment (Figure 1 ). Once 20% of the swarm (20 robots) are in the goal region simultaneously, the goal will disappear move to a new random position. We used 20% as the threshold because it was large enough to prevent stray robots or small groups from triggering a new goal, but small enough that a swarm with a large diameter (or many lost robots) could still fit enough robots in the region. No goal regions are given outside the central 75x75 meters of the environment. This is to ensure participants will not spend the majority of their time waiting for the swarm to traverse the entire width of the environment to reach a goal region. However, the environment is kept at 100x100 meters to ensure proper space to turn and maneuver the swarm, should the participant lose control.
To influence the swarm, the operator is given a virtual joystick with which to steer the leader robots (Figure 1 ). This joystick allows the participants to set both the heading and speed of all the leaders simultaneously. The other robots move according to local control laws, hereafter called the align, attract, and repel laws, which are explained below. Only the headings of the vectors output by these laws are used; the velocity of a robot is determined solely by averaging the velocities of its neighbors.
1) Speed and Alignment: To compute the alignment vector, each robot first averages the speed and heading, in the robot's coordinate frame, of each neighbor n i in the set of neighbors N it can sense. The robot then sets its alignment vector to the average heading of all neighbor robots accordingly:
Above, θ i is the heading of the i-th neighbor, in the robot's coordinate frame. The velocity v is set to the average speed of all neighbor robots. There is no special status given to the neighbors that are leaders. While this may seem to be ignoring useful information, our previous paper [12] suggested that matching a leader's heading and speed directly can cause significant error to be propagated through the swarm. Therefore, we decided to treat leaders identically to other neighbors.
2) Attraction and Repulsion: In addition to sensing neighbors' motion vectors, the robots also sense neighbors' positions to maintain swarm cohesion and avoid inter-robot collisions through attraction and repulsion laws. The attraction vector x c , y c is determined by summing the relative headings to all neighboring robots that are outside the attraction minimum range of 2.5 meters. The repulsion vector x r , y r is determined by summing the negative relative headings to all neighboring robots that are inside the repulsion threshold of 1.5 meters. All three of the vectors (align, attract, and repel) are then normalized and summed to give the instantaneous motion vector, according to the equation below.
x g , y g = α x a , y a + β x c , y c + γ x r , y r
Here, α, β, and γ represent constants to give different weights to each of the vectors. For this study, we used the parameters of α = 1.5, β = 2.0, and γ = 1.0, which provided some space between the robots without immediately breaking up the swarm. Without any weighting, the repulsion force overpowered the cohesion force, which caused the swarm to break apart easily. Doubling the cohesion force solved this problem, and then the alignment force was given a 50% weight increase to compensate.
C. Leader Selection Algorithm
In order to distribute the leaders as evenly as possible across the swarm while still restricting communication to neighbors only, we used a modified version of the Random Competition Clustering (RCC) algorithm for selecting cluster heads in WSNs [13] . This algorithm runs on each robot, and takes as input the period of the leader update timer, t = 2, and an integer value x, where x is maximum guaranteed number of hops to a leader for the given experiment condition. Pseudocode for the following algorithm can be found in Algorithm 1.
When the algorithm begins, the robot starts two timers. First, T broadcast (Line 3), which goes off with a period of 0.5 and triggers a send message event, whereby the robot sends its ID and current estimated hops to leader value h to each of its neighbors (Lines 6-10). The second, T leader (Line 4), represents the current time remaining until the robot switches its leader state (Lines 11-19 ). When the leader timer does expire, the timer is restarted at t seconds (Lines 12-13), and any robot that is currently a leader will reinitialize its estimated hops to leader value h = x (Lines [14] [15] . If the robot is not a leader, it will become one if it has at least three neighbors in its set of neighbors, N . (Lines 16-18 ). This was implemented to let lone robots (or pairs) to wander, allowing them to be "picked up" again by the swarm if the operator navigated near the lone robot(s). Without this, the robot(s) would be stuck following along with operator commands in formation with, yet out of range of, the main swarm, making them useless.
If not responding to a timer event, the robot is constantly reacting to new neighbor messages it receives. If the robot receives a state value message of h i < h from any neighbor before its timer expires, it will reset T leader = t, and set its current estimated hops to leader value to h = h i + 1 (Lines 21-24). If, however, a robot is currently a leader, and receives a message from a robot with a lower ID and an estimated hops to leader value h i < x − 1, then this robot will defer leadership to the other robot's leader, set its own value to h i + 1, and restart the leader timer (Lines 25-29).
The main modification from the standard RCC algorithm is that of the estimated hops to leader variable, giving the ability to set a guaranteed number of hops from any given leader. In the RCC algorithm, each robot starts with a timer, and then declares itself a cluster head (leader) if the time expires before it receives a message from any neighbor indicating that they are a leader. This guarantees that each robot is connected to a leader upon completion. While the RCC algorithm was initially used for a one-time selecting of cluster heads in stationary wireless sensor networks, it is also well-suited for our problem of dynamically selecting leaders in a swarm of robots. Therefore, we made the second modification of adding the leader timer, T leader to switch a robot's leader state.
D. Conditions and Experiment
Each participant completed five different conditions of the study. Two conditions investigated a 2-hop and 3-hop proximity to leader guarantee with information restriction. This information restriction meant that the participants would only see the information directly observable by the leader robots (i.e., leaders and robots one hop away). We included the three full information conditions, with 1-hop, 2-hop, and 3-hop guarantees, respectively, to see what effect information restriction had on performance. These full information conditions differed from the information restricted conditions only in that they allowed the participant to see all robots, regardless of the current hop guarantee. Because the 1-hop condition shows all information regardless, there is no separate information-restricted condition for the 1-hop guarantee.
Each participant was given a short instruction session, in which the experimenter explained the participant's goal during the study, and how to use the interface controls. Then, each participant was given up to five minutes time on each condition to train and understand the controls and properties Algorithm 1 modified RCC (int t, int x) , where t is the interval of the leader timer described in Section II-C and x is the maximum hops any robot can be from a leader. T leader = t 
Start Timer T leader 25: end for 31: end while of the experiment unique to that condition. Finally, each participant had 10 minutes to reach as many goal regions as possible for each of the five conditions in a random order. The conditions had different, random sets of obstacles. There were 17 participants (7 female and 10 male) from the University of Pittsburgh and the surrounding region, and each was compensated for their time in the study.
III. RESULTS AND DISCUSSION
During the study, each robot's position, heading, and current state was logged each second for data analysis, as were the positions of the goal regions and when participants reached them. We used the number of goals reached over the course of the ten minutes for each condition as the main performance measure. For the tests given below, M indicates the mean value, F the F-statistic of the ANOVA, t the t-statistic of the t-test, and p the p-value of the performed test. Before proceeding with data analysis, we first verified that there were no significant differences between conditions for the average distance to a new goal. A one-way ANOVA comparing the average distance to a new goal across conditions shows that there were no significant differences (F = 0.45, p = .770).
In our first test, we performed a one-way ANOVA to analyze the performance differences in operator performance across conditions. The results show a significant difference (F = 8.72, p < .001, see Figure 2 ), with participants showing significantly better performance in the 1-hop condition (M = 8.65 goals reached) than the full information 2-hop (M = 5.18, t = 4.80, p < .001), full information 3-hop (M = 5.76, t = 4.09, p < .001), information restricted 2-hop (M = 5.53, t = 3.71, p < .001), and information restricted 3-hop (M = 5.53, t = 3.94, p < .001) conditions. However, we found no significant differences between any other two conditions, nor did we find any significant difference found between the 2-hop and 3-hop conditions overall (t = 0.68, p = .499). Further investigation shows that there were no significant differences between the overall tracking error (that is, the difference between the swarm's average heading and the last heading command given by the participant) in the 2-hop and 3-hop conditions (t = 1.107, p = .273). This means that the participant's input heading had no less of an influence with a 3-hop guarantee than with a 2-hop guarantee. We see this despite the fact the robots exactly three hops away from a leader had a larger error than those exactly two hops away (t = 8.487, p < .001). This is explained by the fact that, in the 3-hop conditions, there were only on average 2.13 robots exactly 3 hops away from a leader at any given time-too small a number to have a significant impact on the swarm's average heading. Furthermore, as seen in Figure 3 , while there was a significant difference between the number of leaders in the 2-hop (M = 5.46) and 3-hop conditions (M = 4.49, t = 8.923, p < .001), this difference was small, with an average of 5.5 leaders in the 2-hop condition, and 4.5 leaders in the 3-hop condition. This further explains the lack of a performance difference seen between the two conditions. Note that 3 also shows that there were significantly more leaders in the 1-hop condition (M = 11.82) than either the 2-hop (t = 38.86, p < .001) or 3-hop (t = 42.87, p < .001) conditions. Despite the fact that no difference was found between the 2 and 3-hop conditions, we know from [11] that influencing a swarm of 20 robots-operating under the same control algorithm presented here-with only one leader is almost impossible. Therefore, our original hypothesis, stating that performance would degrade as the number of guaranteed hops increases, might be better described as a performance plateau. In other words, performance may initially drop once there is no guarantee that each robot is adjacent to a leader, but stay consistent through higher hop guarantees as long as a sufficient percentage of the swarm are leaders. What percentage is sufficient likely depends on the swarm size (as suggested in [9] ), should be investigated in future research.
We then investigated performance differences between the full information and information restricted conditions. We found no effect for restricting information (t = 0.136, p = .893), which was consistent with our hypothesis. This result may initially seem surprising to some readers; however, as found in [14] , human operators can still successfully influence a swarm when they are given only the centroid of the swarm and mean heading. Therefore, it is not difficult to see why participants would have similar success when a small subset of the swarm is not visible.
In order to investigate what effect the differences in operator behaviors have on the swarm, we looked at the effect that operator's input speed had on certain swarm characteristics. Here we found contrasting results. As the participants increased their input speed, they reached significantly more goal regions (r 2 = 0.272, p < .001, see Figure 4 ). However, increased speed also lead to a decrease in the number of robots in the main connected component of the swarm (r 2 = 0.190, p < .001), and an increase in the mean swarm diameter (r 2 = 0.346, p < .001). This means that increasing the swarm speed had the contrasting effect of increasing the number of goals reached, while also making the swarm more disconnected and taking up a larger footprint. Thus, moving at a higher speed may not be sustainable during longer operations. Furthermore, a spatially larger swarm seemingly would be harder to both maneuver around obstacles and to also have 20 robots in the goal region once reached. Another cause of increased swarm diameter was the change in heading given by the participant-results show that as the participant performed larger turns with the swarm, the diameter grew (p < .001, r 2 = 0.007). We did not find any difference between the conditions in terms of mean input speed (F = 0.774, p = .545) or the size of turns (F = 1.618, p = .167), meaning that participants behaved similarly across conditions in this respect.
IV. CONCLUSION Overall, the results show that influencing a swarm via dynamic leaders is a viable method of swarm control, with performance degrading once one moves away from a guarantee that each robot is at most one hop from a leader. Once this 1-hop guarantee is relaxed, however, there seems to be an initial plateau where performance remains the same, which is likely due to the fact that the 2-hop and 3-hop conditions contained similar, albeit statistically different, numbers of leaders. Further work should investigate whether this plateau would hold for larger swarms, and whether the results found herein are a feature of the particular swarm size used. Another finding of this study is that restricting information about the swarm state seen by the operator to only the local neighborhoods of the leader robots has no effect on the ability of participants to influence the swarm. This agrees with the results in [14] . However, further research could also investigate whether information restriction becomes more inhibiting with larger hop guarantees in larger swarms, or with other swarm behaviors besides flocking to a goal. In summary, we have shown that it is possible to control a simulated flockin swarm of robots in environments with obstacles by restricting human-to-swarm communication to a small subset of swarm leaders, and that these leaders can be dynamically selected as the swarm moves. Furthermore, we've shown that different numbers of leaders are possible by changing the leader selection algorithm, so that the algorithm could be tailored to the specific application of the swarm.
