Abstract A necessary and su cient condition for the existence of the maximum entropy (ME) function de ned in an in nite or semiin nite interval, is provided. The conclusions reached show that, except in a few particular cases, the necessary and su cient conditions for the existence of maximum entropy function are identical to the conditions for the solution of the moment problem when the rst M+1 moments are assigned. Even if the conclusions reached are very similar to the Hausdor case, the speci city of the Hamburger and Stieltjes cases demands a di erent handling. A su cient condition for the entropy convergence of the resulting sequence of maximum entropy estimators to the entropy of the recovering function is also provided.
Introduction
The use of maximum entropy (ME) in the presence of partial information has been a deeply studied technique in the last few decades 1?2 . The ME principle acts as a criterion to choose among the in nite number of possible solutions, the one which veri es only the given partial information. From both a theoretical and practical point of view an interesting problem arises when all the information is given by the rst M+1 moments of a positive function. The problem is then related to the nite moment problem which consists of recovering a positive density function f (x) of which the rst M+1 moments are known. By varying the de nition interval of f (x) we have the following classical moment problem:
Hamburger (x 2 (?1; +1)), Stieltjes (x 2 0; +1)), Hausdor (x 2 a; b], typically a; b] 0; 1]). Partial solutions for the rst two cases have been considered in the literature by means of ME approach 3?7 . In this paper we will examine the nite Hamburger and Stieltjes moment problems the Hausdor 's case already having been treated 8?9 . We recall that 10?12 given a nite M + 1 set of moments 0 ; :::; M , the necessary and su cient conditions for the existence of a function f (x) with given M + 1 moments is the positivity of the following Hankel determinants: (with M > 0, except in a nite number of cases where an upper bound for M exists, in such cases M = 0 is allowable). The paper aims 1) to prove that the necessary and su cient conditions for the existence of an ME solution (1.3) are identical to Stieltjes or Hamburger conditions (positivity of the determinants (1.1)), concerning the nite moment problem, whenever an upper bound for the moments is not present; 2) to provide a su cient condition for entropy convergence of the sequence of approximating functions f M (x) to entropy of f (x) in the sense of the relationship
For entropy convergence we will make the further assumption that an unique solution of the innite moment problem exists. This assumption seems natural since there is an unique maximum entropy solution of the nite moment problem. Elsewhere if di erent solutions of the in nite moment problem exist they have di erent entropies so that entropy convergence is meaningless. In order that the Hamburger nite moment problem 
The problem formulation
It is evident that (1.1) is a necessary condition. We will establish the su ciency of the above conditions, except in the cases where an upper bound exists for the moments, by an inductive proof (it is evident that the proved conditions remain a necessary condition in all the cases where upper bounds for the moments are present). To summarize, the existence of f M (x) is based on the solvability of (3.3), which is guaranteed, given 0 ; :::; M?ind such that (3.3) is veri ed, only if M satis es the following relationship H (f M+1 ) < H (f). This apparent contradiction can be explained by considering that, being M+1 > 0, the M+1 moment had introduced spurious information, contradicting the ME principle, which requires that all the information be represented by the rst M + 1 moments. The analogous phenomenon does not appear in the Hausdor moment problem, R 0; 1], being M+1 = 0 whenever M+1 represents the (M + 1)-th moment of f (x) f M (x). 
Conclusions
Necessary and su cient conditions for the existence of the ME solution are given when M + 1 moments are assigned in the framework of the Hamburger and Stieltjes nite moment problem. The conclusions reached show that, except a few particular cases, the conditions for the existence of the ME solution are identical to Hamburger and Stieltjes conditions adressing the nite set of moments. A su cient condition for the entropy convergence of the ME solution f M (x) to f (x) is also provided. Fig.1 Bounds of M given by Hankel's determinants ( ? M ) and by ME ( H M ).
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