We propose a simulation-based algorithm for optimizing the average reward in a Markov Reward Process that depends on a set of parameters. As a special case, the method applies to Markov Decision Processes where optimization takes place within a parametrized set of policies. The algorithm involves the simulation of a single sample path, and can be implemented on-line. A convergence result (with probability 1) is provided.
Introduction
Markov Decision Processes and the associated dynamic programming (DP) methodology 1, 14] provide a general framework for posing and analyzing problems of sequential decision making under uncertainty. DP methods rely on a suitably de ned value function that has to be computed for every state in the state space. However, many interesting problems involve very large state spaces, which prohibits the application of DP. In addition, DP assumes the availability of an exact model, in the form of transition probabilities. In many practical situations, such a model is not available and one must resort to simulation or experimentation with an actual system. For all of these reasons, dynamic programming in its pure form, may be inapplicable. The e orts to overcome the aforementioned di culties involve two main ideas:
(1) The use of simulation to estimate quantities of interest, thus avoiding model-based computations.
(2) The use of parametric representations to overcome the curse of dimensionality.
Parametric representations, and the associated algorithms, can be broadly classi ed into three main categories.
(1) One can use a parametric representation of the value function. When the main ideas from DP are combined with such parametric representations, one obtains methods that go under the names of \reinforce-ment learning" or \neuro-dynamic programming"; see 16, 4] for textbook expositions, as well as the references therein.
(2) In an alternative approach, one considers a class of policies described in terms of a parameter vector . Simulation is employed to estimate the gradient of the performance metric with respect to , and the policy is improved by updating in a gradient direction. Methods of this type have been extensively explored in the IPA (in nitesimal perturbation analysis) literature 6, 10] . Many of these methods are focused on special problem types and do not readily extend to general Markov Decision Processes.
(3) A third approach, involves a so-called \actor-critic" architecture, that includes parametrizations of the policy (actor) and of the value function (critic) 3]. At present, little is known about the theoretical properties of such methods (see, however, 15]). This paper concentrates on methods based on policy parametrization and (approximate) gradient improvement, in the spirit of item (b) above. It is actually not restricted to Markov Decision Processes, but it also applies to general Markov Reward Processes that depend on a parameter vector . Our rst step is to obtain a method for estimating the gradient of the performance metric. In this connection, we note the \likelihood ratio" method of 9], which has this avor, but does not easily lend itself to on-line updating of the parameter vector. We nd an alternative approach, based on a suitably de ned \di erential reward function," to be more convenient. It relies on a gradient formula that has been presented in di erent forms in 5, 7, 8, 11] . We exploit a variant of this formula and develop a method that updates the parameter vector at every renewal time, in an approximate gradient direction. Furthermore, we show how to construct a truly on-line method that updates the parameter vector at each time step. In this respect, our work is closer to the methods described in 6] (that reference assumes, however, the availability of an IPA estimator, with certain guaranteed properties that are absent in our context) and in 11] (which, however, does not contain convergence results). Due to space constraints, we state here our results without providing the corresponding proofs. For a more detailed version of the paper we refer to 13].
p. 1 2 Markov Reward Processes Depending on a Parameter
In this section, we present our general framework, make a few assumptions, and state some basic results that will be needed later.
We consider a discrete-time, nite-state Markov chain fi n g with state space S = f1; : : :; Ng, whose transition probabilities depend on a parameter vector 2 < K , and are denoted by p ij ( ) = P(i n = j j i n?1 = i; ):
Whenever the state is equal to i, we receive a one-stage reward, that also depends on , and is denoted by g i ( ).
For every 2 < K , let P( ) be the stochastic matrix with entries p ij ( ). Let P = fP( ) j 2 < K g be the set of all such matrices, and let P be its closure.
Note that every element of P is also a stochastic matrix and, therefore, de nes a Markov chain on the same state space. We make the following assumptions.
Assumption 1 There exists a state i 2 S such the Markov chain corresponding to every P 2 P has a single recurrent class which contains i .
We will often refer to the times that the state i is visited as renewal times.
Assumption 2 For every i; j 2 S, p ij ( ) and g i ( ) are bounded, twice di erentiable, and have bounded rst and second derivatives.
The performance metric that we use to compare di erent policies is the average reward criterion ( ), de ned by ( ) = lim
Here, i k is the state at time k, and the notation E ] indicates that the expectation is taken with respect to the distribution of the Markov chain with transition probabilities p ij ( ). Under Assumption 1, the average reward ( ) is well de ned for every , and does not depend on the initial state. Furthermore, the balance equations
have a unique solution ( ) = ( 1 ( ); : : :; N ( )), with i ( ) being the steady state probability of state i under that particular value of , and the average reward is equal to
2.1 The Gradient of ( ) For any 2 < K and i 2 S, we de ne the di erential reward v i ( ) of state i by
where T = minfk > 0 j i k = i g is the rst future time that state i is visited. With this de nition, it is well known that v i ( ) = 0.
The following proposition gives an expression for the gradient of the average reward ( ), with respect to . A related expression (in a somewhat di erent context) was given in 11], and a proof can be found in 5]. The latter reference does not consider the case where g i ( ) depends on , but the extension is immediate.
Proposition 1 Let Assumptions 1 and 2 hold. Then,
Equation (3) for ( ) suggests that r ( ) could involve terms of the form r i ( ), but the expression given by Proposition 1 involves no such terms. This property is very helpful in producing simulation-based estimates of r ( ).
An Idealized Gradient Algorithm
Given that our goal is to maximize the average reward ( ), it is natural to consider gradient-type methods. If the gradient of ( ) could be computed exactly, we would consider a gradient algorithm of the form 2]
Alternatively, if we could use simulation to produce an unbiased estimate h k of r ( k ), we could then employ the approximate gradient iteration
The convergence of such a method can be established if we use a diminishing stepsize sequence and make suitable assumptions on the estimation errors. Unfortunately, it does not appear possible to produce unbiased estimates of r ( ) in a manner that is consistent with on-line implementation based on a single sample path. This di culty is bypassed by the method developed in the next section.
p. 2 3 The Simulation{Based Method
In this section, we develop a simulation-based algorithm that updates using estimates of the gradient r ( ) which are obtained by simulating a single sample path. We will show that this algorithm retains the convergence properties of the idealized gradient method.
For technical reasons, we make the following assumption on the transition probabilities p ij ( ). In Section 5, this assumption is revisited and we argue that it need not be restrictive. 
to estimate v j ( ), where~ is some estimate of ( ). Note that v i ( ) = 0 and does not need to be estimated. (6) Note that the denominator p in?1in ( ) is always positive, since only transitions that have positive probability will be observed. Also, the random variables F m ( ;~ ) are independent and identically distributed for di erent values of m, because the transitions during distinct renewal cycles are independent.
We de ne f( ;~ ) to be the expected value of F m ( ;~ ), namely, f( ;~ ) = E F m ( ;~ )]: (7) The following proposition con rms that the expectation of F m ( ;~ ) is aligned with r ( ), to the extent that~ is close to ( ). We rst consider the case where the initial conditions satisfy~ 0 ( 0 ). We then claim that t ( t ); 8 t > 0: (14) Indeed, suppose that at some time t 0 we have~ t0 = ( t0 ). If r ( t0 ) = 0, then we are at an equilibrium point of the di erential equations, and we havẽ t = ( t ) for all subsequent times. Otherwise, if r ( t0 ) 6 = 0, then _ t0 = r ( t0 ), and _ ( t0 ) > 0. At the same time, we have _ t0 = 0, and this implies that t < ( t ) for t slightly larger than t 0 . The validity of the claim (14) follows. As long as~ t ( t ),~ t is nondecreasing and since it is bounded, it must converge. Suppose now that the initial conditions satisfy~ 0 > ( 0 ). As long as this condition remains true,~ t is nonincreasing. There are two possibilities. If this condition remains true for all times, then~ (t) converges. If not, then there exists a time t 0 such that~ t0 = ( t0 ), which takes us back to the previously considered case.
Proposition 2 We have f( ;~ ) = E T]r ( ) + G( )( ( )
Having concluded that~ t converges, we can use Eq. (13) to argue that ( t ) must also converge to the same limit. Then, in the limit, t evolves according to _ t = r ( t ), from which it follows that r ( t ) must go to zero.
Implementation Issues
In this subsection, we indicate an economical way of computing the direction F m ( ;~ ) of update of the vector .
Taking into account thatṽ it m ( ;~ ) = 0, Eq. (6) 
In order to implement the algorithm, on the basis of the above equations, we only need to maintain in memory 2K + 1 scalars, namely~ , and the vectors , z.
Algorithms that Update at Every Time Step
We now propose a fully on-line algorithm that updates the parameter vector at each time step. To do that, we use the result of the preceding subsection, which allows us to break down the total update into a sum of incremental updates carried out at each time step.
At a typical time k, the state is i k , and the values of k , z k , and~ k are available from the previous iteration.
p. 4
We update and~ according to
We then simulate a transition to the next state i k+1 according to the transition probabilities p ij ( k+1 ), and nally update z by letting z k+1 = 8 < :
In order to prove convergence of this version of the algorithm, we will use an additional condition on the stepsizes. 
Markov Decision Processes
In this section, we indicate how to apply our methodology to Markov Decision Processes.
We consider a Markov Decision Processes 1, 14] with nite state space S = f1; : : :; Ng and nite action space U = f1; : : :; Lg. At any state i, the choice of a control action u 2 U determines the probability p ij (u) that the next state is j. The immediate reward at each time step is of the form g i (u), where i and u is the current state and action, respectively. Under a policy , and whenever the state is equal to i, action u is chosen with probability u (i), independent of everything else. If for every state i there exists a single u for which u (i) is positive (and, therefore, unity), we say that we have a pure policy.
For problems involving very large state spaces, it is impossible to even describe an arbitrary randomized policy . This leads us to consider policies described in terms of a parameter vector = ( 1 ; : : :; K ), whose dimension K is tractably small. We are interested in a method that performs small incremental updates of the parameter . A method of this type can work only if the policy has a smooth dependence on , and this is the main reason why we choose to work with randomized policies.
We allow to be an arbitrary element of < K . With every 2 < K , we associate a randomized policy ( ), which at any given state i chooses action u with probability u (i; ). Naturally, we require that every u (i; ) be nonnegative and that P u2U u (i; ) = 1. Note that the resulting transition probabilities are given by
and the expected reward per stage is given by
The objective is to maximize the average reward under policy ( ), which is denoted by ( ). This is a special case of the framework of Section 2. We now discuss the various assumptions introduced in earlier sections.
In order to satisfy Assumption 1, it su ces to assume that there exists a state i which is recurrent under every pure policy, a property which is satis ed in many interesting problems. In order to satisfy Assumption 2, it su ces to assume that u (i; ), for all i 2 S and all u 2 U, is twice di erentiable (in ) and has bounded rst and second derivatives. Finally, Assumption 3 is implied by the following condition.
Assumption 6 There exists some > 0 such that u (i; ) for every i, u, and . 
