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Abstract
Versatile Video Coding (H.266/VVC) standard achieves
better image quality when keeping the same bits than any
other conventional image codec, such as BPG, JPEG, and
etc. However, it is still attractive and challenging to im-
prove the image quality with high compression ratio on the
basis of traditional coding techniques. In this paper, we
design the multi-scale grouped dense network (MSGDN) to
further reduce the compression artifacts by combining the
multi-scale and grouped dense block, which are integrated
as the post-process network of VVC intra coding. Besides,
to improve the subjective quality of compressed image, we
also present a generative adversarial network (MSGDN-
GAN) by utilizing our MSGDN as generator. Across the ex-
tensive experiments on validation set, our MSGDN trained
by MSE losses yields the PSNR of 32.622 on average with
teams ”IMC” and ”haha” at the bit-rate of 0.15 in Low-
rate track. Moreover, our MSGDN-GAN could achieve the
better subjective performance.
1. Introduction
Image/video compression algorithms such as JPGE,
JPEG2000 and BPG are of practical importance for mul-
timedia data storage and transmission. As the next gener-
ation of video coding technology, Versatile Video Coding
(H.266/VVC) standard are developed by Video Coding Ex-
perts Group (VCEG) of ITU-I and Moving Picture Experts
Group (MPEG) of ISO/IEC, which achieves up to 30% bit-
rate reduction compared with H.265/HEVC. However, var-
ious coding artifacts, such as blocking and blurring, are still
serious when the compression ratio gets higher. To further
eliminate compression artifacts, some CNN-based filtering
methods [12, 13] have been used in in-loop filters of VVC.
With the development of deep neural network, learning
based image compression algorithms [1, 7, 8, 2, 16, 3, 4]
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Figure 1. Example of CTU partition in VVC.
have drawn huge attention. Belie et al. [1] implemented the
end-to-end optimized image compression by utilizing the
general divisive normalization and soft quantization with
additive uniform noise. To further optimize the entropy
coding, Lee et al. [7] proposed the context adaptive en-
tropy model to further improve the compression efficiency,
which exceeded BPG. Moreover, with the image compres-
sion and image enhancement network in cascade, Lee et al.
[8] achieved the comparable performance to VVC intra cod-
ing. Despite it, learning based codecs are not very efficient
as conventional codecs in their computational complexity.
Hence, in this paper, we propose a learning based approach
as a post-process technique to improve the performance of
VVC intra coding.
To this regard, some studies [15, 10] have applied the
network of image restoration to the post process of com-
pression frameworks. However, these methods are not de-
signed according to the distortion characteristics of VVC.
As shown in Fig. 1, the size of coding units in VVC are dif-
ferent, which caused the compression artifacts distributed
in different spatial size. Moreover, the compression arti-
ar
X
iv
:2
00
5.
07
89
6v
1 
 [e
es
s.I
V]
  1
6 M
ay
 20
20
Output
Enhanced 
Image
↑
Input
VTM 
Recon. 
Image
L_1
L_2
L_3
C
o
n
v
1
x
1
C
o
n
c
a
te
n
a
te
N
o
n
-lo
c
a
l
C
o
n
c
a
te
n
a
te
G
R
D
B
G
R
D
B
G
R
D
B
G
R
D
B
↑
C
o
n
v
1
x
1
C
o
n
c
a
te
n
a
te
N
o
n
-lo
c
a
l
G
R
D
B
G
R
D
B
G
R
D
B
G
R
D
B
G
R
D
B
G
R
D
B
G
R
D
B
G
R
D
B
GRDB
RDB RDB
C
o
n
v
1
x
1
RDB
C
o
n
ca
ten
a
te
… …
RDB
L
ea
k
y
y
R
eL
U
C
o
n
v
3
x
3
C
o
n
ca
ten
a
te
L
ea
k
y
y
R
eL
U
C
o
n
v
3
x
3
C
o
n
ca
ten
a
te
…
C
o
n
ca
ten
a
te
…
C
o
n
v
1
x
1
Forward Skip connection ↑ Pixel_shuffle(x2) L_* Feature(downsample(1, ½, ¼))
Figure 2. Overview of our Multi-scale grouped dense network (MSGDN).
facts including blurring, blocking and texture loss are com-
plex, which require the network to have strong representa-
tion ability. Therefore, in this paper, we propose the multi-
scale grouped dense network (MSGDN) as the post-process
of VVC intra coding based on these analysis.
Specifically, inspired by [10], we utilize multi-scale ar-
chitecture to remove the compression artifacts distributed
in different spatial sizes. Moreover, to increase the rep-
resentation ability of network, we utilize the GRDB [6]
as backbone in each scale. By combining the multi-scale
and grouped residual dense block, we propose a post-
process network named MSGDN, which achieves the state-
of-the-art compression performance with the same training
datasets. Moreover, to further improve the subjective qual-
ity of the compressed image at low bit-rate, we also propose
a generative adversarial network (MSGDN-GAN) by utiliz-
ing our MSGDN as generator.
We conduct extensive experiments on validation sets and
our MSGDN trained by MSE losses achieves the highest
PSNR of 32.62 on average at bit-rate of 0.15. Moreover,
our MSGDN-GAN could achieve the better subjective per-
formance as shown in Fig. 4.
2. Approaches
2.1. Multi-scale grouped dense network
Across different scaled feature, the network could fuse
the coarse and fine information to enhance the representa-
tional ability. To process the compression artifacts across
from different spatial dimensions, we utilize the multi-scale
feature extraction as Fig. 2. We apply the convolution layer
with stride 2 to implement the down-sample of feature. The
multi-scale features are composed of three layers. The res-
olution of first layer is the same as original image and other
two layers are down-sampled by 2 and 4 respectively. To
enhance the representation power of each layer, we utilize
the GRDB [6] in each layer. The channels of GRDB in three
layers from low to high are set as 128, 128, and 64. Each
GRDB contains 4 RDBs and each RDB contains 8 convo-
lution layers. To fusion multi-scale feature representation,
we first up-sample the low representation and concatenate it
with higher representation followed by one 1x1 convolution
layer and non-local module.
2.2. Generative adversarial network for VVC
Generative adversarial network has been used in image
restoration, image-to-image translation and style transfer,
which could improve subjective quality efficiently. Inspired
by [14], we utilize our MSGDN as generator. Then we en-
hance the discriminator with Relativistic average Discrimi-
nator (RaD) [5], which focus on whether input data are more
relative realistic or not.
Here, we formula real image and fake image as xr and
xf respectively. The discriminator loss could be formulated
as Equ. 1.
LRaD = −Exr [log(D(xr, xf ))]
− Exf [log(1−D(xf , xr))],
(1)
where Exr means the average of all real data in the mini-
batch. D(xf , xr) is defined in [5] as Equ. 2.
D(xr, xf ) = f(C(xr)− Exf [C(xf )]), (2)
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Figure 3. Compression performance on validation sets, compared
with JPEG2000, BPG and VVC.
where f is sigmoid function and C represents the output of
discriminator. We also adopt perceptual loss in [14] based
on the convolution layer of VGG-19 to further constrain the
subjective performance. As shown in Fig. 4, our MSGDN-
GAN achieves the better performance compared with tra-
ditional compression methods. However, it will cause the
reduction of objective performance.
2.3. Loss function
We adopt different loss function for different optimiza-
tion goals. To improve objective performance, we first uti-
lize the L1 loss as our loss function. Then we fine-tune the
MSGDN with MSE loss. In this way, we achieve the high-
est PSNR of 32.622 on validation set. On the other hand, in
order to improve the subjective performance, we first train
our generator with L1 loss, and then we replace the L1 loss
with a hybrid loss, which is composed of L1 loss, adversar-
ial loss and perceptual loss as Equ. 3.
Loss = L1loss+ 0.01Ladv + 0.0001Lp, (3)
where Ladv represents the adversarial loss and Lp repre-
sents the perceptual loss. Ladv could be computed with
Equ. 4.
Ladv = −Exr [log(1−D(xr, xf ))]
− Exf [log(D(xf , xr))],
(4)
which is symmetrical form of Equ. 1.
3. Experiment
3.1. Datasets
For training our MSGDN, we utilize 1633 images from
Dataset P (professional) and M (Mobile) and 30000 images
which are selected randomly from COCO2014 datasets.
VVC VVC+MSGDN
VVC+MSGDN-GAN Ground Truth
Figure 4. Comparison of image qualities between VVC,
VVC+MSGDN, VVC+GAN and Ground Truth, which verify the
superiority of our algorithms.
Then we transform these images from RGB to YUV444 and
use VTM8.0 to compress these images with QP from 37 to
39. Finally, we transform these images from YUV444 to
RGB. In this way, we get 31633 pairs of images at each QP.
3.2. Implementation details
The MSGDN is implemented based on PyTorch frame-
work with four NVIDIA 1080Ti GPUs. In the process of
training, we set the number of mini-batch as 8 and we uti-
lize Adam optimizer with a initial learning rate of 0.0001.
The learning rate will decay by a factor valued 0.5 every 100
epochs. To ensure that the average bpps is 0.15, we conduct
image-level bit allocation by selecting images from coded
images with QP from 37 to 39. However, in this paper,
we only train one MSGDN for these QPs. We find that it
cannot bring significant improvement by training different
network.
3.3. Comparision with traditional methods
In this section, we compare our approach with traditional
coding techniques including JPEG2000, BPG and VTM8.0
respectively. As shown in Fig. 3, with the same 0.15bpp, the
PSNR of our MSGRD is 0.6dB higher than VVC. To com-
pare the subjective quality, we visualize the processed im-
ages at about 0.15bpp. As shown in Fig. 4, the blurring and
texture loss are serious in images coded with VVC. How-
ever, our MSGDN can remove these artifacts efficiently and
our MSGRD-gan achieves the best subjective quality in tex-
ture details compared with other methods.
3.4. Comparison with other post-processing works
To further valid the effectiveness of our MSGDN, we re-
train a series of post-process network including GRDN [6],
DHDN [11], and CLIC2019 MS [10], DR US [9], . As
shown in Fig. 5, our approach achieves the highest PSNR
at the point of 0.15bpp, which is 0.3dB than DHDN.
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Figure 5. Compression performance on validation sets, compared
with other post-process networks.
4. Conclusion
In this paper, we propose the multi-scale grouped dense
network (MSGDN) as the post-process module of VVC in-
tra coding. By utilizing the multi-scale feature representa-
tion and grouped dense block, our MSGDN trained on MSE
achieves the PSNR of 32.622 with team ”IMC” and ”haha”
at low bits of 0.15bpp. However, the texture details can-
not be reconstructed effectively only with MSE. Therefore,
we utilize our MSGDN as a generator, and implement the
MSGDN-GAN by combining the loss of RaGAN [5] and
perceptual loss. Extensive experiments have demonstrated
the effectiveness of our MSGDN and MSGDN-GAN. Our
MSGDN-GAN achieves better subjective quality in texture
details.
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