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Resumen
Los invariantes generados a partir de momentos extraı´dos de una imagen aparecen recurrentemente en la bibliografı´a como
uno de los me´todos ma´s potentes para la descripcio´n de ima´genes, y ma´s concretamente de formas. En este artı´culo se propone
el uso de funciones de base continuas a intervalos (PCBF) como alternativa a las bases que se vienen utilizando tradicionalmente
en la aplicacio´n de este me´todo, todas ellas continas como puedan ser las muy conocidas de Zernike, Legendre o Tchebichev. El
uso de funciones discontinuas se justiﬁca en la naturaleza discontinua de los objetos analizados, en este caso las ima´genes: es de
sobra conocido que los contornos de los objetos visibles en ellas se caracterizan como discontinuidades en la serie de valores de
luminancia cuando nos desplazamos de un lado a otro de dichos contornos. El ana´lisis de tales sen˜ales con funciones continuas
produce resultados no deseados, como el feno´meno de Gibbs, que pueden ser evitados mediante el uso de funciones como las
propuestas, generando mejores aproximaciones a la forma analizada. Adicionalmente, las bases propuestas permiten fa´cilmente,
como se demuestra, la generacio´n de invariantes a rotacio´n, caracterı´stica altamente deseable para un descriptor de forma, puesto
que a priori no se conoce con que´ orientacio´n aparecera´ esta en la imagen objeto del ana´lisis. La invarianza a traslacio´n y escala
se consigue mediante un sencillo proceso de normalizacio´n. Se presentan los test que conﬁrman esta hipo´tesis, comenzando por
un ana´lisis del comportamiento de los invariantes ante el ruido en la imagen que permitira´ determinar en que´ nu´mero deben ser
extraı´dos. A continuacio´n, y una vez deﬁnida esta longitud de descripcio´n, se realizan sendos experimentos para determinar el
comportamiento de los invariantes propuestos en una tarea de recuperacio´n de ima´genes, tanto libres de ruido como corrompidas
con distintos grados de ruido gaussiano. Los resultados avalan la hipo´tesis de idoneidad para la tarea, demostrando que se pueden
alcanzar resultados similares a los de la base de referencia, Zernike, utilizando descripciones hasta un 40% ma´s cortas. Copyright
c© 2015 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
El ana´lisis de ima´genes mediante invariantes extraı´dos de
momentos de distinta ı´ndole se ha constituido en un tema de in-
vestigacio´n activo desde su propuesta inicial por Hu (Hu, 1962).
Desde entonces las lı´neas de trabajo se han orientado tanto ha-
cia una mayor profundizacio´n en las bases teo´ricas de su deﬁ-
nicio´n, como hacia nuevas y mejores formas de construir tales
descriptores (Reiss, 1991) (Flusser et al., 2009). Uno de los te-
mas que ma´s atencio´n ha recibido dentro de esta investigacio´n
ha sido la deﬁnicio´n de momentos utilizando bases ortonorma-
les, dada la conexio´n que existe entre tales bases y las descom-
posiciones de Fourier propuestas en Ana´lisis Funcional, y ma´s
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concretamente en el a´lgebra de Hilbert (Rudin, 1991); confor-
me a estas disciplinas, el uso de bases ortonormales, adema´s de
las ventajas del uso de invariantes en la descripcio´n de una ima-
gen, ofrece adicionalmente la posibilidad de realizar descrip-
ciones y reconstrucciones o´ptimas, en te´rminos de compacidad
y unicidad de la representacio´n, lo que conduce igualmente a
un o´ptimo computacional (Rudin, 1991) (Teague, 1980). De es-
ta forma, se ha dedicado mucho esfuerzo al estudio de las ba-
ses ortonormales conocidas, como las de Zernike, Legendre o
Tchebichev, y a su comportamiento como generadores de des-
criptores, tanto desde el punto de vista comparativo (Teh and
Chin, 1988), como desde la exploracio´n de sus capacidades es-
pecı´ﬁcas (Khotanzad and Hong, 1990). Dado el buen comporta-
miento observado con esta estrategia de descripcio´n en formas
2D, se han dirigido esfuerzos a su extensio´n como herramientas
de descripcio´n de objetos 3D (Xu and Li, 2008). Recientemente
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se han realizado esfuerzos para uniﬁcar la capacidad de los in-
variantes generados a partir de momentos con las posibilidades
de ana´lisis que ofrecen las wavelets (Chen and Xie, 2011).
De otra parte, tambie´n es conocido que la descomposicio´n
de Fourier de una funcio´n utilizando bases continuas produce
defectos no deseados en el ana´lisis de funciones con disconti-
nuidades, siendo la manifestacio´n ma´s palpable de este hecho el
conocido feno´meno de Gibbs (Hewitt and Hewitt, 1979). Ma´s
concretamente, este comportamiento se puede observar en el
ana´lisis de ima´genes, donde es habitual encontrar grandes dis-
continuidades que, de hecho, dan lugar al concepto de contorno
tan explotado en Visio´n por Computador. Se tiene constancia de
la aparicio´n de este tipo de feno´menos no deseados en la recons-
truccio´n de ima´genes tras un proceso de ﬁltrado en el dominio
de Fourier (Bovik, 2009). Estos inconvenientes han generado
un creciente intere´s en el uso de funciones de base disconti-
nuas para el ana´lisis de este tipo de sen˜ales, como puede ser la
aplicacio´n de la transformada de Hadamard-Walsh en ana´lisis
de ima´genes (Sasikala and Neevelani, 2010), su fusio´n con el
ana´lisis de Fourier (Hamood and Boussakta, 2011), o el uso de
wavelets como las de Haar, presentes en multitud de propuestas
en la bibliografı´a, como el algoritmo de Viola-Jones, el ana´li-
sis de fallos en maquinaria industrial (Lee and Tarng, 1999), o
el ana´lisis de ima´genes en dominios especı´ﬁcos (Krommweh,
2009).
De este modo, el trabajo que se presenta tiene por objeto
explorar la potencialidad de funciones discontinuas, o ma´s con-
cretamente las conocidas como funciones de base continuas a
intervalos (Piecewise Continuous Basis Functions, PCBF) (Rao,
1983), como base para la deﬁnicio´n de familias de momentos a
partir de las que luego extraer invariantes para la descripcio´n de
ima´genes; incluso, en este caso, se podrı´a introducir una restric-
cio´n adicional, puesto que las funciones de base que se propo-
nen no so´lo son continuas a intervalos, sino tambie´n constantes
en esos intervalos.
La metodologı´a que se utiliza se basa en el ana´lisis de dos
tipos de PCBF, una base ortonormal y otra que no lo es, de for-
ma que no so´lo se puedan extraer conclusiones al respecto del
uso de bases discontinuas, sino adicionalmente la ventaja que
puede suponer el que tales bases sean adema´s ortonormales. De
esta forma, el trabajo que ahora se presenta, extiende y explica
los resultados preliminares reﬂejados en (Dominguez, 2013) en
varios sentidos: en primer lugar, se presenta una metodologı´a
generalizada para la conversio´n de bases ortonormales en coor-
denadas cartesianas a bases en coordenadas polares, de gran in-
tere´s en ana´lisis de ima´genes por la facilidad que ofrecen para
la generacio´n de descriptores invariantes a rotacio´n; en segun-
do lugar se completa el experimento presentado en el trabajo
citado, en el sentido de que ahora se diferencian claramente los
efectos de dos caracterı´sticas distintas de las funciones presen-
tadas, al detallar por un lado los beneﬁcios de usar bases conti-
nuas a intervalos, y por otro al an˜adir a esta caracterı´stica la or-
tonormalidad de las funciones de la base. Se presentan diversos
experimentos que persiguen determinar el correcto dimensio-
namiento de cada una de las familias de invariantes analizando
su comportamiento frente al ruido y cuando se utilizan como
descriptores de una imagen en una aplicacio´n de recuperacio´n
de ima´genes por contenido, tanto en un caso ideal, donde las
ima´genes objeto de ana´lisis se presentan sin ruido, como cuan-
do, en un escenario ma´s realista, tales ima´genes se presentan
con distintos grados de contaminacio´n con ruido gaussiano.
Finalmente, cabe resen˜ar que como elemento de control se
han repetido todos estos experimentos utilizando momentos de
Zernike, de los que se dispone de informacio´n en la bibliografı´a
que corrobora que se trata de la familia de invariantes con mejor
comportamiento en la descripcio´n de ima´genes (Teh and Chin,
1988) (Chen and Xie, 2011).
2. Deﬁnicio´n de las bases
El punto de partida para la propuesta de las bases de funcio-
nes con las que se va a trabajar esta´ en la propia deﬁnicio´n de
los momentos; dada una imagen descrita en coordenadas carte-
sianas I(x, y), su momento Mnm se calcula como (Flusser et al.,
2009):
Mnm =
∫ x f
x0
∫ y f
y0
I(x, y) p∗nm(x, y) dx dy (1)
donde pnm(x, y) es una funcio´n que pertenece a la base de los
momentos, y que tiene orden n en la coordenada x y orden m
para y, ∗ es el conjugado complejo, y [x0, x f ] e [y0, y f ] los inter-
valos en ambas variables que deﬁnen la regio´n en la que tanto
la imagen como pnm(x, y) esta´n deﬁnidas.
De acuerdo con el a´lgebra de Hilbert, la ecuacio´n 1 describe
igualmente el producto escalar entre ambas funciones implica-
das, < pnm(x, y), I(x, y) >. Gracias a esta correspondencia, es
posible introducir en el ana´lisis mediante momentos el concep-
to de ortonormalidad entre cada par de funciones integrantes de
la base que se elija. Este concepto es muy importante, puesto
que es conocido que la proyeccio´n de un punto de un espacio
vectorial sobre una base ortonormal es o´ptima en el sentido de
que cada componente proyectada contiene informacio´n u´nica
y no repetida en ninguna otra proyeccio´n. La consecuencia de
esta propiedad es que el ana´lisis por el me´todo de los momen-
tos utilizando bases ortonormales genera proyecciones o´ptimas
(Rudin, 1991) (Teague, 1980) puesto que a igual longitud de re-
presentacio´n se da cabida a una mayor cantidad de informacio´n
referente al objeto representado, en nuestro caso la imagen.
El siguiente paso a tener en cuenta es un cambio en la de-
ﬁnicio´n de la propia imagen que se va a analizar. Tradicional-
mente, y debido a la morfologı´a de los sensores CCD utilizados
en la captura de ima´genes, e´stas se representan como una ma-
triz, direcciona´ndose por tanto cada uno de sus pı´xeles mediante
un par de nu´meros que representan las coordenadas cartesianas
(i.e. ﬁla y columna) en las que dicho pixel se ubica en la ima-
gen. No obstante, a la hora de realizar un ana´lisis de la imagen
mediante el me´todo de los momentos, se ha probado muy u´til
modiﬁcar esta representacio´n de forma que la imagen pasa a
manejarse en coordenadas polares, y dentro del cı´rculo unidad.
Por tanto, ahora la imagen pasa a denominarse I(ρ, θ) y se deﬁ-
ne como:
I(ρ, θ) : Ω → [0, 1], Ω = {(ρ, θ) ∈ R2 : 0 ≤ ρ ≤ 1, 0 ≤ θ < 2π}
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Como es lo´gico, esta deﬁnicio´n de la imagen fuerza a mo-
diﬁcar igualmente la deﬁnicio´n del producto escalar y, como
consecuencia, de los propios momentos, dada en la ecuacio´n 1
para coordenadas cartesianas. De esta forma, ahora el ca´lculo
de cada uno de los momentos se realiza mediante la expresio´n:
Mnm =
1
π
∫ 2π
0
∫ 1
0
I(ρ, θ) ϕ∗nm(ρ, θ) ρ dρ dθ (2)
donde ϕnm(ρ, θ) representa la funcio´n de orden n en ρ y m en θ
de la base de momentos, y ∗ representa el conjugado complejo.
Cuando esta representacio´n de la imagen en coordenadas
polares se conjuga con una deﬁnicio´n apropiada de las funcio-
nes de base para el ana´lisis, se obtienen resultados muy desea-
bles. Una posible forma de construir estas funciones de base es
desacoplando la dependencia de ambas variables como un pro-
ducto de funciones, una que exprese la variacio´n sobre ρ y otra
sobre θ; de esta forma, se podrı´a escribir:
ϕnm(ρ, θ) = Πn(ρ)Φm(θ) (3)
Segu´n esta descomposicio´n, cuando la componente angular se
deﬁne como la correspondiente funcio´n de la base de Fourier,
es decir:
Φm(θ) = eimθ ⇒ ϕnm(ρ, θ) = Πn(ρ)eimθ (4)
el resultado es que el mo´dulo del momento ası´ extraı´do es inva-
riante a rotacio´n, como puede comprobarse fa´cilmente. Supo´nga-
se una imagen, I(ρ, θ) y una copia de la misma girada un a´ngulo
α, I′(ρ, θ) = I(ρ, θ+α). Es fa´cil ver que la relacio´n entre los mo-
mentos de ambas ima´genes es tal que M′nm = Mnme−imα, por lo
que ‖M′nm‖ = ‖Mnm‖ (Flusser, 2000).
Fijada la invarianza a rotacio´n, queda por garantizar la in-
varianza a traslacio´n y escalado del descriptor utilizado. En es-
te trabajo, tales propiedades se consiguen mediante un proceso
previo de normalizacio´n de las ima´genes (Khotanzad and Hong,
1990).
Adicionalmente, las funciones de base deﬁnidas segu´n la
expresio´n 4 gozan de otra propiedad interesante, y es que la
condicio´n de ortonormalidad entre ellas se cumple cuando si-
multa´neamente las componentes radial y angular la cumplen.
Sean ϕnm(ρ, θ) y ϕkl(ρ, θ) dos funciones de la base de momen-
tos. Su producto escalar es, segu´n la expresio´n 2:
< ϕnm(ρ, θ), ϕkl(ρ, θ) >=
1
π
∫ 2π
0
∫ 1
0
ϕnm(ρ, θ)ϕ∗kl(ρ, θ)ρdρdθ
(5)
pero dada la forma propuesta en la ecuacio´n 4 se puede escribir
como:
< ϕnm(ρ, θ), ϕkl(ρ, θ) >=
1
π
∫ 2π
0
∫ 1
0
Πn(ρ)eimθΠk(ρ)e−ilθρdρdθ
(6)
En esta expresio´n, dado que ninguna de las funciones impli-
cadas en el integrando depende de ambas variables, se puede
secuenciar el proceso de integracio´n:
< ϕnm(ρ, θ), ϕkl(ρ, θ) >=
1
π
∫ 1
0
Πn(ρ)Πk(ρ)
[∫ 2π
0
eimθe−ilθdθ
]
ρdρ
(7)
donde el te´rmino entre pare´ntesis so´lo depende de θ, y dado que
lo que se integra es el producto de dos funciones de la base de
Fourier, se sabe que, por su ortonormalidad, el resultado es:
∫ 2π
0
eimθe−ilθdθ = 2πδml (8)
donde
δml =
{
1 m = l
0 m  l (9)
lo que deja:
< ϕnm(ρ, θ), ϕkl(ρ, θ) >= 2δml
∫ 1
0
Πn(ρ)Πk(ρ)ρdρ (10)
Lo que se traduce en que ϕnm(ρ, θ) y ϕkl(ρ, θ) son ortonormales
si a su vez lo son Πn(ρ) y Πk(ρ), es decir, si se cumple que:
< ϕnm(ρ, θ), ϕkl(ρ, θ) >= 2δml < Πn(ρ),Πk(ρ) >= 2δmlδnk (11)
Finalmente, y para permitir una ma´s co´moda deﬁnicio´n de
la componente radial de las funciones de base, se presenta una
u´ltima propiedad. Sean p(x) y q(x) dos funciones de una base
ortonormal, por lo que segu´n el producto escalar deﬁnido en la
ecuacio´n 1:
< p(x), q(x) >=
∫ x f
x0
p(x) q∗(x) dx = δpq (12)
donde
δpq =
{
1 p = q
0 p  q
Dada esta deﬁnicio´n, se propone un cambio de variable, de tal
forma que:
x = f (ρ) = ρ2 ⇒ dx = f ′(ρ) dρ = 2ρ dρ (13)
por lo que sustituyendo en la ecuacio´n 12 se tiene que:
< p(ρ2), q(ρ2) >= 2
∫ ρ2f
ρ20
p(ρ2) q∗(ρ2) ρ dρ = δpq (14)
siendo x0 = ρ20 y x f = ρ
2
0. No obstante, aunque la expresio´n 14
es muy similar al producto escalar deﬁnido sobre la coordenada
radial de un sistema polar, como el que aparece en la ecuacio´n
10, au´n depende de ρ2, y no de ρ. Para completar el desarro-
llo, es necesario por tanto realizar la composicio´n de funciones
planteada. Para ello, sea x1 = f (ρ1) = ρ21 y p(x1) = p1; enton-
ces:
p(x1) = p( f (ρ1)) = p(ρ21) = p1 ⇒ (p ◦ f )(ρ1) = p1 (15)
con ρ1 =
√
x1. Dicho de otra forma, la composicio´n de ambas
funciones supone que los pasos por cero en la coordenada ρ se
producen en la raı´z cuadrada de los valores de los pasos por
cero para la coordenada x. Uniendo entonces las ecuaciones 14
y 15 queda:
< (p◦ f )(ρ), (q◦ f )(ρ) >= 2
∫ ρ f
ρ0
(p◦ f )(ρ), (q◦ f )∗(ρ) ρ dρ = δpq
(16)
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donde ρ0 =
√
x0 y ρ f =
√x f .
Esta propiedad permitira´ ma´s adelante, en conjuncio´n con
la ecuacio´n 10, deducir fa´cilmente bases ortonormales para un
sistema de coordenadas polares a partir de bases ortonormales
en coordenadas cartesianas.
Una vez que se ha justiﬁcado la forma que se ha elegido para
las funciones de las bases que se empleara´n en el desarrollo del
trabajo, queda determinar la deﬁnicio´n de la componente radial
de cada una de ellas. En este trabajo se trata de establecer una
comparacio´n entre la descripcio´n utilizando funciones de base
continuas, lo que representa la metodologı´a de trabajo utilizada
hasta ahora, frente al uso de funciones continuas a intervalos
(Piecewise Constant Basis Functions, PCBF) (Rao, 1983) para
el mismo ﬁn. Como referencia de sistema de funciones de base
continuas, en este trabajo se han reproducido todos los expe-
rimentos descritos utilizando momentos de Zernike, citados en
la bibliografı´a como familia de momentos con una mejor capa-
cidad de representacio´n (Teh and Chin, 1988) (Chen and Xie,
2011). Su deﬁnicio´n comienza con los polinomios de Zernike:
Rnm(ρ) =
n−|m|
2∑
s=0
(−1)s (n − s)!
s!
(
n+|m|
2 − s
)
!
(
n−|m|
2 − s
)
!
ρn−2s (17)
R(ρ) = {Rnm(ρ) | n = 0, 1, . . . ,∞, |m| ≤ n, n − |m| par}
y a partir de ellos, se deﬁne el momento de Zernike de orden
nm de una imagen I(ρ, θ) como:
Anm =
n + 1
π
∫ 2π
0
∫ 1
0
[Vnm(ρ, θ)]∗I(ρ, θ) ρ dρ dθ (18)
donde V(ρ, θ) se deﬁne como:
Vnm(ρ, θ) = Rnm(ρ)eimθ (19)
Como puede verse en la ecuacio´n 19, la funcio´n Vnm(ρ, θ) res-
ponde a la estructura descrita en la ecuacio´n 4, por lo que es
inmediato deducir que ‖Anm‖ es un invariante a rotacio´n, que se
utiliza como descriptor en este caso.
Quedan por deﬁnir las PCBF que se utilizara´n sobre la com-
ponente radial en este estudio. En este caso se ha optado por ma-
nejar dos alternativas, representativas de las dos posibles vı´as de
eleccio´n en este punto.
2.1. PCBF no ortonormales: tren de pulsos
En primer lugar, y como alternativa no ortonormal, se ha
optado por incluir como funciones de base un tren de pulsos.
Sea Δn : 0 = t0 < t1 < . . . < tn−1 < tn < tn+1 = 1, n ∈ N una
particio´n uniforme en el intervalo [0, 1], donde:
ti =
i
n + 1
, i = 1, . . . , n + 1 (20)
Sobre esta particio´n, se deﬁne la funcio´n de base de orden n
como:
γn(x) =
{
1 tk < x < tk+1
−1 tk−1 < x < tk (21)
donde k es un entero par tal que 0 ≤ k ≤ n + 1, k ∈ N. De este
modo se consigue que la funcio´n de orden n tenga el mismo
nu´mero de cambios de signo. Posteriormente se ha aplicado el
cambio de variable descrito en la ecuacio´n 13 para adecuar su
deﬁnicio´n a la componente radial de un sistema de coordenadas
polares. El resultado puede verse en la ﬁgura 1, donde se han
representado las funciones hasta orden n = 5.
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Figura 1: Funciones de la base tren de pulsos hasta orden n = 5.
Por tanto, la deﬁnicio´n de la funcio´n de orden nm de esta
base de momentos en coordenadas polares, aplicando la expre-
sio´n general propuesta en la ecuacio´n 4 y el cambio de variable
13, queda como:
Γnm(ρ, θ) = γn(ρ2)eimθ (22)
a partir de la que se genera el descriptor invariante a rotacio´n
‖Γnm(ρ, θ)‖.
2.2. PCBF ortonormales: funciones de Walsh
En segundo lugar, y como alternativa ortonormal, en este es-
tudio se han incluido como funciones de base las conocidas fun-
ciones de Walsh (Walsh, 1923). Para su deﬁnicio´n, conside´ren-
se k > 0, k ∈ N, es decir un entero no negativo, y x ∈ [0, 1) un
nu´mero real. La representacio´n binaria de k viene dada por:
k = κ020 + κ121 + · · · + κa−12a−1 (23)
mientras que la de x es:
x =
x1
21
+
x2
22
+ . . . (24)
donde κ0, κ1, . . . , κa−1, x1, x2, . . . ∈ {0, 1}. Entonces, la funcio´n
de Walsh de orden k es:
wk : [0, 1) → {−1, 1}, wk(x) = −1κ0x1+κ1x2+···+κa−1xa (25)
comenzando la serie con w0(x) = 1. Al igual que en el caso
anterior, las funciones de Walsh se han ordenado de forma que
el n-e´simo elemento de la base tenga n cambios de signo. A
continuacio´n, se aplica el cambio de variable propuesto en la
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Figura 2: Funciones de la base de Walsh hasta orden n = 5.
ecuacio´n 13 para su adaptacio´n al caso polar. El resultado es el
que se observa en la ﬁgura 2 donde igualmente se han represen-
tado las funciones de la base hasta orden 5.
De este modo, la deﬁnicio´n de la funcio´n de esta base de
momentos de orden nm en coordenadas polares, aplicando la
expresio´n general propuesta en la ecuacio´n 4 y el cambio de
variable 13, queda como:
Wnm(ρ2, θ) = wn(ρ2)eimθ (26)
y, al igual que en el caso anterior, se utiliza como descriptor
‖Wnm(ρ, θ)‖.
Mediante la eleccio´n de las dos bases descritas, es posible
realizar un estudio en el que no so´lo se determinara´ la idonei-
dad de las PCBF como base para la descripcio´n de una imagen
mediante invariantes basados en momentos, sino que tambie´n
sera´ posible, de la comparacio´n entre los resultados obtenidos
con la base tren de pulsos y con la base de Walsh, determinar si
la ortonormalidad en tales funciones supone una ventaja adicio-
nal, como se podrı´a deducir de las propiedades de la proyeccio´n
sobre tales bases descritas en el a´lgebra de Hilbert.
3. Comportamiento ante ruido
Antes de poder utilizar los invariantes explicados en la sec-
cio´n anterior, es necesario determinar, para cada base, cua´l va a
ser la longitud de la descripcio´n que se genere, es decir, cua´ntos
momentos se van a extraer de cada una de las ima´genes. Esta
cuestio´n tiene una primera respuesta en te´rminos de la preci-
sio´n en la descripcio´n, que indica que a mayor nu´mero de des-
criptores, mejor representada esta´ una imagen. Pero aumentar
la descripcio´n aumenta igualmente el tiempo necesario para su
ca´lculo y uso, ası´ como los recursos necesarios para su alma-
cenamiento y transmisio´n. Para ayudar a resolver este dilema,
existe un criterio adicional que consiste en evaluar co´mo se ven
afectados los valores de los momentos cuando, como ocurre en
la mayorı´a de aplicaciones, las ima´genes de partida esta´n co-
rrompidas con ruido. Experimentos anteriores demuestran que
la sensibilidad al ruido aumenta a medida que se incrementa
el orden de los momentos (Teh and Chin, 1988), por lo que es
necesario evaluar hasta do´nde se puede extender la descripcio´n
manteniendo su robustez.
Para llevar a cabo este test se han tomado cien muestras
al azar de nuestra base de datos de test, que consta de ma´s de
30.000 ima´genes binarias, normalizadas a un taman˜o de 128x128
pı´xeles1, lo que, como se ha mencionado, garantiza la invarian-
za a traslacio´n y escalado de la descripcio´n (Khotanzad and
Hong, 1990). Se ha decidido utilizar esta base de datos frente
a otras de dominio pu´blico (Fisher, 2011), debido a que ningu-
na de las consultadas cumplı´a con los requisitos de simplicidad
(los problemas de segmentacio´n quedan fuera de este trabajo)
y de diversidad para presentar suﬁcientes ima´genes similares a
una dada, distractores y una escala comparable a la de un pro-
blema real. La ma´s adecuada de entre las consultadas es SIID
de Brown University, pero su reducido taman˜o nos condujo a
rechazarla ﬁnalmente en favor de la utilizada. Algunas ima´ge-
nes contenidas en nuestra base de datos se muestran en la ﬁgura
3. Cada una de ellas se ha corrompido con ruido gaussiano de
distinta intensidad para crear cuatro copias, correspondientes a
valores de SNRin = {4, 2, 1, 0,5}. En este caso, se deﬁne:
SNRin =
∑
∀{ρ,θ}
[
I(ρ, θ) − I(ρ, θ)
]2
∑
∀{ρ,θ}
[
n(ρ, θ) − n(ρ, θ)]2 (27)
donde n(ρ, θ) es el ruido aditivo, y I, n representa los respectivos
valores medios de la imagen y de la sen˜al de ruido (Chen and
Xie, 2011).
Figura 3: Ejemplos de ima´genes en la base de datos de test.
Cada una de estas 400 ima´genes con ruido se han transfor-
mado utilizando las tres familias de momentos propuestas para
generar los respectivos invariantes: Zernike, ‖Anm‖, tren de pul-
sos, ‖Γnm‖ y Walsh, ‖Wnm‖.
Para evaluar la robustez de cada uno de ellos ante el ruido,
se ha calculado el SNRnm de cada orden de invariantes, siendo:
SNRnm =
100∑
i=1
[
φinm − φnm
]2
100∑
i=1
[
κinm − κnm
]2 (28)
1La base de datos de test esta´ disponible enviando un e-mail al autor
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donde φinm representa el invariante de orden nm (‖Anm‖, ‖Γnm‖
o ‖Wnm‖) de la i-e´sima imagen, y κinm representa el invariante
de orden nm (‖Anm‖, ‖Γnm‖ o ‖Wnm‖) del ruido an˜adido a dicha
imagen (Teh and Chin, 1988).
En los resultados presentados a continuacio´n se han utiliza-
do los siguientes o´rdenes:
‖Anm‖: m = 0 para n par, y m = 1 para n impar.
‖Γnm‖: m = 0 para todos los valores de n.
‖Wnm‖: m = 0 para todos los valores de n.
Los resultados se presentan en la ﬁgura 4, en la que puede
corroborarse el patro´n de degradacio´n de SNRnm para las tres
familias de momentos, en los cuatro casos propuestos corres-
pondientes a los cuatro niveles de corrupcio´n con ruido gaus-
siano (SNRin = {4, 2, 1, 0,5}). En lı´nea continua se observan los
resultados para ‖Anm‖, en punteada para ‖Γnm‖ y en discontinua
para ‖Wnm‖.
De los resultados observados en la ﬁgura 4, y tomando co-
mo referencia ‖Anm‖, se pueden extraer varias conclusiones:
El comportamiento ante ruido de ‖Γnm‖ es muy parecido
al de ‖Anm‖, lo que indica que se puede extender la des-
cripcio´n en ambos casos al mismo nu´mero de invarian-
tes manteniendo la misma calidad de la representacio´n
en te´rminos de robustez ante el ruido. Por lo tanto en las
pruebas posteriores se utilizara´ la misma longitud de des-
cripcio´n en ambos casos. La ventaja de utilizar PCBF se
demostrara´, por tanto, si se consiguen resultados signiﬁ-
cativamente mejores en el desarrollo de dichas pruebas.
Por contra, el comportamiento de ‖Wnm‖ es ligeramente
peor, puesto que se observa que alrededor del orden 7 hay
un empeoramiento signiﬁcativo para todos los SNRin. Por
lo tanto, en las pruebas posteriores es preciso limitar la
longitud de la representacio´n a o´rdenes inferiores de in-
variantes que garanticen la robustez ante el ruido. La ven-
taja de esta PCBF se demostrara´ si con menor longitud de
representacio´n se alcanzan los mismos o mejores resulta-
dos que usando ‖Anm‖.
4. Aplicacio´n en recuperacio´n de ima´genes
En esta seccio´n se detallan las pruebas realizadas para la
evaluacio´n de las PCBF como descriptores de ima´genes en una
tarea de recuperacio´n de ima´genes basada en contenido, usan-
do para ello dos bases de datos diferentes: por un lado la base
de datos pu´blica de la Universidad de Brown, con 216 ima´ge-
nes de objetos en 18 categorı´as (Sharvit et al., 1998), y por otro
nuestra base de datos de test, con ma´s de 30.000 ima´genes hete-
roge´neas. Cabe resen˜ar que las ima´genes contenidas son bina-
rias, puesto que tradicionalmente, los momentos y sus invarian-
tes se han utilizado como descriptores de forma, por lo que en
estos tests no se tiene en cuenta la informacio´n de luminancia.
Para el dimensionamiento de la descripcio´n asociada a ca-
da tipo de invariantes, se han tomado como base los momentos
de Zernike, ‖Anm‖. En este experimento se ha utilizado hasta
orden 17 en este descriptor, que representa un compromiso en-
tre longitud y calidad avalado por los resultados presentes en
la literatura (Teh and Chin, 1988) (Mukundan, 2004), y que
adicionalmente mantienen un buen comportamiento ante rui-
do; la extensio´n de esta descripcio´n queda ﬁjada entonces en
90 invariantes. A partir de esta referencia, y teniendo en cuenta
las consideraciones expuestas en la seccio´n anterior, i.e. mis-
ma longitud para ‖Γnm‖, y menor para ‖Wnm‖, se ha disen˜ado el
experimento segu´n las condiciones reﬂejadas en las tablas 1 y 2
Tabla 1: Detalles de los descriptores en el experimento de recuperacio´n de
ima´genes
‖Anm‖ ‖Γnm‖ ‖Wnm‖
Orden radial 0 . . . 17 0 . . . 8 0 . . . 6
Orden angular 0 . . . 17 0 . . . 9 0 . . . 7
N. descriptores 90 90 56
Tabla 2: Detalles de la recuperacio´n
Brown Propia
Taman˜o DB 216 30,000
N. Consultas 18 100
Ima´genes recuperadas 25 25
Total pares evaluados 450 2500
La comparacio´n de los resultados alcanzados utilizando ca-
da una de las familias de invariantes se realiza mediante la me-
dida de precisio´n, que se deﬁne como:
precisio´n =
ima´genes correctamente recuperadas
taman˜o del conjunto recuperado
(29)
Cabe resen˜ar que su medida complementaria, la medida de re-
call, no esta´ disponible por una cuestio´n de escala: realizar el
etiquetado como similar o no de todos los posibles pares ge-
nerados en 100 consultas sobre una base de datos de ma´s de
30.000 ima´genes supondrı´a evaluar ma´s de 3,000,000 de casos,
lo que por si so´lo constituye una tarea enorme.
En el primer experimento con la base de datos de Brown
University, se realizan 18 consultas, una correspondiente a ca-
da categorı´a presente en la base de datos, y se recuperan 25
ima´genes por cada una de ellas. Se calcula la precisio´n para ca-
da taman˜o del conjunto de recuperacio´n, siendo los resultados
alcanzados los mostrados en la ﬁgura 5
A continuacio´n, se repite el experimento con la base de da-
tos propia, realizando cien consultas, y siendo los resultados
alcanzados los que se muestran en la ﬁgura 6.
En estas gra´ﬁcas se puede observar que:
La comparacio´n entre ‖Anm‖ y ‖Γnm‖ deja un resultado en
el que las precisiones medias alcanzadas en ambos ca-
sos para cada taman˜o del conjunto recuperado son muy
similares, si bien algo desfavorables a ‖Γnm‖. Si se tiene
en cuenta que el conjunto de invariantes ‖Anm‖ proviene
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Figura 4: Comportamiento ante ruido de las tres familias de momentos: ‖Anm‖ linea continua, ‖Γnm‖ punteada, ‖Wnm‖ discontinua.
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Figura 5: Comparacio´n entre las precisiones alcanzadas con cada familia de
momentos en el experimento de recuperacio´n de ima´genes con la base de da-
tos de la Universidad de Brown. ‖Anm‖, trazo continuo, ‖Γnm‖ puntos, ‖Wnm‖
discontinuo.
de la proyeccio´n de la imagen sobre una familia de fun-
ciones ortonormales, Vnm(ρ, θ), mientras que el conjunto
‖Γnm‖ se genera mediante un conjunto de funciones no
ortnonormales, γn,m(ρ, θ), unido a que ambos conjuntos
de invariantes tienen el mismo taman˜o, se puede dedu-
cir que la capacidad de descripcio´n de estas u´ltimas es
mayor, puesto que existiendo redundancia entre los des-
criptores generados (en el sentido de que la informacio´n
contenida en cada uno no es exclusiva (Rudin, 1991)) se
alcanzan los mismos resultados. Dicho de otra forma, eli-
minando la redundancia se generarı´a una descripcio´n ma´s
corta con los mismos resultados. Lo que nos lleva a la si-
guiente observacio´n.
La comparacio´n entre ‖Anm‖ y ‖Wnm‖ revela tambie´n un
resultado con precisiones medias muy similares, aunque
en este caso ligeramente a favor de ‖Wnm‖. Teniendo en
cuenta que la descripcio´n mediante estas PCBF es, apro-
ximadamente, un 40% ma´s corta que la realizada me-
diante la base de Zernike, se demuestra la mejor capaci-
dad de representacio´n de estas PCBF ortonormales, pues-
to que a menor longitud de la descripcio´n se obtienen los
mismos resultados.
Como conclusio´n se puede establecer, sobre los casos pro-
puestos, que no se justiﬁca el uso de ‖Γnm‖ frente a los inva-
riantes de Zernike, puesto que se mantiene la misma longitud
de representacio´n, pero la no ortnormalidad de estas PCBF su-
pondrı´an un inconveniente en algunas tareas, como por ejemplo
la reconstruccio´n de la imagen original a partir de los momen-
tos extraı´dos (Rudin, 1991) (Teague, 1980). Sin embargo, en el
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Figura 6: Comparacio´n entre las precisiones alcanzadas con cada familia de momentos en el experimento de recuperacio´n de ima´genes. Derecha (a) y c)): series de
precisiones medias. Izquierda (b) y d)): diferencia entre las series. ‖Anm‖, trazo continuo, ‖Γnm‖ puntos, ‖Wnm‖ discontinuo.
caso de ‖Wnm‖, las ventajas de utilizar esta descripcio´n frente a
‖Anm‖ es muy clara, y se puede cifrar en:
Una representacio´n ma´s corta supone menos tiempo de
co´mputo para la generacio´n de los descriptores, tanto de
la imagen de consulta como de las almacenadas en la base
de datos. En nuestro caso, esta reduccio´n se cifrarı´a en un
40% menos (asumiendo el mismo coste computacional
por cada invariante generado)
La reduccio´n tambie´n se aplica en la misma proporcio´n a
los recursos computacionales necesarios para el almace-
namiento y transmisio´n de los datos.
Tambie´n se produce una reduccio´n signiﬁcativa, que en
su caso habrı´a que cuantiﬁcar, en la gestio´n de la base de
datos, al reducirse la dimensionalidad de los datos sobre
los que generar los ı´ndices multidimensionales.
La reduccio´n tambie´n se reﬂeja en el coste computacional
de cada proceso de consulta, puesto que la comparacio´n
de cada par de ima´genes se realiza sobre descripciones
mucho ma´s cortas, lo que supone menos operaciones y
menos ciclos de CPU necesarios para alcanzar una con-
clusio´n.
Tambie´n se reducirı´an las necesidades computacionales
en el caso de tener que reconstruir la imagen original
a partir de la descripcio´n, puesto que mantenie´ndose la
simplicidad del proceso debido a la ortornormalidad de
esta base, el nu´mero de componentes es radicalmente me-
nor.
No obstante, tal y como ya se ha apuntado anteriormente, no
es frecuente que en una aplicacio´n real las ima´genes este´n libres
totalmente de ruido, por lo que para conﬁrmar las ventajas de
utilizar PCBF frente a bases continuas, como la de Zernike, en
la generacio´n de invariantes, es necesario repetir el experimen-
to detallado anteriormente en unas condiciones ma´s realistas.
Con este ﬁn, se tomaron las mismas 100 ima´genes utilizadas en
el experimento anterior y se corrompieron con ruido gaussiano
para generar dos copias de cada una de ellas, una caracterizada
por un SNRin = 1 y otra con un SNRin = 0,5. Con cada uno
de estos grupo de de cien ima´genes, se realizaron otras tantas
consultas a la base de datos, y se calcularon ﬁnalmente las pre-
cisiones medias para cada taman˜o del conjunto recuperado. Los
resultados alcanzados se muestran en la ﬁgura 7. Algunos de los
valores ma´s signiﬁcativos de los experimentos de recuperacio´n
de ima´genes con y sin ruido se han recogido en la tabla 3
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Figura 7: Comparacio´n entre las precisiones alcanzadas con cada familia de momentos en el experimento de recuperacio´n de ima´genes con presencia de ruido.
‖Anm‖, trazo continuo, ‖Γnm‖ puntos, ‖Wnm‖ discontinuo.
Tabla 3: Recopilacio´n de resultados de los experimentos de recuperacio´n de ima´genes. Pi se reﬁere a la precisio´n media alcanzada para un conjunto de i elementos
recuperados.
SNRin Tipo # invariantes P5 P10 P15 P20 P25
Sin Ruido
‖Anm‖ 90 0.510 0.373 0.301 0.262 0.227
‖Γnm‖ 90 0.478 0.336 0.263 0.222 0.194
‖Wnm‖ 56 0.526 0.376 0.317 0.279 0.252
1.0
‖Anm‖ 90 0.488 0.337 0.276 0.235 0.209
‖Γnm‖ 90 0.46 0.306 0.245 0.211 0.186
‖Wnm‖ 56 0.520 0.369 0.297 0.259 0.231
0.5
‖Anm‖ 90 0.464 0.321 0.257 0.219 0.194
‖Γnm‖ 90 0.428 0.285 0.22 0.186 0.166
‖Wnm‖ 56 0.512 0.368 0.298 0.258 0.228
Tanto en la ﬁgura 7 como en la tabla 3 se puede compro-
bar que los tres invariantes estudiados en este trabajo tienen
un comportamiento bastante similar en te´rminos generales. No
obstante, en ambos casos, SNRin = {1, 0,5}, se puede compro-
bar tambie´n que se mantienen las tendencias que ya se apunta-
ban para el experimento de recuperacio´n de ima´genes en ausen-
cia de ruido. Por un lado, un comportamiento ligeramente peor
para ‖Γnm‖ en relacio´n con la referencia continua ‖Anm‖, y por
otro, se observa a la vez un comportamiento ligeramente mejor
para ‖Wnm‖. Incluso se puede observar una degradacio´n menor
de estos u´ltimos invariantes cuando el nivel de ruido aumenta
desde SNRin = 1 hasta SNRin = 0,5. Aunque esta tendencia
deberı´a ser conﬁrmada mediante experimentos especı´ﬁcos, el
motivo podrı´a ser la reduccio´n en los o´rdenes de momentos uti-
lizados en la generacio´n de los invariantes, forzada por la mayor
presencia de ruido en o´rdenes altos, como se apuntaba anterior-
mente en este artı´culo.
5. Conclusiones
En este artı´culo se presenta un estudio del uso de funcio-
nes de base discontinuas a intervalos (PCBF) como alternativa
a las funciones de base continuas en la aplicacio´n del me´todo
de los momentos al ana´lisis de ima´genes. Para ello, se propo-
ne la construccio´n de invariantes a partir de estos momentos,
y se compara su comportamiento en tareas de recuperacio´n de
ima´genes por contenido, probando dos alternativas discontinuas
(tren de pulsos y funciones de Walsh), frente a la familia de fun-
ciones comu´nmente aceptada como la ma´s potente en la des-
cripcio´n de ima´genes (Zernike). En primer lugar, se adapta la
formulacio´n de las dos bases discontinuas para su aplicacio´n a
la coordenada radial en un sistema de coordenadas polares. La
caracterı´stica de las bases propuestas es que la primera, el tren
de pulsos, esta´ compuesta de funciones discontinuas pero no or-
tonormales, mientras que la segunda, las funciones de Walsh, si
cumplen con esta propiedad.
En las pruebas, los resultados apuntan a las ventajas de uti-
lizar este tipo de funciones frente a la alternativa tradicional de
utilizar bases continuas, como Zernike. Por un lado, la base no
ortonormal demuestra similares resultados utilizando una des-
cripcio´n del mismo taman˜o, lo que no justiﬁcarı´a su empleo. Sin
embargo, la base de Walsh, muestra tambie´n los mismos resul-
tados pero haciendo uso de una descripcio´n muchomenor, apro-
ximadamente un 40% ma´s corta; esto implica que su uso supo-
ne una reduccio´n del mismo orden en los recursos computacio-
nales necesarios para su generacio´n y mantenimiento, ası´ como
una simpliﬁcacio´n algorı´tmica en su manejo, siendo todos estos
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ahorros francamente deseables en cualquier aplicacio´n real.
Adicionalmente, los descriptores propuestos no so´lo han si-
do probados en escenarios de aplicacio´n ideales, en los que las
ima´genes utilizadas esta´n libres de ruido, sino que se les ha so-
metido a la resolucio´n de tareas ma´s realistas, donde los da-
tos se han corrompido con distintos grados de ruido gaussiano,
mantenie´ndose en todo caso un comportamiento parejo, si no
superior, al alcanzado con los momentos de Zernike.
Como conclusio´n, los resultados aquı´ presentados demues-
tran que el uso de PCBF como alternativa a las funciones de
base continuas en la aplicacio´n del me´todo de los momentos, y
en concreto la adaptacio´n de la base de Walsh al caso de coorde-
nadas polares, es muy ventajoso en te´rminos computacionales
frente al uso de funciones de base continuas, apuntando incluso
mejor comportamiento en entornos ruidosos, aunque este es un
extremo que habra´ que conﬁrmar con experimentos destinados
a tal ﬁn.
English Summary
Image analysis by the method of moments using Piece-
wise Continuous Basis Functions (PCBF)
Abstract
Invariants generated departing from moments, previously ex-
tracted from an image, appear frequently in the bibliography
as one of the most powerful means of describing images, and
more precisely shapes. In this paper, the use of Piecewise Con-
tinuous Basis Functions (PCBF) is proposed as an alternative
to those basis which have been used traditionally in the method
of moments, all of them continuous as the well known Zernike,
Legendre or Tchebichev basis. The use of discontinuous basis
can be justiﬁed by the own discontinuous nature of the object of
such analysis, namely images: it is thoroughly known that the
contours of visible objects are modeled as discontinuities in the
series of luminance values as we go from one side of the border
to the other. Analyzing such discontinuous objects by means of
continuous functions can lead to undesired results, as the Gibbs
phenomenon, that can be avoided by simply shifting to discon-
tinuous basis for the analysis, getting better approximations to
the described object. Additionally, the proposed basis can ea-
sily generate, as shown in this paper, rotation invariants, which
is a very desirable feature for a shape descriptor, given that the
orientation that the shape will have in an image is not known in
advance. Translation and scale invariance is obtained by means
of a simple normalization process. Test conﬁrming this hypot-
hesis are presented as well, starting with an analysis of the beha-
vior of the proposed invariantes in noisy environments, which
allow to ﬁx the number of invariants that have to be extracted.
Next, once this description length has been determined, new ex-
periments are carried out to assess the performance of the pro-
posed invariants in a content based retrieval task, both in a noise
free and in noisy environments, having images corrupted with
diﬀerent gaussian noise intensities. Results conﬁrm our hypot-
hesis that these descriptors are very well suited for this task,
showing that they can achieve results similar to those obtained
using the continuous reference basis, which is Zernike’s, but
with a description which is roughly a 40% shorter.
Keywords:
Method of moments, invariant descriptors, orthonormal basis,
content based image retrieval, image analysis
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