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Abstract
By adapting the work of Kudla and Millson we obtain a lifting of cuspidal cohomology classes for the
symmetric space associated to GO(V ) for an indefinite rational quadratic space V of even dimension to
holomorphic Siegel modular forms on GSp
n
(A). For n = 2 we prove Thom’s Lemma for hyperbolic 3-
space, which together with results of Kudla and Millson imply an interpretation of the Fourier coefficients
of the theta lift as period integrals of the cohomology class over certain cycles. This allows us to prove
the p-integrality of the lift for a particular choice of Schwartz function for almost all primes p. We
further calculate the Hecke eigenvalues (including for some “bad” places) for this choice in the case of V
of signature (3, 1).
1 Introduction
The theta correspondence provides an important method of transfering automorphic forms between different
groups. It was Shimura who started studying the arithmeticity of theta correspondences and its applications
to the arithmetic of period ratios and special L-values. Harris and Kudla extended this work and in certain
cases proved rationality of the theta lift over specified number fields (see e.g. [HK92]). More recently,
Prasanna proved p-integrality of the Jacquet-Langlands-Shimizu correspondence [Pra06] and the Shimura
and Shintani correspondences [Pra08b]. We refer the reader to [Pra08a] for an overview of these and other
results by Finis, Harris-Li-Skinner, Emerton, and Hida. In this paper we study the p-integrality of the theta
lift from orthogonal similitude groups of orthogonal spaces of signature (s, t) with s > t odd to symplectic
similitude groups. The case of signature (3, 1) is of particular interest because of its connection to GL2 over
an imaginary quadratic field (cf. [HST93]).
As a first step we explain in Section 3 how to adapt the work of Kudla and Millson [KM86], [KM87],
[KM88], [KM90] on cohomological theta lifts for isometry groups to the similitude case. We obtain a lifting
of cuspidal cohomology classes for the symmetric space associated to a group of orthogonal similitudes
to a holomorphic Siegel modular form on GSpn(A). The results of Kudla and Millson further imply an
interpretation of its Fourier coefficients as period integrals of the cohomology class over certain cycles. Since
infinite geodesics were not treated by Kudla and Millson we provide a proof for these in the case of hyperbolic
3-space in Section 4.3. By choosing arithmetic (i.e. algebraic, rational or p-integral) Schwartz functions our
result allows a lifting to arithmetic Siegel modular forms (see Section 5.2). Here we take as rational (or
p-integral) structures the one coming from Betti cohomology for the orthogonal group, whilst we use the
Fourier expansion for the Siegel modular form.
In Section 5.3 we calculate the Hecke action on our similitude theta lift, including for some “bad places”
dividing the level. Previously, the only calculations of the Hecke action on symplectic theta series for
indefinite quadratic forms had been for signature (2, 1) (Waldspurger and Prasanna [Pra08b]). One of our
motivations was to obtain a p-integral lifting of ordinary cuspforms π for GL2 over an imaginary quadratic
field to an ordinary Siegel form, which would allow one to study π by variational techniques using Hida
families for GSp2. Combined with the Jacquet-Langlands correspondence our results should provide such a
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lifting for forms with unramified or Steinberg local components πv for v | p. We plan to investigate this and
the question of non-vanishing of the theta lift in further work.
Our results carry over, mutatis mutandis, to totally real number fields and quadratic spaces of signature
((s, t), (m, 0), . . . , (m, 0)). Using the work of Funke and Millson [FM06] it should be possible to extend our
results also to higher weights, i.e. the case of cohomology classes of the similitude orthogonal group with
non-trivial coefficients and vector-valued Siegel modular forms.
The author would like to thank Chris Skinner for his suggestion to study the arithmetic of the theta lift
used in the work of Harris, Soudry and Taylor [HST93], and Jim Cogdell for pointing him towards the work
of Kudla and Millson. Thanks also to Stephen Kudla and Jens Funke for helpful discussions and answering
questions about their work.
2 Notation and terminology
2.1 Orthogonal Groups
Let (V, ( , )) be a nondegenerate quadratic space over Q of even dimension m and signature (s, t) with s > t
and t odd. Let χV (x) = (x, (−1)m/2detV ) : Q∗\A∗ → {±1} be the quadratic Hecke character associated
to V . Let H = GO(V) denote the group of orthogonal similitudes of V and let λ : H → Gm denote the
multiplier character. Put H1 = O(V ) = ker(λ). Write H∗ for ∗ = ∅, 1.
We let H∗(R)+ be the group of elements of H∗(R) whose image in H
ad
∗ (R) lies in its identity component
Had∗ (R)
+, and we let H∗(Q)+ = H∗(Q) ∩H∗(R)+. Put K∞ = SO(s)× SO(t) ⊂ H1(R).
Let D be the symmetric space of dimension d := st given by the space of negative t-planes in V (R), i.e.
D = {Z ∈ Grt(V (R)) : ( , )|Z < 0}.
For an open compact subgroup K ⊂ H∗(Af ) put
S∗K = H∗(Q)+\D ×H∗(Af )/K.
The connected components of S∗K can be described as follows. Write
H∗(Af ) =
∐
j
H∗(Q)+hjK (1)
for hj ∈ H∗(Af ). Then
S∗K =
∐
j
Γj\D,
where Γj is the image in H
ad
∗ (R)
+ of
Γ′j = H∗(Q)+ ∩ hjKh−1j . (2)
Note that
Ωn(S∗K)
∼= [Ωn(D)⊗ C∞(H∗(Af ))]H∗(Q)+×K ∼=
⊕
j
Ωn(D)Γj , (3)
where the second isomorphism is obtained by evaluation at hj .
Let g be the Lie algebra of H1(R), and k that of K∞. We then have the Cartan decomposition g = k+ p
with p the orthogonal complement of k with respect to the Killing form.
2.2 Symplectic groups
For n ≥ 1 let G = GSp(n) ⊂ GL2n and G1 = Spn. We also write λ for the multiplier of G. For g ∈ G(A)
put g1 = g
(
1 0
0 λ(g)−1
)
∈ G1(A). Let G(A)+ be the subgroup of g ∈ G(A) such that λ(g) ∈ λ(H(A)) and
G+(R) the elements of G(R) with positive multiplier.
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Let L∞ ∼= U(n) be the maximal compact subgroup of G1(R). Let g′ = k′+p′ be the complexified Cartan
decomposition of spn. Recall that Hn = {τ ∈ Symn(C) : Im(τ) > 0} ∼= G1(R)/L∞. We can identify p′ with
the complex tangent space of Hn at the point i1n, and the Harish-Chandra decomposition p
′ = p+ ⊕ p−
gives the splitting of p′ into the holomorphic and anti-holomorphic tangent spaces. Put q = k′ ⊕ p−.
For L ⊂ G1(Af ) a compact open subgroup denote the corresponding Shimura variety by
ML = G1(Q)\Hn ×G1(Af )/L.
3 Theta lift
3.1 Isometry theta lift
Fix the nondegenerate additive character ψ =
∏
ℓ ψℓ of A trivial on Q given by ψ∞(x) = exp(2πix) and,
for every rational prime ℓ, Ψℓ(x) = exp(2πiFrℓ(x)) for x ∈ Qℓ, where Frℓ(x) denotes the fractional part of
x. Let 1 ≤ n ≤ s. Let ω = ωψ denote the usual actions of H1(A) and G1(A) on the Schwartz-Bruhat space
S(V (A)n) of V (A)n (see, for example, [Rob01] §1).
Let K ⊂ H1(Af ) be a compact open subgroup. Denote by S(V (A)n)K the K-invariant Schwartz
functions. For g ∈ G1(A), h ∈ H1(Af ) and φ ∈ [S(V (An))K ⊗ Ωd−i(D)]H1(R) defining a closed d − i-form
on D let
θ(g, h, φ) =
∑
x∈V (Q)n
ω(g, h)φ(x). (4)
This defines a closed d− i-form θ(g, φ) on S1K .
Following [KM90] we define a pairing
Hic(S
1
K ,C)×Hd−ict (H1(R), S(V (A)n)K)→ C∞(G(A))
by
〈[η], [φ]〉K(g) =
∫
S1
K
η ∧ θ(g, φ). (5)
Here we take as measure on S1K the one induced from the measure dh1 on H1(Q)\H1(A) defined on p. 83
of [HK92]. We recall the following notation from [KM90]: If m is a Lie algebra, χ : m→ C a homomorphism
and U and m-module, then
Umχ = {u ∈ U : x.u = χ(x)u for all x ∈ m}.
We denote the subspace of holomorphic Schwartz classes, i.e. the classes annihilated by p−, by
Hd−ict (H1(R), S(V (A)
n))p− .
For holomorphic automorphic forms in the adelic setting we refer the reader to [Har84] Section 2. Let
χm denote the character of L∞ given by χm(k) = det(k)
m/2. For L ⊂ G1(Af ) compact open let L∞L act
on (G1(Q)\G1(A)) ×Cχm by
(g, v) · ℓ = (gℓ, χm(ℓ−1∞ )v)
for g ∈ G1(Q)\G1(A) and ℓ = (ℓ∞, ℓf ) ∈ L∞ × L. The projection G1(Q)\G1(A) → ML identifies the
quotient G1(Q)\G1(A) × Cχm/L∞L with a holomorphic vector bundle Lm over ML. We are going to
identify global sections of Lm with the holomorphic automorphic forms Hχm(G1(Q)\G1(A)/L,Cχm) of
weight m/2 and level L, defined as
{φ ∈ C∞(G1(Q)\G1(A)/L,Cχm) : φ(gℓ) = χm(ℓ−1)φ(g), ℓ ∈ L∞, g ∈ G1(A); p−φ = 0}.
Adopted to our adelic setting Theorem 1 of [KM90] states:
Theorem 1. The induced pairing
〈 , 〉K : Hic(S1K ,C)×Hd−ict (H1(R), S(V (A)n)K)qχm → Γ(Lm)
takes values in the holomorphic sections, i.e., in the space of Siegel modular forms of weight m/2.
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3.2 Similitude theta lift
We adapt the definition of the similitude theta lift for automorphic forms in [HK92] to extend the cohomo-
logical theta lifts of Kudla and Millson.
Recall from Roberts [Rob01] the definition of the extended Weil representation for
R(A) = {(g, h) ∈ G(A)×H(A) : λ(g) = λ(h)}.
For h ∈ H(A) and ϕ ∈ S(V (A)n), let
L(h)ϕ(x) = |λ(h)|−mn/4ϕ(h−1x).
Now (g, h) ∈ R(A) acts via ω(g, h) := ω(g1)L(h) (see Section 2.2 for definition of g1). The actions of G1(A)
and H(A) do not commute, but as in [HK92] Lemma 5.1.2 it is easy to check the following:
Lemma 2. For g ∈ G(A) and h ∈ H(A) we have
ω(g1)L(h) = L(h)ω(
(
1 0
0 λ(g)−1
)
g).
Let K ⊂ H(Af ) be a compact open subgroup and write K1 = K ∩ H1(Af ). Consider a K1-invariant
Schwartz function ϕ ∈ S(V (Af )n). Let
ϕ˜∞ ∈ [S(V (R)n)⊗ Ωd−i(D)]H1(R) (6)
be a holomorphic Schwartz form and write ϕ˜ = ϕ⊗ ϕ˜∞. For h ∈ H(A) put L(h)ϕ˜ := L(hf)ϕ⊗ (h∞.ϕ˜∞).
Lemma 3. For h ∈ H(Q) with λ(h) > 0, z ∈ D, and tz ∈ Λd−iTzD,∑
x∈V (Q)n
L(h)ϕ˜(x, h∞z,DLh∞tz) =
∑
x∈V (Q)n
ϕ˜(x, z, tz).
Proof. Recall that the action of h−1∞ on ω ∈ Ωd−i(D) is given by (h−1∞ .ω)(z, tz) = ω(h∞z,DLh∞tz). Note
that we can factor h∞ ∈ H(R) with λ(h∞) > 0 as
h∞ = h1 · (λ(h∞)1/2Im)
with h1 ∈ H1(R) and that the action of h−1∞ on Ωd−i(D) is via h−11 and the action of h∞ on ϕ˜∞ via
λ(h∞)
1/2Im ∈ Z(H(R)). Therefore the left hand side of the Lemma equals∑
x∈V (Q)n
ϕ˜(h−1x, z, tz).
Definition 4. Let [η] ∈ Hic(SK ,C) with central character χη. For g ∈ G(A)+ with λ(g∞) > 0 let h ∈ H(A)
be any element such that λ(h) = λ(g). Put
K
hf
1 = hfKh
−1
f ∩H1(Af ) = hfK1h−1f
and
ϕ˜′ = L(h)ϕ˜ ∈ [S(V (A)n)⊗ Ωd−i(D)]H1(R)×K
hf
1 .
Now define a function on G(A)+ ∩G+(R) by
θϕ(η)(g) = 〈[η(·hf )], [ϕ˜′]〉
K
hf
1
(g1). (7)
Remark. Note that for signature s 6= t we have λ(H(R)) > 0 and so G(A)+ ∩G+(R) = G(A)+.
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Proposition 5. The definition (7) is independent of the choice of h, left-invariant under G(Q)+, and
extends uniquely to a G(Q)-left invariant function on G(A) with support in G(Q)G(A)+. This extended
function, also denoted by θϕ(η), is an automorphic form on G(A) with central character χ
n
V χη. Furthermore,
θϕ(η) defines a holomorphic Siegel modular form on G(A) of weight m/2.
Proof. The independence of the definition from the choice of h follows from the choice of measure on p.83
of [HK92]. The statement about the central character is proven as in Lemma 5.1.9(ii) of [HK92] noting that
the central character of η has finite order.
To prove that θϕ(η) is left-invariant under γ ∈ GSpn(Q)+ ∩ G(R)+ let γ′ ∈ H(Q) such that λ(γ′) =
λ(γ). We essentially follow the proof of [HK92] Lemma 5.1.9(i), with the modifications necessary for our
cohomological definition. By definition,
θϕ(η)(γg) =
∫
S1
K
γ′
f
hf
1
η(z, h1γ
′
fhf ) ∧ θ((γg)1, L(h1γ′h)ϕ˜(z)),
where we write (z, h1) for a point in S
1
K
γ′
f
hf
1
. By the invariance of η under H(Q) this equals
∫
S1
K
γ′
f
hf
1
η(γ′−1(z, h1γ
′
fhf)) ∧ θ((γg)1, L(γ′fγ′−1f h1γ′h)ϕ˜(z)).
Changing variables to (z′, h′1) = (γ
′−1
∞ z, γ
′−1
f h1γ
′
f ), which preserves the measure since it corresponds to
conjugation by γ′−1 on H1(A), we obtain
θϕ(η)(γg) =
∫
S1
K
hf
1
η((z′, h′1hf )) ∧ θ((γg)1, L(γ′h′1h)ϕ˜(γ′∞z′)).
By the standard invariance under G1(Q) and Lemma 3 we have
θ((γg)1, L(γ
′h′1h)ϕ˜(γ
′
∞z
′)) =
∑
x∈V (Q)n
ω(g1)L(γ
′h′1h)ϕ˜(x, γ
′
∞z
′) =
∑
x∈V (Q)n
ω(g1)L(h
′
1h)ϕ˜(x, z
′),
which shows that
θϕ(η)(γg) = θϕ(η)(g).
For the last statement of the theorem we use that θϕ(η) is right-invariant by a compact open subgroup
L˜ ⊂ G(Af ) and that
G(A) =
∐
j
G(Q)gjG(R)+L˜
for some gj ∈ G(Af ). By the transformation properties of θϕ(η) it enough to prove that
p−.(θϕ(η)|G1(R)×G(Af)) = 0.
But Lemma 3.3 of [KM90] shows for any gf ∈ G(Af ) that θϕ(η)|G1(R)×{gf} is a holomorphic section of Lm
over ML for some L ⊂ G1(Af ) and hence θϕ(η) defines a holomorphic Siegel modular form.
4 Fourier expansion
4.1 Definition of weighted cycles
We recall the following definitions from [Kud97]. Let U ⊂ V be a Q-subspace with dimQU = n such that
( , )|U is positive definite. Put DU = {Z ∈ D|Z⊥U} and let H1,U be the stabilizer of U in H1(R). Let H01,U
be the connected component of identity of H1,U .
5
For a fixed neat level K ⊂ H1(Af ) and an element h ∈ H1(Af ), we define a connected cycle associated
to U as follows. Set
Γ′h = H1(Q)+ ∩ hKh−1
and
Γ′h,U = Γ
′
h ∩H01,U .
Let Γh (resp. Γh,U ) denote the image of Γ
′
h (resp. Γ
′
h,U ) in H
ad
1 (R)
+.
Define the map
Γh,U\DU → Γh\D : Γh,Uz 7→ Γhz.
We will denote by c(U, h,K) the connected cycle this defines in H(s−n)t(Γh\D,Z). Note, that if γ ∈ H1(Q)+,
then
γ · c(U, h,K) = c(γU, γh,K),
where γ · c(U, h,K) denotes the cycle which is the image of the composite mapping
Γh,U\DU → Γh\U → γΓhγ−1\D.
Also note that
c(U, hk,K) = c(U, h,K)
for all k ∈ K.
We will now define weighted sums of these connected cycles to define cycles for S1K =
∐
Γj\D. Let
β = βt ∈Mn(Q) be a positive definite symmetric matrix and, for x = (x1, . . . , xn) ∈ V n, put
(x, x) = ((xi, xj)) ∈ Symn(Q),
where ( , ) is the symmetric bilinear form on V . Let
Ωβ = {x ∈ V n|1
2
(x, x) = β}
be the corresponding hyperboloid.
Let S(V (Anf ))Z be the space of locally constant Z-valued functions on V (A
n
f ) of compact support. For
any commutative ring R, let
S(V (Af )
n)R = S(V (A
n
f ))Z ⊗Z R.
Motivated by [Kud97] Proposition 5.4 we make the following definition:
Definition 6. For ϕ ∈ S(V (Af )n)R and K ⊂ H1(Af ), a K-invariant Schwartz function, let
Z(β, ϕ,K) =
∑
j
∑
x∈Ωβ(Q) mod Γ′j
ϕ(h−1j x) · c(U(x), hj ,K) ∈ H(s−n)t(S1K , ∂S1K , R),
where U(x) is the Q-subspace of V spanned by the components of x.
4.2 Fourier coefficients
A choice of maximal compact subgroup K∞ ⊂ H1(R) determines a base point Z0 ∈ D and a positive definite
form ( , )0 on V which is a minimal majorant of the given form ( , ) on V of signature (s, t). We define the
Gaussian ϕ0 ∈ S(V (R)n) by
ϕ0(x1, . . . , xn) =
n∏
i=1
exp(−π(xi, xi)0).
Kudla andMillson define in [KM90] a particular holomorphic Schwartz class [ϕ+nt] ∈ Hntct (H1(R), S(V (R)n))qχm
taking value in S(V (R)n). Here the polynomial Fock space S(V (R)n) is defined to be the space of those
Schwartz functions on V (R)n of the form p(v1, , . . . , vn)ϕ0(v1, . . . , vn), where p(v1, . . . , vn) is a polynomial
function on V (R)n.
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Following [KM82] and [FM02] (4.17) we give here the definition of the Schwartz form ϕ+n in the case of
signature (s, 1) (we refer the reader to §5 of [KM90] for the general case): For x = (x1, . . . , xn) ∈ V (R)n the
Schwartz form ϕ+n ∈ [S(V (R)n)⊗ Ωn(D)]H1(R) ∼= [S(V (R)n)⊗
∧n(p)∗]K∞ is given by
ϕ+n (x,w) = 2
n/2det(x,w)ϕ0(x)
for w = (w1, . . . , wn) ∈ pn ∼= (Z⊥0 )n, where (x,w) is the matrix with (i, j)-th entry (xi, wj). (In fact, this
differs from the definition in [KM90] by the factor 2n/2.) Theorem 5.2 of [KM90] proves that this gives rise
to a holomorphic Schwartz class in Hnct(H1(R), S(V (R)
n))qχm .
Using the calculation of Fourier coefficients by Kudla and Millson we are going to prove in the next
sections that for
ϕ˜∞ = ϕ
+
nt ∈ [S(V (R)n)⊗ Ωnt(D)]H1(R) ∼= [S(V (R)n)⊗
nt∧
(p)∗]K∞
the form θϕ(η) given by Proposition 5 is an arithmetic Siegel modular form for arithmetic ϕ and η. We fix
this choice for ϕ˜∞ from now on.
Let (V+, ( , )+) be a positive definite inner product space of dimension m over R, and let ϕ
0
+ ∈ S(V n+ )
be the Gaussian
ϕ0+(x) = exp(−πtr(x, x)+).
If x ∈ V n+ with (1/2)(x, x)+ = β ∈ Symn(R), then for g ∈ G1(R), we define the generalized Whittaker
function
Wβ(g) = ω+(g)ϕ
0
+(x), (8)
where ω+ is the Weil representation associated to V+. As in [Kud97] (7.22) we note that for
g =
(
1 u
1
)(
v1/2
v−1/2
)
ℓ
with ℓ ∈ L∞ and τ = u+ iv = g(i · 1n) ∈ Hn we have
Wβ(g) = det(v)
m/4exp(2πitr(βτ))det(ℓ)m/2.
Theorem 7. Let K ⊂ H(Af ) be a compact open subgroup small enough such that −1 is not in K∩H1(Q)+.
Put K1 = K ∩ H1(Af ). Let [η] ∈ H(s−n)tc (SK ,C) and ϕ ∈ S(V (Af )n)K1 . For g ∈ G1(R) × G(Af )+ let
h ∈ H(Af ) such that λ(h) = λ(g) and
ϕ′ = ω(gf , h)ϕ ∈ S(V (Af )n).
Then we have
θϕ(η)(g) =
∑
β>0
Wβ(g∞) ·
∫
Z(β,ϕ′,Kh
1
)
η(h).
Remark. If −1 ∈ K ∩H1(Q)+ then the right hand side must be multiplied by a factor of 2.
Proof. We follow the proof of Theorem 8.1 of [Kud97]. Put η′ = h.η. Write H1(Af ) =
∐
j H1(Q)+hjK
h
1 .
By (3) we get
θϕ(η) =
∫
S1
Kh
1
η′ ∧ θ(g∞, ϕ′)
=
∑
j
∫
Γj\D
η′(hj) ∧ θ(g∞, hj , ϕ′) =
∑
j
∑
β∈Symn(Q)
∑
x∈Ωβ(Q) mod Γ′j
∫
Γj,x\D
η′(hj) ∧ ω(g∞)ϕ˜′(h−1j x).
Here we use the fact, that if Γj,x is the image in Γj of the stabilizer Γ
′
j,x of x in Γ
′
j , then under our assumptions
on K we have
Γ′j,x\Γ′j ∼= Γj,x\Γj .
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Now one main result of [KM90] is that the terms where β is not positive definite vanish (this is where our
assumption that t is odd comes in!). We require a form of Thom’s Lemma, as stated in [KM90] Theorem
9.1, where the results of [KM87] (for Γ\D compact) and [KM88] (for Γ\D finite volume) are combined. In
fact, these results do not cover the case of an infinite geodesic, which can arise for signature (s, 1). [FM02]
added a proof for this in the case of signature (2, 1) and a principal congruence subgroup. We are going to
prove this for our main case of interest ((s, t) = (3, 1) and n = 2) in the next section.
Theorem 8 (Thom’s Lemma). Let β > 0 and x ∈ Ωβ(Q). Put U = U(x). Let ΓU be a discrete subgroup of
H01,U . For any closed and bounded (s− n)t-form η on ΓU\D,∫
ΓU\D
η ∧ (ω(g∞)ϕ˜∞)(x) =Wβ(g∞)
∫
ΓU\DU
η
Remark. Kudla and Millson also treat the case of even t. In this case one has non-trivial Fourier coefficients
for positive semi-definite β, for which the period integral involves also powers of an Euler form (see Theorem
9.3 of [KM90]).
4.3 Thom Lemma for hyperbolic 3-space
In this section we will prove Thom’s Lemma in the special case we are most interested in: fix (s, t) = (3, 1),
n = 2 throughout this section.
Let F = Q(
√−D) be an imaginary quadratic field. We denote its ring of integers by O. Underlying our
calculation is the accidental isomorphism
SpinV (R)
∼= ResF/QSL2(R).
On the one hand, the symmetric space D in this case can be realized as
D = {Z ∈ V (R) : (Z,Z) = −1}0,
on the other hand it is isomorphic to hyperbolic 3-space H3 = C × R>0, elements of which we write as
(z, r) with z = x + iy for x, y ∈ R, r ∈ R>0. The group GL2(C) acts on H3 via hyperbolic isometries. The
action is most concisely written using quaternion notation: identifying the point (z, r) with the quaternion
q = z + rj the action is given by (
a b
c d
)
: q 7→ aq + b
cq + d
.
Since we only work with V (R) in the following, we can assume without loss of generality that V is the
hermitian matrices
V = {X ∈M2(F ) : Xt = X}
with quadratic form
X 7→ −det(X)
and corresponding bilinear form
(X,Y ) 7→ −1
2
tr(X · Y ∗),
where (
a b
c d
)∗
=
(
d −b
−c a
)
.
The group SL2(F ) acts isometrically on V by
X 7→ gXgt
for X ∈ V and g ∈ SL2(F ).
We fix an orthonormal basis of V (R) given by e1 =
(
1
−1
)
, e2 =
(
1
1
)
, e3 =
(
i
−i
)
, and
e4 =
(
1
1
)
= Z0, with respect to which the pairing is of the form
( , ) ∼


1
1
1
−1

 .
We identify p with R3 via the basis {e1, e2, e3} for Z⊥0 . Let {ω1, ω2, ω3} be the corresponding dual basis
of p∗. Choosing the basis {e1, . . . , e4} fixes an isomorphism V (R)2 ∼= M4,2(R). By [FM02] (4.14) we then
obtain for X = ((x1,1, . . . x1,4), (x2,1, . . . x2,4)) ∈ V (R)2 that
ϕ+2 (X) = 2(ω(1, X) ∧ ω(2, X)) · ϕ0(X)
with ω(s,X) =
∑3
i=1 xi,sωi.
We also pick two isotropic vectors u0 =
(
1
)
and u′0 =
(
1
)
and note that with respect to the basis
{u0, e2, e3, u′0} of V (R) the majorant associated to the base point Z0 is given by
( , )0 ∼


1/2
1
1
1/2

 .
For an ideal n ⊂ O put
Γ0(n) =
{(
a b
c d
)
∈ SL2(O) : c ∈ n
}
.
Let [η] ∈ H1c (Γ0(n)\H3,C) be the class of a rapidly decreasing harmonic form η. Writing ϕ(X, (z, r)) for
the 2-form on D corresponding to ϕ+2 we need to show∫
ΓU\D
η(z, r) ∧ ϕ(X, (z, r)) = exp(−πtr(X,X))
∫
ΓU\DU
η
for U = U(X) with (X,X) > 0 and ΓU the stabilizer of U in Γ0(n). The subspace DU has signature (1, 1)
and therefore the stabilizer ΓU is either infinitely cyclic or trivial. In the first case, the cycle ΓU\DU is a
closed geodesic and Thom’s Lemma holds by [KM88]. When the stabilizer is trivial, the cycle DU is an
infinite geodesic joining two cusps.
Theorem 9. Assume ΓU is trivial. Then∫
D
η ∧ ϕ(X) = exp(−πtr(X,X))
∫
DU
η. (9)
Proof. We essentially follow the proof for signature (2, 1) in Theorem 7.6 of [FM02] but have to deal with
the more complicated Fourier expansion for modular forms over imaginary quadratic fields. We can assume
X = (2au0 + be2, 2cu0 + de3)
with d = d′/
√
D and a, c ∈ Q, b, d′ ∈ Q>0 so thatDU is the geodesic joining the cusps∞ and ab+ cd′
√−D ∈ F .
The stabilizer of the cusp ∞ is Γ∞ =
{(
1 α
1
)
: α ∈ O
}
. We have
∫
D
η ∧ ϕ(X) =
∫
Γ∞\D
η ∧
∑
α∈O
ϕ(X + (2bα1u0, 2dα2u0), (z, r)),
9
where we write α1 = Re(α) and α2 = Im(α). We get an explicit formula for ϕ(
(
1 α
1
)
.X, (z, r)) by
calculating
ϕ
((
r−1/2 −zr−1/2
r1/2
)
.(X + (2bα1u0, 2dα2u0)), (0, 1)
)
=
=
1
2
e−
2π
r2
(a+b(α1−x))
2
e−π(b
2+d2)e−
2π
r2
(c+d(α2−y))
2 · (1
r
(a+ b(α1 − x))dr
r
+ b
dx
r
) ∧ (1
r
(c+ d(α2 − y))dr
r
+ d
dy
r
)
=: (ϕ1dy ∧ dr + ϕ2dx ∧ dy + ϕ3dr ∧ dx) e−π(b2+d2).
The Fourier transform with respect to α, which we define as
ϕˆ(β1 + iβ2) =
∫ ∞
−∞
∫ ∞
−∞
ϕ(
(
1 α1 + iα2
1
)
.X, (z, r))e2πiα1β1e2πiα2β2dα1dα2
is then given by
ϕˆ1(β,X)dy ∧ dr + ϕˆ2(β,X)dx ∧ dy + ϕˆ3(β,X)dr ∧ dx
with
ϕˆ2(β,X) = e
−π
2 (
β1r
b )
2
e−
π
2 (
β2r
d )
2
e2πiβ1xe2πiβ2ye−2πiβ1
a
b e−2πiβ2
c
d ,
ϕˆ1(β,X) = − iβ1r
2b2
· ϕˆ2(β,X),
ϕˆ3(β,X) = − iβ2r
2d2
· ϕˆ2(β,X).
By the Eichler-Shimura-Harder isomorphism [η] can be represented by a Γ0(n)-invariant harmonic differ-
ential on H3 of the form −f0 dzr + f1 drr + f2 dzr , where
f = (f0, f1, f2) : H3 → C3
is a weight 2 cusp form for Γ0(n) (see [Urb95] The´ore`me 3.2, [Har87] §3.6 and [CW94]). By [CW94] (with a
correction from [Byg99] Proposition 100) such a function f has a Fourier expansion (about the cusp (0,∞))
of the form
f(z, r) =
∑
ξ∈ϑ−1
c(ξ)r2K(4π|ξ|r) · diag(ξ/|ξ|, 1, ξ/|ξ|)Ψ(ξz),
where ϑ is the different of F , K(t) is the vector-valued K-Bessel function
K(t) = (−1
2
iK1(t),K0(t),
1
2
iK1(t)),
and Ψ(z) = exp(−2πi(z + z)).
By Poisson summation we therefore obtain
I :=
∫
D
η∧ϕ(X) =
∫
Γ∞\D
vol(C/O)−1
∑
β∈ϑ−1
((−f0+f2)ϕˆ1(β,X)+f1ϕˆ2(β,X)−i(f0+f2)ϕˆ3(β,X))dx∧dy∧dr.
We pick a fundamental domain for Γ∞\D and integrate with respect to z = x + iy, which singles out the
Fourier coefficients:
I = e−π(b
2+d2)
∑
ξ∈ϑ−1
c(ξ)Ψ
(
ξ(
a
b
+ i
c
d
)
) ∫ ∞
0
re−2π((
ξ1r
b
)2+(
ξ2r
d
)2)
(
K0(4π|ξ|r) +
(
ξ21
b2
+
ξ22
d2
)
r
|ξ|K1(4π|ξ|r)
)
dr.
We now use integration by parts for∫ ∞
0
re−2π((
ξ1r
b
)2+(
ξ2r
d
)2)
(
ξ21
b2
+
ξ22
d2
)
r
|ξ|K1(4π|ξ|r)dr
10
and the following two properties of the K-Bessel function (see [MOS66] 3.1.1 and 3.2):
d
dx
(xK1(x)) = −xK0(x)
and
limx→0+xK1(x) = 1.
We conclude that both sides of (9) equal
1
(4π)2
exp(−πtr(X,X))
∑
ξ∈ϑ−1
c(ξ)Ψ
(
ξ(
a
b
+ i
c
d
)
)
Nm(ξ)−1.
5 Arithmetic properties
5.1 Arithmetic Siegel modular forms
For τ = u+ iv ∈ Hn and gf ∈ G(Af ) we define
θϕ(η)(τ, gf ) = det(v)
−m/4 · θϕ(η)(gτgf),
where gτ =
(
v1/2 uv−1/2
0 v−1/2
)
∈ G1(R).
We recall from [Har84] (2.2.2.1) that any such holomorphic automorphic form φ on Hn× (G(Af )/L) has
a Fourier-Jacobi expansion of the form
φ(τ, gf ) =
∑
β∈Symn(Q)
aβ(τ, gf ),
where
aβ(τ, gf ) =
∫
U(Q)\U(A)
φ(u(τ, gf ))exp(−2πitr(βu))du.
One checks (see e.g. [Sug85](1-19)) that
aβ(τ, gf ) = aβ(gf ) · exp(2πitr(βτ))
for some aβ(gf ) ∈ C.
Let p be any rational prime. Fix embeddings Q →֒ Qp →֒ C. Let M ⊂ Q be a number field and ℘ the
prime of M above p. By the q-expansion principle (see [FC90]) arithmetic holomorphic automorphic forms
are characterized by their Fourier-Jacobi expansion. We therefore call f algebraic (resp. M -rational, resp.
℘-integral) if aβ(g) lies in Q (resp. M , resp. OM℘) for all β ∈ Symn(Q) and all g ∈ G(Af ). (In fact, one
only needs to consider finitely many g ∈ G(Af ), see [Har84] §3 or [Tay91] §3.)
Since R(Af ) preserves S(V (Af )
n)Q, Proposition 5 and Theorem 7 imply:
Corollary 10. If [η] ∈ H(s−n)tc (SK ,Q) and ϕ ∈ S(V (Af )n)Q a K1-invariant Schwartz function then
θϕ(η)(τ, gf ) is an algebraic holomorphic Siegel modular form of weight m/2.
Remark. We can, in fact, replace Q by Qab in the above statement since the Weil representation is defined
over Qab. In the next section we will give an example of a suitable choice of ϕ taking values in OM℘ for
which we can prove the ℘-integrality of θϕ(η) for η ∈ im(H(s−n)tc (SK ,OM℘)→ H(s−n)tc (SK ,M℘)).
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5.2 Definition of Schwartz function
Recall from Section 2.1 the quadratic character χV associated to V . Let X be an integral lattice on V and
put Xℓ = X ⊗Z Zℓ for every prime ℓ of Z. We define ϕ =
∏
ℓ ϕℓ ∈ S(V (Af )n)Z by putting ϕℓ equal to the
characteristic function of Xnℓ . We also fix K =
∏
ℓKℓ ⊂ H(Af ) with
Kℓ = {h ∈ H(Qℓ)|hXℓ = Xℓ}.
Let Xˇℓ = {x ∈ V ⊗Qℓ|(x, y) ∈ Zℓ ∀y ∈ Xℓ} and let (ℓ−nℓ) be the Zℓ-module generated by {(x, x)|x ∈ Xˇℓ}.
Set N =
∏
ℓ ℓ
nℓ (the “level of the lattice X”) and define
L(N) =
{(
A B
C D
)
∈ G(Zˆ)|C ≡ 0 mod N Zˆ
}
⊂ G(Af ).
It is easy to see that λ(K) ⊂ Zˆ∗. We recall from Eichler the following lemma:
Lemma 11 ([Eic74] Satz 11.2). Assume that Xℓ is a A-maximal lattice for some fractional ideal A of Zℓ.
If h ∈ H(Qℓ) satisfies λ(h) ∈ Z∗ℓ then there exists k ∈ Kℓ such that λ(k) = λ(h).
Proposition 12. Let [η] ∈ im(H(s−n)tc (SK ,OM℘)→ H(s−n)tc (SK ,M℘)). Assume that Xℓ is an ℓkℓ-maximal
lattice for all ℓ for some kℓ and λ(H(Qp)) ⊃ Z∗p. Then θϕ(η) is a ℘-integral holomorphic Siegel modular
form of weight m/2 and central character χnV , and (almost) level N and character χV in the sense that
θϕ(η)(gk) = χV (detA)θϕ(η)(g) for k =
(
A B
C D
)
∈ L(N) ∩G(Af )+. (10)
Proof. By the definition of θϕ(η) it suffices to check (10) for g ∈ G(A)+. Note that under our assumption
on the lattice X and the preceding lemma we then have θϕ(η)(gk) = θϕ(η)(gk1) by Definition 4. Therefore
the statement about the level and character follows from the following Lemma:
Lemma 13 ([Yos84, Lemma 2.1]). ω(k1)ϕ = χV (detA)ϕ for k1 =
(
A B
C D
)
∈ L(N) ∩G1(Af ).
By strong approximation we have G(A) = G(Q)L(N)G(R)+ and so it suffices to check ℘-integrality
on L(N), and by definition of θ on L(N) ∩ G(Q)G(A)+. If k ∈ L(N) ∩ G(Af )+ this follows directly from
Theorem 7 and Lemma 13. In general, write k =
(
1 0
0 λ
)
gz−1∞ z∞ for g ∈ G(A)+, λ ∈ Q>0 with |λ|p = 1 and
z∞ = λ
−1/2Im ∈ G(R)+. Since the central character has finite order we then have θϕ(η)(k) = θϕ(η)(gz−1∞ )
and by Theorem 7 this equals ∑
β>0
Wβ(g∞z
−1
∞ ) ·
∫
Z(β,ϕ′,Kh
1
)
η(h)
for h ∈ H(Af ) with λ(h) = λ(gz−1∞ ) and ϕ′ = ω(gf , h)ϕ = L(h)ω(
(
1 0
0 λ(k)−1
)
k)ϕ, the latter equality
using Lemma 2. Applying Lemma 13 for
(
1 0
0 λ(k)−1
)
k and noting |λ(h)|p = 1 we deduce the ℘-integrality
of θϕ(η).
Remark. Assume that for ℓ ∤ N the form η is an eigenfunction for the Hecke algebra H(H1(Qℓ)//H1(Zℓ))
and that the Witt index of V ⊗Qℓ (the dimension of the maximal isotropic subspace) is less than or equal
to n. Rallis’ generalisation of the Eichler commutation relation ([Ral82] §4.B) implies that θϕ(η)|G1(A) is an
eigenfunction for the Hecke algebra H(G1(Qℓ)//G1(Zℓ)).
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5.3 Orthogonal Spaces of dimension 4
In this section we restrict to quadratic spaces V with dimension m = 4 and signature (3, 1) and analyze the
Hecke properties of the theta lift.
We refer the reader to Section 2 of [Rob01] for a summary of results of four dimensional quadratic spaces.
We consider the following examples: Let F be an imaginary quadratic field with ring of integers O and for
every place v of F write qv ⊂ O for the corresponding prime ideal. For D0 a quaternion algebra over Q
put D = D0 ⊗Q F , write ∗ for the main involution of D and denote the natural extension of the non-trivial
automorphism of F over Q to the semi-automorphism of D by −. Put
V = {x ∈ D|x = x∗}
with quadratic form N(x) = xx∗. This is a four dimensional quadratic space of signature (3, 1) since D
necessarily splits at ∞.
Let N1 =
∏
Dvramified
qv, which is a product of split primes of Z. Let R ⊂ D be an Eichler order of level
N = N1N2 for N2 ∈ Z squarefree and coprime to N1, i.e. Rv is a maximal order in Dv for all v ∤ N2 and is
conjugate to {(
a b
c d
)
∈M2(Ov)|c ≡ 0 mod qvOv
}
for v | N2 (where Dv has been identified with M2(Fv)).
We define a lattice X := {x ∈ R|x = x∗} ⊂ V , with corresponding ϕ and K as in Section 5.2. Note that
the level of X (as defined in Section 5.2) equals N . The lattices Xℓ are all ℓ-maximal.
From [Rob01] and [Rob96] we deduce that L(N)∩G(Af )+ differs from L(N) only at the places ℓ ramified
in F/Q. For ℓ split in F/Q one has λ(H(Qℓ)) = Q
∗
ℓ , so G(Qℓ) = G(Qℓ)
+. From the explicit description of
V ⊗Qℓ given on [Rob01] p.273 for ℓ | disc(D) one deduces the Witt decomposition V ⊗Qℓ ∼= (F ⊗Qℓ)⊥H
(see also [Rob96] Section 3). This implies that λ(H(Qℓ)) = Nm
Qℓ⊗F
Qℓ
((Qℓ ⊗ F )∗), so for ℓ inert in F/Q we
have G(Zℓ) ⊂ G(Qℓ)+, whereas [G(Zℓ) : G(Qℓ)+ ∩G(Zℓ)] = 2 for ℓ ramified in F/Q.
Corollary 14. Assume p ∤ disc(F/Q). Let [η] ∈ im(H(s−n)tc (SK ,OM℘) → H(s−n)tc (SK ,M℘)). Then θϕ(η)
is a ℘-integral holomorphic Siegel modular form of weight 2 and trivial central character, and (almost) level
N and character χV in the sense that
θϕ(η)(gk) = χV (detA)θϕ(η)(g) for k =
(
A B
C D
)
∈ L(N) with λ(k) ∈ NmA∗FA∗ (A∗F ). (11)
Note that D∗ defines an algebraic group over F . Denote its restriction of scalars from F to Q by D˜∗.
It acts on V via x 7→ gxg∗. We refer the reader to [HST93] §1 for a description of the relationship between
cuspidal automorphic forms of GO(V )A = HA and D˜
∗
A for D = M2(F ). One can generalize this to all our
quaternion algebras D using the characterisation of the special similitude group GSO(V ) given in [Rob01]
Theorem 2.3 and Proposition 2.7. We are going to use that an automorphic form for HA arises from an
automorphic form fη ∈ A(D˜∗A) (not uniquely, see [HST93] Proposition 2).
For every place v of F such that v ∤ N we define Hecke operators T ′(v) acting on fη ∈ A(D˜∗A) as follows:
We may assume that Rv = R⊗O Ov is mapped onto M2(O) when we fix a splitting D⊗ Fv ∼=M2(Fv). Let
πv be a prime element of Fv and let R
∗
v
(
1 0
0 πv
)
R∗v =
⋃
i hiR
∗
v. Then define
(T ′(v)fη)(h) =
∑
i
fη(hhi) for h ∈ D˜∗A.
Now consider the Hecke action on Siegel modular forms. Let L(N) =
∏
ℓ L(N)ℓ for L(N)ℓ ⊂ G(Zℓ) with
L(N)ℓ = G(Zℓ) for ℓ ∤ N . For any ℓ the double coset L(N)ℓML(N)ℓ =
⋃
i giL(N)ℓ for M ∈ G(Qℓ) acts on
φ : G(A)→ C by (L(N)ℓML(N)ℓ)φ(g) =
∑
i φ(ggi). We single out the operators
Tℓ = L(N)ℓdiag(ℓ, . . . , ℓ︸ ︷︷ ︸
n
, 1, . . . , 1︸ ︷︷ ︸
n
)L(N)ℓ
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and
R
(s)
ℓ = L(N)ℓdiag(ℓ, . . . , ℓ︸ ︷︷ ︸
n−s
, 1, . . . , 1︸ ︷︷ ︸
s
, ℓ, . . . , ℓ︸ ︷︷ ︸
n−s
, ℓ2, . . . , ℓ2︸ ︷︷ ︸
s
)L(N)ℓ for 0 ≤ s ≤ n.
Theorem 15. Let [η] ∈ H(s−n)tc (SK ,C) correspond to fη ∈ A(D˜∗A) and let ϕ =
∏
ℓ ϕℓ ∈ S(V (Af )n)Z with
ϕℓ the characteristic function of Xℓ.
Consider ℓ ∤ N2 unramified in F/Q. If ℓ ∤ N1 then assume that fη is an eigenform for the Hecke operator
T ′(v) with eigenvalue λv for all v | ℓ. If ℓ | N1 then assume that fη is an eigenform with eigenvalue ±1 for
the Atkin-Lehner involution given by right multiplication by (π, 1) for π a prime element of D0,ℓ.
Then θϕ(η) is an eigenfunction for the Hecke operators Tℓ and Rℓ = R
(1)
ℓ with eigenvalues for n = 2
given by:
Tℓ Rℓ
(ℓ) = ll split, ℓ ∤ N ℓ(λl + λl) (ℓ
2 − 1) + ℓλlλl
ℓ inert, ℓ ∤ N 0 (ℓ2 + 1) + ℓλℓ
ℓ | N1 ±ℓ ℓ(ℓ+ 1)
Proof. For ℓ ∤ N and n = 2 this can be deduced from [HST93] Lemmata 10,11, where we set the auxiliary
δp = +1 to ensure local non-vanishing. For similar calculations see [Yos80] Theorem 5.2, [BSP91] Theorem
6.1, and [Urb98] The´ore`me 3.3.5.
For ℓ | N1 we note that ℓ splits in F/Q so that Dℓ ∼= D0,ℓ × D0,ℓ and Xℓ ∼= R0,ℓ. We can there-
fore refer to the (local) calculation of the Rℓ eigenvalue in [BSP91] Lemma 7.3 (b), after multiplying by
diag(ℓ−1, . . . , ℓ−1) ∈ Z(G(Q)) and observing that χV,ℓ = 1.
We calculate the Tℓ action by first observing that
L(N)ℓdiag(ℓ, . . . , ℓ︸ ︷︷ ︸
n
, 1, . . . , 1︸ ︷︷ ︸
n
)L(N)ℓ =
⋃
B
(
ℓIn B
0 In
)
L(N)ℓ,
where B runs over the ℓn(n+1)/2 representatives for the symmetric matrices modulo ℓ. Let h ∈ H(A) with
λ(h) = λ(g) and h′ ∈ G(Qℓ) with λ(h′) = ℓ. Then by definition (it suffices to check this for g ∈ G(A)+)
θϕ(η)(g
(
ℓIn B
0 In
)
) =
∫
S1
Khh
′
η(hh′) ∧ θ((g
(
ℓIn B
0 In
)
)1, L(hh
′)ϕ˜).
By [HK92] Lemma 5.1.7 (a) we have
θ((g
(
ℓIn B
0 In
)
)1, L(hh
′)ϕ˜) = θ(g1, L(h)ω((
(
ℓIn B
0 In
)
)1)L(h
′)ϕ˜).
By Lemma 2 we know that ω((
(
ℓIn B
0 In
)
)1)L(h
′) = L(h′)ω(
(
ℓIn B
0 ℓ−1In
)
). As in the proof of [BSP91]
Lemma 7.3 (a) we calculate
ω(
(
ℓIn B
0 ℓ−1In
)
)ϕ(x) =
1
ℓ2n
ψℓ(tr(ℓB(x, x)))ϕ(x
(
ℓ 0
0 ℓ
)
) =
1
ℓ2n
ϕ(πx).
We identify V ⊗Qℓ ∼= D0,ℓ and note that GSO(D0,ℓ) ∼= (D0,ℓ×D0,ℓ)/Qℓ, with (h1, h2) acting by x 7→ h1xh−12
(see [BSP91] p. 60). We now assume that h′ = (π, 1), by which we denote the element of H(Qℓ) that acts
on x ∈ V ⊗Qℓ by x 7→ πx, and so L(h′)ϕ(πx) = ℓ2ϕ(x). Since πR0,ℓπ−1 = R0,ℓ we have Khh′ = Kh and
hence
θϕ(η)(g
(
ℓIn B
0 In
)
) =
1
ℓ2(n−1)
θϕ(η((π, 1)))(g).
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