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1 Einleitung 
 
Die menschliche Sprache beruht auf einer Vielzahl komplexer neuronaler und psychologi-
scher Mechanismen. Die Weiterentwicklung der funktionellen Bildgebung innerhalb der letz-
ten 15 Jahre hat erheblich zu einem besseren Verständnis kognitiver Prozesse wie z.B. der 
Sprachverarbeitung beigetragen und damit neue Gebiete für die Neuro- und Psycholinguistik 
erschlossen. Innerhalb dieser Gebiete spielt das mentale Lexikon als Speicher für sprachliches 
Wissen eine zentrale Rolle. Dabei interessieren u.a. Organisation und Struktur unseres 
Sprachwissens, aber auch die einzelnen Prozesse, die ablaufen, wenn Wörter und Sätze produ-
ziert und verstanden werden. Zwei wesentliche Einheiten des mentalen Lexikons sind Wort-
formen und Konzepte. In vielen Fällen besteht zwischen Wortform und Konzept eine Bezie-
hung in der Weise, dass einer Wortform ein Konzept zugeordnet ist. Eine Ausnahme bilden 
die Homonyme, zwei gleich lautende und gleich geschriebene Wortformen mit zwei unter-
schiedlichen Bedeutungen, hinter denen damit auch zwei unterschiedliche Konzepte stehen. 
Diese Besonderheit macht Homonyme interessant für die Erforschung der unterschiedlichen 
Verarbeitung von Wortform und Wortbedeutung. 
 
Mit der Sprachverarbeitung beschäftigen sich auch zahlreiche psycholinguistische Modelle 
(vgl. u.a. Garrett 1980, Morton 1985, Dell 1986, Levelt 1989). Dabei werden zunehmend die-
jenigen Modelle als Grundlage für experimentelle Studien herangezogen, die die Sprachverar-
beitung konnektionistisch modellieren, d.h. in Form von Netzwerken, in denen parallele 
Informationsausbreitung in alle Richtungen stattfindet. Eine bei der Modellierung von 
Sprachverarbeitung kontrovers diskutierte Frage ist die, ob es zwischen Wortformen und 
Konzepten eine zusätzliche Ebene gibt, auf der vorwiegend grammatische Eigenschaften des 
Wortes gespeichert sind, die so genannte Lemma-Ebene.  
 
Zahlreiche Studien haben sich mit der Frage beschäftigt, in welchen Regionen im gesunden 
Gehirn Sprachfunktionen repräsentiert sind. Dabei standen meist semantische oder phonolo-
gische Wortverarbeitung im Vordergrund. Vor allem beim semantischen Verarbeiten, d.h. 
dem Zugriff auf Bedeutungen, muss jedoch unterschieden werden, ob konzeptuelles Assoziie-
ren allein ausreicht (beispielsweise um den Bedeutungszusammenhang zwischen zwei Kon-
zepten zu erkennen) oder ob spezifisches Wortformwissen mit den Bedeutungen verknüpft 
werden muss. Daher steht in der vorliegenden Arbeit die Trennung von Wortformen von Kon-
zepten im Vordergrund. Hierzu wird eine Aufgabe verwendet, in der zu zwei vorgegebenen 
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Wörtern ein Homonym gefunden werden muss, dessen beide Bedeutungen jeweils zu den bei-
den vorgegebenen Wörtern passen. Hierfür ist neben semantischem Wissen die Auswahl einer 
spezifischen Wortform notwendig. Dem gegenübergestellt wird eine Aufgabe, in der lediglich 
zwei Konzepte miteinander verglichen werden sollen. In dieser Aufgabe wird nach einer 
semantischen Gemeinsamkeit zwischen den beiden vorgegebenen Wörtern gefragt. Zusätzlich 
wird untersucht, welche Unterschiede in der Gehirnaktivität zu beobachten sind, je nachdem 
ob die Homonym-Aufgabe korrekt gelöst wird. 
 
Neben der Verarbeitung von Sprache im gesunden Gehirn interessiert jedoch auch die funk-
tionelle Rückbildung nach Hirnschädigung. Hierzu existieren seit langem Annahmen, die zu-
meist auf Läsionsstudien und Post-mortem-Untersuchungen basieren. Auch auf diesem Gebiet 
hat die funktionelle Bildgebung in den letzten Jahren zu vielen neuen Erkenntnissen geführt. 
Im Anschluss an die Durchführung und Auswertung der Gruppenstudie konnte auf der 
Aphasiestation des Universitätsklinikums Aachen ein Patient mit leichter Restaphasie für die 
Studie gewonnen werden, der eine Läsion in genau dem Areal aufwies, das bei allen gesunden 
Probanden aktiviert war, wenn sie die Homonym-Aufgabe korrekt lösten. Trotz der Läsion 
zeigte der Patient jedoch in dieser Aufgabe mit den Sprachgesunden vergleichbare Leistun-
gen. Basierend auf den Ergebnissen der Gruppenstudie sollen bei diesem Patienten die Me-
chanismen der funktionellen Reorganisation untersucht werden. 
 
Der theoretische Teil dieser Arbeit umfasst drei Kapitel. In Kapitel 2 geht es zunächst um die 
linguistische und psychologische Beschreibung bestimmter Strukturen des mentalen Lexi-
kons. Im Mittelpunkt des Kapitels steht die Beziehung zwischen Wortformen und Konzepten, 
insbesondere geht es um die Fälle, in denen mehrere Konzepte einer Wortform zugeordnet 
sind – um Homonyme. In Kapitel 3 wird ein konnektionistisches Modell zur Einzelwortverar-
beitung vorgestellt und im Hinblick sowohl auf die Verarbeitung homonymer Wortformen als 
auch auf aphasische Sprachproduktion diskutiert. Hierfür wurde das Modell von Dell (Dell 
1986, Dell et al. 1997, Foygel & Dell 2000) ausgewählt. Kapitel 4 gibt im ersten Abschnitt 
einen Überblick über den aktuellen Forschungsstand zur Einzelwortverarbeitung bei Sprach-
gesunden. Im zweiten Teil geht es um die funktionelle Reorganisation bei Aphasikern. Auch 
hierzu liegen bereits einige Studien mit bildgebenden Verfahren vor.  
 
Der empirische Teil dieser Arbeit besteht zum einen aus der Gruppenstudie mit 15 sprach-
gesunden, jungen Probanden und zum anderen aus der klinischen Einzelfallstudie. Dabei 
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werden in Kapitel 5 zunächst die Methode der funktionellen Magnetresonanztomographie, der 
Versuchsaufbau, insbesondere die linguistische Auswahl der Stimuli, sowie die Verfahren der 
Datenerhebung und -auswertung näher erläutert. Anschließend werden die Ergebnisse der 
Gruppenstudie vorgestellt und diskutiert. In Kapitel 6 werden die klinischen Daten des Patien-
ten sowie die Durchführung und die Ergebnisse der Einzelfallstudie beschrieben und disku-
tiert. Abschließend werden in Kapitel 7 die Daten der Gruppen- und der Einzelfallstudie 
zusammengefasst und im Hinblick auf zukünftige Fragestellungen diskutiert. 
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2 Strukturen des mentalen Lexikons 
 
Das mentale Lexikon ist der Teil des Langzeitgedächtnisses, der die einzelnen Wörter einer 
Sprache enthält. Ein Sprachbenutzer benötigt im mentalen Lexikon gespeicherte Informatio-
nen wie die phonologische und die orthographische Repräsentation, Angaben über die syntak-
tischen Eigenschaften eines Wortes (z.B. die Wortart oder die vom Verb geforderten Ergän-
zungen) sowie dessen Bedeutung. In der theoretischen Linguistik wurde das Lexikon bis in 
die 70er Jahre als Speicher für unregelmäßige Formen angesehen und damit vom Regelwissen 
getrennt. Heute wird das Lexikon als Schnittstelle formaler und inhaltlicher Strukturbildung 
angesehen. In jedem einzelnen Lexikoneintrag werden phonologische, morphologische, syn-
taktische und semantische Informationen aufeinander bezogen. Es ist weitgehend unumstrit-
ten, dass das mentale Lexikon nach inhaltlichen Kriterien aufgebaut ist1, über die genaue Art 
der Organisation und Repräsentation im mentalen Lexikon wird jedoch nach wie vor kontro-
vers diskutiert. Noch nicht geklärt ist jedoch, ob diese Informationen zusammen oder einzeln 
im Lexikon gespeichert sind. Bestimmte aphasische Störungen und Typen von Versprechern 
deuten darauf hin, dass Wortform und Wortbedeutung unabhängig voneinander repräsentiert 
sind (vgl. Ellis & Young 1991).  
 
Da es in der vorliegenden Studie um die Lokalisation von Wortformen und Konzepten im 
mentalen Lexikon geht, werden in diesem Kapitel Wortformen und Konzepte2 als zwei 
wesentliche Elemente des mentalen Lexikons einander gegenübergestellt. Im Anschluss wird 
speziell auf Homonyme und Polyseme eingegangen, da diese in der vorliegenden Unter-
suchung zur Aktivierung von Wortformen verwendet wurden.  
 
                                                 
1 Dagegen wird in der Kohorten-Theorie (vgl. u.a. Marslen-Wilson 1990) angenommen, dass Worterkennung 
vorwiegend auf phonologischen Kriterien basiert und dass semantische Informationen erst zu einem späteren 
Zeitpunkt des Worterkennungsprozesses integriert werden. 
2 Zusätzlich zu den hier eingeführten Begriffen Wortform und Konzept existiert der Begriff der Wortbedeutung. 
Hiermit ist die Bedeutung des einzelnen Wortes gemeint, der Begriff des Konzeptes wird umfassender verwen-
det (vgl. hierzu u.a. Jackendoff 1983, 1990). In den in Kapitel 3 diskutierten psycholinguistischen Modellen wer-
den diese beiden Begriffe zu einer gemeinsamen semantisch-konzeptuellen Ebene zusammengefasst. In dieser 
Arbeit werden Bedeutung und Konzept daher synonym verwendet. 
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2.1 Wortformen und Konzepte 
Bei einem Wort handelt es sich um eine sprachliche Grundeinheit und damit um ein sprach-
liches Zeichen mit einer Formseite (auch Ausdruck, Bezeichnendes, Signifiant) und einer 
Inhaltsseite (auch Bedeutung, Bezeichnetes, Signifié) (Saussure 1916).3 Darüber hinaus 
existieren jedoch viele verschiedene Definitionen, die je nach Perspektive unterschiedliche 
Aspekte betonen.  
Auf der phonetisch-phonologischen Ebene betrachtet ist ein Wort durch Grenzsignale wie 
z.B. Pausen, Akzent oder Auslautverhärtung segmentierbare Einheiten. In der Regel hat ein 
Wort nie mehr als einen Hauptakzent. Unzulässige Konsonantenverbindungen innerhalb eines 
Segments weisen ebenfalls auf Wortgrenzen hin. Auf der orthographischen Ebene werden 
Wörter durch Zwischenräume, Groß- und Kleinschreibung sowie Interpunktion im Schriftbild 
voneinander getrennt. In der Morphologie sind Wörter Grundeinheiten grammatischer Para-
digmen, z.B. Flexionsparadigmen. Das Wort bzw. seine Grundform, auch Zitierform (z.B. 
schreiben), wird hierbei von der morphologisch charakterisierten Wortform unterschieden 
(z.B. schreibe, schriebst, geschrieben). Wörter sind im Gegensatz zu den Wortformen struktu-
rell stabil. Sie lassen sich durch spezifische Regeln der Wortbildung beschreiben. Ein Wort 
besteht aus einem Stamm (einem freien Morphem), dem eine Endung (ein gebundenes Mor-
phem) hinzugefügt werden kann (z.B. der Wortstamm Mensch + Pluralmorphem -en). Lexika-
lisch-semantisch sind die meisten Wörter relativ selbständige Träger einer Bedeutung, die im 
Lexikon enthalten ist (eine Ausnahme stellen die Funktionswörter dar, die keine eigenständi-
ge Bedeutung haben, sondern eine Relation zwischen den bedeutungstragenden Wörtern im 
Satz herstellen). Ein Wort, das eine selbständige Bedeutung hat, kann auch isoliert vorkom-
men, so z.B. als Antwort auf eine Frage. Syntaktisch lassen sich Wörter als kleinste ver-
schiebbare und ersetzbare Einheiten im Satz beschreiben. Diese verschiedenen Definitionen 
lassen sich zu den folgenden Punkten zusammenfassen: Wörter sind durch akustische bzw. 
orthographische und semantische Identität, durch morphologische Stabilität sowie durch syn-
taktische Mobilität charakterisiert. In neueren Arbeiten werden jedoch stattdessen u.a. die Be-
griffe Morphem, Lexem und Formativ4 verwendet. In der X-bar-Theorie (Chomsky 1970) 
werden Wörter (in der Terminologie von Chomsky (1970) lexikalische Kategorien) durch das 
                                                 
3 Zum Zeichenbegriff in der Semiotik vgl. Keller 1995. 
4 Formative stellen in der generativen Transformationsgrammatik die kleinste lineare Einheit dar und besitzen 
syntaktische Funktionen (vgl. Katz & Fodor 1963), wie in der Rektions- und Bindungstheorie (vgl. Chomsky 
1981) wird zwischen lexikalischen (z.B. Nomina, Verben, Adjektive) und grammatischen Formativen (z.B. Kon-
junktionen, Präpositionen, Pronomen) unterschieden. 
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Symbol X0 gekennzeichnet. Bei der Wortform handelt es sich dagegen um die konkret reali-
sierte Form der (unveränderlichen) abstrakten Basiseinheit „Wort“ im Kontext eines Satzes.  
 
Konzepte könnte man dagegen dadurch beschreiben, dass jemand eine Vorstellung davon hat, 
wie etwas in unserer Welt ist, wie z.B. ein Gegenstand aussieht oder sich anfühlt, woran man 
ihn erkennt, wie ein bestimmter Zustand sich anfühlt oder was eine Tätigkeit ausmacht. 
Konzepte werden von vielen Kognitionsforschern als elementare Einheiten unserer Kognition 
betrachtet (vgl. z.B. Keil 1979, Sigel 1983, Richardson & Bhavnani 1984). Durch die im 
Langzeitgedächtnis gespeicherten Konzepte ist es möglich, Objekte in Gruppen einzuordnen 
und Ähnlichkeiten und Unterschiede zu erkennen. Dieses Erkennen ist bei Störungen wie 
Amnesie oder Agnosie nicht mehr möglich, da der Zugriff auf die jeweiligen Konzepte nicht 
mehr möglich ist. Es wird zwischen Kategorie- bzw. Typenkonzepten und Individual- bzw. 
Tokenkonzepten unterschieden. Erstere speichern Informationen über ganze Klassen von Ob-
jekten, während letztere Informationen über individuelle Objekte enthalten. Konzepte sind je-
doch nicht isoliert im Langzeitgedächtnis, sondern verbunden mit anderen Konzepten in kom-
plexen mentalen Schemata abgespeichert 
Konzepte sind noch nicht sprachlich. Nicht jedes Konzept lässt sich gleichermaßen in Sprache 
fassen. Im Spracherwerb können Konzepte und Wortformen unterschiedlich erworben wer-
den. Ein Kind, das zu jedem Vogel „Taube“ sagt, hat beispielsweise das Konzept „Vogel“ 
zwar schon erworben, jedoch nicht die Wortform „Vogel“, sondern „Taube“. Auch lassen sich 
nicht alle Konzepte in einem Wort ausdrücken, und es finden sich Unterschiede in der Zuord-
nung von Konzepten und Wortformen zwischen verschiedenen Sprachen. Im Spracherwerb 
wurde beobachtet, dass Kinder nicht zuerst die merkmalsärmeren Oberbegriffe lernen, son-
dern Worte, deren Konzepte sich auf einer mittleren Hierarchieebene befinden (so genannte 
basic level objects, vgl. Collins & Quillian 1969, Murphy & Lassaline 1997, Glück 1998). 
Beispielsweise wird Hund vor Dackel und Tier gelernt und Blume vor Rose und Pflanze. Die 
Basisebene ist die merkmalsreichste, z.B. enthalten die Konzepte Hund, Vogel und Fisch 
deutlich mehr Merkmale und unterscheiden sich damit auch wesentlich stärker als Amsel, 
Spatz und Taube. Zugleich sind die Konzepte der Basisebene diejenigen, die besonders häufig 
verwendet werden. Es scheint plausibel, dass die Merkmale des Oberbegriffs bei den Basis-
konzepten mitgespeichert werden. Die Annahme, dass häufig abgerufene Konzepte alle Merk-
male auf ihrer Ebene speichern, erklärt die geringere Abrufzeit für hochfrequente Wörter.  
Zwischen Konzepten und Wortformen besteht keine Eins-zu-eins-Beziehung. Einige Konzep-
te lassen sich nur mit Hilfe mehrerer Wörter ausdrücken (z.B. im Englischen to be silent für 
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 14
deutsch schweigen), andererseits kann dieselbe Wortform verschiedene Konzepte ausdrücken. 
Um diese Wörter – Homonyme und Polyseme – wird es im folgenden Kapitel gehen. 
 
2.2 Homonymie und Polysemie 
Es gibt zwei Arten lexikalischer Ambiguität: Homonymie und Polysemie.5 Es ist nicht immer 
möglich, exakt zwischen Homonymie und Polysemie (Mehrdeutigkeit) zu unterscheiden. Im 
Gegensatz zu Homonymen, bei denen zwei Wörter die gleiche phonologische und orthogra-
phische Form haben, ist ein Polysem ein Wort, das in mehreren Bedeutungen verwendet wer-
den kann (z.B. Flügel, als „Körperteil eines Vogels“, „in Form eines Vogelflügels gebautes 
Klavier“ oder „Teil eines Hauses“). 
Lyons (1992: 73) definiert Homonyme als „Ausdrücke gleicher Aussprache (Homophone) 
und gleicher Schreibung (Homographe), jedoch verschiedener Herkunft und Bedeutung“. Die 
Bedeutungsverschiedenheit definiert Möller (1992: 81) so, dass die beiden Begriffe „in ihrer 
Objektsemantik über kein gemeinsames Sem [= Konzeptmerkmal] verfügen“. Nach Weber 
(1974: 18) liegt Homonymie dann vor, „wenn die Inhaltsdifferenz so groß ist, daß von völlig 
verschiedenen Zeichen auszugehen ist.“ Übereinstimmenden Ausdrucksseiten stehen differie-
renden Inhaltsseiten verschiedener sprachlicher Zeichen gegenüber (Weber 1974: 17). Den 
Zusammenhang zwischen Inhalts- und Ausdrucksseite eines Zeichens sieht Weber bei Homo-
nymen als rein arbiträr (Weber 1974: 18). Sprachgeschichtlich betrachtet liegt Homonymie 
dann vor, „wenn die Lautgestalten zweier ursprünglich ungleich lautender Morpheme im Ver-
lauf der Geschichte zur Deckung gekommen sind, so z.B. Kiefer (a) mhd. kiver mask. „der 
Kiefer“; (b) ahd. kienforha, fem. „die Kiefer“, „die Kiefernföhre“6. 
 
Polyseme sind dagegen „Wortschatzeinheiten, die innerhalb der Objektsemantik über gemein-
same Seme verfügen, die als Verklammerungsseme bezeichnet werden können.“ (Möller 
1992: 81) Polysemie liegt nach Weber (1974: 18) dann vor, „wenn in differierenden Inhalts-
seiten so viele gemeinsame Merkmale vorhanden sind, daß … von Bedeutungsvarianten des-
selben Zeichens gesprochen werden kann.“ Das bedeutet, es finden sich semantische Unter-
schiede bei sonst übereinstimmenden Inhaltsseiten als Bedeutungsvarianten desselben Zei-
chens (Weber 1974: 17).  
                                                 
5 Ullmann nennt daneben noch die „unterschiedliche Verwendung“ eines Wortes, aus der häufig Polysemie 
entstehe (Ullmann 1972: S. 108 f.). 
6 Vgl. Kluge Etymologisches Wörterbuch. 23. Auflage, 1995, bearbeitet von E. Seebold. Berlin: de Gruyter. 
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2.2.1 Kriterien zur Unterscheidung von Homonymie und Polysemie 
Ein wichtiges Kriterium zur Unterscheidung ist die Etymologie. Zum Beispiel werden Fessel1 
(mit der Bedeutung „Teil des Beins“) und Fessel2 („hemmendes Band“) von verschiedenen 
nicht-homonymen Lexemen hergeleitet, die sich im Neuhochdeutschen zu „Fuß“ einerseits 
und „Fass“ andererseits entwickelt haben. Ullmann unterscheidet hierbei zwei Haupttypen 
von Homonymen: 
1. Homonyme, die durch divergente Bedeutungsentwicklung aus Polysemen entstanden 
sind (z.B. gehen engl. flower („Blume“) und flour („Mehl“) auf dasselbe lateinische 
Wort zurück (lat. flos); das Mehl wurde als „die Blume, das Feinste vom Weizen“ 
bezeichnet (vgl. Ullmann 1972: 119)) 
2. Homonyme, die durch konvergente Lautentwicklung zustande gekommen sind (z.B. 
stammen engl. ear („Ohr“) und ear („Ähre“) von zwei verschiedenen lateinischen Wör-
tern ab (auris/acerus) (vgl. Ullmann 1972: 119)) 
 
Das etymologische Kriterium ist jedoch nicht immer eindeutig. Zum einen gibt es Wörter, de-
ren Herkunft unbekannt ist (z.B. Katze), und zum anderen ist nicht immer klar, wann eine ety-
mologische Verwandtschaft besteht. Das englische Wort port1 (in der Bedeutung „Hafen“) 
geht auf lateinisch portus zurück. Port2 („alkoholreiche Weinsorte“) leitet sich von der portu-
giesischen Stadt Oporto ab, deren Namen wiederum auf dasselbe lateinische portus zurück-
geht wie das englische port1. Die Einschätzung, ob port1 und port2 etymologisch verwandt 
sind, hängt also davon ab, wie weit man sprachgeschichtlich zurückgeht. Das Kriterium 
sprachgeschichtlicher Herkunft ist daher nicht so eindeutig, wie es auf den ersten Blick 
scheint. Das ist jedoch nicht der Hauptkritikpunkt an dem etymologische Kriterium. Ullmann 
(1972) kritisiert, das etymologische Unterscheidungskriterium sei eines, das es synchron gese-
hen nicht gebe. Bei der synchronen Sprachbetrachtung sollte nach Lyons (1992) nicht ein 
sprachhistorisches Kriterium im Mittelpunkt stehen, sondern synchron relevante Informatio-
nen. Der Muttersprachler sei sich häufig der Etymologie des Wortes, das er gerade benutzt, 
nicht bewusst, und seine Interpretation des Wortes bleibe unbeeinflusst davon, was er über 
dessen sprachgeschichtliche Herkunft weiß.  
Das zweite wichtige Kriterium bei der Unterscheidung von Homonymie und Polysemie ist 
das der Bedeutungsverwandtschaft. Eine bedeutungsmäßige Verknüpfung zwischen zwei 
Lexemen bedeutet meist, dass sich die eine Bedeutung aus der anderen auf Grund von meta-
phorischer oder bildhafter Erweiterung entwickelt hat. Auch hier ergeben sich jedoch Proble-
me. Zum einen ist Bedeutungsverwandtschaft eine graduelle Angelegenheit, und zum anderen 
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wird sie subjektiv unterschiedlich wahrgenommen. Auch gibt es historisch gewachsene Be-
deutungsverknüpfungen, die heute nicht mehr nachvollziehbar sind (z.B. Mutter1, „Frau, die 
ein Kind geboren hat“ und Mutter2, „das Gewinde umschließender Teil einer Schraube“, 
wobei Mutter2 entstanden ist als figurativer Ausdruck aus der Mutter1, die ihr Kind im Schoß 
umschließt). 
Nach der semantischen Komponentenanalyse lässt sich bestimmen, wie viele oder auch wel-
che Art von Komponenten zwei polyseme bzw. homonyme Lexeme gemeinsam haben. Auch 
diese Art der Herangehensweise ist – ganz unabhängig von Kritik an der Komponentenana-
lyse allgemein – problematisch. Fordert man beispielsweise, dass zwei Lexeme n Komponen-
ten gemeinsam haben müssen, um als Polyseme zu gelten, stellt sich die Frage, ob n einen ab-
soluten Wert darstellen soll oder aber einen prozentualen Anteil aller Komponenten, in die die 
Lexeme sich zerlegen lassen.  
 
Wichter (1988) diskutiert neben der zu Beginn des Kapitels bereits erwähnten Einteilung von 
Ullmann und der ebenfalls bereits diskutierten Komponentenanalyse vier weitere Kriterien für 
die Bedeutungsverwandtschaft7: 
1. das Teilpfadkriterium 
2. das Feldkriterium 
3. das Definitionskriterium 
4. metaphorische Beziehungen 
Das Teilpfadkriterium ist dem Schnittmengenkriterium recht ähnlich, es geht auf die Bedeu-
tungsbeschreibung von Katz & Fodor (1963) zurück, in der semantische Merkmale in einer 
Baumstruktur angeordnet sind. Besitzen zwei Wörter ein gemeinsames semantisches Merk-
mal, so lässt sich ihre Bedeutung zum Teil über den gleichen Weg innerhalb dieses Baums be-
schreiben, das heißt beide legen einen gemeinsamen Teilpfad zurück.8  
Das Feldkriterium definiert Homonyme als zu zwei unterschiedlichen Wortfeldern zugehörig 
(vgl. Weisgerber 1971: 209, Porzig 1959: 161). Das Definitionskriterium, das bereits von 
Hermann Paul aufgestellt wurde, besagt, dass sich für Polyseme im Gegensatz zu Homony-
men keine Definition aufstellen lässt, in der die ganze Bedeutungsbreite erfasst wäre und dass 
das Polysem nie in seinem gesamten Bedeutungsumfang verwendet wird (Paul 1920: 77f.). 
Scharnhorst (1969) bezieht metaphorische Beziehungen zwischen den beiden Bedeutungen 
eines Polysems mit ein. Diese liegen bei Homonymen nicht vor.  
                                                 
7 Zu einer ausführlichen Darstellung und Diskussion vgl. Wichter 1988: 17ff. 
8 Zu Kritik an dieser Theorie vgl. Weinreich 1970, zu einer Antwort darauf Katz 1972. 
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Neben Etymologie und Bedeutungsverwandtschaft spielen auch formale Kriterien für die Ab-
grenzung von Homonymie und Polysemie eine Rolle (vgl. hierzu auch den nächsten 
Abschnitt). 
 
2.2.2 Aufhebung der Grenze zwischen Homonymie und Polysemie?  
Lyons (1980) schlägt zwei Lösungen des Problems der Unterscheidung zwischen Homonymie 
und Polysemie vor: Zum einen, den Begriff der Homonymie auszuweiten (d.h. es gibt nur 
noch Homonyme, Polyseme zählen ebenfalls zu den Homonymen) und zum anderen, die De-
finition über zugehörige Formen und ihre syntaktische Funktion vorzunehmen (d.h. eine Aus-
wietung des Begriffs der Polysemie, es gibt nur noch Polyseme, auch Homonyme zählen zu 
den Polysemen). Eine Ausweitung des Begriffs der Homonymie würde bedeuten, jeder unter-
schiedlichen Bedeutung eines Polysems ein eigenes Lexem zuzuordnen (Flügel1, Flügel2, 
Flügel3). Dies würde zu viel mehr lexikalischen Einträgen führen, als sie in den Standard-
wörterbüchern der betreffenden Sprache für notwendig gehalten werden. Viele dieser Einträge 
enthielten dann phonologische und grammatische Informationen, die bereits in anderen Ein-
trägen erwähnt sind. Dies würde eine beträchtliche Redundanz im Wörterbuch bedeuten. Ein 
noch wichtigerer Einwand ist die Tatsache, dass sich Bedeutungsunterschiede bei Polysemen 
beliebig vermehren lassen. Beispielsweise ist strittig, ob das Verb spielen in Flöte spielen, 
Fußball spielen, den Hamlet spielen und die Kinder spielen immer die gleiche Bedeutung hat. 
 
Beide Vorschläge bedeuten, die Unterscheidung zwischen Homonymen und Polysemen auf-
zugeben und nur noch einen von beiden Begriffen zu verwenden. In Standardwörterbüchern 
wird jedoch zwischen Lexemen mit zwei Einträgen (z.B. Kiefer1, Kiefer2) und Lexemen mit 
nur einem Eintrag, aber verschiedenen Bedeutungsvariationen (z.B. Schloss) unterschieden. 
Dabei spielt auch das Genus eine Rolle. Zwei homonyme Lexeme mit unterschiedlichem Ge-
nus (wie z.B. das Tau1, der Tau2; der Kiefer1, die Kiefer2) haben zwei Einträge in Standard-
wörterbüchern. Ebenfalls eine Rolle spielt die Pluralbildung9 (z.B. Bank1 – Banken, Bank2 – 
Bänke, der Kiefer1 – die Kiefer, die Kiefer2 – die Kiefern). Klappenbach (1971) nennt die 
möglichen Verbindungen, die die einzelnen Lexeme eingehen können sowie die möglichen 
syntaktischen Kontexte als weiteres Kriterium.  
                                                 
9 Häufig unterscheiden sich zwei Homonyme auch bezüglich ihrer Numerusrestriktion, d.h. es kann nur zu einem 
der beiden eine Pluralform gebildet werden (z.B. der Krebs1 – die Krebse, der Krebs2 – ø (die 
Krebserkrankungen)). 
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Für die vorliegende Untersuchung wurden sowohl Homonyme als auch Polyseme verwendet. 
Die Unterscheidung Homonym/Polysem wurde danach getroffen, ob im Deutschen 
Wörterbuch von Wahrig10 ein oder zwei Einträge vorhanden sind. Eine Liste der verwendeten 
Homonyme und Polyseme mit etymologischen und morphosyntaktischen Angaben findet sich 
im Anhang. Psycholinguistische Annahmen zur Verarbeitung von Homonymen werden in 
Kapitel 3.3 diskutiert. 
 
2.3 Zusammenfassung 
In diesem Kapitel ging es um die Abgrenzung von Wortformen und Konzepten. Abschließend 
wurden Wörter vorgestellt, bei denen mehrere Konzepte in der gleichen Wortform ausge-
drückt werden können. Diese eignen sich besonders gut zur Untersuchung der mentalen Wort-
verarbeitung, da mehrere Konzepte aktiviert werden müssen, die Verbindung zwischen beiden 
aber ausschließlich über die spezifische Wortform erfolgen kann.  
Wie in Kapitel 2.2 ausführlich diskutiert, sind die Grenzen zwischen Homonymie und Polyse-
mie nicht eindeutig. Für die Untersuchungen der vorliegenden Arbeit wurden daher sowohl 
Homonyme als auch Polyseme verwendet (vgl. Kapitel 5.1.3.1). Entscheidend ist hierbei, dass 
eine gleich lautende Wortform vorliegt, die mit mehreren semantischen Konzepten verbunden 
ist, unabhängig davon, ob es sich um ein oder zwei lexikalische Einträge handelt. 
 
Die allgemeine Wissenschaftstheorie der Linguistik stellt den Anspruch an jede linguistische 
Analyse, dass diese beobachtungsadäquat, beschreibungsadäquat und erklärungsadäquat sein 
muss. Um einen beschreibungsadäquaten Ansatz zu liefern, werden Modelle aufgestellt, die 
anhand empirischer Daten auf ihre Erklärungsadäquatheit hin überprüft werden müssen. Da-
her wird im folgenden Kapitel ein Modell vorgestellt, mit dessen Hilfe erläutert werden soll, 
wie man sich die Verarbeitung von Wortformen und Konzepten, insbesondere von Homony-
men, vorstellt. Im Rahmen dieses Modells werden in Kapitel 7 die erhobenen Daten 
diskutiert.  
                                                 
10 Wahrig G (2001): Deutsches Wörterbuch, hg. von Renate Burfeind-Wahrig. Gütersloh: Bertelsmann Lexikon-
Verlag. 
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3 Konnektionistische Modellierung von Wortverarbeitungsprozessen 
 
Bei den psycholinguistischen Modellen der kognitiven Wortverarbeitung unterscheidet man 
zwischen seriellen und konnektionistischen Modellen. Die seriellen Modelle der Sprachver-
arbeitung gehen davon aus, dass die Verarbeitung in den einzelnen Komponenten des kogniti-
ven Systems unabhängig voneinander geschieht. Ein frühes Beispiel ist das Ebenen-Modell 
von Garrett (1975, 1976, 1980, 1988) Dieses Modell unterscheidet analog zur Oberflächen- 
und Tiefenstruktur in der generativen Grammatik (Chomsky 1965) funktionale und proposi-
tionale Ebenen der Sprachrepräsentation. Zu den seriellen Modellen gehören auch das 
Logogen-Modell (Morton 1970, 1985) sowie das Modell von Levelt (1989, 1999, vgl. Kap. 
3.3). Anders als in den seriellen wird in den konnektionistischen Modellen angenommen, dass 
zwischen den Ebenen der Sprachverarbeitung nicht nur in eine Richtung Informationen 
fließen, sondern dass es auch feedback-Prozesse gibt. Im Folgenden werden nun zuerst die 
Grundlagen des Konnektionismus dargestellt (Kapitel 3.1), bevor in Kapitel 3.2 auf das Mo-
dell von Dell (Dell 1986, Dell et al. 1997, Foygel & Dell 2000) eingegangen wird. In Kapitel 
3.3 wird der aktuelle Forschungsstand zur Verarbeitung von Homonymen und Homophonen 
im mentalen Lexikon zusammengefasst. Da in der vorliegenden Studie nicht nur Sprach-
gesunde untersucht werden, sondern auch ein Aphasiker, wird in Kapitel 3.4 vorgestellt, wie 
aphasische Störungen der Sprachproduktion im Modell von Dell et al. (1997) erklärt wird. 
 
3.1 Grundlagen des Konnektionismus 
Konnektionistische Modelle versuchen, die neuronale Architektur in kognitive Modelle einzu-
binden. Sie sollen als Computerprogramme kognitive Phänomene simulieren. Die Architektur 
eines konnektionistischen Modells richtet sich nach dem neurophysiologischen Vorbild ver-
netzter Nervenzellen. Den Nervenzellen entsprechen im Modell die Knoten. In lokal-konnek-
tionistischen Modellen entspricht ein Knoten genau einem Symbol (z.B. einem semantischen 
Merkmal, einem Wort oder einem Phonem), während in distribuiert-konnektionistischen Mo-
dellen mehrere Knoten zur Repräsentation eines Symbols beitragen und ein Knoten gleichzei-
tig an mehreren Symbolen beteiligt sein kann. Diese Modelle werden auch als PDP-Modelle 
(parallel distributed processing) bezeichnet. Die einzelnen Knoten werden im Modell durch 
Konnektionen (die den Axonen und Dendriten entsprechen) verbunden und bilden ein Netz-
werk. In den meisten Modellen sind die Knoten in verschiedenen Schichten (layers) angeord-
net. Dabei sind einige Schichten genau wie im Gehirn direkt mit dem Input (bzw. im Gehirn 
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mit Rezeptorzellen) oder Output verbunden, andere dagegen nur mit weiteren Schichten von 
Knoten. 
Jedes Neuron hat zwei mögliche Zustände: Ruhe oder Aktivierung. Es hat einen spezifischen 
Schwellwert, der überschritten werden muss, damit das Neuron ein Signal weiterleitet. Dabei 
rechnen sich ankommende erregende und hemmende Impulse gegenseitig auf. Im Modell be-
sitzt jeder Knoten einen Schwellwert für die Weitergabe von Informationen (Schwellwert der 
Aktivierung). Aus den ankommenden Signalen kann jederzeit der Aktivierungswert eines 
Knotens berechnet werden. Wird der Schwellwert für die Aktivierung überschritten, leitet der 
Knoten Informationen weiter; wird der Schwellwert für die Selektion überschritten, wird der 
Knoten (z.B. ein bestimmtes Wort) ausgewählt. Bekommt ein Knoten keine weiteren Signale, 
baut sich der Aktivierungswert wieder ab, jedoch unterschreitet er nie einen spezifischen 
Ruhewert. Mit der Einführung eines Ruhewertes lassen sich z.B. Frequenzeffekte modellie-
ren. Ein hochfrequentes Wort erhält einen hohen Ruhewert, d.h. es ist leicht aktivierbar, auch 
wenn es nicht gerade erst benutzt wurde. Die Geschwindigkeit, mit der der Abbau der Akti-
vierung geschieht, wird Zerfall genannt. Je stärker der Aktivierungwert eines „feuernden“ 
Knotens und seine Verbindung mit einem zweiten Knoten ist, umso stärker ist der Einfluss 
von einem Knoten auf einen anderen. Die Verbindungsstärke wird Konnektionsgewicht ge-
nannt und kann, genau wie die Schwellwerte und der Ruhewert, von Knoten zu Knoten 
variieren.11 
Neben den feedforward-Verbindungen gibt es in konnektionistischen Modellen auch feed-
back-Schleifen und damit Interaktion zwischen den Schichten eines Netzwerks. Dies geht da-
rauf zurück, dass bei kognitiven Prozessen nicht nur bottom-up-Prozesse, sondern auch top-
down-Prozesse (d.h. Einfluss höherer auf niedrigere Verarbeitungsstufen) eine Rolle spielen 
(vgl. Pechmann 1994, Rapp & Goldrick 2000). 
Bei der Ausbreitung von Aktivierung innerhalb eines Modells werden in verschiedenen Mo-
dellen unterschiedliche Mechanismen angenommen. In einigen Modellen findet eine Hem-
mung (Inhibition) konkurrierender Knoten der eigenen Schicht statt (z.B. Stemberger 1985), 
in anderen gibt es keine Verbindungen zwischen den Knoten einer Schicht (z.B. Dell et al. 
1997).12 
                                                 
11 In den meisten Modellen sind diese vier Werte (Verbindungsstärke, Schwellwert für Aktivierung, Schwellwert 
für Selektion, Ruhewert) für alle Knoten gleich (vgl. Schade 1999). 
12 Für einen Überblick über konnektionistische Modelle vgl. Schade 1999. 
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3.2 Das Modell von G.S. Dell 
1986 stellte Dell eine Theorie der Satzproduktion vor, in der neben der normalen Satzproduk-
tion auch Versprecher erklärt wurden. Dabei kombinierte er einen Zugriffsmechanismus, der 
auf Aktivationsausbreitung (spreading activation) beruht, mit Annahmen bezüglich linguisti-
scher Regeln und Einheiten. In der 1997 veröffentlichten Theorie des lexikalischen Zugriffs 
von Dell und Mitarbeitern (Dell et al. 1997) stehen sowohl normale als auch aphasische Wort-
produktion im Mittelpunkt. Beim Benennen eines Bildes aktiviert der visuelle Stimulus eine 
konzeptuelle Repräsentation, das zugehörige Wort wird abgerufen und artikuliert. Der lexika-
lische Abruf geschieht dabei wie in vielen Sprachproduktionsmodellen (vgl. Butterworth 
1989; Levelt 1989, 1999) in zwei Phasen, einer Phase des semantisch-syntaktischen Zugriffs 
und einer des morphologisch-phonologischen Zugriffs. Levelt (1999) nimmt dabei an, dass es 
zwischen der semantischen und der morphologisch-phonologischen Ebene (Lexem-Ebene) ei-
ne Lemma-Ebene gibt, die abstrakte, ausschließlich supramodale lexikalische Repräsentatio-
nen speichert, welche syntaktische Merkmale bündeln, z.B. die Wortkategorie und das gram-
matische Geschlecht13. Demgegenüber sind Lexeme phonologische bzw. graphematische 
Lexikoneinträge, die den jeweiligen Wortstamm und dessen morphologische Merkmale (Fle-
xions- und Derivationsaffixe) enthalten14. Caramazza und Mitarbeiter (Caramazza 1997, Ca-
ramazza & Miozzo 1997, 1998) gehen davon aus, dass eine Lemma-Ebene zwischen Konzep-
ten und Wortformen nicht nötig ist. Die Lexeme enthalten nach ihrer Ansicht sowohl syntakti-
sche als auch morphologische und phonologische Informationen.15 
 
Das Modell von Dell enthält drei Ebenen bzw. drei Schichten von Knoten (Semantische oder 
Konzept-Knoten, Lemma- oder Wort-Knoten und Phonemknoten, vgl. Abbildung 3-1). Aus-
gehend von der semantischen Ebene, auf der jeder Knoten ein semantisches Merkmal dar-
stellt, wird ein Lemma aktiviert. Das Lemma stellt eine abstrakte Speichereinheit dar, die se-
mantische und syntaktische Informationen über ein Wort enthält, z.B. die Wortkategorie oder 
                                                 
13 Im ursprünglichen Modell von 1989 haben Lemmata neben der syntaktischen auch noch eine semantische 
Funktion. Levelt et al. (1999) nennen dieses Konzept aus dem Modell von 1989 „old lemma“ und stellen dem 
das „new lemma“ gegenüber, das nur noch syntaktische Merkmale speichert.  
14 Im Gegensatz zu Dell nehmen Levelt et al. (1999) für jedes Wort einen einzigen Lexemknoten an. Im Modell 
von Dell et al. (1997) aktiviert die Lemma-Ebene dagegen direkt die einzelnen Phoneme, durch deren Feedback 
der Lemma-Knoten zu einer expliziten Wortform und damit zum Lexem wird (vgl. Blanken 1996). 
15 Zur Diskussion über ein- oder zweistufigen lexikalischen Zugriff vgl. auch Kapitel 3.3. 
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die Argumentstruktur eines Verbs. In einem zweiten Schritt wird ausgehend vom Lemma auf 
die phonologische Wortform zugegriffen, indem die zugehörigen Phoneme aktiviert werden. 
Die Konnektionen verlaufen jedoch nicht nur von oben nach unten (top-down), d.h. von der 
Semantik zur Lemma-Ebene und von da aus zur Phonem-Ebene, sondern auch in die entge-
gengesetzte Richtung (bottom-up). Das bedeutet, dass die semantischen Knoten vom aktivier-
ten Lemma und die Lemma-Knoten von den aktivierten Phonem-Knoten zusätzliche Aktivie-
rung erhalten (vgl. Abbildung 3-1). Dadurch kann es zu formalen Paraphasien (d.h. Wortver-
wechslungen) kommen, d.h. es werden Lemma-Knoten mitaktiviert, die zum Teil die gleichen 
Phoneme enthalten wie das Zielwort (zu Fehlern beim Wortabruf vgl. Kapitel 3.4).  
 
 
Abbildung 3-1: Modell des lexikalischen Zugriffs nach Dell et al. 1997 
 
Beispielsweise werden beim Betrachten des Bildes einer Katze die semantischen Merkmale, 
die mit dem Konzept Katze verbunden sind, aktiviert. Diese geben die Aktivation an die 
Lemma-Ebene weiter, d.h. auch lexikalische Einträge, die mit dem Lemma Katze semantische 
Merkmale teilen (wie z.B. alle anderen Haustiere) erhalten eine gewisse Menge an Aktivation, 
im Normalfall jedoch nie mehr als das Zielwort oder ein Synonym, da zwei unterschiedliche 
Wörter in der Regel nicht alle semantischen Merkmale gemeinsam haben. Der Lemma-
Zugriff wird durch einen Selektionsprozess beendet, der Knoten mit der höchsten Aktivierung 
(im Normalfall Katze) setzt sich gegenüber den Konkurrenten durch. Neben semantischen 
sind auch syntaktische Einheiten eines Wortes gespeichert. Bei der Satzproduktion wird ein 
Wort auf der Lemma-Ebene mit einer Leerstelle (slot) in einem syntaktischen Rahmen 
(syntactic frame) verbunden. Beim Benennen besteht dieser syntaktische Rahmen aus einer 
einzigen Leerstelle: einem Nomen.  
Im zweiten Schritt, dem phonologischen Zugriff, setzt sich die Aktivationsausbreitung fort. 
Die am höchsten aktivierten Phoneme werden selektiert und in eine Leerstelle in einem 
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phonologischen Rahmen (phonological frame) eingesetzt, die die Wortstruktur (Silbenanzahl, 
Betonungsmuster, Sequenz von Vokal und Konsonant in einer Silbe) enthält. 
Auf Grund der Interaktion zwischen den Ebenen lassen sich die üblichen Fehlertypen beim 
Benennen erklären. Dies soll in Kapitel 3.4 geschehen. Um zunächst bei ungestörter Sprach-
produktion zu bleiben, wird im folgenden Kapitel vorgestellt, wie Homonyme im mentalen 
Lexikon verarbeitet werden und welche Rolle sie bei der Diskussion um die verschiedenen 
Modelle spielen. 
 
3.3 Die Verarbeitung von Homonymen im mentalen Lexikon 
In der aktuellen Forschungsdebatte über den lexikalischen Zugriff und insbesondere über die 
Frage der Lemma-Lexem-Unterscheidung wird unter anderem kontrovers diskutiert, ob für 
Homonyme bzw. für Homophone16 ein oder zwei lexikalische Einträge vorliegen.  
 
Sowohl Levelt als auch Caramazza ziehen Experimente zur Produktion homophoner Wörter 
als Evidenz für ihr jeweiliges Modell heran. Jescheniak und Levelt (1994) führten eine Reihe 
von Experimenten zur Wortfrequenz durch und fanden dabei heraus, dass niedrigfrequente 
Homophone eine fast identische Benennlatenz hervorriefen wie die homophonen hochfre-
quenten „Partner“ (z.B. im Niederländischen: bos1 (hochfrequent; „Wald“), bos2 (niedrigfre-
quent; „Bündel“). Jescheniak und Levelt schlossen daraus, dass die Lemmata der beiden 
homophonen Wörter nur auf einen lexikalischen Knoten projizieren. Die Frequenz für die 
Wortform summiere sich dabei auf der Lexemebene auf. Roelofs et al. (1998) sehen dies als 
eindeutige Evidenz für eine Lemma-Ebene und betrachten das Zwei-Ebenen-Modell von 
Caramazza als widerlegt. Caramazza nimmt separate Einträge für Homophone auf der 
Lexemebene an. Caramazza und Miozzo verweisen auf doppelte Dissoziationen beim Zugriff 
auf homophone Verben und Nomina und führen dabei zwei von Caramazza & Hillis (1991) 
untersuchte Patientinnen an. Eine Patientin hatte beim lauten Lesen Schwierigkeiten mit der 
Produktion der Verbform, nicht jedoch mit dem Nomen bei homonymen oder homophonen 
Wörtern, und die andere zeigte genau das entgegengesetzte Bild. Beim Schreiben zeigte sich 
bei beiden Patientinnen jeweils ein gleiches Bild für Nomina und Verben wie beim Lesen. 
Caramazza und Miozzo folgern daraus, dass es keine supramodale Lemma-Ebene gebe, da 
                                                 
16 Da im Englischen vorwiegend Homophone und nur wenig Homonyme existieren, basieren die in diesem 
Abschnitt diskutierten Untersuchungen zum größten Teil auf Homophonen. Im Deutschen gibt es dagegen nur 
wenig reine Homophone (z.B. Laib, Leib), dafür eine große Zahl an Homonymen. 
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sich die Schwierigkeiten mit Nomina bzw. Verben sonst in allen Modalitäten gleichermaßen 
äußern müssten. Auch die Annahme einer modalitätsspezifischen Wortform-Ebene lehnen 
Caramazza und Miozzo ab, da homophone Wörter in der Theorie von Jescheniak & Levelt 
(1994) nur einen Eintrag haben und sich der unterschiedliche Zugriff auf Nomina und Verben 
damit nicht vereinbaren lasse. Roelofs et al. (1998) argumentieren dagegen, ihr Modell bilde 
nur die gesprochene, nicht jedoch die geschriebene Sprache ab. Die von Caramazza & Miozzo 
(1997) zitierten Dissoziationen ließen sich durch eine gestörte Verbindung zwischen dem se-
lektierten homophonen Lemma und der gemeinsamen homophonen Wortform erklären, die 
einen Zugriff auf das homophone Verb verhindere, während das Nomen über die intakte Ver-
bindung vom anderen homophonen Lemma selektiert werden kann (vgl. Roelofs et al. 1998).  
 
Dell untersuchte phonologische Fehler in Inhalts- und Funktionswörtern und beobachtete 
zwar bei niedrigfrequenten Wörtern mehr phonologische Fehler als bei hochfrequenten, ein 
niedrigfrequentes Wort, zu dem es ein hochfrequentes homophones Wort gibt, zeigte sich je-
doch als weniger anfällig für experimentell ausgelöste phonologische Fehler (Dell 1990). Er 
erklärt dies mit nur einem Lexem- und zwei getrennten Lemmaknoten, wie auch Levelt 
(1989) sie annimmt. Das niedrigfrequente Wort profitiert dabei vom hochfrequenten homo-
phonen „Partner“, da beide nur eine Wortform teilen. Den Frequenzeffekt siedelt er wie 
Levelt auf der Lemmaebene an. Ein aktiviertes niedrigfrequentes Lemma aktiviert das zuge-
hörige Lexem, das wiederum über einen Feedbackprozess beide homophonen Lemmata akti-
viert. Beide Lemmata schicken Aktivierung an die gemeinsame sublexikalische Struktur 
zurück, das niedrigfrequente Lemma übernimmt so die Aktivationsstärke des hochfrequenten.  
 
Cutting & Ferreira (1999) konnten in einem Benenn-Experiment zeigen, dass bei Homopho-
nen Priming-Effekte auch dann auftraten, wenn ein nicht zur auf dem Bild dargebotenen Be-
deutung passendes Wort verwendet wurde (z.B. fazilitierte „Tanz“ den Wortabruf für Ball 
auch dann, wenn ein Fußball benannt werden sollte). Diese Ergebnisse weisen darauf hin, 
dass die Phoneme des einen Homophons über feedback-Prozesse auch das Lexem bzw. Lem-
ma des anderen Homophons mitaktivieren. Dies lässt sich jedoch nur in interaktiven Model-
len erklären, nicht in Modellen, die einen seriellen Sprachproduktionsprozess annehmen.  
Eine Mitaktivierung der jeweils anderen Bedeutung eines Homonyms fand Hagoort (1993) je-
doch nur für ambige Nomina (z.B. Kater), nicht für Nomen-Verb-(N-V-)Homonyme (z.B. 
Laden/laden). Er untersuchte in einem Priming-Experiment 18 aphasische Patienten und 12 
Kontrollpersonen. Den Versuchspersonen wurden Reihen von drei Wörtern nacheinander 
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vorgegeben, wobei über das jeweils letzte eine Wort/Nichtwort-Entscheidung getroffen wer-
den musste. Beim jeweils mittleren der drei Wörter handelte es sich um ein Homonym. In der 
Bedingung, in der alle drei Wörter die gleiche Bedeutung des Homonyms abdeckten (z.B. 
Bier –Kater – Getränk), zeigten sich sowohl bei Sprachgesunden als auch bei Patienten die 
größten Priming-Effekte. In der Bedingung, in der das erste und dritte Wort zu unterschied-
lichen Bedeutungen des jeweiligen Homonyms gehörten, zeigten sich klare Unterschiede für 
Nomen-Nomen-(N-N-)Homonyme und N-V-Homonyme. Handelte es sich bei beiden Varian-
ten des Homonyms um ein Nomen, profitierten die Versuchspersonen ebenfalls vom Priming 
(z.B. Bier – Kater – Katze). Wechselte jedoch die Wortart, zeigten sich sogar verlängerte Re-
aktionszeiten (z.B. priester – missen – kerk (Priester – Messe/vermissen – Kirche)). Hagoort 
interpretiert dies als Hinweis darauf, dass bei N-N-Homonymen automatisch beide Bedeutun-
gen aufgerufen werden und sich daher auch für die jeweils andere Bedeutung Priming-Effekte 
zeigen. Bei N-V-Homonymen dagegen werde selektiv die dem Kontext entsprechende Bedeu-
tung aktiviert. Dies bedeutet möglicherweise, dass Homonyme unterschiedlicher Wortart kein 
gemeinsames Lexem besitzen, über das Aktivierung an die Lemma-Ebene zurückgegeben 
werden könnte. Informationen über die Wortart werden zwar allgemein auf der Lemma-Ebene 
angesiedelt, hätten somit aber auch Konsequenzen für den Eintrag auf der Lexem-Ebene. 
 
3.4 Modellierung aphasischer Sprachproduktion  
Im Modell von G.S. Dell und Mitarbeitern lässt sich nicht nur normale sondern auch aphasi-
sche Sprachproduktion erklären. Nach einer Hirnschädigung fällt der lexikalische Zugriff 
meist nicht vollständig aus, es entstehen jedoch viele Fehler, die sich in bestimmten Typen 
zusammenfassen lassen. Auch beim gesunden Sprecher treten Fehler auf, diese waren bereits 
seit langem Gegenstand intensiver Forschung (für einen Überblick vgl. Aitchison 1994). 
Generell werden aphasische Fehler beim lexikalischen Zugriff auf „Lärm“ im System zurück-
geführt. Im Modell werden nur Fehler beim Lemma-Zugriff sowie beim phonologischen Zu-
griff berücksichtigt. Daneben kann es auch noch zu fehlerhafter Selektion semantischer Merk-
malsknoten kommen. Bei der Erklärung von Fehlertypen innerhalb dieses Modells steht die 
Unterscheidung in Wörter und Nichtwörter im Vordergrund. Es werden fünf Hauptfehler-
typen unterschieden:  
1. Semantische Fehler (semantic errors) entstehen dadurch, dass die Konzepte zweier 
Wörter (z.B. Katze und Hund) semantische Merkmale miteinander teilen. Die gemein-
samen semantischen Knoten (z.B. das Merkmal Haustier) aktivieren auf der Lemma-
Ebene top-down den semantischen Nachbarn Hund, der die Aktivation des Knotens 
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Katze überschreitet, daher selektiert wird und seinerseits die zugehörigen Phoneme 
aktiviert. 
2. Durch den phonologischen Zugriff werden alle anderen Lemma-Knoten, die Phoneme 
mit dem Zielwort teilen (z.B. Glatze), durch Feedback von der Phonemebene mitakti-
viert. Formale Fehler (formal errors) entstehen dann, wenn ein dem Zielwort formal 
ähnliches Lemma fehlerhaft selektiert wird. Durch die Vorgabe des syntaktischen 
Rahmens wird ebenfalls ein Nomen ausgewählt. 
3. Zu einem gemischten Fehler (mixed errors, formal und semantisch relationierte Wort-
fehler) kommt es durch das Zusammenwirken von top-down- und bottom-up-Verar-
beitung. Ein sowohl semantisch als auch formal ähnliches Wort (z.B. Tatze) erhält Ak-
tivierung von den gemeinsamen semantischen und den gemeinsamen phonologischen 
Knoten. Dadurch ist das Auftreten eines gemischten Fehlers weitaus wahrscheinlicher 
als ein rein semantischer oder ein phonologischer Fehler. 
4. Unrelationierte Fehler (unrelated errors) entstehen durch Lärm im System. Sie kön-
nen entweder durch fehlerhaften Lemma-Zugriff entstehen, oder aber ein korrekt aus-
gewähltes Lemma wird beim phonologischen Zugriff phonologisch so stark verändert, 
dass das Zielwort nicht mehr erkennbar ist. Auch kann ein fehlerhaft selektiertes Lem-
ma beim phonologischen Zugriff nochmals fehlerhaft enkodiert werden. 
5. Neologismen (neologisms) treten dann auf, wenn einem korrekten (zielwortbezogene 
Neologismen) oder nicht korrekten (abstruse, nicht zielwortbezogene Neologismen) 
Lemma-Zugriff ein fehlerhafter Phonem-Zugriff folgt. Normalerweise werden Neolo-
gismen dadurch verhindert, dass über Feedback-Schleifen Lemma-Knoten mit höherer 
Wahrscheinlichkeit als neologistische Lautketten aktiviert werden. 
 
Dell und Mitarbeiter (1997, vgl. auch Martin et al. 1994) erklären die oben beschriebenen 
Fehler beim Benennen durch Veränderung von zwei Parametern: Verbindungsstärke 
(connection weight) und Zerfallsrate (decay rate). Störungen in diesem Modell betreffen das 
Modell global, d.h. alle Verbindungen bzw. Knoten. Daher wird das Modell auch global-
weight-decay-Modell genannt (Dell et al. 1997). Betrachtet man unterschiedliche Schweregra-
de von Benennstörungen, so beeinflussen die beiden Parameter Verbindungsstärke und Zer-
fallsrate die Benennleistungen an den beiden Enden der Skala, d.h. bei besonders leichten und 
bei besonders schweren Störungen auf ähnliche Art und Weise. Wenn Verbindungsstärke 
oder Zerfallsrate stark beeinträchtigt sind, kommt es gleichermaßen zu vielen Neologismen, 
formalen und unrelationierten Fehlern, da insgesamt viel Lärm im System vorhanden ist. 
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Wenn einer der beiden Parameter nur minimal gestört ist, treten insgesamt wenige Fehler auf 
– vorwiegend semantische und gemischte Fehler, die auch bei Sprachgesunden als Verspre-
cher beobachtet werden.  
Unabhängig vom Schweregrad lassen sich jedoch auch für die beiden Parameter jeweils spe-
zifische Fehlermuster beobachten. Störungen der Verbindungsstärke führen zu Unterbrechun-
gen der Informationsausbreitung, es treten vor allem semantisch unrelationierte Fehler und 
Neologismen auf. Bei Zerfallsstörungen breitet sich eine gewisse Menge an Information trotz 
der Störung aus, die auftretenden Fehler stehen daher noch in semantischer und/oder phonolo-
gischer Relation zum Zielwort. Schwartz & Brecher (2000) konnten in einer Studie an 7 Pa-
tienten mit flüssigen Aphasien zeigen, dass formale und unrelationierte Fehler sowie Neolo-
gismen wie im Modell angenommen vorwiegend bei schweren Aphasien auftreten. Im Ver-
lauf nehmen Fehler mit semantischem Bezug zum Zielwort immer mehr zu17.  
 
3.5 Zusammenfassung 
In diesem Kapitel wurde das Modell von Dell vorgestellt und auf dem Hintergrund der Verar-
beitung von Homonymen und aphasischer Sprachproduktion diskutiert. Die Frage, ob eine 
Lemma-Ebene existiert, bleibt weiterhin umstritten. Der interaktive Ansatz des Modells von 
Dell lässt sich jedoch gut mit empirischen Befunden sowohl aus Priming-Experimenten als 
auch aus Patientenstudien vereinbaren.  
 
Zumindest die Befunde für N-N-Homonyme (Hagoort 1993) lassen sich gut im Modell von 
Dell et al. (1997) erklären. Das Konzept beispielsweise eines Fußballs aktiviert die zugehöri-
gen semantischen Merkmalsknoten, die wiederum Aktivierung an das Lemma „Ball“ und se-
mantische Nachbarn weitergeben (vgl. Abbildung 3-2). Das Konzept einer Tanzveranstaltung 
aktiviert andere semantische Merkmale – in der Idealvorstellung von zwei Homonymen, die 
nicht bedeutungsverwandt sind, dürfte es keine gemeinsame Schnittmenge an semantischen 
Merkmalsknoten geben – und diese wiederum mehrere bedeutungsverwandte lexikalische 
Knoten. Bis zu dieser Ebene findet die Verarbeitung zweier Homonyme vollständig getrennt 
voneinander statt. Erst auf der Phonemebene aktivieren beide Lemmata dieselben Phoneme. 
Da diese Aktivierung an die Lemma-Ebene zurückgeben wird, kann, wie in den Studien von 
                                                 
17 Ziel dieser Studie war u.a. auch die konnektionistische Modellierung einzelner Fehlermuster. Dies gelang je-
doch nicht bei allen Patienten. Zu einer Kritik am Modell von Dell et al. (1997) vgl. Ruml & Caramazza (2000). 
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Hagoort (1993) und Cutting & Ferreira (1999) gezeigt, die Darbietung der einen Bedeutung 
den Abruf der anderen erleichtern. 
 
 
Abbildung 3-2: Verarbeitung des Homonyms „Ball“ angelehnt an das Modell von Dell et al. (1997) 
 
Zwei Polyseme teilen dagegen gemeinsame semantische Merkmale, „Königskrone“ und 
„Baumkrone“ beispielsweise das Merkmal „oben drauf“. Bei Polysemen kann zudem ange-
nommen werden, dass nur ein lexikalischer Knoten vorhanden ist (vgl. Abbildung 3-3), der 
mit zwei oder mehr Konzepten (und damit Bündeln von semantischen Merkmalen) verbunden 
ist.  
 
Abbildung 3-3: Verarbeitung des Polysems „Krone“ angelehnt an das Modell von Dell et al. (1997) 
 
 
  
/g/ 
Konzept-
knoten 
Lexikalische 
Knoten 
Phonem-
knoten 
Gold König Krone oben Baum Blätter 
/k/ /r/ /o/ /n/ /e/ /b/ /l/ 
/s/ 
tanzen
/i/ /b/ /a/ /l/ /h/ /n/ /t/ 
Konzept-
knoten 
Lexikalische
Knoten 
Phonem-
knoten 
spielen Ball Platz Ball Saal 
… 
usw. 
… 
usw. 
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Das Konzept „König“ aktiviert bestimmte Lemma-Knoten, ebenso das Konzept „Baum“. Der 
Lemma-Knoten „Krone“ erhält durch beide Konzepte Aktivierung. Er aktiviert wiederum die 
zugehörigen Phoneme. Das Finden eines Polysems müsste nach diesem Modell einfacher sein 
als das Finden eines Homonyms (vgl. hierzu Kapitel 5.2.3). 
 
Das Finden einer Gemeinsamkeit erfordert dagegen vor allem den Vergleich zweier Konzep-
te. Beispielsweise aktivieren „König“ und „Fürst“ gemeinsame semantische Merkmale, die 
wiederum Aktivierung an Lemma-Konten bedeutungsverwandter Wörter weitergeben, z.B. an 
„Adel“ oder „Herrscher“ (vgl. Abbildung 3-4).  
 
 
 
Abbildung 3-4: Finden einer Gemeinsamkeit zwischen „König“ und „Fürst“ angelehnt an das Modell von 
Dell et al. (1997) 
 
Somit scheint das Modell gut als theoretische Grundlage für die vorliegende Studie geeignet. 
Im folgenden Kapitel wird nun die Frage im Mittelpunkt stehen, wo im Gehirn sich die hier 
diskutierten Sprachverarbeitungsprozesse lokalisieren lassen.  
Reich 
/n/ /k/ /g/ /f/ /s/ /e/ /l/ /r/ 
Konzept-
knoten 
Lexikalische
Knoten 
Phonem-
knoten 
König Fürst Adel HerrscherPrinz 
… 
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4 Wortverarbeitung und funktionelle Bildgebung 
 
Bis Ende der 80er Jahre beruhte die Kenntnis über mentale Wortverarbeitung fast ausschließ-
lich auf Läsionsstudien. Durch die Entwicklung moderner bildgebender Verfahren ist es heute 
jedoch auch möglich, sprachgesunde Probanden während der Verarbeitung sprachlicher Auf-
gaben zu untersuchen und kognitive Prozesse auf Hirnareale abzubilden. Hypothesen über 
mentale Sprachverarbeitung lassen sich an gesunden Probanden überprüfen, und es ist darüber 
hinaus möglich, die Funktion von Arealen aufzudecken, die selten geschädigt werden (hierzu 
gehört z.B. der G. temporalis inferior, da dieser von mehreren Gefäßen versorgt wird). Außer-
dem lassen sich der zeitliche Verlauf neuronaler Aktivität sowie die Interaktion zwischen den 
Neuronen verschiedener Areale untersuchen und damit Erkenntnisse über neuronale Netzwer-
ke gewinnen. Individuelle anatomische und zytoarchitektonische Unterschiede und deren 
Auswirkung auf funktionelle Unterschiede lassen sich nun ebenfalls leichter untersuchen, da 
mit den modernen Bildgebungsmethoden auch Einzelfallstudien möglich sind. Die nicht-inva-
sive Untersuchungstechnik ermöglicht zudem größere Gruppenstudien. Im Folgenden werden 
die Ergebnisse aus bisherigen Bildgebungsstudien zur Wortverarbeitung bei Sprachgesunden 
und bei Aphasikern zusammengefasst. Die Methoden der funktionellen Bildgebung sind in 
Kapitel 5.1.1 erklärt.  
 
4.1 Bildgebungsstudien zur Wortverarbeitung bei Sprachgesunden 
Ende der achtziger Jahre untersuchten Petersen und Mitarbeiter als erste Sprachfunktionen in 
PET-Studien (Petersen et al. 1988, 1989, 1990). Petersen et al. (1988) führten parallel Unter-
suchungen zur Wortverarbeitung mit auditiver und visueller Stimulusdarbietung durch. Das 
Experiment umfasste mehrere, hierarchisch aufgebaute Aufgaben, von denen jede im Nach-
hinein per Subtraktion mit der jeweils vorhergehenden verglichen wurde. Einige Jahre nach 
den Veröffentlichungen von Petersen und Mitarbeitern stellten Wise und Mitarbeiter ihre 
erste PET-Studie zur Wortverarbeitung vor (Wise et al. 1991). Seitdem sind viele Studien mit 
PET oder fMRT zur Wortverarbeitung veröffentlicht worden. Bei der Betrachtung dieser 
Studien müssen im Hinblick auf die Lokalisation von Sprachfunktionen im Gehirn die folgen-
den Aspekte berücksichtigt werden: 
 
1. Welche linguistische Ebene wird untersucht? Bisher liegen vor allem Studien zur Phono-
logie, zur Orthographie und zur Semantik vor. Da in dieser Arbeit die Einzelwortver-
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arbeitung im Mittelpunkt steht, wird in diesem Kapitel nicht auf Studien zur syntaktischen 
Verarbeitung eingegangen. Bildgebungsstudien zur Morphologie liegen bislang kaum vor.  
2. Welche Inputmodalität wird verwendet? Hierbei stellt sich vor allem die Frage, ob visu-
eller und auditiver Input zu vollständig verschiedenen Aktivierungen führen oder ob es 
supramodale Einheiten im mentalen Lexikon gibt. 
3. Mit welcher Aufgabenstellung werden die Probanden untersucht? Dabei ergeben sich 
Überschneidungen mit der Frage nach der linguistischen Ebene, da bestimmte Aufgaben-
typen auf bestimmten Ebenen verarbeitet werden. In diesem Abschnitt soll versucht 
werden, häufig verwendete Aufgabentypen den Ebenen eines Sprachproduktionsmodells 
zuzuordnen.  
4. Welchen Einfluss haben Untersuchungsparameter wie z.B. die Präsentationsrate? Gibt es 
Übungseffekte? Welche kognitiven Prozesse spielen außer den verbalen noch eine Rolle? 
 
Unter den oben genannten Gesichtspunkten soll nun im Folgenden der aktuelle Forschungs-
stand zusammengefasst und diskutiert werden. 
 
4.1.1 Linguistische Ebenen: Phonologie, Orthographie, Semantik 
Bei der Diskussion der Ergebnisse aus Bildgebungsstudien zur Sprachverarbeitung ist es 
wichtig, sich zu verdeutlichen, welche sprachlichen Ebenen die jeweilige Aufgabe umfasst. 
Die für die Sprachverarbeitung wesentlichen Schritte sind in Kapitel 3.2 am Beispiel des kon-
nektionistischen Modells von G.S. Dell dargestellt. In den bisher vorliegenden Studien wur-
den vor allem phonologische, orthographische und semantische Prozesse untersucht. Zum Zu-
griff auf Lemma-Informationen liegen bisher nur wenige Untersuchungen vor18.  
 
4.1.1.1 Phonologie 
Phonologische Prozesse werden häufig mit auditiver Präsentation von Wörtern und Pseudo-
wörtern untersucht. Beim auditiven Sprachverstehen lassen sich der primäre auditive Input, 
                                                 
18 Heim et al. (2003) untersuchten beispielsweise in einer fMRT-Studie die Produktion des Artikels und damit 
die Genus-Selektion. Diese wird von einigen Autoren auf der Lemma-Ebene angesiedelt (vgl. hierzu auch Levelt 
et al. 1999). 
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phonologische Verarbeitung, Wortform- bzw. Lexemzugriff19, Lemmazugriff und seman-
tisch-konzeptuelle Verarbeitung unterscheiden. Lemmazugriff und semantisch-konzeptuelle 
Verarbeitung finden für die visuelle und auditive Verarbeitung möglicherweise in gemeinsa-
men Arealen statt. Diese Fragestellung ist Gegenstand von Kapitel 4.1.2.  
 
Der rein akustische Input, der noch nicht sprachspezifisch ist, aktiviert bilateral den G. tempo-
ralis superior (BA 41, 42 und 22) (Wise et al. 1991, Binder et al. 1997, Price et al. 1992, 
1996b). Für die sublexikalische phonologische Verarbeitung lassen sich Areale identifizieren, 
die nicht an der Verarbeitung nonverbaler Stimuli (z.B. Geräusche), jedoch bei der Analyse 
von Wörtern und Pseudowörtern beteiligt sind. Nach Subtraktion des rein akustischen Inputs 
fanden sich bei auditiver Wortpräsentation Aktivierungen im linken G. temporalis medius und 
um den linken S. temporalis superior, z.B. beim Hören und Nachsprechen von Wörtern 
(Howard et al. 1992, Price et al. 1992, Price et al. 1996b) und bei phonologischen Entschei-
dungsaufgaben bezüglich Wörtern, Silben und Nichtwörtern (Zatorre et al. 1992, Démonet et 
al. 1992, 1994) (vgl. Tabelle 4-1).  
 
Versucht man, die prälexikalische phonologische Verarbeitung zu isolieren, ergibt sich das 
Problem, dass bei der Verarbeitung von Wörtern immer auch Semantik mitaktiviert wird. 
Areale, die allein für phonologische Prozesse Bedeutung haben, sollten gleichermaßen bei der 
Verarbeitung von Wörtern, Pseudowörtern, Nichtwörtern und Phonemen aktiviert werden. 
Howard et al. (1992) fanden posterior temporale Aktivierungen beim Hören und Nachspre-
chen sowohl von Wörtern als auch von Nichtwörtern. Aktivierungen in dieser Region zeigten 
sich ebenfalls bei phonologischen Entscheidungsaufgaben zu auditiv präsentierten Silben, 
Wörtern und Nichtwörtern (Zatorre et al. 1992, Démonet et al. 1992, 1994). Bei der Verwen-
dung von Wörtern können lexikalische Effekte jedoch nicht ausgeschlossen werden. Mazoyer 
et al. (1993) fanden jedoch bei rein akustischer und phonologischer Verarbeitung auch Akti-
vierungen im linken hinteren G. temporalis superior. Bei der Untersuchung präsentierten sie 
Probanden auditiv eine Geschichte in einer völlig fremden Sprache (Tamil), in der sowohl 
fremde Phoneme (rein akustische Verarbeitung) als auch Phoneme vorkamen, die in der 
Muttersprache der Probanden ebenfalls vorhanden sind (phonologische Verarbeitung). 
                                                 
19 Für den Lexemzugriff wird nicht in allen Modellen explizit eine eigene Ebene angenommen. Im Modell von 
Dell ist der Lexemzugriff beispielsweise eng mit dem Zugriff auf die einzelnen Phoneme verknüpft (vgl. hierzu 
auch Kapitel 3.2). 
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In einer Reihe von Studien werden bei phonologischer Verarbeitung auch Aktivierungen im 
unteren Parietallappen berichtet. Price et al. (1997) fanden bilaterale Aktivierungen des G. 
supramarginalis bei einer Aufgabe, in der die Probanden entscheiden sollten, ob es sich um 
ein zweisilbiges Wort handelt. Eine Aktivierung im linken G. supramarginalis zeigte sich 
auch bei einer Reimaufgabe in einer Studie von Lurito et al. (2000). Simon et al. (2002) be-
richten eine Aktivierung medial zum G. angularis bei einer Phonemerkennungsaufgabe (vgl. 
Tabelle 4-3). 
Phonologische Verarbeitung wird auch mit dem Broca-Areal in Verbindung gebracht. Dem 
Broca-Areal wird allgemein eine wichtige Rolle bei der Programmierung und Vorbereitung 
sprachlichen Outputs zugeschrieben (Démonet et al. 1993a). Aktivierungen des Broca-Areals, 
insbesondere der BA 44, wurden ebenfalls gefunden bei phonetischer Kategorisierung visuell 
dargebotener Buchstaben (Sergent et al. 1992), bei einer Reimaufgabe (auditive Präsentation 
von Silbenpaaren, Zatorre et al. 1992), bei phonologischen Entscheidungsaufgaben (auditive 
Präsentation von Nichtwörtern, Démonet et al. 1992) und beim lexikalischen Entscheiden 
(visuelle Präsentation, Price et al. 1994) (vgl. Tabelle 4-3).  
 
Tabelle 4-1: Studien, die bei phonologischen Aufgaben links temporale Aktivierungen berichten 
Studie Aufgabe Stimuli 
Howard et al. 1992 Nachsprechen  Wörter, Nichtwörter 
Price et al. 1996b Nachsprechen Wörter 
Zatorre et al. 1992 phonologische Entscheidungsaufgabe Silben 
Démonet et al. 1992 phonologische Entscheidungsaufgabe Nichtwörter 
Démonet et al. 1994 phonologische Entscheidungsaufgabe Nichtwörter 
 
Tabelle 4-2: Studien, die bei phonologischen Aufgaben links inferior parietale Aktivierungen berichten 
Studie Aufgabe Stimuli 
Price et al. 1997 phonologische Entscheidungsaufgabe Wörter 
Lurito et al. 2000 Reimaufgabe Wörter 
Simon et al. 2002 phonologische Entscheidungsaufgabe Wörter 
 
Tabelle 4-3: Studien, die bei phonologischen Aufgaben Aktivierungen des Broca-Areals berichten 
Studie Aufgabe Stimuli 
Sergent et al. 1992 phonetische Kategorisierung Buchstaben 
Price et al. 1994 lexikalisches Entscheiden Wörter/Pseudowörter 
Zatorre et al. 1992 Reimaufgabe Silben 
Démonet et al. 1992 phonologische Entscheidungsaufgabe Nichtwörter 
Démonet et al. 1994 phonologische Entscheidungsaufgabe Nichtwörter 
 
Einige dieser Befunde weisen auf eine phonologische Rekodierung hin (innere Sprache, arti-
kulatorische Schleife des Arbeitsgedächtnisses (Baddely 1986)), die möglicherweise in der 
natürlichen Sprache nur latent vorhanden ist, durch künstliche Aufgaben jedoch verstärkt her-
vorgerufen wird.  
Wortverarbeitung und funktionelle Bildgebung 
 35
Zusammenfassend lässt sich festhalten, dass phonologische Prozesse sowohl links temporo-
parietal als auch im Broca-Areal lokalisiert werden (vgl. Abbildung 4-1). 
 
 
Abbildung 4-1: Areale, in denen häufig Aktivierung bei phonologischen Aufgaben berichtet wird 
 
4.1.1.2 Orthographie 
Bevor in Kapitel 4.1.2 auf die Unterschiede zwischen visueller und auditiver Sprachverarbei-
tung eingegangen wird, soll zunächst das Lesen genauer dargestellt werden. Leseprozesse 
stellen die Grundlage für die weitere visuelle Sprachverarbeitung dar und sind in der Regel 
hoch automatisiert. 
Beim Lesen spielen mehrere Komponenten eine Rolle: die frühe visuelle Verarbeitung, die 
noch nicht sprachspezifisch ist, orthographische (und evtl. auch phonologische) Prozesse, 
Lexem- bzw. Wortformzugriff sowie evtl. auch Lemmazugriff und semantisch-konzeptuelle 
Verarbeitung. Beim lauten Lesen kommen phonetische Enkodierung und Artikulation hinzu.  
Bei der frühen visuellen Verarbeitung werden orthographische Einheiten erkannt. Einigkeit 
herrscht über die Beteiligung des bilateralen okzipitalen Kortex (BA 18/19) (Price et al. 1994, 
Bookheimer et al. 1995), uneinig sind sich verschiedene Forschergruppen jedoch über die 
Rolle des linken medialen extrastriären Kortex. Eine Studie von Petersen et al. (1990) kon-
zentrierte sich auf das Lesen von Buchstaben und Wörtern. Den Probanden wurden vier Lis-
ten unterschiedlicher Stimuli präsentiert: Pseudo-Buchstaben („false fonts“, z.B. ∠ ⎡ ⊄ ⎞), 
Konsonantenketten, die nicht-aussprechbare Wörter ergaben (z.B. LTZMG), aussprechbare 
Pseudo-Wörter (z.B. TWEAL) und englische Wörter (z.B. BOARD). Wörter und aussprech-
bare Pseudowörter aktivierten eine kleine „peristriäre“ Region links im G. lingualis, während 
die beiden anderen Bedingungen nur den primären visuellen Kortex aktivierten. Dies lässt 
vermuten, dass das Gehirn nur die „orthographisch plausiblen“ Wörter als linguistische 
Stimuli verarbeitet. Die realen Wörter riefen darüber hinaus eine Aktivierung des linken 
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frontalen Operculums (BA 47) hervor. Die Autoren weisen besonders darauf hin, dass das 
Wernicke-Areal weder in der semantischen Bedingung ihrer ersten Studie (Petersen et al. 
1988) noch beim Lesen von realen Wörtern aktiviert war, und stellten die Rolle des 
Wernicke-Areals bei semantischer Verarbeitung in Frage. Die fehlende Aktivierung klassi-
scher semantischer Areale kann jedoch aus heutiger Sicht im Subtraktionsdesign begründet 
liegen. Binder et al. (1999) zeigten, dass in der „Ruhebedingung“ ähnliche Areale aktiv sind 
wie bei konzeptueller Verarbeitung (vgl. hierzu auch Kapitel 4.1.4). 
Dehaene und Mitarbeiter (Dehaene et al. 2002, Cohen et al. 2002) postulieren ein visuelles 
Wortform-Areal im linken G. fusiformis, das nur bei der Verarbeitung geschriebener Stimuli 
aktiviert ist, unabhängig davon, ob es sich um Wörter oder Pseudowörter handelt. Dehaene et 
al. fanden in einer fMRT-Studie bei jedem der 7 Probanden eine linksseitige Aktivierung im 
lateralen G. fusiformis für die Verarbeitung visuell dargebotener Wörter und Pseudowörter. 
Aktivierungen in diesem Areal fanden sich jedoch nicht bei auditiver Stimulation. Stärkere 
Aktivierungen in dieser Region für Wörter im Vergleich zu Pseudowörtern zeigten Cohen et 
al. (2002) in einer fMRT-Studie mit 9 Probanden. Die Autoren interpretieren diese Befunde 
als Hinweis darauf, dass während des Lesenlernens abstraktes Wissen über Buchstaben (z.B. 
das Erkennen eines Buchstabens unabhängig von Schriftart und Groß-/Kleinschreibung), aber 
auch Informationen über orthographische Regeln einer Sprache in diesem Areal gespeichert 
werden. Auch andere Autoren (Fiebach et al. 2002, Bookheimer et al. 1995, Büchel et al. 
1998, vgl. Tabelle 4-4) fanden Aktivierungen für Wörter im Vergleich zu Konsonantenketten 
im ventralen Pfad der visuellen Objektverarbeitung (vgl. Ungerleider & Mishkin 1982). 
Büchel et al. fanden dieses Areal sogar dann aktiviert, wenn von Geburt an Blinde Braille-
Schrift lasen. Fiebach et al. nehmen an, dass sich bei der visuellen Worterkennung merk-
malsbasierte Erkennungsprozesse (hier die Erkennung der orthographischen Einheit) von der 
eigentlichen Wortformerkennung, die von äußeren Merkmalen wie Schriftart und Groß- bzw. 
Kleinschreibung unabhängig ist, trennen lassen, wie dies in analoger Weise für die 
Gesichtererkennung bereits nachgewiesen ist (Haxby et al. 2000). Erstere werden inferior 
okzipital verarbeitet, letztere in der von Dehaene und Mitarbeitern angenommenen Region für 
visuelle Wortformen im G. fusiformis. 
 
Tabelle 4-4: Studien, in denen bei visueller Präsentation von Wörtern Aktivierungen im linken 
G. fusiformis gefunden wurden 
Studie Aufgabe Stimuli 
Dehaene et al. 2002 gleich/ungleich-Entscheidung Wörter  
Cohen et al. 2002 passives Lesen Wörter > Nichtwörter 
Fiebach et al. 2002 lexikalisches Entscheiden Wörter > Pseudowörter 
Büchel et al. 1998 visuelle Entscheidungsaufgabe Wörter 
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Nach der frühen visuellen Verarbeitung ergeben sich zwei mögliche Wege der weiteren Ver-
arbeitung, entweder allein auf der orthographischen Basis oder durch Graphem-Phomen-Kon-
vertierung. Im ersten Fall werden Lemma und auch die Wortbedeutung über die orthographi-
sche Wortform identifiziert. Bei der Graphem-Phonem-Konvertierung wird über die phonolo-
gische Wortform auf Lemma und Bedeutung zugegriffen. In vielen Fällen finden sicherlich 
beide Verarbeitungsprozesse parallel statt, der jeweilige Verarbeitungsweg hängt jedoch auch 
von der Art der Stimuli (Wörter vs. Pseudowörter), den individuellen Lesefähigkeiten sowie 
dem Schriftsystem (alphabetisch vs. Silbenschrift) ab. Pseudowörter, für die kein lexikali-
scher Eintrag vorliegt, können nur sublexikalisch über eine direkte Graphem-Phonem-Kon-
vertierung gelesen werden. 
In verschiedenen Bildgebungsstudien wurde versucht, diese beiden Verarbeitungswege zu 
trennen, indem Stimuli ausgewählt wurden, die nur über eine der beiden Routen verarbeitet 
werden (vgl. Tabelle 4-5, Tabelle 4-6 und Abbildung 4-2). Für die sublexikalische Graphem-
Phonem-Route sind das Pseudowörter, für die Verarbeitung allein über die orthographische 
Wortform eignen sich besonders unregelmäßig ausgesprochene Wörter. Fiez & Petersen 
(1998) fanden verstärkte Aktivität im linken frontalen Operculum sowohl bei Pseudowörtern 
als auch bei niedrigfrequenten unregelmäßigen Wörtern im Vergleich zu regelmäßigen Wör-
tern, ein ähnliches Ergebnis ergab die Untersuchung von Herbster et al. (1997). Fiez und Pe-
tersen interpretierten ihre Ergebnisse dahingehend, dass bei Wörtern mit regulärer Aussprache 
lexikalische und sublexikalische Verarbeitung übereinstimmende Ergebnisse liefern, was ein 
schnelles Aussprechen des Wortes ermöglicht. Bei irregulärer Aussprache verzögern kompeti-
tive lexikalische und sublexikalische Prozesse den Beginn der phonologischen Enkodierung 
und der Artikulation. Die links inferior-frontale Aktivierung ist bei niedrigfrequenten unregel-
mäßigen Wörtern ausgeprägter, da die lexikalische Verarbeitung verlangsamt ist und dadurch 
mehr Gelegenheit zu einer alternativen phonologischen Repräsentation durch die sublexikali-
sche Route besteht. Neben Pseudowörtern untersuchten Fiebach et al. (2002) auch den Unter-
schied zwischen dem Zugriff auf hoch- und niedrigfrequente Wörter, da bei niedrigfrequenten 
Wörtern ähnlich wie bei Pseudowörtern die Graphem-Phonem-Konvertierung eine wichtige 
Rolle spielt. Fiebach et al. fanden erhöhte Aktivierung des oberen Anteils der BA 44 sowohl 
bei niedrigfrequenten Realwörtern als auch bei Pseudowörtern in einem fMRI-Experiment 
zum visuellen lexikalischen Entscheiden.  
Andere Studien verorten die Graphem-Phonem-Konvertierung dagegen im G. supramargina-
lis (vgl. u.a. Price 1998). Price et al. (1996a) fanden für irregulär ausgesprochene Wörter im 
Vergleich zu regulären zusätzlich zu der links inferior-frontalen Aktivierung eine Beteiligung 
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des linken G. supramarginalis. Diese Ergebnisse wurden von den Autoren dahingehend inter-
pretiert, dass irregulär ausgesprochene Wörter sowohl lexikalische als auch sublexikalische 
Prozesse verstärken, da sie zum einen unvertraut sind und da zum anderen erfolglos nach 
einem lexikalischen Eintrag gesucht wird. Erhöhte Aktivität im G. supramarginalis fand sich 
auch beim lauten Lesen von Pseudowörtern im Vergleich zu unregelmäßig ausgesprochenen 
Wörtern (Rumsey et al. 1997), beim Lesen im Vergleich zum Benennen (Vandenberghe et al. 
1996) und bei Reim- und Silbenentscheidungsaufgaben (Paulesu et al. 1993, Price et al. 
1997). Bei diesen Aufgaben spielen sublexikalische Prozesse im Vergleich zur Baseline-
Bedingung eine stärkere Rolle, was die Rolle des G. supramarginalis bei der sublexikalischen 
Verarbeitung unterstreicht. Auch bei der Verarbeitung der japanischen Silbenschrift Kana 
fanden Law et al. (1991) Aktivierungen im G. supramarginalis – im Gegensatz zur 
Verarbeitung von Kanji-Zeichen, bei denen jeweils ein Zeichen für ein Wort steht. 
 
 
Abbildung 4-2: Areale, in denen häufig Aktivierung bei sublexikalischer Verarbeitung berichtet wird 
 
Tabelle 4-5: Studien, in denen bei sublexikalischer Verarbeitung Aktivierungen im linken frontalen 
Operculum gefunden wurden 
Studie Aufgabe Stimuli 
Fiebach et al. 2002 lexikalisches Entscheiden Pseudow., niedrigfrequente Wörter 
Herbster et al. 1997 lautes Lesen Wörter 
 
Tabelle 4-6: Studien, in denen bei sublexikalischer Verarbeitung Aktivierungen im linken 
G. supramarginalis gefunden wurden 
Studie Aufgabe Stimuli 
Price et al. 1996a Visuelle Entscheidungsaufgabe irreguläre > reguläre Wörter 
Rumsey et al. 1997 lautes Lesen Pseudowörter 
Paulesu et al. 1993 Reimaufgabe Buchstaben 
Price et al. 1997 Silbenzählen Wörter 
 
Eine in der Leseforschung viel diskutierte Frage ist, ob geschriebene Wörter beim Lesen in 
ihre phonologische Form rekodiert werden müssen. Howard et al. (1992) widersprechen der 
Ansicht von Geschwind (1979), dass die Verarbeitung geschriebener Wörter automatisch die 
auditive Wortform mitaktiviere, da das Wernicke-Areal bei der auditiven Wortbedingung, 
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nicht jedoch bei der visuellen aktiviert war. Zusammenfassend schließen sie, dass es sich 
beim Wernicke-Areal um ein Lexikon für auditive Wortformen handelt, das sich im superio-
ren posterioren Teil des linken Gyrus temporalis superior befindet, und dass der Zugriff auf 
visuelle Wortformen in einem anderen Areal im linken G. temporalis medius stattfindet. 
 
Bisher herrscht noch keine Einigkeit über die Lokalisation eines visuellen Input-Lexikons. 
Vieles spricht für die Annahme von Dehaene et al. (2002), dass visuelle Wortformen im lin-
ken G. fusiformis erkannt werden. Über die genaue Weiterverarbeitung geschriebener Wort-
formen gibt es jedoch unterschiedliche Ansichten. Bevor es um die Frage nach einem gemein-
samen auditiven und visuellen Wortformlexikon geht, werden im nächsten Kapitel die bisher 
vorliegenden Befunde zur semantischen Verarbeitung vorgestellt und diskutiert. 
 
4.1.1.3 Semantik 
Nach den Modellen von Wernicke und Lichtheim (für einen Überblick und eine Diskussion 
im Zusammenhang mit den Ergebnissen von Bildgebungsstudien vgl. Price 2001) lässt sich 
bei semantischen Aufgaben vor allem temporale Aktivierung vermuten. In vielen Bildge-
bungsstudien findet sich jedoch vorwiegend links inferior frontale Aktivierung, z.B. bei Peter-
sen et al. (1988) beim Verbgenerieren und beim semantischen Kategorisieren, bei Wise et al. 
(1991) beim Verbgenerieren, nicht jedoch beim Entscheiden, ob zwei Stimuli semantisch zu-
sammengehören, bei Kapur et al. (1994), Shaywitz et al. (1995) und Vandenberghe et al. 
(1996) beim semantischen Kategorisieren sowie bei Demb et al. (1995) und Gabrieli et al. 
(1998) bei der Entscheidung abstrakt/konkret im Vergleich zur einer Phonem-Entscheidung. 
Einige Studien finden bei semantischer Anforderung jedoch auch temporale und parietale Ak-
tivierungen (Wise et al. 1991, Raichle et al. 1994, Shaywitz et al. 1995, Warburton et al. 
1996, Binder et al. 1997). Zahn et al. (2000) fanden eine Beteiligung des linken G. temporalis 
inferior und medius (BA 20, 21) sowie posterior parietaler Regionen (BA 7, 40) bei einer 
Conjunction-Analyse über eine semantische Kategorisierungsaufgabe verglichen mit lexikali-
schem Entscheiden sowie mit der Kontrollaufgabe (Unterscheidung zwischen rückwärts abge-
spielten Wörtern und komplexen Klängen). Die Autoren vermuten, dass diese Regionen eine 
zwischen lexikalisch-phonologischen und konzeptuell-semantischen Prozessen vermittelnde 
Funktion besitzen. 
Vandenberghe et al. fanden ausgedehnte links temporo-parietale Aktivierungen, die sich vom 
G. angularis über den G. temporalis medius und inferior bis zum Temporalpol erstreckten. 
Binder et al. (1997) fanden bis auf den vorderen Teil des linken Temporallappens Aktivierun-
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gen derselben Areale bei einer semantischen Entscheidungsaufgabe mit auditiver Stimulation. 
Die Überlappung der temporalen und parietalen Areale bei visueller und auditiver Stimulation 
lässt ein gemeinsames semantisches System nicht nur für Wörter und Bilder, sondern auch für 
gesprochene und geschriebene Sprache vermuten. Vandenberghe et al. (1996) fanden Hinwie-
se auf ein gemeinsames semantisches Netzwerk für Wörter und Bilder, das okzipitale, parieta-
le, inferior temporale und inferior frontale Gebiete einschließt. Einige Areale zeigten entwe-
der nur für Bilder oder nur für Wörter Aktivierungen, jedoch unabhängig vom semantischen 
Inhalt (assoziative vs. visuelle Semantik).  
 
Tabelle 4-7: Studien, in denen bei semantischer Verarbeitung links inferior frontale Aktivierungen 
gefunden wurden 
Studie Aufgabe Stimuli 
Petersen et al. 1988 Verben generieren Nomina 
Wise et al. 1991 Verben generieren Nomina 
Kapur et al. 1994 semantische Entscheidungsaufgabe Nomina 
Shaywitz et al. 1995 Nomina generieren Oberbegriffe 
Vandenberghe et al. 1996  semantische Entscheidungsaufgabe Wörter (Nomina), Bilder (Objekte) 
Demb et al. 1995 semantische Entscheidungsaufgabe Wörter 
 
Tabelle 4-8: Studien, in denen bei semantischer Verarbeitung links parieto-temporale Aktivierungen 
gefunden wurden 
Studie Aufgabe Stimuli 
Zahn et al. 2000 semantische Entscheidungsaufgabe Tiernamen/Pflanzennamen 
Wise et al. 1991 semantische Entscheidungsaufgabe 
Verben generieren 
Ober-/Unterbegriffe 
Nomina 
Raichle et al. 1994 Verben generieren Nomina 
Shaywitz et al. 1995 Nomina generieren Oberbegriffe 
Warburton et al. 1996 Verben generieren Nomina 
Binder et al. 1997 semantische Entscheidungsaufgabe Tiernamen 
Vandenberghe et al. 1996 semantische Entscheidungsaufgabe Wörter (Nomina), Bilder (Objekte) 
 
Umstritten ist auch die Bedeutung des Wernicke-Areals für die semantische Verarbeitung. 
Eine Untersuchung, in der Aktivierungen des Wernicke-Areals gefunden wurden, ist die von 
Wise et al. (1991). Vier Aktivierungsbedingungen wurden mit einer Ruhebedingung vergli-
chen: passives Hören von Pseudowörtern, Vergleich zweier Nomina (N-N-Vergleich) auf se-
mantische Zusammengehörigkeit (ob Über- bzw. Unterordnung korrekt (apple – fruit)), Ver-
gleich zwischen einem Nomen und einem Verb (N-V-Vergleich) auf semantische Zusammen-
gehörigkeit (eat – orange) sowie stille Verbgenerierung (möglichst viele Verben zu einem 
vorgegebenen Nomen bilden). Die Verarbeitung von Pseudowörtern aktivierte, genau wie die 
beiden Aufgaben zum N-N- bzw. N-V-Vergleich, bilateral superior temporale Gebiete. Die 
Verbgenerierung führte dagegen zu einer rein linkshemisphärischen Aktivierung, die sowohl 
das Wernicke- (BA 22) und das Broca-Areal (BA 44) als auch mittelliniennahe Areale im Be-
reich der suplementärmotorischen Area (SMA) umfassten. Die hier beschriebene Aktivierung 
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des Wernicke-Areals war in der Studie von Petersen et al. nicht beobachtet worden. Die Ursa-
che hierfür könnte die unterschiedliche Kontrastbildung sein, da Petersen et al. (1988) die 
Verbgenerierungsaufgabe mit dem Nachsprechen kontrastieren, Wise et al. (1991) jedoch mit 
der Ruhebedingung. Möglicherweise hat in der Studie von Petersen et al. bereits das Nach-
sprechen semantische Verarbeitung ausgelöst, sodass sich das Fehlen einer Aktivierung des 
Wernicke-Areals durch die Subtraktion ergeben haben könnte. In einer neueren Arbeit fanden 
auch Raichle und Mitarbeiter (1994) eine links posterior temporale Aktivierung bei einer ver-
gleichbaren Verbgenerierungsaufgabe (zu Verbgenerierungsaufgaben vgl. auch Kapitel 4.1.3).  
 
Unumstritten ist, dass das funktionell einheitliche System, das den Zugriff sowohl von Wör-
tern als auch von Bildern auf die Semantik umfasst, in einem weit distribuierten Netz reprä-
sentiert ist. Ob jedoch die verschiedenen Anteile des Netzwerks verschiedene Aspekte der Be-
deutung repräsentieren, bleibt umstritten. Auf Grund sowohl von Läsionsdaten als auch Daten 
aus einer PET-Studie nehmen Damasio et al. (1996) an, dass semantisches Wissen im Tempo-
rallappen kategoriespezifisch organisiert ist. Damasio et al. fanden einen Zusammenhang 
zwischen den Ergebnissen beim Benennen von 127 Patienten und der Schädigung spezifi-
scher Hirnareale. Auch eine an gesunden Probanden durchgeführte PET-Studie bestätigte die 
auf Grund der Läsionsdaten getroffene Einteilung: Damasio et al. nehmen an, dass Werk-
zeuge im posterioren inferioren Temporallappen repräsentiert sind, Tiere ebenfalls im in-
ferioren Temporallappen, etwas weiter anterior als Werkzeuge, verarbeitet werden und se-
mantische Repräsentationen von Personen am Temporalpol lokalisiert sind. Auch andere Au-
toren fanden unterschiedliche Regionen für belebte und unbelebte Objekte, wobei für belebte 
vor allem Aktivierungen im linken posterioren mittleren Temporallappen (Chao et al. 1999, 
Martin et al. 1996, Moore & Price 1999b, Mummery et al. 1996, 1998, Perani et al. 1995, 
1999) und in inferior frontalen Regionen (Grabowski et al. 1998, Martin et al. 1996, Perani et 
al. 1995) gefunden wurden. Noppeney & Price (2003) schlagen dagegen eine unterschiedliche 
Repräsentation sprachlicher erlernter und sensorisch erfahrener semantischer Information vor. 
Sie verglichen die Beurteilung von Farbe und Geschmack (als Beispiel für sensorische Infor-
mation) von Lebensmitteln (anhand auditiv dargebotener Wörter) mit der Entscheidung über 
die Herkunft der Lebensmittel (sprachlich erlernte Information). Während sprachliche In-
formation vor allem bilaterale Aktivierungen an der Grenze zwischen Temporal-, Parietal- 
und Okzipitallappen hervorrief, aktivierte die Beurteilung nach sensorischen Kriterien links 
inferior frontale sowie laterale posterior inferior temporale Areale. Zusätzlich fand sich für 
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beide eine Aktivierung des linken medialen anterioren Anteils des G. fusiformis, was die 
Autorinnen auf beiden Aufgaben gemeinsamen semantischen Zugriff zurückführen. 
 
Die in vielen Studien gefundene links inferior frontale Aktivierung geht jedoch möglicher-
weise nicht auf semantische Verarbeitung, sondern auf andere kognitive Prozesse zurück, z.B. 
den Zugriff auf das Outputlexikon beim Verbgenerieren oder einen Sequenzierungs-Prozess 
beim Kategorisieren. All diese „semantischen“ Aufgaben umfassen eine Vielzahl von Kom-
ponenten, wie z.B. den Zugriff auf semantisches Wissen, das Halten der Stimuli im Arbeits-
gedächtnis und den Zugriff auf Input- und Outputlexika (vgl. Beauregard et al. 1997, vgl. 
auch Kapitel 4.1.4). Unterschiedliche Aktivierungsmuster bei ähnlicher Aufgabenstellung 
machen deutlich, wie wichtig eine genaue Definition der beteiligten kognitiven Prozesse ist. 
 
Vergleicht man semantische mit phonologischen Entscheidungsaufgaben, zeigen sich bei der 
ersteren wesentlich geringere links frontale Aktivierungen (Démonet et al. 1992, 1994, Pugh 
et al. 1996, Price et al. 1997). Semantische Entscheidungen rufen dagegen stärkere Aktivie-
rungen in temporo-parietalen Arealen (BA 39, 20, 28) hervor. Price et al. (1997) vermuten in 
extrasylvischen temporalen Arealen Korrelate des semantischen Gedächtnisses. Frontale Ak-
tivierungen fanden sich bei phonologischer Anforderung vor allem in BA 44/45, bei semanti-
scher in BA 47 und BA 10. Fiez (1997) nimmt an, dass es sich bei BA 47 um einen Teil des 
semantischen Systems handelt, der den Abruf semantischer Information aus posterior tempo-
ralen Regionen kontrolliert. 
 
Zusammenfassend kann festgehalten werden, dass das semantische Gedächtnis links extra-
sylvisch temporal vermutet wird und dass exekutive Funktionen beim Abruf semantischer 
Information links inferior frontale Areale aktivieren (vgl. Abbildung 4-3).  
 
 
Abbildung 4-3: Areale, in denen häufig Aktivierung bei semantischen Aufgaben berichtet wird 
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4.1.2 Visuelle vs. auditive Verarbeitung – ein oder zwei Wortformlexika? 
Nach der Subtraktion des modalitätsspezifischen Inputs stellt sich die Frage, ob bei visueller 
und auditiver Sprachverarbeitung auf ein gemeinsames Wortformlexikon zugegriffen wird 
oder ob ein auditives und ein visuelles Lexikon an zwei anatomisch unterschiedlichen Orten 
existieren. Viele Sprachproduktionsmodelle nehmen getrennte Lexika für auditive und visu-
elle Wortformen an (vgl. z.B. Morton 1985). 
Eine wesentliche Schlussfolgerung aus der Studie von Petersen et al. (1989) war, dass es sich 
bei der Erkennung visueller und auditiver Wortformen um nicht-überlappende Systeme han-
delt. Die visuelle Worterkennung wird im linken extrastriären Kortex lokalisiert, wohingegen 
die auditive Verarbeitung links posterior temporalen Arealen zugeschrieben wird. Diese Ver-
mutung wurde von Howard et al. (1992) aufgegriffen und in einer PET-Studie überprüft, in 
der zwei Aufgaben, eine sprachliche und eine nicht-sprachliche, jeweils auditiv und visuell 
dargeboten wurden. Die sprachliche Aufgabe bestand im Vorlesen bzw. Nachsprechen von 
Wörtern, die nicht-sprachliche Kontrollaufgabe im Betrachten von Pseudo-Buchstaben („false 
fonts“) bzw. im Hören von rückwärts abgespielten Wörtern. Zur Kontrolle des sprachlichen 
Outputs sollten die Probanden bei jedem gesehenen oder gehörten nicht-sprachlichen Stimu-
lus jeweils dasselbe Wort („crime“) laut aussprechen.  
Die Ergebnisse zeigen zwei unterschiedliche Zentren der Aktivierung: für die auditive Wort-
verarbeitung einen medial temporalen Aktivierungsfokus an der Grenze zwischen Gyrus tem-
poralis medius und superior unterhalb des auditorischen Kortex (BA 21) und für die visuelle 
Wortverarbeitung einen weiter posterior und superior gelegenen Fokus im hinteren Teil des 
G. temporalis superior (BA 22). Damit unterscheidet sich das in dieser Studie gefundene visu-
elle Wortformen-Lexikon von dem bei Petersen et al. (1990) angenommenen. Dieser Unter-
schied wird von Howard et al. hinsichtlich methodischer Aspekte diskutiert, z.B. der schnel-
leren Präsentationsrate und der ausschließlichen Verwendung konkreter Nomina bei Petersen 
und Mitarbeitern (vgl. auch Kapitel 4.1.4).  
Obwohl die visuelle und die auditive Wortbedingung im Vergleich zur jeweiligen Kontroll-
aufgabe Gemeinsamkeiten aufweisen, wie z.B. den Zugriff auf die Wortbedeutung, lässt sich 
kein Areal finden, das in beiden Aufgaben aktiviert wäre. Zum einen schließen die Autoren 
daraus, dass die Kontrollaufgaben gut geeignet waren, um die modalitätsspezifische Verarbei-
tung herauszuarbeiten. Zum anderen postulieren sie, dass Wortbedeutungen nicht lokal, son-
dern in einem weit verbreiteten Netzwerk repräsentiert sind. In einem weiteren Experiment 
von Petersen et al. (1989) mussten die Probanden entscheiden, ob sich zwei visuell präsentier-
te Wörter reimten. Diese Aufgabe aktivierte eine temporo-parietale Region in der Nähe der 
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für das Verarbeiten auditiver Stimuli notwendigen Areale. Dies könnte bedeuten, dass die 
phonologische Enkodierung visuell präsentierter Stimuli in ähnlichen Regionen verarbeitet 
wird wie auditive Stimuli selbst. 
Die Lokalisation von auditiver und visueller Wortverarbeitung steht auch im Zentrum einer 
neueren fMRT-Studie von Chee et al. (1999). Auch hier wurden vier unterschiedliche Aufga-
ben verwendet, zwei mit auditiver und zwei mit visueller Präsentation. In der semantischen 
Aufgabe ging es darum zu entscheiden, ob das visuell bzw. auditiv präsentierte Wort abstrakt 
oder konkret war, in der nicht-semantischen auditiven Aufgabe um die Entscheidung, ob ein 
Wort eine oder mehrere Silben hat und in der nicht-semantischen visuellen Aufgabe darum, 
ob das Wort groß oder klein geschrieben ist. Anders als Howard et al. (1992) fanden die 
Autoren dieser Studie für die auditive und die visuelle Verarbeitung ein gemeinsames seman-
tisches Netzwerk, das links inferiore frontale sowie bilateral anteriore frontale Areale und die 
anteriore SMA sowie das Kleinhirn umfasst. Die frühe visuelle und auditive Verarbeitung bei 
nicht-semantischer Anforderung findet jedoch, wie bereits in vorhergehenden Studien gezeigt, 
in modalitätsspezifischen Arealen statt. 
Zahn et al. (2000) schreiben die Verarbeitung auditiver Wortformen dem mittleren Temporal-
lappen zu. Sie fanden in einer auditiven lexikalischen Entscheidungsaufgabe nach Abzug des 
akustischen Inputs bilaterale Aktivierungen im G. temporalis medius (BA 21). Für visuelles 
lexikalisches Entscheiden fanden Kiehl et al. (1999) ebenfalls Aktivierungen im G. temporalis 
medius, allerdings nur auf der linken Seite, außerdem bilateral im G. fusiformis und im linken 
G. frontalis inferior sowie im rechten G. temporalis superior. Wie bei der Diskussion ortho-
graphischer Prozesse bereits erwähnt, nehmen Dehaene et al. (2002) an, dass sich im linken 
G. fusiformis ein Areal für die frühe Erkennung visueller Wortformen befindet (vgl. hierzu 
Kapitel 4.1.1.2). 
Bezüglich der Frage nach gemeinsamen oder getrennten auditiven und visuellen Wortform-
lexika gibt es noch keine einheitlichen Ergebnisse. Bei der Diskussion von Bildgebungsstu-
dien spielt jedoch neben der Inputbedingung auch die Aufgabenstellung eine zentrale Rolle. 
Im folgenden Abschnitt werden daher einige oft verwendete Aufgaben dargestellt und im Zu-
sammenhang mit dem Sprachproduktionsmodell von Dell diskutiert. 
 
4.1.3 Einfluss der Aufgabenstellung 
Die sprachlichen Aufgaben zur Einzelwortverarbeitung lassen sich in sprachliche und meta-
sprachliche einteilen. Während metasprachliche Aufgaben Wissen über Sprache verlangen 
(z.B. die Silbenanzahl), geht es in sprachlichen Aufgaben um die Beurteilung des Wortes an 
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sich (z.B. seiner Zugehörigkeit zu einer semantischen Kategorie). Die sprachlichen Aufgaben 
lassen sich weiter in passive bzw. rezeptive und aktive bzw. expressive Aufgaben unterteilen. 
Zu den passiven gehören leises Lesen sowie passives Hören von Wörtern, zu den aktiven u.a. 
lexikalisches Entscheiden, semantische und phonologische Entscheidungsaufgaben, Monito-
ringaufgaben (bei denen die dargebotenen Stimuli nach einem vorgegebene Kriterium geprüft 
werden), lautes Lesen, Nachsprechen, Wortgenerierungsaufgaben, Benennen und Kategorisie-
rungsaufgaben. All diese aktiven Aufgaben können entweder mit einer verbalen oder einer 
„inneren“ Antwort verbunden sein, bei Wahlreaktionsaufgaben bietet sich die Möglichkeit, 
die Probanden per Tastendruck „ja“ oder „nein“ entscheiden zu lassen. 
Passives Lesen oder Hören von Wörtern dienen meist als Kontrollaufgaben, um nachher die 
Aktivierungen, die allein durch den sprachlichen Input entstanden sind, von denen der aktiven 
Bedingungen subtrahieren zu können.  
 
Indefrey & Levelt (2000) teilen die an den verschiedenen Aufgaben beteiligten Prozesse in 
core processes und lead-in-processes ein. Während die lead-in-processes den sprachlichen 
Input betreffen, stellen die core-processes die eigentliche Sprachverarbeitung dar. Einen 
Überblick über die an häufig verwendeten Aufgaben beteiligten Prozessen gibt Tabelle 4-9. 
 
Tabelle 4-9: An häufig in Bildgebungsstudien verwendeten Aufgaben beteiligte sprachliche Prozesse 
(modifiziert und erweitert nach Indefrey & Levelt 2000 in Anlehnung an das Modell von Dell et al. 1997) 
Aufgabe Lesen 
von 
RW 
Lesen 
von PW 
Lexikal. Ent-
scheiden 
Benen-
nen 
V / N - 
generieren 
Wörter n. 
Anlaut 
generieren 
Nach-
sprechen 
lead-in-
processes 
vis. 
Wort-
erkenn. 
vis. 
Graphem-
erkenn., 
GPK 
vis. / aud. 
Worterkenn. 
vis. 
Objekt-
erkenn. 
vis. oder 
aud. Wort-
erkenn., 
Assoziation 
vis. / aud. 
Graphem/ 
Phonem-
erkenn. 
aud. Wort-
erkenn. oder 
APK 
Konzept-
Ebene 
(X)  (X) X X (X)  
Lemma-
Ebene 
(X)  X X X X  
Phonem-
Ebene 
X X X X X X X 
RW = Realwörter, PW = Pseudowörter, vis. = visuell, aud. = auditiv, V = Verb, N = Nomen, GPK = Graphem-Phonem-Kon-
vertierung, APK = Auditiv-phonologische Konvertierung, X = beteiligt, (X) = möglicherweise beteiligt. 
 
Für das Lesen von Wörten ist neben der visuellen Worterkennung nur die Phonem-Ebene 
zwingend notwendig. Dennoch finden sich vermehrt Hinweise auf eine implizite Konzept- 
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und Lemma-Verarbeitung. Beim Lesen von Pseudowörtern findet dagegen so gut wie keine 
konzeptuelle oder lexikalische Verarbeitung statt. Stattdessen müssen Grapheme in Phoneme 
umgesetzt werden, bevor diese phonologisch enkodiert werden können. Bildgebungsstudien, 
die sich mit dem Lesen von Wörtern und Pseudowörtern beschäftigen, werden in Abschnitt 
4.1.1.2 ausführlicher vorgestellt. 
 
Das lexikalische Entscheiden erfordert neben der auditiven bzw. visuellen Worterkennung ei-
ne Suche nach dem jeweiligen Lexikoneintrag. Lexikalische Entscheidungsaufgaben werden 
vor allem genutzt, um das jeweilige Input-Lexikon zu isolieren. Aktivierungen der supple-
mentär-motorischen Area (SMA) lassen vermuten, dass beim lexikalischen Entscheiden auch 
bei visueller Vorgabe phonologisch rekodiert wird (vgl. hierzu auch Abschnitt 4.1.1.2). Zahn 
et al. (2000) fanden beim auditiven lexikalischen Entscheiden nach Subtraktion des auditiven 
Inputs bilaterale Aktivierungen im mittleren Temporallappen, Price et al. (1994) eine 
Aktivierung des Broca-Areals. 
 
Beim Benennen findet vor der sprachlichen Verarbeitung die visuelle Objekterkennung statt 
(für einen Überblick vgl. Kosslyn & Ochsner 1994, Kosslyn et al. 1995). Hierbei müssen u.a. 
visuelle Komplexität, Farbe vs. schwarz-weiß und Objektkategorie kontrolliert werden. Der 
sprachliche Prozess beim Benennen umfasst alle drei Ebenen des in Kapitel 3.2 vorgestellten 
Modells. Price und Friston (1997) fanden links posterior temporale und inferior frontale Akti-
vierung beim Benennen von Bildern, Buchstaben und Farben. Links posterior temporale Akti-
vierungen beobachteten auch Warburton et al. (1996) bei einer Wortgenerierungsaufgabe im 
Vergleich zu einer semantischen Entscheidung. Dies lässt eine Beteiligung dieser Region am 
lexikalisch-semantischen Zugriff vermuten. 
 
Dem Generieren von Verben oder Nomina geht bereits ein komplexer Prozess voraus, der je 
nach Präsentationsart die auditive oder visuelle Worterkennung, bei konkreten Nomina den 
Prozess des mental imagery sowie in jedem Fall das Assoziieren zu dem vorgegebenen Sti-
mulus umfasst. Bei hochfrequenten Kollokationen spielen konzeptuelle Assoziationen mögli-
cherweise keine so große Rolle (z.B. Zeitung – lesen, Kaffe – trinken), bei Vorgabe abstrakter 
Nomina fällt die bildliche Vorstellung weg. Wortgenerierungsaufgaben umfassen neben den 
oben erwähnten sprachlichen Anforderungen noch andere kognitive Prozesse, z.B. Strategien 
zur Auswahl von passenden Wörtern, Aufmerksamkeit und verbales Arbeitsgedächtnis. Diese 
Prozesse werden in anterior frontalen Regionen angesiedelt und überlappen sich zum Teil mit 
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frontalen sprachlichen Aktivierungen. Z.B. ist neben strategischen Prozessen im frontalen 
Operculum auch phonologische Verarbeitung repräsentiert. Beim Benennen und Wort-
generieren könnte diese Region mit dem phonologischen Zugriff verbunden sein.  
 
Ähnliche Prozesse spielen auch bei phonologischen Wortflüssigkeitsaufgaben eine Rolle, bei 
denen die Probanden aufgefordert sind, nach Vorgabe eines Anlautes möglichst viele Wörter 
zu generieren. Der wesentliche Unterschied zwischen Wortgenerierungs- und Wortflüssig-
keitsaufgaben auf der einen und vielen anderen sprachlichen Aufgaben auf der anderen Seite 
ist die freie Auswahl von Antworten bei den beiden ersteren, sodass exekutive Funktionen 
hier eine wesentliche Rolle spielen. 
 
Dem Nachsprechen von Wörtern geht die auditive Worterkennung voraus. Ähnlich wie beim 
Lesen werden auch hier nicht unbedingt Konzept- oder Lemma-Informationen benötigt, es 
lässt sich aber nicht ausschließen, dass diese implizit mitverarbeitet werden. Pseudowörter 
werden dagegen mit Hilfe der auditiv-phonologischen Konvertierung nachgesprochen. Beim 
Nachsprechen von Wörtern und Pseudowörtern fanden sich, verglichen mit dem passiven Hö-
ren von Wörtern, Aktivierungen im Broca-Areal, die auf die phonetische Enkodierung und 
das Erstellen eines artikulatorischen Plans zurückgehen. Artikulatorische Prozesse aktivieren 
zusätzlich bilateral den sensomotorischen Kortex, die vordere Inselregion, die SMA, die 
Basalganglien, mittelliniennahe Teile des Kleinhirns sowie vor allem linke Kerngebiete des 
Thalamus (Warburton et al. 1996, Price et al. 1996b, Bookheimer et al. 1995). Aktivierungen 
in diesen Regionen werden daher bei Untersuchungsparadigmen erwartet, die von den Pro-
banden eine verbale Antwort verlangen.  
 
Den Unterschied zwischen aktiver und passiver Verarbeitung auditiver und visueller Stimuli 
untersuchten Petersen et al. (1988). Bei der passiven Wortbedingung wurden vor allem Areale 
aktiviert, die für die modalitätsspezifische Verarbeitung benötigt werden: beim Hören von 
Wörtern bilateral (mit Linksdominanz) temporale und posterior cinguläre Gebiete und beim 
Lesen der Wörter ebenfalls bilaterale, aber vorwiegend links okzipito-mediane Areale. Die 
Autoren interpretieren diese Aktivierungen, zumindest die für die visuelle Verarbeitung, be-
reits als sprachliche Verarbeitung. Die Subtraktion der Aktivierungen bei stiller Verarbeitung 
von denen bei lautem Lesen bzw. Nachsprechen zeigt, wie erwartet, eine bilaterale Aktivie-
rung in opercularen und Insel-Gebieten. 
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Unabhängig von der Art der Präsentation aktivieren Aufgaben, die speziellen Zugriff auf Ein-
gangslexika erfordern, posteriore und mittlere Teile des linken temporalen Kortex (Frith et al. 
1991, Wise et al. 1991, Howard et al. 1992, Démonet et al. 1993b), während Aufgaben mit 
Zugriff auf das Output-Lexikon mehr links frontale Regionen aktivieren. Diese beiden Akti-
vierungsmuster interagieren auf reziproke Weise, ein Blutfluss-Anstieg im dorsolateralen prä-
frontalen Kortex korreliert mit einem Abfall des regionalen Blutflusses in superior temporalen 
Regionen (Frith et al. 1991). Möglicherweise besteht ein hemmender Einfluss der einen auf 
die andere Region. Dies unterstützt die Netzwerk-Annahme von Mesulam (1990), der schon 
früh postulierte, dass kognitive Leistungen nicht in einzelnen anatomisch genauen Punkten, 
sondern in distribuierten kortikalen Netzwerken repräsentiert sind, die jedoch spezifisch für 
bestimmte Funktionen sind.  
Neben den bisher diskutierten Aspekten spielen jedoch auch nicht-sprachliche Prozesse bei 
der Bearbeitung der oben beschriebenen Aufgaben eine Rolle. Diese sind Gegenstand des fol-
genden Abschnitts. 
 
4.1.4 Einfluss anderer kognitiver Prozesse 
Bei der Interpretation von Aktivierungsstudien muss immer berücksichtigt werden, dass 
sprachliche Aufgaben mehr umfassen als die oben beschriebenen sprachlichen Prozesse. Zu-
sätzlich zur reinen Sprachverarbeitung spielen Aufmerksamkeit, Arbeitsgedächtnis sowie 
exekutive Funktionen eine Rolle20. Zu den Exekutivfunktionen gehören beispielsweise der 
Einsatz von Strategien, der Zugriff auf das Lexikon sowie die Planung, Ausführung und Kon-
trolle von Handlungen (vgl. Shallice 1988). Außerdem muss berücksichtigt werden, welchen 
Einfluss Parameter wie die Präsentationsrate, die Notwendigkeit einer Entscheidung beim 
Probanden sowie Übungseffekte spielen. 
Chertkow et al. (1993) betonen, dass besonders in längeren Interstimulusintervallen neben 
den interessierenden eine Reihe weiterer kognitiver Prozesse eine Rolle spielen. Die Proban-
den warten auf den nächsten Stimulus, verbunden mit Antizipation der erwarteten Aufgabe, 
sie halten die Instruktion im Arbeitsgedächtnis und planen möglicherweise bereits das Lösen 
der nächsten Aufgabe. Aufmerksamkeitsprozesse spielen eine wesentliche Rolle, da die Auf-
merksamkeit des Probanden auf den nächsten Stimulus gerichtet ist. Möglicherweise beein-
flussen auch noch emotionale Aspekte die Verarbeitung. Beauregard et al. (1997) fanden für 
                                                 
20 Für einen Überblick über Bildgebungsstudien zu Aufmerksamkeitsprozessen vgl. Fernandez-Duque & Posner 
2001, zu Exekutivfunktionen und Arbeitsgedächtnis vgl. Carpenter et al. 2000. 
Wortverarbeitung und funktionelle Bildgebung 
 49
das passive Lesen emotional gefärbter Wörter ähnliche Aktivierungen wie in der Ruhebedin-
gung, für die sie in Anlehnung an Chertkow et al. (1993) die oben beschriebenen Prozesse an-
nehmen. Auch Binder et al. (1999) untersuchten gezielt Aktivierungen, die während der ver-
meintlichen Ruhebedingung auftreten. Sie fanden Aktivierungen in okzipito- und parieto-
medianen sowie dorsalen frontalen Arealen. Die Autoren weisen darauf hin, dass es sich bei 
der Ruhebedingung (von ihnen conscious resting state genannt) nicht um einen Zustand ohne 
neuronale Aktivität handelt. Dies ist sehr wichtig, da in vielen Paradigmen die Ruhe- von der 
Aktivierungsbedingung subtrahiert wird. 
 
Raichle und Mitarbeiter stellten fest, dass diejenigen Probanden, die eine Verbgenerierungs-
aufgabe vorher übten, andere Aktivierungsmuster zeigten als die ungeübten Versuchsperso-
nen (Raichle et al. 1994). Daher führte diese Gruppe ein weiteres Experiment durch, in dem 
geübte und ungeübte Aufgaben einander gegenübergestellt wurden (Raichle et al. 1994). In 
der Bedingung „naiv“ waren sowohl die Aufgabe als auch die Stimuli neu, in einer zweiten 
Bedingung („geübt“) wurde die gleiche Aufgabe mit den gleichen Stimuli noch einmal wie-
derholt und in einem dritten Durchgang („neu“) wurde die geübte Aufgabe mit neuen Stimuli 
durchgeführt. Die Ergebnisse sind in Tabelle 4-10 zusammengefasst. 
 
Tabelle 4-10: Auswirkung von Übungseffekten auf Aktivierungen beim Verbgenerieren (Raichle et al. 
1994) 
Bedingung naiv geübt neu 
Aufgabe neu bekannt bekannt 
Stimuli neu bekannt neu 
Aktivierungen anteriores Cingulum; 
links frontal; 
links posterior temporal; 
rechtes Kleinhirn 
Inselrinde beidseits; 
keine Aktivierung in den 
unter „naiv“ genannten 
Arealen 
wie bei Bedingung „naiv“, 
aber schwächere 
Aktivierung 
 
Die Autoren vermuteten daraufhin, dass es im Gehirn zwei Wege zur Lösung einer solchen 
Aufgabe gibt, einen nicht-automatischen, der links frontale und links posterior temporale Re-
gionen sowie das anteriore Cingulum und das rechte Kleinhirn aktiviert, und einen automati-
schen, der diese Gebiete ausspart und stattdessen Aktivierungen in den Inselkortizes 
hervorruft. 
 
Aufgrund der unterschiedlichen Ergebnisse in den Studien von Petersen et al. 1988 und 
Howard et al. 1992 bei vergleichbarer Aufgabenstellung untersuchten Price et al. (1994) den 
Einfluss der Präsentationsrate auf die Verarbeitung visueller Stimuli. Petersen et al. hatten bei 
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schnellerer Präsentationsrate (150 ms) vorwiegend okzipitale und frontale Aktivierungen 
gefunden, während in der Studie von Howard et al. bei langsamerer Präsentationsrate (1000 
ms) temporale Aktivierungen auftraten. Beim Lesen fanden sich vorwiegend links temporale 
Aktivierungen, bei allen Aufgaben Aktivierungen im linken G. frontalis medius und inferior. 
Beim lexikalischen Entscheiden zeigte sich eine Aktivierung der SMA. Der Effekt der 
Präsentationsdauer zeigte sich nicht in unterschiedlich lokalisierten Aktivierungen, sondern 
im Grad der Aktivierung. Bei kürzerer Präsentationsdauer wurden stärkere Aktivierungen 
gefunden, was sich durch erhöhte Aufmerksamkeitsanforderung und eine stärkere Beteiligung 
des Arbeitsgedächtnisses erklären lässt. Die zusätzliche Aktivierung des anterioren Cin-
gulums beim lauten Lesen wird wie bereits bei Petersen et al. (1988) auf das Treffen einer 
Entscheidung (der Auswahl des laut ausgesprochenen Wortes) zurückgeführt. Als Grund für 
das Fehlen dieser Aktivierung beim Nachsprechen wird vermutet, dass hier ein sehr stark 
automatisierter Prozess abläuft (Mc Leod & Posner 1984), während für das Lesen Aufmerk-
samkeit erforderlich ist (Herdmann & Dobbs, 1989). 
 
Ein wesentlicher Unterschied zwischen den Studien von Petersen et al. (1988, 1990) und 
Wise et al. (1991) ist, dass in der ersten die Wörter laut gesprochen wurden, in der zweiten 
nur innerlich. Das Broca-Areal war jedoch nur in der zweiten Studie aktiviert, was ebenfalls 
auf die Art der Subtraktion zurückzuführen sein mag, da bei Petersen et al. auch die Kontroll-
aufgabe mit lautem Sprechen verbunden war. Auch die Aktivierung der SMA in einer Auf-
gabe, die nicht mit lautem Sprechen verbunden ist, verwundert, kann jedoch durch innere 
Sprachproduktion bzw. deren Hemmung erklärt werden. 
 
4.2 Bildgebungsstudien zur Wortverarbeitung bei Aphasie 
Neben den zahlreichen Studien zur Wortverarbeitung im gesunden Gehirn existieren auch ei-
nige Untersuchungen zu funktionellen Rückbildungsprozessen nach Hirnschädigung. Von be-
sonderem Interesse für die Untersuchung funktioneller Reorganisationsprozesse nach Hirn-
schädigung sind Bildgebungsstudien mit Aphasikern. In der Literatur werden viele Fälle von 
Verbesserungen berichtet, sowohl durch Spontanremission als auch nach Therapie, obwohl 
die zugrunde liegende Läsion bestehen bleibt. Solche Rückbildungsprozesse werden damit er-
klärt, dass entweder von der Läsion ausgesparte Areale der linken oder homologe Areale der 
rechten Hirnhälfte Sprachfunktionen übernehmen. Ein anderer Ansatz erklärt die Beeinträch-
tigungen nach subkortikalen Läsionen durch einen reduzierten Metabolismus, d.h. eine funk-
tionelle Deaktivierung (Diaschisis) von strukturell unbeeinträchtigten kortikalen Arealen, und 
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die Rückbildung dementsprechend durch einen verbesserten Metabolismus (Baron et al. 1986, 
Vallar et al. 1988, für einen Überblick vgl. Feeny & Baron 1986). Auch bei Patienten mit kor-
tikalen Läsionen wird ein verminderter Metabolismus berichtet, dessen Anstieg positiv mit 
der Rückbildung sprachlicher Fähigkeiten korreliert (Heiss et al. 1993, Karbe et al. 1995, 
Metter et al. 1992, Cappa et al. 1997). Diese Areale, die um die eigentliche Läsion herum lie-
gen und deren Gewebe nur temporär funktionell gestört ist, bilden die Penumbra. Nach 
Mimura et al. (1998) spielt die linke Hemisphäre, insbesondere der periläsionelle Bereich, bei 
der frühen Rückbildung eine große Rolle, während die rechte Hirnhälfte stärker an langfristi-
gen Rückbildungsprozessen beteiligt ist.  
All diese Studien untersuchen jedoch den Hirnmetabolismus im Ruhezustand, unabhängig 
von kognitiver Aktivität. Um diejenigen Prozesse aufzuklären, die der funktionellen Rückbil-
dung von Sprachfunktionen zugrunde liegen, muss man vor allem funktionelle Bildgebungs-
studien in Betracht ziehen. Die bisher vorliegenden Studien lassen sich in zwei Gruppen tei-
len: während die einen Autoren der rechten Hemisphäre eine große Bedeutung beimessen 
(left-to-right transfer, vgl. Kinsbourne 1998), betonen andere eher die Bedeutung der verblei-
benden Fähigkeiten der linken Hirnhälfte. Marshall (1984) unterscheidet hierbei die 
(Re-)Aktivierung von Arealen des bestehenden Systems (redundancy recovery) von der Re-
krutierung anderer Areale, deren eigentliche Funktion nicht im Zusammenhang mit der gefor-
derten Leistung steht (vicarious functions). 
 
Weiller et al. (1995) untersuchten sechs Patienten mit gut zurückgebildeter Wernicke-Aphasie 
während einer Verbgenerierungsaufgabe und dem Nachsprechen von Pseudowörtern. Bei den 
Patienten, die alle eine Läsion im hinteren Teil des G. temporalis posterior sowie in Teilen 
des G. temporalis medius und G. angularis hatten, fanden sich Aktivierungen in rechtshemi-
sphärischen Arealen, homolog zu denen, die eine Kontrollgruppe von sechs sprachgesunden 
Probanden linkshemisphärisch – allerdings mit leichten Ko-Aktivierungen rechts – gezeigt 
hatte. Weiller et al. interpretieren diese rechtshemisphärischen Aktivierungen als Teil eines 
bereits vor dem Infarkt existenten bilateralen Netzwerkes und nicht ausschließlich als eine 
Übernahme linkshemishpärischer Funktionen durch die rechte Hirnhälfte. Insgesamt zeigte 
sich das folgende Muster: Anstelle derjenigen sprachrelevanten Areale, die in der linken He-
misphäre zerstört sind, zeigen sich Aktivierungen in den entsprechenden rechtshemisphäri-
schen Strukturen. Linkshemisphärische Aktivierung, allerdings meist verbunden mit einer 
Ko-Aktivierung in der rechten Hirnhälfte, findet sich dagegen erwartungsgemäß in denjeni-
gen Arealen, die in der linken Hemisphäre erhalten sind.  
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Bei sehr großen Läsionen, die alle sprachrelevanten Areale der linken Hemisphäre umfassen, 
finden sich erwartungsgemäß ausschließlich rechtshemisphärische Aktivierungen, z.B. in der 
Studie von Specht et al. (1998) bei einem Patienten mit ausgedehntem linkshemisphärischem 
Infarkt und gemischt-transkortikaler Aphasie. Sowohl beim Nachsprechen als auch beim Be-
nennen zeigten sich hier ausschließlich rechtshemisphärische Aktivierungen fanden.  
 
Cao et al. (1999) fanden eine positive Korrelation zwischen funktioneller Rückbildung und ei-
ner Beteiligung der linken Hemisphäre, d.h. bilateralen im Gegensatz zu ausschließlich 
rechtshemisphärischen Aktivierungen. Sie untersuchten 7 Patienten mit linkshemisphärischen 
Läsionen und gut zurückgebildeten Aphasien in einer fMRT-Studie während einer Benenn-
Aufgabe.Insgesamt bestätigt sich auch hier das Muster, dass erhaltenen Areale auf der linken 
Seite aktiviert werden, sich aber zusätzlich Aktivierungen in homologen Arealen der rechten 
Hirnhälfte finden, und dass bei umfassender Schädigung eines Areals nur dessen rechtshemi-
sphärisches Homolog aktiviert ist. Es zeigen sich jedoch bei einzelnen Patienten ausschließ-
lich rechtshemisphärische Aktivierungen bzw. es werden nicht-geschädigte Areale der linken 
Hirnhälfte nicht aktiviert. Diese Patienten zeigten im Vergleich die schlechteste Rückbildung. 
 
Bei sechs Patienten sowohl mit flüssigen als auch mit nicht-flüssigen Aphasien fanden 
Ohyama et al. (1996) für das Nachsprechen von Wörtern ebenfalls im Vergleich zu einer 
Kontrollgruppe erhöhte Aktivität im rechten Broca- und Wernicke-Homolog. Zwei Patienten 
mit links temporalen Läsionen und gut erhaltenem Sprachverständnis zeigten in einer Studie 
von Mummery et al. (1999) bei der Wahrnehmung gesprochener Sprache vor allem rechts 
superior temporale Aktivierung, während gesunde Probanden bei der gleichen Aufgabe eine 
stärkere Links-Lateralisierung zeigten.  
Rosen et al. (2000) untersuchten sechs Patienten mit links inferior frontalen Läsionen mit 
einer Wortgenerierungs-Aufgabe. Es zeigten sich vor allem Aktivierungen im rechten inferio-
ren frontalen Kortex, d.h. dem Broca-Homolog. Zwei der Patienten zeigten zusätzlich links 
inferior frontale Aktivierungen im an das Infarkt-Areal angrenzenden Gewebe. Diese Patien-
ten hatten kleinere Läsionen als der Rest der Gruppe und sie zeigten die beste Rückbildung.  
 
Calvert et al. (2000) stellten in einer Einzelfallstudie eine Patientin mit links inferior frontaler 
Läsion vor, die neben periläsioneller Aktivierung ein großes Cluster aktivierter Voxel auf der 
gegenüberliegenden Seite im inferioren Frontalkortex zeigte. Auffällig war bei dieser Patien-
tin insbesondere eine Aktivierung im extrastriären visuellen Kortex, die die Autoren nicht in 
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einen direkten Zusammenhang mit der Bearbeitung der semantischen Entscheidungsaufgabe 
stellen. Stattdessen postulieren sie, dass hier im Vergleich zu Sprachgesunden andere kogniti-
ven Strategien zur Lösung der Aufgabe geführt haben – diese Aktivierung spiegele also nicht 
kortikale Plastizität sondern ein veränderte Lösungs-Strategie wider. 
 
Thulborn et al. (1999) konnten einen Wechsel von bilateraler zu rein rechtshemisphärischer 
Aktivierung im Verlauf der Rückbildung zeigen. Sie untersuchten einen Patienten 76 Stunden 
und 6 Monate nach Auftreten eines Mediainfarktes. Zum Zeitpunkt der ersten fMRT-Messung 
hatte sich die initiale expressive Sprachstörung bereits weitgehend zurückgebildet. Im Broca-
Areal zeigte sich nur eine geringfügige Aktivierung, die im homologen rechtshemisphäri-
schen Areal deutlich stärker ausgeprägt war. Bei der zweiten Untersuchung, 6 Monate später, 
war diese Aktivierung ausschließlich auf der rechten Seite zu beobachten. Im strukturell un-
beeinträchtigten Wernicke-Areal zeigte sich bereits 76 Stunden nach dem Ereignis eine deut-
lich stärkere Aktivierung als im rechten Homolog. Dies war auch 6 Monate später der Fall. In 
dieser Studie zeigte sich also ein Shift von bilateraler zu rechtshemisphärischer Aktivierung, 
der jedoch mit einer guten Rückbildung der Sprachfunktionen einherging. 
Ebenfalls mit der Rückbildung im Akutstadium beschäftigt sich eine Einzelfallstudie von 
Riecker et al. (2002). Ein Patient wurde 4 und 35 Tage nach einem Stammganglieninfarkt mit 
funktioneller MRT untersucht, während er die Monatsnamen sowohl leise als auch laut auf-
zählte. Zum Zeitpunkt der ersten Untersuchung lag eine Dysarthrie vor, die sich zum Zeit-
punkt der zweiten Untersuchung vollständig zurückgebildet hatte. Der Kontrast Zeitpunkt 1 
minus Zeitpunkt 2 zeigt eine Aktivierung im linken Motorkortex, der entgegengesetzte Kon-
trast genau spiegelbildlich eine Aktivierung des rechten Motorkortex, d.h. zum Zeitpunkt 1, 4 
Tage nach Insult, war der linke Kortex noch stärker aktivier als der rechte. 35 Tage nach Er-
eignis waren dagegen rechtshemisphärische Areale deutlich stärker beteiligt. Das bedeutet, 
dass sich auch hier, ähnlich wie in der Studie von Thulborn et al. (1999), ein Shift der Akti-
vierung in die rechte Hirnhälfte zeigte. All diese Studien betonen die Rolle der rechten 
Hemisphäre für Rückbildungsprozesse bei Aphasikern.  
 
Gold & Kertesz (2000) interpretieren den Beitrag der rechten Hirnhälfte zur funktionellen 
Rückbildung als aufgabenabhängig. Sie untersuchten semantisches Kategorisieren bei einem 
aphasischen Patienten mit einer großen linkshemisphärischen Läsion, die sowohl das Broca- 
als auch das Wernicke-Areal umfasste, und einer Kontrollperson. Im Vergleich zu einer 
orthographischen Kontrollaufgabe aktivierte das semantische Kategorisieren visuell 
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dargebotener Wörter vorwiegend rechtshemisphärische Regionen, und nur sehr schwach peri-
läsionelle Gebiete auf der linken Seite. Diejenigen Aufgaben, für die in der rechten Hemi-
sphäre latent Fähigkeiten vorhanden sind, hängen nach Ansicht der Autoren auch im Rückbil-
dungsprozess stärker von rechtshemisphärischer Aktivierung ab, z.B. semantische Aufgaben. 
Dagegen spiele bei Aufgaben, die auch im ungeschädigten Gehirn mehr auf Fähigkeiten der 
linken Hemisphäre beruhten, linkshemisphärische Kompensationsprozesse die entscheidende 
Rolle. 
 
Andere Autoren weisen jedoch auf die Beteiligung von Regionen der linken Hirnhälfte hin. 
Zahn et al. (2002) untersuchten zwei Patienten mit phonologischen, lexikalischen und seman-
tischen Entscheidungsaufgaben. Beide Patienten hatten innerhalb eines halben Jahres eine 
sehr gute Rückbildung der initialen transkortikal-sensorischen Aphasie gezeigt. Bei beiden 
fanden sich vorwiegend linkshemisphärische, z.T. periläsionelle Aktivierungen im Frontal- 
und Temporallappen. Die Autoren verglichen die Ergebnisse der beiden Patienten nicht nur 
mit denen der gesamten Kontrollgruppe, sondern dokumentierten zusätzlich, wie viele der 
Kontrollprobanden in einer Einzelfallanalyse diejenigen Aktivierungen zeigten, die sie bei 
den Patienten gefunden hatten. Da alle Aktivierungen bei mindestens einer Kontrollperson 
aufgetreten waren, interpretierten sie ihre Befunde als Re-Aktivierung eines bereits bestehen-
den Netzwerkes (im Sinne von redundancy recovery, Marshall 1984) und nicht als Übernah-
me von Funktionen durch andere, nicht zum gleichen System gehörende Areale (vicarious 
functioning, Marshall 1984). 
 
Warburton et al. (1999) stellten in einer PET-Studie sechs Aphasikern die Aufgabe, zu vorge-
gebenen Nomina möglichst viele passende Verben zu finden. Fünf der sechs Patienten zeigten 
inferior laterale temporale Aktivierungen, bei zwei Patienten grenzten diese an die Läsion. 
Derjenige Patient, der in dieser Region keine Aktivierung zeigte, löste die Aufgabe mit dem 
schlechtesten Ergebnis. Die Autoren betonen daher die Relevanz der Reaktivierung von erhal-
tenem Gewebe im Infarktareal. Auch Cardebat et al. (2000) fanden periläsionelle Aktivierun-
gen bei einem Patienten mit linksseitiger perisylvischer Läsion und interpretierten diese im 
Zusammenhang mit Verbesserungen im Benennen nach einer sechswöchigen Sprachtherapie. 
 
Hund-Georgiaidis et al. (2000) untersuchten ebenfalls einen Patienten mit gut zurückgebilde-
ter transkortikal-sensorischer Aphasie. In den 2, 5 und 8 Monate nach Ereignis durchgeführ-
ten fMRT-Untersuchungen zeigte sich ein ganz anderer Verlauf als beispielsweise in den Stu-
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dien von Thulborn et al. (1999) oder Riecker et al. (2002). Zum ersten Zeitpunkt, zu dem 
noch eine mittelgradige transkortikal-sensorische Aphasie vorlag, ließen sich Aktivierungen 
im rechten Wernicke- und Broca-Homolog beobachten. 3 Monate später zeigten sich Aktivie-
rungen rechts im Broca-Homolog und links im Wernicke-Areal, zum letzten Untersuchungs-
zeitpunkt, zu dem nur noch eine amnestische Aphasie beschrieben ist, waren neben dem Wer-
nicke-Areal sowohl das Broca-Areal als auch dessen Homolog aktiviert. Hier zeigt sich ein-
deutig ein Wechsel der Aktivierungen von der rechten hin zur linken Hirnhälfte, zunächst für 
das Wernicke-Areal, später auch für das Broca-Areal, hier allerdings immer noch mit rechts-
seitiger Ko-Aktivierung. Interessant ist hierbei auch, dass die gesunden Kontrollprobanden 
keine Aktivierung des Wernicke-Areals gezeigt hatten, sodass möglicherweise auch diese 
Aktivierung kompensatorisch ist.  
 
In einer Studie von Miura et al. (1999) wurde eine Broca-Aphasikerin zu drei Zeitpunkten – 2 
Wochen, 4 Wochen und 7 Monate nach dem Infarkt – mit einer expressiv-sprachlichen Auf-
gabe im fMRT untersucht. Die Patientin, deren Läsion sich vom linken G. frontalis medius 
und inferior bis in den G. präcentralis erstreckt, zeigte 2 Wochen nach Ereignis im Vergleich 
zur Ruhebedingung keine signifikant aktivierten Areale. Weitere 2 Wochen später ließen sich 
Aktivierungen im Bereich der Sylvischen Fissur außerhalb des Infarktareals beobachten. Sie-
ben Monate nach dem Infarkt war es zu einer vollständigen Rückbildung der Symptome ge-
kommen, zu diesem Zeitpunkt zeigten sich Aktivierungen im erhaltenen Gewebe des Broca-
Areals und des G. präcentralis. In der rechten Hemisphäre sind keine Aktivierungen berichtet. 
Das bedeutet, dass die funktionelle Reorganisation in diesem Fall auf einer Re-Aktivierung 
von Strukturen der linken Hemisphäre beruht. 
 
Heiss et al. (1997) fanden einen Zusammenhang zwischen einem guten Rückbildungsverlauf 
(gemessen an Leistungen im Token Test) und Aktivierungen in linkshemisphärischen Sprach-
arealen, während Patienten mit schlechterem Outcome vorwiegend rechtshemisphärische Ak-
tivierungen zeigten. Ein ähnliches Ergebnis hatte die Studie von Miura et al. (1999) bei einer 
Patientin mit Broca-Aphasie und links frontaler Läsion. Zwei Wochen nach Ereignis zeigten 
sich keine Aktivierungen im Broca-Areal, nach sieben Monaten fanden sich jedoch sowohl 
eine komplette Rückbildung der Aphasie als auch mit Sprachgesunden vergleichbare links 
frontale Aktivierungen.  
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Karbe et al. (1998) und Heiss et al. (1999) sehen in der besseren Rückbildung bei Patienten 
mit linkshemisphärischer Kompensation Hinweise auf eine Hierarchie innerhalb der funktio-
nellen Rückbildungsprozesse. Sie nehmen an, dass die rechte Hirnhälfte nur dann rekrutiert 
wird, wenn linkshemisphärische Sprachareale dauerhaft zerstört sind und dort keine Re-Akti-
vierung möglich ist. Die Nutzung vorwiegend rechtshemisphärischer Areale bedeutet für die 
funktionelle Rückbildung jedoch eine wesentlich schlechtere Prognose.  
 
Price et al. (2001) führten den Begriff der dynamic diaschisis ein, um den Effekt einer Läsion 
auf zum Teil weit entfernt liegende, nicht von der Läsion betroffene Areale zu beschreiben, 
der – anders als im oben erwähnten klassischen Ansatz zur Diaschisis – je nach Aufgabenstel-
lung unterschiedlich auftreten kann. Price et al. fanden bei einem Patienten mit links inferior 
frontaler Läsion beim Lesen ein Ausbleiben der auf Grund der Ergebnisse der Kontrollgruppe 
erwarteten links inferior temporalen Aktivierungen, obwohl diese Region strukturell unbeein-
trächtigt war. Bei einer semantischen Entscheidungsaufgabe dagegen zeigte genau diese Re-
gion Aktivierungen, die denen der gesunden Probanden entsprachen. Die Autoren interpretie-
ren dies als Hinweis darauf, dass die betreffende temporale Region während des Lesens auf 
Informationen aus frontalen Arealen angewiesen ist, dass sie aber bei einer semantischen Ent-
scheidungsaufgabe den erforderlichen Input aus temporo-parietalen Arealen erhält, d.h. dass 
sich die Läsion des Broca-Areals je nach Aufgabenstellung auf ein entfernt liegendes Areal 
unterschiedlich auswirken kann.  
 
Auch zum Einfluss von Therapieeffekten auf Rückbildungsmechanismen liegen einige Stu-
dien vor. Belin et al. (1996) untersuchten 7 aphasische Patienten, die nach einem längeren 
therapiefreien Intervall mit melodischer Intonationstherapie (MIT) behandelt worden waren. 
Beim Nachsprechen zeigten die Patienten bei denjenigen Wörtern, die mit MIT-entsprechen-
der Intonation vorgesprochen wurden, Aktivierungen im Broca-Areal, beim Nachsprechen 
neutral betonter Wörter dagegen Aktivierungen in rechtshemisphärischen Arealen.  
Musso et al. (1999) konnten zeigen, dass auch kurzfristiges Training bei aphasischen Patien-
ten Auswirkungen auf neuronale Aktivierungsmuster hat. Zwischen den PET-Aufnahmen 
wurde in kurzen Trainingssitzungen am Sprachverständnis gearbeitet, dies wurde an-
schließend durch eine Kurzform des Token Tests untersucht. Verbesserungen im Sprachver-
ständnis korrelierten positiv mit Änderungen im regionalen zerebralen Blutfluss, insbesondere 
im rechten G. temporalis superior und im linken Precuneus. 
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Small et al. (1998) stellten eine Patientin mit einer großen links fronto-temporalen Läsion vor, 
die trotz guter Rückbildung bezüglich gesprochener Sprache auch 17 Jahre nach dem Infarkt 
große Schwierigkeiten mit dem Lesen hatte. Es wurden mehrere fMRT-Messungen vor und 
nach einer intensiven Therapiephase durchgeführt, in der vorwiegend einzelheitliches Lesen 
geübt wurde. In zwei fMRT-Messungen, in denen Sätze gelesen und inhaltlich beurteilt wer-
den mussten und die vor Beginn der Therapiephase stattfanden, zeigte sich vor allem eine Ak-
tivierung im linken G. angularis, einer Region, die auch bei gesunden Probanden häufig für 
das Lesen gefunden wird. Nach dem intensiven Lesetraining wurde als wichtigstes Ergebnis 
eine Aktivierung im linken G. lingualis berichtet. Hier zeigte sich, dass auch in einem hoch-
chronischen Stadium der Aphasie nach intensiver Sprachtherapie Veränderungen im Aktivie-
rungsmuster auftreten werden können. 
 
4.3 Zusammenfassung  
Zahlreiche Studien mit bildgebenden Verfahren haben dazu beigetragen, semantische, phono-
logische und orthographische Prozesse im Gehirn zu lokalisieren. Semantische Verarbeitung 
wird einem ausgedehnten linkshemisphärischen Netzwerk zugeschrieben, das vor allem infe-
rior frontale sowie extrasylvisch temporale und parietale Areale umfasst. Phonologische Pro-
zesse werden ebenfalls linkshemisphärisch sowohl parietal im G. supramarginalis als auch in-
ferior frontal – allerdings etwas weiter posterior als die semantische Verarbeitung – angesie-
delt, orthographische Prozesse im linken G. fusiformis und in extrastriären Regionen. Einige 
Autoren nehmen an, dass die Graphem-Phonem-Konvertierung im linken G. supramarginalis 
lokalisiert ist, andere vermuten hierfür eine Beteiligung des Broca-Areals und der vorderen 
Inselrinde sowie darunter liegender subkortikaler Strukturen. 
Eine immer noch ungelöste Frage ist die nach gemeinsamen oder getrennten Wortformlexika 
für auditive und visuelle Verarbeitung. Auditive Wortverarbeitung wird vor allem mit – zum 
Teil links, zum Teil bilateralen – temporalen Aktivierungen in Verbindung gebracht, visuelle 
Worterkennung mit Aktivierungen im linken G. fusiformis. 
Auch die jeweilige Aufgabenstellung sowie die Auswahl der Stimuli spielen eine wesentliche 
Rolle. Wichtig ist dabei nicht nur, welche Ebenen beispielsweise des Sprachproduktionsmo-
dells von Dell in die Verarbeitung involviert sind, sondern auch, ob eine explizite Antwort 
verlangt wird oder ob nur innere Sprache aufgerufen wird. Bei der Auswahl der Stimuli muss 
berücksichtigt werden, dass sich für die Verarbeitung von Realwörtern semantische und pho-
nologische Prozesse nie ganz voneinander trennen lassen, während Pseudowörter und vor al-
lem nicht aussprechbare Konsonantenketten keine semantische Verarbeitung hervorrufen. 
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Auch die Präsentationsrate kann das Ergebnis einer solchen Untersuchung beeinflussen. Eine 
schneller aufeinander folgende Präsentation von Stimuli führt zu erhöhten Anforderungen an 
Arbeitsgedächtnis und Aufmerksamkeitsfunktionen und daher zu stärker ausgeprägten Akti-
vierungen. Berücksichtigt werden müssen auch Prozesse wie das Treffen einer Entscheidung 
sowie der Schwierigkeitsgrad einer Aufgabe. 
 
Bei der Reorganisation sprachlicher Prozesse nach Hirnschädigung spielen sowohl links- als 
auch rechtshemisphärische Areale eine Rolle. Während die (Re-)Aktivierung von linkshemi-
sphärischen, insbesondere periläsionellen Regionen mit einem guten Rückbildungsverlauf 
und eher mit leichten Aphasien in Zusammenhang gebracht wird, findet rechtshemisphärische 
Kompensation nach bisherigen Erkenntnissen vor allem dann statt, wenn große Teile der lin-
ken Hemisphäre zerstört sind und eine linkshemisphärische (Re-)Aktivierung nicht möglich 
ist. Rechtshemisphärische Aktivierungen können jedoch die der linken Hirnhälfte nicht erset-
zen und stehen meist in Zusammenhang mit schwereren Aphasien und einem schlechteren 
Verlauf.  
 
4.4 Fragestellung der Gruppenstudie 
Ziel der vorliegenden Studie ist eine Untersuchung unterschiedlicher Aspekte lexikalischer 
und semantischer Verarbeitung, insbesondere des Zugriffs auf Wortformen und Konzepte. 
Ausgehend von der modelltheoretischen Annahme verschiedener Ebenen für die Wortform- 
und Konzeptverarbeitung wird erwartet, dass beide in funktionell-anatomisch verschiedenen 
Netzwerken repräsentiert sind.  
 
Dazu werden zunächst 15 gesunde Probanden mittels funktioneller Magnetresonanztomogra-
phie untersucht. Um die mentale Repräsentation von Wortformwissen zu untersuchen, wird 
eine Aufgabe verwendet, in der die Probanden ein Homonym finden müssen, dass zu zwei vi-
suell präsentierten Stimuli passt. Dabei wird erwartet, dass die jeweiligen Wortfelder der Sti-
muli aktiviert werden und ein geeigneter Begriff ausgewählt wird. Die Verarbeitung von Kon-
zepten wird mit einer Assoziationsaufgabe untersucht. Hierbei müssen lediglich zwei Kon-
zepte miteinander verglichen werden, es wird jedoch keine explizite Wortform als Antwort 
verlangt. 
 
Um den Zugriff auf Wortformen noch genauer zu untersuchen, wird bei der Auswertung da-
nach unterschieden, ob ein Homonym gefunden wurde oder nicht. Es wird angenommen, dass 
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sich die Aktivierungen je nach Erfolg bei der Bearbeitung der Aufgabe deutlich unterscheiden 
und dass, nachdem zunächst auf die gleichen Strukturen zurückgegriffen worden ist, diejeni-
gen Areale, in denen explizites Wortformwissen repräsentiert ist, dann stärker aktiviert wer-
den, wenn eine passende Wortform gefunden wird. 
 
4.5 Fragestellung der klinischen Einzelfallstudie 
Mit Hilfe von fMRT-Studien an sprachgesunden Probanden können Areale aufgedeckt wer-
den, die in die Bearbeitung einer bestimmten sprachlichen Aufgabe involviert sind. Es darf je-
doch nicht davon ausgegangen werden, dass diese Areale zwingend notwendig sind, um die 
Aufgabe lösen zu können. Beispielsweise aktivieren semantische Entscheidungsaufgaben 
nicht nur temporale und parietale, sondern auch inferior frontale Regionen. Eine Läsion im 
inferioren frontalen Kortex beeinträchtigt die semantischen Leistungen jedoch nicht 
unbedingt (Price et al. 1999), d.h. dass diese Region möglicherweise bei gesunden Probanden 
zwar mitaktiviert wird, jedoch nicht zwingend notwendig für semantische Verarbeitung ist. 
Price et al. (1999) weisen daher darauf hin, dass es notwendig sei, Patienten mit funktionellen 
bildgebenden Verfahren zu untersuchen, die zwar Läsionen, aber keine funktionellen Beein-
trächtigungen aufweisen. 
Neben der Möglichkeit, dass bestimmte Hirnareale nicht notwendig für die sprachliche Verar-
beitung sind, obwohl sie mitaktiviert werden, stellt sich die Frage nach funktioneller 
Reorganisation. Daher wird in einer Einzelfallstudien zusätzlich zu den 15 sprachgesunden 
Probanden ein Patient mit leichten aphasischen Restsymptomen untersucht, dessen Läsion 
genau das Areal betrifft, das bei den Sprachgesunden bei der Verarbeitung von Wortformen 
aktiviert war, der jedoch in der Lage ist, die Homonym-Aufgabe auf einem mit den gesunden 
Probanden vergleichbaren Niveau zu lösen. 
Die Fragestellung dieser Einzelfallstudie ist, welche Areale der Patient für die sprachlichen 
Leistungen nutzt. Zur funktionellen Reorganisation gibt es folgende Möglichkeiten: 
• Vorwiegend Aktivierungsmuster, die auch bei den Sprachgesunden beobachtet wur-
den (redundancy recovery) 
• Zusätzliche Aktivierungen in Arealen, die bei den Sprachgesunden nicht gefunden 
wurden und die nicht mit dem Sprachsystem in Zusammenhang stehen (vicarious 
functions) 
• Vorwiegend rechtshemisphärische Aktivierungen (left-to-right transfer) 
 
Wortverarbeitung und funktionelle Bildgebung 
 60
Da die Läsion des Patienten das Areal betrifft, das bei den Sprachgesunden beim Finden eines 
Homonyms aktiviert ist, der Patient diese Aufgabe aber lösen kann, werden für die Homo-
nym-Aufgabe Aktivierungen in periläsionellen Arealen der linken Hemisphäre (inferior parie-
tal) sowie in anderen, bei den gesunden Probanden ebenfalls gefundenen Arealen erwartet 
(vor allem links inferior frontal), d.h. aufgrund der guten Rückbildung der Aphasie von 
redundancy recovery ausgegangen. 
Für die Kontrollaufgabe (Lesen) sowie für das Finden von Gemeinsamkeiten werden mit den 
Sprachgesunden vergleichbare Aktivierungsmuster erwartet, da die relevanten Areale nicht 
von der Läsion betroffen sind.  
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5 fMRT-Gruppenstudie an 15 gesunden Probanden 
 
5.1 Methode 
5.1.1 Bildgebende Verfahren 
Die Untersuchung kognitiver Prozesse im menschlichen Gehirn wurde vor allem durch die 
Entwicklung funktioneller bildgebender Verfahren ermöglicht. Es wird hierbei zwischen elek-
trophysiologischen und magnetischen Verfahren auf der einen und metabolischen Verfahren 
auf der anderen Seite unterschieden. Da es sich bei der für die vorliegende Untersuchung ver-
wendeten Methode der funktionellen Magnetresonanztomographie (fMRT, auch funktionelle 
Kernspintomographie) um eins der metabolischen Verfahren handelt, werden diese im Fol-
genden kurz vorgestellt21. Zu den metabolischen Verfahren gehört neben der fMRT auch die 
Positronen-Emissions-Tomographie (PET)22. Beide messen lokale neuronal bedingte Verän-
derungen im Stoffwechsel. Im Gegensatz zu den elektrophysiologischen Verfahren messen 
PET und fMRT neuronale Aktivität jedoch nur indirekt.  
5.1.1.1 Grundlagen der Magnetresonanztomographie 
Grundlage der Magnetresonanztomographie sind die Atomkerne im Körper, die jeweils kleine 
Magneten darstellen. Diese sind im Körper zufällig verteilt, sodass kein Magnetfeld entsteht. 
Ein Atomkern enthält positiv geladene Protonen und Neutronen ohne Ladung. Wasserstoff, 
das kleinste Atom, enthält nur Protonen, keine Neutronen. Die Protonen des Wasserstoff-
Kerns besitzen, wie die meisten Atomkerne, einen Drehimpuls (Spin). Die Protonen richten 
sich in einem äußeren Magnetfeld parallel oder antiparallel aus. Die parallele Ausrichtung fin-
det auf einem niedrigeren Energieniveau statt, dieses wird bevorzugt, d.h. es richten sich im-
mer einige Protonen mehr parallel aus. Nur diese Protonen tragen zur Nettomagnetisierung 
bei und sind daher diejenigen, die für die MRT entscheidend sind. Wird der Körper in einem 
Scanner in ein starkes Magnetfeld gebracht, richten sich die Protonen in eine stabile Richtung 
aus. Durch Zuschalten eines Hochfrequenzimpulses werden sie um einen bestimmten Winkel 
gekippt und richten sich nach Abschalten des Pulses wieder am Magnetfeld des Scanners aus. 
                                                 
21 Für einen Überblick über elektrophysiologische (EKP, ereigniskorrelierte Potentiale) und magnetische (MEG, 
Magnetenzephalographie) Verfahren vgl. Rugg 1999, Poeppel & Marantz 2000. 
22 Für eine ausführliche Erläuterung vgl. Büchel & Weiller 2002, Buckner & Logan 2001, Matthews 2001, Rugg 
1999, Poeppel & Marantz 2000. 
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Dabei entstehen je nach Wassergehalt des Gewebes unterschiedliche Signale, die von einem 
Computer in eine Serie von zweidimensionalen Schichten umgesetzt werden. Die einzelne 
Schicht kann man sich als eine Scheibe mit einer Anzahl von Spalten und Reihen von Wür-
feln vorstellen. Das Gitter von Spalten und Reihen stellt die Bildmatrix dar, die Würfel wer-
den Voxel (Volumenelemente) genannt. Jedem Voxel ist je nach Wassergehalt des Gewebes 
ein bestimmter Grauwert zugeordnet. Die Gradienten-Echo-Sequenz benutzt anstelle eines 
Hochfrequenzimpulses Gradientenfelder zur Erzeugung eines Signals. Diese Sequenzen bie-
ten den Vorteil einer wesentlich kürzeren Messzeit. Das Echo Planar Imaging (EPI), eine 
Technik, die fast ausschließlich Gradientenechos verwendet, ist das schnellste zurzeit verwen-
dete Verfahren. Besonders wichtig ist die EPI-Technik für die funktionelle MRT. 
5.1.1.2 Funktionelle Magnetresonanztomographie 
Das Gehirn hat bei nur 2 % der Gesamtkörpermasse einen sehr hohen Energiestoffwechsel (in 
körperlicher Ruhe ca. 20 % des Sauerstoff- und Glukoseverbrauchs). Es besteht eine enge 
Korrelation zwischen regionaler Hirndurchblutung und regionalem Energiestoffwechsel. Bei 
einer Aktivierung steigt der Energiestoffwechsel um 60-80 %, zusätzlich kommt es zu einem 
Anstieg des regionalen zerebralen Blutflusses (regional cerebral blood flow, rCBF), des Blut-
volumens und des Sauerstoffgehaltes im Blut. Während den Probanden bei der PET radioakti-
ve Substanzen injiziert werden, handelt es sich bei der fMRT um eine nicht-invasive Untersu-
chung, bei der das Signal aus dem Gewebe selbst kommt und eine intrinsische chemische und 
biochemische Eigenschaft des Gewebes darstellt. Die fMRT nutzt die Tatsache, dass sauer-
stoffreiches Blut (Oxyhämoglobin) ein anderes magnetisches Signal abgibt als sauerstoffar-
mes Blut (Deoxyhämoglobin). Dem Hämoglobin im Blut wird in Gebieten neuronaler Aktivi-
tät Sauerstoff entzogen, das Oxyhämoglobin wird zu Deoxyhämoglobin reduziert. Durch den 
rCBF-Anstieg wird mehr Sauerstoff geliefert als verbraucht wird. Durch diesen Überkompen-
sationsmechanismus wird zwar viel Sauerstoff verbraucht, der Sauerstoffgehalt des Blutes ist 
dennoch höher als an anderen Stellen im Gehirn. Dieser Gehalt an Oxyhämoglobin wird mit 
der BOLD (Blood Oxygenation-Level-dependent)-Technik erfasst (Ogawa et al. 1990)23.  
5.1.1.3 Möglichkeiten und Grenzen des Verfahrens 
Durch die Entwicklung neuer ultraschneller fMRT-Methoden (EPI-Sequenzen), mit denen das 
gesamte Gehirn innerhalb von wenigen Sekunden aufgenommen werden kann, ist es möglich 
geworden, Paradigmen zu studieren, die darauf ausgelegt sind, regionale hämodynamische 
                                                 
23 Vgl. auch Büchel & Weiller 2002, Buckner & Logan 2001, Rugg 1999, Poeppel & Marantz 2000. 
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Antworten auf einzelne sensorische oder kognitive Stimuli sichtbar zu machen (vgl. Friston et 
al. 1998, Rosen et al. 1998). Mit dieser Technik des Event-Related-fMRT ergeben sich we-
sentliche Vorteile im Vergleich zum bisher üblichen State-Related-fMRT, bei welchem die zu 
untersuchenden kognitiven Aufgaben im Blockdesign, d.h. in Blöcken von mehreren Wieder-
holungen desselben Aufgabentyps präsentiert werden (vgl. Abbildung 5-1). 
 
    
Abbildung 5-1: links: Blockdesign, in dem sich Ruhe- und Aktivierungsphase abwechseln, rechts: Event-
Related-Design, in dem Stimuli der Bedingung A und B gemischt präsentiert werden 
 
Im Blockdesign wechseln sich üblicherweise Ruhe- und Aktivierungsbedingung ab, wobei die 
einzelnen Blöcke zwischen 30 und 90 Sekunden lang sind. Durch die Zusammenfassung meh-
rerer Stimuli des gleichen Typs bzw. gleicher Aufgaben zu einem Block kann es zu Habituie-
rungseffekten sowie zu nachlassender Aufmerksamkeit kommen. In Event-Related-Designs 
können verschiedene Arten von Stimuli untereinander gemischt präsentiert werden. Nicht je-
des Versuchsdesign eignet sich jedoch für die Randomisierung der Stimuli. In manchen De-
signs ist es wichtig, eine bestimmte Reihenfolge der Aufgaben einzuhalten, damit ein Befol-
gen der genauen Instruktionen gewährleistet werden kann. Beispielsweise ist es sinnvoll, eine 
Kontrollaufgabe an den Anfang zu setzten, wenn die Probanden die eigentlichen Aufgaben 
noch nicht kennen, um zu vermeiden, dass phonologische oder semantische Entscheidungen 
bereits in dieser Bedingung getroffen werden. Der schnelle Wechsel zwischen verschiedenen 
Bedingungen kann darüber hinaus zu Aktivierungen führen, die nicht mit der eigentlichen 
Aufgabe, sondern mit dem „Umschalten“ zwischen verschiedenen Instruktionen und Anforde-
rungen verbunden sind. 
Neben der Randomisierung von Stimuli bietet ein Event-Related-Design jedoch die Möglich-
keit, nur eine Teilmenge aller präsentierten Stimuli – vorzugsweise ausschließlich diejenigen, 
die vom Probanden erfolgreich bearbeitet wurden – in die Auswertung einzubeziehen und die 
anderen zu verwerfen oder als eine einzelne Bedingung zu modellieren. Um diese letztgenan-
nte Möglichkeit zu nutzen, wurde in der vorliegenden Arbeit ein Event-Related-Design 
gewählt. Die Stimuli der einzelnen Aufgaben wurden jedoch geblockt dargeboten, um eine 
Vermischung zwischen den einzelnen Aufgaben zu vermeiden, insbesondere konzeptuelle 
Assoziationen in der Kontroll- und der Homonymenbedingung (vgl. Kapitel 5.1.3.3). 
Aktiv AktivAktiv 
Ruhe RuheRuhe A A AA A A A B B B B B B B
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Ein weiteres Problem für die Untersuchungsparadigmen der funktionellen Bildgebung stellt 
die Ruhebedingung dar. Auch während der vermeintlichen Ruhephasen muss die Versuchs-
person die Instruktion im Gedächtnis halten, was eine gewisse Grundaufmerksamkeit erfor-
dert, auch Erwartungen und Emotionen spielen hier eine Rolle (zu einer ausführlicheren Dis-
kussion der Ruhebedingung vgl. Kapitel 4.1.4). 
 
Ein häufig verwendetes Verfahren, das Subtraktionsverfahren, birgt weitere Schwierigkeiten. 
Beim Subtraktionsansatz, der auf Donders (1869) zurückgeht und zuerst in der Reaktionszeit-
messung eingesetzt wurde, werden zwei hierarchisch aufgebaute experimentelle Bedingungen 
miteinander verglichen, die sich im Idealfall nur durch eine einzelne kognitive Komponente 
unterscheiden. Die Aktivierungen der einen, hierarchisch niedrigeren Aufgabe werden von 
der der hierarchisch höheren abgezogen. Die dann übrig bleibenden Aktivierungen werden 
der kognitiven Komponente zugeschrieben, in der sich die beiden Versuchsbedingungen 
unterscheiden. Es ist jedoch relativ schwierig, geeignete Kontrollaufgaben zu finden, die nicht 
dazu führen, dass interessierende Aktivierungen subtrahiert werden (Friston et al. 1996). Bei-
spielsweise lässt sich auch beim passiven Lesen von Wörtern nicht ausschließen, dass bereits 
semantische Prozesse involviert sind. Diese würden bei der Bildung eines komplexen Kon-
trastes zwischen einer semantischen Aufgabe und dem Lesen von Wörtern dazu führen, dass 
für die eigentlich interessierende semantische Aufgabe wichtige Aktivierungen fehlen wür-
den. Aus diesem Grund wurde in der vorliegenden Arbeit kein Subtraktionsansatz gewählt, 
sondern es werden nur die Haupteffekte der einzelnen Bedingungen dargestellt. 
 
5.1.2 Probanden 
Es wurden 15 männliche Probanden mit deutscher Muttersprache im Alter von 19-33 Jahren 
untersucht (Median: 23 Jahre). Alle waren nach dem Edinburgh Inventory (Oldfield 1971) 
ausgeprägte Rechtshänder (Lateralitätsquotient mindestens 90 %) und hatten normale oder 
mit Hilfe von Kontaktlinsen korrigierte Sehfähigkeit. Die Probanden wurden umfassend über 
die Untersuchung aufgeklärt und erklärten sich schriftlich mit der Teilnahme einverstanden. 
Die Untersuchung berücksichtigt die in der revidierten Deklaration von Helsinki 
niedergelegten Empfehlungen des Weltärztebundes24. Da es sich um eine nicht-invasive 
Untersuchung handelt, ist eine Zustimmung der Ethik-Kommission nicht erforderlich. 
 
                                                 
24 Deutsches Ärzteblatt (1991), 88. Jahrgang, Heft 50. 
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5.1.3 Untersuchungsaufbau 
5.1.3.1 Aufgabenstellung 
Um die Verarbeitung von Wortformen zu untersuchen, werden in der vorliegenden Studie 
Homonyme25 verwendet. Dem wird eine Aufgabe zum konzeptuellen Assoziieren gegenüber-
gestellt. Bei beiden Aufgaben muss vom Probanden jeweils zu zwei visuell präsentierten Sub-
stantiven ein drittes Substantiv gefunden werden. Außerdem wird noch eine sprachliche Kon-
trollaufgabe benutzt. Bei allen Aufgaben lautet die Anweisung, sich die Antwort still zu den-
ken, sie aber nicht laut auszusprechen. Dadurch sollen Bewegungsartefakte vermieden wer-
den. Die Aufgaben im Einzelnen in der Reihenfolge ihrer Präsentation:  
 
Kontrollaufgabe: Lesen 
Die Kontrollaufgabe besteht darin, die beiden vorgegebenen Substantive leise zu lesen, z.B.: 
Kanone –  Vater 
Intellekt – Katze 
Pferd – Alkohol 
 
Wortformverarbeitung: Homonyme finden  
Diese Aufgabe besteht darin, zu zwei vorgegebenen Substantiven ein Homonym zu finden, 
dessen Bedeutungen mit jeweils einem der beiden Stimuli assoziiert sind, z.B.: 
Vater –  Schraube → Mutter 
Katze – Alkohol → Kater 
Schildkröte – Kanone → Panzer 
 
Konzeptuelle Assoziation: Gemeinsamkeiten finden 
Diese Aufgabe besteht darin, zu zwei vorgegebenen Substantiven ein drittes Substantiv zu 
finden, das eine semantische Gemeinsamkeit zwischen den beiden ausdrückt, z.B.: 
Vater –  Kind → Familie, Verwandtschaft, … 
Schraube – Zange → Werkzeugkiste, Handwerker, … 
Schildkröte – Hamster → Tier, Haustier, … 
 
Um eine Gemeinsamkeit zwischen zwei Begriffen zu finden, müssen alle mit den vorgegebe-
nen Substantiven assoziierten konzeptuellen Vorstellungen aktiviert werden. Diese Konzepte 
                                                 
25 Es wurden sowohl Homonyme als auch Polyseme verwendet. Wie in Kapitel 2.2 dargelegt, sind die Grenzen 
jedoch nicht eindeutig. Daher werde ich im Folgenden nur den Begriff „Homonym“ verwenden.  
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müssen dann miteinander verglichen werden, und es muss eines davon ausgewählt werden, 
das mit beiden vorgegebenen Substantiven in Verbindung gebracht werden kann. Die Lösung 
dieser Aufgabe ist in einem Schritt und allein mit begrifflichen (konzeptuellen) Vorstellun-
gen, basierend auf allgemeinem Weltwissen, möglich. Ein Zugriff auf die den Konzepten zu-
geordneten Wortformen ist hierbei nicht zwingend erforderlich. 
Im Gegensatz dazu erfordert die Aufgabe, ein Homonym zu finden, notwendigerweise die zu-
sätzliche Aktivierung von Wortformwissen, da die Aufgabe nicht allein über allgemeines 
Weltwissen gelöst werden kann. In einem ersten Schritt werden, genau wie beim Finden einer 
Gemeinsamkeit, alle mit den vorgegebenen Substantiven assoziierten Konzepte aktiviert. Ein 
Vergleich dieser Konzepte miteinander reicht bei dieser Aufgabenstellung jedoch nicht mehr 
aus, sondern es ist ein zweiter Verarbeitungsschritt notwendig. In diesem zweiten Schritt müs-
sen zu allen Begrifflichkeiten die zugehörigen Wortformen aktiviert werden. Erst durch den 
Vergleich dieser Wortformen kann das Homonym gefunden und damit die Aufgabe gelöst 
werden. Der Unterschied zwischen beiden Aufgaben liegt also ausschließlich im Zugriff auf 
explizite Wortformen.  
Die Kontrollaufgabe dient dazu, nicht interessierende Aktivierungen, wie beispielsweise die 
visuelle Verarbeitung oder das Halten der vorgegebenen Stimuli im Arbeitsgedächtnis, zu 
kontrollieren. 
 
5.1.3.2 Auswahl der Homonyme und der Stimuli 
Es wurde eine Liste von 93 Homonymen gesammelt. Von dieser Liste wurden alle Homony-
me gestrichen, bei denen die Wortart wechselt (z.B. alt/Alt(stimme)) oder bei denen eine Be-
deutung nicht mehr als bekannt vorausgesetzt werden kann (z.B. Pause (Unterbre-
chung/Durchschrift)). Es blieben 58 Homonyme übrig, von denen 55 an einer Gruppe von 
Studentinnen (n1=24) getestet wurden. Drei Items wurden zur Erklärung der Aufgabe 
verwendet. Zu jedem Homonym wurden zwei Stimuli gesucht, die in Relation zu jeweils 
einer der beiden Bedeutungen des Homonyms stehen (vgl. Beispiele in Abschnitt 5.1.3.1)26.  
Items, die im Vortest von allen Probanden gelöst wurden sowie Items, auf deren Lösung nie-
mand gekommen war, wurden aussortiert und im Folgenden als Übungsitems verwendet. Die 
                                                 
26 Die Stimuli standen zu den Homonymen in einer der folgenden semantischen Relationen: Kollokation (30 %), 
Teil-Ganzes (20 %), partielles Synonym (20 %), Ober-/Unterbegriff (15 %), Nebenordnung (15 %). Eine Liste 
aller in der Untersuchung verwendeten Homonyme und Stimuli mit Angabe der semantischen Relation findet 
sich im Anhang. 
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übrigen Items wurden nach den folgenden Kriterien in die Kategorien leicht, mittel und 
schwierig eingeteilt: 
leicht von ≥ 15 Personen geraten 
mittel von 7 – 14 Personen geraten 
schwierig von ≤ 6 Personen geraten 
 
Die Ergebnisse wurden mit zwei weiteren Vortests, die zu früheren Zeitpunkten an zwei wei-
teren Studentengruppen (n2=16; n3=40) durchgeführt worden waren, verglichen. Da hier nicht 
alle Items getestet worden waren, konnte die Einteilung in leicht, mittel und schwierig nicht 
bei allen Items überprüft werden. Es wurden jedoch nur Items verwendet, bei denen sich kei-
ne größeren Abweichungen zwischen den einzelnen Gruppen gezeigt hatten. Für das fMRT-
Experiment wurden insgesamt 42 Homonyme ausgewählt, je 14 leichte, mittlere und schwie-
rige. Auf diese Weise sollte sichergestellt werden, dass die Probanden zwar einen großen An-
teil, jedoch nicht alle Items lösen würden.  
Für die Aufgabe, eine Gemeinsamkeit zu finden, wurde jeweils ein Stimulus aus der Homo-
nym-Aufgabe mit einem neuen Stimulus kombiniert, sodass zwischen beiden eine Gemein-
samkeit entstand, die bei der Hälfte der Items aus einem gemeinsamen Oberbegriff (z.B. 
Schildkröte, Hamster ? Haustier) und zur Hälfte aus einer gemeinsamen Kollokation (d.h. 
häufig auftretende Wortverbindungen, deren gemeinsames Auftreten semantisch, nicht gram-
matisch begründet ist, z.B. Kirche, Braten ? Sonntag) bestand. 
Für die Kontrollaufgabe (Lesen) wurden dieselben Wörter verwendet wie für die Homonym-
Aufgabe, allerdings wurden sie so gemischt, dass kein semantischer Zusammenhang erkenn-
bar war. Eine Liste aller Items und der verwendeten Stimuli findet sich im Anhang. 
 
Die mittlere Silbenzahl beträgt bei den Stimuli der Aufgaben „Wörter lesen“ und „Homonym 
finden“ 2,1; bei den Stimuli der Aufgabe „Gemeinsamkeiten finden“ 2,3. Die Frequenz der 
Stimuli wurde mit Hilfe der CELEX-Datenbank (http://www.kun.nl/celex) kontrolliert (Le-
sen/Homonyme: Log10 (f/mio+1) = 1,60; Gemeinsamkeiten: Log10 (f/mio+1) = 1,63). 
 
5.1.3.3 Versuchsablauf  
Die Untersuchung im MRT bestand aus drei Durchgängen (sessions) mit jeweils 42 Items. 
Die Wörter wurden jeweils 6 Sekunden lang visuell (magenta auf schwarzem Hintergrund) 
dargeboten. Das Interstimulusintervall war jeweils 12,5 Sekunden lang, nach Verschwinden 
der Stimuli sahen die Probanden nur den schwarzen Hintergrund. Jede Session dauerte 8 
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Minuten und 45 Sekunden. In jeder Session hatte die Versuchsperson jeweils eine der drei 
Aufgaben zu bearbeiten.  
Die Untersuchung wurde event-related durchgeführt. Um eine Vermischung der kognitiven 
Komponenten zu vermeiden, wurden die Aufgaben jedoch in Blöcken zusammengefasst, die-
se wurden immer in der gleichen Reihenfolge dargeboten (vgl. Kapitel 5.1.1.3 und Kapitel 
5.1.3.1). Der Versuchsablauf ist in Abbildung 5-2 grafisch dargestellt. In jeder Session wurde 
alle 2,5 Sekunden eine Aufnahme des Gehirns gemacht, insgesamt 212 Aufnahmen, 5 pro Sti-
mulus plus 2 Scans zu Beginn jeder Session vor Erscheinen des ersten Stimulus. Zwischen 
den Sessions wurden die Probanden über Kopfhörer über die nächste Aufgabe informiert. Um 
sicherzustellen, dass die Homonym-Aufgabe richtig verstanden wurde, wurde diese zusätzlich 
vor der Untersuchung geübt. Die Übungsitems wurden in der fMRT-Untersuchung nicht ver-
wendet. Vor Beginn der funktionellen Messungen wurde eine anatomische T1-gewichtete 
Aufnahme des Gehirns gemacht, die ca. 6 Minuten dauerte. 
 
Zeitlicher Ablauf der drei Durchgänge: TR = Repetitionszeit (2,5 Sekunden); dicke  
Balken markieren die Zeit, während der die beiden Stimuli präsentiert wurden.  
Abbildung 5-2: Versuchsablauf 
 
Direkt im Anschluss an die fMRT-Untersuchung wurde den Probanden noch einmal eine Lis-
te der Stimuli aus der Homonym-Aufgabe vorgelegt und zu jedem Item nach der im Scanner 
gefundenen Lösung gefragt. Als korrekt wurden neben dem vorgesehenen Homonym auch 
solche Antworten gewertet, bei denen es sich ebenfalls um ein Homonym – wenn auch nicht 
um das intendierte – handelte (z.B. Ball statt Ton zu Erde und Musik). Antworten, bei denen 
es sich nicht um ein Homonym handelte, wurden als falsch gewertet. Die zugehörigen Items 
wurden zu den ungelösten gezählt, da davon ausgegangen werden kann, dass es sich bei den 
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hier gegebenen Antworten um das „Zwischenergebnis“ eines Suchprozesses handelt, der bei 
allen Items stattgefunden hat. Meist wurde jedoch entweder eine korrekte oder gar keine Ant-
wort gegeben. 
 
5.1.4 Datenerhebung  
Für die fMRT-Untersuchung wurden 3D-Gradienten-EPI-Sequenzen (Echo Planar Imaging) 
auf einem 1.5 Tesla Philips NT Gyroscan mit einer Standard-Kopfspule verwendet. Vor jeder 
Messung wurde die Magnetfeldhomogenität mit einer Shimming-Sequenz optimiert. 
Die TR (Time to repeat, Repetitionszeit), d.h. die Zeit, in der ein gesamtes Volumen aufge-
nommen wurde, betrug 2500 ms, die TE (time to echo, Echozeit) 40 ms, der Flipwinkel (FA) 
40°. Es wurden 19 Schichten à 5 mm aufgenommen, parallel zur bikommissuralen Linie (AC-
PC Linie, anterior commissure-posterior commissure-line). Da die Schichten weder auf- noch 
absteigend aufgenommen wurden, war keine Lücke zwischen den Schichten (interslice gap) 
notwendig. Die vertikale Abdeckung des Gehirns betrug somit 9.5 cm und umfasste das ge-
samte Gehirn außer dem Kleinhirn. Es wurde eine 64 x 64-Matrix verwendet, die horizontale 
Abdeckung des Gehirns (FOV; Field of View) lag bei 224 x 224 mm2, die Voxelgröße betrug 
3.5 x 3.5 x 5 mm3.  
Für die anatomischen T1-Aufnahmen wurden 32 Schichten aufgenommen (TR = 494 ms, 
TE = 4,6 ms, FA = 20°, FOV = 256 x 256, Voxelgröße: 1 x 1 x 4 mm3). 
 
Die Personen lagen im abgedunkelten Messraum im MRT auf dem Rücken. Der Kopf wurde 
mit Hilfe von Schaumstoff fixiert, um Bewegungen während der Messungen zu vermeiden. 
Die visuelle Stimuluspräsentation erfolgte aus einem Vorraum über einen LCD-Projektor auf 
eine kleine Mattscheibe an der Kopfspule, die die Probanden über einen Spiegel betrachteten, 
der ebenfalls an der Kopfspule befestigt war. Die Präsentation der Stimuli wurde mit ERTS 
programmiert (www.erts.de). Scan- und Stimulationsbeginn wurden mit Hilfe eines TTL-
Pulses synchronisiert. 
5.1.5 Datenauswertung 
Die Datenanalyse erfolgte mit Matlab 5.3 und SPM99 (vgl. Friston 1997, http://www.fil.ion. 
ucl.ac.uk/spm) auf einer SUN ULTRA Workstation (SUN Microsystems Inc.). Aus dem 
gemessenen Signal wurden zunächst durch Fourier-Transformationen für jeden Messzeitpunkt 
Bildpunkte, so genannte Voxel, rekonstruiert. Die Signalstärke wurde jeweils durch 
entsprechende Grauwerte kodiert. Die Datensätze wurden zur Weiterverarbeitung mit SPM in 
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das ANALYZE-Format (Robb et al. 1991) konvertiert. Vor der Vorverarbeitung der Daten ist 
bei Verwendung des Philips NT Gyroscan eine Reorientierung der Daten notwendig (pitch = 
π; roll = π). Die einzelnen Schritte der Datenauswertung sind in Abbildung 5-3 dargestellt. 
 
 
Abbildung 5-3: Schritte der Auswertung mit SPM99. Zunächst werden die Daten bewegungskorrigiert 
(realignment), in einen standardisierten anatomischen Raum übertragen (normalisation) und geglättet 
(smoothing). Daraufhin wird eine auf dem Allgemeinen Linearen Modell (General Linear Model) basie-
rende statistische Analyse auf Voxelebene durchgeführt, die zu SPMs (statistical parametric maps) führt. 
(Aus Friston 1997) 
 
5.1.5.1 Vorverarbeitung 
Im ersten Schritt der Vorverarbeitung erfolgte eine Bewegungskorrektur (Realignment). Da-
bei wurden die mittels fMRT gewonnenen Daten eines Scans auf ein Referenzbild, in diesem 
Fall das erste Bild, ausgerichtet (Friston et al. 1995a). Es wurden nur Daten von Probanden 
verwendet, bei denen die Korrektur von Translation und Rotation nicht mehr als eine Voxel-
größe betrugen. Alle Daten aller Probanden wurden in den standardisierten anatomischen 
Raum des in SPM99 verwendeten MNI-Templates (Montreal Neurologic Institute) über-
tragen. Diese räumliche Normalisierung (normalisation) dient dazu, die Probanden miteinan-
der vergleichen zu können. Im letzter Schritt der Vorverarbeitung, dem Glätten (smoothing), 
wurden die Daten mit einer räumlichen Gaußfunktion (Full Width Half Maximum = 11 x 11 x 
11 mm3) gefiltert. Dadurch wird der Signal-Rausch-Abstand erhöht und die anatomische Va-
riabilität zwischen den einzelnen Personen verringert. Durch die Glättung werden die Daten 
so aufbereitet, dass diese dem Modell der Gaußschen Felder entsprechen, welches in der Sta-
tistik von SPM verwendet wird. Abschließend wurden die Koordinaten der aktivierten Areale 
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in den standardisierten stereotaktischen Atlas von Talairach and Tournoux (1988) übertragen. 
Hierbei wurde ein Vorgehen verwendet, das Andreas Meyer-Lindenberg (National Institute of 
Mental Health, Bethesda, USA) vorgeschlagen hat und das modifiziert und zitiert wird von 
Matthew Brett (University of Cambridge, UK, http://www.mrc-cbu.cam.ac.uk/Imaging/ 
mnispace.html). 
 
5.1.5.2 Statistische Auswertung 
Die verwendete statistische Analyse auf Voxelebene basiert auf dem Allgemeinen Linearen 
Modell und der Theorie der Gaußschen Felder (Friston et al. 1995b). Diese Methode beruht 
auf einer multivariaten Regressionsanalyse und korrigiert räumliche und zeitliche Autokorre-
lationen. Die Designmatrix wurde erstellt, indem die hämodynamische Antwort (hemodyna-
mic response, hrf) zum Zeitpunkt jedes Stimulus modelliert wurde. Um das Signal-zu-
Rausch-Verhältnis zu erhöhen, wurden ein Hochpassfilter (cutoff period 32 Sekunden) und 
die hrf als Tiefpassfilter eingesetzt.  
Zur Abbildung des zeitlichen Verlaufs der Aktivierung wurde eine neue, von Weis et al. 
(2001) entwickelte Methode eingesetzt. Das Interstimulusintervall wurde in Zeitfenster von 
jeweils einer Sekunde eingeteilt. Die interessierenden Effekte wurden für jeden einzelnen Pro-
banden modelliert, indem die hämodynamische Antwortfunktion für jedes Zeitfenster einzeln 
berechnet wurde. Damit ist es möglich, die Aktivierungen für jede Sekunde des Intervalls ein-
zeln darzustellen und damit den Zeitverlauf der einzelnen Aktivierungen zu verfolgen. Die 
Items der Homonym-Aufgabe wurden danach sortiert, ob sie korrekt gelöst worden waren 
(vgl. Kapitel 5.2.3). 
 
Die Gruppenanalyse wurde mit Hilfe eines Random-Effects-Modells in einem zweistufigen, 
hierarchischen Verfahren durchgeführt. Ein solches Modell schätzt die Fehlervarianz für jede 
der interessierenden Bedingungen über Personen anstatt über einzelne Scans und erlaubt da-
mit eine stärkere Verallgemeinerung auf die Population, aus der die Daten erhoben wurden. 
Im ersten Schritt werden die Kontraste für jeden Probanden und jeden interessierenden Effekt 
wie oben beschrieben berechnet. Im zweiten Schritt werden diese Kontraste mit Hilfe des All-
gemeinen Linearen Modells analysiert und voxelweise t-Statistiken berechnet. Je Proband und 
Effekt wird ein Bild erzeugt, für jedes dieser Bilder wird dann mit einem einseitigen t-Test 
der Effekt der gesamten Gruppe dargestellt. Abschließend werden die t-Statistiken zu 
Z-Werten normalisiert, und es werden signifikante Aktivierungscluster bestimmt (Poline et al. 
1997). 
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Im Gegensatz zur hier verwendeten Random-Effects-Analyse geht die interindividuelle Vari-
anz bei der Fixed-Effects-Analyse nicht in die Fehlervarianz ein. Alle Scans der einzelnen 
Versuchspersonen gehen als unabhängige Beobachtungen in die Analyse ein, entsprechend 
hoch ist die Zahl der Freiheitsgrade. Daher ist die Fixed-Effects-Analyse zwar wesentlich 
sensitiver und auch schon bei kleineren Gruppen anwendbar, sie schließt jedoch eine Genera-
lisierung über die untersuchte Stichprobe hinaus aus (Friston et al. 1999).  
Bei der Random-Effects-Analyse entspricht dagegen die Zahl der Freiheitsgrade der Anzahl 
der Probanden minus eins. Aus diesem Grund und weil die interindividuelle Varianz meist 
stärker ausgeprägt ist als die „scan-to-scan“-Varianz weist diese Methode eine geringere sta-
tistische Power auf. Wie viele Probanden benötigt werden, um die interindividuelle Varianz 
reliabel zu erfassen, wird zurzeit noch kontrovers diskutiert (vgl. Friston et al. 1999), es wird 
jedoch angenommen, dass eine Gruppengröße von 12-15 Personen ausreicht (mündliche 
Empfehlung, SPM99-Fortbildung, Hamburg, 2002). McGonigle et al. (2000) weisen jedoch 
darauf hin, dass die bei fMRT-Studien untersuchten Gruppen keineswegs repräsentativ seien. 
Meist handele es sich um gut ausgebildete, rechtshändige junge Männer. Ein weiteres 
Problem dieser Methode sei die Annahme normalverteilter Fehlervarianzen, die sich in ersten 
empirischen Untersuchungen nicht bestätigten. 
 
Es wurden nur einfache Kontraste, d.h. Haupteffekte, berechnet. Subtraktionen wurden nicht 
durchgeführt, da aufgrund der Analyse der einzelnen Sekunden des Interstimulusintervalls für 
jede Bedingung bereits 11 Kontraste vorliegen und es theoretisch schwer zu begründen wäre, 
welche Sekunde in einer Bedingung von welcher Sekunde in einer anderen abgezogen werden 
sollte. Im Einzelnen wurden die folgenden Kontraste berechnet: 
1. Lesen 
2. Gemeinsamkeiten finden 
3. Homonyme – gelöste Items 
4. Homonyme – ungelöste Items 
 
Als Signifikanzniveau wurde p ≤ .001 gewählt, als minimale Clustergröße k = 15 Voxel. 
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5.2 Ergebnisse 
Im folgenden Kapitel werden die Ergebnisse der Gruppenstudie dargestellt. Beschrieben wer-
den nur die Haupteffekte der einzelnen Bedingungen, aufgrund der Analyse des Zeitverlaufs 
wurden keine komplexen Kontraste gebildet (vgl. Kapitel 5.1.5.2). Zusätzlich wurde in einer 
Einzelfallanalyse überprüft, wie viele der Probanden die für die Gruppe signifikanten Aktivie-
rungen zeigen. Die Ergebnisse werden jeweils auf das 3D-SPM99-Template projiziert (vgl. 
Abbildung 5-4). 
 
 
rechte Hemisphäre linke Hemisphäre 
 
Abbildung 5-4: 3D-SPM99-Template 
 
5.2.1 Kontrollaufgabe: Lesen 
Beim Lesen finden sich in den ersten 5 Sekunden nach Stimuluspräsentation bilaterale Akti-
vierungen im G. occipitalis superior und medius (BA 18 und 19). Zusätzlich zeigen sich in 
den ersten 5 Sekunden Aktivierungen im linken G. lingualis (BA 18) und im rechten Cuneus 
(BA 18) sowie im jeweils vorderen Teil des linken und rechten G. parahippocampalis (BA 
27). 3-5 Sekunden nach Stimuluspräsentation kommen außerdem Aktivierungen im linken G. 
temporalis superior in der Nähe des Temporalpols (BA 38) sowie im linken Thalamus (Ncl. 
ventrolateralis und Ncl. dorsomedialis) hinzu. Die genauen Aktivierungsmaxima der jewei-
ligen Aktivierungen sind in Abbildung 5-5 und Tabelle 5-2 dargestellt. In der Einzelfall-
analyse aller 15 Probanden zeigt sich, dass die okzipitalen Aktivierungen bei allen bilateral zu 
beobachten sind. Die links temporale Aktivierung findet sich bei 8 Personen. 
5 Sekunden nach Stimulusbeginn sind in der Gruppenauswertung nur noch Aktivierungen im 
rechten Thalamus (im Pulvinar) und linken Hippocampus sowie jeweils im angrenzenden G. 
parahippocampalis (BA 27) zu sehen. Die Einzelfallanalyse zeigt jedoch nur bei 4 Probanden 
eine vergleichbare Abnahme der Aktivierungen. Bei den übrigen Probanden zeigen sich 
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hingegen nicht mehr die oben beschriebenen okzipitalen Aktivierungen, sondern unterschied-
liche Aktivierungen, von denen in der Gruppenauswertung keine die Signifikanzschwelle 
überschreitet. 
 
Nachdem die Stimuli von der Projektionsfläche verschwunden sind, zeigen sich ausgedehnte 
kortikale und subkortikale Aktivierungen. Diese umfassen frontal auf der linken Seite den G. 
frontalis superior, medius und medialis (BA 6, 9 und 11) und auf der rechten Seite die G. prä-
frontalis, G. frontalis superior, medius und inferior (BA 4, 6, 9, 11 und 47), temporal auf der 
linken Seite den G. temporalis transversus und den G. temporalis superior (BA 41, 42 und 22) 
und auf der rechten Seite den G. temporalis superior (BA 22), den rechten und linken L. 
parietalis inferior incl. G. supramarginalis (BA 40), den linken G. postcentralis (BA 2 und 3) 
und den rechten und linken G. cinguli (BA 24 und 31 links, BA 24 und 32 rechts) sowie das 
linke Claustrum.  
Alle 15 Probanden zeigen das oben dargestellte Muster – zunächst spezifische Aktivierungen, 
anschließend weit verbreitete, unspezifische Aktivierungen. Bei 14 Probanden zeigen sich die 
beschriebenen ausgedehnten Aktivierungen nach 5-7 Sekunden, bei einem erst nach 9 
Sekunden. Die Ergebnisse der Einzelfallanalyse sind in Tabelle 5-1 zusammengestellt.  
 
Tabelle 5-1: Ergebnisse der Einzelfallanalyse für die Bedingung „Lesen“ 
 
Aktivierungen 
okzipital Temporalpol 
Proband 
L R R 
spezifische Aktiv.
bis Sek. 
unspezifische Aktiv. 
ab Sek. 
1 x x x 5 6 
2 x x x 5 6 
3 x x − 6 9 
4 x x x 5 6 
5 x x − 6 7 
6 x x − 3 5 
7 x x x 6 7 
8 x x − 6 7 
9 x x − 4 7 
10 x x x 4 5 
11 x x x 4 5 
12 x x x 5 7 
13 x x − 6 7 
14 x x x 5 6 
15 x x − 3 4 
 
L = links; R = rechts; Sek. = Sekunde; x = aktiviert; − = nicht aktiviert 
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Tabelle 5-2: Signifikante Aktivierungsmaxima beim Lesen (SPM99, Random-Effects-Analyse, 
puncorr< .001; k=15; n=15) 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
GOs (19) L           15 4.85  -32  -88  23 
GOm (18) L 108 10.38  -32  -89  15 72 9.08  -32  -85  15      
GOm (18) R 142 8.03  28  -88  19 130 8.45  24  -89  12 54 6.49  28  -89  12 
GL (18) L 19 6.10  -8  -73  7           
GTs (38) L      21 5.43  -51  15  -14      
Gh (27) L 29 8.93  -20  -31  -2 31 8.73  -24  -31  -5 34 6.76 -28 -35 2 
Gh (27) R 42 9.16  16  -31  -2 55 8.20  20  -31  -2 42 7.44  20  -31  -2 
Th L      26 5.82  -8  -4  4 25 4.85  -4  -15  12 
 
Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
LPS (7) R           416 8.50  24  -49  32 
LPI (40) L      27 5.37  -44  -56  40      
Gsm (40) L           101 6.32  -55  -53  36 
Gsm (40) R      50 8.64  48  -53  36      
GTs (22) L           23 5.32  -40  -38  9 
GF (36) L      82 6.83  -28  -36  -12      
GPoC (2) L           31 6.35  -40  -18  23 
GPrC (6) R           20 7.00  28  -21  42 
GFs (9) R           79 7.33  20  36  20 
GFs (11) L      19 7.61  -32  46  -16 23 5.48  -32  46  -16 
GFm (6) L           22 5.00  -8  -9  56 
GFi (47) R           23 6.40  40  39  -5 
GC (31) L           37 5.89  -20  -33  38 
GC (24) L           26 5.51  -8  2  37 
GC (32) R      16 6.22  16  21  28      
Hi L 30 6.66  -28  -35  2           
Th R 30 5.50  20  -30  13           
Cl L           116 6.09  28  5  18 
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z kE T x y z 
LPI (40) L           15 5.49  -51  -64  40 
LPI (40) R           75 6.35  51  -56  43 
GPoC (3) L      26 7.00  -20  -35  72 15 5.08  -24  -32  64 
GTs (22) R      35 6.15  48  -8  0      
GTs (42) L           93 7.09  -63  -26  16 
GTT (41) L 309 8.08  -48  -19  1 264 9.29  -48  -19  1      
GPrC (4) R 25 6.69  16  -32  64 28 5.80  16  -32  64      
GPrC (4) R      17 6.14  20  -21  45 54 5.80  55  -10  37 
GFm (9) L      17 5.08  -28  25  32      
GFm (11) L 22 6.35  -28  47  -2           
GFm (11) R      24 5.45  32  50  -13      
GFi (47) R      19 6.31  -32  43  -2      
GFd (6) L      794 12.50  -4  -21  42 433 10.48  -4  -21  42 
GFd (9) M      400 7.86  0  48  20 116 8.08  0  47  16 
GC (31) L 1480 9.13  -20  -33  38           
GC (24) R           50 6.95  4  31  -5 
 
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
GTs (42) L 19 6.42  -63  -26  16      
GPrC (4) L      37 6.12  -51  -10  41 
GFs (6) L      24 5.84  -4  10  51 
GFd (6) L 55 6.16  -4  -21  45      
 
Cl = Claustrum; GC = G. cinguli; GF = G. fusiformis; GFd = G. frontalis medialis; GFi = G. frontalis inferior; GFm = G. frontalis 
medius; GFs = G. frontalis superior; Gh = G. parahippocampalis; GL = G. lingualis; GOm = G. occipitalis medius; GOs = G. 
occipitalis superior; GPoC = G. postcentralis; GPrC = G. präcentralis; Gsm = G. supramarginalis; GTs = G. temporalis superior; 
GTT = G. temporalis transversus; Hi = Hippocampus; LPI = L. parietalis inferior; LPS = L. parietalis superior; Th = Thalamus; L 
= links; R = rechts; M = mittelliniennah; kE = Clustergröße; T = T-Wert, x, y, z = Talairach-Koordinaten 
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Abbildung 5-5: Beim Lesen signifikant aktivierte Areale projiziert auf das standardisierte 3D-SPM99-
Template; SPM99; Random-Effects-Analyse; puncorr< .001; k=15; n=15, linke Hemisphäre lateral, medial, 
rechte Hemisphäre medial, lateral, Ansicht von oben 
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5.2.2  Konzeptuelle Assoziation: Gemeinsamkeiten Finden 
Bei der Suche nach einer Gemeinsamkeit zwischen den dargebotenen Stimuli lassen sich bei 
Betrachtung der ersten sechs Sekunden nach Stimulusdarbietung vorwiegend linksseitige 
Aktivierungen beobachten. Aktiviert sind hier der G. occipitalis medius und superior (BA 18 
und 19) und der hintere Teil des L. parietalis superior (BA 7). Ein großes Cluster von aktivier-
ten Voxeln erstreckt sich vom linken G. frontalis inferior (BA 44, 45 und 47) bis hinein in den 
angrenzenden vorderen Teil des G. temporalis superior (BA 38). Nach 5 Sekunden bleibt 
hiervon nur ein kleines temporales Cluster übrig. Zusätzlich finden sich in der linken Hemi-
sphäre Aktivierungen im vorderen Teil des G. cinguli (BA 32) und im angrenzenden G. 
frontalis medialis (BA 6 und 8), im hinteren Teil des G. parahippocampalis (BA 27), im 
Thalamus (Ncl. ventrolateralis) sowie im Ncl. lentiformis. Rechtshemisphärische Aktivierun-
gen finden sich zu diesem Zeitpunkt ausschließlich im G. occipitalis medius und angrenzen-
den Teilen des G. occipitalis superior (BA 18 und 19) sowie im Ncl. lentiformis.  
 
Nach 6 Sekunden verschwinden die oben beschriebenen Aktivierungen fast vollständig. Da-
nach lassen sich wie in der Bedingung „Lesen“ weit ausgedehnte bilaterale Aktivierungen in 
frontalen, parietalen und temporalen Regionen beobachten. Diese umfassen den linken und 
rechten inferioren Parietalkortex incl. G. angularis und G. supramarginalis (BA 39 und 40) 
und den linken Precuneus (BA 7 und 31), den rechten G. postcentralis (BA 1 und 2), den G. 
temporalis superior (BA 22, 42 beidseits) und medius (BA 21 rechts), den linken G. tem-
poralis transversus (BA 41), den G. frontalis superior (BA 6 links, BA 8 rechts, BA 9 beid-
seits) und medialis (BA 9 links), den rechten G. cinguli (BA 31 und 32) sowie das Claustrum 
rechts. Die genauen Aktivierungsmaxima sind in Abbildung 5-6 und Tabelle 5-3 dargestellt. 
In der Einzelfallanalyse zeigt sich, dass bei allen Probanden zu Beginn des Intervalls bilate-
rale okziptale Aktivierungen auftreten. Auch die Aktivierungen im Broca-Areal sowie oberen 
hinteren Parietalkortex finden sich bei jedem einzelnen Probanden. 13 Probanden zeigen cin-
guläre Aktivierungen. Bei allen 15 Probanden nehmen die okzipitalen, posterior parietalen 
und inferior frontalen Aktivierungen nach 4-6 Sekunden ab, und es zeigen sich die beschrie-
benen ausgedehnten bilateralen Aktivierungen (vgl. auch Tabelle 4-1). 
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Tabelle 5-3: Signifikante Aktivierungsmaxima bei der Suche nach einer Gemeinsamkeit zwischen beiden 
Stimuli (SPM99, Random-Effects-Analyse, puncorr< .001; k=15; n=15) 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
GL (17) L           16 4.38  -16  -77  11 
GOm (18) R 193 10.09  28  -88  19 144 12.95  24  -93  12 49 9.27  28  -93  12 
GOm (18) L 175 8.10  -32  -89  15 52 8.57  -28  -89  15 38 6.83  -32  -85  12 
LPS (7) L      79 6.38  -24  -59  55 21 5.05  -32  -72  44 
Gh (27) L 29 8.00  -20  -31  -2 23 7.78  -20  -31  -2      
GFd (6) L      128 10.73  -4  14  55      
GFd (8) L           54 7.10  -4  29  39 
GFi (45) L 216 7.17  -44  24  17      183 11.92  -55  20  21 
GFi (47) L      289 10.76  -55  27  -5      
GC (32) L 118 8.21  -8  25  36           
Th L      20 7.54  -12  -15  4      
NL L      37 6.52  -12  11  -4 66 7.50  -12  11  -4 
NL R           16 6.19  12  11  -7 
 
Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
Cu (18) L      17 6.85  -4  -88  27      
Cu (17) M 18 4.83  0  -81  11           
LPI (40) L           29 5.35  -55  -49  39 
Ga (39) R           23 6.12  51  -56  36 
GTs (42) R           50 7.67  51  -26  16 
GTs (22) L           158 7.43  -63  -11  8 
GTs (38) L 28 6.03  -48  11  -11           
GFs (9) L           22 5.98  -32  48  27 
NL L 35 8.90  -16  4  11 61 9.09  -16  4  11      
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z kE T x y z 
PCu (7) L      622 9.17  -8  -41  43 840 10.79  -12  -40  46 
LPI (40) R      601 8.69  55  -52  39 287 8.17  55  -22  27 
LPI (40) L 73 6.96  -55  -49  39 76 7.50  -59  -44  43      
Ga (39) L           45 6.75  -55  -60  36 
GPoC (1) L 272 8.98  -28  -28  64           
GPoC (2) R 425 9.19  55  -19  16           
GTs (22) R           22 4.72  51  -8  0 
GTs (42) L 373 7.50  -44  -12  -3           
GTs (22) L      475 9.93  -44  -27  -2 433 9.98  -44  -27  -2 
GTm (21) R 62 6.42  59  -58  3           
GFs (6) L 15 6.03  -12  -5  63 16 6.36  -12  -5  63      
GFs (8) R           634 8.62  12  44  35 
GFs (9) L 15 5.96  -28  48  27 38 6.10  -28  37  31      
GC (32) R 251 8.32  8  46  -6           
Cl R           42 6.10  32  8  7 
 
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
PCu (7) L 464 9.34  -12  -44  43      
PCu (31) L 28 5.52  -16  -57  25      
GTm (21) R 34 5.88  51  -5  -20      
GTT (41) L 15 6.07  -44  -19  12      
GFs (9) R 46 7.69  16  44  31      
GFd (9) L 228 8.73  -16  47  16      
GC (31) R      25 5.98  8  -53  21 
 
Cl = Claustrum; Cu = Cuneus; Ga = G. angularis; GC = G. cinguli; GFd = G. frontalis medialis; GFi = G. frontalis inferior; 
GFs = G. frontalis superior; Gh = G. parahippocampalis; GL = G. lingualis; GOm = G. occipitalis medius; GPoC = G. 
postcentralis; GTm = G. temporalis medius; GTs = G. temporalis superior; GTT = G. temporalis transversus; LPI = L. 
parietalis inferior; LPS = L. parietalis superior; NL = Ncl. lentiformis; PCu = Precuneus; Th = Thalamus; L = links; R = 
rechts; M = mittelliniennah; kE = Clustergröße; T = T-Wert, x, y, z = Talairach-Koordinaten 
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Abbildung 5-6: Bei der Suche nach einer Gemeinsamkeit zwischen beiden Stimuli signifikant aktivierte 
Areale projiziert auf das standardisierte 3D-SPM99-Template; SPM99; Random-Effects-Analyse; 
puncorr< .001; k=15; n=15, linke Hemisphäre lateral, medial, rechte Hemisphäre medial, lateral, Ansicht 
von oben 
 
 
Tabelle 5-4: Ergebnisse der Einzelfallanalyse für die Bedingung „Gemeinsamkeiten finden“ 
 
Aktivierungen Proband 
okzipital superior 
parietal 
inferior 
frontal 
cingulär 
 L R L L L/R 
spezif. 
Aktivier.  
bis Sek. 
unspezif. 
Aktivier. 
ab Sek. 
1 x x x x x 4 5 
2 x x x x x 5 6 
3 x x x x x 5 8 
4 x x x x x 6 7 
5 x x x x x 6 7 
6 x x x x x 4 6 
7 x x x x x 6 7 
8 x x x x x 5 7 
9 x x x x x 5 7 
10 x x x x − 7 10 
11 x x x x x 4 6 
12 x x x x x 4 7 
13 x x x x x 6 7 
14 x x x x − 5 6 
15 x x x x x 5 6 
 
L = links; R = rechts; Sek. = Sekunde; x = aktiviert; − = nicht aktiviert 
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5.2.3  Wortformverarbeitung: Homonyme Finden 
Bei der Betrachtung der Homonym-Aufgabe interessierte vor allem der Kontrast zwischen 
korrekt gelösten und ungelösten Aufgaben. Daher wurden die einzelnen Aufgaben jedes ein-
zelnen Probanden nach dessen Angaben bei der Nachbefragung (vgl. Kapitel 5.1.3.3) in ge-
löste und ungelöste Items aufgeteilt, und diese beiden Untergruppen wurden separat ausge-
wertet. Die Ergebnisse sind in Tabelle 5-5 und Abbildung 5-7 dargestellt. 
Es wurden durchschnittlich 20,5 der 42 Items richtig gelöst (Range: 12-29). Von den 14 
Items, die nach dem Vortest als leicht eingestuft worden waren, wurden im Mittel 11,7 gelöst 
(Range: 8-14) und damit signifikant mehr als von den als mittel oder schwer eingestuften 
(Wilcoxon-Test, p< .001, einseitig). Von den Items, die als mittelgradig eingestuft worden 
waren, wurden im Durchschnitt 5,5 gelöst (Range: 1-11), von den als schwer eingestuften 
Items 3,6 (Range: 2-7). Auch diese beiden Itemgruppen unterscheiden sich signifikant (Wil-
coxon-Test, p< .002, einseitig). Damit ließen sich in der fMRT-Untersuchung die Ergebnisse 
des Vortests auf der Verhaltensebene replizieren. Entgegen der in Kapitel 3.5 modelltheore-
tisch begründeten Erwartung waren die Polyseme nicht leichter zu finden als die Homonyme 
(Polyseme durchschnittlich von 7,3; Homonyme durchschnittlich von 7,5 Probanden gelöst). 
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Abbildung 5-7: Anzahl der korrekt gelösten Items in der Homonymaufgabe 
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Tabelle 5-5: Anzahl der korrekt gelösten Items in der Homonymaufgabe 
 
Proband Kategorie Summe
 leicht mittel schwer  
1 9 1 2 12 
2 12 6 3 21 
3 12 5 4 21 
4 12 8 4 24 
5 11 8 7 26 
6 12 5 3 20 
7 14 5 2 21 
8 11 5 2 18 
9 13 8 6 27 
10 10 3 2 15 
11 12 5 4 21 
12 14 11 4 29 
13 9 2 4 15 
14 8 4 2 14 
15 12 6 5 23 
Mittelwert 11,4 5,5 3,6 20,5 
Standardabweichung 1,8 2,6 1,5 5,0 
 
Im Folgenden soll nun zuerst auf die Aktivierungen eingegangen werden, die beobachtet wur-
den, wenn die Probanden keine Lösung fanden, bevor die Ergebnisse der korrekt gelösten 
Items dargestellt werden. 
 
5.2.3.1 Ungelöste Homonyme 
Betrachtet man nur die nicht gelösten Items der Homonym-Aufgabe, so lassen sich zu Beginn 
vor allem bilaterale okzipitale Aktivierungen beobachten, die sich vom G. occipitalis medius 
in den G. occipitalis superior und den Cuneus erstrecken (BA 18 und 19) und bis 4 Sekunden 
nach Stimuluspräsentation anhalten. Von Beginn an lassen sich außerdem Aktivierungen im 
G. frontalis inferior (Broca-Areal, BA 44, 45 links, BA 47 rechts), im rechten und linken obe-
ren Parietalkortex (L. parietalis superior und Precuneus, BA 7 und 31), im linken G. frontalis 
medius (BA 8), in der linken Inselrinde (BA 13), im rechten und linken G. cinguli (BA 32) 
und in subkortikalen Gebieten (Thalamus (Pulvinar rechts; Ncl. ventrolateralis links), Ncl. 
caudatus links, Ncl. lentiformis links) beobachten. Zusätzlich zeigt sich ab der 7. Sekunde in 
der linken Hemisphäre ein ausgedehntes Aktivierungscluster, das sich vom oberen hinteren 
Teil des G. temporalis superior (Wernicke-Areal) in den mittleren Temporalkortex sowie in 
den Inselkortex und in subkortikale Areale erstreckt. Neben der bis zur 9. Sekunde 
anhaltenden Aktivierung im Broca-Areal lassen sich im Frontallappen weitere Aktivierungen 
im G. frontalis superior, medius und medialis (BA 6, 8, 9, 10 und 11) beobachten. 
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In der rechten Hemisphäre kommen ab der 6. Sekunde Aktivierungen im hinteren Teil des G. 
temporalis medius und superior (BA 21 und 22), ab der 7. im G. postcentralis (BA 2 und 43) 
und im vorderen frontalen Kortex (G. frontalis superior, medius und medialis, BA 8, 9, 10 
und 11), ab der 9. Sekunde im Inselkortex (BA 13) und ab der 10. Sekunde im G. präcentralis 
(BA 4) hinzu. Eine genaue Darstellung der einzelnen Aktivierungen findet sich in Abbildung 
5-8 und in Tabelle 5-7. 
Eine Aktivierung des Broca-Areals findet sich in der Einzelfallanalyse für alle Probanden, bei 
zwei Probanden jedoch erst nach 6 Sekunden. Zusätzliche frontale Aktivierungen treten bei 
allen 15 Probanden in beiden Hemisphären auf. Die frühen okzipitalen und posterior parieta-
len sowie die cingulären Aktivierungen finden sich ebenfalls bei allen Personen, die tempora-
len bei 12 Probanden in der rechten und bei 15 in der linken Hemisphäre, bei jeweils zwei 
Probanden jedoch deutlich schwächer ausgeprägt (vgl. Tabelle 5-6). 
 
Tabelle 5-6: Ergebnisse der Einzelfallanalyse für die Bedingung „Ungelöste Homonyme“ 
 
Aktivierungen 
okzipital parietal 
(LPS/PCu) 
Broca-
Areal 
frontal temporal cingulär 
Proband 
L R L R L L R L R L/R 
1 x x x x x x x x x x 
2 x x x x x x x (x) (x) x 
3 x x x x x x x x x x 
4 x x x x x x x x x x 
5 x x x x x x x x x x 
6 x x x x x x x x x x 
7 x x x x x x x x x x 
8 x x x x x x x (x) − x 
9 x x x x x x x x x x 
10 x x x x x x x x − x 
11 x x x x x x x x x x 
12 x x x x x x x x − x 
13 x x x x x x x x x x 
14 x x x x x x x x x x 
15 x x x x x x x x (x) x 
 
L = links; R = rechts; LPS = L. parietalis superior; PCu = Precuneus; x = aktiviert; 
(x) = schwach aktiviert; − = nicht aktiviert 
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Tabelle 5-7: Signifikante Aktivierungsmaxima bei der erfolglosen Suche nach einem passenden Homonym 
(SPM99, Random-Effects-Analyse, puncorr< .001; k=15; n=15) 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
GOs (19) R 79 6.11  20  -93  12 36 6.48  24  -80  26      
GOm (18) L 51 5.21  -28  -85  15 59 5.98  -28  -81  11 19 5.79  -20  -85  12 
GOm (18) R           18 6.28  24  -77  11 
LPS (7) L 54 6.50  -24  -60  44 54 5.24  -24  -52  43      
LPS (7) R 16 5.70  24  -56  40           
GFm (8) L      32 6.56  -36  9  33      
GFi (44) L 16 5.41  -40  2  33      27 5.65  -40  9  29 
GFi (45) L 69 6.30  -51  31  6           
GFi (47) R 16 5.95  28  27  -8 33 5.75  28  23  -8 33 5.72  28  27  -5 
Ins (13) L      186 9.67  -36  20  10 136 8.80  -36  20  10 
GC (32) L 17 5.97  -8  25  39 31 6.89  -8  21  39 33 5.85  -8  21  39 
GC (32) R      16 5.27  12  14  40 17 6.29  12  17  36 
Th  L      24 5.43  -20  -15  12      
Th R 27 5.99  16  -31  2           
NC L      34 7.43  -12  5  15      
 
Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
GPoC (43) R           28 6.07  48  -11  15 
GTs (22) R      18 5.30  51  -23  1 184 7.43  44  -23  5 
GTs (42) L           472 7.96  -44  -30  16 
GFs (8) R           16 5.98  16  26  50 
GFm (10) L           62 7.29  -36  51  12 
GFm (9) R           42 6.67  28  36  20 
GFi (44) L 17 4.93  -40  9  29           
GFi (47) L 124 6.07  -44  15  -4      20 4.82  -44  42  -9 
GFi (47) R 39 5.47  28  27  -5 42 6.41  32  7  -7      
GFd (8) L 30 5.56  -8  22  47 18 5.15  -8  18  47      
Ins (13) L      95 6.19  -40  16  -1      
GC (32) R 39 6.07  12  17  36 41 6.36  8  25  28 51 5.90  8  25  28 
NL L      32 5.93  -24  -11  12      
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z kE T x y z 
GPoC (2) R      33 8.29  16  -40  57 16 7.25  16  -40  57 
GTs (22) L 891 9.64  -48  -38  17 838 8.87  -48  -38  17 135 6.55  -48  -34  13 
GTs (22) R 344 9.71  44  -23  1           
GPrC (4) R           59 6.09  32  -17  52 
GFs (6) L           253 8.44  -8  7  55 
GFs (8) R      31 5.61  20  22  50      
GFm (9) L           40 5.17  -36  36  24 
GFm (10) R 209 9.13  28  40  20 144 7.17  28  51  1 32 6.71  28  51  1 
GFm (11) L           28 6.18  -36  46  -12 
GFi (45) R           28 4.95  44  20  3 
Ins (13) L      16 5.27  -40  12  7      
Ins (13) R      381 6.71  40  -19  1 88 6.33  40  -19  5 
GC (24) M      19 5.40  0  27  -1      
GC (32) L 23 7.28  -4  27  -1           
 
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
GTs (22) L 37 5.56  -55  -35  9      
GFm (6) L 19 5.67  -44  2  44      
GFm (11) L 15 5.68  -36  46  -12      
GFi (44) L      43 8.10  -40  6  33 
GFd (6) L      15 5.14  -4  11  55 
GC (32) R 69 6.45  4  22  43 29 6.98  4  21  39 
 
GC = G. cinguli; GFd = G. frontalis medialis; GFi = G. frontalis inferior; GFm = G. frontalis medius; GFs = G. frontalis 
superior; GOm = G. occipitalis medius; GOs = G. occipitalis superior; GpoC = G. postcentralis; GPrC = G. präcentralis; GTs 
= G. temporalis superior; Ins = Insula; LPS = L. parietalis superior; NC = Ncl. caudatus; NL = Ncl. lentiformis; Th = 
Thalamus; L = links; R = rechts; M = mittelliniennah; kE = Clustergröße; T = T-Wert, x, y, z = Talairach-Koordinaten 
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Abbildung 5-8: Bei der erfolglosen Suche nach einem passenden Homonym signifikant aktivierte Areale 
projiziert auf das standardisierte 3D-SPM99-Template; SPM99; Random-Effects-Analyse; puncorr< .001; 
k=15; n=15, linke Hemisphäre lateral, medial, rechte Hemisphäre medial, lateral, Ansicht von oben 
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5.2.3.2 Gelöste Homonyme 
Bei Betrachtung der korrekt gelösten Items der Homonym-Aufgabe zeigt sich zu Beginn ein 
ähnliches Aktivierungsmuster wie im vorhergehenden Kapitel für die ungelösten Items be-
schrieben wurde. So lassen sich Aktivierungen im linken L. parietalis superior (BA 7) und im 
linken G. frontalis inferior (BA 47) beobachten. Ab der 4. Sekunde ändert sich dieses Muster 
jedoch, und es zeigt sich im Unterschied zu den ungelösten Items eine Aktivierung im linken 
– und ab der 6. Sekunde auch im rechten – L. parietalis inferior, die jeweils bis zur 9. Sekunde 
anhält. In beiden Hemisphären ist zuerst nur eine kleine Region um den G. supramarginalis 
aktiviert, die zunehmend größer wird und sich im Verlauf über einen großen Teil des L. 
parietalis inferior incl. G. supramarginalis (BA 40) und G. angularis (BA 39) bis in den an-
grenzenden Teil des G. temporalis superior (BA 22) erstreckt. 
7-9 Sekunden nach Stimuluspräsentation zeigt sich zusätzlich eine bilaterale Aktivierung im 
G. cinguli (BA 24 links, BA 31 beidseits) sowie im angrenzenden Precuneues (BA 7/31). 6 
bis 9 Sekunden nach Stimuluspräsentation findet sich auf beiden Seiten eine Aktivierung im 
hinteren Bereich des G. temporalis medius (BA 21). Außerdem zeigen sich ausgedehnte 
frontale Aktivierungen, die ab der 6. Sekunde auftreten. Aktiviert sind hier der rechte G. 
frontalis superior (BA 9), der vordere Teil des rechten G. frontalis medius (BA 10), des linken 
G. frontalis superior (BA 10 und 11) und des linken und rechten G. frontalis medialis (BA 10) 
sowie in den letzten beiden Sekunden des Interstimulusintervalls auch der hintere Teil des 
rechten G. orbitalis (BA 11) und der vordere Anteil des rechten G. frontalis inferior (BA 47). 
Subkortikale Aktivierungen finden sich im Thalamus (Pulvinar links, Ncl. ventralis anterior), 
im rechten Claustrum sowie im rechten und linken Ncl. lentiformis. 
Eine Einzelfallanalyse der 15 Probanden zeigt, dass die Aktivierung des linken und rechten L. 
parietalis inferior zwar unterschiedlich lang anhält, jedoch bei allen Probanden gleichermaßen 
auftritt. Auch die frontalen und cingulären Aktivierungen finden sich bei allen Probanden. 
Temporale Aktivierungen zeigen 13 Probanden bilateral, ein weiterer nur auf der rechten Sei-
te. Die frühe Aktivierung des superioren Parietalkortex findet sich bei 12 Probanden, nur bei 
10 die inferior frontale. 2 Probanden zeigen weder die eine noch die andere Aktivierung. Ein 
Vergleich der gelösten und ungelösten Items zeigt bei 3 Probanden keinen Unterschied in den 
Aktivierungen, bei 12 Probanden unterscheiden sich die Aktivierungsmuster deutlich, davon 
bei 2 bereits zu Beginn des Interstimulusintervalls, bei 7 weiteren ab der 4.-5. Sekunde, bei 
den restlichen 3 erst ab der 6.-7. Sekunde, meistens zeitgleich mit dem Auftreten der inferior 
parietalen Aktivierung. 
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Tabelle 5-8: Aktivierungsmaxima beim korrekten Lösen der Homonym-Aufgabe (SPM99, Random-
Effects-Analyse, puncorr< .001; k=15; n=15) 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
LPS (7) L 20 5.94  -28  -56  43           
LPI (40) L           30 5.16  -44  -49  36 
GFi (47) L 51 6.87  -51  19  -8 89 7.48  -51  19  -8 58 5.59  -51  19  -8 
GFd (6) L 21 6.40  -4  29  35 23 6.33  -4  29  35 35 6.65  0  37  39 
Th L 26 5.70  -4  -23  9           
Th R      47 5.81  4  -4  4 17 5.82  4  -4  4 
 
Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
LPI (40) L 119 6.68  -44  -49  36 166 8.55  -59  -49  39 180 8.65  -59  -49  39 
LPI (40) R      148 5.65  63  -42  24 225 6.95  55  -52  39 
GTs (22) L           15 5.81  -59  -4  4 
GTs (38) L 44 7.44  -44  15  -11 20 6.25  -48  11  -11      
GTs (38) R 44 6.53  51  15  -7 43 8.19  55  15  -7 38 7.71  55  15  -7 
GTm (21) R      23 7.28  59  -35  -2 20 6.55  59  -47  -4 
GFs (8) L      38 5.83  -12  33  46 22 5.47  -16  33  46 
GFs (10) L      66 8.01  -24  56  23      
GFm (9) R      30 5.57  44  21  36      
GFm (10) L           95 7.38  -24  59  19 
GFm (10) R      67 7.38  44  50  -3 97 8.19  44  47  -2 
GFm (11) L           21 5.89  -32  46  -16 
GFd (8) L 89 6.30  0  37  35           
GFd (10) L      316 8.15  -8  55  12 545 7.65  -4  55  12 
Ins (13) L           22 5.40  -40  -11  4 
GC (31) M           350 8.36  0  -21  38 
GC (24) L      173 7.26  -4  -6  33      
Cl  R           28 5.34  36  -12  -6 
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z kE T x y z 
LPI (40) L 144 7.34  -59  -49  39 71 5.40  -55  -60  36      
LPI (40) R 204 6.53  55  -52  39 104 6.63  44  -68  40      
GTs (22) L 72 6.62  -59  -4  4           
GTs (22) L 19 4.88  -48  -23  5           
GTs (22) R 22 4.96  55  -23  5 40 5.34  59  -15  8 32 5.32  55  -19  5 
GTs (38) R 22 5.01  48  15  -11           
GTm (21) L      69 6.54  -59  -0  -3      
GTm (21) R 22 6.76  63  -35  -2           
GFs (9) R           19 4.67  24  44  35 
GFs (11) L 19 6.40  -32  46  -16           
GFm (9) L           19 5.34  -28  29  32 
GFm (10) L 95 8.66  -24  59  19 80 8.08  -24  59  19      
GFm (10) R 115 7.65  44  47  -2 97 6.31  44  47  -2 28 5.15  44  47  -2 
GFd (10) L 557 7.30  -4  58  -3 399 6.47  -4  54  -3 67 5.84  -4  54  -6 
GC (31) M 453 8.23  0  -37  42 379 7.17  0  -22  34      
GC (24) L           199 6.40  -4  -10  30 
NL  R 32 5.68  24  -8  0 22 5.74  28  -16  -6      
 
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
PCu (7) R 16 5.15  4  -44  46      
GFi (47) R      21 6.46  16  19  -18 
GO (11) R 22 5.19  8  50  -19      
NL  L      40 6.88  -12  11  -4 
 
Cl = Claustrum; GC = G. cinguli; GFd = G. frontalis medialis; GFi = G. frontalis inferior; GFm = G. frontalis medius; GFs = 
G. frontalis superior; GO = G. orbitalis; GTm = G. temporalis medius; GTs = G. temporalis superior; Ins = Insula; LPI = L. 
parietalis inferior; LPS = L. parietalis superior; NL = Ncl. lentiformis; PCu = Precuneus; Th = Thalamus; L = links; R = 
rechts; M = mittelliniennah; kE = Clustergröße; T = T-Wert, x, y, z = Talairach-Koordinaten 
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Abbildung 5-9: Beim korrekten Lösen der Homonym-Aufgabe signifikant aktivierte Areale projiziert auf 
das standardisierte 3D-SPM99-Template; SPM99; Random-Effects-Analyse; puncorr< .001; k=15; n=15, 
linke Hemisphäre lateral, medial, rechte Hemisphäre medial, lateral, Ansicht von oben 
 
 
Tabelle 5-9: Ergebnisse der Einzelfallanalyse für die Bedingung „Gelöste Homonyme“ 
 
Aktivierungen 
LPS inf. 
front. 
LPI temporal frontal cing. 
Proband 
L L L R L R L R L/R 
gleiches 
Muster  
bei gel./ 
ungel. 
unterschiedl. 
Muster bei 
gel./ ungel. 
ab Sek. 
1 − x x x − − x x x x  
2 − − x x x x x x x  2 
3 x x x x x x x x x x  
4 x x x x x x x x x  4 
5 x x x x x x x x x  5 
6 x − x x x x x x x  4 
7 x x x x x x x x x x  
8 − − x x x x x x x  2 
9 x x x x x x x x x  5 
10 x x x x − − x x x  6 
11 x x x x x x x x x  5 
12 x − x x x x x x x  7 
13 x − x x x x x x x  7 
14 x x x x x x x x x  5 
15 x x x x x x x x x  5 
 
L = links; R = rechts; inf. front. = inferior frontal, LPS = L. parietalis superior; cing. = cingulär; gel. = gelöste 
Homonyme; ungel. = ungelöste Homonyme; Sek. = Sekunde; x = aktiviert bzw. vorhanden; − = nicht aktiviert 
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5.3  Diskussion 
Das Ziel der vorliegenden Gruppenstudie war die Trennung zwischen Konzept- und Wort-
formverarbeitung. Zu diesem Zweck wurde eine Aufgabe verwendet, in der es darum ging, 
ein Homonym zu finden, da hierzu in jedem Fall der Zugriff auf eine explizite Wortform not-
wendig ist. Dem gegenübergestellt wurde eine Aufgabe zum Finden einer Gemeinsamkeit, in 
der zwar konzeptuelles Verarbeiten, nicht aber die Auswahl einer bestimmten Wortform not-
wendig war. Insbesondere interessierte der Unterschied zwischen gelösten und ungelösten 
Items der Homonym-Aufgabe. Im Folgenden werden zunächst die Aktivierungen, die mit 
dem Lesen der Wörter und mit dem Finden einer Gemeinsamkeit verbunden sind, diskutiert, 
im Anschluss diejenigen, die beim – erfolgreichen oder nicht geglückten – Lösen der Homo-
nym-Aufgabe auftreten. Abschließend wird auf diejenigen Aktivierungen eingegangen, die 
nicht aufgabenspezifisch sind und erst nach Bearbeitung der eigentlichen Aufgabe auftraten. 
 
5.3.1 Lesen und Gemeinsamkeiten Finden 
Zur Veranschaulichung des Zeitverlaufs der Aktivierungen sind in Tabelle 5-10 und Tabelle 
5-11 die wichtigsten Ergebnisse für die Bedingungen Lesen und Gemeinsamkeiten finden 
noch einmal zusammengestellt. Dabei werden jeweils nur die ersten fünf Sekunden berück-
sichtigt (das entspricht in etwa der Dauer der visuellen Stimuluspräsentation), da, wie später 
noch ausführlicher begründet wird, davon ausgegangen werden kann, dass die später auftre-
tenden Aktivierungen nicht mehr im Zusammenhang mit den eigentlichen Aufgaben stehen. 
 
Tabelle 5-10: Beim Lesen während der ersten fünf Sekunden signifikant aktivierte Regionen 
Region / Sekunde    
 2 3 4 5 
     
L 
     
     Okzipital (BA 18, 19) 
R 
     
     
Temporalpol (BA 38) L 
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Tabelle 5-11: Bei der Suche nach einer Gemeinsamkeit während der ersten fünf Sekunden signifikant 
aktivierte Regionen  
Region / Sekunde    2 3 4 5 
     
L 
     
    
Okzipital (BA 17, 18, 19) 
R 
 
    
     
Superior parietal (BA 7) L 
     
     
Frontal (BA 6, 8) L 
     
    
Inferior frontal (BA 44, 45, 47) L 
 
    
     
L 
     
     G. cinguli (BA 32) 
R 
     
 
 
Die Analyse der ersten Sekunden jedes Interstimulusintervalls zeigt für das Lesen wie erwar-
tet Aktivierung in okzipitalen Arealen (vgl. u.a. Petersen et al. 1988, Price et al. 1994, 
Bookheimer et al. 1995, Frith et al. 1995, Beauregard et al. 1997). Frith et al. (1995) und 
Beauregard et al. (1997) nehmen an, dass hier die visuell-perzeptive Wortanalyse lokalisiert 
ist. Dies reicht als Erklärung für die okzipitalen Aktivierungen in der vorliegenden Studie 
nicht aus, da die Aktivierungen etwa 5 Sekunden anhalten, deutlich mehr Zeit als für die reine 
Wortanalyse benötigt wird. Vandenberghe et al. (1996) nehmen an, dass Teile des Okzipital-
kortex zum semantischen Netzwerk gehören. Sie fanden in einer semantischen Kategori-
sierungsaufgabe Aktivierungen im linken G. occipitalis superior, unabhängig davon, ob den 
Probanden Bilder oder Wörter präsentiert wurden. Da beim lexikalischen Verarbeiten von 
Wörtern immer auch Semantik mitaktiviert wird (vgl. hierzu auch Kapitel 4.1.1), scheint es 
plausibel, anzunehmen, dass diese Aktivierungen semantische Verarbeitung widerspiegeln. 
Auch die Aktivierung in der Nähe des linken Temporalpols kann im Zusammenhang mit 
lexikalisch-semantischer Verarbeitung interpretiert werden. Aktivierungen im Temporalpol 
(BA 38) fanden sich z.B. beim lauten Lesen (bilateral bei Brunswick et al. 1999, links bei 
Price et al. 1994). Price et al. (1997) fanden eine Aktivierung im linken Temporalpol bei einer 
semantischen Entscheidungsaufgabe. 
Eine Aktivierung im G. fusiformis im von Dehaene et al. (2002) postulierten visuellen Wort-
form-Areal findet sich in der Bedingung „Lesen“ nicht. Es zeigen sich zwar bilaterale basal 
temporale Aktivierungen, die jedoch im G. parahippocampalis und damit wesentlich weiter 
vorn und weiter medial liegen als in den in Kapitel 4.1.1.2 dargestellten Studien. 
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Bei der Suche nach einer Gemeinsamkeit sind zusätzlich das Broca-Areal (BA 44, 45) und 
der angrenzende Teil der BA 47 sowie der posterior parietale Kortex (BA 7) aktiviert. Auch 
diese Regionen werden allgemein zum semantischen Netzwerk gerechnet (vgl. Kapitel 
4.1.1.3). Mehrere Autoren nehmen an, dass im G. frontalis inferior, insbesondere in BA 47, 
exekutive Aspekte der semantischen Verarbeitung repräsentiert sind, die beispielsweise für 
den Vergleich zwischen zwei Konzepten benötigt werden (vgl. u.a. Bookheimer 2002, Fiez 
1997), wie es bei semantischen Kategorisierungsaufgaben und auch in der Gemeinsamkeiten-
Aufgabe dieser Arbeit der Fall ist.  
Dem vorderen Teil des G. frontalis inferior (BA 44, 45) dagegen wird eher phonologische 
Verarbeitung zugeschrieben (vgl. Kapitel 4.1.1.1). Levelt & Indefrey (2000) kommen nach 
einer Meta-Analyse von 35 Studien zur Einzelwortverarbeitung zu dem Schluss, dass im hin-
teren Teil des G. frontalis inferior die post-lexikalische phonologische Enkodierung stattfin-
det. Binder & Price (2001) weisen darauf hin, dass sich Aktivierungen sowohl in dieser Re-
gion als auch im G. supramarginalis besonders bei solchen Aufgaben finden, die das Bereit-
halten und Bearbeiten phonologischer Information verlangen, z.B. phonologische Segmen-
tierung, oder die auf das verbale Kurzzeitgedächtnis zurückgreifen. 
Bookheimer et al. (1995) fanden beim leisen im Vergleich zum lauten Lesen eine stärkere Ak-
tivierung des G. frontalis inferior. Die Autoren führen dies jedoch nicht auf phonologische, 
sondern auf semantische Verarbeitungsprozesse zurück, da derselbe Vergleich auch im Tem-
porallappen erhöhte Aktivierung zeigte. Sie nehmen daher an, dass beim leisen Lesen mehr 
semantische Verarbeitung stattfindet. Auch in der vorliegenden Studie lag der Schwerpunkt 
der Aufgabe, eine Gemeinsamkeit zu finden, auf semantischer Verarbeitung. Es ist daher an-
zunehmen, dass die ausgedehnten links inferior frontalen Aktivierungen ebenfalls im Zusam-
menhang mit dem Zugriff auf semantische Konzepte sowie dem Vergleich der beiden Kon-
zepte stehen. 
Die Gemeinsamkeiten-Aufgabe unterscheidet sich vom Lesen jedoch zusätzlich dadurch, dass 
eine Antwort gefunden und damit eine Entscheidung getroffen werden muss. Dies spiegelt 
sich in der Aktivierung des vorderen cingulären Kortex wider, die beim Lesen während der 
ersten fünf Sekunden nicht gefunden wurde. 
 
Sowohl beim Lesen als auch beim konzeptuellen Assoziieren lassen die aufgabenspezifischen 
Aktivierungen nach wenigen Sekunden nach. Die ausgedehnten Aktivierungen, die danach zu 
beobachten sind, lassen sich nicht mehr auf die Bearbeitung der Aufgabe zurückführen. Die-
ser Punkt wird in Kapitel 5.3.3 noch einmal aufgegriffen. 
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5.3.2 Gelöste vs. ungelöste Homonyme 
Bei Betrachtung der Aktivierungen für gelöste und ungelöste Items der Homonym-Aufgabe 
zeigt sich ein jeweils unterschiedliches Bild. In Tabelle 5-12 und Tabelle 5-13 sind die wich-
tigsten Ergebnisse aus Kapitel 5.2.3 noch einmal zusammengefasst, um den Zeitverlauf der 
Aktivierungen zu verdeutlichen. 
 
Tabelle 5-12: Bei der erfolglosen Suche nach einem passenden Homonym signifikant aktivierte Regionen 
Region / Sekunde     2 3 4 5 6 7 8 9 10 11 12 
            
L 
 
            
             Okzipital (BA 17, 19) 
R 
             
            
L 
 
            
             Superior parietal (BA 7) 
R 
             
             
Inferior frontal (BA 44, 45, 47) L 
             
            
Frontal (BA 8, 9, 10, 11) L 
 
            
             
Cingulär (BA 24, 32) M 
             
            
L 
 
            
             Temporal (BA 21, 22, 42) 
R 
             
 
Tabelle 5-13: Beim korrekten Lösen der Homonym-Aufgabe signifikant aktivierte Regionen 
Region / Sekunde     2 3 4 5 6 7 8 9 10 11 12 
             
Inferior frontal (BA 47) L 
             
             
Superior parietal (BA 7) L 
             
            
L 
 
            
             Inferior parietal (BA 39, 40) 
R 
             
             
L 
             
            
Temporal (BA 21, 22) 
R 
 
            
             
L 
             
             Frontal (BA 8, 9, 10, 11) 
R 
             
            
Cingulär M 
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Zu Beginn aller drei Bedingungen – Gemeinsamkeiten finden, ungelöste und gelöste Homo-
nyme – zeigen sich vergleichbare linkshemisphärische inferior frontale und superior parietale 
Aktivierungen, die im Zusammenhang mit semantischer Suche stehen. Ausschließlich bei den 
korrekt gelösten Homonymen zeigen sich zusätzlich bilaterale inferior parietale Aktivierun-
gen um den G. supramarginalis und den G. angularis herum. Dies spiegelt den unvermeidba-
ren Zugriff auf explizite Wortformen des mentalen Lexikons wider, ohne den die Aufgabe 
nicht zu lösen ist. Diese Vermutung wird zusätzlich durch die Ergebnisse für die ungelösten 
Homonyme bestätigt. Die Erwartung, dass das Finden eines Homonyms auf anderen kortika-
len Strukturen beruht als das Finden einer Gemeinsamkeit, hat sich damit bestätigt.  
 
In der Literatur werden Aktivierungen im linken L. parietalis inferior vor allem für phonologi-
sche Prozesse berichtet (Simon et al. 2002, Zahn et al. 2000, Moore & Price 1999a, Fujimaki 
1999, Brunswick et al. 1999, Price et al. 1997, vgl. auch Kapitel 4.1.1.1). Auch in Läsionsstu-
dien zeigten sich Beeinträchtigungen bei phonologischen Prozessen nach Läsionen im linken 
hinteren G. supramarginalis und dem angrenzenden parietalen Operculum (Caplan et al. 1995, 
Damasio & Damasio 1980, Geschwind 1965). Moore & Price (1999a) bringen Aktivierungen 
im linken L. parietalis inferior sowie im angrenzenden Teil des G. temporalis superior mit 
Graphem-Phonem-Konvertierung in Zusammenhang, die beim Lesen von Pseudowörtern eine 
wichtige Rolle spielt. Auch Rumsey et al. (1997) und Price et al. (1996a) berichten erhöhte 
inferior parietale Aktivierungen für Pseudowörter im Vergleich zu Realwörtern. Fujimaki et 
al. (1999) fanden in dieser Region vor allem dann Aktivierungen, wenn anhand visuell prä-
sentierter japanischer Katakana-Zeichen eine phonologische Entscheidung getroffen werden 
sollte. Diese lässt sich nicht allein visuell treffen, sondern der betreffenden Silbe muss die 
phonologische Form zugeordnet werden. Möglicherweise spielt diese Region eine wichtige 
Rolle für die Integration phonologischer und orthographischer Informationen. 
In der Homonym-Aufgabe werden sowohl phonologische als auch orthographische Fähigkei-
ten verlangt, da die Probanden angewiesen werden, zu den präsentierten Stimuli zwei Wort-
formen zu finden, die sowohl in ihrer Aussprache als auch in ihrer Schreibung übereinstim-
men. In einer Nachbefragung berichteten viele Probanden, die Suche nach dem Homonym mit 
einer semantischen Suche zu einem der beiden Stimuli begonnen zu haben und jedes Wort 
daraufhin überprüft zu haben, ob es zu dem anderen Stimulus passe. Manche Probanden be-
richteten, einfach mit dem ersten der beiden Stimuli begonnen zu haben, andere mit dem, des-
sen enge semantische Umgebung ihnen auf Anhieb kleiner erschien. Ergab diese erste Suche 
keine Lösung, wurde sie entsprechend mit dem zweiten Stimulus fortgesetzt. Möglicherweise 
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macht die Überprüfung jeder Wortform auf eine phonologische und orthographische Entspre-
chung den entscheidenden Unterschied zwischen gelösten und ungelösten Homonymen aus. 
Und möglicherweise schlägt sich dieser in der unterschiedlichen Aktivierung inferior 
parietaler Regionen nieder. 
 
Binder et al. (1997) nehmen an, dass es sich beim G. supramarginalis um einen Kurzzeitspei-
cher für auditive Informationen handelt (vgl. auch Paulesu et al. 1993, Caramazza et al. 1981, 
Warrington et al. 1971), wobei links vorwiegend sprachliche, rechts dagegen nicht-sprach-
liche Informationen gespeichtert werden (Zatorre et al. 1994, Zatorre & Samson 1991). 
Binder & Price (2001) nehmen, wie bereits erwähnt, an, dass der G. supramarginalis (oft bila-
teral, gemeinsam mit links inferior frontalen Regionen) allgemein für die Kurzzeitspeicherung 
sprachlicher Informationen verantwortlich ist. Obwohl in der vorliegenden Studie nicht audi-
tiv stimuliert wurde, ist es dennoch denkbar, dass zu einem der beiden Konzepte aktivierte au-
ditive Wortformen parat gehalten werden, um zu überprüfen, ob eine Verbindung zu dem je-
weils anderen Konzept besteht. Die Annahme von Binder & Price (2001) lässt sich besonders 
gut mit den vorliegenden Befunden vereinbaren, da neben der auditiven auch die visuelle 
Wortform gespeichert und verglichen werden muss und da die inferior parietalen Aktivierun-
gen bei allen Probanden bilateral beobachtet wurden. 
 
Für den linken G. angularis, den angrenzenden okzipito-temporo-parietalen Grenzbereich so-
wie für den Precuneus, den medialen Anteil des Parietallappens, werden u.a. Aktivierungen 
im Zusammenhang mit rezeptiver semantischer Verarbeitung berichtet (z.B. Binder et al. 
1997). Noppeney & Price (2003) fanden Aktivierungen im vorderen Teil des Precuneus sowie 
im okzipito-temporo-parietalen Grenzbereich bei einer semantischen Entscheidungsaufgabe 
jedoch nur dann, wenn es sich um sprachlich erlernte – und nicht um sensorisch erfahrene – 
semantische Information handelte. Sie interpretieren dies als Hinweis darauf, dass diese Ge-
biete für die Verbindung verschiedener semantischer Aspekte untereinander bzw. neuer Infor-
mationen mit einem bestehenden semantischen Netzwerk zuständig sind, und dass hier nicht 
die semantischen Repräsentationen selbst gespeichert sind. Vor allem der Precuneus hat je-
doch auch Bedeutung für die Repräsentation des Gedächtnisses, insbesondere für bildhafte 
Aspekte (Dolan et al. 1997). Die bei den gelösten Homonymen gefundenen Aktivierungen in 
dieser Region stehen möglicherweise im Zusammenhang mit dem Aufrufen von Wortfeldern 
und den zugeordneten bildlichen Vorstellungen. Es bleibt jedoch offen, warum sich in den 
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anderen Bedingungen keine parieto-medianen oder posterior inferior parietalen Aktivierungen 
zeigen. 
 
Es bleibt ebenfalls offen, warum sich bei den gelösten Homonymen keine okzipitale Aktivie-
rungen finden. Dabei spielt sicherlich eine Rolle, dass die Abtastung des Interstimulus-
intervalls erst mit der zweiten Sekunde beginnt. Zu diesem Zeitpunkt dürfte der primäre Lese-
prozess bereits abgeschlossen sein und die Konzentration – anders als beim Lesen, beim 
Finden einer Gemeinsamkeit und offensichtlich auch bei der erfolglosen Suche nach einem 
passenden Homonym – mehr auf der sprachlichen Bearbeitung der Aufgabe liegen.  
 
Im Modell von Dell bedeuten diese Befunde möglicherweise, dass der relevante Anteil dieser 
Aufgabe auf der Phonemebene angesiedelt werden kann. Die beiden Homonyme haben nicht 
nur keine gemeinsamen semantischen Merkmale, sondern auch kein gemeinsames Lemma. 
Im Sprachverarbeitungsprozess treffen sich die beiden Homonyme erst auf der Phonemebene. 
Allerdings liegen bisher keine Studien zur Lokalisation einer Lemma-Repräsentation im 
Gehirn vor, sodass keine endgültige Antwort auf die Frage gefunden werden kann, ob die in 
dieser Bedingung beobachteten Aktivierungen ausschließlich den Zugriff auf phonologisches 
Wortform-Wissen widerspiegeln oder ob möglicherweise auch Lemma-Informationen auf-
gerufen werden. Besonders wichtig wäre hierfür eine exakte Trennung zwischen echten 
Homonymen, die zwei getrennte Lemmata besitzen, und echten Polysemen, bei denen mehre-
re Bedeutungsvarianten mit demselben Lemma verbunden sind, notwendig, die, wie in 
Kapitel 2.2 ausführlich dargestellt, theoretisch nicht haltbar ist.  
 
Betrachtet man die drei Bedingungen „Gemeinsamkeiten finden“, „ungelöste Homonyme“ 
und „gelöste Homonyme“, so lässt sich im Modell von Dell annehmen, dass zunächst Infor-
mationen von der Konzept- zur Lemma-Ebene weitergegeben werden und dass dieser Prozess 
im Zusammenhang mit den zu Beginn aller drei Bedingungen beobachteten links inferior 
frontalen und posterior parietalen Aktivierungen steht. Bei den korrekt gelösten Homonymen 
kommt ein Abgleichungsprozess zwischen Lemma- und Phonem-Ebene hinzu – zwei Lem-
ma-Knoten müssen auf die gleiche phonologische Wortform abgebildet werden. Dieser zwei-
te Prozess ist mit den inferior parietalen Aktivierungen verbunden. 
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5.3.3 Nicht aufgabenspezifische Aktivierungen 
Sowohl beim Lesen als auch beim Finden einer Gemeinsamkeit – beides sehr einfache und 
schnell zu bearbeitende Aufgaben – verschwinden die mit der expliziten Bearbeitung der Auf-
gabe verbundenen Aktivierungen nach 5 bis 6 Sekunden, und es tritt ein ausgedehntes Netz 
von Aktivierungen an ihre Stelle, das sowohl frontale und temporo-parietale Regionen als 
auch den cingulären Kortex umfasst. Da anzunehmen ist, dass die Probanden die Bearbeitung 
der ihnen gestellten Aufgabe zu diesem Zeitpunkt beendet haben, lassen sich die Aktivierun-
gen sicherlich auf Gedanken und Assoziationen zurückführen, mit denen die Probanden die 
Pause bis zur Präsentation des nächsten Stimulus füllen. Ein ähnliches Ergebnis zeigte sich in 
den Studien von Binder et al. (1999) und Beauregard et al. (1997), die beide Aktivierungen in 
der vermeintlichen Ruhebedingung untersuchten (vgl. hierzu Kapitel 4.1.4). Bei den gelösten 
Homonymen hält die aufgabenspezifische Aktivierung zwar bis zum Ende des Interstimulus-
intervalls an, zusätzlich finden sich jedoch ab der 6. Sekunde vergleichbare frontale Aktivie-
rungen. Da die dargestellte Aktivierung immer über alle korrekt gelösten Homonyme gemit-
telt ist, können zu diesem Zeitpunkt sowohl Items eingehen, die bereits gelöst sind, als auch 
solche, bei denen die Lösung erst zu einem späteren Zeitpunkt gefunden wird. Eine mögliche 
Erklärung für die präfrontalen Aktivierungen bei den gelösten Homonymen ist, dass ein 
Großteil der Homonyme bis zu diesem Zeitpunkt bereits gefunden wurde – d.h. dass zu einem 
erheblichen Teil Aktivierungen nach Abschluss der Suche in das Ergebnis einfließen – und 
die Probanden auch hier mit den Gedanken abschweifen.  
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6 fMRT-Einzelfallstudie bei einem Patienten mit links-parietaler 
Hirnschädigung 
 
6.1 Methode 
6.1.1 Patient RM 
Der Patient wurde auf der Neuropsychologischen Therapiestation des Universitätsklinikums 
Aachen nach folgenden Einschlusskriterien ausgewählt: 
• umschriebene links-parietale Läsion im Bereich des G. angularis / G. supramarginalis 
• vaskuläre Ätiologie 
• einmaliges Ereignis, keine Mikroangiopathie, keine weiteren Erkrankungen des ZNS 
• Aphasie 
• Rechtshänder 
• keine Kontraindikationen für MR-Untersuchung (z.B. Herzschrittmacher) 
 
Um die Studie durchführen zu können, wurden die folgenden weiteren Kriterien festgelegt: 
• keine oder minimale Störung des Sprachverständnisses (AAT (Aachener Aphasie 
Test)-Untertest Sprachverständnis: RW (Rohwert) > 103 bzw. PR (Prozentrang) > 89), 
um sicherzustellen, dass die Homonymaufgabe verstanden und korrekt durchgeführt 
wird 
• keine oder minimale Störung der Semantik (AAT-Untertest Benennen RW > 108 bzw. 
PR > 91, Spontansprache-Skala Semantik = 5), da in der Homonym-Aufgabe Wortfin-
dung, d.h. lexikalischer Zugriff auf Wortbedeutungen, vorausgesetzt wird 
• keine oder minimale Störung der Schriftsprache, insbesondere des Lesens (AAT-
Untertest Lesen RW > 81 bzw. PR > 90), da die Stimuli visuell dargeboten werden. 
 
Herr RM erfüllte alle oben genannten Kriterien und wurde nach einer Voruntersuchung mit 
einer Papier-und-Bleistift-Version der Homonym-Aufgabe für die Studie ausgewählt. Nach 
ausführlicher Aufklärung erklärte er sich schriftlich einverstanden, an der Studie teilzuneh-
men. Er war zum Zeitpunkt der Untersuchung 32 Jahre alt und hatte bis zu seinem Infarkt 
Ende 1999 als Wirtschaftsingenieur gearbeitet. 
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RM hatte 5 Monate vor der Untersuchung im Alter von 32 Jahren einen Infarkt im hinteren 
Versorgungsgebiet der A. cerebri media links erlitten. Initial waren eine rechtsseitige Hemipa-
rese und eine leichte Aphasie aufgetreten, die vor allem durch Wortfindungsstörungen, leichte 
phonematische Unsicherheiten sowie semantische Paraphasien gekennzeichnet war. Die 
Schriftsprache war unbeeinträchtigt. Die Ursache für den Infarkt blieb unbekannt. Dem In-
farkt war ein fieberhafter Infekt vorausgegangen. Neurologische oder internistische Vorer-
krankungen lagen nicht vor. Eine magnetresonanztomographische Untersuchung 3 Monate 
nach Ereignis zeigte eine deutliche Hyperintensität im hinteren Mediastromgebiet links. Die 
Läsion umfasst den G. angularis und den angrenzenden Teil des G. supramarginalis und er-
streckt sich zum einen bis in die hintere Inselrinde und zum anderen in den hinteren, oberen 
Teil des G. temporalis medius (vgl. Abbildung 6-1). Die Läsion betrifft also einen Teil des-
jenigen Areals, in dem sich bei den sprachgesunden Probanden bei der Lösung der 
Homonymaufgabe eine Aktivierung gezeigt hatte. 
RM zeigte zum Zeitpunkt der Untersuchung nur noch leichte aphasische Restsymptome (vgl. 
Tabelle 6-1), vor allem im Nachsprechen. In der Spontansprache fanden sich noch minimale 
phonematische und syntaktische Auffälligkeiten. Das Sprachverständnis war nicht mehr be-
einträchtigt. Neuropsychologisch zeigte er bis auf eine deutliche Einschränkung der sprachli-
chen Merkspanne durchschnittliche bis z.T. weit überdurchschnittliche Leistungen (vgl. 
Tabelle 6-2). 
 
Tabelle 6-1: AAT-Ergebnisse Patient RM 
Spontansprache: Pkte 0-5 Untertests: Punktwert/Prozentrang Zeitpunkt 
KOM ART AUT SEM PHO SYN TOKEN NACH SCHR BEN SV 
01.08.00 4 5 5 4 5 4 3/95 129/71 88/99 107/89 120/100 
23.08.00 5 5 4 5 4 4 5/93 129/71 88/99 110/94 118/100 
engl. AAT:            
03.07.00 3 5 4 4 3 3 14/75 121/67 65/66 73/46 106/93 
KOM = Kommunikationsverhalten; ART = Artikulation; AUT = Automatisierte Sprache; SEM = Semantik; PHO = Phonolo-
gie; SYN = Syntax; TOKEN = Token Test; NACH = Nachsprechen; SCHR = Schriftsprache; BEN = Benennen; SV = 
Sprachverständnis 
 
Tabelle 6-2: Ergebnisse der neuropsychologischen Untersuchungen bei Patient RM 
Zeitpunkt LPS 3 LPS 7 LPS 10 Mosaik aud. Msp. vis. Msp. NVLT 
03.07.00 T > 65 T 55 T > 70 13 WP PR 2 PR 65 T 45 
 weit über-
durch-
schnittlich 
leicht über-
durch-
schnittlich 
weit über-
durch-
schnittlich 
leicht über-
durch-
schnittlich 
weit unter-
durch-
schnittlich 
leicht über-
durch-
schnittlich 
durch-
schnittlich 
LPS = Leistungsprüfsystem; Mosaik = Mosaiktest; aud. Msp. = auditive Merkspanne; vis. Msp. = visuelle Merkspanne; 
NVLT = Nonverbaler Lerntest; T = T-Wert; PR = Prozentrang; WP = Wertpunkte 
Empirischer Teil II: fMRT-Einzelfallstudie mit einem aphasischen Patienten 
 
 103
 
Abbildung 6-1: MRT-Aufnahmen des Patienten RM, entnommen aus der 3D-Aufnahme. Dargestellt nach 
neurologischer Konvention, d.h. die linke Hemisphäre ist auf der linken Seite dargestellt, die rechte auf 
der rechten Seite. 
 
6.1.2 Datenerhebung und -auswertung 
Für die fMRT-Untersuchung wurde die gleiche Sequenz verwendet wie in der Gruppenstudie 
(vgl. Kapitel 5.1.4). Auch bei der Datenauswertung wurden dieselben Schritte durchgeführt 
(vgl. Kapitel 5.1.5). Die Daten des Patienten konnten anders als in vielen Studien normalisiert 
werden, da die Läsion relativ klein ist und die Normalisierung nicht beeinträchtigt. Wie in der 
Gruppenstudie wurde als Signifikanzschwelle auf Voxelebene p≤0.001 und als minimale 
Clustergröße k = 15 gewählt. 
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6.2 Ergebnisse 
Im Folgenden sind die Aktivierungen des Patienten RM dargestellt. Die Aktivierungen wer-
den zum einen auf das SPM99-3D-Template projiziert, zum anderen auf die anatomischen 
Aufnahmen von RM.  
 
6.2.1 Kontrollaufgabe: Lesen 
Beim Lesen zeigt RM bilaterale Aktivierungen im G. occipitalis medius und inferior und im 
Cuneus (BA 17, 18 und 19), die sich sowohl links als auch rechts in den L. parietalis superior 
(BA 7) erstrecken. Aktivierungen finden sich auch im rechten G. temporalis superior (BA 38), 
und medius (BA 21), im Broca-Areal (BA 44) und den angrenzenden Teilen des G. frontalis 
medius und G. präcentralis (BA 6), im rechten G. frontalis superior (BA 6) und im linken 
Kleinhirn. Wie bei den Probanden nehmen diese Aktivierungen nach 5 Sekunden ab. Nach 6 
Sekunden zeigen sich auch hier ausgedehnte bilaterale Aktivierungen, die den linken und 
rechten L. parietalis superior (BA 7) und inferior (BA 39 und BA 40), den linken und rechten 
G. temporalis superior, medius und inferior (BA 20, 21, 22 und 38), den linken G. frontalis 
superior, medius und medialis (BA 8, 9, 10,11, 46), den rechten G. frontalis superior, medius, 
inferior und medialis (BA 6, 8, 47), den hinteren Anteil der linken Inselrinde (BA 13), den 
hinteren cingulären Kortex (BA 30, 31) sowie subkortikale Strukturen (Ncl. lentiformis links 
und Claustrum rechts) umfassen (vgl. Abbildung 6-2 , Abbildung 6-3 sowie Tabelle 6-3). 
 
Sekunde  
2 
3 
4 
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5 
6 
7 
8 
9 
10 
11 
12 
 
Abbildung 6-2: Patient RM: Beim Lesen signifikant aktivierte Areale projiziert auf das standardisierte 
3D-SPM99-Template; SPM99; puncorr< .001; k=15; linke Hemisphäre lateral, medial, rechte Hemisphäre 
medial, lateral, Ansicht von oben, schraffiert = Läsion 
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Sekunde  
2 
 
3 
 
4 
5 
 
6 
 
7 
 
8 
 
Empirischer Teil II: fMRT-Einzelfallstudie mit einem aphasischen Patienten 
 
 107
9 
10 
 
11 
 
12 
 
 
Abbildung 6-3: Patient RM: Beim Lesen signifikant aktivierte Areale projiziert auf axiale Schichten des 
individuellen Gehirns; SPM99, puncorr< .001; k=15 
 
 
 
Tabelle 6-3: Patient RM: Signifikante Aktivierungsmaxima beim Lesen; SPM99; puncorr< .001; k=15 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
GOm (18) L 517 20.74  -32  -93  12      16 7.20  -36  -93  12 
GOi (18) R 1014 21.37  28  -86  -6 1303 22.53  32  -89  1 719 16.64  32  -93  1 
LPS (7) L 59 7.76  -28  -49  39           
LPS (7) R      44 7.24  32  -64  44      
GTs (38) R 15 5.14  48  15  -14           
GTm (21) R 18 5.89  48  -35  -5           
GFs (6) L 70 6.72  4  11  55           
GFm (6) L 63 7.01  -48  6  48 26 5.91  -44  3  55      
GFm (6) R 50 8.19  44  10  51 23 6.94  40  11  55      
GFi (44) L 56 7.36  -63  8  11 19 5.72  -63  8  14      
Cb  L           298 13.29  -36  -82  -16 
 
Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
GOs (19) L           35 4.46  -36  -80  26 
GOm (19) L           44 6.42  -51  -78  4 
GOi (18) R 407 9.66  32  -93  1           
Cu (18) L           22 5.24  -4  -97  12 
Cu (18) R      538 6.31  4  -85  19 21 6.10  4  -84  23 
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Fortsetzung Sekunde 5 Sekunde 6 Sekunde 7 
Region  kE T x y z kE T x y z kE T x y z 
LPS (7) L           16 4.86  32  -43  68 
LPS (7) R      15 4.40  32  -43  68      
LPI (40) L      38 5.01  -44  -45  35 168 6.40  -44  -49  39 
Ga (39) R      122 6.87  48  -64  36 229 8.41  48  -64  36 
GTs (22) L           15 4.11  -48  -12  1 
GTs (22) R      35 4.79  55  -23  -2      
GTs (38) R           33 5.32  32  2  -34 
GTm (21) L           56 5.43  -67  -32  -9 
GTm (21) L           25 5.36  -40  6  -37 
GFs (8) L      467 6.64  -24  22  47 1638 8.59  -20  22  50 
GFm (9) L 41 4.42  -51  21  28           
GFm (9) R      114 5.83  24  45  38      
GFm (46) L      141 5.94  -40  43  5      
GFm (10) R      33 4.54  40  46  -9      
GC (31) L           1407 7.49  -4  -29  42 
Cl R      19 4.55  36  -16  -3      
Cb L 126 8.56  -40  -82  -16 16 4.61  -28  -36  -28      
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z kE T x y z 
Cu (18) L 16 5.88  -8  -100  16           
GL (18) M 17 5.70  0  -86  -6           
LPS (7) R 16 4.90  28  -40  61           
LPI (40) L           15 4.94  -55  -40  50 
LPI (39) R 184 7.66  48  -64  40 44 6.13  48  -64  40      
GTs (38) R      15 6.64  32  2  -34      
GTs (22) R      28 4.36  51  -34  13      
GTm (21) L 23 6.92  -40  6  -37      257 6.31  -67  -51  -1 
GTm (21) R 2698 8.35  55  -20  -6 2202 7.54  28  -46  10 247 7.75  32  -50  6 
GTi (20) L           31 4.24  -55  -9  -23 
GTi (20) R 31 5.05  48  -13  -30 27 5.14  48  -13  -30 53 4.78  59  -24  -16 
GF (20) L 36 5.03  -59  -9  -23           
GPrC (4) L           38 4.70  -48  -6  41 
GPrC (6) R           41 4.85  51  2  37 
GFs (6) L           16 4.71  -16  18  54 
GFs (8) L 1850 8.35  -20  22  50 1237 6.70  -16  22  50      
GFm (10) L           124 5.21  -4  55  8 
GFm (11) L           45 4.50  -16  38  -15 
Ins (13) L 43 4.59  -32  -26  20           
GC (30) L           151 4.98  -20  -50  17 
 
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
GOm (18) L      35 11.04  -32  -92  19 
GOi (18) L      83 9.63  -32  -82  -6 
LPS (7) L      107 9.04  -28  -48  47 
LPS (7) R 45 5.40  28  -40  46 438 8.93  28  -41  43 
LPS (7) R 24 4.75  28  -63  58      
PCu (19) L 143 6.98  -20  -80  41 69 11.71  -20  -80  41 
GTs (22) L 26 3.94  -59  -61  18      
GTm (21) R 32 5.75  32  -50  6 24 7.69  48  -35  -5 
GFm (6) L 124 6.29  -44  -2  37 210 9.22  -40  -3  26 
GFm (6) R 142 7.60  44  10  44 177 9.65  44  10  44 
GFm (6) R      17 5.13  28  7  59 
GFi (47) L      18 5.67  40  31  6 
GFd (6) L 197 7.21  -4  6  48 210 9.17  -4  3  51 
GC (30) L 16 4.58  -24  -50  17      
NL L 23 4.51  -24 0  -7      
 
Cb = Cerebellum; Cl = Claustrum; Cu = Cuneus; Ga = G. angularis; GC = G. cinguli; GF = G. fusiformis; GFd = G. frontalis 
medialis; GFi = G. frontalis inferior; GFm = G. frontalis medius; GFs = G. frontalis superior; GL = G. lingualis; GOi = G. 
occipitalis inferior; GOm = G. occipitalis medius; GOs = G. occipitalis superior; GPrC = G. präcentralis; GTi = G. temporalis 
inferior; GTm = G. temporalis medius; GTs = G. temporalis superior; Ins = Insula; LPI = L. parietalis inferior; LPS = L. 
parietalis superior; NL = Ncl. lentiformis; PCu = Precuneus; L = links; R = rechts; M = mittelliniennah; kE = Clustergröße; T 
= T-Wert, x, y, z = Talairach-Koordinaten 
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6.2.2 Konzeptuelle Assoziation: Gemeinsamkeiten Finden 
Bei der Suche nach einer Gemeinsamkeit zeigen sich bei RM zu Beginn des Intervalls eben-
falls bilaterale okzipitale Aktivierungen (G. occipitalis superior, medius und inferior, BA 17, 
18 und 19) sowie bilaterale posterior parietale (L. parietalis superior, BA 7) und links präzen-
trale (G. präcentralis, BA 6) Aktivierungen. Außerdem lassen sich Aktivierungen im rechten 
G. parahippocampalis beobachten. Nach 5 Sekunden kommen Aktivierungen im linken G. 
temporalis medius (BA 21), im linken und rechten G. frontalis inferior (BA 47) und im rech-
ten und linken Cerebellum hinzu, nach 7 Sekunden weitere ausgedehnte Aktivierungscluster, 
ähnlich wie beim Lesen. Parietal zeigen sich bilaterale Aktivierungen im L. parietalis superior 
(BA 7) und inferior (BA 39, 40) sowie im G. postcentralis (BA 2) und im L. paracentralis 
(BA 5). Temporale Aktivierungen finden sich im G. temporalis superior und medius (BA 21, 
22 und 38), rechts deutlich stärker ausgeprägt als links. Außerdem lassen sich bilaterale 
Aktivierungen im G. cinguli (BA 24, 32, 30 und 31) und im G. frontalis superior, medius, 
medialis und inferior (BA 6, 8, 9, 10, 11), in der linken Inselrinde und fronto-median im G. 
rectus (BA 10) beobachten (vgl. Abbildung 6-4, Abbildung 6-5 und Tabelle 6-4).  
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Abbildung 6-4: Patient RM: Bei der Suche nach einer Gemeinsamkeit signifikant aktivierte Areale 
projiziert auf das standardisierte 3D-SPM99-Template; SPM99; puncorr< .001; k=15; linke Hemisphäre 
lateral, medial, rechte Hemisphäre medial, lateral, Ansicht von oben, schraffiert = Läsion 
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Abbildung 6-5: Patient RM: Bei der Suche nach einer Gemeinsamkeit signifikant aktivierte Areale 
projiziert auf axiale Schichten des individuellen Gehirns; SPM99; puncorr< .001; k=15 
 
Tabelle 6-4: Patient RM: Signifikante Aktivierungsmaxima bei der Suche nach einer Gemeinsamkeit; 
SPM99; puncorr< .001; k=15 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
GOi (18) R 1580 19.79  32  -86  -6 1558 19.79  36  -89  -2 1242 13.78  36  -89  -2 
LPS (7) L 108 9.50  -12  -63  62 27 7.38  -12  -63  66      
Gh (35) R 18 6.23  20  -28  -12           
GPrC (6) L 67 6.48  -40  -5  59 62 5.22  -44  -1  55 24 4.70  -44  3  55 
GFd (6) L 20 4.20  -8  10  47           
 
Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
Cu (17) L           17 5.01  -16  -69  11 
Cu (18) R      60 6.39  4  -88  19      
GL (18) R 550 9.52  12  -62  3 395 7.68  12  -62  0 120 5.95  16  -54  6 
LPS (7) L      51 5.17  -28  -44  61 131 6.14  -28  -44  61 
LPI (40) L      23 3.75  -51  -49  32 82 5.51  -55  -56  40 
GTs (22) L           90 4.87  -55  -12  1 
GTs (38) L      48 4.66  -44  15  -11      
GTm (21) L 35 4.29  -51  -47  2 42 4.51  -55  -47  2 63 5.42  -63  -58  3 
GF (37) L           15 4.66  -32  -47  -8 
GPoC (2) L      25 4.82  -55  -19  16 41 4.75  -55  -18  19 
GPoC (2) L           22 4.09  -48  -25  45 
GPoC (2) R      23 4.31  24  -47  69 89 4.92  20  -40  61 
GPoC (2) R      31 4.86  63  -25  38 719 6.02  63  -22  31 
GFs (8) L           42 5.13  -12  22  50 
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Fortsetzung Sekunde 5 Sekunde 6 Sekunde 7 
Region  kE T x y z kE T x y z kE T x y z 
GFs (8) R      23 4.31  24  -47  69      
GFm (6) R           44 4.54  28  14  55 
GFm (9) L 35 4.26  -55  17  32      601 5.96  -20  37  35 
GFm (9) R      30 4.84  36  29  32      
GFm (10) R      45 4.49  8  59  15      
GFm (11) L           21 4.08  -28  50  -9 
GFi (47) L 25 4.51  -44  15  -7           
GFi (47) R 16 3.73  44  19  -8 230 4.71  40  15  -11      
GC (24) R           66 5.41  4  -13  41 
GC (32) R      204 5.45  12  36  24      
NL  L           65 5.05  -32  -16  1 
Cb L 100 6.41  -24  -71  -20 22 5.34  -16  -59  -11 18 4.55  -16  -64  -27 
Cb R 73 7.77  28  -75  -16           
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z kE T x y z 
GOm (19) L 35 5.33  -51  -78  4 15 4.91  -51  -77  8      
LPI (40) L 100 6.42  -55  -56  40           
Gsm (40) R      97 5.37  48  -49  25 42 4.57  48  -49  25 
Ga (39) R 20 4.55  48  -68  29 52 6.41  -51  -64  40 17 5.28  -51  -64  40 
GTs (22) L      86 4.93  -51  3  -10 26 4.92  -51  3  -10 
GTs (22) L           15 3.94  -63  -15  4 
GTs (22) R      511 6.54  59  -20  -2      
GTs (38) R           24 5.73  51  -1  -10 
GTm (21) R           74 5.72  59  -16  -3 
GF (20) L 26 4.78  -44  -32  -22           
LPc (5) M      699 6.95  0  -40  57 610 6.54  0  -40  57 
GPoC (2) L 33 4.34  -59  -18  27 24 5.06  -24  -39  72      
GpoC (2) R 819 6.24  63  -22  27      79 5.31  63  -15  19 
GFs (6) L 21 5.36  -12  22  47           
GFs (10) R 576 6.40  20  59  15           
GFm (9) L 237 6.57  -36  29  35 171 6.37  -36  48  20 44 5.99  -36  48  20 
GFm (9) L           16 3.85  -40  33  35 
GFm (10) R      252 6.33  44  43  2 150 5.82  44  43  2 
GFm (11) L 41 5.31  -28  50  -9 42 5.26  -24  50  -9 27 3.97  -24  50  -9 
GR (10) M      125 5.40  0  38  -12 23 4.24  0  38  -12 
GC (30) L 20 4.15  -8  -66  11           
GC (31) R 598 6.23  8  -37  42           
NL L 194 5.59  -32  -16  1 39 4.72  -32  -19  1      
Cb R 24 5.41  20  -44  -31 20 5.19  20  -44  -31      
 
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
GOs (19) L 24 6.30  -24  -84  26 53 9.33  -20  -80  37 
GOs (18) R      28 6.07  24  -92  16 
GOm (18) L      27 8.19  -28  -93  12 
GOm (18) L      57 6.71  -32  -82  -9 
LPS (7) L 99 5.23  -12  -64  44 95 7.07  -28  -52  43 
LPS (7) R 18 4.66  28  -75  44 228 8.91  28  -75  44 
PCu (7) M 122 6.10  0  -48  50 15 4.48  0  -44  50 
GpoC (2) R 16 5.02  44  -32  57      
GTi (37) R      28 5.36  40  -70  0 
GF (37) R      21 4.50  40  -59  -14 
GPrC (4) L      30 7.18  -40  -9  45 
GFm (6) R 24 6.57  44  6  44 35 7.27  44  10  47 
GFm (9) L 15 5.17  -36  51  20      
GFm (10) R 41 4.58  44  43  -2      
GC (23) R 94 6.34  4  -22  27      
 
Cb = Cerebellum; Cu = Cuneus; Ga = G. angularis; GC = G. cinguli; GF = G. fusiformis; GFd = G. frontalis medialis; GFi = 
G. frontalis inferior; GFm = G. frontalis medius; GFs = G. frontalis superior; Gh = G. parahippocampalis; GL = G. lingualis; 
GOi = G. occipitalis inferior; GOm = G. occipitalis medius; GOs = G. occipitalis superior; GPoC = G. postcentralis; GPrC = 
G. präcentralis; GR = G. rectus; Gsm = G. supramarginalis; GTi = G. temporalis inferior; GTm = G. temporalis medius; GTs 
= G. temporalis superior; LPc = L. paracentralis; LPI = L. parietalis inferior; LPS = L. parietalis superior; NL = Ncl. 
lentiformis; PCu = Precuneus; L = links; R = rechts; M = mittelliniennah; kE = Clustergröße; T = T-Wert, x, y, z = Talairach-
Koordinaten 
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6.2.3 Wortformverarbeitung: Homonyme Finden 
RM löste 15 der 42 Homonymaufgaben richtig (davon 10 leichte, 4 mittlere und 1 schwere) 
und liegt damit etwas mehr als eine Standardabweichung unter dem Durchschnitt, jedoch 
noch innerhalb der Spanne der Normalpersonen.  
 
6.2.3.1 Ungelöste Homonyme 
Für die ungelösten Items der Homonymbedingung zeigen sich in den ersten 5 Sekunden bila-
terale Aktivierungen im G. occipitalis superior, medius und inferior und im Cuneus (BA 17, 
18, 19) sowie im L. parietalis superior (BA 7). In der 2. Sekunde zeigen sich außerdem bilate-
rale Aktivierungen im G. frontalis medius (BA 6), auf der linken Seite halten diese bis zur 8. 
Sekunde an, auf der rechten sind sie nur zu Beginn zu sehen. Ab der 7. Sekunde kommen 
temporalen Aktivierungen hinzu, diese erstrecken sich auf der linken Seite ventral der Läsion 
vom G. temporalis superior (BA 22) in den G. temporalis medius (BA 21), auf der rechten 
Seite zeigen sich temporal drei kleinere Cluster, eins im hinteren Teil des G. temporalis supe-
rior (BA 22), eins im mittleren Teil des G. temporalis medius (BA 21) und eins am Temporal-
pol (BA 38). Weitere Aktivierungen finden sich auf der linken Seite im Broca-Areal (G. fron-
talis inferior, BA 44, 45) sowie im G. frontalis medius (BA 9, 10) und auf der rechten Seite 
im G. frontalis superior (BA 6) sowie medial zum G. frontalis inferior (BA 47) gelegen sowie 
bilateral im G. cinguli (BA 24, 31, 32), im linken Cerebellum und links subkortikal (Ncl. 
caudatus und Ncl. lentiformis) (vgl. Abbildung 6-6, Abbildung 6-7 und Tabelle 6-5). 
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Abbildung 6-6: Patient RM: Bei der erfolglosen Suche nach einem passenden Homonym signifikant 
aktivierte Areale projiziert auf das standardisierte 3D-SPM99-Template; SPM99; puncorr< .001; k=15; 
linke Hemisphäre lateral, medial, rechte Hemisphäre medial, lateral, Ansicht von oben, schraffiert = 
Läsion 
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Abbildung 6-7: Patient RM: Bei der erfolglosen Suche nach einem passenden Homonym signifikant akti-
vierte Areale projiziert auf axiale Schichten des individuellen Gehirns; SPM99; puncorr< .001; k=15 
 
 
 
 
 
 
Tabelle 6-5: Patient RM: Signifikante Aktivierungsmaxima bei der erfolglosen Suche nach einem 
passenden Homonym; SPM99; puncorr< .001; k=15 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
GOm (18) L 415 14.91  -32  -93  12           
GOi (18) R 1065 18.75  32  -86  -6 1491 19.70  36  -89  -2 1582 14.36  36  -89  -2 
LPS (7) L 113 8.79  -12  -63  62 40 7.32  -12  -63  66      
LPS (7) R      148 7.28  32  -68  44      
GPoC (2) R           24 5.10  4  -39  72 
Gh (35) R      31 5.69  20  -20  -12 48 6.41  20  -20  -12 
GPrC (6) L 23 7.37  -40  -5  59 26 6.66  -40  -5  59      
GFm (6) L           19 5.81  -40  3  55 
GFm (6) R 19 5.02  44  10  51           
Cb L 28 7.65  -36  -52  -24           
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Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
GL (18) R 1314 10.81  12  -62  3 1139 10.65  8  -70  -3 1345 9.38  8  -70  -3 
GPoC (2) R           16 4.17  16  -40  50 
GTs (22) R           43 4.55  63  -42  17 
GTs (38) R           22 5.10  32  10  -34 
GTm (21) L      23 4.20  -59  -27  1      
GTm (21) R           42 4.50  55  -24  -12 
Gh (28) R      20 5.22  20  -16  -13      
GFs (6) R      19 4.42  12  22  58      
GFm (6) L 16 5.22  -40  3  55 32 4.38  -40  3  51 54 4.67  -32  2  37 
GFi (47) R           38 4.01  28  22  -18 
GC (32) L           19 3.94  -20  28  24 
NC L           27 4.35  -16  -14  23 
Cb L 15 5.56  -40  -82  -16           
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z kE T x y z 
GTs (42) L      636 6.34  -48  -27  12 576 5.49  -48  -27  12 
GTs (38) R 34 5.62  32  10  -34 28 5.07  32  10  -34 28 4.85  32  10  -34 
GTm (21) R 60 5.45  55  -24  -12 48 5.19  55  -20  -12 45 5.29  55  -20  -12 
GF (37) L 785 7.22  -36  -51  -1           
GF (37) R 545 7.91  28  -51  -1 304 6.28  32  -50  3 356 6.20  32  -54  3 
GFs (6) R 28 4.28  12  22  58 16 3.73  8  22  47      
GFm (6) L 135 5.14  -36  2  40 54 4.81  -36  2  40 18 4.35  -36  2  40 
GFm (9) L 110 5.22  -24  29  28 128 5.49  -24  29  28      
GFm (10) L 17 3.89  -32  51  1 18 3.92  -32  51  1      
GFi (44) L 49 4.22  -51  12  7           
GFi (47) R 29 5.20  32  15  -18 15 5.38  32  15  -18      
Ins (13) L      97 4.71  -28  16  14 87 4.53  -32  16  10 
GC (31) R 34 4.10  16  -25  42           
GC (24) R 30 4.19  16  -2  37           
GC (32) L           94 5.44  -12  21  36 
GC (32) R 20 4.27  12  17  32 80 4.63  12  17  32      
NL L      21 4.24  -24  -17  45      
  
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
GOs (19) L      44 8.17  -20  -80  41 
GOm (18) L      20 7.08  -32  -92  19 
GOm (18) L      59 7.00  -32  -82  -9 
LPS (7) L      154 7.03  28  -63  58 
LPS (7) L      78 7.14  -20  -60  47 
LPS (7) R      42 6.12  28  -45  39 
GF (19) R      18 4.98  40  -63  -14 
GPrC (6) L 45 4.73  -48  -5  48 135 5.87  -40  -9  45 
GFi (44) L 21 4.34  -40  9  25      
GFi (47) L 21 3.88  -48  27  -1 24 4.27  -51  23  -5 
GFd (6) L 52 5.01  -4  6  48 35 5.33  -4  6  48 
Ins R      18 4.39  36  32  9 
NC L 15 4.82  -8  8  7      
 
Cb = Cerebellum; GC = G. cinguli; GF = G. fusiformis; GFd = G. frontalis medialis; GFi = G. frontalis inferior; GFm = G. 
frontalis medius; GFs = G. frontalis superior; Gh = G. parahippocampalis; GL = G. lingualis; GOi = G. occipitalis inferior; 
GOm = G. occipitalis medius; GOs = G. occipitalis superior; GPoC = G. postcentralis; GPrC = G. präcentalis; GTm = G. 
temporalis medius; GTs = G. temporalis superior; Ins = Insula; LPS = L. parietalis superior; NC = Ncl. caudatus; NL = Ncl. 
lentiformis; L = links; R = rechts; kE = Clustergröße; T = T-Wert, x, y, z = Talairach-Koordinaten 
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6.2.3.2 Gelöste Homonyme 
Zu Beginn des Interstimulusintervalls zeigen sich bei Betrachtung der korrekt gelösten Homo-
nyme vorwiegend bilaterale okzipitale (G. occipitalis medius und inferior und Cuneus, BA 
17, 18 und 19) und posterior parietale Aktivierungen (L. parietalis superior, BA 7). Zusätzlich 
lässt sich eine Aktivierung im G. präcentralis (BA 4), im primär motorischen Handareal, be-
obachten. 4 Sekunden nach Beginn finden sich in der linken Hemisphäre zusätzlich frontale 
Aktivierungen im G. frontalis superior, medius und medialis (BA 6 und 8) sowie basal-tem-
porale im rechten G. parahippocampalis (BA 36), nach 6 Sekunden auch im rechten G. fron-
talis medius (BA 9 und 10) und im G. frontalis inferior (BA 45 und 47). Weiterhin finden sich 
Aktivierungen im linken und rechten mittleren und hinteren Temporallappen (G. temporalis 
medius und inferior, BA 21 und 20) sowie am Temporalpol (G. temporalis superior, BA 38). 
Im inferioren Parietallappen zeigt sich nach 5 Sekunden eine kleine Aktivierung im rechten 
G. supramarginalis, die sich im weiteren Verlauf über einen großen Teil des L. parietalis infe-
rior (BA 39, 40) bis hinein in den hinteren Teil des G. temporalis superior (BA 22) ausdehnt. 
Auf der linken Seite findet sich ab der 7. Sekunde ebenfalls eine inferior parietale Aktivie-
rung, die jedoch aufgrund der Läsion deutlich kleiner ausfällt und direkt an das geschädigte 
Areal angrenzt. Weitere Aktivierungscluster finden sich nahe der Mittellinie im G. cinguli 
(BA 24, 32 und 31), im Precuneus (BA 7) und im L. paracentralis (BA 5) sowie basal ok-
zipito-temporal im linken G. fusiformis (BA 37) und im rechten G. lingualis (BA 18). Außer-
dem zeigen sich Aktivierungen im rechten und linken Kleinhirn sowie im rechten Thalamus 
(Ncl. dorsomedialis und Pulvinar) (vgl. Abbildung 6-8, Abbildung 6-9 und Tabelle 6-7). Eine 
Aktivierung im linken inferior frontalen Kortex findet sich in dieser Bedingung nicht. 
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Sekunde  
2 
3 
4 
5 
6 
7 
8 
9 
10 
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Abbildung 6-8: Patient RM: Beim korrekten Lösen der Homonym-Aufgabe signifikant aktivierte Areale 
projiziert auf das standardisierte 3D-SPM99-Template; SPM99; puncorr< .001; k=15; linke Hemisphäre 
lateral, medial, rechte Hemisphäre medial, lateral, Ansicht von oben, schraffiert = Läsion 
 
Im Vergleich zu den Ergebnissen der Gruppe zeigen sich in dieser Bedingung zwei Unter-
schiede. Zum einen findet sich bei RM eine Aktivierung im linken Handareal, zum anderen ist 
der linke inferior frontale Kortex nicht aktiviert. In einer Einzelfallanalyse wurde für alle Pro-
banden festgestellt, ob sich eine Aktivierung im Handareal (G. präcentralis links, BA 4) beob-
achten lässt und ob der G. frontalis inferior (BA 44, 45 oder 47) aktiviert war (vgl. Tabelle 
6-6). 5 der 15 Probanden zeigen ebenfalls keine Aktivierung im linken G. frontalis inferior, 
genau wie bei RM wurde eine Aktivierung in dieser Region jedoch bei den ungelösten Homo-
nymen sowie beim Finden von Gemeinsamkeiten beobachtet. Eine Aktivierung im linken pri-
mär motorischen Kortex der Hand findet sich bei keinem der Probanden. Ein Proband zeigt 
eine Aktivierung in der Prämotorik der Hand im linken G. frontalis medius, angrenzend an 
der G. präcentralis. Im G. präcentralis selbst findet sich jedoch auch hier keine Aktivierung. 
 
Tabelle 6-6: Links inferior frontale und primär motorische Aktivierungen bei den Probanden 
 
Proband Aktivierung links inferior frontal Aktivierung im 
linken Handareal 
 gelöste  
Homonyme 
ungelöste  
Homonyme 
Gemeinsamkeiten gelöste  
Homonyme 
1 x x x − 
2 − x x − 
3 x x x − 
4 x x x − 
5 x x x − 
6 − x x − 
7 x x x − 
8 − x x − 
9 x x x − 
10 x x x − 
11 x x x − 
12 − x x − 
13 − x x − 
14 x x x − 
15 x x x − 
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Abbildung 6-9: Patient RM: Beim korrekten Lösen der Homonym-Aufgabe signifikant aktivierte Areale 
projiziert auf axiale Schichten des individuellen Gehirns; SPM99; puncorr< .001; k=15 
 
 
 
 
Tabelle 6-7: Patient RM: Signifikante Aktivierungsmaxima beim korrekten Lösen der Homonym-
Aufgabe; SPM99; puncorr< .001; k=15 
 
Region Sekunde 2 Sekunde 3 Sekunde 4 
  kE T x y z kE T x y z kE T x y z 
GOm (18) L 302 12.38  -32  -93  12           
GOi (19) R 536 14.28  32  -86  -6           
GOi (18) R      551 14.48  32  -89  -2 537 11.07 36 -93 -2 
Cu (18) L      247 11.75 -16 -101 -2      
LPS (7) R 138 8.65 32 -68 44 46 6.58 32 -64 44      
LPS (7) R      18 5.40 16 -55 65      
LPS (7) L 86 5.98 -32 -56 54 19 4.60 -12 -63 66      
LPS (7) L 26 4.71 -20 -79 45           
GPrC (4) L 24 5.04 -51 -10 41           
GFs (6) L           15 3.56 -20 30 54 
GFm (6) L           23 4.43 -44 14 47 
GFd (8) L           21 3.90 -4 52 38 
Gh (36) R           23 4.02 20 -20 -19 
Cb L 21 5.93 -36 -52 -28 22 5.19 -36 -52 -24 155 8.93 -36 -82 -16 
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Region Sekunde 5 Sekunde 6 Sekunde 7 
  kE T x y z kE T x y z kE T x y z 
GOi (18) R 34 6.80 36 -93 -2 19 4.42  28  -86  -16      
Cu (18) R 269 6.33 4 -80 22 74 5.31  4  -80  22      
GL (18) R      119 5.73  4  -70  -7      
PCu (7) R      20 5.60  8  -71  55      
LPI (40) L           32 4.66 -48 -56 47 
LPI (40) R 29 4.19 44 -49 36 113 4.90  44  -49  39 162 5.75 51 -52 47 
GTs (38) L      41 4.36  -51  30  -18 56 4.82 -36 11 -17 
GTm (21) L           28 5.10 -63 -58 0 
GTm (21) R           18 5.79 59 -32 -12 
GF (37) L           19 6.18 -36 -54 -1 
GFs (6) L 78 4.52 -12 30 54 232 5.46  -12  30  54 583 5.97 -12 30 54 
GFm (6) L 20 4.66 -44 14 51 17 4.90  -36  11  55      
GFm (9) R      24 4.26  40  37  35 61 4.64 36 33 35 
GFm (11) L           23 4.26 -24 50 -9 
GFm (10) L      15 4.41  -36  51  5 17 4.99 -36 51 5 
GFm (10) R      27 3.85  32  62  1      
GFi (45) R           26 4.72 51 24 14 
GFi (47) R 19 4.23 40 22 -18 43 4.94  36  22  -18 58 5.49 36 22 -18 
GC (24) R           18 4.39 4 -14 38 
Th  R           60 4.95 4 -15 12 
Cb L      20 4.30  -20  -79  -20      
Cb  R 40 5.83 24 -82 -16      26 5.51 4 -66 -7 
 
Region Sekunde 8 Sekunde 9 Sekunde 10 
  kE T x y z kE T x y z      
LPS (7) L 30 5.16 -36 -75 44           
LPI (40) L 51 5.34 -51 -56 47           
LPI (40) R 153 5.77 51 -52 47 103 5.35  51  -44  50 19 3.91  51  -44  50 
PCu (7) L 33 4.37 -4 -71 55           
GTs (38) L 25 5.38 -36 11 -17 16 4.96  -36  11  -17      
GTm (21) L 43 6.20  -63  -58 0 116 6.00  -63  -58  0 21 4.81  -63  -55  -4 
GTm (21) L 31 5.42 -67 -36 -12 29 5.15  -63  -28  -12 29 4.69  -44  -24  -9 
GTm (21) R 21 5.88 59 -32 -12 16 4.98  55  -32  -15      
GTi (20) L 22 4.72 -55 -13 -33 22 4.85  -51  -17  -29      
GF (37) L 31 5.53 -36 -54 -1           
LPc (5) M           15 4.07  0  -25  49 
GFs (8) L      60 5.27  -16  26  50      
GFs (9) L 110 5.65 -20 52 27 94 5.31  -20  52  31      
GFs (10) L           22 4.76  -20  63  19 
GFm (9) R 77 4.80 32 33 35 50 4.46  32  33  35      
GFm (10) R      443 5.57  32  55  5 186 4.95  32  55  5 
GFm (11) L 31 5.08 -24 50 -9 25 5.05  -24  50  -9 15 3.89  -20  50  -13 
GFi (45) R 30 5.26 51 24 14 21 5.17  51  24  14      
GFi (47) R 58 5.29 36 22 -18 39 4.70  36  22  -21      
GC (31) L 32 4.02 -4 -49 28 22 4.01  0  -45  28      
GC (24) L 57 4.53 0 -14 38 61 4.51  -4  -18  30 27 4.78  -4  -14  30 
GC (32) L 596 6.08  -4  39  -2           
Cb L 17 4.50 -20 -71 -27           
Th R      19 4.06  16  -31  9      
 
Region Sekunde 11 Sekunde 12 
  kE T x y z kE T x y z 
GOm (18) L      22 5.67  -32  -82  -9 
LPS (7) L      38 5.05  -16  -63  58 
LPS (7) R      47 5.61  28  -59  58 
LPI (40) R      33 5.15  36  -37  42 
GPrC (6) L      18 3.73  -59  -13  41 
GFm (10) R 16 4.18  32  55  5      
GFd (10) R 17 3.86  4  63  8      
 
Cb = Cerebellum; Cu = Cuneus; GC = G. cinguli; GF = G. fusiformis; GFd = G. frontalis medialis; GFi = G. frontalis 
inferior; GFm = G. frontalis medius; GFs = G. frontalis superior; Gh = G. parahippocampalis; GL = G. lingualis; GOi = G. 
occipitalis inferior; GOm = G. occipitalis medius; GPrC = G. präcentralis; GTi = G. temporalis inferior; GTm = G. 
temporalis medius; GTs = G. temporalis superior; LPc = L. paracentralis; LPI = L. parietalis inferior; LPS = L. parietalis 
superior; PCu = Precuneus; Th = Thalamus; L = links; R = rechts; M = mittelliniennah; kE = Clustergröße; T = T-Wert, x, y, 
z = Talairach-Koordinaten 
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6.3 Diskussion 
Ziel der klinischen Einzelfallstudie war es, Reorganisationsmuster nach einer umschriebenen 
Hirnschädigung zu demonstrieren. Dazu wurde ein Patient untersucht, der eine linkshemi-
sphärische Läsion in genau dem Areal aufwies, das bei den Probanden während der Homo-
nym-Aufgabe aktiviert war. Bei RM handelt es sich um einen männlichen Patienten im Alter 
von 32 Jahren, sodass die Daten gut mit denen der ebenfalls männlichen Probandengruppe 
vergleichbar sind. 
Ausgehend von der Tatsache, dass der Patient RM nicht nur in der Lage war, die Stimuli zu 
lesen sowie eine Gemeinsamkeit zu finden, sondern auch die Homonym-Aufgabe auf einem 
mit den Sprachgesunden vergleichbarem Niveau lösen konnte, wurde erwartet, dass vorwie-
gend solche Aktivierungen auftreten würden, die sich auch bei gesunden Probanden beobach-
ten lassen. Dabei wurden für die Homonymaufgabe der Mechanismus der redundancy 
recovery angenommen (vgl. Kapitel 4.2), d.h. Aktivierung in grundsätzlich zum Sprach-
system gehörenden Arealen. Für das Lesen und das Finden von Gemeinsamkeiten wurden mit 
den Sprachgesunden vergleichbare Aktivierungsmuster erwartet, da die hierfür in der 
Gruppenstudie gefundenen Areale nicht von der Läsion betroffen sind.  
 
Wie erwartet zeigen sich bei RM beim Lesen sowie beim Finden von Gemeinsamkeiten ähn-
liche Aktivierungsmuster wie bei den gesunden Probanden. Beim Lesen treten neben den in 
der Gruppenauswertung beobachteten okzipitalen Aktivierungen zusätzlich Aktivierungen in 
bilateralen superior parietalen Arealen, im Broca-Areal und im rechten Temporallappen auf. 
Wie in der Gruppenstudie nehmen diese aufgabenspezifischen Aktivierungen nach 5 Sekun-
den ab, und es treten ausgedehnte bilaterale Aktivierungen auf, die, wie bereits im Zusam-
menhang mit der Gruppenstudie diskutiert wurde, möglicherweise Gedanken und Assozia-
tionen des Patienten widerspiegeln, die nicht mehr auf die Bearbeitung der Aufgabe zurück-
gehen. Dieses Phänomen findet sich ebenfalls in der Gemeinsamkeiten-Bedingung und zeigt, 
dass auch der Patient RM für die Bearbeitung dieser beiden Aufgaben nicht das gesamte 
Interstimulusintervall benötigte, sondern nur einen mit den gesunden Probanden vergleichba-
ren Zeitraum von etwa 5 Sekunden. 
Zusätzlich lässt sich in beiden Bedingungen eine Aktivierung im prämotorischen Kortex be-
obachten. Auf diese wird im Zusammenhang mit der Homonym-Aufgabe noch eingegangen. 
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Es ist anzunehmen, dass die zusätzlich gefundenen parietalen und temporalen Aktivierungen 
auf phonologisches Verarbeiten zurückgehen. Eine Aktivierung im G. temporalis medius, wie 
sie bei RM beim Lesen auftritt, wird u.a. von Zahn et al. (2000) für auditives lexikalisches 
Entscheiden berichtet, allerdings nicht ausschließlich rechtshemisphärisch wie bei RM, son-
dern bilateral, wobei berücksichtigt werden muss, dass die Läsion von RM auch Teile des lin-
ken G. temporalis medius umfasst. Zahn et al. (2000) interpretieren die temporalen Aktivie-
rungen während des lexikalischen Entscheidens im Zusammenhang mit phonologischer Ver-
arbeitung, da automatische semantische Prozesse durch eine geringe Zahl von Wörtern im 
Vergleich zu Nichtwörtern (zwei Drittel der Items waren Ablenker und nur ein Drittel Ziel-
wörter) sowie die Verwendung von Nichtwörtern (in diesem Fall rückwärts abgespielten 
Wörtern) anstelle von Pseudowörtern gering gehalten werden konnte. Möglicherweise nutzt 
RM die phonologische Rekodierung der visuellen Stimuli als zusätzlichen Verarbeitungsweg. 
Darauf weist auch die zusätzliche Aktivierung des Broca-Areals hin.  
 
In der Gemeinsamkeiten-Aufgabe zeigt sich zunächst keine links inferior frontale Aktivie-
rung, stattdessen eine posterior parietale, die sicherlich im Zusammenhang mit der semanti-
scher Anforderung dieser Aufgabe steht. Eine inferior frontale Aktivierung zeigt sich erst 
nach 5 Sekunden, kurz bevor allgemeine weit ausgedehnte Aktivierungen im ganzen Gehirn 
auftreten, sodass nicht sicher davon ausgegangen werden kann, dass es sich noch um eine auf-
gabenspezifische Aktivierung handelt.  
 
Bei der Homonym-Aufgabe zeigt RM anders als die gesunden Probanden sowohl bei den ge-
lösten als auch bei den ungelösten Items zu Beginn okzipitale Aktivierungen. Das weist mög-
licherweise darauf hin, dass das reine Lesen der Stimuli für RM mehr Zeit in Anspruch nimmt 
als für die Probanden. Wie bei den Probanden zeigen gelöste und ungelöste Homonyme zu-
nächst ein ähnliches Aktivierungsmuster, jedoch zeigen sich die Unterschiede dieser beiden 
Bedingungen bei RM ebenfalls später als in der Gruppe. Ab der 5.-6. Sekunde kommen bei 
den gelösten Items inferior parietale, bei den ungelösten temporale und sehr spät erst inferior 
frontale Aktivierungen hinzu. 
 
Einen besonderen Stellenwert in der Diskussion um funktionelle Reorganisationsmechanis-
men bei dem hier vorgestellten Patienten hat die Betrachtung der gelösten Homonyme, da die 
Lösung dieser Aufgabe bei den Gesunden auf Aktivierungen in Arealen beruht, die bei RM 
geschädigt sind. RM zeigt in den ersten Sekunden des Interstimulusintervalls eine Aktivie-
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rung im G. präcentralis im primär motorischen Handareal, die sich später in den prämotori-
schen Kortex verlagert. Diese Aktivierung tritt gleichzeitig mit der okzipitalen und parietalen 
Aktivierung auf, jedoch vor der für die Lösung der Aufgabe besonders relevanten inferior 
parietalen Aktivierung.  
 
Eine Aktivierung im primär motorischen Kortex der Hand scheint zunächst nicht mit dem 
Sprachsystem und damit mit der eigentlichen Aufgabe in Zusammenhang zu stehen. Neuere 
Studien weisen jedoch auf einen engen Zusammenhang zwischen Sprache und Handmotorik 
hin. Meister et al. (2003) fanden in einer Untesuchung mit transkranieller Magnetstimulation 
(TMS) eine erhöhte Erregbarkeit des linken Handareals während des lauten Lesens von Wör-
tern. Dieser Befund konnte für die Beinmotorik nicht wiederholt werden, ebenso nicht für die 
rechte Hemisphäre. Die Autoren interpretieren dies als Hinweis auf eine enge funktionelle 
Verbindung zwischen dem Sprachsystem und speziell der Handmotorik in der sprachdomi-
nanten Hemisphäre. Diese funktionelle Verbindung lässt sich nicht nur für die Sprachproduk-
tion nachweisen (Meister et al. 2003, Tokimura et al. 1996), sondern auch für die Sprachre-
zeption (Flöel et al. 2003).  
Während des Sprechens benutzen viele Menschen Gesten, dies tun sogar blind geborene Men-
schen – auch wenn sie mit anderen Blinden sprechen (Iverson & Goldin-Meadow 1998). Die 
meisten Rechtshänder gestikulieren mit der rechten Hand (Hadar 1991). Hadar et al. (1998) 
konnten zeigen, dass das Gestikulieren während des Sprechens den Wortabruf in der Spontan-
sprache fazilitiert. Hanlon et al. (1990) fanden bessere Benennleistungen, wenn die Patienten 
mit dem dominanten Arm auf die Bilder zeigten, die sie benennen sollten. Der Verzicht auf 
jegliche Gestik führte in einer Studie von Rauscher et al. (1996) bei gesunden Probanden 
beim Nacherzählen von Cartoons zu Schwierigkeiten beim lexikalischen Zugriff, wenn 
räumliche Inhalte involviert waren. Insgesamt deuten diese Befunde auf eine funktionelle 
Verbindung zwischen Sprache und Gestik und damit zwischen Sprache und Handmotorik hin. 
Der Einsatz von Gesten sollte daher auch in der Aphasietherapie häufiger zur Erleichterung 
des Wortabrufs benutzt werden. 
 
Dass beim Lösen der Homonym-Aufgabe kompensatorische Strategien genutzt werden, über-
rascht insofern nicht als diese Aufgabe auf Grund der vorliegenden Läsion die höchsten An-
forderungen an RM stellt. Die Tatsache, dass die primär motorische Aktivierung bereits vor 
der inferior parietalen auftritt, könnte als weiterer Hinweis auf kompensatorische Mechanis-
men gewertet werden. Möglicherweise benötigt RM diese Unterstützung beim lexikalischen 
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Zugriff, bevor er Wortformen aus dem jeweiligen semantischen Feld aufruft. Eine Aktivie-
rung im prämotorischen Kortex findet sich jedoch auch beim Lesen, bei der Suche nach einer 
Gemeinsamkeit und bei den ungelöst bleibenden Homonymen. Unter der Voraussetzung, dass 
auch diese eine kompensatorische Leistung widerspiegelt, hieße das, dass auch das reine 
Lesen der Wörter sowie die Suche nach einer Gemeinsamkeit – und die damit verbundene 
semantisch gelenkte Wortsuche – nicht ganz so leicht für RM zu bewältigen war, wie 
zunächst angenommen wurde. 
 
Die Fazilitierung des Wortabrufs durch kompensatorische Strategien lässt sich gut mit der 
Modellierung aphasischer Sprache im Modell von Dell vereinbaren. Auch wenn die Aphasie 
gut zurückgebildet ist und sich in der Spontansprache keine Symptome mehr zeigen, weisen 
diese Befunde darauf hin, dass die Aktivationsausbreitung im Sprachsystem immer noch 
leicht beeinträchtigt ist (vgl. hierzu Kapitel 3.4). Ein zusätzlicher Aktivationsschub erhöht 
möglicherweise das allgemeine Aktivationsniveau und erleichtert damit das Erreichen des 
Schwellwertes für die Weitergabe von Information sowie für die Selektion. 
 
Im Gegensatz zu den gesunden Probanden zeigt RM bei den gelösten Homonymen keine 
links inferior frontale Aktivierung, obwohl diese Region strukturell unbeeinträchtigt ist und 
deutlich von der Läsion entfernt liegt. Price et al. (2001) beobachteten ein Fehlen von Akti-
vierungen im unbeeinträchtigten linken posterioren inferioren Temporallappen bei vier Pa-
tienten mit Läsionen im Broca-Areal beim Lesen, obwohl eine Gruppe gesunder Probanden 
hier Aktivierungen gezeigt hatte. Alle vier Patienten zeigten jedoch bei einer semantischen 
Entscheidungsaufgabe sehr wohl Aktivierungen in genau dieser Region. Die Autoren be-
schrieben dieses Phänomen als dynamic diaschisis (vgl. auch Kapitel 4.2). Ob dies auch für 
das Ausbleiben der inferior frontalen Aktivierung in dieser Studie als Erklärung zutrifft, bleibt 
jedoch fraglich, da auch 5 der gesunden Probanden anders als in den anderen Bedingungen 
beim Lösen der Homonym-Aufgabe keine inferior frontale Aktivierung zeigen. 
 
Zusammenfassend fanden sich bei RM hauptsächlich Aktivierungen in Arealen, die auch bei 
gesunden Probanden aktiv waren, sowie eine zusätzliche primär motorische Aktivierung bei 
den korrekt gelösten Homonymen. Bezogen auf den Zugriff auf Wortformen zeigte RM trotz 
seiner Läsion weitgehend normale Aktivierungsmuster, einschließlich periläsioneller links 
parietaler Aktivierungen. Diese Befunde sprechen für eine Reorganisation im Sinne von 
redundancy recovery, wie sie auch Zahn et al. (2002) bei zwei Patienten mit gut zurückgebil-
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deter transkortikal-sensorischer Aphasie annehmen. Obwohl sich auch rechtshemisphärische 
Aktivierungen finden, ist dennoch nicht von einem von Kinsbourne (1998) postulierten left-
to-right transfer auszugehen, da auch bei den gesunden Probanden bilaterale Aktivierungen 
zu beobachten sind. Als Ursache für redundancy recovery nimmt Marshall (1984) an, dass bei 
normaler Funktion nicht alle zur Verfügung stehenden Neuronen benötigt werden, sondern 
dass eine gewisse Redundanz besteht, die es dem geschädigten System ermöglicht, auch mit 
einem Teil der ursprünglichen Neuronen bestimmte Funktionen weiter auszuführen. Für den 
Mechanismus des vicarious functioning nimmt er an, dass Neuronen grundsätzlich in der 
Lage seien, Funktionen anderer Systeme zu übernehmen. Obwohl die Aktivierung im primär 
motorischen Kortex bei keinem der gesunden Probanden gefunden wurde, ist dennoch auf-
grund der oben diskutierten Befunde anzunehmen, dass eine enge funktionelle Verbindung 
zwischen Handmotorik und Sprache besteht, d.h. dass es sich hier ebenfalls um Neuronen 
handelt, die auch bei ungestörter Funktion am Sprachsytem beteiligt sind. 
 
Der vorliegende Befund lässt sich auch mit der von Karbe et al. (1998) und Heiss et al. (1999) 
angenommenen Hierarchie innerhalb der Reorganisationsprozesse vereinbaren. RM hat eine 
relativ kleine Läsion, es hat eine gute Rückbildung stattgefunden, und es zeigen sich 
vorwiegend linkshemisphärische oder bilaterale Aktivierungen. Dies entspricht den Befunden 
von Karbe et al. und Heiss et al., die nur bei Patienten mit schlechter Rückbildung und großen 
Läsionen vorwiegend rechtshemisphärische Aktivierungen fanden. 
 
Wie bei den gesunden Probanden wurde auch hier eine Analyse des Zeitverlaufs durchge-
führt. Die Analyse des Zeitverlaufs hat gezeigt, dass die Aktivierungen im Zusammenhang 
mit den gelösten Homonymen bei RM erst deutlich später auftraten als in der Gruppe der 
gesunden Probanden. Diesem Befund darf jedoch nicht zu viel Bedeutung beigemessen wer-
den, da einige Probanden ebenfalls erst so spät inferior parietale Aktivierung zeigen, wie sich 
in der Einzelfallanalyse zeigte. Ein Zusammenhang zwischen der Anzahl der richtigen Lösun-
gen und dem Beginn der inferior parietalen Aktivierung besteht jedoch nicht.  
 
Empirischer Teil II: fMRT-Einzelfallstudie mit einem aphasischen Patienten 
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7 Zusammenfassung und Ausblick 
 
In einer fMRT-Gruppenstudie mit 15 sprachgesunden Probanden wurde die Suche nach 
einem Homonym – und damit einer spezifischen Wortform – der Suche nach einer 
konzeptuellen Gemeinsamkeit gegenübergestellt. Hierbei wurden die Stimuli visuell 
dargeboten. Sowohl bei der Suche nach einem Homonym als auch nach einer Gemeinsamkeit 
finden sich direkt nach der Stimuluspräsentation links inferior frontale sowie posterior 
superior parietale Aktivierungen. Nur beim korrekten Lösen der Homonym-Aufgabe zeigten 
sich zusätzlich zu einem späteren Zeitpunkt bilaterale Aktivierungen im G. supramarginalis 
und G. angularis sowie im angrenzenden inferior parietalen Kortex. Im Rahmen des zu 
Beginn der Arbeit vorgestellten Wortverarbeitungs-Modells von Dell et al. (1997) lässt sich 
das in der Form erklären, dass die semantische Suche, die zu Beginn aller genannten 
Bedingungen stattfindet und die einen Abgleichungsprozess zwischen der semantischen und 
der Lemma-Ebene widerspiegelt, zu Aktivierungen im inferioren frontalen Kortex führen. 
Dagegen resultiert das Finden eines Homonyms – und damit der Abgleich zwischen Lemma- 
und Phonem-Ebene – in inferior parietalen Aktivierungen.  
 
Bezüglich der Gruppenstudie bleibt die Frage offen, ob die inferior parietale Aktivierung, die 
beim Lösen der Homonym-Aufgabe gefunden wurde, spezifisch für die Verarbeitung visuel-
ler Wortformen ist oder ob sich bei auditiver Stimulation eine ähnliche Aktivierung beobach-
ten ließe. Die Annahme vieler Autoren, dass in dieser Region phonologische und orthographi-
sche – und damit auditive und visuelle – Informationen miteinander verknüpft werden, spricht 
eher für ein gemeinsames Areal für auditives und visuelles Wortformwissen in dieser Region. 
Dagegen sprechen jedoch zahlreiche Befunde zu unterschiedlichen Wortformlexika (vgl. Ka-
pitel 4.1.2). Von Interesse wäre hierbei auch, anstelle von Homonymen Homophone zu ver-
wenden, d.h. Wörtern, die zwar eine gemeinsame phonologische Form haben, sich orthogra-
phisch jedoch unterscheiden. Dabei müssten die Probanden nur die phonologische, nicht je-
doch die orthographische Wortform in die Suche miteinbeziehen, sodass möglicherweise an-
dere Areale als in dieser Studie für die Lösung der Aufgabe eine Rolle spielen. Ebenso könnte 
der orthographische Aspekt durch die Verwendung von Homographen herausgehoben wer-
den, wobei sich das Deutsche dafür auf Grund seiner relativ hohen Phonem-Graphem-Über-
einstimmung und der daraus resultierenden geringen Anzahl an Homographen schlecht 
eignet. 
Zusammenfassung 
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In einer fMRT-Einzelfallstudie wurde ein 32 Jahre alter Patient 5 Monate nach einem 
linkshemisphärischen Mediateilinfarkt untersucht, dessen Läsion das bei den gesunden 
Probanden gezeigte inferior parietale Wortform-System betraf, dessen kaum beeinträchtigte 
Leistungen in der Homonymaufgabe jedoch die Frage aufwarfen, welche Areale an der 
Lösung der Aufgabe beteiligt waren.  
 
Insgesamt zeigte der Patient mit den Sprachgesunden vergleichbare Aktivierungsmuster. Zu 
Beginn der Stimuluspräsentation zeigten sich bei der Suche nach einem Homonym genauso 
wie bei der Suche nach einer Gemeinsamkeit posterior superior parietale Aktivierungen, bei 
der Suche nach einer Gemeinsamkeit auch eine Aktivierung im Broca-Areal. Wie bei den 
gesunden Probanden zeigten sich ausschließlich bei den gelösten Homonyme zusätzlich 
bilaterale inferior parietale Aktivierungen, die in der linken Hemisphäre auch periläsionelle 
Bereiche einschließen. 
 
Zusätzlich zu diesen auch bei der Probandengruppe gefundenen Aktivierungen lassen sich bei 
RM noch eine Reihe weiterer Aktivierungsfoci beobachten. Besonders auffällig ist hierbei die 
Aktivierung im primär motorischen Handareal in der linken Hemisphäre. Diese vermutlich 
kompensatorische Aktivierung lässt sich dadurch erklären, dass zwischen dem Sprachsystem 
und der Handmotorik der sprachdominanten Hemisphäre eine enge funktionelle Verbindung 
besteht.  
 
Zusammenfassend hat diese Arbeit gezeigt, dass der Zugriff auf Wortform- und Konzept-
Wissen zu Aktivierungen in unterschiedlichen Hirnregionen führt. Dabei wurden nicht die 
zugehörigen Ebenen des Sprachproduktionsmodells von Dell et al. (1997) bestimmten 
Aktivierungen zugeordnet, sondern die dazwischen stattfindenden interaktiven Prozesse. Im 
zweiten Teil der Studie, in dem es um Rückbildung nach Aphasie ging, zeigte sich, dass für 
die Reorganisation des Wortform-Systems bei diesem Patienten vor allem die Aktivierung 
erhaltenen Gewebes um die Läsion herum von Bedeutung war, dass es jedoch zusätzlicher 
kompensatorischer Aktivierung der Handmotorik bedurfte, um die Aufgabe auf einem mit den 
Sprachgesunden vergleichbaren Niveau zu lösen. 
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Abkürzungsverzeichnis 
 
AAT Aachener Aphasietest 
ACi  anteriores Cingulum 
ant. anterior 
BA Brodmann-Area 
BOLD Blood Oxygen Level-dependent 
Cl  Claustrum 
Cu  Cuneus 
EKP  ereigniskorrelierte Potentiale 
EPI Echo Planar Imaging 
FA Flipwinkel 
fMRI functional Magnetic Resonance Imaging 
fMRT funktionelle Magnetresonanztomographie 
FOV Field of View 
G. Gyrus 
Ga  Gyrus angularis 
GC  Gyrus cinguli 
GF  Gyrus fusiformis 
GFd  Gyrus frontalis medialis 
GFi  Gyrus frontalis inferior 
GFm  Gyrus frontalis medius 
GFs  Gyrus frontalis superior 
Gh  Gyrus parahippocampalis 
GL  Gyrus lingualis 
GO  Gyrus orbitalis 
GOm  Gyrus occipitalis medius 
GOs  Gyrus occipitalis superior 
GPK  Graphem-Phonem-Konvertierung 
GPoC  Gyrus postcentralis 
GPrC  Gyrus präcentralis 
Gsm  Gyrus supramarginalis 
GTi  Gyrus temporalis inferior 
GTm  Gyrus temporalis medius 
GTs  Gyrus temporalis superior 
GTT  Gyri temporales transversi 
Hi  Hippocampus 
hrf hemodynamic response function / hämodynamische Antwortfunktion 
Jh. Jahrhundert 
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KZG Kurzzeitgedächtnis 
L  links 
Lpc  Lobulus paracentralis 
LPI  Lobulus parietalis inferior 
LPS  Lobulus parietalis superior 
LZG Langzeitgedächtnis 
M  mittelliniennah 
MEG Magnetenzephalographie 
N Nomen 
NC  Nucleus caudatus 
Ncl. Nucleus 
NL  Nucleus lentiformis 
PCi  posteriores Cingulum 
PCu  Precuneus 
PET Positron Emission Tomography / Positronen-Emissions-Tomographie 
post. posterior 
PR Prozentrang 
R  rechts 
rCBF regional Cerebral Blood Flow / regionaler zerebraler Blutfluss 
SMA supplementärmotorische Area 
SPM statistical parametric mapping 
T Tesla 
TE time to echo / Echozeit 
Th  Thalamus 
TR time to repeat / Repetitionszeit 
V Verb 
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Anhang I: Paradigma der fMRT-Studien 
Aufgabe 1: Lesen 
Stimulus 1 Stimulus 2 
Pferd Alkohol 
Boxen Alpen 
Baum Post 
Taschentuch Hammer 
Unterricht Badewanne 
Schwarm Ausweis 
Kugelschreiber Blume 
Schuhe Vogel 
Huhn Chemie 
Finger Schüssel 
Regal Fluss 
Schildkröte Gaststätte 
Teppich Geld 
Turner Geschwindigkeit
Tür Wunde 
Hase Gold 
Intellekt Katze 
Elektrizität Krabbe 
Gabel Krawatte 
Gang  Tanne 
Musik Mahlzeit 
Schlüssel Lehrling 
Sprosse  Krankheit 
Flagge Mücke 
Bagger Narr 
Ehe Park 
Gespenst Pilz 
Jacke Purzelbaum 
Licht Schraube 
Banane Tisch 
König Sportler 
Konjunktur Tennis 
Straße Bühne 
Wort König 
Fahrrad Klavier 
Kanone Vater 
Feuer Vorgesetzter 
Rätsel Wald 
Kreide  Schmetterling 
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Aufgabe 2: Homonym finden 
Stimulus 1 Stimulus 2 Homonym Kategorie 
Trog Mantel Futter schwierig 
Kreide  Tisch Tafel mittel 
König Baum Krone leicht 
Vogel Blumen Strauß schwierig 
Purzelbaum Bühne Rolle mittel 
Katze Alkohol Kater leicht 
Luft  Lokomotive Zug schwierig 
Krawatte  Mücke Fliege leicht 
Wort Tennis Satz mittel 
Schraube Vater Mutter leicht 
Ehe Boxen Ring mittel 
Pflanze  Bier Blume schwierig 
Hase Gabel Löffel leicht 
Erde Musik Ton schwierig 
Schwarm Feuer Flamme mittel  
Park Geld Bank leicht 
Rätsel Chemie Lösung mittel 
Rückgrat  Aufruhr Wirbel schwierig 
Gespenst Intellekt Geist leicht 
Unterricht Regal Fach mittel  
Fernseher Regen Schirm schwierig 
Lehrling Kugelschreiber Stift mittel 
Flagge Alkohol Fahne leicht 
Kirche  Ausstellung Messe schwierig 
Huhn Badewanne Hahn mittel 
Taschentuch Geschwindigkeit Tempo leicht 
Pferd Handschellen Fesseln schwierig 
Teppich Sportler Läufer mittel 
Tanz Spielzeug  Ball schwierig 
Krankheit Krabbe  Krebs leicht 
Stadion Lokomotive  Bahn schwierig 
Pferd Pilz Schimmel mittel 
Sprosse  Vorgesetzter Leiter leicht 
Gold Turner Barren mittel 
Alpen Ausweis Pass leicht 
Strick Wiese Tau schwierig 
Gang  Wald Flur mittel 
Schildkröte Kanone Panzer leicht 
Narr Tür Tor schwierig 
Fluss Elektrizität Strom leicht 
Gaststätte  Konjunktur Wirtschaft mittel 
Währung Gewicht Pfund schwierig 
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Aufgabe 3: Gemeinsamkeit finden 
Stimulus 1 Stimulus 2 mögliche 
Gemeinsamkeit 
Mücke Ameise Insekt 
Bier Cola Getränk 
Krawatte  Anzug Kleidung 
Chemie Biologie Naturwissenschaft 
Kirche  Braten Sonntag 
Taschentuch Hustenbonbon Schnupfen 
Alpen Himalaya Gebirge 
Wort Buchstabe Sprache 
Schildkröte Hamster Haustier 
Tennis Erdbeeren Wimbledon 
Ausweis Führerschein Papiere 
Unterricht Lehrer Schule 
König Fürst Adel 
Vater Kind Familie 
Kugelschreiber Locher Büro 
Tisch Gäste  Einladung 
Pilz Paprika Gemüse 
Blumen Geschenk Geburtstag 
Turner Medaille Wettkampf 
Lehrling Meister Ausbildung 
Gespenst Hexe Märchen 
Erde Merkur Planeten 
Rückgrat  Schlüsselbein Knochen 
Regen Sonne Wetter 
Krabbe Muschel Meerestier 
Fluss See Gewässer 
Hase Reh Wild 
Huhn Scheune Bauernhof 
Krankheit Wartezimmer Arzt 
Gold Silber Edelmetall 
Gabel Messer Besteck 
Park Spielplatz Grünfläche 
Regal Stuhl Möbel 
Spielzeug Nuckelflasche Baby 
Wald Sonntag Spaziergang 
Handschellen Verbrecher Polizei 
Kanone Soldat Krieg 
Mantel Schwert St. Martin 
Lokomotive Waggon Eisenbahn 
Purzelbaum Laternenumzug Kindergarten 
Badewanne Waschbecken Bad 
Schraube Zange Werkzeug 
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Anhang II: Liste der Homonyme mit Angabe der semantischen Relation zu 
den jeweiligen Stimuli 
Homonym Stimulus  semantische Relation 
Bahn Stadion Teil-Ganzes 
Bahn Lokomotive Teil-Ganzes 
Ball Tanz Kollokation 
Ball Spielzeug Ober-/Unterbegriff 
Bank Park Kollokation 
Bank Geld Kollokation 
Barren Gold Kollokation 
Barren Turner Kollokation 
Blume Pflanze  Ober-/Unterbegriff 
Blume Bier Teil-Ganzes 
Fach Unterricht Kollokation 
Fach Regal Teil-Ganzes 
Fahne Flagge Nebenordnung 
Fahne Alkohol Kollokation 
Fesseln Pferd Teil-Ganzes 
Fesseln Handschellen Nebenordnung 
Flamme Schwarm partielles Synonym 
Flamme Feuer Teil-Ganzes 
Fliege Krawatte  Nebenordnung 
Fliege Mücke Nebenordnung 
Flur Gang  partielles Synonym 
Flur Wald Nebenordnung 
Futter Trog Kollokation 
Futter Mantel Teil-Ganzes 
Geist Gespenst partielles Synonym 
Geist Intellekt partielles Synonym 
Hahn Huhn Nebenordnung 
Hahn Badewanne Teil-Ganzes 
Kater Katze Nebenordnung 
Kater Alkohol Kollokation 
Krebs Krankheit Ober-/Unterbegriff 
Krebs Krabbe  Nebenordnung 
Krone König Kollokation 
Krone Baum Teil-Ganzes 
Läufer Teppich Ober-/Unterbegriff 
Läufer Sportler Ober-/Unterbegriff 
Leiter Sprosse  Teil-Ganzes 
Leiter Vorgesetzter partielles Synonym 
Löffel Hase Teil-Ganzes 
Löffel Gabel Nebenordnung 
Lösung Rätsel Kollokation 
Lösung Chemie Kollokation 
Messe Kirche  Kollokation 
Messe Ausstellung Ober-/Unterbegriff 
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Mutter Schraube Nebenordnung 
Mutter Vater Nebenordnung 
Panzer Schildkröte Teil-Ganzes 
Panzer Kanone Nebenordnung 
Pass Alpen Kollokation 
Pass Ausweis partielles Synonym 
Pfund Währung Ober-/Unterbegriff 
Pfund Gewicht Ober-/Unterbegriff  
Ring Ehe Kollokation 
Ring Boxen Kollokation 
Rolle Purzelbaum partielles Synonym 
Rolle Bühne Kollokation 
Satz Wort Teil-Ganzes 
Satz Tennis Kollokation 
Schimmel Pferd Ober-/Unterbegriff 
Schimmel Pilz Ober-/Unterbegriff 
Schirm Fernseher Teil-Ganzes 
Schirm Regen Kollokation 
Stift Lehrling partielles Synonym 
Stift Kugelschreiber Ober-/Unterbegriff 
Strauß Vogel Ober-/Unterbegriff 
Strauß Blumen Kollokation 
Strom Fluss Nebenordnung 
Strom Elektrizität partielles Synonym 
Tafel Kreide  Kollokation 
Tafel Tisch partielles Synonym 
Tau Strick partielles Synonym 
Tau Wiese Kollokation 
Tempo Taschentuch partielles Synonym 
Tempo Geschwindigkeit partielles Synonym 
Ton Erde Kollokation 
Ton Musik Teil-Ganzes 
Tor Narr partielles Synonym 
Tor Tür Ober-/Unterbegriff  
Wirbel Rückgrat  Teil-Ganzes 
Wirbel Aufruhr partielles Synonym 
Wirtschaft Gaststätte  partielles Synonym 
Wirtschaft Konjunktur Kollokation 
Zug Luft  Kollokation 
Zug Lokomotive Teil-Ganzes 
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Anhang III: Liste der Homonyme und Polyseme mit morphologischen und 
etymologischen Angaben 
Wort Ge-
nus 
Plural 
(falls 
unter-
schiedl.) 
Homonym/ 
Polysem 
Bedeutung27  Herkunft28 Tertium 
compara-
tionis 
fem.  Polysem 1. kurz für Eisenbahn 1. seit 1820 für Verkehrsmittel Bahn 
fem.   2. glatter Weg 2. mhd. ban(e) „Durchhau im 
Walde“ 
Form 
(glatt, 
flach) 
mask.  Homonym 1. kugelförmiges Spiel-
/ Sportgerät 
1. mhd., ahd. bal aus germ. 
ballu- „Kugel“ 
 Ball 
mask.   2. Tanzvergnügen 2. von frz. bal im 17. Jh. ent-
lehnt, abgeleitet aus frz. baller, 
lat. ballare „tanzen“ 
 
fem. Bänke Homonym 1. Sitzmöbel für meh-
rere Personen 
1. mhd. banc, ahd. bank aus 
germ. *banki- „Bank“ 
 Bank 
fem. Banken  2. Unternehmen für 
Geldverkehr 
2. im 15. Jh. aus ital. banca, 
banco „Tisch“ entlehnt, 
zunächst für „Tisch des Geld-
wechslers“ 
 
mask.  Polysem 1. Barren 1. Ableitung aus Barre „Schran-
ke“, mhd. barre aus afrz. barre 
„Querstange“, seit Jahn für 
Turngerät 
Form Barren 
mask.   2. Gussform der Edel-
metalle als Zahlungs-
mittel 
2. seit dem 18. Jh. für Stangen-
form von Edelmetallen aus 
Barre  
 
fem.  Polysem 1. Pflanze, die Blüten 
treiben kann 
1. mhd. bluome, ahd. bluoma, 
bluomo, got. blōma “schwellen, 
knospen, blühen” 
Form Blume 
fem.   2. Schaum beim Bier 2. wegen Ähnlichkeit mit 
Blütenform aus 1. abgeleitet 
 
neutr.  Polysem 1. Unterabteilung im 
Schrank oder Regal 
1. mhd. vach „Stück einer 
Mauer“, ahd. vah „Mauer“ 
Funktion Fach 
neutr.   2. Wissensgebiet 2. seit 19. Jh., angelehnt an Vor-
stellung vom Schrankfach 
 
fem.  Polysem 1. farbiges Tuch als 
Hoheitszeichen 
1. mhd. van(e), ahd. fano, got. 
fana „Tuch“ 
Eigen-
schaft 
(wehend) 
Fahne 
fem.   2. nach Alkohol oder 
riechender Atem 
kein Eintrag  
fem.  Homonym 1. Kette oder Strick 1. mhd. vezzel, fezzil „Trag- u. 
Halteband fem. Schwert und 
Schild“ von mhd., ahd. vaz 
„Fass“ 
 Fessel 
fem.   2. die Zehe von 
Huftieren 
2. mhd. vezzel, fissel „Hinterbug 
des Pferdes“ zu mhd. vuoz, ahd. 
fuoz, got. fōtus „Fuß“ 
 
                                                 
27 nach Wahrig G (2001): Deutsches Wörterbuch, hg. von Renate Burfeind-Wahrig. Gütersloh: Bertelsmann  
    Lexikon-Verlag. 
28 nach Kluge Etymologisches Wörterbuch. 23. Auflage, 1995, bearbeitet von E. Seebold. Berlin: de Gruyter. &  
   Duden „Etymologie“: Herkunftswörterbuch der deutschen Sprache. 2. Auflage, 1989, bearbeitet von G.  Dros- 
   dowski. Mannheim: Dudenverlag.  
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fem.  Polysem 1. leuchtende Verbren-
nungserscheinung 
mhd. vlamme aus lat. flamma 
entlehnt, zu flagrare „brennen, 
lodern, glühen“ 
Eigen-
schaft  
(lodernd) 
Flam-
me 
fem.   2. Angebete kein Eintrag  
fem.  Polysem 1. Insekt 1. von fliegen, mhd. vliegen, 
ahd. fliogan 
Form Fliege 
fem.   2. zur Querschleife 
gebundene Krawatte 
kein Eintrag  
mask.  Homonym 1. Vorraum im Haus 1. aus mnd. flōr „Diele, Estrich“ 
übernommen, im nhd. seit ca. 
1700 für Vorraum, Gang 
 Flur 
fem.   2. Nutzland 2. mhd. vluor „Bodenfläche, 
Saatfeld“, seit 14. Jh. feminin 
 
neutr.  -  Homonym 1. Nahrung der Tiere 1. mhd. vuoter, ahd. fuotar 
„Futter“ 
 Futter 
neutr. Futter  2. dünne Stoffeinlage 2. mhd. vuoter, ahd. vuotar 
„Unterfutter, Futteral“, got. fōtr 
„Schwertscheide”, Grundbed. 
schützende Hülle, seit 15. Jh. für 
Futteral 
 
mask.  Homonym 1. Bewusstsein des 
Menschen 
1. mhd., ahd. geist „Erregung, 
Ergriffenheit“ aus westgerm. *-
gaista, „überirdisches Wesen, 
Gemütsverfassung“, Lehnbedeu-
tung nach frz. esprit 
 Geist 
mask.   2. Gespenst 2. wie 1., beide Bedeutungen 
entstanden nebeneinander 
 
mask.  Polysem 1. männliches Tier 
vieler Vogelgruppen 
1. mhd. hane, ahd. hano, got. 
hana, eigentlich „der Sänger“ 
von lat. canere „singen“, griech. 
εί-κανος „in der Morgenfrühe 
singend“ 
Form Hahn 
mask.   2. Vorrichtung zum 
Öffnen von Wasser-
leitungen 
2. wegen Ähnlichkeit aus 1. ab-
geleitet (Hahnenkamm und 
-schwanz) 
 
mask. Kater Homonym 1. männliche Katze 1. mhd. kater(e), ahd. kataro, 
von Katze abgeleitet 
 Kater 
mask. -  2. Nachwirkung einer 
durchzechten Nacht 
2. abgeleitet von Katarrh, volks-
tümliche Eindeutschung in 
Kater im 19. Jh. (Duden); Name 
für ein Bier (u.a. in Stade), spä-
ter auch für „das Kratzen im 
Kopf“ am nächsten Morgen 
(Kluge)  
 
mask. Krebse Homonym 1. Gliedfüßer 1. mhd. krebez, krebz(e), ahd. 
krebiz, krepaz „krabbelndes 
Tier“ 
 Krebs 
mask. -  2. bösartige 
Geschwulstbildung 
2. entlehnt von lat. cancer und 
griech. καρκίνος 
 
fem.  Polysem 1. auf dem Kopf getra-
gener Goldreif 
1. mhd. krōn(e), ahd. korōna, 
corona, crona, entlehnt von  lat. 
corona „Kranz, Krone“, griech. 
κορόνε „Ring“ 
Position 
(oben) 
Krone 
fem.   2. Wipfel des Baumes 2. übertragene Bed. von 1. abge-
leitet 
 
mask.  Polysem 1. jmd. der läuft 1. mhd. läufer, ahd. loufari 
„laufender Bote“ 
Funktion 
 
Läufer 
mask.   2. schmaler Teppich 2. von 1. abgeleitet 
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mask. Leiter Homonym 1. jmd. der etwas leitet 1. mhd. leitære, ahd. leitāri 
„Führer“ 
 Leiter 
fem. Leitern  2. Gerät aus zwei durch 
Sprossen verbundene 
Balken 
2. mhd. leiter(e), ahd. leitara 
„die Angelehnte, die Geneigte“ 
 
mask.  Polysem 1. Essgerät 1. mhd. leffel, ahd. leffil, lepfil, 
Instrumentalbildung zu „lecken, 
schlürfen“ 
Löffel 
mask.   2. Ohr von Hase und 
Kaninchen 
2. bereits seit mhd. Zeit wegen 
Ähnlichkeit für Hasenohren 
(Duden), eigene Bildung zu laff 
„schlaff“  
Form 
fem.  Polysem 1. homogene Vertei-
lung eines Stoffes in 
einem anderen 
1. seit dem 19. Jh. als 
chemischer Fachausdruck 
 Lösung 
fem.   2. Ergebnis 2. mhd. lœsunge, ahd. losunga 
von lösen, eig. „losmachen, 
freimachen“ 
 
fem.  Polysem 1. katholischer Haupt-
gottesdienst 
1. mhd. messe, ahd. missa, 
messa, Entlehnung aus spätlat. 
missa „Gottesdienst“ 
 Messe 
fem.   2. Industrieschau 2. mhd. messe neben  Bed. 1 
auch „kirchliches Fest, Jahr-
markt, Großausstellung“, mhd. 
kirmesse „Gottestdienst an 
Kirchweih“ 
 
fem. Mütter Homonym 1. Frau, die Kinder 
geboren hat 
1. mhd., ahd. muoter Funktion 
(umschlie-
ßend) 
Mutter 
fem. Muttern  2. das Gewinde drehbar 
umschließender Teil 
einer Schraube 
2. abgeleitet aus 1. wegen ähnl. 
Funktion (umschließen) 
 
mask.  Polysem 1. Stahlhülle als Schutz 
gegen Geschosse 
1. seit Ende des 12. Jhs. aus afrz. 
pancier „Leibrüstung, Brustpan-
zer“ entlehnt, von frz. panse 
„Leib“ 
Funktion 
(Schutz) 
Panzer 
mask.   2. eng anliegende 
Schutzhülle 
kein Eintrag  
mask.  Polysem° 1. Personalausweis 1. um 1500 von frz. passeport 
„Geleitbrief, Passierschein“ ent-
lehnt 
Funktion 
(Durch-
gang) 
Pass 
mask.   2. schmaler Weg durch 
ein Gebirge 
2. Anfang d. 15.Jhs. von frz. 
pas, lat. passus „Schritt“ 
 
neutr.  Polysem 1. Gewichtseinheit 1. germ. Gewichtsbezeichnung 
von lat. pondus „Gewicht“ 
Funktion 
(Einheit) 
Pfund 
neutr.   2. britische und irische 
Währungseinheit 
kein Eintrag  
mask.  Polysem 1. Reif Ring 
mask.   2. Kreis 
1. mhd. rinc, ahd. (h)ring, wahr-
scheinl. Ablautung zu runge 
„Rundstab“, zunächst für Kreis 
und kreisförmige Gegenstände, 
speziell Ring aus Metall 
Form  
fem.  Polysem 1. Turnübung 1. mhd. rolle, rulle, seit 14. Jh., 
zunächst für kleines Rad, Schei-
be, dann allg. für rollenförmige 
Gegenstände 
Form Rolle 
fem.   2. Sprechtext eines 
Schauspielers 
2. im 16. Jh. aufgekommen, 
nach ursprünglich auf Schrift-
rollen aufgezeichnetem Text 
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mask.  Polysem 1. sprachlicher Aus-
druck eines Gedankens 
1. mhd. saz, satz, von mhd. 
setzen, ahd. sezzen, eigentlich 
„das Gesetzte“, in dieser Bed. 
seit dem 16. Jh.  
(Abschnitt)Satz 
mask.   2. Spielabschnitt 2. wie 1, erst im nhd.   
 
mask. - Polysem 1. weißlicher Überzug 
aus Schimmelpilzen 
1. mhd. schimel von mhd. 
schīnen, ahd. scīnan, got. 
skeinan „scheinen“ 
Farbe Schim-
mel 
mask. Schim-
mel 
 2. graues oder weißes 
Pferd 
2. seit dem 15. Jh. aus 1. abge-
leitet 
 
mask.  Polysem 1. Gerät zum Schutz 
gegen Regen oder 
Sonne 
1. mhd. schirm, ahd. scirm, ur-
sprünglich Schild des Kämpfers 
 Schirm 
mask.   2. Projektionsleinwand kein Eintrag  
mask.  Polysem 1. Zeichengerät 1. mhd. stift, steft, ahd. steft 
„Stachel“ seit Dürer für 
Zeichengerät 
Größe Stift 
mask.   2. Lehrling 2. ugs. aus 1 abgeleitet, eigent-
lich „etwas Kleines, Geringwer-
tiges“ 
 
mask. Strauße Homonym 1. größter Vogel 1. mhd. strūz(e), ahd strūz, von 
lat. struthio, griech. στρουθίωυ 
„Strauß“ 
 Strauß 
mask. Sträuße  2. mehrere zusammen-
gebundene Blumen 
2. mhd. gestriuze, striuzach, 
strūzach „Buschwerk“, im 16. 
Jh. wahrscheinlich zu strotzen 
(„hervorstehen“) entstanden 
 
mask.  Polysem 1. großer Fluss 1. mhd. stroum, strōm, ahd. 
stroum „fließendes Gewässer” 
Eigen-
schaft 
(fließend) 
Strom 
mask.   2. fließende elektrische 
Ladung 
2. seit dem 18. Jh. für fließende 
elektr. Ladung 
 
fem.  Polysem 1. langer Tisch 1. mhd. tavel(e), ahd. taval, aus 
lat. tabula „Brett, Schreibtafel“ 
entlehnt 
Form, 
Material 
Tafel 
fem.   2. breites Brett 2. mhd. zabel, ahd. zabal, eben-
falls aus lat. tabula, im mhd. v.a. 
in Schachzabel „Schachbrett“ 
 
neutr. Taue Homonym 1. dickes Seil 1. im 16. Jh. aus dem Niederdt. 
übernommen, von mnd. tou(we), 
tau „Werkzeug, Schiffsgerät, 
Docht“ 
 Tau 
mask. -  2. wässriger Nieder-
schlag 
2. mhd., ahd. tou „in Tropfen 
niedergeschlagene Luftfeuchtig-
keit“, Herkunft unklar, am 
ehesten zu ahd. t(h)oum „Dunst, 
Dampf“ 
 
neutr. - Homonym 1. Geschwindigkeits-
grad 
1. im 17. Jh. aus ital. tempo 
„Zeit, Gelegenheit, Zeitmaß“ 
entlehnt, von lat. tempus „Zeit, 
Zeitspanne“, seit 19. Jh. im Sin-
ne von Geschwindigkeit 
 Tempo 
neutr. Tempos  2. Papiertaschentuch 
(Warenzeichen) 
 
2. Warenzeichen  
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mask. - Homonym 1. weiche, formbare 
Masse 
1. mhd. tāhe, dāhe, ahd. dāha, 
got. Þāhōn „Dichtwerdendes, 
Ton, Lehm“, nhd. Form durch 
Lutherbibel verbreitet 
 Ton 
mask. Töne  2. hörbare Schwingung 
der Luft 
2. mhd. tōn, dōn, ahd. tonus 
„Melodie, Lied, Laut, Ton, 
Stimme“ aus lat. tonus, griech. 
τόνος „Saitenton, Spannung der 
Saite“ 
 
 
mask.  Homonym 1. einfältiger Mensch mhd. tōre Substantiv zu „umne-
belt, verwirrt“, ahd. tusīg „tö-
richt“ 
 Tor 
neutr.   2. große Tür 2. mhd., ahd. tor „Pforte“  
mask.  Polysem 1. Glied des Achsen-
skeletts 
1. mhd. wirbel, ahd. wirbil zu 
ahd. hwerban „sich drehen, sich 
bewegen, sich wenden“ zuerst 
für schnelle Drehung bes. der 
Luft, seit 16. Jh. für Knochen-
wirbel 
Form Wirbel 
mask.   2. Aufsehen, Aufregung 2. wie 1., ugs.  
fem.  Polysem 1. Gaststätte 1. mhd. wirtschaft, ahd. 
wirtscaft „Besuch, Gastmahl“ 
von Wirt „Hausherr, Gast-
freund“, zunächst für Bewirtung, 
seit 16. Jh. Gastwirtschaft 
 Wirt-
schaft 
fem.   2. planmäßige Tätigkeit 2. wie 1., seit 17. Jh. für Haus-
wesen, Haushalt, Ökonomie 
 
mask. Züge Polysem 1. Lok mit angehängten 
Wagen 
1. mhd., ahd. zuc zu ziehen, eig. 
„das Ziehen“ seit der ersten 
Hälfte des 19. Jhs. für Eisen-
bahnzug, Einfluss durch engl. 
train 
Eigen-
schaft 
(Bewe-
gung) 
Zug 
mask. -  2. das Ziehen 2. mhd., ahd. zuc zu ziehen, seit 
16. Jh. für Luftzug 
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