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1. Introduction
Single-index models are widely used in practice, because they enable us to deal with the ‘‘curse of dimensionality’’
and to achieve dimension reduction in nonparametric regression. Therefore, much effort has been devoted to studying its
estimation and other relevant inference problems, see Jiang et al. (2012, 2013), Huang et al. (2014), Lv et al. (2014, 2015)
and so on. Varying coefficientmodels havewide applications in practice due to their flexibility, see Huang et al. (2010), Zhou
et al. (2011), Tang et al. (2013) and so on. But these two classes of models have their own limitations. For example, single-
index models cannot reflect the additivity of covariates, while the performance of varying coefficient models can be poor if
the varying coefficient contains moderate or high dimensional covariates. As a compromise, Xia and Li (1999) was the first
to study a hybrid of single index and varying coefficient models, single-index-coefficient regression models (SICRM), which
are written as
Y = gT0 (βT0 X)Z + ε, (1.1)
where Y is the response variable, X(∈ Rp) and Z(∈ Rd) are the vectors of covariates, g0(·) = (g1(·), . . . , gd(·))T is a
d-dimensional unknown function vector. Generally, the first component of Z may be taken as 1. β0 is the unknown
parametric vector coefficient, and for the sake of identifiability (Lin and Kulasekera, 2007), we assume that ∥β0∥ = 1 and
that the first component ofβ0 is positive, here ∥·∥ denotes the Euclidean norm, and ε is themodel errorwith Eτ (ε|X, Z) = 0.
The single-index-coefficient regression models (1.1) are quite general, containing many existing models as special cases.
Some of the examples include:
[1] When g0(·) ≡ g , where g is an unknown vector, model (1.1) is reduced to a linear regression model.
[2] When d = 1 and Z ≡ 1, model (1.1) becomes a single-index model (Jiang et al., 2013). When Z1 = 1 and gl(·) ≡ gl for
l ≥ 2, it is a partially linear single-index model (Liang et al., 2010).
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[3] When Z ≡ 1, model (1.1) is an additive index model (Yuan, 2011).
[4] When p = 1 and β0 = 1, model (1.1) is a varying-coefficient model (Tang et al., 2013).
To the best of our knowledge, existing estimation procedures for model (1.1) are mainly built on the least-squared based
methods. Xia and Li (1999) was the first to studymodel (1.1) and used the kernel method to estimate the unknown function
vector g(·) and obtain the estimators of β by the least-squared method. Huang et al. (2014) developed a methodology
to identify and eliminate redundant single index covariates, and to further develop goodness-of-fit test and establish the
corresponding asymptotic properties.
Quantile regression (Koenker and Bassett, 1978) serves as a robust alternative when the median or any other quantile of
the model error is assumed to be zero. Its value has been demonstrated by rapidly expanding literatures in econometrics,
social sciences, and biomedical studies; see Koenker (2005) for a comprehensive review. For single-index quantile
regression, see Wu et al. (2010), Jiang et al. (2012), Kong and Xia (2012), Zhu et al. (2012), Hu et al. (2013) and Jiang et al.
(2013); For varying-coefficient quantile regression, see Honda (2004),Wang et al. (2009), Cai and Xiao (2012) and Tang et al.
(2013). Therefore, we extend quantile regression to model (1.1).
Variable selection plays an important role in themodel building process. In practice, it is common to have a large number
of candidate predictor variables available, and they are included in the initial stage of modeling for the consideration
of removing potential modeling bias (Fan and Li, 2001). However, it is undesirable to keep irrelevant predictors in the
final model since this makes it difficult to interpret the resultant model and may decrease its predictive ability. In the
regularization framework, many different types of penalties have been introduced to achieve variable selection. The
L1 penalty was used in the LASSO proposed by Tibshirani (1996) for variable selection. Fan and Li (2001) proposed a
unified approach via nonconcave penalized least squares regression, which simultaneously performs variable selection
and coefficient estimation. By using adaptive weights for penalizing different coefficients in the LASSO penalty, Zou (2006)
introduced the adaptive LASSO and demonstrated its oracle properties. Recent references can see Belloni and Chernozhukov
(2011), Wang (2013), Tang et al. (2013) and so on. Thus, we also consider the adaptive LASSO method for model (1.1) based
on quantile regression.
Our aboveprocedure is a back-fitting algorithm (see Section 2), it is computationally expensivewhen thedimension of the
covariates X is large. Zhu et al. (2012) proposed, under linearity condition, for any link function and τ ∈ (0, 1), the τ th linear
quantile regression coefficient is proportional to β0 in the single-index models. Thus the ordinary linear quantile regression
actually results in root-n consistent estimates for β0. This property enables us to substantially reduce the computational
cost of the back-fitting algorithm and to obtain a convenient and effective initial estimate for our back-fitting algorithm.
Therefore, we consider extending the method of Zhu et al. (2012) to model (1.1).
This work was motivated by analyzing a walking behavior dataset consisting of three individual attributes factors and
twelve space indicator factors based on a travel survey of 1708 individuals from 21 neighborhoods in Shanghai between
February 2012 and April 2012. The objective of the study is to examine the relationship between space indicator factors and
the times of weekly walking times. Sincemodel (1.1) is a general model, we consider use of model (1.1) to study this dataset,
the numerical analysis the details of the analysis of this dataset are presented in Section 5.4.
In this paper, we develop a back-fitting algorithm for model (1.1) based on quantile regression, and we also study the
adaptive LASSO quantile regression for β0. Furthermore, under linearity condition, we propose a simple algorithm for β0.
This paper is organized as follows. Quantile regression for model (1.1) are given in Section 2. In Section 3, a variable
selection method is developed. We consider a simple algorithm in Section 4. Some simulations and a real data application
are conducted in Section 5 to illustrate ourmethodology. Final remarks are given in Section 6. All the conditions and technical
proofs are collected in the Appendix.
2. Estimation
2.1. Quantile regression estimation
Theoretically, the true parameter vector β0 in model (1.1) solves the following minimization problem:
β0 = arg min∥β∥=1,β1>0 E

ρτ (Y − gT0 (βTX)Z)

, (2.1)
where ρτ (r) = τ r−rI(r < 0) is the loss function. The right-hand side of (2.1) is the expected loss which can be equivalently
written as
E

ρτ (Y − gT0 (βTX)Z)
 = E E ρτ (Y − gT0 (βTX)Z)|βTX . (2.2)
Suppose that {xi, zi, yi}ni=1 is an independent identically distributed (i.i.d.) sample from (X, Z, Y ). For βT xi ‘‘close’’ to u,
the τ th conditional quantile at βT xi can be approximated linearly by
g(βT xi) ≈ g(u)+ g ′(u)(βT xi − u) ≡ a+ b(βT xi − u), (2.3)
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where a ≡ g(u) and b ≡ g ′(u). Following (2.3), E ρτ (Y − gT0 (βTX)Z)|βTX = u can be approximated by
n
i=1
ρτ

yi − aT zi − bT zi(βT xi − u)

K

βT xi − u
h

,
where K(·) is the kernel function and h is the bandwidth. By averaging on u, the empirical approximation of (2.2) is
n
j=1
n
i=1
ρτ

yi − aTj zi − bTj ziβT (xi − xj)

ωij, (2.4)
where ωij = Kh(βT xi − βT xj)/nl=1 Kh(βT xl − βT xj) and Kh(·) = K(·/h)/h. By (2.1), (2.2) and (2.4), the quantile regression
estimate of β0 is
βˆ = arg min∥β∥=1,β1>0
n
j=1
n
i=1
ρτ

yi − aTj zi − bTj ziβT (xi − xj)

ωij. (2.5)
Since in (2.5), aj and bj, j = 1, . . . , n are unknown, minimization of (2.5) should be done by iteratively solving two
simple problems, one with respect to aj and bj, j = 1, . . . , n, and the other with respect to β . The estimation procedures for
estimating β and g(·) are stated as follows:
Step 0. (Initialization step). Obtain initial βˆ(0) by themethod in Section 4. Standardize the initial estimate such that ∥βˆ∥ = 1
and βˆ1 > 0.
Step 1. Given βˆ , obtain {aˆj, bˆj}nj=1 by solving a series of the following
min
(aj,bj)
n
i=1
ρτ

yi − aTj zi − bTj ziβˆT (xi − xj)

ωij,
with the bandwidth h chosen optimally.
Step 2. Given {aˆj, bˆj}nj=1, obtain βˆ by solving
min
β
n
j=1
n
i=1
ρτ

yi − aˆTj zi − bˆTj ziβT (xi − xj)

ωij,
with ωij evaluated at β and h from step 1.
Step 3. Repeat Steps 1 and 2 until convergence.
Step 4. Fix β at its estimated value from Step 3. The final estimate of g(·) at any u is gˆ(u; h, βˆ) = aˆ, where
(aˆ, bˆ) = argmin
(a,b)
n
i=1
ρτ

yi − aT zi − bT zi(βˆT xi − u)

Kh(βˆT xi − u).
2.2. Asymptotic properties
Let F(·) and f (·) be the cumulative distribution function and density function of the model error, respectively. Denote
by fU(·) the marginal density function of U = βT0 X . We choose the kernel K(·) as a symmetric density function and write
µj =

ujK(u)du, νj =

ujK 2(u)du.
We state the asymptotic normality for gˆ(u; h, βˆ) in the following theorem.
Theorem 1. Suppose that conditions (A1)–(A5) given in the Appendix hold. If n → ∞, h → 0 and nh → ∞, then for an
interior point u,
√
nh

gˆ(u; h, βˆ)− g0(u)− 12g
′′
0 (u)µ2h
2

L−→ N (0,Σ(u)) ,
where
L−→ stands for convergence in distribution, Σ(u) = ν0τ(1−τ)fU (u) D1(u)−1D0(u)D1(u)−1,D0(u) = E[ZZT |U = u] and
D1(u) = E[f (0|Z,U)ZZT |U = u].
Theorem 2. Under the same conditions as in Theorem 1. Then
√
nh

gˆ(βˆTX; βˆ)− g0(βT0 X)−
1
2
g ′′0 (β
T
0 X)µ2h
2

L−→ N 0,Σ(βT0 X) .
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The following theorem gives the asymptotic normality for estimator βˆ.
Theorem 3. Suppose that conditions (A1)–(A5) given in the Appendix hold. If n →∞, h → 0 and nh →∞, then
√
n(βˆ − β0) L−→ N(0, τ (1− τ)C−11 C0C−11 ),
where
C0 = E[(X − E(X |βT0 X))g ′0(βT0 X)TZZTg ′0(βT0 X)(X − E(X |βT0 X))T ],
C1 = E[f (0|X, Z)(X − E(X |βT0 X))g ′0(βT0 X)TZZTg ′0(βT0 X)(X − E(X |βT0 X))T ].
2.3. Selection of bandwidth
Bandwidth selection is always crucial in local smoothing as it governs the curvature of the fitted function. Theoretically,
when the sample size is large, the optimal bandwidth could be derived by minimizing the asymptotic mean squared error
(MSE) of gˆ(u) from Theorem 1 in Section 2.2.
MSE(gˆ(u)) =

1
2
g ′′0 (u)µ2
2
h4 + 1
nh
Σ(u)+ op

h4 + 1
nh

.
By straightforward calculations we can derive that the optimal bandwidth minimizing the asymptotic MSE of gˆ(u) is
hopt =

Σ(u)
g ′′0 (u)2µ
2
2
1/5
n−1/5.
Note that hopt depends on some unknown values, whose estimation is intensive in calculation, and so hopt is not easy to
obtain in practice. Thus, we choose bandwidth hopt by plug-in method proposed by Ruppert et al. (1995).
3. Variable selection
The adaptive LASSO (Zou, 2006) can be viewed as a generalization of the LASSO penalty. Basically the idea is to penalize
the coefficients of different covariates at a different level by using adaptive weights. The adaptive LASSO penalized quantile
regression estimator (PQR) for model (1.1), denoted by βˆ∗, is the minimizer of the following function
n
j=1
n
i=1
ρτ

yi − aTj zi − bTj ziβT (xi − xj)

ωij + λ
p
j=1
|βj|
|βˆj|2
. (3.1)
We propose to estimate β in (3.1) with an iterative procedure described below.
Step 0. (Initialization step). Obtain initial βˆ∗(0) from Section 2.
Step 1. Given βˆ∗, obtain {aˆ∗j , bˆ∗j }nj=1 by solving a series of the following
min
(aj,bj)
n
i=1
ρτ

yi − aTj zi − bTj ziβˆT (xi − xj)

ωij,
with the bandwidth h chosen optimally.
Step 2. Given {aˆ∗j , bˆ∗j }nj=1, obtain βˆ∗ by solving
min
β
n
j=1
n
i=1
ρτ

yi − aˆ∗Tj zi − bˆ∗Tj ziβT (xi − xj)

ωij + λ
p
j=1
|βj|
|βˆj|2
,
with ωij evaluated at β and h from step 1.
Step 3. Repeat Steps 1 and 2 until convergence.
In what follows, we show the adaptive LASSO penalized quantile regression estimator enjoys the oracle properties.
Theorem 4. Under model (1.1) and suppose that conditions (A1)–(A5) given in the Appendix hold. If λ√n → 0, λ → ∞ and
n →∞, then
1. Consistency in selection: P({j : βˆ∗j ≠ 0} = Λ)→ 1.
2. Asymptotic normality:
√
n(βˆ∗Λ − βΛ) L−→ N(0, τ (1− τ)[C−11 C0C−11 ]ΛΛ)
whereΛ = {j : βj ≠ 0}.
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Remark 1. To tune the parameterλ, many selection criteria such as cross validation (CV), generalized cross validation (GCV),
BIC and AIC selection can be used.Wang et al. (2007a) pointed out that the GCV approach tends to produce overfittedmodels
even as the sample size goes to infinity. For this reason, Wang et al. (2007b) developed a BIC-type selection criterion, which
motivates us to consider the following BIC criterion
BIC(λ) = log

n
i=1
ρτ (yi − gˆT (βˆTX))Z

+ dfλ log(n)/n,
where dfλ is the number of nonzero coefficients in βˆ, a simple estimate for the degrees of freedom (Zou et al., 2007). We can
select λˆ = argminλ BIC(λ).
4. Quantile regression under linearity condition
Linearity condition (Li, 1991): For any k in Rp, the conditional expectation E(kTX |βT0 X) is linear in βT0 X; that is, for some
constant k0, E(kTX |βT0 X) = k0βT0 X .
Under linearity condition, for any link function g(·) and τ ∈ (0, 1), the τ th linear quantile regression coefficient for
Y |X, Z is proportional to β0 in model (1.1). Therefore, we assume that g(βTX) = a+ bβTX , thus
gT (βTX)Z = aTZ + (bβTX)TZ ≡ aTZ +
d
j=1
(βT(j)X)
TZj
where β(j) = bjβ . Let
Lτ

a, {β(j)}dj=1
 = E ρτ (Y − aTZ − d
j=1
(βT(j)X)
TZj)

.
Take 
a¯, {β¯(j)}dj=1
 = arg min
a,{β(j)}dj=1
Lτ

a, {β(j)}dj=1

,
and β˜ = 1d
d
j=1 β¯(j).
Theorem 5. If the covariate vector X at (1.1) satisfies linearity condition, then β˜ = cβ0 for some constant c.
Remark 2. The linearity condition is widely assumed in the context of sufficient dimension reduction. Li (1991) pointed out
that it is satisfied when X follows an elliptically contoured distribution, and Hall and Li (1993) proved that it always holds to
a good approximation in single-index models of the form (1.1) when the dimension p of the covariates becomes large. Thus,
the linearity condition is typically regarded as mild, particularly when p is fairly large. Zhu et al. (2012) considered linearity
condition for quantile regression.
Let {xi, zi, yi}ni=1 be an independent identically distributed (i.i.d.) sample from (X, Z, Y ), and take
Lτn

a, {β(j)}dj=1
 = 1
n
n
i=1
ρτ

yi − aT zi −
d
j=1
βT(j)xizij

.
Let 
aˆ, {βˆ(j)}dj=1

= arg min
a,{β(j)}dj=1
Lτn

a, {β(j)}dj=1

,
and βˆ♯ = 1d
d
j=1 βˆ(j). Furthermore, βˆ♯ is standardized as follows: β = sign1β/∥β∥, where sign1 is the sign of the first
component of β .
5. Numerical studies
In this section, we first use Monte Carlo simulation studies to assess the finite sample performance of the proposed
procedures and then demonstrate the application of the proposed methods with the real data analysis. Moreover, for
τ = 0.5, we compare the proposed quantile regression procedure (QR) in Section 2 with the least square method (LS)
proposed by Xia and Li (1999).
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Table 1
The simulation results for p = 3.
ε τ Method EE MSE ASE
N(0, 1) 0.50 LS 0.0892 0.0258 0.5024
0.50 QR 0.1094 0.0394 0.5091
0.10 QR 0.1643 0.0966 0.7442
0.25 QR 0.1275 0.0440 0.5541
0.75 QR 0.1449 0.0859 0.6258
0.90 QR 0.2377 0.2001 1.0521
t(3) 0.50 LS 0.1196 0.0419 1.0301
0.50 QR 0.1131 0.0350 0.7394
0.10 QR 0.2998 0.3433 1.8617
0.25 QR 0.1464 0.0654 0.8806
0.75 QR 0.1731 0.0900 1.0276
0.90 QR 0.3104 0.3111 1.8372
χ2(2) 0.50 LS 0.8777 1.5495 6.2028
0.50 QR 0.1641 0.0742 1.0377
0.10 QR 0.1186 0.0427 0.6345
0.25 QR 0.1267 0.0606 0.7581
0.75 QR 0.2852 0.2764 2.0863
0.90 QR 0.4449 0.7475 3.7207
5.1. Example 1
We conduct a small simulation study with n = 100 and the data are generated from the following model
Y = exp{XTβ0} + sin{XTβ0}Z1 + (XTβ0)2Z2 + (ε − Eτ (ε)),
where ε is the model error and Eτ (ε) is the τ th-quantile of ε. The index parameter β0 = (2,−2, 1, 0, . . . , 0)T/3 is
a p × 1 vector, and the covariate vector X is generated as multivariate normal with mean zero and covariance matrix
var(X) = (σij)p×p with σij = 0.5|i−j|, Z1 and Z2 are generated from a standard normal distributionN(0, 1). In our simulations,
we considered three error distributions for ε: the standard normal distribution N(0, 1); the student-t distribution with 3
degrees of freedom t(3) and the chi-square distribution with 2 degrees of freedom χ2(2).
All of the simulations are run for R = 500 replicates. Tables 1–3 depict averages of estimation error (EE) and mean
squared errors (MSE) of the estimate βˆ to assess the accuracy of estimate methods
EE =

1− |βˆTβ0|, MSE = (βˆ − β0)T (βˆ − β0),
where EE takes values between 0 and 1 and the smaller value corresponding to the better estimator; see also Kong and Xia
(2012). MSE is also used by Zhu et al. (2012). The performance of gˆ(·)will be assessed by average squared error (ASE)
ASE = 1
3n
3
d=1
n
i=1
[gd(XTi β0)− gˆd(XTi βˆ)]2.
It can be seen from Tables 1–3 that under standard normal errors, the LS performs slightly better than QR. However, the
QR is superior to the LS in all other cases. This is expected in that the performance of the LS is sensitive to the presence of
outliers. The quantile regression offers a more robust estimation in most scenarios.
5.2. Example 2
The data are generated from the following model
Y = exp{XTβ0} + (XTβ0)2Z + 0.2(ε − Eτ (ε)),
where β0 = (2,−2, 1, 0, 0, 0, 0, 0)T/3, and the covariate vector X = (X1, . . . , X8)T is generated from the uniform
distribution on [−1, 1] with independent components and Z is generated from a standard normal distribution N(0, 1).
Other settings are the same as those in Example 1.
To assess the performance, we consider Fan and Li’s (2001) median of relative model error (MRME), where the relative
model error is defined as RMRME = MRMEPQR/MRMEQR,MRMEPQR is defined as E(XT βˆPQR − XTβ0)2, and MRMEQR =
E(XT βˆQR − XTβ0)2. In addition, the proportions of models under-fitted (U-fit), correctly fitted (C-fit), over-fitted (O-fit) are
also reported in Table 4, in which the row labeled ‘‘C’’ shows the average number of nonzero coefficients correctly estimated
to be nonzero, while the row labeled ‘‘IC’’ presents the average of number of zero coefficients incorrectly estimated to be
nonzero. From Table 4, we can see that the variable selection method performs well in all cases.
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Table 2
The simulation results for p = 10.
ε τ Method EE MSE ASE
N(0, 1) 0.50 LS 0.2741 0.1754 1.0238
0.50 QR 0.3143 0.2271 1.0460
0.10 QR 0.4363 0.4268 1.3589
0.25 QR 0.3602 0.3094 1.1049
0.75 QR 0.3826 0.3361 1.1244
0.90 QR 0.4279 0.4140 1.3727
t(3) 0.50 LS 0.9184 1.7248 10.1234
0.50 QR 0.4373 0.4410 1.4607
0.10 QR 0.5748 0.8423 2.4397
0.25 QR 0.4280 0.4348 1.5930
0.75 QR 0.4583 0.4969 1.6326
0.90 QR 0.5734 0.7323 2.6528
χ2(2) 0.50 LS 0.9180 1.7163 9.7431
0.50 QR 0.4671 0.4962 2.1835
0.10 QR 0.3968 0.3909 1.1649
0.25 QR 0.3989 0.3744 1.5009
0.75 QR 0.5712 0.7569 2.7868
0.90 QR 0.6804 1.1337 4.5734
Table 3
The simulation results for p = 20.
ε τ Method EE MSE ASE
N(0, 1) 0.50 LS 0.4015 0.3473 1.2567
0.50 QR 0.4385 0.4217 1.4366
0.10 QR 0.5708 0.6889 1.6045
0.25 QR 0.5558 0.6603 1.6094
0.75 QR 0.5467 0.6481 1.5496
0.90 QR 0.5726 0.6964 1.7817
t(3) 0.50 LS 0.9419 1.8394 10.8261
0.50 QR 0.5923 0.7428 1.9496
0.10 QR 0.6409 0.8752 2.7000
0.25 QR 0.6163 0.8475 2.2305
0.75 QR 0.6281 0.8480 2.3756
0.90 QR 0.6385 0.8821 3.0878
χ2(2) 0.50 LS 0.9447 1.8487 10.6170
0.50 QR 0.6657 0.9399 2.7769
0.10 QR 0.6014 0.7709 1.8377
0.25 QR 0.6071 0.7863 2.0583
0.75 QR 0.7232 1.1126 3.8768
0.90 QR 0.7416 1.1611 5.3289
5.3. Example 3
This example is to study quantile regression under linearity condition (QRLC) proposed in Section 4. The model and all
the parameters in the model are the same as those in Example 1. The performance of the proposed method will be assessed
by the relative average squared error (REE) and relative mean squared error (RMSE):
REE =

1− |βˆTβ0|
1− |βˆTQRLCβ0|
, RMSE = (βˆ − β0)
T (βˆ − β0)
(βˆQRLC − β0)T (βˆQRLC − β0)
.
The simulation results are summarized in Table 5. It can be seen from Table 5 that QR performs the best in most scenarios.
This is expected that the back-fitting algorithm updates the nonparametric quantile function in a data-driven manner
while estimating β0. By contrast, the linear quantile regression assumes a linear quantile function to reduce computational
complexity. Yet the linear quantile regression also has a satisfactory performance. Under standard normal errors, the LSE
performs slightly better than QRLC and QR. However, the QRLC is superior to the LSE in all other cases. In most cases, the
performance of QRLC is closer to that of QR as the covariate dimension p increases.
It is of interest to compare the computational efficacy of QRLC with that of QR and LS. Table 6 summarizes the average
computing time in seconds used for estimating the index parameter. It can be seen from Table 6 that our method is faster
than the back-fitting algorithms (LS and QR).
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Table 4
The simulation results for Example 2.
ε τ RMRME C IC U-fit C-fit O-fit
N(0, 1) 0.10 0.7237 2.6900 0.4200 0.0500 0.9160 0.0340
0.25 0.6287 2.8100 0.2700 0.0320 0.9460 0.0220
0.50 0.6356 2.8100 0.4200 0.0500 0.9160 0.0340
0.75 0.7378 2.5600 0.8300 0.0720 0.8340 0.0940
0.90 0.8561 2.0000 1.1700 0.1060 0.7660 0.1280
t(3) 0.10 0.7699 2.5600 0.5100 0.0660 0.8980 0.0360
0.25 0.5866 2.7300 0.3100 0.0220 0.9380 0.0400
0.50 0.6376 2.8200 0.5300 0.0440 0.8940 0.0620
0.75 0.7489 2.4800 0.7400 0.0780 0.8520 0.0700
0.90 0.8588 1.9400 1.4400 0.1400 0.7120 0.1480
χ2(2) 0.10 0.7029 2.5400 0.6300 0.0640 0.8740 0.0620
0.25 0.7224 2.7600 0.5100 0.0540 0.8980 0.0480
0.50 0.6733 2.7100 0.5600 0.0660 0.8880 0.0460
0.75 0.7740 2.3800 0.9100 0.0980 0.8180 0.0840
0.90 0.8231 1.9600 1.5200 0.1460 0.6960 0.1580
Table 5
The simulation results for Example 3.
p τ Method N(0, 1) t(3) χ2(2)
REE RMSE REE RMSE REE RMSE
p = 3 0.50 LS 0.7751 0.7643 1.0397 1.7441 8.4543 164.2013
0.50 QR 0.8821 0.8070 0.9276 0.9027 0.9497 0.9318
0.10 QR 0.9568 0.9324 0.9827 0.9690 0.9202 0.8597
0.25 QR 0.8981 0.8214 0.9371 0.8984 0.9111 0.8423
0.75 QR 0.8784 0.7945 0.9313 0.8806 0.9616 0.9322
0.90 QR 0.9443 0.9001 0.9760 0.9570 0.9961 0.9946
p =
10
0.50 LS 0.8481 0.7599 2.1522 5.3942 2.1206 5.5265
0.50 QR 0.9116 0.8398 0.8974 0.8111 0.9280 0.8641
0.10 QR 0.9458 0.8995 0.9684 0.9419 0.9199 0.8532
0.25 QR 0.9046 0.8292 0.9262 0.8585 0.8987 0.8127
0.75 QR 0.9123 0.8378 0.9161 0.8479 0.9684 0.9411
0.90 QR 0.9374 0.8858 0.9742 0.9518 0.9892 0.9824
p =
20
0.50 LS 0.8248 0.8065 1.5307 2.5421 1.4096 2.1231
0.50 QR 0.9128 0.8416 0.9198 0.8483 0.9536 0.9095
0.10 QR 0.9414 0.8901 0.9705 0.9924 0.9353 0.8759
0.25 QR 0.9248 0.8584 0.9451 0.9000 0.9213 0.8534
0.75 QR 0.9286 0.8642 0.9425 0.8839 0.9707 0.9430
0.90 QR 0.9422 0.8897 0.9662 0.9360 0.9790 0.9578
Table 6
The averages of computing times (in seconds) for Example 3.
Method N(0, 1) t(3) χ2(2)
p = 3 p = 10 p = 20 p = 3 p = 10 p = 20 p = 3 p = 10 p = 20
LS 2.1689 2.2398 2.7608 2.2274 2.2783 2.7728 2.3343 2.4487 3.0167
QR 6.0079 6.4635 7.9404 5.9925 6.4925 7.8796 6.0072 6.4999 8.0046
QRLC 0.1242 0.3086 0.6147 0.1221 0.3092 0.6146 0.1198 0.3103 0.6112
5.4. Example 4
We also illustrate the methodology via an application to a walking behavior data set. The data set used here consists
of the number of weekly walking times, three individual attributes factors and twelve space indicator factors based on
a travel survey of 1708 individuals from 21 neighborhoods in Shanghai between February 2012 and April 2012. Three
individual attributes factors: age Z1; education Z2; income Z3 and twelve space indicator factors: population density
(person/km2) X1; concentration of commercial X2; commercial street X3; educational facilities X4; shops along the street
a total length density (m/km2) X5; bus line density (article/km2) X6; subway station density (article/km2) X7; walking
area (m2) X8; walking length X9; walk the average width (m) X10; park entrance X11 and transparent walls or green
X12. Our main interest is to study the relationship between space indicator variables and the times of weekly walking
times (Y ). Since many ordinary models are the special cases of single-index-coefficient regression model (see Section 1),
we first use variable selection method proposed in Section 3 to select important variables. The estimates of parameter
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Table 7
Estimation values of the parameter coeffi-
cients of SICRM in Example 4.
Method γˆ1 γˆ2 γˆ3
QR 0.2405 0.9411 −0.2376
PQR 0.2402 0.9408 −0.2390
QRLC 0.2603 0.9466 −0.1900
coefficients are (0.000,−0.0719, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000,−0.991, 0.112). Therefore, the
final space indicator variables reduce to X2, X11 and X12. For a comparison, we fit a linear model (LM), a single-index model
(SIM) and a single-index-coefficient regression model (SICRM) as following
LM: Y = β0 + β1Z1 + β2Z2 + β3Z3 + β4X2 + β5X11 + β6X12 + ε,
SIM: Y = g(θ T X˜)+ ε,
SICRM: Y = g0(γ TX)+ g1(γ TX)Z1 + g2(γ TX)Z2 + g3(γ TX)Z3 + ε,
where θ T X˜ = β0 + β1Z1 + β2Z2 + β3Z3 + β4X2 + β5X11 + β6X12 and X = (X2, X11, X12)T . We use linear quantile regression
method proposed by Koenker and Bassett (1978) to estimate the model LM, and use an iterative quantile regression
algorithmproposed byWu et al. (2010) to estimate themodel SIM. For comparison, only consider τ = 0.5 in this application.
We obtain the values of the residual error as 9.4906 for LM, 12.3273 for SIM and 9.0778 for SICM, which indicates that the
SICRMachieves smaller fitted error than LMand SIM. Furthermore,we use themethods proposed in Sections 2–4 to estimate
the γ . The estimates are given in Table 7. The results show that QRLC estimate is a good initial estimate and comparing
coefficient we can find park entrance X11 is the most important space indicator variable. This is a reasonable because people
are more willing to walk out with more green.
6. Conclusion
In this paper, we develop a back-fitting algorithm for single-index-coefficient regression models based on quantile
regression. The single-index-coefficient regression models are quite general, containing many existing models as special
cases, such as linear regression models, single-index models, additive index models and varying-coefficient models. We
have also considered an adaptive LASSO quantile regression method for index parameters. Furthermore, under linearity
condition, we propose a simple algorithm for index parameters.
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Appendix
To establish the asymptotic properties of the proposed estimators, the following technical conditions are imposed.
A1. The kernel K(·) is a symmetric density function with finite support.
A2. The density function of XTβ is positive and uniformly continuous for β in a neighborhood of β0. Further the density of
XTβ0 is continuous and bounded away from 0 and∞ on its support.
A3. The function g0(·) has a continuous and bounded second derivative.
A4. The model error ε has a symmetric distribution with a positive density f (·).
A5. D1(u) is non-singular for all u ∈ Ω and C1 is positive definite.
Remark 3. Conditions A1–A5 are standard conditions,which are commonly used in quantile regression, seeWuet al. (2010).
Proof of Theorem 1. Note that√
nh{gˆ(u; h, βˆ)− g0(u)} =
√
nh{gˆ(u; h, βˆ)− gˆ(u; h, β0)} +
√
nh{gˆ(u; h, β0)− g0(u)},
where gˆ(·; h, β0) is a local linear estimator of g0(·) when the index coefficient β0 is known.
√
nh{gˆ(u; h, βˆ) − gˆ(u; h, β0)}
can be shown as op(1). The details are given below.
For given u,
(gˆ(u; h, βˆ), gˆ ′(u; h, βˆ)) = argmin
(a,b)
n
i=1
ρτ {yi − aT zi − bT zi(βˆT xi − u)}Kh(βˆT xi − u).
(gˆ(u; h, β0), gˆ ′(u; h, β0)) = argmin
(a,b)
n
i=1
ρτ {yi − aT zi − bT zi(βT0 xi − u)}Kh(βT0 xi − u).
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Denote
θ¯∗ = √nh{gˆ(u; h, βˆ)− g0(u), h(gˆ ′(u; h, βˆ)− g ′0(u))},
θ¯∗∗ = √nh{gˆ(u; h, β0)− g0(u), h(gˆ ′(u; h, β0)− g ′0(u))},
Z∗i = {zi, zi(βˆT xi − u)/h}, Z∗∗i = {zi, zi(βT0 xi − u)/h},
y∗i = yi − g0(u)T zi − {g ′0(u)}T zi(βˆT xi − u), y∗∗i = yi − g0(u)T zi − {g ′0(u)}T zi(βT0 xi − u),
K ∗i = Kh(βˆT xi − u), K ∗∗i = Kh(βT0 xi − u).
Thus θ¯∗ and θ¯∗∗ minimize
L∗n(θ) =
n
i=1

ρτ

y∗i − θ TZ∗i /
√
nh

− ρτ (y∗i )

K ∗i ,
L∗∗n (θ) =
n
i=1

ρτ

y∗∗i − θ TZ∗∗i /
√
nh

− ρτ (y∗i )

K ∗∗i .
Both L∗n(θ) and L∗∗n (θ) are convex in θ and they converge pointwise to their conditional expectations whose quadratic
approximations can be more easily derived. Thus
L∗n(θ) =
1
2
θ T S∗θ +W ∗Tn θ + op(1),
L∗∗n (θ) =
1
2
θ T S∗∗θ +W ∗∗Tn θ + op(1)
where S∗ = S∗∗ = fU(u)ϕ′′(0|u)

1 0
0

υ
K(υ)υ2dυ

,W ∗n = −(nh)−1/2

ρ ′τ (y∗i )Z
∗
i K
∗
i and W
∗∗
n = −(nh)−1/2

ρ ′τ (y∗∗i )Z
∗∗
i
K ∗∗i . Here ϕ′′(0|u) is the second derivative of ϕ(t|u) = E(ρτ (y− g0(u)+ t)|U = u)with respect to t evaluated at t = 0. The
first and second derivatives of ϕ(t|u)with respect to t , ϕ′(t|u) and ϕ′′(t|u), are assumed to exist. And υ ∈ [−M,M], where
M is such a real number that [−M,M] contains the support of K(·).
By applying the convexity lemma (Pollard, 1991) and the quadratic approximation lemma (Fan and Gijbels, 1996), the
minimizer of L∗n(θ∗) can be expressed as
θ¯∗ = −{S∗}−1W ∗n + op(1).
θ¯∗∗ can be shown similarly as θ¯∗∗ = −{S∗∗}−1W ∗∗n + op(1). So, we have
θ¯∗ − θ¯∗∗ = −{S∗}−1(W ∗n −W ∗∗n )+ op(1)
= −{S∗}−1

ρ ′τ (y
∗
i )Z
∗
i K
∗
i − ρ ′τ (y∗∗i )Z∗∗i K ∗∗i

= −{S∗}−1

ρ ′τ (y
∗
i )(Z
∗
i K
∗
i − Z∗∗i K ∗∗i ).
The last equality is due to the fact that y∗∗i has the same sign as y
∗
i a.s. when ∥βˆ − β0∥ = Op(n−1/2). For some r > 0,
E{(θ¯∗ − θ¯∗∗)(θ¯∗ − θ¯∗∗)T } ≤ −r{S∗}−1h−1E{(ρ ′τ (y∗i ))2(Z∗i K ∗i − Z∗∗i K ∗∗i )(Z∗i K ∗i − Z∗∗i K ∗∗i )T }({S∗}−1)T
= O(h−1E{(Z∗i K ∗i − Z∗∗i K ∗∗i )(Z∗i K ∗i − Z∗∗i K ∗∗i )T }) = O(o(1)) = o(1),
which also implies E(θ¯∗ − θ¯∗∗) = o(1). Thus, θ¯∗ − θ¯∗∗ = E(θ¯∗ − θ¯∗∗) + op(1) = op(1) according to its first and second
term. Therefore θ¯∗ − θ¯∗∗ = op(1). Then, we can obtain
√
nh{gˆ(u; h, βˆ)− gˆ(u; h, β0)} = op(1).
Following, we need to prove that
√
nh

gˆ(u; h, β0)− g0(u)− 12g
′′
0 (u)µ2h
2

L−→ N (0,Σ(u)) .
The details are given below.
Let θˆ = √nh{(aˆ− g0(u))T , h(bˆ− g ′0(u))T }T . Then θˆ is the minimizer of the following criterion:
Ln(θ) =
n
i=1

ρτ

εi + ri − θ THi/
√
nh

− ρτ (εi + ri)

K((βT0 xi − u)/h),
where ri = gT0 (βT0 xi)zi − gT0 (u)zi − (g ′0(u))T (βT0 xi − u)zi and Hi = (zi, zi(βT0 xi − u)/h)T . Apply the identity (Knight, 1998)
ρτ (x− y)− ρτ (x) = y{I(x < 0)− τ } +
 y
0
{I(x ≤ z)− I(x ≤ 0)}dz.
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Thus, we rewrite Ln as follows:
Ln(θ) = 1√
nh
n
i=1
θ THi[I(εi < −ri)− τ ]K((βT0 xi − u)/h)
+
n
i=1
 θTHi/√nh
0
[I(εi ≤ −ri + t)− I(εi ≤ −ri)]dtK((βT0 xi − u)/h)
≡ L1n(θ)+ L2n(θ).
First, we study L2n(θ), it is easy to obtain
L2n(θ) = fU(u)2 θE(Sn)θ
T + op(1)
where Sn = 1nh
n
i=1 f (−ri|Z,U)HTi HiKi(u), and
E(Sn) = E

f (0|Z,U)

ZZT 0
0 ZZTµ2

|U

= S.
Then
L2n(θ) = fU(u)2 θSθ
T + op(1).
It follows from the convexity lemma (Pollard, 1991) that, for any compact set, the quadratic approximation to Ln(θ) holds
uniformly for θ in any compact set, which leads to
θˆ = −f −1U (u)S−1
1√
nh
n
i=1
Hi[I(εi < −ri)− τ ]K((βT0 xi − u)/h)+ op(1).
Note that S is a quasi-diagonal matrix.
√
nh(aˆ− g(u)) = −f −1U (u)D1(u)−1
1√
nh
n
i=1
Zi[I(εi < −ri)− τ ]K((βT0 xi − u)/h)+ op(1).
Therefore, we can obtain
E
√
nh(aˆ− g0(u))

= −1
2
g ′′0 (u)µ2h
2,
Var
√
nh(aˆ− g0(u))

= ν0τ(1− τ)
fU(u)
D1(u)−1D0(u)D1(u)−1.
This completes the proof.
Proof of Theorem 2. By using the techniques similar to those used in Theorem 2 in Wu et al. (2010), one can complete the
proof of this theorem.
Proof of Theorem 3. Let γˆ = √n(βˆ − β0). Then γˆ is the minimizer of the following criterion:
Qn(γ ) =
n
j=1
n
i=1

ρτ

εi − si − 1√nγ
T xijbˆTj zi

− ρτ (εi − si)

ωij,
where si = −gT0 (βT0 xi)zi + aˆTj zi + bˆTj ziβT0 xij and xij = xi − xj. In fact,
Qn(γ ) = E[Qn(γ )] − 1√n
n
j=1
n
i=1
γ T

ωijρ
′
τ (εi − si)xijbˆTj zi − ωijE[ρ ′τ (εi − si)]xijbˆTj zi

+ op(1),
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and
E[Qn(γ )] =
n
j=1
n
i=1

E

ρτ

εi − si − 1√nγ
T xijbˆTj zi

− E[ρτ (εi − si)]

ωij
=
n
j=1
n
i=1
Eρτ

yi − gˆ(γˆ T xi|γT0xi = γ T0 xi)zi +
1√
n
(γˆ − γ )T xijbˆTj zi

ωij
−
n
j=1
n
i=1
Eρτ

yi − gˆ(γˆ T xi|γT0xi = γ T0 xi)zi +
1√
n
γˆ T xijbˆTj zi

ωij
=
n
j=1
n
i=1

ϕ

1√
n
(γˆ − γ )T xijbˆTj zi|γT0xi = γ T0 xi

− ϕ

1√
n
γˆ T xijbˆTj zi|γT0xi = γ T0 xi

(1+ op(1))ωij
= − 1√
n
γ T
n
j=1
n
i=1
ϕ′(0|γT0xi = γ T0 xi)xijbˆTj ziωij(1+ op(1))
+ 1
2n
γ T
n
j=1
n
i=1
ϕ′′(0|γT0xi = γ T0 xi)xijbˆTj zizTi bˆjxTijωij(1+ op(1))γ + op(1)
= − 1√
n
γ T
n
j=1
n
i=1
ρ ′τ (εi − si)xijbˆTj ziωij
+ 1
2n
γ T
n
j=1
n
i=1
2f (0|X, Z)xijbˆTj zizTi bˆjxTijωijγ + op(1).
So, we can obtain
Qn(γ ) = − 1√nγ
T
n
j=1
n
i=1
ρ ′τ (εi − si)xijbˆTj ziωij +
1
2n
γ T
n
j=1
n
i=1
2f (0|X, Z)xijbˆTj zizTi bˆjxTijωijγ + op(1).
Due to root-n consistency assumption, we have ρ ′τ (εi − si) given aˆj and bˆj has asymptotic distribution of ρ ′τ (εi). Thus, the
theorem can be proved.
Proof of Theorem 4. We first prove the asymptotic normality part. Let λ = λn, and γˆ ∗ = √n(βˆ∗ − β0). Then γˆ ∗ is the
minimizer of the following criterion:
Q ∗n (γ
∗) =
n
j=1
n
i=1

ρτ

εi − si − 1√n (γ
∗)T xijbˆTj zi

− ρτ (εi − si)

ωij +
p
j=1
λn√
n|βˆj|2
√
n
β0j + γ ∗j√n
− |β0j| ,
where si = −gT0 (βT0 xi)zi + aˆTj zi + bˆTj ziβT0 xij. Following the arguments in the proof of Theorem 3,
Q ∗n (γ
∗) = − 1√
n
(γ ∗)T
n
j=1
n
i=1
ρ ′τ (εi − si)xijbˆTj ziωij +
1
2n
(γ ∗)T
n
j=1
n
i=1
2f (0|X, Z)xijbˆTj ZZT bˆjxTijωijγ ∗
+
p
j=1
λn√
n|βˆj|2
√
n
β0j + γ ∗j√n
− |β0j|+ op(1).
Similar to the derivation in the proof of Theorem 4.1 in Zou (2006), the third term above can be expressed as
λn√
n|βˆj|2
√
n
β0j + γ ∗j√n
− |β0j| P−→
0, if β0j ≠ 0,0, if β0j = 0 and γ ∗j = 0,∞, if β0j = 0 and γ ∗j ≠ 0.
Let us write γ ∗n = (γ ∗1n, γ ∗2n) where γ ∗in contains the first K element of γ ∗n . Using the same arguments in Knight (1998) and
Koenker (2005), we have γ ∗2n
P−→ 0 and the asymptotic results for γˆ ∗1n can be proven. Similar to the discussion in the proof of
Theorem 4.1 in Zou (2006), model selection consistence can be derived.
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Proof of Theorem 5. Theorem 5 follows from the convexity of the check loss function and the linearity condition (3.1).
Lτ

a, {β(j)}dj=1
 = E Eρτ Y − aTZ − d
j=1
((βT(j)X)
TZj)|βT0 X, Z, ε

≥ E

ρτ

Y − aTZ −
d
j=1
E((βT(j)X)
TZj|βT0 X, Z, ε)

= E

ρτ

Y − aTZ −
d
j=1
E(βT(j)X |βT0 X)TZj

= E

ρτ

Y − aTZ −
d
j=1
(k0jβT0 X)
TZj

.
Thus, β¯(j) = k0jβ0. Then, we have
β˜ = 1
d
d
j=1
β¯(j) = 1d
d
j=1
k0jβ0 = cβ0,
where c = 1d
d
j=1 k0j. This completes the proof.
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