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摘要: 针对模拟船舶在海上运动的摇摆姿态及重载的要求，根据并联机器人机构综合理论，提出运用 4SPS-1S 结构的
并联机构实现模拟船舶在重载情况下的摇摆运动。通过对该机构的运动学分析，推导出三自由度并联机构位置逆解的解析
表达式。考虑到位置正解的解析解难以求出，运用一种改进型、高效率的迭代神经网络对其位置正解模型进行求解，最后
借助 Matlab 软件对位置正解模型进行了仿真研究。研究结果表明: 该改进型迭代 BP 神经网络不但性能上优于普通的 BP 神
经网络和误差补偿函数为 f(ε) = ε 的迭代 BP 神经网络，且所建立的位置正解模型可以满足实时控制要求。
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Forward Position Kinematics Analysis of Three Degree-of-Freedom
Parallel Manipulator Based on Improved Iterative Neural Network
ZHOU Jiehua，PENG Xiafu，ZHONG Xunyu
(College of Information ＆ Technology，Xiamen University，Xiamen Fujian 361005，China)
Abstract: For the simulation of the ship swing orientation and heavy load demand，4 SPS-1S three degree-of-freedom parallel
manipulator was used according to the theories of the structure synthesis of parallel robotic mechanisms to realize simulation of the ship's
swing movement under heavy load． Through analysis of the kinematics to this mechanism，the inverse kinematics formula for its posi-
tion was deduced． An efficient improved type of iterative neural network was used to research the forward kinematics problem，because
the analytical solution of forward kinematics was difficult to be solved． The research results show: not only the improved iterative BP
neural network is superior in performance than the common BP neural network and the iterative BP neural network with error compensa-
tion function as f(ε) = ε，but also the real-time control requirements can be met by the forward kinematics model．

























［8 － 9］。因此，可以用 BP 神经
网络求解三自由度并联机构的位置正解。然而 BP 神
















边长小。上支点 A1 和 A2 之间的距离为 l1，A2 和 A3
之间的距离为 l2，下支点 B1 和 B2 之间的距离为 l3，
B2 和 B3 之间的距离为 l4，上支点 A5 和下支点 B5 的
距离为 h。
图 1 并联机构结构示意图
以上支点 A5 为坐标系原点，x 轴平行于 A1A2，y
轴平行于 A2A3，z 轴平行于 A5B5，建立动坐标系 O-
xyz。其中由上支点 A1 指向 A2 为 x 轴的正方向，由上
支点 A2 指向 A3 为 y 轴的正方向，由下支点 B5 指向





A1 = ( － l1 /2， － l2 /2，0)
A2 = ( l1 /2， － l2 /2，0)
A3 = ( l1 /2，l2 /2，0)
A4 = ( － l1 /2，l2 /2，0)
A5 = (0，0，0)
下支点在 O' － x'y'z'坐标系中的坐标分别为:
B1 = ( － l3 /2， － l4 /2， － h)
B2 = ( l3 /2， － l4 /2， － h)
B3 = ( l3 /2，l4 /2， － h)
B4 = ( － l3 /2，l4 /2， － h)









式中: M 为并联机构自由度; k 为构件数; g 为运动
副数; fi 为第 i 个运动副的自由度数; M0 为冗余自由
度数。
由图 1 可知，并联机构的构件数为 10，运动副
数为 13，其中 9 个球面副，4 个移动副，冗余自由度
数为 4，代入上述自由度计算公式得:
M = 6 × (10 － 13 － 1) + (3 × 9 + 4) － 4 = 3






的次序如下: (1) 绕 O'z'轴旋转偏航角 q3; (2) 绕






cq2·cq3 － cq1·sq3 + sq1·sq2·cq3 sq1·sq3 + cq1·sq2·cq3
cq2·sq3 cq1·cq3 + sq1·sq2·sq3 － sq1·cq3 + cq1·sq2·sq3









其中: cq 和 sq 分别为 cosq 和 sinq 的简写形式; T 是
正交矩阵，则 T － 1 = TT。
上支点 Ai( i = 1，2，3，4)在动坐标系中的坐标向量
构成矩阵 A 表示为
A =［ai，j］3 × 4 =
－ l1 l1 l1 － l1








0 0 0 0
下支点 Bi( i = 1，2，3，4)在静态坐标系中的坐标向
量构成矩阵 B 表示为
B =［bi，j］3 × 4 =
－ l3 l3 l3 － l3
－ l4 － l4 l4 l4
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上支点 Ai( i = 1，2，3，4)在静态坐标系中的坐标向
量构成矩阵 G 表示为




























































































给定两个指标 θ1 和 θ2，一般 θ1 取 0. 8 ～ 0. 9，θ2
取 0. 001 ～ 0. 01。
两相 关 系 数 过 大 的 隐 层 节 点 的 合 并 条 件:
Rij ≥θ1 且 θi，θ j≥θ2。








选择 BP 神经网络的隐含层激活函数为 Sigmoid
函数，输出层激活函数为线性函数。设训练完成后的
BP 神经网络有 n 个隐含层节点，那么 BP 神经网络结
构为 4 － n － 3。设第 j 个隐含层节点的阈值为 bj，第 i
个输入层节点至第 j 个隐含层节点的权值为 wij。
令










那么 BP 神经网络第 j 个隐含层节点对应输入 di 和 d
'
i




1 + e － σ·z － inj
z'j =
1







改变，因此，当 di ＞ d
'
i时，z － inj ＞ z
'
－ inj。根据指数函
数特性可知: zj ＞ z
'
j ，而 BP 神经网络的输出层激活函
数为线性函数，则对应 di 和 d
'
i 的网络输出 qi 和 q
'
i 存
在如下关系: q'i ＜ qi，所以用 d
'
i 代替 di 作为 BP 神经
网络输入可以使得位置正解误差向着减小的方向收
敛; 同理分析可知，当正解模型求解的结果比真值小





f(ε) = (1 + kγ)ε
其中: k 为迭代次数，γ 为递增系数，取 γ = 0. 02。
4 仿真分析及结论
4SPS － 1S 三自由度并联机构的设计尺寸如下:
l1 = 1. 2 m，l2 = 1. 8 m，l3 = 0. 9 m，l4 = 1. 0 m，h =
4. 7 m。能模拟的摇摆参数为: 横摇角 q1∈［－ 40°，
40°］，周期不小于 8 s; 纵摇角 q2∈［－ 15°，15°］，周
期不小于 5 s; 偏航角 q3∈［－ 7. 5°，7. 5°］，周期不小
于 8 s。按照并联机构的极限运动要求，选取横摇周
期为 8 s，纵摇周期为 5 s，艏摇周期为 8 s，仿真分
析可得 4 个油缸的长度 ( 单位为 m) 范围分别为:
d1∈［3. 321 3，6. 128 3］，d2∈［3. 291 7，6. 144 2］，
d3∈［3. 291 7，6. 144 2］，d4∈［3. 321 3，6. 128 3］。仿
真时的采样周期为 T = 0. 1 s，选取仿真时间为各摇摆
周期的最小公倍数，所以选定仿真时间为 40 s，得到
400 组样本数据。其中选取 320 组作为神经网络的训
练样本，剩下的 80 组作为验证样本。
取 λ = 0. 7，根据模糊聚类方法得到训练样本可
以分为 31 类，所以 BP 神经网络模型的初始结构为
4 － 31 － 3。选定神经网络的最大训练次数为 3 000，
训练误差为 1 × 10 －6，利用上述隐层节点优化方法对
其实施优化，取 θ1 = 0. 85，θ2 = 0. 005，得到优化后
的 BP 神经网络模型结构为 4 － 21 － 3。
分别利用普通 BP 神经网络、误差补偿函 数 为
f(ε) = ε 的 迭 代 BP 神 经 网 络 和 误 差 补 偿 函 数 为
f(ε) = (1 + kγ) ε 的迭代 BP 神经网络对三自由度并
联机构的位置正解进行求解，其结果如表 1 所示。在
CPU 为 Pentium (R) Dual-Core (2. 8 GHZ) 的 计 算
机上测试，误差补偿函数为 f(ε) = (1 + kγ)ε 的迭代
BP 神经网络，三次迭代运算时间为 3. 245 ms。
表 1 各种网络性能指标比较
网络种类 最大误差 平均误差
普通 BP 神经网络 1. 730 1 × 10 －5 2. 609 3 × 10 －6
f(ε) = ε 的迭代 BP 神
经网络(迭代 3 次)
1. 963 2 × 10 －6 2. 718 4 × 10 －7
f(ε) = (1 + kγ)ε 的迭代
BP 神经网络(迭代 3 次)
1. 623 3 × 10 －6 2. 446 5 × 10 －7
通过上述仿真分析可知，作者所提出的改进型迭
代 BP 神经网络不但性能上优于普通的 BP 神经网络
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