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Abstract
This short paper reports the algorithms we used and the evaluation performances
for ISIC Challenge 2018. Our team participates in all the tasks in this challenge. In
lesion segmentation task, the pyramid scene parsing network (PSPNet) is modified
to segment the lesions. In lesion attribute detection task, the modified PSPNet is
also adopted in a multi-label way. In disease classification task, the DenseNet-169
is adopted for multi-class classification.
1 Introduction
The goal of the recurring ISIC challenge is to develop image analysis algorithms to enable the
automated diagnosis of melanoma from dermoscopic images. In ISIC 2018, the challenge is broken
into three separate tasks: lesion segmentation, lesion attribute detection and disease classification.
For task1 and task2, we adopt a modified PSPNet for lesion segmentation [1]. For task3, we adopt
the DenseNet-169 model for classification [2].
2 Lesion Segmentation
The goal of this task is the automated predictions of lesion segmentation boundaries within dermo-
scopic images. There are 2594 images for training and 100 images for validation. The evaluation
metrics in this task is Jaccard Index, as shown in Eq.1. Different with ISIC 2017, the segmentation
score below 0.65 will be set to 0 in ISIC 2018.
J(A,B) =
|A ∩B|
|A ∪B|
, 0 ≤ J(A,B) ≤ 1, (1)
where A denotes the number of predicted pixels belonging to the lesion and B denotes the number
of ground truth pixels belonging to the lesion. In the following, I will describe the data augmentation
strategies, the model design and experimental results in lesion segmentation task.
2.1 Data Augmentation
The data augmentation strategy can be summarized as follows:
• Image flip in both horizontal and vertical directions
• Image scale variation from 0.8 to 1.2
• Color jitter using the parameters the brightness with a maximum delta of 64/255, contrast
with a maximum delta of 0.75, saturation with a maximum delta of 0.25 and hue with a
maximum delta of 0.04
In our experiments we find that color jitter makes a little contribution for lesion segmentation.
Figure 1: The flowchart of modified PSPNet.
Figure 2: Experimental results for lesion segmentation using PSPNet.
2.2 Model Design and Experimental Results
To extract low-level image features to enhance the segmentation performance, we not only use the
features maps in last layer but also the feature maps in middle layers in ResNet for concatenation,
as shown in Fig.1. Therefore, we can make use of more finer texture information in the modified
PSPNet to improve lesion segmentation performance.
In the training stage, the parameters of the model can be summarized as follows: the backbone
network is ResNet, the training image resolution is 720 × 720, the learning rate is set to 1e − 5
with Adam Optimizer. In addition, the post-processing procedure including the conditional random
field (CRF) and the watershed algorithms are adopted to filter the segmentation noises and only the
largest connected component will be remained as the lesion segmentation result [3][4].
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Figure 3: Experimental results for using PSPNet for lesion attribute detection.
Some experimental results are shown in Fig.2. In training dataset, the segmentation performance
is 0.957. In validation dataset, the segmentation performance is 0.775 without post-processing and
0.780 with post-processing.
3 Lesion Attribute Detection
The goal of this task is the automated predictions of the locations of dermoscopic attributes within
dermoscopic images, including pigment network, negative network, streaks, milia-like cysts and
globules (including dots). This task shares the same training data with task1, with different mask
data for different segmentation targets. The evaluation is similar to task1, the difference is that in
this task we need to predict multiple categories.
In this task, the modified PSPNet is also adopted to achieve lesion attribute detection in a multi-class
way. In addition, the lesion segmentation result in task1 is used to refine the lesion attribute detection
results. Only the pixels in segmented lesions will be categorized to lesion attributes.
The training parameters for PSPNet in this task are the same with task1. Some experimental results
are shown in Fig.3. In training dataset, the segmentation performances for different types are: 0.695
for pigment network, 0.617 for negative network, 0.758 for streaks, 0.779 for milia-like cysts and
0.672 for globules; In validation dataset the segmentation performance is 0.40.
4 Disease Classification
The goal of this task is the automated predictions of disease classification within dermoscopic im-
ages, including melanoma, melanocytic nevus, basal cell carcinoma, actinic keratosis / bowen’s
disease (intraepithelial carcinoma), benign keratosis (solar lentigo / seborrheic keratosis / lichen
planus-like keratosis), dermatofibroma and vascular lesion. There are 10015 images for training and
193 images for validation. The evaluation metrics in this task is the normalized multi-class accu-
racy (balanced across categories). Compared with the previous challenges, we need to compute the
diagnosis probabilities for multiple classes in ISIC 2018, whereas we only need to make a binary
decision “biopsy” versus “don’t biopsy” in ISIC 2017. In the following, I will describe the data
augmentation strategies, the model design and experimental results in disease classification task.
4.1 Data Augmentation
The data augmentation strategy can be summarized as follows:
• Image flip in both horizontal and vertical directions
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(a) The illustration of hierarchical structure. (b) The illustration of DenseNet.
Figure 4: Disease classification
• Image scale variation from 0.8 to 1.2
Because we used the color constancy here, the color jitter is not used for data augmentation [5].
4.2 Model Design and Experimental Results
Because of the serious data imbalance problem in this task, we select 2 directions for disease classi-
fication. In the first direction, a hierarchical structure is adopted to make even the number of training
samples from different classes in each level, as shown in Fig.4(a). The diseases are divided into 3
levels: in level 1, we need to classify NV and other diseases; in level 2, we need to classify MEL,
BKL and other diseases; in level 3, we need to classify BCC, AKIEC, DF and VASC. In the other
direction, we make even the training samples from different classes by using data augmentation.
Different augmentation strategies are adopted for different classes and for the augmented training
dataset, we have 20000 samples for each class. Both methods are based on the DenseNet-169model,
as shown in Fig.4(b).
In the training stage, the parameters of the DenseNet-169 model can be summarized as follows:
the backbone network is DenseNet, the training image resolution is 256 × 340 and the learning
rate is set to 0.1 with Adam Optimizer. In validation dataset, for the method using the hierarchical
structure, the balanced classification performance is 0.621; and for the method using direct training
data augmentation, the balanced classification performance is 0.751.
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