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CLUSTER ALGEBRA STRUCTURES ON MODULE CATEGORIES
OVER QUANTUM AFFINE ALGEBRAS
MASAKI KASHIWARA, MYUNGHO KIM, SE-JIN OH, AND EUIYONG PARK
Abstract. We study monoidal categorifications of certain monoidal subcategories CJ of
finite-dimensional modules over quantum affine algebras, whose cluster algebra structures
coincide and arise from the category of finite-dimensional modules over quiver Hecke
algebra of type A∞. In particular, when the quantum affine algebra is of type A or
B, the subcategory coincides with the monoidal category C 0g introduced by Hernandez-
Leclerc. As a consequence, the modules corresponding to cluster monomials are real
simple modules over quantum affine algebras.
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Introduction
The quiver Hecke algebras (or Khovanov-Lauda-Rouquier algebras), introduced inde-
pendently by Khovanov-Lauda ([37, 38]) and Rouquier ([47]), provide the categorification
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of a half of quantum group Uq(g). Since then, quiver Hecke algebras have been studied
actively and various new features were discovered in the viewpoint of categorification.
Studying quantum groups via the quiver Hecke algebras has become one of the main
research themes on quantum groups in aspect of categorification. In particular, the stud-
ies on representations of a quantum affine algebra U ′q(g) via the generalized quantum
Schur-Weyl duality functors ([25]) and the quantum cluster algebra structures of quan-
tum unipotent coordinate algebras Aq(n(w)) via the monoidal categorifications ([29]) drew
big attention of researchers on various areas.
The generalized quantum Schur-Weyl duality functor was developed in [25], which is a
vast generalization of quantum affine Schur-Weyl duality. Let U ′q(g) be a quantum affine
algebra of arbitrary type over a base field k, and let {Vj}j∈J be a family of quasi-good
U ′q(g)-modules. The generalized quantum Schur-Weyl duality provides a procedure to
make a symmetric quiver Hecke algebra RJ from the R-matrices among {Vj}j∈J and to
construct a monoidal functor F : RJ -gmod→ Cg enjoying good properties. Here RJ -gmod
(resp. Cg) denotes the monoidal category of graded R
J -modules (resp. integrable U ′q(g)-
modules) which are finite-dimensional over k.
Let us recall briefly the results of [25]. Let N ∈ Z>1 and J = Z, and consider the family
{V (̟1)q2k}k∈Z of the quantum affine algebra U ′q(g) of type A(1)N−1. Then the corresponding
quiver Hecke algebra RJ is of type A∞ and the generalized quantum Schur-Weyl duality
associated with {V (̟1)q2k}k∈Z gives a monoidal functor F : RJ -gmod→ CJ ⊂ C 0g . Here
C 0g is the smallest Serre subcategory of Cg which is stable by taking tensor products and
contains a sufficiently large family of fundamental representations, and CJ is a certain
subcategory of C 0g determined by the functor F (see Section 1.7 and 6.1). Let SN be the
smallest Serre subcategory of A :=RJ -gmod such that
(i) SN contains L[a, a+N ] for any a ∈ J ,
(ii) X ◦ Y, Y ◦X ∈ SN for all X ∈ A and Y ∈ SN ,
where L[a, a + N ] is the 1-dimensional RJ(ǫa − ǫa+N+1)-module (see Section 4.2 for the
definition of L[a, b]). Then they constructed the monoidal category TN with the modified
convolution product ⋆ by localizing the quotient category A/SN at the commuting family
coming from the objects La = L[a, a +N − 1]’s. Moreover they showed that TN is rigid,
the functor F : A → CJ factors through the canonical functor ΩN : A → TN , and the
resulting functor TN → CJ induces an isomorphism between the Grothendieck rings of
CJ and TN |q=1. The category TN also plays the same role in the studies on generalized
quantum Schur-Weyl duality for C 0
A
(2)
N−1
([28]) and C 0
B
(1)
N/2
(for N ∈ 2Z) ([32]).
The monoidal categorification of a quantum unipotent coordinate algebra Aq(n(w))
using a certain monoidal subcategory Cw (see Definition 3.19) of R-gmod for symmetric
quiver Hecke algebras was provided in [29], which gives a monoidal categorical explanation
on the quantum cluster algebra structure of Aq(n(w)) given in Geiß–Leclerc–Schro¨er [13].
For each reduced expression w˜ of a Weyl group element w, the initial quantum monoidal
seed in Cw is given by the determinantial modules Mw˜(s, 0) which correspond to certain
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unipotent quantum minors of Aq(n(w)). It was shown in [29] that every cluster monomials
is a member of the upper global basis of Aq(n(w)) by using the monomial categorification
of Aq(n(w)) arising from Cw.
The cluster algebra structures also appear in certain monoidal subcategories of the cate-
gory Cg of finite-dimensional integrable representations of a quantum affine algebra U
′
q(g).
The Grothendieck ring of the subcategory Cℓ (ℓ ∈ Z>0) of Cg introduced in Hernandez–
Leclerc [16, Section 3.8] was studied by using cluster algebra structures ([16]), and an
algorithm for calculating q-character of Kirillov-Reshetikhin modules for any untwisted
quantum affine algebras was described in [17] by studying the cluster algebra A which is
isomorphic to the Grothendieck ring of the subcategory C −g of Cg (see Section 2.3). It was
conjectured in [17] that all cluster monomials of A correspond to the classes of certain
simple objects of C −g (see Conjecture 2.7).
In a viewpoint of the categorification using quiver Hecke algebras, it is natural to study
a cluster algebra structure on monoidal subcategories of quantum affine algebras using the
monoidal categorification of quantum unipotent coordinate algebras via the generalized
quantum Schur-Weyl duality. In fact, it is what we perform in this paper. We study a
quantum cluster algebra structure of the category A := RJ -gmod of type A∞ and show
that this quantum cluster algebra structure is compatible with the functor A → TN for
any N ∈ Z>1 (see Theorem 5.24).
We further provide the condition (6.1) on quasi-good modules of a quantum affine
algebra U ′q(g) to make the generalized Schur-Weyl duality functor F : A → CJ factor
through the canonical functor ΩN : A → TN so that we have the exact monoidal functor
F˜ : TN → CJ by using the framework given in [32] (see Theorem 6.7). In the cases of types
A
(t)
N−1 (t = 1, 2), B
(1)
N/2 (for N ∈ 2Z), C(1)N−1 (for N > 3), D(t)N (for (N ≥ 4 and t = 1, 2) or
(N = 4 and t = 3)), we give explicit quasi-good modules satisfying the condition, which
provide the cluster algebra structure on the Grothendieck ring K(CJ) induced from TN .
Moreover, all cluster monomials of K(CJ) correspond to the classes of real simple modules
in CJ (Theorem 6.10). Note that the families for the types A and B appeared in [25, 28],
and [32], but the ones for types C and D are new. Since CJ = C
0
g in types A and B, there
exists a cluster algebra structure on K(C 0g ) coming from the quantum cluster algebra
structure of TN . In particular, we prove that the conjecture given in [17] (see Theorem
6.15) is true when g is of type A
(1)
N−1: all cluster monomials of A correspond to the classes
of certain real simple objects of C −
A
(1)
N−1
. Remark that for the case of the categories Cℓ, the
corresponding property was proved in [46].
Let us explain our results more precisely. Let J = Z and let AJ be the Cartan matrix
of type A∞. Let R
J be the symmetric quiver Hecke algebra of type A∞. We first choose
a special infinite sequence w˜ of simple reflections sj (j ∈ J) of the Weyl group WJ of
type A∞ (see (4.2)). It is shown in Proposition 4.1 that every p-prefix w˜≤p of w˜ is a
reduced expression in WJ for each p ∈ Z≥1 and, if p = t(2t + 1) for t ∈ 12Z≥1, then w˜≤p
can be viewed as a reduced expression of the longest element of the parabolic subgroup
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of WJ generated by sj for j ∈ [−⌊t− 12⌋, ⌊t⌋] (see Remark 4.2). In this sense, the category
RJ -gmod can be understood as a limit of the subcategories Cw˜≤p . We then consider the
determinantial modules Mw˜ (p, 0) and the cuspidal modules Mw˜ (p
+, p) associated with w˜ .
Let c : Z≥1 → Z≥1 × Z≥1 be the bijection given in Definition 4.3 and let L[a, b] be the 1-
dimensional R-module for a, b ∈ Z defined in Section 4.2. For p ∈ Z≥1 with c(p) = (ℓ,m),
we prove that Mw˜ (p, 0) is isomorphic to the head W
(ℓ)
m,jp
of a certain convolution product
of m-many R-modules L[a, b] with the length ℓ = |b − a| + 1 (Proposition 4.10), and
describe also the cuspidal module Mw˜(p
+, p) in terms of L[a, b] (Corollary 4.13). We next
describe the quiverQ associated with the initial seed given by w˜ , which can be viewed as
the square product of the bipartite Dynkin quiver QA∞ (see (4.15)). Theorem 4.18 tells
that the category RJ -gmod is a monoidal categorification of the quantum cluster algebras
Aq1/2(∞) with the quantum seed [S∞] arising from the determinantial modules Mw˜ (p, 0)
and the quiverQ .
We next consider the monoidal categorification structure of RJ -gmod which we con-
structed. In Proposition 5.7, we describe the mutation Mw˜ (p, 0)
′ of Mw˜ (p, 0) as follows:
Mw˜ (p, 0)
′ ≃
{
W
(ℓ)
m,jp+1
if ℓ+m ≡ 0 mod 2,
W
(ℓ)
m,jp−1
if ℓ+m ≡ 1 mod 2.
We then find sequences of mutations µΣ+ and µΣ− such that µΣ+(Q) and µΣ−(Q) are the
same asQ as quivers and
µΣ+(Mw˜ (p, 0)) ≃W(ℓ)m,jp+1 and µΣ−(Mw˜ (p, 0)) ≃W
(ℓ)
m,jp−1
for p ∈ K with c(p) = (ℓ,m) (Proposition 5.9). In this viewpoint, since Mw˜ (p, 0) is
isomorphic to W
(ℓ)
m,jp
, applying µΣ+ (resp. µΣ−) toQ is understood as shifting the indices
jp of W
(ℓ)
m,jp
at all vertices of Q by 1 (resp. −1). For each N ∈ Z≥1, we define the
subquiver QN of Q as in (5.6) and investigate compatibility with µΣ+ , µΣ− and the
procedure from A to TN . Then we can conclude that the category TN is a monoidal
categorification of the quantum cluster algebras Aq1/2(N) with the quantum seed [SN ]
arising from {ΩN(Mw˜ (p, 0))}c(p)∈KexN and the quiver QN (Theorem 5.24).
For the construction of generalized quantum Schur-Weyl duality functor TN → Cg,
we provide the condition (6.1) on quasi-good modules of the quantum affine algebra
U ′q(g). Let {Va}a∈J be a family of quasi-good modules in Cg satisfying the condition
(6.1). Note that, to define Schur-Weyl duality functor, we have to choose duality coef-
ficients Pi,j(u, v) (i, j ∈ J) which are elements in k[[u, v]] satisfying certain conditions
determined by {Va}a∈J . In Lemma 6.1, we prove that any Schur-Weyl duality functor
arising from {Va}a∈J sends L[a, b] to 0 for any a, b ∈ Z with b−a ≥ N , which implies that
it factors through A → A/SN . We prove that there exists a suitable duality coefficients
{Pi,j(u, v)}i,j∈J such that the corresponding Schur-Weyl duality functor F factors through
the canonical functor ΩN : A → TN by following the framework given in [32]. Theorem
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6.7 gives an exact monoidal functor F˜ : TN → CJ such that the following diagram quasi-
commutes :
A ΩN //
F
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆ TN
F˜

CJ .
Then, the functor F˜ induces an isomorphism K(TN )|q=1 ∼−→K(CJ ) and the category CJ
gives a monoidal categorification of the cluster algebra A (N) := Aq1/2(N)|q=1 via the
functor F˜ . Therefore, every cluster monomial in A (N) corresponds to the isomorphism
class of a real simple object in CJ (Theorem 6.10). For types A
(t)
N−1 (t = 1, 2), B
(1)
N/2 (for
N ∈ 2Z), C(1)N−1 (for N > 3), D(t)N (for (N ≥ 4 and t = 1, 2) or (N = 4 and t = 3)), we give
explicit quasi-good modules satisfying the condition (6.1) (see Section 6.2). For types A
and B, CJ is equal to C
0
g , which means that there exists a cluster algebra structure on
K(C 0g ) coming from the quantum cluster algebra structure of TN . For the other types C
and D, CJ is a proper subcategory of C
0
g . As for type A
(1)
N−1, we obtain an additional result
using our monoidal categorification. In [17], for an untwisted quantum affine algebras,
Hernandez and Leclerc studied the cluster algebra A with initial quiver G− of infinite
rank, which is isomorphic to the Grothendieck ring of a half C −g of C
0
g . It was conjectured
in [17] that all cluster monomials of A correspond to the classes of certain simple objects
of C −g . When A is of type A
(1)
N−1, we prove that this conjecture is true using our monoidal
categorification C 0g (see Theorem 6.15).
This paper is organized as follows. In Section 1, we review quantum groups and quan-
tum affine algebras. In Section 2, we recall quantum cluster algebras and monoidal cat-
egorification. In Section 3, we review quiver Hecke algebras for monoidal categorifica-
tion and generalized quantum Schur-Weyl duality. In Section 4, we study the monoidal
categorification of RJ -gmod associated with the infinite sequence w˜ . In Section 5, we
investigate the cluster algebra structure of RJ -gmod and prove that TN has a monoidal
categorification structure induced from RJ -gmod via ΩN : R
J -gmod → TN . In Section
6, we provide the condition on quasi-good U ′q(g)-modules to make the generalized Schur-
Weyl duality functor F : A → CJ factor through the functor ΩN : A → TN , and give an
explicit quasi-good modules satisfying the condition for various types.
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1. Quantum groups, quantum coordinate rings and quantum affine
algebras
In this section, we shortly recall the basic materials on quantum groups, quantum
coordinate rings and quantum affine algebras. We refer to [1, 22, 23, 24, 29] for details.
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For simplicity, we use the following convention:
For a statement P , δ(P ) is 1 if P is true and 0 if P is false.
1.1. Quantum groups. Let I be an index set. A Cartan datum is a quintuple (A,P,Π,P∨,Π∨)
consisting of (i) a symmetrizable generalized Cartan matrix A = (ai,j)i,j∈I , (ii) a free
abelian group P, called the weight lattice, (iii) Π = {αi ∈ P | i ∈ I}, called the set of sim-
ple roots, (iv) P∨ := HomZ(P, Z), called the co-weight lattice, (v) Π
∨ = {hi | i ∈ I} ⊂ P∨,
called the set of simple coroots, satisfying (1) 〈hi, αj〉 = ai,j for all i, j ∈ I, (2) Π is
linearly independent, (3) for each i ∈ I there exists a Λi ∈ P such that 〈hj,Λi〉 = δi,j for
all j ∈ I. We call Λi the fundamental weights. Note that there exists a diagonal matrix
D = diag(di | i ∈ I) such that di ∈ Z>0 and DA is symmetric.
We denote by Q :=
⊕
i∈I Zαi the root lattice, Q
+ :=
⊕
i∈I Z≥0αi the positive root lattice
and Q− :=
⊕
i∈I Z≤0αi the negative root lattice. For β =
∑
i∈I miαi ∈ Q+, we set |β| =∑
i∈I mi.
Set h = Q⊗Z P∨. Then there exists a symmetric bilinear form ( , ) on h∗ such that
(αi, αj) = diai,j (i, j ∈ I) and 〈hi, λ〉 = 2(αi, λ)
(αi, αi)
for any λ ∈ h∗ and i ∈ I.
Let g be the Kac-Moody algebra associated with a Cartan datum (A,P,Π,P∨,Π∨).
The Weyl group W of g is the subgroup of GL(h∗) generated by the set of reflections
S = {si | i ∈ I}, where si(λ) := λ− 〈hi, λ〉αi for λ ∈ h∗.
Let q be an indeterminate and set qi := q
di for each i ∈ I. We denote by Uq(g) the
quantum group associated to g, which is a Q(q)-algebra generated by ei, fi (i ∈ I) and
qh (h ∈ P∨). We set U+q (g) (resp. U−q (g)) the subalgebra of Uq(g) generated by ei’s
(resp. fi’s).
Recall that Uq(g) admits the weight space decomposition Uq(g) =
⊕
β∈Q
Uq(g)β, where
Uq(g)β :={x ∈ Uq(g) | qhxq−h = q〈h,β〉 for any h ∈ P∨}. For x ∈ Uq(g)β, we set wt(x) = β.
Set A = Z[q±1]. Let us denote by U−
A
(g) the A-subalgebra of Uq(g) generated by
f
(n)
i := f
n
i /[n]i!, and by U
+
A
(g) the A-subalgebra of Uq(g) generated by e
(n)
i := e
n
i /[n]i!
(i ∈ I, n ∈ Z≥0), where [n]i = q
n
i − q−ni
qi − q−1i
and [n]i! =
n∏
k=1
[k]i.
There is a Q(q)-algebra anti-automorphism ϕ of Uq(g) given as follows:
ϕ(ei) = fi, ϕ(fi) = ei, ϕ(q
h) = qh.
We say that a Uq(g)-module M is called integrable if the actions of ei and fi on M
are locally nilpotent for all i ∈ I. We denote by Oint(g) the category of integrable left
Uq(g)-module M satisfying
(i) M =
⊕
η∈PMη where Mη = {m ∈ M | qhm = q〈h,η〉m}, dimMη <∞,
(ii) there exist finitely many weights λ1, . . . , λm such that wt(M) ⊂ ∪j(λj +Q−), where
wt(M) = {η ∈ P | dimMη 6= 0}.
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It is well-known that Oint(g) is a semisimple category such that every simple object is
isomorphic to an irreducible highest weight module V (Λ) with the highest weight vector
uΛ of highest weight Λ. Here Λ is an element of the set P
+ of dominant integral weights :
P+ := {µ ∈ P | 〈hi, µ〉 ≥ 0 for all i ∈ I}.
1.2. Unipotent quantum coordinate rings and unipotent quantum minors. Note
that U+q (g)⊗U+q (g) has an algebra structure defined by
(x1⊗x2) · (y1⊗ y2) = q−(wt(x2),wt(y1))(x1y1⊗x2y2),
for homogeneous elements x1, x2, y1 and y2. Then we have the algebra homomorphism
∆n : U
+
q (g)→ U+q (g)⊗U+q (g) given by
∆n(ei) = ei⊗ 1 + 1⊗ ei.
Definition 1.1. We define the unipotent quantum coordinate ring Aq(n) as follows:
Aq(n) =
⊕
β∈Q−
Aq(n)β where Aq(n)β := HomQ(q)(U
+
q (g)−β,Q(q)).
Note that Aq(n) has a ring structure given as follows :
(ψ · θ)(x) := θ(x(1))ψ(x(2)) where ∆n(x) = x(1) ⊗ x(2).
The A-form of Aq(n) is defined by AA(n) := {ψ ∈ Aq(n) | 〈ψ, U+A(g)〉 ⊂ A}.
Recall that the algebra Aq(n) has the upper global basis ([23])
Bup(Aq(n)) := {Gup(b) | b ∈ B(Aq(n))},
where B(Aq(n)) denotes the crystal of Aq(n).
Let ( , )Λ be the non-degenerate symmetric bilinear form on V (Λ) such that (uΛ, uΛ)Λ =
1 and (xu, v)Λ = (u, ϕ(x)v)Λ for u, v ∈ V (Λ) and x ∈ Uq(g).
For µ, ζ ∈ WΛ, the unipotent quantum minor D(µ, ζ) is an element in Aq(n) given by
D(µ, ζ)(x) = (xuµ, uζ)Λ
for x ∈ U+q (g), where uµ and uζ are the extremal weight vectors in V (Λ) of weight µ and
ζ , respectively.
Lemma 1.2 ([29, Lemma 9.1.1]). D(η, ζ) is either contained in Bup(Aq(n)) or zero.
For η, ζ ∈ WΛ, we write η  ζ if there exists a sequence {βk}1≤k≤l of positive real roots
such that we have (βk, λk−1) ≥ 0, where λ0 := ζ and λk := sβkλk−1 for 1 ≤ k ≤ l. Note
that η  ζ implies η − ζ ∈ Q−.
By [29, Lemma 9.1.4], D(η, ζ) 6= 0 if and only if η  ζ , for Λ ∈ P+ and η, ζ ∈ WΛ.
The behaviors of multiplications among unipotent quantum minors were investigated
intensively (see [4, 13, 29]):
Proposition 1.3. Let λ, µ ∈ P+.
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(i) For u, v ∈ W such that u ≥ v, we have
D(uλ, vλ)D(uµ, vµ) = q−(vλ,vµ−uµ)D(u(λ+ µ), v(λ+ µ)).
(ii) For s, t, s′, t′ ∈ W satisfying
• ℓ(s′s) = ℓ(s′) + ℓ(s) and ℓ(t′t) = ℓ(t′) + ℓ(t),
• s′sλ  t′λ and s′µ  t′tµ,
we have
D(s′sλ, t′λ)D(s′µ, t′tµ) = q(s
′sλ+t′λ, s′µ−t′tµ)D(s′µ, t′tµ)D(s′sλ, t′λ).
1.3. The subalgebra Aq(n(w)) of Aq(n). In this subsection, we assume that the gener-
alized Cartan matrix A is symmetric.
Let w be a sequence of the set S := {si | i ∈ I} of reflections of W :
w = si1si2 . . . siℓ .(1.1)
We set
• w≤k := si1 · · · sik ∈ W for 0 ≤ k ≤ ℓ,
• λk := w≤kΛik ∈ P for 1 ≤ k ≤ ℓ.(1.2)
For a given sequence w of S, p ∈ {1, . . . , ℓ} and j ∈ I, we set
p+ := min({k | p < k ≤ ℓ, ik = ip} ∪ {ℓ+ 1}),
p− := max({k | 1 ≤ k < p, ik = ip} ∪ {0}),
p+(j) := min({k | p < k ≤ ℓ, ik = j} ∪ {ℓ+ 1}),
p−(j) := max({k | 1 ≤ k < p, ik = j} ∪ {0}).
For a reduced expression w˜ = si1si2 · · · siℓ of w ∈ W and 0 ≤ t ≤ s ≤ ℓ, we set
Dw˜(s, t) :=

D(λs, λt) if t > 0 and is = it,
D(λs,Λis) if 0 = t < s ≤ ℓ,
1 otherwise.
(1.3)
The Q(q)-subalgebra of Aq(n) generated by Dw˜(i, i−) (1 ≤ i ≤ ℓ), is independent of the
choice of w˜. We denote it by Aq(n(w)). Then every Dw˜(s, t) is contained in Aq(n(w)) [13,
Corollary 12.4]. The set Bup(Aq(n(w))) := B
up(Aq(n)) ∩ Aq(n(w)) forms a Q(q)-basis of
Aq(n(w)) [39, Theorem 4.25]. We call B
up(Aq(n(w))) the upper global basis of Aq(n(w)).
The A-module AA(n(w)) generated by B
up(Aq(n(w))) is anA-subalgebra of Aq(n) ([39,
Theorem 4.27]).
1.4. Quantum affine algebras. In this subsection, we briefly review the representation
theory of finite-dimensional integrable modules over quantum affine algebras by follow-
ing [1, 24].
When concerned with quantum affine algebras, we always take the algebraic closure of
C(q) in
⋃
m>0C((q
1/m)) as the base field k.
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Let I be an index set and let A = (aij)i,j∈I be a generalized Cartan matrix of affine
type. We choose 0 ∈ I as the leftmost vertices in the tables in [21, pages 54, 55] except
A
(2)
2n -case where we take the longest simple root as α0. Set I0 = I \ {0}.
We normalize the Q-valued symmetric bilinear form ( • , • ) on P by
(δ, λ) = 〈c, λ〉 for any λ ∈ P,
where δ denotes the null root and c =
∑
i∈I cihi denotes the center. We denote by γ the
smallest positive integer such that γ
(αi, αi)
2
∈ Z for all i ∈ I.
Let us denote by Uq(g) the quantum group over Q(q
1/γ) associated with the affine
Cartan datum (A,P,Π,P∨,Π∨). We denote by U ′q(g) the subalgebra of Uq(g) generated
by ei, fi, t
±1
i := q
±
(αi,αi)
2
hi for i ∈ I and call it the quantum affine algebra.
We use the comultiplication ∆ of U ′q(g) given by
∆(ei) = ei ⊗ t−1i + 1⊗ ei, ∆(fi) = fi ⊗ 1 + ti ⊗ fi, ∆(qh) = qh ⊗ qh.
Let us denote by ¯ the involution of U ′q(g) defined as follows:
ei 7→ ei, fi 7→ fi, ti 7→ t−1i , q1/γ → q−1/γ.
We denote by Cg the category of finite-dimensional integrable U
′
q(g)-modules. For
M ∈ Cg, we denote by Maff the affinization of M which is k[z, z−1]⊗M as a vector space
endowed with the U ′q(g)-module structure given by
ei(uz) = z
δi,0(eiu)z, fi(uz) = z
−δi,0(fiu)z, ti(uz) = (tiu)z.
Here uz denote the element 1⊗u ∈Maff for u ∈M . We also write Mz instead of Maff .
A simple module M in Cg contains a non-zero vector u of weight λ ∈ Pcl := P/Zδ
such that (1) 〈hi, λ〉 ≥ 0 for all i ∈ I0, (2) all the weight of M are contained in λ −∑
i∈I0
Z≥0cl(αi), where cl : P → Pcl denotes the canonical projection. Such a λ is unique
and u is unique up to a constant multiple. We call λ the dominant extremal weight of M
and u the dominant extremal weight vector of M .
For x ∈ k× and M ∈ Cg, we define Mx :=Maff/(zM − x)Maff , where zM denotes the
U ′q(g)-module automorphism of Maff of weight δ. We call x the spectral parameter.
For each i ∈ I0, we set
̟i := gcd(c0, ci)
−1cl(c0Λi − ciΛ0) ∈ Pcl.
Then there exists a unique simple U ′q(g)-module V (̟i) in Cg, called the fundamental
module of (level 0) weight ̟i, satisfying the certain conditions (see [24, §5.2]).
For a U ′q(g)-module M , we denote by the U
′
q(g)-module M = {u¯ | u ∈ M} whose
module structure is given as xu¯ := xu for x ∈ U ′q(g). Then we have
Ma ≃ (M) a, M ⊗N ≃ N ⊗M.(1.4)
In particular, V (̟i) ≃ V (̟i) (see [1, Appendix A]).
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For a module M in Cg, let us denote the right and the left dual of M by
∗M and M∗,
respectively. That is, we have isomorphisms
HomU ′q(g)(M⊗X, Y )≃HomU ′q(g)(X,∗M⊗Y ), HomU ′q(g)(X⊗∗M,Y )≃HomU ′q(g)(X, Y⊗M),
HomU ′q(g)(M
∗⊗X, Y )≃HomU ′q(g)(X,M⊗Y ), HomU ′q(g)(X⊗M,Y )≃HomU ′q(g)(X, Y⊗M∗),
which are functorial in U ′q(g)-modules X and Y . In particular, the module V (̟i)x (x ∈
k×) has the left dual and right dual as follows:(
V (̟i)x
)∗ ≃ V (̟i∗)x(p∗)−1 , ∗(V (̟i)x) ≃ V (̟i∗)xp∗
where p∗ is an element in k× depending only on U ′q(g) (see [1, Appendix A]), and i 7→ i∗
denotes the involution on I0 given by αi = −w0 αi∗ . Here w0 is the longest element of
W0 = 〈si | i ∈ I0〉 ⊂W .
We say that a U ′q(g)-module M is good if it has a bar involution, a crystal basis with
simple crystal graph, and a global basis (see [24] for the precise definition). For instance,
every fundamental module V (̟i) for i ∈ I0 is a good module. Note that every good
module is a simple U ′q(g)-module. Moreover the tensor product of good modules is again
good. Hence any good module M is real simple, i.e., M ⊗M is simple.
Definition 1.4. We call a U ′q(g) module M quasi-good if
M ≃ Vc
for some good module V and c ∈ k×.
1.5. R-matrices. In this subsection, we briefly review the notion of R-matrices for quan-
tum affine algebras following [24, §8].
ForM,N ∈ Cg, there is a morphism of k[[zN/zM ]]⊗k[zN/zM ] k[z±1M , z±1N ]⊗U ′q(g)-modules,
denoted by RunivMzM ,NzN
and called the universal R-matrix:
RunivMzM ,NzN
: k[[zN/zM ]] ⊗
k[zN/zM ]
(MzM ⊗NzN )→ k[[zN/zM ]] ⊗
k[zN/zM ]
(NzN ⊗MzM ).
We say that RunivMzM ,NzN
is rationally renormalizable if there exist a ∈ k((zN/zM)) and a
k[z±1M , z
±1
N ]⊗U ′q(g)-module homomorphism
RrenMzM ,NzN
: MzM ⊗NzN → NzN ⊗MzM
such thatRrenMzM ,NzN
= aRunivMzM ,NzN
. Then we can choose RrenMzM ,NzN
so that for any aM , aN ∈
k×, the specialization of RrenMzM ,NzN
at zM = aM , zN = aN ,
RrenMzM ,NzN |zM=aM ,zN=aN : MaM ⊗NaN → NaN ⊗MaM
does not vanish provided that M and N are non-zero U ′q(g)-modules in Cg. It is called a
renormalized R-matrix.
We denote by
r
M,N
:= RrenMzM ,NzN
|zM=1,zN=1 : M ⊗N → N ⊗M
and call it the R-matrix. By the definition r
M,N
never vanishes.
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For simple U ′q(g)-modulesM andN in Cg, the universal R-matrixR
univ
MzM ,NzN
is rationally
renormalizable. Then, for dominant extremal weight vectors uM and uN of M and N ,
there exists aM,N(zN/zM) ∈ k[[zN/zM ]]× such that
RunivMzM ,NzN
(
(uM)zM ⊗(uN)zN )
)
= aM,N(zN/zM)
(
(uN)zN ⊗(uM)zM )
)
.(1.5)
Then RnormMzM ,NzN
:=aM,N(zN/zM)
−1RunivMzM ,NzN
is a unique k(zM , zN)⊗k[zN/zM ] k[z±1M , z±1N ]⊗U ′q(g)-
module homomorphism sending
(
(uM)zM ⊗(uN)zN
)
to
(
(uN)zN ⊗(uM)zM
)
.
It is known that k(zM , zN)⊗k[z±1M ,z±1N ](MzM ⊗NzN ) is a simple k(zM , zN )⊗k[z±1M ,z±1N ] U
′
q(g)-
module ([24, Proposition 9.5]). We call RnormMzM ,NzN
the normalized R-matrix.
Let us denote by dM,N(u) ∈ k[u] a monic polynomial of the smallest degree such
that the image of dM,N(zN/zM)R
norm
MzM ,NzN
is contained in NzN ⊗MzM . We call dM,N the
denominator of RnormMzM ,NzN
. Then,
dM,N(zN/zM)R
norm
MzM ,NzN
: MzM ⊗NzN → NzN ⊗MzM
is a renormalized R-matrix, and the R-matrix r
M,N
: M ⊗N → N ⊗M is equal to
dM,N(zN/zM)R
norm
MzM ,NzN
∣∣
zM=1,zN=1
up to a constant multiple.
1.6. Denominators of normalized R-matrices. The denominators of the normalized
R-matrices dk,l(z):=dV (̟k),V (̟l)(z) between V (̟k) and V (̟l) were calculated in [1, 6, 26,
44] for classical affine types and in [45] for exceptional affine types (see also [10, 30, 34, 51]).
In this subsection, we recall dk,l(z) for quantum affine algebras of type A andB. In Table 1,
we list the Dynkin diagrams with an enumeration of simple roots and the corresponding
fundamental weights for types A and B.
Remark 1.5.
(a) Note that the convention for Dynkin diagram of type A
(2)
2n is different from the one
in [21, page 54, 55]. However, for each i ∈ I0 the corresponding fundamental modules
V (̟i) are isomorphic to each other, since the corresponding fundamental weights are
conjugate to each other under the Weyl group action (see [24, §5.2]).
(b) Note that the Dynkin diagrams of type B
(1)
2 and A
(2)
3 in Table 1 are denoted by C
(1)
2
and D
(2)
3 in [21, page 54, 55], respectively.
(c) Our conventions on quantum affine algebras are different from [17, 18]. To compare,
we refer to [18, Remark 3.28].
Theorem 1.6 ([6, 44]). We have the following denominator formulas.
(a) For g = A
(1)
n−1 (n ≥ 2), 1 ≤ k, l ≤ n− 1, we have
dk,l(z) =
min(k,l,n−k,n−l)∏
s=1
(
z − (−q)|k−l|+2s).
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Type Dynkin diagram Fundamental weights
A
(1)
1 ◦ks
α0
+3◦
α1
̟1 = cl(Λ1 − Λ0)
A
(1)
n (n ≥ 2) ◦α0
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣
◦
α1
◦
α2
◦
α3
◦
αn−1
◦
αn
◦
̟i = cl(Λi − Λ0)
(1 ≤ i ≤ n)
A
(2)
2 ❝ ❝>
α0 α1
̟1 = cl(2Λ1 − Λ0)
A
(2)
3 ◦ ks
α0
◦
α2
+3
α1
◦ ̟1 = cl(Λ1 − Λ0),
̟2 = cl(Λ2 − 2Λ0)
A
(2)
2n−1 (n ≥ 3) ◦α0
◦
α1
◦
α2
◦
α3
◦
αn−1
◦ ks
αn
◦
̟i = cl(Λi − Λ0)
(i = 1, n),
̟i = cl(Λi − 2Λ0)
(2 ≤ i ≤ n− 1)
A
(2)
2n (n ≥ 2) ◦
α0
+3◦
α1
◦
α2
◦
αn−1
◦
αn
+3◦
̟i = cl(Λi − Λ0)
(i = 1, . . . , n− 1),
̟n = cl(2Λn − Λ0)
B
(1)
n (n ≥ 3)
◦ 0
❍❍
❍❍
❍❍
❍
◦
2
◦
n−1
◦
n
+3◦
◦ 1
✈✈✈✈✈✈✈
̟1 = cl(Λ1 − Λ0),
̟i = cl(Λi − 2Λ0)
(2 ≤ i ≤ N − 1),
̟n = cl(Λn − Λ0)
B
(1)
2
◦
α0
+3◦ ks
α2 α1
◦ ̟1 = cl(Λ1 − Λ0),
̟2 = cl(Λ2 − Λ0)
Table 1. Dynkin diagrams and fundamental weights
(b) For g = A
(2)
n−1 (n ≥ 3), 1 ≤ k, l ≤ ⌊n/2⌋, we have
dk,l(z) =
min(k,l)∏
s=1
(z − (−q)|k−l|+2s)(z + qn(−q)−k−l+2s).
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(c) For g = B
(1)
n (n ≥ 2) 1 ≤ k, l ≤ n− 1, we have
dk,l(z) =
min(k,l)∏
s=1
(z − (−q)|k−l|+2s)(z + (−q)2n−k−l−1+2s).(1.6)
For 1 ≤ k ≤ n, we have
dk,n(z) =

k∏
s=1
(z − (−1)n+kq2n−2k−1+4ss ) if 1 ≤ k ≤ n− 1,
n∏
s=1
(z − (qs)4s−2). if k = n,
(1.7)
where qs := qn = q
1/2.
1.7. Hernandez-Leclerc category. For each quantum affine algebra U ′q(g), we define
a quiver σ(g) as follows:
(i) Take the set of equivalence classes Iˆg := (I0 × k×)/ ∼ as the set of vertices, where
the equivalence relation is given by (i, x) ∼ (j, y) if and only if V (̟i)x ≃ V (̟j)y.
(ii) Put d-many arrows from (i, x) to (j, y), where d denotes the order of zero of di,j(zj/zi)
at zj/zi = y/x.
Note that (i, x) and (j, y) are connected by at least one arrow in σ(g) if and only if
V (̟i)x⊗V (̟j)y is reducible ([1, Corollary 2.4]).
Let σ0(g) be a connected component of σ(g). Note that a connected component of σ(g)
is unique up to a spectral parameter shift and hence σ0(g) is uniquely determined up to
a quiver isomorphism. For types A and B, one can take
σ0(A
(1)
n ) :={(i, (−q)p) ∈ I0 × k× | p ≡ i+ 1 mod 2},
σ0(A
(2)
2n−1) :={(i,±(−q)p) ∈ I0 × k× | i ∈ I0, p ≡ i+ 1 mod 2},
σ0(A
(2)
2n ) :={(i, (−q)p) ∈ I0 × k× | p ∈ Z},
σ0(B
(1)
n ) :={(i, (−1)i−1qκqm), (n, qm) | 1 ≤ i ≤ n− 1, m ∈ Z},
(1.8)
where qκ in (1.8) is defined as follows:
qκ := (−1)n+1q2n+1s .
We remark here that
(i) V (̟n)x ≃ V (̟n)−x in the A(2)2n−1-case,
(ii) σ0(A
(1)
2n−1) ≃ σ0(A(2)2n−1) as quivers ([28, (2.7)]).
Let us denote by C 0g the smallest abelian subcategory of Cg such that
(a) C 0g contains {V (̟i)x | (i, x) ∈ σ0(g)},
(b) it is stable under taking submodules, quotients, extensions and tensor products.
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The category C 0g for symmetric affine type U
′
q(g) was introduced in [16]. Note that every
simple module in Cg is a tensor product of certain parameter shifts of some simple modules
in C 0g [16, §3.7]. The Grothendieck ring K(C 0g ) of C 0g is the polynomial ring generated by
the classes of modules in {V (̟i)x | (i, x) ∈ σ0(g)} [9].
2. Quantum cluster algebras and monoidal categorification
In this section, we recall the definition of quantum cluster algebras introduced in [5, 7].
Then we review the monoidal categorification of a quantum cluster algebra developed
in [29] (see also [16]).
2.1. Quantum cluster algebras. Fix a countable index set K = Kex ⊔ K fr which is
decomposed into the subset Kex of exchangeable indices and the subset K fr of frozen
indices. Let L = (λij)i,j∈K be a skew-symmetric integer-valued K ×K-matrix.
Let A be a Z[q±1/2]-algebra. We say that a family {xi}i∈K of elements in A is L-
commuting if it satisfies
xixj = q
λijxjxi for any i, j ∈ K.
We say that an L-commuting family {xi}i∈K is algebraically independent if the family
{xi1 · · ·xiℓ | ℓ ∈ Z≥0, i1, . . . , iℓ ∈ K, i1 ≤ · · · ≤ iℓ}
is linearly independent over Z[q±1/2]. Here ≤ is a total order on K.
Let B˜ = (bij)(i,j)∈K×Kex be an integer-valued matrix such that
(a) for each j ∈ Kex, there exist finitely many i ∈ K such that bij 6= 0,
(b) the principal part B := (bij)i,j∈Kex is skew-symmetric.
(2.1)
We extend the definition of bij for (i, j) ∈ K ×K by:
bij = −bji if i ∈ Kex and j ∈ K and bij = 0 for i, j ∈ Kex.
To the matrix B˜, we associate the quiver QB˜ such that the set of vertices is K and the
number of arrows from i ∈ K to j ∈ K is max(0, bij). Then, QB˜ satisfies that
(a) the set of vertices of QB˜ are labeled by K,
(b) QB˜ does not have loops, 2-cycle and arrows between frozen vertices,
(c) each exchangeable vertex v of QB˜ has finite degree; that is, the number
of arrows incident with v is finite.
(2.2)
Conversely, for a given quiver satisfying (2.2), we can associate a matrix B˜ by
bij := (the number of arrows from i to j)− (the number of arrows from j to i).(2.3)
Then B˜ satisfies (2.1).
We say that the pair (L, B˜) is compatible with a positive integer d, if∑
k∈K
λikbkj = δi,jd for each i ∈ K and j ∈ Kex.
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Definition 2.1. For a Z[q±1/2]-algebra A, a triple S = ({xi}i∈K , L, B˜) consisting of
(i) a compatible pair (L, B˜),
(ii) an L-commuting algebraically independent family {xi}i∈K
is called a quantum seed in A. We also call
(a) {xi}i∈K the cluster of S and elements in {xi}i∈K the cluster variables,
(b) xi (i ∈ Kex) the exchangeable variables and xi (i ∈ K fr) the frozen variables,
(c) xa
(
a ∈ Z⊕K≥0
)
the quantum cluster monomials,
where
xa := q1/2
∑
s>t aisaitλis,itx
ai1
i1
· · ·xairir ,
for a = (ai)i∈K , {i ∈ K | ai 6= 0} ⊂ {i1, . . . , ir}. Note that xa does not depend on the
choice of {i1, . . . , ir}.
For k ∈ Kex, the mutation µk(L, B˜) := (µk(L), µk(B˜)) of a compatible pair (L, B˜) in
direction k is a pair (µk(L), µk(B˜)) consisting of a K ×K-matrix µk(L) and a K ×Kex-
matrix µk(B˜) defined as follows:
(a) µk(L)ij =

−λij +
∑
t∈K
max(0,−btk)λtj if i = k, j 6= k,
−λij +
∑
t∈K
max(0,−btk)λit if i 6= k, j = k,
λij otherwise.
(b) µk(B˜)ij =
{
−bij if i = k or j = k,
bij + (−1)δ(bik<0)max(bikbkj , 0) otherwise.
(2.4)
Then one can check that µk(B˜) satisfies (2.1) and the pair (µk(L), µk(B˜)) is compatible
with the same integer d as in [5].
We define
a′i =
{
−1 if i = k,
max(0, bik) if i 6= k,
a′′i =
{
−1 if i = k,
max(0,−bik) if i 6= k.
and set a′ := (a′i)i∈K and a
′′ := (a′′i )i∈K which are contained in Z
⊕K .
Let A be a Z[q±1/2]-algebra contained in a skew-field F . Let S = ({xi}i∈K , L, B˜) be
a quantum seed in A. For k ∈ Kex, we define the elements µk(x)i of K as follows:
µk(x)i =
{
xa
′
+ xa
′′
, if i = k,
xi if i 6= k.
Then {µk(x)i}i∈K is a µk(L)-commuting algebraically independent family. We call
µk(S ) :=
({µk(x)i}i∈K , µk(L), µk(B˜))
the mutation of S in direction k.
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Definition 2.2. Let S = ({xi}i∈K , L, B˜) be a quantum seed in A. The quantum cluster
algebra Aq1/2(S ) associated to the quantum seed S is the Z[q
±1/2]-subalgebra of the skew
field F generated by all the quantum cluster variables in the quantum seeds obtained
from S by any sequence of mutations.
We call S the initial quantum seed of the quantum cluster algebra Aq1/2(S ).
2.2. Quantum cluster algebras Aq1/2(n(w)). In this subsection, we assume that the
generalized Cartan matrix A is symmetric. Let w˜ = si1 · · · sir be a reduced expression of
w ∈ W . By Proposition 1.3, Dw˜(i, 0) and Dw˜(j, 0) q-commute; i.e., there exists λij ∈ Z
satisfying
Dw˜(i, 0)Dw˜(j, 0) = q
λijDw˜(j, 0)Dw˜(i, 0).
Hence we have an integer-valued skew-symmetric matrix L = (λij)1≤i,j≤r.
Set
K = {1, . . . , r}, K fr = {k ∈ K | k+ = r + 1}, and Kex :=K \K fr.(2.5)
Definition 2.3 ([13]). We define the quiver Q with the set of vertices Q0 and the set of
arrows Q1 which is associated to w˜ as follows:
(Q0) Q0 = K = {1, . . . , r}.
(Q1) There are two types of arrows:
• ordinary arrows : s |ais,it |−−−−−→ t if 1 ≤ s < t < s+ < t+ ≤ r + 1,
• horizontal arrows : s −−−−−→ s− if 1 ≤ s− < s ≤ r.
Let B˜ = (bij) be the integer-valued K ×Kex-matrix associated to the quiver Q by (2.3).
Proposition 2.4 ([13, Proposition 10.1]). The pair (L, B˜) is compatible with d = 2.
Theorem 2.5 ([13, Theorem 12.3], [29, Corollary 11.2.8]). Let Aq1/2(S ) be the quantum
cluster algebra associated to the initial quantum seed
S := ({q−(ds,ds)/4Dw˜(s, 0)}1≤s≤r, L, B˜),
where ds := wt
(
Dw˜(s, 0)
)
. Then we have Z[q±1/2]-algebra isomorphism
Aq1/2(S ) ≃ Aq1/2(n(w)) := Z[q±1/2]⊗Z[q±1] AA(n(w)).
2.3. Cluster algebras K(C −g ). In [17], Hernandez and Leclerc introduced a proper sub-
category C −g of Cg for untwisted quantum affine algebras which contains all simple objects
of Cg up to parameter shifts. The definitions of C
−
g for types A
(1)
n and B
(1)
n can be taken
as follows. Take σ−(g) the subset of I × k× as
σ−(A
(1)
n ):={(i, (−q)p) | p ≤ 0 and p ≡ i mod 2},
σ−(B
(1)
n ):={(i, (−1)i−1qκqm) ∈ σ0(B(1)n ) | n+
1
2
+m ∈ 1
2
Z≤0}
∪ {(n, qm) ∈ σ0(B(1)n ) | m ∈ Z≤0}.
The category C −g is the smallest abelian full subcategory of Cg such that
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(a) C −g contains {V (̟i)x | (i, x) ∈ σ−(g)},
(b) it is stable under taking submodules, quotients, extensions and tensor products.
Also, they defined the quiver G−g of infinite rank, whose vertices are labeled by a certain
subset {(i, x)} of I0 × Z≤0 (see [17] for details). Let z = {zi,x} be the indeterminates
labeled by the {(i, x)}.
Theorem 2.6 ([17, Theorem 5.1]). There exists an isomorphism between the cluster
algebra A associated with the initial seed (z, G−g ) and the Grothendieck ring K(C
−
g ) of
C −g .
Conjecture 2.7 ([16, Conjecture 13.2], [17, Conjecture 5.2]). The cluster monomials
of A can be identified with the real simple modules of C −g under the isomorphism in
Theorem 2.6.
We will give a proof of Conjecture 2.7 for C −
A
(1)
N−1
in Section 6.2.1.
2.4. Monoidal categorification of quantum cluster algebras. In this subsection,
we fix a base field k and a free abelian group Q equipped with a symmetric bilinear form
( , ) : Q× Q such that (β, β) ∈ 2Z for all β ∈ Q.
Let C be a k-linear abelian monoidal category (see [25, Appendix A.1]) in the sense
that it is abelian and the tensor functor ⊗ is k-bilinear and exact. A simple object M in
C is called real if M ⊗M is simple.
We assume that C satisfies the following conditions :
(i) Any object of C is of a finite length.
(ii) k ∼−→HomC(M,M) for any simple object M of C.
(iii) C admits a direct sum decomposition C = ⊕
β∈Q
Cβ such that the tensor functor ⊗
sends Cβ × Cγ → Cβ+γ for every β, γ ∈ Q.
(iv) There exists an object Q ∈ C0 satisfying
(a) there is an isomorphism RQ(X) : Q⊗X ∼−→X ⊗Q functorial in X ∈ C that
Q⊗X ⊗Y
RQ(X)
//
RQ(X ⊗Y )
,,
X ⊗Q⊗Y
RQ(Y )
// X ⊗Y ⊗Q
commutes for any X, Y ∈ C,
(b) the functor X 7→ Q⊗X is an equivalence of categories.
(v) For any M , N ∈ C, we have HomC(M,Q⊗n⊗N) = 0 except finitely many integers
n (see Remark 2.8 below).
Remark 2.8. Note that, since the functor X 7→ Q⊗X is an equivalence of categories,
there exists an object Q−1 ∈ C0 such that Q⊗Q−1 ≃ Q−1⊗Q ≃ 1, and the functor
X 7→ Q−1⊗X give an equivalence of categories also (see [25, Appendix A.1]). Thus, for
each n ∈ Z, we define Q⊗n := Q⊗Q⊗ · · ·⊗Q︸ ︷︷ ︸
n-times
if n ≥ 0, Q−1⊗Q−1⊗ · · ·⊗Q−1︸ ︷︷ ︸
−n-times
if n < 0.
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We denote by q the auto-equivalence Q⊗ • , and call it the grading shift functor. With
the grading shift functor, the Grothendieck ring K(C) becomes a Q-graded Z[q±1]-algebra.
For M ∈ Cβ , we write β = wt(M) and call it the weight of M . Similarly, for x ∈
Z[q±1/2]⊗Z[q±1] K(Cβ), we write β = wt(x) and call it the weight of x.
Definition 2.9. A pair ({Mi}i∈K , B˜) consisting of
(1) a family of real simple objects {Mi}i∈K of C, where Mi ∈ Cdi for some di ∈ Q,
(2) an integer valued K ×Kex-matrix B˜
is called a quantum monoidal seed if it satisfies the following properties:
(i) for all i, j ∈ K, there exists an integer λij satisfying
Mi⊗Mj ≃ qλijMj ⊗Mi,
(ii) Mi1 ⊗ · · ·⊗Mit is simple for any finite sequence (i1, . . . , it) in K,
(iii) the integer valued K ×Kex-matrix B˜ satisfies (2.1),
(iv) (L, B˜) is compatible with d = 2, where L = (λij)i,j∈K,
(v) λij − (di, dj) ∈ 2Z for all i, j ∈ K, where D:= = {di ∈ Q | Mi ∈ Cdi}i∈K ⊂ Q.
(vi)
∑
i∈K bikdi = 0 for all k ∈ Kex.
Note that for a quantum monoidal seed ({Mi}i∈K , B˜), the matrix L = (λij)i,j∈K and
the family D := {di}i∈K is determined by the family {Mi}i∈K .
Let S = ({Mi}i∈K), B˜) be a quantum monoidal seed in C. For X ∈ Cβ and Y ∈ Cγ
such that X ⊗ Y ≃ qc Y ⊗X and c+ (β, γ) ∈ 2Z, we define
λ˜(X, Y ) :=
1
2
(−c+ (β, γ))∈ Z and X⊙ Y := qλ˜(X,Y )X ⊗ Y ≃ qλ˜(Y,X)Y ⊗X.
Then we have X
⊙
Y ≃ Y ⊙X .
For any finite sequence (i1, . . . , , iℓ) in K, we define
ℓ⊙
k=1
Mik := (· · · (Mi1
⊙
Mi2)
⊙ · · · )⊙Miℓ−1)⊙Miℓ .
When the L-commuting family {[Mi]}i∈K of elements in Z[q±1/2]⊗Z[q±1]K(C) is alge-
braically independent, we define a quantum seed [S ] in Z[q±1/2]⊗Z[q±1]K(C) by
[S ] =
({q−(di,di)/4[Mi]}i∈K , L, B˜).
For a given k ∈ Kex, we define the mutation µk(D) ∈ Q of D in direction k with respect
to B˜ by
µk(D)i = di (i 6= k), µk(D)k = −dk +
∑
bik>0
bikdi.
Note that, for any k ∈ Kex, we have µk(µk(D)) = D, and (µk(L), µk(B˜), µk(D)) satisfies
(v) and (vi) in Definition 2.9.
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For k ∈ Kex, set
mk :=
1
2
(dk, ζ) +
1
2
∑
bik<0
λkibik and m
′
k :=
1
2
(dk, ζ) +
1
2
∑
bik>0
λkibik,(2.6)
where ζ = −dk +
∑
bik>0
bikdi.
Definition 2.10. We say that a quantum monoidal seed S in C admits a mutation in
direction k ∈ Kex if there exists a real simple object M ′k ∈ Cµk(D)k such that
(i) there exist exact sequences in C
0→ q ⊙
bik>0
M⊙biki → qmkMk ⊗M ′k →
⊙
bik<0
M
⊙(−bik)
i → 0,
0→ q ⊙
bik<0
M
⊙(−bik)
i → qm
′
kM ′k ⊗Mk →
⊙
bik>0
M⊙biki → 0,
where mk and m
′
k are given in (2.6).
(ii) µk(S ) :=
({Mi}i 6=k ⊔ {M ′k}, µk(B˜)) is a quantum monoidal seed in C.
We call µk(S ) the mutation of S in direction k.
Definition 2.11. Assume that a k-linear abelian monoidal category C satisfies the con-
ditions (i)–(v) in the beginning of this subsection. The category C is called a monoidal
categorification of a quantum cluster algebra A over Z[q±1/2] if
(i) Z[q±1/2]⊗Z[q±1]K(C) is isomorphic to A ,
(ii) there exists a quantum monoidal seed S = ({Mi}i∈K , B˜) in C such that [S ] :=
({q−(di,di)/4[Mi]}i∈K , L, B˜) is a quantum seed of A ,
(iii) S admits successive mutations in all the directions.
3. Quiver Hecke algebras
3.1. Quiver Hecke algebras. Now we briefly recall the definition of quiver Hecke alge-
bra associated to a symmetrizable Cartan datum (A,P,Π,P∨,Π∨) (see [37, 47] for more
detail).
Let k be a base field. We take a family of polynomials (Qi,j)i,j∈I in k[u, v] satisfying
Qi,j(u, v) = δ(i 6= j)×
∑
(p,q)∈Z2≥0
(αi,αi)p+(αj ,αj)q=−2(αi,αj)
ti,j;p,qu
pvq,(3.1)
where ti,j;p,q = tj,i;q,p and ti,j:−aij ,0 ∈ k×. Then one can check that Qi,j(u, v) = Qj,i(v, u).
For n ∈ Z≥0 and β ∈ Q+ such that |β| = n, we set
Iβ = {ν = (ν1, . . . , νn) ∈ In | αν1 + · · ·+ ανn = β}.
We denote by Sn = 〈s1, . . . , sn−1〉 the symmetric group of degree n, where si :=(i, i+1)
is the transposition of i and i+ 1. Then Sn acts on I
β by place permutations.
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Definition 3.1. For β ∈ Q+ with |β| = n, the quiver Hecke algebra R(β) at β associated
with a symmetrizable Cartan datum (A,P,Π,P∨,Π∨) and a matrix (Qi,j)i,j∈I is the k-
algebra generated by the elements {e(ν)}ν∈Iβ , {xk}1≤k≤n and {τm}1≤m≤n−1 satisfying the
following defining relations :
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈Iβ
e(ν) = 1, xkxm = xmxk, xke(ν) = e(ν)xk,
τme(ν) = e(sm(ν))τm, τkτm = τmτk if |k −m| > 1, τ 2k e(ν) = Qνk,νk+1(xk, xk+1)e(ν),
(τkxm − xsk(m)τk)e(ν) =

−e(ν) if m = k, νk = νk+1,
e(ν) if m = k + 1, νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=

Qνk,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2 e(ν) if νk = νk+2,
0 otherwise.
The above relations are homogeneous with
deg e(ν) = 0, deg xke(ν) = (ανk , ανk), deg τle(ν) = −(ανl, ανl+1),
and R(β) is endowed with a Z-graded algebra structure.
For a graded R(β)-module M =
⊕
k∈ZMk, we define qM =
⊕
k∈Z(qM)k, where
(qM)k =Mk−1 (k ∈ Z).
We call q the grading shift functor on the category of graded R(β)-modules.
For graded R(β)-modules M and N , HomR(β)(M,N) denotes the space of degree pre-
serving module homomorphisms. We set deg(f) := k for f ∈ HomR(β)(qkM,N).
For an R(β)-module M , we set wt(M) :=−β ∈ Q− and call it the weight of M .
Let us denote by R(β)-gmod the category of graded R(β)-modules which are finite-
dimensional over k. We set
R-gmod =
⊕
β∈Q+
R(β)-gmod.
For β, γ ∈ Q+ with |β| = m, |γ| = n, we define an idempotent e(β, γ) as follows:
e(β, γ) :=
∑
ν∈Iβ+γ ,
(ν1,...,νm)∈Iβ
e(ν) ∈ R(β + γ).
Then we have an injective ring homomorphism
R(β)⊗R(γ) // // e(β, γ)R(β + γ)e(β, γ).
For an R(β)-module M and an R(γ)-module N ,
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• the convolution product M ◦N is an R(β + γ)-module defined by
M ◦N = R(β + γ)e(β, γ) ⊗
R(β)⊗R(γ)
(M ⊗N),
• the dual space M∗ := Homk(M,k) admits an R(β)-module structure via
(r · f)(u) := f(ψ(r)u) (r ∈ R(β), u ∈M),
where ψ denotes the k-algebra anti-involution on R(β) fixing the generators.
We denote by u⊠ v the image of u⊗ v in M ◦N .
A simple module M in R-gmod is called self-dual if M∗ ≃M . Every simple module is
isomorphic to a grading shift of a self-dual simple module ([37, §3.2]).
Then R-gmod has a monoidal category structure with ◦ as a tensor product. Let
us denote by K(R-gmod) the Grothendieck ring of R-gmod which is an algebra over
A = Z[q±1] with the multiplication induced by the convolution product and the A-action
induced by the grading shift functor q.
In [37, 38, 47], it is shown that a quiver Hecke algebra categorifies the corresponding
unipotent quantum coordinate ring. More precisely, we have the following theorem.
Theorem 3.2 ([37, 38, 47]). For a given symmetrizable Cartan datum (A,P,Π,P∨,Π∨),
we take a parameter matrix (Qij)i,j∈I satisfying the conditions in (3.1), and let Aq(n)
and R(β) be the associated unipotent quantum coordinate ring and quiver Hecke algebra,
respectively. Then there exists an A-algebra isomorphism
ch : K(R-gmod) ∼−→AA(n).(3.2)
Definition 3.3. We say that a quiver Hecke algebra R is symmetric if Qi,j(u, v) is a
polynomial in u− v for all i, j ∈ I.
In particular, the corresponding generalized Cartan matrix A is symmetric. In sym-
metric case, we assume di = 1 for all i ∈ I.
Theorem 3.4 ([48, 50]). Assume that the quiver Hecke algebra R is symmetric and the
base field k is of characteristic 0. Then, under the isomorphism (3.2) in Theorem 3.2,
the upper global basis Bup(Aq(n)) corresponds to the set of the isomorphism classes of
self-dual simple R-modules.
3.2. R-matrices. For β, γ ∈ Q+ with |β| = m and |γ| = n, let M be an R(β)-module
and N an R(γ)-module. Then, by [25, Lemma 1.5], there exists an R(β + γ)-module
homomorphism (up to a grading shift)
RM,N : M ◦N −−→ N ◦M,(3.3)
which is defined by intertwiners ϕk ∈ R(β + γ) (1 ≤ k ≤ m+n− 1) (see [25, §1.3.1]) and
satisfies the Yang-Baxter equation (see [25, (1.9)]).
For the rest of this paper, we assume that quiver Hecke algebra is symmetric and di = 1
for all i ∈ I. We also work always in the category of graded R-modules.
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Then each R(β)-module M admits an affinization
Mz ≃ k[z]⊗
k
M
with the action of R(β) twisted by the algebra homomorphism ψz : R(β) → k[z]⊗R(β)
(see [25, §1.3.2]) sending xk to xk+ z, where z is an indeterminate of homogeneous degree
2.
By [25, Proposition 1.10], the R(β + γ)-module homomorphism (up to a grading shift)
RMz ,N : Mz ◦N −−→ N ◦Mz
induces an R(β + γ)-module homomorphism
r
M,N
: M ◦N → q−Λ(M,N)N ◦M,
which also satisfies the Yang-Baxter equation and is non-zero provided thatM and N are
non-zero. Here Λ(M,N) denotes the degree of r
M,N
and we call r
M,N
the R-matrix.
Definition 3.5 ([29]). For non-zero R-modules M and N in R-gmod, we define integers
d(M,N) and Λ˜(M,N) as follows:
(a) d(M,N) =
1
2
(Λ(M,N) + Λ(N,M)) ∈ Z≥0,
(b) Λ˜(M,N) =
1
2
(
Λ(M,N) +
(
wt(M),wt(N)
)) ∈ Z≥0.
A simple module M ∈ R-gmod is called real if M ◦M is simple.
Lemma 3.6 ([27]). Let M and N be simple modules in R-gmod, and assume that one of
them is real. Then
(i) M ◦N and N ◦M have simple socles and simple heads.
(ii) Im(r
M,N
) is equal to the head of M ◦N and the socle of N ◦M .
For R-modules M and N , we denote by M ∇N the head of M ◦N and by M ∆N the
socle of M ◦N .
Proposition 3.7 ([27, Corollary 3.7]). For β, γ ∈ Q+, let M be a real simple R(β)-
module. Then the map N 7→ M ∇N is injective from the set of the isomorphism classes
of simple objects N of R(γ)-gmod to the set of the isomorphism classes of simple objects
of R(β + γ)-gmod.
Lemma 3.8 ([29, Lemma 3.1.4]). Let M and N be self-dual simple modules. If one of
them is real, then
qΛ˜(M,N)M ∇N is a self-dual simple module.
Thus Λ˜(M,N) indicates the degree shift that makes M ∇N self-dual.
Definition 3.9. For non-zero R-modules M1 and M2, we set
M1
⊙
M2 := q
Λ˜(M1,M2)M1 ◦M2.
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The non-negative integer d(M,N) measures the degree of complexity of M ◦N as seen
in the following lemma.
Lemma 3.10 ([27, 29]). Let M and N be simple modules in R-gmod, and assume that
one of them is real.
(i) M ◦N is simple if and only if d(M,N) = 0.
(ii) If d(M,N) = 1, then M ◦N has length 2, and there exists an exact sequence
0→ M ∆N →M ◦N → M ∇N → 0.
Definition 3.11. For simple R-modules M and N , we say that
(i) M and N strongly commute if M ◦N is simple,
(ii) M and N are simply-linked if d(M,N) = 1.
3.3. Determinantial modules. The set of self-dual simple R-modules corresponds to
the upper global basis of Aq(n) by Theorem 3.4.
Recall the A-algebra isomorphism ch in (3.2).
Definition 3.12 ([29, § 9.1, § 10.2], [33, Proposition 4.1]). For Λ ∈ P+ and η, ζ ∈ WΛ such
that η  ζ , let M(η, ζ) be the self-dual simple R(ζ − η)-module such that ch(M(η, ζ)) =
D(η, ζ).
By Proposition 1.3 (i), the module M(η, ζ) is real. We call M(η, ζ) the determinantial
module. We also write Mw˜(s, t) (see (1.3)) which is the determinantial module such that
Dw˜(s, t) = ch(Mw˜(s, t)).(3.4)
Theorem 3.13 ([29, Theorem 10.3.1], [33, Proposition 4.6]). For Λ ∈ P+ and η1, η2, η3 ∈
WΛ with η1  η2  η3, we have
M(η1, η2)∇M(η2, η3) ≃ M(η1, η3).
Now we recall the definition of several functors on R-modules.
Definition 3.14. Let β ∈ Q+.
(i) For i ∈ I and 1 ≤ a ≤ |β|, set
ea(i) =
∑
ν∈Iβ ,νa=i
e(ν) and e∗a(i) =
∑
ν∈Iβ ,ν|β|+1−a=i
e(ν) ∈ R(β).
(ii) For M ∈ R(β)-gmod,
EiM := e1(i)M and E
∗
iM = e
∗
1(i)M,
which are functors from R(β)-gmod to R(β − αi)-gmod.
(iii) Let L(i) be the 1-dimensional R(αi)-module R(αi)/R(αi)x1. For a simple R-
module M , we set
εi(M) = max{n ∈ Z≥0 | Eni M 6= 0},
ε∗i (M) = max{n ∈ Z≥0 | E∗ ni M 6= 0},
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F˜iM = q
εi(M)L(i) ∇M, F˜ ∗i M = qε
∗
i (M)M ∇ L(i),
E˜iM = q
1−εi(M)soc(EiM), E˜
∗
iM = q
1−ε∗i (M)soc(E∗iM).
Here, for an R-module N , soc(N) denotes the socle of N and hd(N) denotes the
head of N .
(iv) For i ∈ I and n ∈ Z≥0, we set L(in) = qn(n−1)/2L(i)◦n which is a self-dual real
simple R(nαi)-module.
Proposition 3.15 ([29, Proposition 10.2.3]). Let Λ ∈ P+, η, ζ ∈ WΛ such that η  ζ
and i ∈ I.
(i) If n := 〈hi, η〉 ≥ 0, then
εi(M(η, ζ)) = 0 and M(siη, ζ) ≃ F˜ ni M(η, ζ) ≃ L(in)∇M(η, ζ) in R-gmod.
(ii) If 〈hi, η〉 ≤ 0 and siη  ζ, then we have εi(M(η, ζ)) = −〈hi, η〉 and M(siη, ζ) ≃
E˜
−〈hi,η〉
i M(η, ζ).
(iii) If m :=−〈hi, ζ〉 ≥ 0, then
ε∗i (M(η, ζ)) = 0 and M(η, siζ) ≃ F˜ ∗mi M(η, ζ) ≃ M(η, ζ)∇ L(im) in R-gmod.
(iv) If 〈hi, ζ〉 ≥ 0 and η  siζ, then ε∗i (M(η, ζ)) = 〈hi, ζ〉 andM(η, siζ) ≃ E˜〈hi,ζ〉i M(η, ζ).
3.4. Admissible pair and Aq1/2(n(w)). In this subsection, we review the results in [29]
on the monoidal categorification by using graded modules over quiver Hecke algebras.
Throughout this subsection, we focus on a category C which is a full subcategory of
R-gmod which is stable under taking convolution products, subquotients, extensions, and
grading shift. Then we have
C = ⊕
β∈Q−
Cβ where Cβ := C ∩R(−β)-gmod.
Definition 3.16 (cf. Definition 2.9). A pair ({Mi}i∈K , B˜) consisting of
(i) a family of self-dual real simple objects {Mi}i∈K of C strongly commuting with
each other,
(ii) an integer valued K ×Kex-matrix B˜ satisfying (2.1),
is called admissible if, for each k ∈ Kex, there exists an object M ′k of C such that
(a) there is an exact sequence in C
0→ q ⊙
bik>0
M⊙biki → qΛ˜(Mk ,M
′
k)Mk ◦M ′k → ⊙
bik<0
M
⊙(−bik)
i → 0,(3.5)
(b) M ′k is self-dual simple and strongly commutes with Mi for any i 6= k.
For an admissible pair ({Mi}i∈K , B˜), we can take
• −Λ = (−Λi,j)i,j∈K the skew-symmetric integer-valued matrix by
Λi,j := Λ(Mi,Mj),
• D = {di} the family of elements in Q− by di = wt(Mi),
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as in Section 2.4.
Proposition 3.17 ([29, Proposition 7.1.2]). For an admissible pair ({Mi}i∈K , B˜), we
have the following properties :
(i) S := ({Mi}i∈K , B˜) is a quantum monoidal seed in C.
(ii) The self-dual simple object M ′k is real for every k ∈ Kex.
(iii) The quantum monoidal seed S admits a mutation in each direction k ∈ Kex.
(iv) Mk and M
′
k is simply-linked for any k ∈ Kex (i.e., d(Mk,M ′k) = 1).
For an admissible pair ({Mi}i∈K , B˜), let us denote by
[S ] := ({q− 14 (wt(Mi),wt(Mi))[Mi]}i∈K ,−Λ, B˜).
Theorem 3.18 ([29, Theorem 7.1.3, Corollary 7.1.4]). For an admissible pair ({Mi}i∈K , B˜),
we assume that
Z[q±1/2] ⊗
Z[q±1]
K(C) is isomorphic to the quantum cluster algebra Aq1/2([S ]).
Then C is a monoidal categorification of the quantum cluster algebra Aq1/2([S ]).
In particular, the following statements holds :
(i) Each cluster monomial in Aq1/2([S ]) corresponds to the isomorphism class of a
real simple object in C up to a power of q1/2.
(ii) Each cluster monomial in Aq1/2([S ]) is a Laurent polynomial of the initial cluster
variables with coefficient in Z≥0[q
±1/2].
Definition 3.19. For w ∈ W , let Cw be the smallest full subcategory of R-gmod satisfying
the following properties:
(i) Cw is stable by convolution, taking subquotients, extensions, and grading shifts,
(ii) Cw contains Mw˜(s, s−) (1 ≤ s ≤ ℓ(w)), where w˜ is a reduced expression of w.
By [13], we have an A-algebra isomorphism
K(Cw) ≃ AA(n(w)).
Let B˜ be the integer-valued K ×Kex-matrix associated to w˜ (see Definition 2.3).
Theorem 3.20 ([29, Theorem 11.2.2, Theorem 11.2.3]). The pair ({Mw˜(s, 0)}1≤s≤r, B˜)
is admissible. Thus Cw is a monoidal categorification of the quantum cluster algebra
Aq1/2(n(w)), with the quantum monoidal seed ({Mw˜(s, 0)}1≤s≤r, B˜).
Furthermore, the self-dual real simple R-module Mw˜(k, 0)
′ for k ∈ Kex in (3.5) is given
as follows : (up to a grade shift)
Mw˜(k, 0)
′ ≃ Mw˜(k+, k)∇
( ⊙
t<k<t+<k+
Mw˜(t, 0)
⊙|aik,it |
)
.(3.6)
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3.5. Generalized quantum affine Schur-Weyl duality functor. In this subsection,
we recall the generalized quantum affine Schur-Weyl duality functor in [25].
Let us assume that we are given an index set J and a family {Vj}j∈J of quasi-good
U ′q(g)-modules.
We define a quiver ΓJ associated with the pair (J, {Vj}j∈J) as follows:
(a) we take J as the set of vertices,
(b) we put dij many arrows from i to j, where dij denotes the order of zero of
dVi,Vj (u) at u = 1.
(3.7)
Note that we have dijdji = 0 for i, j ∈ J (see [25, Theorem 2.2]).
We define a symmetric Cartan matrix AJ = (aJij)i,j∈J by a
J
ij = 2 if i = j and a
J
ij = −dij−
dji otherwise. Then we choose a family of polynomial {Qi,j(u, v)}i,j∈J satisfying (3.1) with
the form,
Qi,j(u, v) = ±(u− v)−aJij for i 6= j
for some choices of sign ±.
Now we take a family {Pi,j(u, v)}i,j∈J of elements in k[[u, v]] satisfying the following
conditions :
(a) Pi,i(u, v) = 1 for i ∈ J .
(b) The homomorphism Pij(u, v)R
norm
Vi,Vj
(zVi , zVj ) has neither pole nor zero at
u = v = 0, where k[z±1Vi , z
±1
Vj
] → k[[u, v]] is given by zVi 7→ 1 + u and
zVj 7→ 1 + v.
(c) Qi,j(u, v) = Pi,j(u, v)Pj,i(v, u) for i 6= j.
(3.8)
We call such a family {Pi,j(u, v)}i,j∈J a duality coefficient.
Let {αJi | i ∈ J} be the set of simple roots associated to AJ and Q+J =
∑
i∈J Z≥0α
J
i
be the corresponding positive root lattice. We define the symmetric bilinear form ( , )
satisfying (αJi , α
J
j ) = a
J
ij.
Let us denote by RJ(β) (β ∈ Q+J ) the symmetric quiver Hecke algebra associated with
AJ and {Qi,j(u, v)}i,j∈J.
In [25, §3], Kang-Kashiwara-Kim constructed a functor, called the generalized quantum
affine Schur-Weyl duality functor
F : ⊕
β∈Q+J
RJ(β)-gmod→ Cg,(3.9)
which is a monoidal functor in the following sense: There exist canonical U ′q(g)-isomorphisms
F(RJ(0)) ≃ k, F(M1 ◦M2) ≃ F(M1)⊗ F(M2)
for any M1,M2 ∈ RJ -gmod such that the diagrams in [25, (A.2)] are commutative.
Proposition 3.21 ([25, Proposition 3.2.2]). The monoidal functor F is a unique (up to
an isomorphism) functor which satisfies the following properties:
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(i) For any i ∈ J , we have
F(L(i)z) ≃ k[[z]] ⊗
k[z±1Vi
]
(Vi)aff ,
where k[z±1Vi ]→ k[[z]] is given by zVi 7→ 1 + z. In particular, we have
F(L(i)) ≃ Vi for i ∈ J.
(ii) For i, j ∈ J , let RL(i)z ,L(j)z′ : L(i)z ◦L(j)z′ → L(j)z′ ◦L(i)z be the RJ(αJi + αJj )-
module homomorphism in (3.3). Then we have
F(RL(i)z ,L(j)z′ ) = Pi,j(z, z′)RnormVi,Vj (zVi, zVj ).(3.10)
Note that the functor F depends on the choice of {Pi,j(u, v)}i,j∈J as seen in (3.10).
Lemma 3.22 ([32, Lemma 1.7.8]). Let M , N ∈ RJ -gmod be simple modules, and assume
that one of them is real. Assume that
(a) the functor F in (3.9) is exact,
(b) d(M,N) ≤ 1,
(c) F(M),F(N) 6= 0 and F(M)⊗ F(N) is not simple.
Then we have
(i) F(r
M,N
) = r
F(M),F(N)
up to a non-zero constant multiple,
(ii) F(M ∇N) ≃ F(M)∇ F(N) which is simple.
Theorem 3.23 ([25, Theorem 3.8]). If the Cartan matrix AJ associated with ΓJ is of
type An (n ≥ 1), Dn (n ≥ 4) or En (n = 6, 7, 8), then the functor F is exact.
4. Cluster structure on RA∞-gmod
In this section, we study the cluster structure on the monoidal category RA∞-gmod.
Here Dynkin diagram of type A∞ is depicted as follows:
◦
−1
◦
0
◦
1
◦ ◦
We first introduce an infinite sequence w˜ of simple reflections whose first p-parts is reduced
for every p ∈ Z≥0. Then we explicitly compute determinantial modules of type A∞ which
are associated to w˜ . In the last part of this section, we will construct a certain quantum
monoidal seed S∞ and prove that the category R
J -gmod of type A∞ gives a monoidal
categorification of the quantum cluster algebra AA(n) of type A∞ whose initial quantum
seed is [S∞].
4.1. Sequence of simple reflections of length∞. Let J = Z be an index set. We also
take the weight lattice PJ =
⊕
i∈Z
ZΛi with (Λi,Λj) = −|i−j|/2. We set ǫa = Λa−Λa−1 and
αj = ǫj − ǫj+1. We have (ǫa, ǫb) = δa,b and (Λi, αj) = δi,j . The matrix AJ :=
(
(αi, αj)
)
i,j∈J
is a Cartan matrix of type A∞. We write the root lattice QJ =
⊕
j∈J
Zαj ⊂ PJ .
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Let WJ be the Weyl group of type A∞ generated by the set of simple reflections SJ :=
{sj | j ∈ J}. Note that, for all i, j ∈ J , we have
si(ǫj) = ǫsi(j) and si(Λj) =
{
Λj+1 − ǫj = Λj−1 + ǫj+1 if i = j,
Λj otherwise.
(4.1)
For k ∈ Z>0, we sometimes use the notation k to denote −k ∈ Z<0 ⊂ J .
A pair of integers [a, b] with a ≤ b is called a segment. The length of [a, b] is defined to
be the positive integer b − a + 1. For a segment [a, b], we denote by W[a,b] the subgroup
of WJ generated by sk for a ≤ k ≤ b.
Recall the convention in (1.1) and (1.2) on sequences of simple reflections. For each
t ∈ Z≥0, let w (t) be the sequence in SJ of length 4t+ 3 defined by:
w (t) = stst+1 · · · s1s0s1 · · · st−1st st+1 stst−1 · · · s2s1s0s1 · · · st+1st.
We set
w (s,t) :=
{
w (s) ∗w (s+1) ∗ · · ·w (t−1) ∗w (t) if 0 ≤ s ≤ t,
id otherwise,
where ∗ denotes the concatenation of sequences.
Finally, we define an infinite sequence w˜ of SJ by:
(4.2)
w˜ := lim
t→∞
w (0,t) = w (0) ∗w (1) ∗w (2) ∗ · · ·
= s0s1s0 s1s0s1s2s1s0s1 s2s1s0s1s2s3s2s1s0s1s2 · · · · · · .
We define jp ∈ J (p ∈ Z≥1) by
w˜ = sj1sj2sj3 · · · · · · .
For t ∈ 1
2
Z, we set
a(t) := t(2t+ 1) ∈ Z.
Note that, for t ∈ Z≥0, a(t) coincides with the length of w (0,t−1).
We have for t ∈ Z≥0
jp =

p− a(t)− t− 1 = p− a(t + 1/2) + t
if a(t) + 1 ≤ p ≤ a(t+ 1/2) + 1,
t+ 2 + a(t + 1/2)− p = −t + a(t+ 1)− p
if a(t+ 1/2) + 1 ≤ p ≤ a(t + 1) + 1.
(4.3)
For each p ∈ Z≥1, we will denote the element in the Weyl group WJ defined by the
sequence w˜≤p by the same symbol.
Proposition 4.1. The sequence w˜ has the following properties :
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(i) For t ∈ Z≥0, we have
w˜≤p−1(αjp) =

ǫ−t − ǫt+2−p+a(t) = ǫ−t − ǫ1−t+a(t+1/2)−p
if a(t) + 1 ≤ p ≤ a(t+ 1/2),
ǫ−t−1+p−a(t+1/2) − ǫt+2 = ǫt+1+p−a(t+1) − ǫt+2
if a(t+ 1/2) + 1 ≤ p ≤ a(t + 1).
(ii) For any p ∈ Z≥1, w˜≤p is reduced.
Proof. Let us first show (i). Note that, for each t ∈ Z≥0, we have
(a) ja(t)+1 = −t and jp > −t for all p ≤ a(t),
(b) ja(t+ 1
2
)+1 = t + 1 and jp < t + 1 for all p < a(t+
1
2
) + 1.
Assume that a(t) + 1 ≤ p ≤ a(t+ 1
2
). Then we have
w˜≤p−1(αjp) = w˜≤a(t)s−t · · · sjp−1(ǫjp − ǫjp+1) = w˜≤a(t)(ǫ−t − ǫjp+1).
Note that w˜≤a(t) is contained inW[−t+1,t] as a Weyl group element. Thus, for all a(t)+1 ≤
p ≤ a(t+ 1
2
), we have
w˜≤p−1(αjp) = ǫ−t − ǫw˜≤a(t)(jp+1) = ǫ−t − ǫw˜≤a(t)(−t+p−a(t)).
Now we claim that
w˜≤a(t)(−t+ p− a(t)) = t+ 2− (p− a(t)).
Note that
• w˜≤a(t) = w (0,t−1) = w (0,t−2) ∗w (t−1),
• w (t−1)(−t + 1) = t+ 1 and w (t−1)(t+ 1) = −t + 1,
• w (t−1)(k) = k for all k ∈ Z \ {t+ 1,−t + 1}.
Thus the claim follows from an induction on t. Hence we have w˜≤p−1(αjp) = ǫ−t −
ǫt+2−p+a(t).
The case when a(t + 1
2
) + 1 ≤ p ≤ a(t+ 1) can be proved in a similar way.
(ii) follows from (i) since w˜≤p−1αjp is a positive root for any p ∈ Z≥1. 
Remark 4.2.
(a) For each k ∈ 1
2
Z≥1, a(k) coincides with the length of the longest element of Weyl
group of type A2k. Thus w˜≤a(k) is the longest element of{
W[−k+1,k] if k ∈ Z≥1,
W[−k+ 1
2
,k− 1
2
] if k ∈ 12 + Z≥0.
(b) For t > 0, the reduced expressions w (0,t) are not adapted ([2]) in the sense that there
exists no Dynkin quiver Q of type A2t+2 satisfying
ik is a sink of sik−1sik−1 · · · si1(Q) for all k.
Here si(Q) denotes the quiver obtained by reversing all arrows incident with i.
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Definition 4.3. For each p ∈ Z≥1, we assign a pair c(p) = (ℓ,m) of positive integers in
the following way:
(ℓ,m) :=

(
p− a(t), a(t+ 1
2
)− p+ 1) if a(t) < p ≤ a(t + 1
2
),
(2t+ 2, 1) if p = a(t + 1
2
) + 1,(
a(t+ 1) + 1− p, p− a(t + 1
2
)
)
if a(t+ 1
2
) + 2 ≤ p ≤ a(t + 1),
(4.4)
where t is a unique non-negative integer satisfying
a(t) < p ≤ a(t + 1).(4.5)
Remark 4.4. The map c : Z≥1 → Z≥1 × Z≥1 in (4.4) satisfies the following properties :
• ℓ+m =
{
2t + 2 ≡ 0 mod 2 if a(t) < p ≤ a(t+ 1
2
),
2t + 3 ≡ 1 mod 2 if a(t+ 1
2
) < p ≤ a(t + 1).
• c is a bijective map whose inverse is given as follows:
c−1(ℓ,m) =
{
a( ℓ+m−2
2
) + ℓ if ℓ+m ≡ 0 mod 2,
a( ℓ+m−2
2
) +m if ℓ+m ≡ 1 mod 2.(4.6)
• The integer t in (4.5) is equal to ⌊(ℓ+m− 2)/2⌋ = ⌈(ℓ+m− 3)/2⌉.
Using the lattice point Z≥1 × Z≥1, the pairs (p, jp) corresponding to c(p) = (ℓ,m) can
be exhibited as follows:
...
...
5 (11,−2) · · ·
4 (10,−1) (12,−1) · · ·
3 (4,−1) (9, 0) (13, 0) · · ·
2 (3, 0) (5, 0) (8, 1) (14, 1) · · ·
1 (1, 0) (2, 1) (6, 1), (7, 2) (15, 2) · · ·
m/ℓ 1 2 3 4 5 · · ·
Lemma 4.5. For p ∈ Z≥1 with c(p) = (ℓ,m), the index jp is given as follows :
jp = ⌊(ℓ−m+ 1)/2⌋ = ⌈(ℓ−m)/2⌉ =
{
(ℓ−m)/2 if ℓ+m ≡ 0 mod 2,
(ℓ−m+ 1)/2 if ℓ+m ≡ 1 mod 1.
Proof. It is enough to show that ℓ−m−2jp is 0 or −1. Assume that a(t) < p ≤ a(t+1/2)
for t ∈ Z≥0. Then by (4.3) and (4.4), we have
ℓ−m− 2jp =
(
p− a(t))− (a(t + 1/2)− p+ 1)
−(p− a(t)− t− 1)− (p− a(t + 1/2) + t) = 0.
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If a(t+ 1/2) + 2 ≥ p ≤ a(t+ 1), then we have
ℓ−m− 2jp =
(
a(t+ 1) + 1− p)− (p− a(t + 1/2))
−(t+ 2 + a(t+ 1/2)− p)− (−t + a(t + 1)− p) = −1.
If p = a(t+ 1/2) + 1, then we have
ℓ−m− 2jp =
(
2t+ 2
)− 1− 2(t + 2 + a(t+ 1/2)− p) = −1. 
4.2. Determinantial modules of type A∞. We keep the notations in the previous
subsection. For i, j ∈ J , let us set
QJi,j(u, v) =

±(u− v) if j = i± 1,
0 if i = j,
1 otherwise.
We denote by RJ the quiver Hecke algebra of type A∞ which is associated to (Q
J
i,j)i,j∈J .
In the sequel, we sometimes drop the subscript J , if there is no danger of confusion.
A multisegment is a finite sequence of segments. We assign a total order on the set of
segments as follows:
[a1, b1] > [a2, b2] if a1 > a2, or a1 = a2 and b1 > b2.
If a multisegment
(
[a1, b1], . . . , [ar, br]
)
satisfies [ak, bk] ≥ [ak+1, bk+1] for each k, we call
it an ordered multisegment.
For j ∈ J and a pair of positive integer (ℓ,m) ∈ Z≥1 × Z≥1, we define an ordered
multisegment Jℓ,mK(j) as follows:
Jℓ,mK(j) :=
(
[j − ℓ +m, j +m− 1], . . . , [j − ℓ+ 2, j + 1], [j − ℓ+ 1, j]︸ ︷︷ ︸
m-times
)
.
For each segment [a, b] of length ℓ, there exists a graded 1-dimensional R(ǫa − ǫb+1)-
module L[a, b] = ku[a, b] which is generated by a vector u[a, b] of degree 0. The action of
R(ǫa − ǫb+1) is given as follows (see [25, Lemma 1.16]) :
xku[a, b] = 0, τmu[a, b] = 0, e(ν)u[a, b] =
{
u[a, b] if ν = (a, a + 1, . . . , b),
0 otherwise.
Then one can check that
L[a, b] ≃ F˜aF˜a+1 · · · F˜b · 1 ≃ F˜ ∗b · · · F˜ ∗a+1F˜ ∗a · 1,
where 1 is the trivial R(0)-module.
Proposition 4.6 ( [41, Theorem 7.2 and Section 8.4]).
(i) Let M be a simple module in RJ(β)-gmod with β ∈ Q+J . Then there exists a unique
pair of an ordered multisegment
(
[a1, b1], . . . , [at, bt]
)
and c ∈ Z such that
M ≃ qchd(L[a1, b1]◦ · · ·◦L[at, bt]),
where hd denotes the head.
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(ii) For an ordered multisegment
(
[a1, b1], . . . , [at, bt]
)
,
hd
(
L[a1, b1]◦ · · ·◦L[at, bt])
is a simple RJ(β)-module, where β =
∑t
k=1(ǫak − ǫbk+1).
We call the ordered multisegment
(
[a1, b1], . . . , [at, bt]
)
in Proposition 4.6 (i) the multi-
segment associated with M . It is uniquely determined by M .
For j ∈ J and a pair of positive integer (ℓ,m) ∈ Z≥1×Z≥1, we define a self-dual simple
RJ -module W
(ℓ)
m,j associated to Jℓ,mK
(j) as follows: (up to a grading shift)
W
(ℓ)
m,j ≃ hd(L[j− ℓ+m, j+m− 1]◦ · · ·◦L[j− ℓ+2, j+1]◦L[j− ℓ+1, j]︸ ︷︷ ︸
m-times
).(4.7)
Remark 4.7. The RJ -module W
(ℓ)
m,j is known to be homogeneous in the sense that its
grading is concentrated in a single degree ([40]).
Since w˜≤p is reduced for any p ∈ Z≥1, we can define Mw˜ (p1, p2) for 0 ≤ p2 ≤ p1 (see
(1.3) and (3.4)):
Mw˜ (p1, p2) := Mw˜≤p1 (p1, p2).
Note that, for any w ∈ WJ and Λj (j ∈ J), we have
−1 ≤ 〈hk, wΛj〉 ≤ 1 for any k ∈ J.
Let us find the multisegment corresponding to Mw˜ (p, 0).
For j ∈ J and (ℓ,m) ∈ Z≥1 × Z≥1, we shall define a sequence w˜Jℓ,mK(j) in SJ which is
reduced (as seen in Lemma 4.9 below), and arises from the ordered multisegment Jℓ,mK(j)
as follows:
• w˜[a,b] := sasa+1 · · · sb−1sb for a ≤ b.
• w˜Jℓ,mK(j) = w˜[j−ℓ+m,j+m−1] · · · · · · w˜[j−ℓ+2,j+1] w˜[j−ℓ+1,j]︸ ︷︷ ︸
m-times
.
Proposition 4.8. For every p ∈ Z≥1,
w˜≤pΛjp = w˜Jℓ,mK(jp)Λjp, where c(p) = (ℓ,m).
Proof. We shall use the induction on ℓ+m. Let t be a unique non-negative integer in (4.5).
(a) Assume that a(t) < p ≤ a(t + 1
2
). In this case, we have
• ℓ+m ≡ 0 mod 2, by Remark 4.4,
• jp+t+1 = ℓ since ja(t)+1 = −t and ja(t)+u = −t+u−1 for 1 ≤ u ≤ a(t+ 12)−a(t)+1.
Then we have
w˜≤p = w
(0,t−1)stst+1 · · · sjp−1sjp = w (0,t−1) ∗ w˜[−t,jp].
Using (4.1), we have
(4.8) w˜[−t,jp]Λjp = stst+1 · · · sjp−1sjpΛjp = Λ−t−1 +
jp+1∑
k=−t+1
ǫk = Λjp+1 − ǫ−t.
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Note that
sk(Λjp+1 − ǫ−t) = Λjp+1 − ǫ−t for − t + 1 ≤ k ≤ jp.
Thus we have
w (0,t−1)(Λjp+1 − ǫ−t) = w˜≤p−(jp+1)(Λjp+1 − ǫ−t),
where c(p−(jp + 1)) = (ℓ,m − 1) by Lemma 4.5. (If m = 1, i.e. p = a(t + 1/2), then
p−(jp + 1) = 0 and w˜≤p−(jp+1) = 1.)
Note that, w (0,t−1) ∈ W[−t+1,t] and W[−t+1,t] fixes ǫ−t. Hence we have
w˜≤pΛjp = w˜≤p−(jp+1)Λjp+1 − ǫ−t.
By the induction hypothesis, we have
w˜≤p−(jp+1)Λjp+1 = w˜Jℓ,m−1K(jp+1)Λjp+1,
and one can check that the following two reduced expressions coincide
w˜Jℓ,m−1K(jp+1) ∗ w˜[−t,jp] = w˜Jℓ,mK(jp),
where ∗ denotes the concatenation. Note that w˜≤p−(jp+1) ∈ W[−t+1,t] also fixes ǫ−t. Then
our assertion follows from (4.8).
(b) Assume that a(t + 1
2
) < p ≤ a(t+ 1). Then one can check that
(4.9)
w˜≤pΛjp = w
(0,t−1)stst+1 · · · sjp−1sjp · · · st st+1st · · · sjp+1sjpΛjp
= w (0,t−1)stst+1 · · · sjp−1sjp · · · st
(
Λjp−1 + ǫt+2
)
= w (0,t−1)stst+1 · · · sjp−1
(
Λjp−1 + ǫt+2
)
= w˜≤p−(jp−1)
(
Λjp−1 + ǫt+2
)
,
as in the previous case. Note that
• ℓ+m ≡ 1 mod 2 by Remark 4.4,
• t+ 2− jp = m and c(p−(jp − 1)) = (ℓ− 1, m), by Lemma 4.5,
• w˜≤p−(jp−1) ∈ W[t,−t],
By the induction hypothesis, we have
w˜≤p−(jp−1)Λjp−1 = w˜Jℓ−1,mK(jp−1)Λjp−1,
and one can check that the following two reduced expressions are in the same equivalence
class
w˜Jℓ−1,mK(jp−1) ∗ st+1st · · · sjp+1sjp ≡ w˜Jℓ,mK(jp)
with respect to the commutation relation sisj ≡ sjsi (|i − j| > 1). Then our assertion
follows from (4.9). 
Lemma 4.9. For j ∈ J and (ℓ,m) ∈ Z≥1 × Z≥1, we have
(i) w˜Jℓ,mK(j) is reduced,
(ii) w˜Jℓ,mK(j)Λj = Λj+m −
∑m
k=1 ǫj−ℓ+k,
(iii) M(w˜Jℓ,mK(j)Λj ,Λj) ≃W(ℓ)m,j.
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Proof. Let us prove (i) and (ii) by induction on m. Write w˜ := w˜Jℓ,mK(jp) = si1si2 · · · sir .
Now we shall prove that
〈his, w˜≤s−1Λjp〉 = 1 for all 1 ≤ s ≤ r.(4.10)
By the induction hypothesis, we have
w˜Jℓ,m−1K(j)(Λj) = Λj+m−1 −
m−1∑
k=1
ǫj−ℓ+k.
Hence, we have
w˜Jℓ,mK(j)(Λj) = sj−ℓ+m · · · sj+m−1w˜Jℓ,m−1K(j)(Λj)
= sj−ℓ+m · · · sj+m−1(Λj+m−1 −
m−1∑
k=1
ǫj−ℓ+k).
Since
sj−ℓ+m · · · sj+m−1(Λj+m−1) = sj−ℓ+m · · · sj+m−2(Λj+m − ǫj+m−1) = Λj+m − ǫj−ℓ+m
and
〈hj+m−k, sj+m−k+1 · · · sj+m−1w˜Jℓ,m−1K(j)Λj〉 = 1 for 1 ≤ k ≤ ℓ,
(ii) and (4.10) follow. (i) follows from (4.10).
(iii) Let us prove (iii) by induction on m. By Theorem 3.13, we have
M(w˜Jℓ,mK(j)Λj,Λj) ≃ M(w˜Jℓ,mK(j)Λj, w˜Jℓ,m−1K(j)Λj)∇M(w˜Jℓ,m−1K(j)Λj,Λj)
≃ M(w˜Jℓ,mK(j)Λj, w˜Jℓ,m−1K(j)Λj)∇W(ℓ)m−1,j .
Hence it is enough to show
M(w˜Jℓ,mK(j)Λj, w˜Jℓ,m−1K(j)Λj) ≃ L[j − ℓ+m, j +m− 1].
Then Proposition 3.15 implies
M(w˜Jℓ,mK(j)Λj, w˜Jℓ,m−1K(j)Λj) ≃ F˜j−ℓ+m · · · F˜j+m−11 ≃ L[j − ℓ+m, j +m− 1]. 
Theorem 4.10. For p ∈ Z≥1 with c(p) = (ℓ,m), we have
Mw˜(p, 0) = W
(ℓ)
m,jp
.
Proof. The assertion immediately follows from Proposition 4.8 and Lemma 4.9. 
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Using the lattice points Z≥1 × Z≥1, we can exhibit {Mw˜ (p, 0) ≃W(ℓ)m,ip} as follows:
...
...
...
...
... . .
.
W
(1)
3,−1 W
(2)
3,0 W
(3)
3,0 W
(4)
3,1 W
(5)
3,1 · · ·
W
(1)
2,0 W
(2)
2,0 W
(3)
2,1 W
(4)
2,1 W
(5)
2,2 · · ·
W
(1)
1,0 W
(2)
1,1 W
(3)
1,1 W
(4)
1,2 W
(5)
1,2 · · ·
=
...
...
...
...
... . .
.
Mw˜ (4, 0) Mw˜ (9, 0) Mw˜ (13, 0) Mw˜ (18, 0) Mw˜ (27, 0) · · ·
Mw˜ (3, 0) Mw˜ (5, 0) Mw˜ (8, 0) Mw˜ (14, 0) Mw˜ (17, 0) · · ·
Mw˜ (1, 0) Mw˜ (2, 0) Mw˜ (6, 0) Mw˜ (7, 0) Mw˜ (15, 0) · · ·
Note that we have
{Mw˜ (p, 0)}p∈Z≥1 = {hd
(
L[a, b]◦L[a− 1, b− 1] · · ·◦L[−b,−a]) | a ≤ b, a + b ≥ 0}
⊔{hd(L[a, b]◦L[a− 1, b− 1] · · ·◦L[1− b, 1− a]) | a ≤ b, a + b ≥ 1}.
Here we confuse M and the isomorphic class of M .
Corollary 4.11. For p ∈ Z≥1 with c(p) = (ℓ,m), we have
Mw˜ (p, 0) = M
(
Λjp+m −
m∑
k=1
ǫjp−ℓ+k, Λjp
)
and wt(Mw˜(p, 0)) =
m∑
k=1
(ǫjp+k − ǫjp−ℓ+k).
For a pair (a, b) of integers with a > b, we denote also by
Lrev[a, b] = F˜aF˜a−1 · · · F˜b · 1 ≃ F˜ ∗b · · · F˜ ∗a+1F˜ ∗a · 1
the graded 1-dimensional R(ǫb − ǫa+1)-module.
Proposition 4.12.
(a) For p, p′ ∈ Z≥1 with c(p) = (ℓ,m) and with c(p′) = (ℓ,m+ 1), we have{
L[jp − ℓ+m+ 1, jp +m]◦Mw˜(p, 0)։ Mw˜(p′, 0) if ℓ+m ≡ 0 mod 2,
Mw˜(p, 0)◦L[jp − ℓ, jp − 1]։ Mw˜(p′, 0) if ℓ+m ≡ 1 mod 2.
(b) For each p ∈ Z≥1 with c(p) = (ℓ,m), we have{
L[jp − ℓ+m+ 1, jp +m] ∇Mw˜(p, 0) ≃ Mw˜(p+, 0) if ℓ+m ≡ 0 mod 2,
Lrev[jp − ℓ+m− 1, jp − ℓ] ∇Mw˜(p, 0) ≃ Mw˜(p+, 0) if ℓ+m ≡ 1 mod 2.
Proof. (a) is a consequence of Theorem 4.10, since we have
jp′ =
{
jp if ℓ+m ≡ 0 mod 2,
jp − 1 if ℓ+m ≡ 1 mod 2,
by Lemma 4.5.
For (b), if ℓ +m ≡ 0 mod 2, then jp′ = jp+ and hence it is the case of (a). Now let us
consider when ℓ+m ≡ 1 mod 2. In this case, c(p+) = (ℓ+1, m) by Lemma 4.5. Then we
have
• Mw˜(p, 0) ≃ hd
(
L[jp− ℓ+m, jp+m−1]◦ · · ·◦L[jp− ℓ+2, jp+1]◦L[jp− ℓ+1, jp]),
• Mw˜(p+, 0) ≃ hd
(
L[jp−ℓ+m−1, jp+m−1]◦ · · ·◦L[jp−ℓ+1, jp+1]◦L[jp−ℓ, jp]).
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Note that
wJℓ+1,mK(jp) ≡ sjp−ℓ+m−1 · · · sjp−ℓ+1sjp−ℓ ∗ wJℓ,mK(jp)
with respect to the commutation relation. By Theorem 3.13, we have
M(w˜Jℓ+1,mK(jp)Λjp,Λjp) ≃ M(w˜Jℓ+1,mK(jp)Λjp, w˜Jℓ,mK(jp)Λjp)∇M(w˜Jℓ,mK(jp)Λjp,Λjp)
≃ M(w˜Jℓ+1,mK(jp)Λjp, w˜Jℓ,mK(jp)Λjp)∇W(ℓ)m,jp.
As in the proof of Lemma 4.9 (iii), we have
M(w˜Jℓ+1,mK(jp)Λjp, w˜Jℓ,mK(jp)Λjp) ≃ F˜jp−ℓ+m−1 · · · F˜jp−ℓ+1F˜jp−ℓ · 1.
Hence our assertion follows. 
Corollary 4.13. For each p ∈ Z≥1 with c(p) = (ℓ,m), we have
Mw˜(p
+, p) ≃
{
L[jp − ℓ+m+ 1, jp +m] if ℓ+m ≡ 0 mod 2,
Lrev[jp − ℓ+m− 1, jp − ℓ] if ℓ+m ≡ 1 mod 2.
Proof. By Theorem 3.13 and Proposition 4.12,
Mw˜ (p
+, p)∇Mw˜ (p, 0) ≃ Mw˜ (p+, 0)
and {
L[jp − ℓ+m+ 1, jp +m]∇Mw˜ (p, 0) ≃ Mw˜ (p+, 0) if ℓ+m ≡ 0 mod 2,
Lrev[jp − ℓ+m− 1, jp − ℓ]∇Mw˜ (p, 0) ≃ Mw˜ (p+, 0) if ℓ+m ≡ 1 mod 2.
Then our assertion follows from Proposition 3.7. 
4.3. Quantum monoidal seed S∞. Since Proposition 4.1 tells that w˜≤p is reduced for
every p ∈ Z≥1, we can consider the quiverQ associated to w˜ by taking p→∞ and using
Definition 2.3. The set of vertices ofQ is K := Z≥1. The set of the frozen vertices of K
is empty. Note that there is a bijection c : K → Z≥1 × Z≥1.
Proposition 4.14. Each vertex of the quiver Q is of finite degree. Hence the associated
matrix B˜ satisfies the conditions in (2.1).
Proof. Note that for p, p′ ∈ Z≥1 with c(p) = (ℓ,m) and c(p′) = (ℓ− 1, m+ 1),{
p = p′ + 1 if ℓ +m ≡ 0 mod 2,
p = p′ − 1 if ℓ +m ≡ 1 mod 2.
By Lemma 4.5, for p ∈ Z≥1 with c(p) = (ℓ,m), we have
(4.11)
c(p−) =
{
(ℓ− 1, m) if it exists and ℓ+m ≡ 0 mod 2,
(ℓ,m− 1) if it exists and ℓ+m ≡ 1 mod 2,
c(p+) =
{
(ℓ,m+ 1) if ℓ+m ≡ 0 mod 2,
(ℓ+ 1, m) if ℓ+m ≡ 1 mod 2,
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(4.12)
c(p+(jp − 1)) =
{
(ℓ− δ(ℓ 6= 1), m+ 2) if ℓ+m ≡ 0 mod 2,
(ℓ− δ(ℓ 6= 1), m+ 1) if ℓ+m ≡ 1 mod 2,
c(p+(jp + 1)) =
{
(ℓ+ 1, m− δ(m 6= 1)) if ℓ+m ≡ 0 mod 2,
(ℓ+ 2, m− δ(m 6= 1)) if ℓ+m ≡ 1 mod 2.
Combining (4.11) and (4.12), we have
c(p+(jp − 1)+) =
{
(ℓ,m+ 2 + δ(ℓ = 1)) if ℓ+m ≡ 0 mod 2,
(ℓ,m+ 1 + δ(ℓ = 1)) if ℓ+m ≡ 1 mod 2,
c(p+(jp + 1)+) =
{
(ℓ+ 1 + δ(m = 1), m) if ℓ+m ≡ 0 mod 2,
(ℓ+ 2 + δ(m = 1), m) if ℓ+m ≡ 1 mod 2.
Hence we have the followings for c(p) = (ℓ,m):
(i) If ℓ+m ≡ 0 mod 2 and m 6= 1, then
p < p+(jp + 1) < p
+(jp + 1)+ < p+ < p
+(jp + 1)++ and p < p+ < p
+(jp − 1).
(ii) If ℓ+m ≡ 0 mod 2 and m = 1, then
p < p+(jp + 1) < p+ < p
+(jp + 1)+ and p < p+ < p
+(jp − 1).
(iii) If ℓ+m ≡ 1 mod 2 and ℓ 6= 1, then
p < p+(jp − 1) < p+(jp − 1)+ < p+ < p+(jp − 1)++ and p < p+ < p+(jp + 1).
(iv) If ℓ+m ≡ 1 mod 2 and ℓ = 1, then
p < p+(jp − 1) < p+ < p+(jp − 1)+ and p < p+ < p+(jp + 1).
Hence, Definition 2.3 tells that there is only one ordinary arrow with source p, which
is given by p→ p+(jp+1)+ or p→ p+(jp+1) if ℓ+m ≡ 0 mod 2, and p→ p+(jp− 1)+ or
p→ p+(jp−1) if ℓ+m ≡ 1 mod2, respectively. Hence each vertex p ∈ J with c(p) = (ℓ,m)
has two incoming arrows and two outgoing arrow unless min(ℓ,m) = 1:
p+

p− p
oo // p+(jp+1)+
p−(jp+1)
OO
p+(jp−1)+
p−(jp−1) // p

OO
p+
oo
p−
(4.13)
if ℓ+m ≡ 0 mod 2 if ℓ+m ≡ 1 mod 2.
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In particular, when (i) ℓ +m ≡ 0 mod 2 and m = 1, or (ii) ℓ +m ≡ 1 mod 2 and ℓ = 1,
the arrows incident with vertex p can be described as follows:
(i)
p+

p− p
oo // p+(jp+1) (ii)
p+(jp−1)
p
OO

p+
oo
p−
(4.14)
By replacing p = c−1(ℓ,m) with W
(ℓ)
m,jp
in the diagrams above, the quiver Q can be
exhibited as follows:
...
...

...
...

...
...

. .
.
3 W
(1)
3,−1
//W
(2)
3,0
OO

W
(3)
3,0
//oo W
(4)
3,1
OO

W
(5)
3,1
//oo · · ·
2 W
(1)
2,0
OO

W
(2)
2,0
//oo W
(3)
2,1
OO

W
(4)
2,1
//oo W
(5)
2,2
OO

· · ·
1 W
(1)
1,0
//W
(2)
1,1
OO
W
(3)
1,1
//oo W
(4)
1,2
OO
W
(5)
1,2
//oo · · ·
m/ℓ 1 2 3 4 5 · · ·
(4.15)
Hence our assertion follows. 
Note that the arrows of Q oriented right or above are arrows of horizontal type, and
arrows of Q oriented left or below are arrows of ordinary type. Also the quiver Q is
known as the square product QA∞QA∞ of the bipartite Dynkin quiver QA∞ of type A∞,
which is related to the periodicity conjecture (see [8, 19, 20, 35, 36, 49, 52]). Here QA∞
is the quiver ◦
1
//◦oo
2
◦
3
//◦
4
.
Remark 4.15. Take k ∈ Z≥1. When we restrict the full subquiver Q(k) of Q consisting
of vertices (ℓ,m) with ℓ +m ≤ k + 1, the Q(k) is mutation equivalent to the well-known
quiver QBFZk of the coordinate ring C[N ] of the unipotent group N of type Ak (see [3]
and [35, Theorem 4.5]). For example k = 3, Q(3) is given as follows:
•
•

OO
•oo
• // •
OO
•oo
Note that QBFZk is isomorphic to the quiver associated to some adapted reduced ex-
pression of the longest element of the Weyl group of Ak (see Definition 2.3).
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Now we take the skew-symmetric integer-valued Z≥1 × Z≥1-matrix Λ as follows:
Λ =
(
Λ
(
Mw˜ (i, 0),Mw˜(j, 0)
))
i,j∈Z≥1
.
Note that for each p ∈ Z≥1, we can take sufficiently large t such that p is an exchangeable
index of w˜≤t (see (2.5)). Thus the following corollary follows from Theorem 3.18 for w˜≤t:
Corollary 4.16.
(a) For any finite sequence Σ in K, µΣ(−Λ, B˜) is compatible with d = 2, where B˜ is the
matrix associated withQ .
(b) For every pair of positive integers p = c−1(ℓ,m) and p′ = c−1(ℓ′, m′), W
(ℓ)
m,jp
and W
(ℓ′)
m′,jp′
strongly commute.
(c) For each p ∈ Z≥1, there exists Mw˜ (p, 0)′ in RJ -gmod satisfying (3.5).
Let us denote by
S∞ = ({Mw˜ (p, 0)}p∈K, B˜).
Then S∞ becomes a quantum monoidal seed. Furthermore, we have
• the pair ({Mw˜ (p, 0)}p∈K, B˜) is admissible,
• S∞ admits successive mutations in RJ -gmod for all the directions.
Let Aq1/2(∞) be the quantum cluster algebra associated with the quantum seed
[S∞] := ({q−(dp,dp)/4[Mw˜ (p, 0)]}i∈K,−Λ, B˜)
without frozen variables.
Remark 4.17. Note that the quantum cluster algebras associated with a quiver of infinite
rank is the Z[q±1/2]-subalgebra of skew field F generated by all elements obtained from
initial cluster variables by finite sequences of mutations. We refer to [12, 17] for the details
of the definition of (quantum) cluster algebra of infinite rank.
Theorem 4.18. The category RJ -gmod is a monoidal categorification of the quantum
cluster algebra Aq1/2(∞).
Proof. Theorem 3.20 implies that any cluster monomial of Aq1/2(∞) is contained in
K(Cw˜≤t) ⊂ K(RJ -gmod) for sufficiently large t ∈ Z≥1. On the other hand, let M be
a simple RJ(β)-module. We write β =
∑p
k=−p akαk. Then by Remark 4.4 (a), [M ] is con-
tained in K(Cw˜≤a(p+1)). Thus we conclude thatK(RJ -gmod) = Aq1/2(∞), which completes
the proof. 
5. The category TN and its cluster structure
5.1. Category TN . We keep the notations in § 4. In this subsection we briefly recall
the quotient category and the localizations of R-gmod introduced in [25, §4.4–§4.5]. For
details of the constructions, we refer to [25, Appendix A and B]. Then in the next section
we apply one of the main results in [32] to show that a generalized quantum affine Schur-
Weyl duality functor F factors thorough the category TN defined below.
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Set Aβ :=RJ(β)-gmod and A :=
⊕
β∈Q+J
Aβ. Let SN be the smallest Serre subcategory of
A such that
(i) SN contains L[a, a+N ] for any a ∈ J ,
(ii) X ◦ Y, Y ◦X ∈ SN for all X ∈ A and Y ∈ SN .
Note that SN contains L[a, b] if b− a+ 1 > N .
Let us denote by A/SN the quotient category of A by SN and denote by QN : A →
A/SN the canonical functor.
Note that A andA/SN are monoidal categories with the convolution as tensor products.
The module R(0) ≃ k is a unit object. Note also that Q := qR(0) is an invertible central
object of A/SN and X 7→ Q◦X ≃ X ◦Q coincides with the grading shift functor.
Moreover, the functors QN is a monoidal functor.
Definition 5.1. For each a, j ∈ J , we define
(a) La := L[a, a +N − 1],
(b) an abelian group homomorphism ca : QJ → Z as ca(αj) := (ǫa + ǫa+N , αj),
(c) a polynomial fa,j(z) := (−1)δj,a+N z−δ(a≤j<a+N−1)−δj,a+N ∈ k[z±1].
Definition 5.2. Let SN be the automorphism of QJ =
⊕
a∈Z
Zαa given by SN(αa) = αa+N .
We define the bilinear form BN on QJ by
BN(x, y) = −
∑
k>0
(SkNx, y) for x, y ∈ QJ .
Proposition 5.3 ([25, Proposition 4.17]). For any M ∈ (A/SN)β, we have an isomor-
phism
La ◦M ∼−→ qca(β)M ◦La.
in A/SN which is functorial, and
ca(β) = −BN (ǫa − ǫa+N , β) +BN(β, ǫa − ǫa+N ).(5.1)
Definition 5.4. We define the new tensor product ⋆ : A×A → A by
X ⋆Y = qBN (α,β)X ◦Y,(5.2)
where X ∈ Aα and Y ∈ Aβ.
Then, A as well as A/SN is endowed with a new structure of a monoidal category by
⋆ as shown in [25, Appendix A.8].
Theorem 5.5 ([25, Theorem 4.21]). The following statements hold.
(i) La is a central object in A/SN ; i.e.,
(a) fa,j(z)RLa,L(j)z induces an isomorphism Ra(X) : La ⋆X
∼−→X ⋆La functorial
in X ∈ A/SN ,
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(a) the diagram
La ⋆X ⋆Y
Ra(X)⋆ Y
//
Ra(X ⋆ Y )
**
X ⋆La ⋆ Y
X ⋆Ra(Y )
// X ⋆Y ⋆La
is commutative in A/SN for any X, Y ∈ A/SN .
(ii) The isomorphism Ra(La) : La ⋆La ∼−→La ⋆ La coincides with idLa ⋆La in A/SN .
(iii) For a, b ∈ Z, the isomorphisms
Ra(Lb) : La ⋆ Lb ∼−→Lb ⋆ La and Rb(La) : Lb ⋆La ∼−→La ⋆Lb
in A/SN are inverse to each other.
By the preceding theorem, {(La, Ra)}a∈J forms a commuting family of central objects in
(A/SN , ⋆) (See [25, Appendix A. 4]). Following [25, Appendix A. 6], we localize (A/SN , ⋆)
by this commuting family. Let us denote by T ′N the resulting category (A/SN)[L⋆−1a |
a ∈ J ]. Let Υ: A/SN → T ′N be the projection functor. We denote by TN the monoidal
category (A/SN) [La ≃ 1 | a ∈ J ] and by Ξ: T ′N → TN the canonical functor (see [25,
Appendix A.7] and [25, Remark 4.22]). Thus we have a chain of monoidal functors
A QN−−−→ A/SN Υ−−→ T ′N := (A/SN)[L⋆−1a | a ∈ J ] Ξ−−→ TN := (A/SN)[La ≃ 1 | a ∈ J ].
We set
ΩN := Ξ ◦Υ ◦ QN : A −−→ TN .
Theorem 5.6 ([25, Theorem 4.25]). The categories TN and T ′N are rigid monoidal cate-
gories; i.e., every object has a right dual and a left dual.
5.2. Cluster structure on TN . In this and next subsections, we prove that K(TN ) has
a structure of quantum cluster algebra, and TN is its monoidal categorification.
Let us recall the quiverQ in (4.15) associated to the infinite sequence w˜ of SJ in (4.2).
The vertices ofQ are labeled by K = Z≥1 which is also identified with Z≥1 × Z≥1 under
the map c sending p to (ℓ,m).
Proposition 5.7. For each p ∈ K with c(p) = (ℓ,m), the R-module Mw˜(p, 0)′ in (3.6) is
given as follows :
Mw˜(p, 0)
′ ≃
{
W
(ℓ)
m,jp+1
if ℓ+m ≡ 0 mod 2,
W
(ℓ)
m,jp−1
if ℓ+m ≡ 1 mod 2.
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Proof. By (4.13), (4.14) and Proposition 4.8, the neighborhood of Mw˜ (p, 0) in Q with
c(p) = (ℓ,m) and ℓ+m ≡ 0 mod 2 can be described as follows:
W
(ℓ)
m+1,jp

W
(ℓ−1)
m,jp
W
(ℓ)
m,jp
oo // W(ℓ+1)m,jp+1
W
(ℓ)
m−1,jp+1
OO
.
Then we have
• Mw˜(p+, p) ≃ L[jp − ℓ+m+ 1, jp +m] by Corollary 4.13,
• ⊙
t<p<t+<p+
Mw˜ (t, 0)
⊙|ajp,jt | in (3.6) is isomorphic to W
(ℓ)
m−1,jp+1
.
Thus (3.6) implies that
Mw˜ (p, 0)
′ ≃ L[jp − ℓ+m+ 1, jp +m] ∇W(ℓ)m−1,jp+1 ≃W
(ℓ)
m,jp+1
.
Similarly, we can prove the assertion when ℓ+m ≡ 1 mod 2. 
Let us take a total order on Z≥1 × Z≥1 as follows:
(ℓ,m) > (ℓ′, m′) if ℓ+m > ℓ′ +m′, or ℓ+m = ℓ′ +m′ and ℓ > ℓ′.
Let Σeven (resp. Σodd) be the ascending sequence on the set of all (ℓ,m) ∈ Z≥1 × Z≥1
with ℓ+m ≡ 0 mod 2 (resp. ℓ+m ≡ 1 mod 2) :
Σeven =
(
(1, 1), (1, 3), (2, 2), (3, 1), (1, 5), (2, 4), (3, 3), (4, 2), (5, 1), . . .
)
,
(resp. Σodd =
(
(1, 2), (2, 1), (1, 4), (2, 3), (3, 2), (4, 1), (1, 6), (2, 5), (3, 4), . . .
)
).
Let Σ+ be the sequence Σeven followed by Σodd, and Σ− be the sequence Σodd followed
by Σeven :
Σ+ =
(
(1, 1), (1, 3), (2, 2), (3, 1), . . . , (1, 2), (2, 1), (1, 4), (2, 3), . . .
)
,
Σ− =
(
(1, 2), (2, 1), (1, 4), (2, 3), . . . , (1, 1), (1, 3), (2, 2), (3, 1), . . .
)
.
For a sequence Σ = ((ℓ1, m1), (ℓ2, m2), . . .) of Z≥1 × Z≥1, we denote by µΣ(S ) be the
new quantum monoidal seed after performing the sequence of mutations indexed by Σ;
that is, regarding the sequence Σ as a sequence in Kex by
Σ = (c−1(ℓ1, m1), c
−1(ℓ2, m2), . . .),
µΣ(S ) is defined as follows:
µΣ(S ) = · · ·µc−1(ℓ2,m2) µc−1(ℓ1,m1)(S ).
For r ∈ Z≥1, we denote by µ(r)Σ (S ) the quantum monoidal seed obtained from S after
r-repetitions of the mutation sequence µΣ.
From now on, we sometime write µ(ℓ,m) instead of µc−1(ℓ,m) for simplicity.
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Lemma 5.8. We have
µΣodd(Q) ≃ µΣeven(Q) ≃Qop as quivers,
where Qop is the quiver obtained by reversing all arrows in Q.
Proof. The neighborhoods of (ℓ,m) with ℓ + m ≡ 0 mod 2 in Q and µ(ℓ,m)(Q) can be
described as follows:
(ℓ−1,m+1) (ℓ,m+1)

(ℓ+1,m+1)
(ℓ−1,m) (ℓ,m)oo // (ℓ+1,m)
(ℓ−1,m−1) (ℓ,m−1)
OO
(ℓ+1,m−1)
µ(ℓ,m)−−−−→
(ℓ−1,m+1) (ℓ,m+1)
ww♣♣♣
♣♣
♣♣
''❖❖
❖❖
❖❖
❖
(ℓ+1,m+1)
(ℓ−1,m) // (ℓ,m)

OO
(ℓ+1,m)oo
(ℓ−1,m−1) (ℓ,m−1)
gg◆◆◆◆◆◆◆
77♦♦♦♦♦♦♦
(ℓ+1,m−1).
(5.3)
When we apply µ(ℓ,m) in the sequence of mutations µΣeven , there exist
• the arrow (ℓ− 1, m)→ (ℓ,m− 1) made by µ(ℓ−1,m−1),
• the arrow (ℓ− 1, m)→ (ℓ,m+ 1) made by µ(ℓ−1,m+1).
Thus the arrows (ℓ,m− 1)→ (ℓ− 1, m) and (ℓ,m+1)→ (ℓ− 1, m) in (5.3) are removed.
Also,
• the arrow (ℓ,m−1)→ (ℓ+1, m) in (5.3) will be removed when we apply µ(ℓ+1,m−1),
• the arrow (ℓ,m+1)→ (ℓ+1, m) in (5.3) will be removed when we apply µ(ℓ+1,m+1),
by the same reason. Hence our assertion for Σeven follows. The second assertion can be
proved in a similar way. 
Proposition 5.9.
(a) µΣ+(Q) ≃ µΣ−(Q) ≃Q as quivers.
(b) For p ∈ K with c(p) = (ℓ,m), we have
µΣ+(Mw˜(p, 0)) = W
(ℓ)
m,jp+1
and µΣ−(Mw˜(p, 0)) = W
(ℓ)
m,jp−1
.
Proof. (a) The first assertion can be proved by applying the same argument as in Lemma 5.8.
(b) Note that µΣ+ = µΣodd ◦ µΣeven . For (ℓ,m) > (ℓ′, m′) with ℓ+m ≡ ℓ′ +m′ ≡ 0 mod 2,
the arrows incident with Mw˜ (p, 0) sitting at the coordinate (ℓ,m) are not affected by
the mutation µ(ℓ′,m′). Thus the first assertion for p with ℓ +m ≡ 0 mod 2 follows from
Proposition 5.7.
After performing µΣeven , Lemma 5.8 tells that the neighborhood of Mw˜ (p, 0) with ℓ+m ≡
1 mod 2 in µΣeven(Q) can be described as follows:
W
(ℓ)
m+1,jp

W
(ℓ−1)
m,jp
W
(ℓ)
m,jp
//oo W(ℓ+1)m,jp+1
W
(ℓ)
m−1,jp+1
OO
.(5.4)
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Then we have (up to grading shifts)(
L[jp − ℓ+m+ 1, jp +m]∇W(ℓ)m−1,jp+1
)◦W(ℓ)m,jp
֌W
(ℓ)
m−1,jp+1
◦L[jp − ℓ+m+ 1, jp +m]◦W(ℓ)m,jp
։W
(ℓ)
m−1,jp+1
◦W(ℓ)m+1,jp,
where the composition is non-zero by [29, Lemma 3.1.5]. Since W
(ℓ)
m−1,jp+1
and W
(ℓ)
m+1,jp
strongly commute (Corollary 4.16), the composition is an epimorphism. Note that
L[jp − ℓ+m+ 1, jp +m] ∇W(ℓ)m−1,jp+1 ≃W
(ℓ)
m,jp+1
.
Since Mw˜ (p, 0)
′ is unique, our first assertion follows from Proposition 3.7. The second
assertion can be proved in a similar way. 
By applying the argument in the proof of Proposition 5.9 repeatedly, we have the
following corollary.
Corollary 5.10. For each p ∈ K with c(p) = (ℓ,m), we have
µ
(r)
Σ+(Mw˜ (p, 0)) = W
(ℓ)
m,jp+r
and µ
(r)
Σ−(Mw˜ (p, 0)) = W
(ℓ)
m,jp−r
for any r ∈ Z≥1.
In particular, we have the following exact sequence: For any k ∈ J ,
0→ qW(ℓ)m−1,k+1⊙W(ℓ)m+1,k → qΛ˜W(ℓ)m,k ◦W(ℓ)m,k+1 →W(ℓ−1)m,k ⊙W(ℓ+1)m,k+1 → 0,(5.5)
where Λ˜ = Λ˜
(
W
(ℓ)
m,k,W
(ℓ)
m,k+1
)
.
For N ∈ Z≥1, let us denote by K≤N , K≥N and K=N the subsets of K as follows:
K≤N := {p ∈ K | ℓ ≤ N for c(p) = (ℓ,m)},
K≥N := {p ∈ K | ℓ ≥ N for c(p) = (ℓ,m)},
K=N := {p ∈ K | ℓ = N for c(p) = (ℓ,m)}.
We denote byQN the subquiver ofQ obtained by
deleting the vertices in K≥N+1 and the arrows joining vertices in K=N .(5.6)
Then the set of vertices ofQN are labeled by KN :=K≤N .
For each N ∈ Z≥1, we decompose KN into the set of exchange vertices KexN and the set
of frozen vertices K frN by defining
KexN :=K≤N−1 and K
fr
N :=K=N .
For any quiver Q with K as its set of vertices, we denote by QN the quiver obtained
by applying the procedure (5.6) to Q.
For any sequence Σ in KexN , we have
µΣ(QN ) =
(
µ(Q)
)
N
.
Lemma 5.11. For any sequence Σ in KexN , there exists no arrow in µΣ(Q) between a
vertex in K≥N+1 and a vertex in K≤N−1.
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Proof. For the initial quiverQ , it is obvious. Then our assertion follows from the mutation
rule of quivers described in (2.4) (b). 
For a quiver Q, let Q be the full subquiver of Q obtained by deleting all frozen vertices.
Example 5.12. The quiversQ3 andQ3 can be described as follows:
Q3 =
...
...
...

...
4 W
(1)
4,−1
OO

W
(2)
4,−1
//oo W
(3)
4,0
3 W
(1)
3,−1
//W
(2)
3,0
OO

W
(3)
3,0
oo
2 W
(1)
2,0
OO

W
(2)
2,0
//oo W
(3)
2,1
1 W
(1)
1,0
//W
(2)
1,1
OO
W
(3)
1,1
oo
m/ℓ 1 2 3
Q3 =
...
...
...

4 W
(1)
4,−1
OO

W
(2)
4,−1
oo
3 W
(1)
3,−1
//W
(2)
3,0
OO

2 W
(1)
2,0
OO

W
(2)
2,0
oo
1 W
(1)
1,0
//W
(2)
1,1
OO
m/ℓ 1 2
where ∗ denotes frozen vertices.
Lemma 5.13. For any sequence Σ in KexN , we have
µΣ(QN) ≃ µΣ
(
QN
) ≃ (µΣ(Q))N as quivers.
Let ΣevenN , Σ
odd
N , Σ
+
N and Σ
−
N be the subsequences of Σ
even, Σodd, Σ+ and Σ− obtained
by removing all the vertices outside KexN , respectively. Then the following lemma can be
proved by applying the same arguments as in the proofs of Lemma 5.8 and Proposition 5.9.
Lemma 5.14. We have
(i) µΣoddN
(
QN
) ≃ µΣevenN (QN) ≃ (QN)op as quivers,
(ii) µΣ+N
(
QN
) ≃ µΣ−N(QN) ≃QN as quivers.
5.3. Monoidal categorifications via TN and CJ .
Proposition 5.15 ([25, Proposition 4.12, Proposition 4.31]).
(i) If an object Y is simple in A/SN , then there exists a simple object M in A satisfying
(a) QN (M) ≃ Y ,
(b) bk−ak+1 ≤ N−1 for 1 ≤ k ≤ r, where ([a1, b1], . . . , [ar, br]) is the multisegment
associated with M .
(ii) Let ([a1, b1], . . . , [ar, br]) be the multisegment associated with a simple object M in A.
(a) if bk − ak + 1 ≤ N for any 1 ≤ k ≤ r, then ΩN(M) is simple in TN ,
(b) if bk − ak + 1 > N for some k, then ΩN (M) vanishes,
(c) if bk − ak + 1 = N for any 1 ≤ k ≤ r, then ΩN (M) ≃ 1.
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(iii) By the correspondence in (ii), the set of isomorphism classes of self-dual simple
objects of TN is isomorphic to the set of multisegments ([a1, b1], . . . , [ar, br]) with
bk − ak + 1 < N (1 ≤ k ≤ r).
Proposition 5.16. Let Mk be a real simple R-module for 1 ≤ k ≤ r. Let mk, nk ∈ Z≥0
(k = 1, . . . , r). We assume that Λ˜(Mi,Mj) = 0 if 1 ≤ i < j ≤ r. Then we have
(i) M := hd
(
M◦m11 ◦ · · ·◦M◦mrr
)
and N := hd
(
M◦n11 ◦ · · ·◦M◦nrr
)
are simple modules,
(ii) L := hd
(
M◦m1+n11 ◦ · · ·◦M◦mr+nrr
)
is isomorphic to a simple subquotient of M ◦N
up to a grading shift.
Proof. (i) follows from [31, Corollary 2.10, Lemma 2.6] and Λ˜(M◦mii ,M
◦mj
j ) = 0 for i < j.
(ii) In the course of the proof, we ignore grading shifts. Set L2k−1 = M
◦mk
k and L2k =
M◦nkk . Set βk = −wt(Lk) ∈ Q+ and ℓk = |βk|, m = | − wt(M)| =
∑r
k=1 ℓ2k−1, n =
| − wt(N)| =∑rk=1 ℓ2k. Then M ≃ hd(L1 ◦L3 ◦ · · ·◦L2r−1), N ≃ hd(L2 ◦L4 ◦ · · ·◦L2r)
and L ≃ hd(L1 ◦L2 ◦ · · ·◦L2r). Let rLi,Lj : Li ◦Lj → Lj ◦Li be the R-matrix. Then if
i < j and i ≡ 0, j ≡ 1 mod 2, then we have Λ˜(Li, Lj) = 0 and hence
r
Li,Lj
(u⊠ v)− τw[ℓj ,ℓi](v ⊠ u) ∈
∑
w<w[ℓj,ℓi]
τw(Lj ⊠ Li) for u ∈ Li and v ∈ Lj .
Here, for β ∈ Q+ and w ∈ S|β|, τw = τi1 · · · τiℓ ∈ R(β) where si1 · · · sıℓ is a reduced
expression of w. The element w[a, b] ∈ Sa+b is defined by w[a, b](k) = k + b if 1 ≤ k ≤ a
and w[a, b](k) = k − a if a < k ≤ a + b.
Then we have a homomorphism
L1 ◦L2 ◦ · · ·◦L2r r−→ (L1 ◦L3 ◦ · · ·◦L2r−1)◦(L2 ◦L4 ◦ · · ·◦L2r)
by a product of r
Li,Lj
’s. Hence we have
r(u1 ⊠ · · ·⊠ u2r)− τw1
(
(u2 ⊠ · · ·⊠ u2r)⊠ (u1 ⊠ · · ·⊠ u2r−1)
)
∈
∑
w<w1
τw
(
L1 ◦L3 ◦ · · ·◦L2r−1)◦(L2 ◦L4 ◦ · · ·◦L2r)
Here w1 ∈ Sm+n is a product of w[ℓj, ℓi]’s. Note that w1 is given explicitly
w1(c) =

c+
∑
1≤k<s
ℓ2k if
∑
1≤k<s
ℓ2k−1 < c ≤
∑
1≤k≤s
ℓ2k−1, 1 ≤ s ≤ r,
c− ∑
s<k≤r
ℓ2k−1 if m+
∑
1≤k<s
ℓ2k < c ≤ m+
∑
1≤k≤s
ℓ2k, 1 ≤ s ≤ r.
Now recall the shuffle lemma:
M ◦N = ⊕
w∈Sm,n
τw(M ⊠N).(5.7)
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Here Sm,n = {w ∈ Sm+n | w(k) < w(k + 1) if 1 ≤ k < n+m and k 6= m}. Note that
w1 ∈ Sm,n. Since L1⊗L3⊗ · · ·⊗L2r−1 ⊂ M and L2⊗L4⊗ · · ·⊗L2r ⊂ N , the shuf-
fle lemma (5.7) says that the composition
L1⊗L2⊗ · · ·⊗L2r → L1 ◦L2 ◦ · · ·◦L2r→ (L1 ◦L3 ◦ · · ·◦L2r−1)◦(L2 ◦L4 ◦ · · ·◦L2r)
→M ◦N
is injective. Hence we obtain a non-zero homomorphism
L1 ◦L2 ◦ · · ·◦L2r →M ◦N.
Since L1 ◦L2 ◦ · · ·◦L2r has a simple head L, the second assertion follows. 
Corollary 5.17. Let [a1, b1], . . . , [ar, br] be a sequence of segments such that [ak, bk] >
[ak+1, bk+1]. Letmk, nk ∈ Z≥0 (k = 1, . . . , r). IfM :=hd
(
(L[a1, b1])
◦m1 ◦ · · ·◦(L[ar, br])◦mr)
and N := hd
(
(L[a1, b1])
◦n1 ◦ · · ·◦(L[ar, br])◦nr) strongly commute, then M ◦N is isomor-
phic to hd
(
(L[a1, b1])
◦m1+n1 ◦ · · ·◦(L[ar, br])◦mr+nr) up to a grading shift.
Proof. This follows from Proposition 5.16 and Λ˜(L[ai, bi], L[aj , bj ]) = 0 if i < j. 
For p ∈ K, let us denote by MN(p, 0) ∈ TN the image of Mw˜ (p, 0) under ΩN ; i.e.,
MN (p, 0) :=ΩN (Mw˜ (p, 0)) ∈ TN .
Since Mw˜ (p, 0) is associated to an ordered multisegment Jℓ,mK
(j) consisting of segments
[a, b] with b − a + 1 = ℓ, where c(p) = (ℓ,m) ∈ Z≥1 × Z≥1, Proposition 5.15 implies the
following lemma.
Lemma 5.18.
(i) If p ∈ K≤N , then MN(p, 0) is simple.
(ii) If p ∈ K=N = K frN , then MN (p, 0) ≃ 1.
(iii) If p ∈ K≥N+1, then MN(p, 0) vanishes.
(iv) For {mp}p∈KexN ∈ Z
⊕KexN
≥0 and {np}p∈KexN ∈ Z
⊕KexN
≥0 , assume that⊙
p∈KexN
MN (p, 0)
⊙mp and
⊙
p∈KexN
MN (p, 0)
⊙np are isomorphic.
Then we have mp = np for all p ∈ KexN .
Proof. (i)–(iii) follow from Proposition 5.15. (iv) follows from Corollary 5.17 and Propo-
sition 5.15. 
Set
QJ,N := QJ/
∑
a∈Z
Z(ǫa − ǫa+N ) ⊂ PJ,N :=
⊕
a∈Z Zǫa∑
a∈Z Z(ǫa − ǫa+N )
.
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Let πN : QJ → QJ,N denote the projection. Let αa ∈ QJ,N be the image of αa in QJ,N .
Similarly, let ǫa denote the image ǫa in PJ,N . Then αa+N = αa, QJ,N =
N−1⊕
a=1
Zαa and
PJ,N =
N−1⊕
a=0
Zǫa.
The category TN is graded by QJ,N , i.e., it has a decomposition
TN =
⊕
α∈QJ,N
(TN)α.
The duality functor ∗ of A induces a duality functor ∗ of TN which satisfies
(X ⋆ Y )∗ ≃ q(α,β)NY ∗ ⋆ X∗.
Here (·, ·)N is defined by (ǫa, ǫb)N = δ(a ≡ b mod N).
Let B˜N = (bij)(i,j)∈KexN ×KexN be the exchange matrix associated with the quiverQN . Let
LN = (λij)i,j∈KexN be the skew-symmetric matrix defined by
MN (i, 0) ⋆MN (j, 0) ≃ q−λijMN(j, 0) ⋆MN (i, 0).
Theorem 5.19. SN =
({
MN (p, 0)
}
p∈KexN
, B˜N
)
is a quantum monoidal seed of TN and
admits successive mutations in all directions.
Proof. Since the category A gives a monoidal categorification of the quantum cluster
algebra Aq1/2(∞), we can make successive mutation on the initial quantum monoidal
seed S∞ of A. Let Σ be a sequence of at vertices in KexN . Set S := µΣ(S∞) =
({Mi}i∈K , (b˜ij)(i,j)∈K×K).
We shall show that
ΩN (S ) :=
({ΩN (Mi)}i∈KexN , (b˜ij)(i,j)∈KexN ×KexN ), obtained from µΣ(SN), is a
quantum monoidal seed in TN .
by applying the induction of the length of Σ.
In order to see this, by arguing by induction on the length of Σ, it is enough to show
the following statement:
let S be a quantum monoidal seed ({Mi}i∈K , B˜) in A such that
ΩN (S ) is a quantum monoidal seed in TN . Then for p ∈ KexN ,
ΩN (µpS ) is the mutation of ΩN(S ) at p.
(5.8)
Set µp(S ) = ({M ′i}i∈K , (b˜′ij)(i,j)∈K×Kex). Then M ′i = Mi for i 6= p, and we have an
exact sequence
0→ q ⊙
b˜ip>0
M
⊙b˜ip
i → qmpMp ◦M ′p → ⊙
b˜ip<0
M
⊙(−b˜ip)
i → 0,(5.9)
in A.
Note that we have
Mi =Mw˜ (i, 0) for i ∈ K \KexN and ΩN(Mi) ≃ 1 for i ∈ K=N .
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By Lemma 5.11, any index i such that b˜ip 6= 0 satisfies i ∈ K≤N . Hence we obtain⊙
b˜ip>0
ΩN (Mi)
⊙b˜ip ≃ ⊙
i∈KexN , b˜ip>0
ΩN (Mi)
⊙b˜ip and
⊙
b˜ip<0
ΩN(Mi)
⊙(−b˜ip) ≃ ⊙
i∈KexN , b˜ip<0
ΩN(Mi)
⊙(−b˜ip)
hold in TN ,
Applying the exact functor ΩN to (5.9), we obtain an exact sequence in TN . Hence({ΩN(M ′i)}i∈KexN , (b˜′ij)i,j∈KexN ) is the mutation of ΩN (S ) at p. The conditions (iv), (v),
(vi) can be checked by using the similar arguments in [29, Proposition 7.1.2]. Thus our
assertion follows. 
Proposition 5.20. For each p ∈ KexN with c(p) = (ℓ,m) and r ∈ Z≥1, we have
µ
(r)
Σ+N
(
MN (p, 0)
) ≃ ΩN(W(ℓ)m,jp+r) and µ(r)Σ−N (MN (p, 0)) ≃ ΩN(W(ℓ)m,jp−r) in TN ,
up to grading shifts.
Proof. We will proceed by induction on r. When r = 0, it is the definition. Assume
that r > 0. Note that every index (ℓ,m) ∈ c(K) appears at most once in the sequence
of mutations µΣ+ and µΣ+N
. Let µΣ+(ℓ,m) and µΣ+N
(ℓ,m) be the subsequences of µΣ+
and µΣ+N
, respectively, consisting of the mutations preceding the one at the vertex (ℓ,m).
By induction, we assume that µΣ+N
(ℓ,m) ◦ µ(r−1)
Σ+N
(
MN (p
′, 0)
) ≃ ΩN(W(ℓ′)m′,jp′+r−1) for any
p′ ∈ KexN such that either p′ = p or c(p′) = (ℓ′, m′) is subsequent to c(p) in µΣ+N , and we
assume that µΣ+N
(ℓ,m) ◦µ(r−1)
Σ+N
(
MN(p
′′, 0)
) ≃ ΩN(W(ℓ′′)m′′,jp′′+r) for any p′′ = (ℓ′′, m′′) ∈ KexN
such that c(p′′) is preceding c(p) in µΣ+N
.
Note that we have (µΣ+(ℓ,m)
(
Q
)
)N = µΣ+N
(ℓ,m)
(
QN
)
for all (ℓ,m) ∈ c(KexN ). Indeed,
the mutation at a vertex in K≥N+1 does not affect the arrows between the vertices in K
ex
N
by Lemma 5.11, and for any m˜, the quiver µΣ+(N, m˜)(Q) has only one arrow connecting
the vertex (N, m˜) with the ones in KexN so that the mutation at (N, m˜) does not affect
the arrows between the vertices in KexN , either.
It follows that
0→ ΩN(W(ℓ)m−1,jp+r)⊗ΩN(W
(ℓ)
m+1,jp+r−1
)→ ΩN
(
W
(ℓ)
m,jp+r−1
)⊗µ(r)
Σ+N
(
ΩN (M(p, 0))
)
→ ΩN (W(ℓ−1)m,jp+r−1)⊗ΩN (W
(ℓ+1)
m,jp+r
)→ 0
up to a power of q. Note that when ℓ = N−1, the fourth term should be ΩN(W(ℓ−1)m,jp+r−1),
but it is isomorphic to ΩN (W
(ℓ−1)
m,jp+r−1
)⊗ΩN (W(ℓ+1)m,jp+r), since we have ΩN(W
(ℓ+1)
m,jp+r
) ≃ 1.
By applying ΩN to the exact sequence (5.5) and comparing it with the above exact
sequence, we get
µ
(r)
Σ+N
(
ΩN (M(p, 0))
)
= µ(ℓ,m)
(
ΩN
(
W
(ℓ)
m,jp+r−1
)) ≃ ΩN(W(ℓ)m,jp+r),
as desired. 
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Let Aq1/2(N) be the quantum cluster algebra whose initial quantum seed is given as
follows:
[SN ] =
({
q−
1
4
(dp,dp)N [MN (p, 0)]
}
p∈KexN
,−LN , B˜N
)
.
Note that
{
q−
1
4
(dp,dp)N [MN(p, 0)]
}
p∈KexN
is algebraically independent by Lemma 5.18.
By Theorem 5.19, we can conclude the following:
Corollary 5.21. Aq1/2(N) is a subalgebra in Z[q
±1/2]⊗Z[q±1]K(TN ).
Now, we shall show that indeed
Aq1/2(N) coincides with Z[q
±1/2] ⊗
Z[q±1]
K(TN ).
Remark 5.22 (see Lemma 5.14 and also [17, Remark 3.3]). For each p ∈ Z≥1 with
c(p) = (ℓ,m) and r ∈ Z≥1, there exists finite sequences Σ1 and Σ2 of mutations satisfying
µΣ1(MN(p, 0)) = ΩN(W
(ℓ)
m,jp+r
) and µΣ2(MN(p, 0)) = ΩN(W
(ℓ)
m,jp−r
).
By [25, Proposition 4.31], the Grothendieck ringK(TN ) of TN is generated by [ΩN (L[a, b])]
(b− a + 1 < N) as a Z[q±1]-algebra.
On the other hand, since L[a, b] = W
(b−a+1)
1,b , Proposition 5.20 and Remark 5.22 imply
that every [ΩN (L[a, b])] with b− a + 1 < N appears as a cluster variable and hence it is
contained in Aq1/2(N).
Thus we have
Theorem 5.23. As Z[q±1/2]-algebras, we have an isomorphism
Aq1/2(N) ≃ Z[q±1/2] ⊗
Z[q±1]
K(TN ).
By Theorem 5.19 and Theorem 5.23, we obtain the following result.
Theorem 5.24. The category TN gives a monoidal categorification of the quantum cluster
algebra Aq1/2(N). Hence, we have
(i) each cluster monomial in Aq1/2(N) corresponds to the isomorphism class of a real
simple object of TN up to a power of q1/2,
(ii) each cluster monomial in Aq1/2(N) is a Laurent polynomial of the initial cluster
variables with coefficient in Z≥0[q
±1/2].
6. Main result
In this section, we first assume that we have a family of quasi-good modules with
certain conditions which induces a generalized Schur-Weyl duality functor F of type
A∞, and investigate properties of F under the assumption. Then we will prove that
some subcategories in RJ -gmod and Cg give monoidal categorifications of quantum cluster
algebras. In the last part, we give families of distinct quasi-good modules for quantum
affine algebras of type A, B, C and D, satisfying the conditions. Note that the families
for the types A and B were taken from [25, 28], and [32], but the ones for types C and D
are new.
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6.1. Schur-Weyl duality functor of type A∞. Let U
′
q(g) be a quantum affine algebra
as in § 1.4. Let J = Z be the index set as in the previous section. We assume that there
exists a family of quasi-good modules {Va}a∈J in Cg satisfying the following properties:
(a) The quiver ΓJ in (3.7) is of type A∞.
(b) There exists an integer N ≥ 2 such that the followings are satisfied for any
a ∈ J ,
(1) the head of Va⊗Va+1⊗ · · ·⊗Va+N−1 is isomorphic to k,
(2) hd(Va⊗Va+1⊗ · · ·⊗ Va+k−1)⊗Va+k is not simple for 1 ≤ k ≤ N − 1,
(3) ∗∗Va ≃ Va+N .
(6.1)
With the assumption (a) in (6.1), we have the exact functor in Section 3.5
F : ⊕
β∈Q+J
RJ(β)-gmod→ Cg.
Here RJ(β) is the quiver Hecke algebra of type A∞ defined in Section 4.2.
Lemma 6.1. The family {Va}a∈Z has the following properties.
(i) Va 6≃ Vb if a 6= b,
(ii) hd(Va⊗ Va+1⊗ · · ·⊗Va+ℓ) is simple if 0 ≤ ℓ ≤ N − 1,
(iii) for any a ∈ J and ℓ ∈ Z≥1,
F(L[a, a+ ℓ− 1]) ≃
{
hd(Va⊗Va+1⊗ · · ·⊗ Va+ℓ−1) if ℓ ≤ N ,
0 otherwise.
(iv) F(L[a, a+N − 1]) ≃ k.
Proof. (i) Assume a < b. Then Va−1⊗Va is not simple, but Va−1⊗Vb is simple by (6.1) (a).
(ii) follows from (6.1) (b1).
(iii) We first prove the statement for ℓ ≤ N by induction on ℓ. When ℓ = 1, F(L(a)) ≃ Va
by Proposition 3.21 (a). By induction on ℓ, we may assume that F(L[a, a + ℓ − 2]) ≃
hd(Va⊗ Va+1⊗ · · ·⊗Va+ℓ−2) if ℓ ≤ N . Since d(L[a, a + ℓ − 2], L(a + ℓ − 1)) = 1 by [25,
Theorem 4.3] and L[a, a+ ℓ− 1] ≃ L[a, a+ ℓ− 2]∇ L(a+ ℓ− 1) the condition (6.1) (b2)
and Lemma 3.22 imply
F(L[a, a+ ℓ− 1]) ≃ hd(Va⊗Va+1⊗ · · ·⊗Va+ℓ−2)∇ Va+ℓ−1
≃ hd(Va⊗Va+1⊗ · · ·⊗Va+ℓ−2⊗Va+ℓ−1).
Hence we have proved (iii) when ℓ ≤ N . In particular, F(L[a, a + N − 1]) ≃ k by (b1).
Hence we have
Va ≃ F(L(a)) ≃ F(L(a))⊗F(L[a+ 1, a+N ])։ F(L[a, a+N ])
Va+N ≃ F(L(a+N)) ≃ F(L[a, a+N − 1])⊗F(L(a+N))։ F(L[a, a +N ])
for all a ∈ Z. If F(L[a, a +N ]) did not vanish, then we would have
Va ≃ F(L[a, a+N ]) ≃ Va+N ,
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which contradicts (i).
Hence we conclude that
F(L[a, a+N ]) ≃ 0 for all a ∈ Z.
Now assume that ℓ > N + 1. Then we have a surjective homomorphism
0 ≃ F(L[a, a +N ])⊗F(L[a+N + 1, a+ ℓ− 1])։ F(L[a, a+ ℓ− 1]),
which yields F(L[a, a+ ℓ− 1]) ≃ 0. 
Let us denote by CJ is the smallest abelian full subcategory of Cg such that
(a) CJ contains {Va}a∈J ,
(b) it is stable under taking submodules, quotients, extensions and tensor products.
Then we have an exact functor
F : ⊕
β∈Q+J
RJ(β)-gmod→ CJ ⊂ Cg.(6.2)
Now we shall show that the functor F under the assumption (6.1) factors through the
category TN with a suitable choice of duality coefficient {Pi,j(u, v)}i,j∈J. To do that, we
employ the framework of [32, §2.6].
Lemma 6.2. For a, b ∈ J , set z˜ = zVb,
Rnorma,b = (R
norm
Va,(Vb)z˜
⊗ 1⊗ · · ·⊗ 1) ◦ (1⊗RnormVa+1,(Vb)z˜ ⊗ 1⊗· · ·⊗ 1) ◦ · · ·
◦ (1⊗ · · ·⊗ 1⊗RnormVa+k,(Vb)z˜ ⊗ 1⊗ · · ·⊗ 1) ◦ · · · ◦ (1⊗· · ·⊗ 1⊗RnormVa+N−1,(Vb)z˜)
and
ga,b(z) :=
N−1∏
k=0
aVa,Vb(1 + z)
−1
where z = z˜ − 1 and aM,N(zN ) denotes the ratio of RunivM,N and RnormM,N in (1.5). Then the
following diagram is commutative(
Va⊗ · · ·⊗Va+N−1
)⊗(Vb)z˜ Rnorma,b //
ϕ⊗(Vb)z˜

(Vb)z˜⊗
(
Va⊗ · · ·⊗Va+N−1
)
(Vb)z˜ ⊗ϕ

k⊗(Vb)z˜
∼

(Vb)z˜⊗k
∼

(Vb)z˜
ga,b(z) // (Vb)z˜
for any surjective homomorphism ϕ : Va⊗ · · ·⊗Va+N−1 ։ k.
Proof. Let
Runiva,b = (R
univ
Va,(Vb)z˜
⊗ 1⊗· · ·⊗ 1) ◦ (1⊗RunivVa+1,(Vb)z˜ ⊗ 1⊗· · ·⊗ 1) ◦ · · ·
◦ · · · ◦ (1⊗· · ·⊗ 1⊗RunivVa+N−1,(Vb)z˜).
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By replacing Rnorma,b and ga,b(z) with R
univ
a,b and id respectively, the diagram is commutative.
Then our assertion follows from Runiva,b = ga,b(z)R
norm
a,b . 
Now we temporarily fix a duality coefficient {PTi,j(u, v)}i,j∈J satisfying the conditions
in (3.8). We denote the corresponding functor from A/SN to CJ by FT.
Recall La = L[a, a +N − 1] and fa,b(z) in Definition 5.1.
Proposition 6.3. For a, b ∈ J , let
ha,b(z) := fa,b(z)ga,b(z)
a+N−1∏
k=a
PTk,b(0, z).
Then the following diagrams are commutative :
FT(La ⋆L(b)z)
FT(Ra(L(b)z))//
∼

FT(L(b)z ⋆ La)
∼

FT(La)⊗FT(L(b)z)
∼ ϕa⊗FT(L(b)z )

FT(L(b)z)⊗FT(La)
∼ FT(L(b)z)⊗ϕa

k⊗FT(L(b)z)
∼

FT(L(b)z)⊗k
∼

FT(L(b)z)
ha,b(z) // FT(L(b)z)
FT(La ⋆Lb)
FT(Ra(Lb)) //
∼

FT(Lb ⋆La)
∼

FT(La)⊗FT(Lb)
∼ ϕa⊗ϕb

FT(Lb)⊗FT(La)
∼ ϕb⊗ϕa

k⊗k
∼

k⊗k
∼

k
∏b+N−1
k=b ha,k(0) // k
for any ϕa : FT(La) ∼−→k and ϕb : FT(Lb) ∼−→k. Furthermore ha,b(z) has no poles and
no zeros at z = 0.
Proof. The proof is the same as one of [32, Proposition 2.6.2, Corollary 2.6.3, Proposition
2.6.4]. 
Corollary 6.4. Set λa,b :=
∏b+N−1
k=b ha,k(0). Then we have
λa,a = 1 (a ∈ J) and λa,bλb,a = 1 (a, b ∈ J).
Proof. By Theorem 5.5 (ii), we have Ra(La) = idLa ⋆La . Thus FT(Ra(La)) is the identity
map on k, which implies λa,a = 1 by the previous proposition. Similarly, Theorem 5.5
(iii) implies the second assertion. 
Lemma 6.5 ([32, Lemma 2.6.6, Lemma 2.6.7]). Assume that
λa,b :=
b+N−1∏
k=b
ha,k(0) (a, b ∈ J)
satisfies that
λa,a = 1 (a ∈ Z) and λa,bλb,a = 1 (a, b ∈ J).
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Then there exists a family {ca,b(u, v) | a, b ∈ J} of elements in k[[u, v]] satisfying
(6.3)
ca,a(u, v) = 1 (a ∈ J), ca,b(u, v)cb,a(u, v) = 1 (a, b ∈ J),
ha,b(z) =
a+N−1∏
k=a
ck,b(0, z) (a, b ∈ J).
By Lemma 6.5, we have a family {ca,b(u, v) | a, b ∈ J} of elements in k[[u, v]] satisfy-
ing (6.3). Using {ca,b(u, v) | a, b ∈ J}, we define new duality coefficient {P newa,b (u, v) | a, b ∈
J} as follows:
P newa,b (u, v) := ca,b(u, v)
−1PTa,b(u, v) = cb,a(v, u)P
T
a,b(u, v).
We denote the corresponding functor fromA/SN to CJ by F ′. Since ca,b(u, v)cb,a(v, u) = 1,
we have
Qa,b(u, v) = δ(a 6= b)P newa,b (u, v)P newb,a (v, u).
Theorem 6.6. Under the assumption of (6.1), there exists a duality coefficient {P newi,j (u, v)}i,j∈J
that makes the following diagram commutative :
F ′(La ⋆M)
F ′(Ra(M))

∼ // F ′(La)⊗F ′(M)
ga⊗F ′(M) // k⊗F ′(M)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
F ′(M ⋆La) ∼ // F ′(M)⊗F ′(La)
F ′(M)⊗ ga // F ′(M)⊗k // F ′(M)
for any a ∈ J , M ∈ A/SN and an isomorphism ga : F ′(La) ∼−→k.
Proof. It is enough to show that our assertion holds when M = L(b)z for some b ∈ J .
Equivalently, it is enough to check that fa,b(z)ga,b(z)
∏a+N−1
k=a P
new
k,b (0, z) = 1. By the
choice of {ca,b(u, v) | a, b ∈ J}, we have
fa,b(z)ga,b(z)
a+N−1∏
k=a
P newk,b (0, z) = ha,b(z)
a+N−1∏
k=a
ck,b(0, z)
−1 = 1,
by (6.3). Thus our assertion follows. 
Now, [25, Proposition A.11, Proposition A.12] imply the following theorem:
Theorem 6.7. Under the assumption of (6.1), there exists an exact monoidal functor
F˜ : TN → CJ such that the following diagram quasi-commutes :
A QN //
F
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲ A/SN Υ //
F ′
((PP
PPP
PPP
PP
PP
PP
T ′N

Ξ // TN
F˜ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
CJ .
In particular, F˜ induces a surjective ring homomorphism φF˜ : K(TN )|q=1 ։ K(CJ), where
K(TN )|q=1 :=K(TN)/(q − 1)K(TN ).
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Corollary 6.8. The functor F˜ sends a non-zero object in TN to a non-zero module in
CJ . In particular, it sends a simple to a simple and CJ is rigid.
Proof. Let M be a non-zero object in TN . Since TN is rigid, there exists M∗ ∈ TN such
that there is an epimorphism M∗ ⋆M ։ k. Since F˜ is exact, we have an epimorphism
F˜(M∗)⊗F˜(M)։ k. Hence F˜(M) is non-zero. 
Using the same argument in [32, Lemma 2.6.11, Lemma 2.6.12, Theorem 2.6.13], we
can conclude the following:
Theorem 6.9. The functor F˜ sends simples to simples bijectively and induces a ring
isomorphism
φF˜ : K(TN )|q=1 ∼−→K(CJ ).
Recall that we have an exact functor F : A → CJ . Theorem 6.9 along with Theo-
rem 5.24 implies the following theorem:
Theorem 6.10. Let A (N) be the cluster algebra whose initial seed is given as follows:(
{[F(Mw˜(p, 0)]}p∈KexN , B˜N
)
.
Then the category CJ gives a monoidal categorification of the cluster algebra A (N).
Hence, we have
(i) any cluster monomial in A (N) corresponds to the isomorphism class of a real
simple object in CJ ,
(ii) any cluster monomial in A (N) is a Laurent polynomial of the initial cluster vari-
ables with coefficient in Z≥0.
6.2. The category CJ . In this subsection, we shall give explicitly families of quasi-good
modules {Va}a∈J which satisfy (6.1) for quantum affine algebras of type A, B, C and D.
Thus one can apply the results in the previous subsections. In particular, for quantum
affine algebras of type A and B, the category CJ coincides with the Hernandez-Leclerc
category C 0g in Section 1.7.
6.2.1. Type A. Throughout this subsection, g(t) denotes the affine Kac-Moody algebra of
type A
(t)
N−1 (t = 1, 2). Here N ≥ 2 if t = 1 and N ≥ 3 if t = 2. Let us denote by V (t)(̟i)
the fundamental module over g(t). For each a ∈ J = Z, define V (t)a as follows(see [25,
§4.1] and [28, §3.1]):
V (t)a := V
(t)(̟1)q2a .
Then, by Theorem 1.6, [1, Lemma B.1] and [44, Theorem 3.5, Theorem 3.9], we have
the followings (see [25, 28] for details):
(i) The family of quasi-good modules {V (t)a }a∈J satisfies the conditions in (6.1).
(ii) The subcategory CJ coincides with the category C
0
g(t)
in § 1.7.
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Then, by Theorem 6.7, we have an exact functor
F (t) : A = ⊕
β∈Q+J
RJ(β)-gmod→ C 0g(t)
which factors thorough TN via F˜ (t)
A ΩN //
F(t) &&▼▼
▼▼
▼▼
▼▼
▼▼ TN .
F˜(t)ww♣♣♣
♣♣
♣♣
♣♣
♣
C 0
g(t)
For i ∈ I0, k ∈ Z≥1 and r ∈ k×, let us denote by W (i)k,r the Kirillov-Reshetikhin module
W
(i)
k,r := hd(V
(t)(̟i)rq2(k−1) ⊗ · · ·⊗V (t)(̟i)rq2 ⊗V (t)(̟i)r),
which is known as a quasi-good module.
Proposition 6.11 ([25, Proposition 3.9], [28, Proposition 3.3]). For a segment [a, b] with
ℓ := b− a + 1 < N , we have
F (t)(L[a, b]) ≃
{
V (t)(̟ℓ)(−q)a+b if t = 1, or t = 2 and 1 ≤ ℓ ≤ ⌊N/2⌋,
V (2)(̟N−ℓ)(−1)N (−q)a+b if t = 2 and ⌊N/2⌋ < ℓ < N.
Thus we can conclude that the image of an RJ -module W
(ℓ)
m,j in (4.7) by F (t) is a
Kirillov-Reshetikhin module:
Corollary 6.12. For an RJ -module W
(ℓ)
m,j (ℓ < N), we have
F (t)(W(ℓ)m,j) ≃
W
(ℓ)
m, (−q)2j−ℓ+1
if t = 1, or t = 2 and 1 ≤ ℓ ≤ ⌊N/2⌋,
W
(N−ℓ)
m, (−1)N (−q)2j−ℓ+1
if t = 2 and ⌊N/2⌋ < ℓ < N.
Then the exact sequence (5.5) in RJ -gmod can be translated into the exact sequence
(6.4)
0→W (ℓ)
m−1, (−q)k+2
⊗W (ℓ)
m+1, (−q)k
→ W (ℓ)
m, (−q)k
⊗W (ℓ)
m, (−q)k+2
→W (ℓ−1)
m, (−q)k+1
⊗W (ℓ+1)
m, (−q)k+1
→ 0
in C 0
g(1)
if t = 1, and the exact sequence
(6.5)
0→ π(2)(W (ℓ)
m−1,(−q)k+2
)⊗ π(2)(W (ℓ)
m+1,(−q)k
)→ π(2)(W (ℓ)
m,(−q)k
)⊗ π(2)(W (ℓ)
m,(−q)k+2
)
→ π(2)(W (ℓ−1)
m,(−q)k+1
)⊗ π(2)(W (ℓ+1)
m,(−q)k−1
)→ 0
in C 0
g(2)
if t = 2, where
π(2)
(
W (ℓ)m,r
)
:=
{
W
(ℓ)
m,r if 0 ≤ ℓ ≤ ⌊N/2⌋,
W
(N−ℓ)
m,(−1)N−1r
if ⌊N/2⌋ < ℓ ≤ N.
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Here we understandW
(0)
k,r andW
(N)
k,r as trivial modules. Note that the exact sequences (6.4)
and (6.5) are well-known as (twisted) T-system of U ′q(A
(t)
N−1) [14, 15, 42, 43].
Since Z[q±1/2]⊗Z[q±1]K(TN ) has a quantum cluster algebra structure, the isomorphism
φF˜(t) in Theorem 6.9 endows the cluster algebra structure on K
(
C 0
g(t)
)
whose initial seed
can be identified with
[SN ]q=1 :=
({
[F (t)(W(ℓ)m,jp)]
}
p∈K≤N−1
, B˜N
)
.
Now we can conclude the following theorem:
Theorem 6.13. The category C 0
g(t)
(t = 1, 2) gives a monoidal categorification of the
cluster algebra A (N). Hence we have the followings :
(i) Each cluster monomial in A (N) corresponds to an isomorphism class of a real
simple object in C 0
g(t)
.
(ii) Each cluster monomial in A (N) is a Laurent polynomial of the initial cluster
variables with coefficient in Z≥0.
As we have mentioned in Section 2.3, Hernandez and Leclerc give a cluster algebra
structure A on the Grothendieck ring of a “half” of C 0
A
(1)
N−1
, denoted by C −
A
(1)
N−1
in [17],
which is associated to the initial quiver G−
A
(1)
N−1
with infinite rank. For example, the quiver
G−
A
(1)
3
is given as follows:
...

...

...
◦
AA✄✄✄✄✄✄✄✄

◦

//oo ◦

]]❀❀❀❀❀❀❀❀
◦
??⑦⑦⑦⑦⑦⑦

◦

//oo ◦

__❅❅❅❅❅❅
◦
??⑦⑦⑦⑦⑦⑦ ◦ //oo ◦
__❅❅❅❅❅❅
Note that the quiver G−
A
(1)
N−1
satisfies (2.1) and does not have frozen vertex either.
The quiver G−
A
(1)
N−1
is mutation equivalent toQN via a sequence of mutation of infinite
length. To show that, we need to introduce sequences of mutations: For each s ∈ Z≥1,
let sK
ex
0 (resp. sK
ex
1 ) be the vertices (ℓ,m) in K
ex
N with m = s and ℓ ≡ 0 mod 2 (resp.
ℓ ≡ 1 mod 2). Note that sKex0 and sKex1 are finite subsets of KexN . Let Σ(s,0)N (resp. Σ(s,1)N )
be the ascending sequence on sK
ex
0 (resp. sK
ex
1 ). Finally, we set the sequence Σ
HL
N−1 as
follows:
ΣHLN−1 =
((
Σ
(2,1)
N ,Σ
(3,0)
N , · · ·
)
,
(
Σ
(3,1)
N ,Σ
(4,0)
N , · · ·
)
, · · ·
)
.
Then we have
µΣHLN−1 ◦ µΣevenN (QN) ≃ µΣHLN−1 ◦ µΣoddN (QN) ≃ µΣHLN−1
(
(QN)
op
) ≃ G−
A
(1)
N−1
,
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as quivers (see also [11, Exercise 2.6.5, Exercise 2.6.6]).
We remark here that
• each mutation in µΣHLN−1 ◦ µΣevenN corresponds to the T-system described in (6.4),
• for p ∈ Z≥1 with c(p) = (ℓ,m) and ℓ < N , µΣHLN−1 ◦ µΣevenN (W
(ℓ)
m,(−q)2jp−ℓ+1
) is a
Kirillov-Reshetikhin module. More precisely,
µΣHLN−1 ◦ µΣevenN (W
(ℓ)
m,(−q)2jp−ℓ+1
) ≃
{
W
(ℓ)
m,(−q)1 if ℓ ≡ 0 mod 2,
W
(ℓ)
m,(−q)2 if ℓ ≡ 1 mod 2.
Remark 6.14. As Remark 5.22, for each k ∈ Z≥1, there exists a finite subsequence of
mutations µΣ of µΣHLN−1 ◦ µΣevenN such that
µΣ(W
(ℓ)
m,(−q)2jp−ℓ+1
) ≃W (ℓ)
m,(−q)2−δℓ
for any (ℓ,m) ∈ I0 × Z≥1 with ℓ+m ≤ k, where δℓ := δ(ℓ ≡ 0 mod 2).
As a corollary of Theorem 6.13, we can give a proof of Conjecture 2.7 for C −
A
(1)
N−1
:
Theorem 6.15. The cluster monomials of A associated with g of type A
(1)
N−1 in Theo-
rem 2.6 can be identified with the real simple modules in C −
A
(1)
N−1
.
Proof. By (1.4) and [1, 24], one can check that
(i) for an exact sequence 0→ C → A′ ⊗ A→ B → 0 in C
A
(1)
N−1
, we have an exact
sequence 0→ C → A⊗A′ → B → 0 in C
A
(1)
N−1
and hence
0→ B → A′ ⊗ A→ C → 0,
(ii) W
(ℓ)
m,(−q)2−δℓ
≃W (ℓ)
m,(−q)δℓ−2m
.
(6.6)
Note that the cluster variables {zℓ,δℓ−2m+1}(ℓ,m)∈I0×Z≥1 of the initial seed SHL of A
are identified with {W (ℓ)
m,(−q)δℓ−2m+1
}(ℓ,m)∈I0×Z≥1 via truncated q-characters (see [17, (3),
§3.2.3]). Thus cluster monomials of SHL can be identified with the tensor product of
modules in
{
W
(ℓ)
m,(−q)δℓ−2m+1
}
(ℓ,m)∈I0×Z≥1
, which can be obtained from the set of modules{
W
(ℓ)
m,(−q)2−δℓ
=W
(ℓ)
m,(−q)δℓ−2m
}
(ℓ,m)∈I0×Z≥1
by taking parameter shift by −q.
Thus, by taking the finite sequence of mutations µΣ in Remark 6.14 for k ≫ 0, (6.6)
implies that, for M ∈ {W (ℓ)
m,(−q)2−δℓ
}(ℓ,m)∈I0×Z≥1 and a finite sequence ((ℓi, mi))1≤i≤r ∈(
I0 × Z≥1
)r
, we have
µ(ℓr ,mr) ◦ · · · ◦ µ(ℓ1,m1)(M) ≃ µ(ℓr,mr) ◦ · · · ◦ µ(ℓ1,m1)(M).
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Hence Theorem 6.13 tells that any cluster monomial of A can be identified with a real
simple in C −
A
(1)
N−1
. 
6.2.2. Type B. Now g denotes the affine Kac-Moody algebra of type B
(1)
n (n ≥ 2) and set
N = 2n. For each a ∈ J = Z, define ia ∈ I0 as follows (see [32, §2.2]):
ia :=
{
n if a ≡ −1, 0 mod N,
1 otherwise.
We define a map X : J → k× as follows:
X(0) = q0, X(j) = qκ q
2(j−1) (1 ≤ j ≤ N − 2), X(N − 1) = q3N−5
where qκ = (−1)n+1qn+1/2, and extend it by
X(j + kN) :=X(j)qk(2N−2) = X(j)(p∗)2k for 0 ≤ j ≤ N − 1 and k ∈ Z.(6.7)
For each a ∈ J = Z, define Va as follows:
Va := V (̟ia)X(a).
By (1.6) and (1.7), the quiver ΓJ in (3.7) is of type A∞. Furthermore, (6.7) tells that
the family of quasi-good modules {Va} satisfies (iii) in (6.1).
Proposition 6.16 ([32, Proposition 2.4.2],[44, §4]).
(i) The family of quasi-good modules {Va}a∈J satisfies the conditions in (6.1).
(ii) The subcategory CJ coincides with the category C
0
g in (1.8).
Then we have an exact functor
F := ⊕
β∈Q+J
RJ(β)-gmod→ C 0g
which factors thorough TN via F˜ : TN → C 0g .
Proposition 6.17 ([32, Proposition 3.2.1]). Let 0 ≤ a ≤ N−1 and 1 ≤ b−a+1 ≤ N−1.
Then we have
(i) F(L[0, b]) ≃ V (̟n)q2b for 0 ≤ b ≤ N − 2.
(ii) F(L[a,N − 1]) ≃ V (̟n)q2a+N−3 for 1 ≤ a ≤ N − 1.
(iii) F(L[a, b]) ≃

V (̟b−a+1)(−1)b−aqκqa+b−2 for 1 ≤ a ≤ b ≤ N − 2, b− a+ 1 < n,
V (̟n)q2b ∇ V (̟n)q2a+N−3 for 1 ≤ a ≤ b ≤ N − 2, b− a+ 1 ≥ n,
V (̟n)q2a+N−3 ∇ V (̟n)q2b−2 for 1 ≤ a ≤ N − 1 < b, b− a + 1 ≤ n,
V (̟N−b+a−1)(−1)b−aqκqa+b−3 for 1 ≤ a ≤ N − 1 < b, b− a + 1 > n.
In this case, the exact sequence (5.5) in RJ -gmod is not translated into the known
T -system of U ′q(B
(1)
n ) in [14, 42, 43].
Now we have a U ′q(B
(1)
n )-version of Theorem 6.13 as follows:
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Theorem 6.18. The category C 0g gives a monoidal categorification of the cluster algebra
A (N). In particular, we have an isomorphism (t = 1, 2) of cluster algebras
φt : K
(
C
0
A
(t)
2n−1
) ∼−→K(C 0
B
(1)
n
)
.
6.2.3. Type C. Let g be the affine Kac-Moody algebra of type C
(1)
n (n ≥ 3) and set
N = n+ 1. Recall the denominator formulas dk,l(z) for U
′
q(C
(1)
n ).
Theorem 6.19 ([1]). For g = C
(1)
n (n ≥ 3), we have
dk,l(z) =
min(k,l,n−k,n−l)∏
i=1
(
z − (−qs)|k−l|+2i
)min(k,l)∏
i=1
(
z − (−qs)2n+2−k−l+2i
)
,(6.8)
where qs := q
1/2.
For each a ∈ J = Z, define ia ∈ I0 as follows:
ia :=
{
n if a ≡ 0 mod N,
1 otherwise.
Note that p∗ = q2n+2s . Set
qκ := (−qs)n+3.
We define a map X : J → k× as follows:
X(0) = q0s = 1, X(j) = qκq
2(j−1)
s (1 ≤ j ≤ N − 1),
and extend it by
X(j + kN) :=X(j)p∗2k for 0 ≤ j ≤ N − 1 and k ∈ Z.(6.9)
For each a ∈ J = Z, define Va as follows:
Va := V (̟ia)X(a).
Proposition 6.20 ([1, Proposition C.2]). For each i, j ∈ I0 with i + j ≤ n, there exists
a U ′q(C
(1)
n )-homomorphism given as follows:
V (̟i)(−qs)−j ⊗V (̟j)(−qs)i ։ V (̟i+j).(6.10)
In particular, from (6.10), we have a U ′q(C
(1)
n )-homomorphism as follows:
V (̟n−u+1)(−qs)−1 ⊗V (̟1)(−qs)n+u+1 ։ V (̟n−u)
for 1 ≤ u ≤ n− 1.
By (6.8), the quiver ΓJ in (3.7) is of type A∞. Then we have an exact functor
F : ⊕
β∈Q+J
RJ(β)-gmod→ CJ ⊂ C 0g .
Proposition 6.21. Let 0 ≤ a ≤ N − 1 and b− a+ 1 ≤ N − 1. Then we have
(i) F(L[0, b]) ≃ V (̟n−b)(−qs)b for 0 ≤ b ≤ N − 1.
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(ii) F(L[a, b]) ≃ V (̟b−a+1)qκ(−qs)a+b−2 for 1 ≤ a ≤ b ≤ N − 1.
Here we understand V (̟0) and V (̟N) as the trivial module k.
Proof. (i) When b = 0, it is obvious by Proposition 3.21 (a). By induction on b ≤ N − 1,
we may assume that F(L[0, b− 1]) ≃ V (̟n−b+1)(−qs)b−1 .
On the other hand, Theorem 6.19 and Proposition 6.20 imply that
F(L[0, b− 1])∇F(L(b))
≃
{
V (̟n−b+1)(−qs)b−1 ∇ V (̟1)(−qs)n+3+2(b−1) ≃ V (̟n−b)(−qs)b if b ≤ N − 2,
V (̟1)(−qs)n−1 ∇ V (̟1)(−qs)3n+1 ≃ k if b = N − 1.
By Lemma 3.22, we have F(L[0, b]) ≃ F(L[0, b − 1]) ∇ F(L(b)). Hence, we obtain the
desired result.
(ii) When a = N − 1, it is obvious by Proposition 3.21 (a). By descending induction on
a, we may assume that F(L[a+ 1, N − 1]) ≃ V (̟N−a−1)qκ(−qs)N−2+a .
On the other hand, Theorem 6.19 and Proposition 6.20 imply that
F(L(a))∇ F(L[a+ 1, N − 1]) ≃{
V (̟1)qκq2(a−1)s ∇ V (̟N−a−1)qκ(−qs)N−2+a ≃ V (̟N−a)qκ(−qs)N−3+a if 0 < a ≤ N − 2,
V (̟n)∇ V (̟n)qκ(−qs)n−1 ≃ k if a = 0.
By Lemma 3.22 again, we have F(L[a,N − 1]) ≃ F(L(a)) ∇ F(L[a + 1, N − 1]) and we
obtain the desired result.
(iii) By fixing a or b, one can apply the same argument as in (i) or (ii). 
Proposition 6.22. The family of quasi-good modules {Va}a∈J satisfies condition (6.1).
Proof. By Proposition 6.21, condition (6.1) (b) for a = 0 is guaranteed. Note that for a
segment [a, b] with b− a+ 1 = N , [a, b] is one of the following forms:{
[kN, (k + 1)N − 1],
[kN + t, (k + 1)N − 1] ∪ [(k + 1)N, (k + 1)N + t− 1].
for some k ∈ Z and 1 ≤ t ≤ N − 1. By (6.9), one can conclude that
F(L[kN, (k + 1)N − 1]) ≃ k,
F(L[kN + t, (k + 1)N − 1]∇ F (L[(k + 1)N, (k + 1)N + t− 1])
≃ V (̟N−t)qκ(−qs)N−3+tp∗2k ∇ V (̟N−t)(−qs)t−1p∗2k+2 ≃ k,
which implies (6.1) (b1). Using similar argument to a segment [a, b] with b− a+ 1 ≤ N ,
one can prove (6.1) (b2). Hence our assertion follows. 
By Theorem 6.7 and Proposition 6.22, the functor F factors thorough TN .
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Remark 6.23. The subcategory CJ is a proper subcategory of C
0
g . For example, the
quasi-good module V (̟1)(−qs)−2 is not contained in CJ , since V (̟1)(−qs)−2 does not
strongly commute with infinitely many F(W(1)m,jp)’s.
Theorem 6.24. The category CJ gives a monoidal categorification of the cluster algebra
A (N).
6.2.4. Type D. Let g(t) be the affine the Kac-Moody algebra of type D
(t)
n (n ≥ 4 if t = 1, 2,
and n = 4 if t = 3) and set N = n. Let us denote by V (t)(̟i) the fundamental module
over U ′q(D
(t)
n ) (t = 1, 2, 3). The denominator formulas for these types were calculated
in [26, 44, 45].
Note that
V (t)(̟i)x ≃ V (t)(̟i)y ⇐⇒ xt = yt

if t = 1 and 1 ≤ i ≤ n,
if t = 2 and 1 ≤ i ≤ n− 2,
if t = 3 and i = 2.
For each a ∈ J = Z, define ia ∈ I0 as follows:
ia :=
{
n + 1− t if t = 1, 2 and a ≡ 0, 1 mod N,
1 otherwise.
Set
qκ :=

(−q)n if t = 1,
(
√−1)n−1qn if t = 2,
ωq4 if t = 3,
where ω is a primitive third root of unity.
We define a map X : J → k× as follows:
X(0) = q0, X(1) = q2 and X(j) = qκq
2(j−1) (2 ≤ j ≤ N − 1),
and extend it by
X(j + kN) :=X(j)p∗2k for 0 ≤ j ≤ N − 1 and k ∈ Z.
For each a ∈ J = Z, define V (t)a as follows:
V (t)a := V
(t)(̟ia)X(a).
Now we shall present the denominator formulas only related to the choice of the family
of distinct quasi-good modules {V (t)a } :
Theorem 6.25 ([26, 34, 44, 45]). (a) For t = 1, we have
d1,1(z) = (z − q2)(z − (−q)2n−2), d1,n(z) = (z − (−q)n), dn,n(z) =
⌊n
2
⌋∏
s=1
(
z − (−q)4s−2).
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(b) For t = 2, we have
d1,1(z)= (z
2−q4)(z2−(−q2)2n−2), d1,n−1(z)= (z2+(−q2)n), dn−1,n−1(z)=
n−1∏
s=1
(
z+(−q2)s).
(c) For t = 3, we have
d1,1(z) = (z − q2)(z − q6)(z − ωq4)(z − ω2q4).
Then one can check the following holds:
Corollary 6.26. The graph ΓJ associated to {V (t)a } is of type A∞.
By the morphisms in [26, 44, 45], we have the following propositions by applying the
same arguments as in Proposition 6.21 and Proposition 6.22:
Proposition 6.27. Let 0 ≤ a ≤ N − 1 and b− a+ 1 ≤ N − 1. Then we have
(i) F (t)(L[0, b]) ≃ V (t)(̟N+1−t−b−δ)qb for 0 ≤ b ≤ N − 2,
where δ =
{
1 if b 6= 0 and t = 1,
0 otherwise.
In particular, F (t)(L[0, N − 1]) ≃ k.
(ii) F (t)(L[1, b]) ≃

V (1)(̟n−ǫ)q2(b−1) if t = 1,
V (2)(̟n−1)(−1)ǫq2(b−1) if t = 2,
V (3)(̟1)ωǫq2(b−1) if t = 3,
for b ≤ N − 1,
where ǫ ∈ {0, 1} such that b− 1 ≡ ǫ mod 2.
(iii) F (t)(L[a, b]) ≃ V (̟b−a+1)qκ(−q)a+b−2 for 2 ≤ a ≤ b ≤ N − 1.
Proposition 6.28. The family of distinct quasi-good modules {Va}a∈J satisfies the con-
ditions in (6.1).
Now we have functors F (t) and F˜ (t) onto C (t)J as in the previous subsections.
Theorem 6.29. The category C
(t)
J gives a monoidal categorification of the cluster algebra
A (N).
Remark 6.30. The subcategory C
(t)
J is a proper subcategory of C
0
g(t)
. For example, the
quasi-good module V (̟1)qκ is not contained in CJ of type D
(1)
n since V (̟1)qκ does not
strongly commute with infinitely many F(W(1)m,jp)’s.
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