Abstract-We present analytical and empirical investigations into the optimum camera angle to use for the optic flow-based centering response. This technique is commonly used to guide both ground-based and aerial robots between obstacles. A variety of camera angles have been implemented by researchers in the past, but surprisingly little mention is made of the motivation for these camera angle choices, nor has an investigation into the optimum camera angle been conducted. Our investigation shows that camera angle plays a key role in the performance of control strategies for the centering response, and both empirical and analytical investigations show the optimum camera angle to be 45 degrees when traveling between parallel obstacles.
I. INTRODUCTION
Optic flow-based control is a biologically inspired technique [1] [2] [3] which has proved useful for collision avoidance, especially on small scale UAVs with limited payload capabilities (since cameras are typically light and power efficient). Although flow can be used to judge the time-to-collision [4] with obstacles to the front, regulate the height flown above the ground and a vehicle's speed when entering a cluttered environment, its most common use is to produce a centering response when traveling between obstacles to the side [5] [6] [7] [8] . This centering response allows a UAV to fly down the center of an urban canyon for example, and is achieved by balancing the perceived flows on either side. Since flow is measured to the side, the cameras or flow sensors need to be oriented accordingly, and a suitable camera angle (X) needs to be chosen (camera orientation relative to the direction of motion of the AUV. See Figure 1 ).
Previous centering response implementations have made use of a variety of camera angles, ranging from 900 to 450 [5] , but little explanation has been given as to why these camera angles have been chosen, nor has an investigation been made into what the optimum camera angle is. In fact, many researchers fail to mention the camera angle used for their implementation. This is surprising since our investigation shows that camera angle plays a key role in determining the performance of the optic flow-based centering response. Only in [9] is insight given as to why a camera angle of less than 900 is beneficial.
In this paper we present both empirical and analytical investigations into determining the optimum camera angle, and provide further insight into explaining why the derived camera angle is optimal. This work is part of a broader study into vision-based navigation of an autonomous helicopter through urban environments [10] , and our investigation therefore incorporates these elements. The findings can however be applied to applications for fixed-wing UAVs and ground-based robots controlled in a similar manner.
Our empirical investigation entails thousands of experimental runs with a simulated autonomous helicopter in a 3D urban canyon. In this context, we define the optimum camera angle as that which best achieves the centering response, allowing the UAV to converge to the equilibrium state of being at the center of the canyon and facing parallel to the walls. The analytical investigation determines which camera angle produces the largest change in restoring force when the helicopter is not in the equilibrium position, and experiences a small change in heading (0). The results of both the empirical and analytical investigations are in agreement, showing the optimum camera angle to be 45 degrees.
The remainder of this paper is organized as follows: In Section II we describe the robot model used for this investigation, and in Section III we describe the flow ratio and flow difference-based control strategies used to produce the centering response. In Section IV we present an analytical derivation of the optimum camera angle for flow differencebased control, and in Section V we empirically test for the optimum camera angle and investigate how camera angle effects each of the control strategies. In Section VI we discuss the results of these investigations, and in Section VII we draw conclusions based on this discussion.
II. ROBOT MODEL
For this analysis, we assume the helicopter flies parallel to the ground with negligible roll and pitch motion and is therefore equivalent to a ground-based robot moving in the plane. A helicopter in flight will of course have roll and pitch motions, but as described in Section III-A, optic flow from changes in attitude cannot be used to measure relative distance to features, and this type of flow can be cancelled using egomotion compensation [10] . Once egomotion compensation is applied, the flow measured is equivalent to that of a platform which does not experience attitude changes, so our assumption is reasonable. We also assume the helicopter moves at constant forward velocity and therefore cannot stop to turn in place. This induces a non-holonomic constraint on the motion of the 
From [5] we have the following control law: Fig. 1 . Robot and camera geometry in a canyon with parallel walls robot, and we therefore use a unicycle kinematic model for the platform as follows:
Where 0 is the heading of the UAV. We attempt to balance the flows by only controlling w, the turn rate of the UAV. Figure 1 illustrates the geometry of the camera configuration within a canyon. As the figure shows, we assume the UAV moves in a canyon with parallel walls of infinite length.
III. CONTROL STRATEGIES FOR OPTIC FLow-BASED CENTERING RESPONSE
Given that flow magnitudes can be measured to the left and right of a helicopter in motion, a control strategy is needed that will use the measured flow to turn the helicopter away from nearby obstacles, keeping it centered between them. Flow difference-based control strategies for the centering response are given in [9] , [7] and [5] . A flow ratio-based strategy is presented in [8] . We describe these strategies in Sections III-A and III-B.
A. Flow Difference-Based Control Strategy
Green et al [6] show that the optic flow (F) experienced by an observer moving with translational velocity v and angular velocity w while viewing an object at distance d and offset a from the direction of travel can be expressed as follows: (2) Only the flow due to translational motion (second term on the right of equation 2) can be used to judge the relative distance to features, so for this analysis, we assume that w is known and the flow due to rotation and can therefore be subtracted from the total flow (egomotion compensation). This can be achieved via vision-based egomotion compensation [5] or by avoiding flow measurement while turning [10] . Also, since v is constant, we have
Where w is the angular turn rate, k is a gain constant, v is the forward velocity of the vehicle, f is the focal length of the cameras, b is the camera angle, and d, and d2 are the distances to features on the left and right. See Figure 1 for an illustration of this geometry.
From (5) we see this can be rewritten as:
=-kf(Fl -F2) (7) Thus the commanded turn rate (w) is a function of the flow difference. Tsakiris et al.
[11] present a proof that a robot controlled with the control law (6) will be asymptotically stable around the equilibrium (0f, y*) = (0, 2), subject to the conditions that k and the robot's velocity v are positive, and that 0 < q < 7/2.
B. Flow Ratio-Based Control Strategy
In [8] a flow ratio-based control strategy is presented with the following form: w pl Ropt + p2Ropt (8) Where the flow ratio R,pt is defined as the ratio between the flows in the left and right images, and P1 and P2 are gain constants. The flow ratio is normalized to fall between 0 and 2 such that: R,pt = 1 means features to the left and right are equidistant from the cameras, R,pt > 1 means features were closer to the right R,pt < 1 means features were closer to the left.
IV. ANALYTICAL DERIVATION OF OPTIMUM CAMERA ANGLE
In this section we consider two explanations as to what the optimum camera angle should be, and why this would be the case. The first explanation seems promising, but after further investigation we see that it can't fully explain the optimum camera angle choice. The second explanation does however provide a reasonable conclusion, and this conclusion agrees with the results of the empirical investigation of Section V.
Intuitively it may seem that the optimum camera angle would be 900, since maximum flow is measured perpendicular to the direction of motion. The reasoning given in [9] as to why a camera angle of 90°is sub-optimal is as follows: with this configuration, when the robot is at the center of the canyon with 0 :t 0, the distance to features on both sides is equal (see Figure 2 ). This means that although the robot is not in the equilibrium position, there is no restoring force to bring it back to equilibrium. If the camera angle is less than 900 however, we have d1 :t d2 so a robot in the same position will experience a restoring force. Very small camera angles could also be sub-optimal since flow magnitude decreases for smaller angular offsets to features (smaller a in Equation 2). When a small camera angle is used (cameras pointing almost straight ahead), the flow measured on both sides is very small, producing a low signal-to-noise ratio. This would make it difficult to generate appropriate flow-based control commands. Our investigation unfolds as follows: firstly, if we assume that the optimal choice of X is that which maximizes the flow difference (FR -FL, denoted AF hereafter) at each instance, and therefore the restoring force, we see that the choice of A would depend on 0 and y at each instant. An example of this can be seen in Figure 3 which plots AF vs X when y is held at 2 (center of the canyon) and X is varied from 300 to 800. The figure shows plots for five different values of 0, and from the curves we see that at the center of the canyon, the maximum restoring force is produced when the cameras are set to 450, regardless of the helicopter's orientation.
When deviating from the center of the canyon this is no longer the case however. Using this approach, we see there is no single "optimal" value for q, as it would need to be varied constantly as y and 0 vary. If we know y and 0 at each instant, it is theoretically possible to continuously vary X to maximize AF. This An alternative approach is to find a value for 0 that produces the greatest change in AF (AAF) when the robot experience a small change in 0, as 0 diverges from 0. From Figure 4 , we see that AAF is defined as follows: AAF = AFo+±A-AFo (9) And hence from (5) In order to derive the optimum camera angle empirically, we conducted simulation experiments in the Gazebo 3D simulation environment [12] . This environment allows us to simulate the helicopter as well as the onboard cameras. Figure  7 shows the simulated canyon environment, which consists of a straight canyon 5m wide by 27m long. The simulated helicopter was flown down the canyon at a constant speed of 0.5m/s, using 6 different camera angles. For each camera angle, 100 runs were made with the helicopter starting from -45 various positions at the canyon entrance, and with various initial orientations. This allowed us to observe trends that are invariant to these initial conditions. This set of experiments 70 80 90 was completed using both the flow difference and flow ratiobased control strategies described in Section III. Each set of 100 runs took approximately 90 minutes to complete. Figure  le when at the canyon 8 shows the resulting sets of 100 paths for the camera angles tested using both control strategies. Figure 6 shows how the optimum X varies as the robot moves away from the center of the canyon. As can be seen the optimum X does vary from 450, but only by a small amount, even when the robot is much closer to one of the canyon walls.
Because the robot is asymptotically stable at (0 = 0. Y = it would spend most of its time near the center of the canyon, facing parallel to the walls. From a design point of view it would therefore be sensible to chose which is optimal for this configuration, i.e. = 450. In order to compare how well each camera angle performed for flow ratio-based control, the data were analyzed by calculating the mean absolute error in x as a function of y (distance down the length of the canyon) for each value of and plotting the results. The mean absolute error is defined as:
( 1 1) Where xi is the measured x-coordinate of the helicopter, x is the center of the canyon, and n is the total number of runs (in our case, n = 100). Figure 9 shows the mean absolute error of each camera angle as a function of distance down the canyon for the flow ratio-based control experiments. Figures 8a to 1 clearly show the effect that camera angle has on the performance of the optic flow-based centering response. We see similar results for both the flow ratio and flow-difference based strategies. With the cameras at X = 800 (Figures 8a and g ), we see unstable trajectories which do not converge to the canyon center. As the camera angle is reduced, the trajectories start to converge towards the center of the canyon (Figures 8b, c, h and i) . This convergence is best with the cameras set to 450 (Figures 8d and j) . Convergence is also good with the cameras set to 40°, but we see this takes longer to occur (Figures 8e and k) . As the cameras are narrowed to 300, the convergence takes longer to occur and is not as good (Figures 8f and 1) . The degradation in performance as X is reduced below 450 could be attributed to the point mentioned in IV. Here we pointed out that when X is small, the measured flow magnitudes on both sides are small, resulting in a small signal-to-noise ratio. This makes it difficult to generate appropriate control commands. shows that a camera angle of 45°produces the maximum change in restoring force when a robot controlled using this technique undergoes a small change in heading. The empirical investigation shows that a camera angle of 450 also produces trajectories that best converge to the canyon center, resulting in the smallest mean absolute errors in position in the canyon. This was shown to be the case for two different control strategies based on flow difference and flow ratio. Camera angle was shown to be a key factor in the performance of these strategies. This analysis assumes that the robot is traveling in a canyon with parallel walls of infinite length. Preliminary results show that 450 is also the optimum camera angle to use when negotiating 900 bends, but further work must be conducted to determine the optimum camera angle for other cases such as when the walls are not parallel. 
