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DISEÑO DE UN CRIPTOPROCESADOR RSA DE 8192 BITS 
USANDO UN ARREGLO SISTÓLICO 
La seguridad de la información es un campo de investigación y desarrollo 
tecnológico orientado principalmente hacia aplicaciones militares y comerciales. 
Por ejemplo, el intercambio de información confidencial a través de Internet, tales 
como las transacciones bancarias y los servicios de telecomunicaciones son de 
gran impacto a través de una amplia gama de aplicaciones comerciales e 
industriales. Entonces, con el propósito de proteger los datos confidenciales en 
equipos informáticos y de comunicaciones, se deben usar criptosistemas, los 
cuales se pueden implementar en software y/o hardware. En este contexto, RSA 
es uno de los criptosistemas de clave pública más utilizados y tiene un buen nivel 
de seguridad si el tamaño de la clave es mayor o igual a 1024 bits. Sin embargo, 
RSA de 1024 bits se puede romper con la actual tecnología informática. Por lo 
tanto, es necesario aumentar el nivel de seguridad de los criptosistemas RSA 
usando claves de 2048, 4096 ó 8192 bits. 
Desde el punto de vista matemático, RSA se basa en la exponenciación modular y 
ésta se lleva a cabo usando la multiplicación modular de Montgomery, la cual 
determina el desempeño de RSA debido a que esta multiplicación utiliza la adición 
de tres datos muy grandes.  
Teniendo en cuenta las consideraciones anteriores para realizar una 
implementación en hardware de un criptoprocesador RSA de 8192 bits, es 
necesario usar el multiplicador de Montgomery basado en un arreglo sistólico 
usando sumadores “carry-save”. Entonces, en este trabajo se presenta el diseño 
de dos criptoprocesadores RSA de 8192-bits, los cuales son diseñados usando el 
algoritmo de exponenciación binaria y los algoritmos de Montgomery para base-2 
xxi 
 
y base-4. En este caso, los multiplicadores diseñados realizan simultáneamente 
dos multiplicaciones, lo que permite aumentar el “throughput” de los 
criptoprocesadores. 
  










1.1.  MOTIVACIÓN 
Durante los últimos años, la seguridad de la información se ha convertido en un 
campo técnico-científico muy importante no sólo para las instituciones militares o 
gubernamentales, sino también para el sector de los negocios y las personas del 
común [1].  El intercambio de información confidencial a través de la internet, tales 
como transacciones bancarias, claves de tarjetas de crédito y servicios de 
telecomunicaciones se han convertido en prácticas comunes,  es decir, a medida 
que el mundo se encuentre más comunicado la dependencia de los servicios 
electrónicos va aumentando. Entonces, con el propósito de proteger datos 
confidenciales en equipos de cómputo y sistemas de comunicación se deben 
adoptar medios confiables y no interceptables para almacenar y transmitir datos, lo 
cual se puede lograr usando algún tipo de criptosistema.  
En este contexto, RSA es el criptosistema de clave pública más usado en 
aplicaciones que requieren de una buena seguridad en la información. Este 
criptosistema se puede implementar tanto a nivel de software (la gran mayoría de 
las aplicaciones) como a nivel de hardware. Sin embargo, las implementaciones 
hardware de Criptosistemas permiten obtener un mayor nivel de seguridad y una 
mayor velocidad de procesamiento de los datos que su contraparte en software.  
Entonces, teniendo en cuenta el actual flujo de información y el estado del arte de 
la tecnología para el procesamiento computacional, es necesario desarrollar 
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implementaciones en hardware de criptosistemas que suministren el mayor nivel 
de seguridad. Sin embargo, en la literatura consultada, la mayoría son 
implementados para claves de 512, 1024 y 2048 bits [2],[3],[4]. 
Ante esta realidad y considerando las futuras demandas de alta seguridad es 
necesario diseñar criptoprocesadores en hardware con tamaños de clave mayores 
a 1024 bits para los criptosistemas RSA. Por lo tanto, esta tesis presenta el diseño 
de criptoprocesadores RSA para tamaños de clave de 2048, 4096 y 8192 bits, los 
cuales presentan alto „throughput‟, usan mínima área, y pueden ser integrados en 
un criptosistema embebido. 
1.2.  CONTRIBUCIONES DE ESTA TESIS 
Actualmente, el criptosistema RSA es el más utilizado en aplicaciones que 
requieren alta seguridad tal como el comercio electrónico, y su nivel de seguridad 
se basa en el problema de factorización de enteros de gran tamaño [5].  
La operación aritmética usada en el criptosistema RSA para encriptar y 
desencriptar mensajes es la exponenciación modular, la cual usa varias 
multiplicaciones modulares. En este caso, para llevar a cabo la multiplicación 
modular, el algoritmo de Montgomery es una solución eficiente, el cual permite 
realizar la suma de datos de gran tamaño. Entonces, la implementación de la 
operación de la suma para datos de gran tamaño genera una muy larga cadena de 
acarreos, lo cual degrada significativamente el „throughput‟ del criptosistema para 
claves mayores a 1024 bits.  Con el propósito de mitigar la dificultad anterior la 
operación de la suma es llevada a cabo usando “carry save adders”, para reducir 
el tiempo de propagación.  
De otro lado, la implementación hardware de sumadores considerando datos de 
gran tamaño es una tarea difícil debido a que es muy complejo lograr un buen 
balance entre los parámetros de desempeño, tales como velocidad, potencia y 
área. Por lo tanto, el algoritmo de Montgomery se mapea en un arreglo sistólico 
con el propósito de minimizar el área del multiplicador y eliminar  las señales de 
tipo global. Adicionalmente, se debe considerar un algoritmo eficiente para la 
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implementación en hardware de la exponenciación modular, usando el 
multiplicador de Montgomery.  
Otro desafío en los Criptosistemas RSA es usar claves de mayor tamaño debido a 
que actualmente, con técnicas de criptoanálisis, se han reportado ataques 
exitosos a criptosistemas con claves de hasta 1024 bits [6]. 
Teniendo en cuenta las consideraciones anteriores y los desafíos que actualmente 
enfrentan los criptosistemas RSA, en esta tesis se diseñan dos criptoprocesadores 
para el criptosistema RSA que brindan un nivel muy alto de seguridad, es decir, 
usan una clave mayor a 1024 bits. En este contexto las principales contribuciones 
alcanzadas en el desarrollo de esta tesis son: 
 Diseño de un multiplicador de Montgomery base 2 usando un arreglo sistólico 
para claves de 1024, 2048, 4096, 8192 bits. 
 Diseño de un multiplicador de Montgomery base 4 usando un arreglo sistólico 
para claves de 1024, 2048, 4096, 8192 bits. 
 Diseño de un criptoprocesador RSA usando el algoritmo de exponenciación 
binaria y el multiplicador de Montgomery base 2. 
 Diseño de un criptoprocesador RSA usando el algoritmo de exponenciación 
binaria y el multiplicador de Montgomery base 4. 
Adicionalmente, los dos multiplicadores pueden realizar dos productos de forma 
paralela, lo cual es de mucha utilidad para llevar a cabo de forma eficiente el 
algoritmo de exponenciación binaria. Con los otros algoritmos de exponenciación 
modular esta ventaja no se puede aprovechar, siendo este uno de los factores que 
determinó la selección del algoritmo de exponenciación binaria para el diseño del 
criptoprocesador RSA.  
   
1.3.  ORGANIZACIÓN DE ESTA TESIS 




En el capítulo 2 se presentan los niveles jerárquicos para aplicaciones de 
seguridad informática,  los principios básicos de la aritmética modular, los 
procedimientos para realizar la operación de encriptación en el criptosistema de 
clave pública RSA, y los algoritmos para la multiplicación y la exponenciación 
modular.  
En el capítulo 3 se describen los diseños de los multiplicadores de Montgomery 
base 2 y base 4. Finalmente se presenta el diseño de los dos criptoprocesadores 
RSA con base en el algoritmo de exponenciación binaria usando los 
multiplicadores de Montgomery base 2 y base 4, respectivamente. 
En el capítulo 4 se presentan los procedimientos implementados en Maple para 
los algoritmos de Montgomery y exponenciación binaria. También se presentan y 
analizan los resultados de síntesis de los multiplicadores de Montgomery base 2 y 
base 4, y los resultados de síntesis de los dos criptoprocesadores RSA para 
tamaños de clave de 512, 1024, 2048, 4096, 8192 bits. Finalmente se presentan 
los resultados de la verificación del hardware usando SignalTap II y la 
comparación de estos resultados con los obtenidos usando Maple. 
En el capítulo 5 se presentan las conclusiones y las actividades de investigación 














ALGORITMOS PARA LA MULTIPLICACIÓN Y LA 
EXPONENCIACIÓN MODULAR 
2.1. INTRODUCCIÓN 
El uso de las técnicas criptográficas permite alcanzar, en los sistemas de 
computación, un nivel de seguridad en la transferencia y almacenamiento de la 
información.  Las aplicaciones que ofrecen este tipo de servicio, conocidas como 
de seguridad en la información, pueden ser estudiadas con base en el modelo 
jerárquico de seis capas presentado en la Figura 2.1 [1].  Cada capa es soportada 
por la capa del nivel inmediatamente inferior, y los niveles usados para llevar a 
cabo el desarrollo de esta tesis, son los correspondientes a los rectángulos de 
color gris (niveles 1,2 y 3).  
Como se puede observar en la Figura 2.1, específicamente en el nivel 2, hay dos 
tipos de criptografía.  Cada una de ellas se encuentra soportada por un algoritmo 
basado en operaciones aritméticas.  En este caso, este trabajo es orientado hacia 
la criptografía de clave asimétrica, es decir el diseño de un procesador para el 
criptosistema RSA.  Con respecto al nivel 3, las primitivas criptográficas a 
implementar son la encriptación y desencriptación. En lo relacionado con el nivel 
1, la criptografía RSA usa la aritmética modular, llevando a cabo las primitivas 





Figura 2.1.  Modelo jerárquico de seis capas para aplicaciones de seguridad 
informática [1].   
 
2.2. PRINCIPIOS BÁSICOS DE LA ARITMÉTICA MODULAR 
En esta sección se describen los principios básicos de la aritmética modular de 
acuerdo con [1]. 
2.2.1. Definición de la aritmética modular 
La aritmética modular se basa en la relación de congruencia, donde congruencia 
se define de la siguiente forma: 
 
Protocolos de autenticación: SSL/TLS/WTLS/IPSEC/, 
IEEE 802.11, etc. 




intercambio de claves 
Criptografía de clave pública: RSA, DSA, ECC  
Criptografía de clave privada: AES, DES, RC4, etc. 
Aritmética computacional                                   
Suma, Resta, Elevación al cuadrado, Multiplicación, División, 







Aplicaciones: seguridad en correo electrónico, dinero 
digital, comercio electrónico, cortafuegos, etc.  
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Dado m  Z, m  1, se dice que a, b  Z son congruentes módulo m si y solo si 
m|(a-b), es decir m es un múltiplo de a-b ó m es divisible por a-b. Esta relación se 
escribe como a  b mod m. Donde m es el módulo de la congruencia. Si m|(a-b) 
entonces a y b tienen el mismo residuo cuando son divididos entre m. 
Se define Zm como el conjunto de todos los residuos positivos módulo m, es decir 
Zm = {0, 1,2,…, m-1}. 
Si m  N y a, b, c, d  Z tal que a  b mod m y c  d mod m, entonces se cumplen 
las siguientes propiedades: 
 a + c  b + d mod m 
 a – c  b – d mod m 
 a*c  b*d mod m 
La relación de la congruencia módulo m es una relación de equivalencia para todo 
m  Z. Sean a, b, c  Z, entonces la relación de congruencia satisface las 
siguientes propiedades: 
1. Reflexiva: a  a mod m 
2. Simétrica: Si a  b mod m entonces b  a mod m 
3. Transitiva: Si a  b mod m y b  c mod m entonces a  c mod m 
2.2.2. Operaciones de la aritmética modular 
2.2.2.1. Adición y substracción modular 
Si a, b  Zm entonces se define la adición modular a + b mod m como un elemento 
que pertenece a Zm. Las propiedades más importantes de la adición modular son: 
1. Conmutativa, a + b mod m = b + a mod m 
2. Asociativa, (a+b)+c mod m = a+(b+c) mod m 
3. Tiene un elemento neutro (0), tal que a + 0 = a mod m 
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4. Para cada a y b en Zm existe un único elemento x en Zm tal que a + x = b mod m 
Usando la última propiedad y b = 0, se puede decir que para cada a en Zm, existe 
un único elemento x en Zm, tal que a + x  0 mod m 
2.2.2.2. Multiplicación modular  
Si a, b  Zm, se define la multiplicación modular como, c = a*b mod m, donde c es 
un elemento en Zm. Las propiedades más importantes de la multiplicación modular 
son:  
1. Conmutativa, a*b mod m = b*a mod m 
2. Asociativa, (a*b)*c mod m = a*(b*c) mod m 
3. Tiene un elemento neutro (1), tal que a*1 = a mod m 
4. Si mcd(m,c) = 1 y a*c = b*c mod m, entonces a b mod m. Si m es un número 
primo, esta propiedad siempre se cumple. 
Usando la última propiedad, se define el inverso multiplicativo de un número a de 
la siguiente forma:  
Se dice que a tiene un inverso módulo m si existe un entero b tal que 1  a*b mod 
m. Entonces, el entero b es el inverso de a y se representa como a-1. El inverso de 
un número a mod m existe si y sólo si existen dos números enteros x, y tal que ax 
+ my = 1 y estos números existen si y sólo si mcd(a,m) = 1. 
Con el objetivo de obtener el inverso modular de un número a se debe usar el 
algoritmo de Euclides extendido, presentado en el Algoritmo 2.1, con el cual es 
posible encontrar dos números enteros x, y que satisfagan la ecuación: 





Algoritmo 2.1: Algoritmo de Euclides Extendido 
Entradas: a, b. a y b son enteros positivos. a  b 
Salidas: d, x, y. d = mcd(a,b). a*x + b*y = d 
1. if b = 0 then 
2. d := a; x := 1; y := 0; 
3. Return (d, x, y) 
4. end if 
5. x1 := 0; x2 := 1; y1 := 1; y2 := 0; 
6. while b  0 do 
7. q := a div b; r := a mod b; 
8. x := x2 – qx1; y := y2 – qy1; 
9. a := b; b := r; x2 := x1; 
10. x1 := x; y2 := y1; y1 := y; 
11. end while 
12. d := a, x := x2, y := y2; 
13. Return (d, x, y) 
 
2.2.2.3. División Modular  
Usando las definiciones anteriores se dice que a, b  Zp y p es un número primo, 
se puede realizar la división a entre b calculando a*b-1 mod m, donde b-1 es el 
inverso multiplicativo de b modulo p. 
2.2.2.4. Exponenciación Modular  
Se define la exponenciación modular, como el problema de calcular el número b = 
ae mod m, con a, b  Zm, y e  N. Observando que 
                         x*y mod m = [(x mod m)*y mod m] mod m                                 (2.2) 
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Se concluye entonces que el problema de la exponenciación modular puede ser 
resuelto multiplicando números que nunca exceden el módulo m.       
2.3. ENCRIPTACIÓN Y DESENCRIPTACIÓN EN RSA 
Las aplicaciones del criptosistema RSA son la encriptación y la firma digital [7]. En 
esta tesis se trabaja con la encriptación, por lo tanto, a continuación se da una 
breve descripción del procedimiento para realizar la encriptación y la 
desencriptación en el criptosistema RSA, las cuales están basadas en el PKCS # 
1, V 2.1 [8]. 
De acuerdo con [8], en el criptosistema RSA se usan dos tipos de clave: clave 
pública y clave privada. La clave pública consiste de dos componentes: n y e, 
donde n es el módulo RSA y e es el exponente público RSA. Ambos datos son 
enteros positivos. La clave privada puede tener dos representaciones. En esta 
tesis se trabajará con la representación que consiste en el par n, d, donde n es el 
módulo RSA y d es el exponente privado RSA, ambos datos son enteros positivos. 
Entre los componentes de la clave privada y la clave pública se deben cumplir 
unas relaciones matemáticas, las cuales son presentadas en esta sección con 
base en [1]. Estas relaciones se establecen con base en la obtención del módulo 
n, el cual debe ser el producto de dos primos grandes (su tamaño debe ser mayor 
o igual a 512 bits), es decir, n = p*q.  El exponente público e es un número en el 
rango 1 < e < (n) tal que, [1] 
                                                      mcd(e, (n)) = 1                                             (2.3) 
donde (n) es la función de Euler de n, dada por: 
                                                      (n) = (p-1)(q-1)                                             (2.4) 
El exponente privado d es obtenido invirtiendo e módulo (n): 
                                                      d = e-1 mod (n)                                             (2.5) 
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usando el algoritmo de Euclides extendido.  Generalmente, se selecciona un 
exponente público pequeño, por ejemplo e=216 + 1 [1].  Entonces la operación de 
encriptación es llevada a cabo calculando: 
                                                           C = Me mod n                                            (2.6) 
donde M es el texto plano tal que 0 ≤ M < n, y C es el texto encriptado a partir del 
cual se puede obtener el texto plano M usando: 
                                                          M = Cd mod n                                             (2.7) 
Con base en lo anterior, se concluye que la operación fundamental en RSA es la 
exponenciación modular, la cual se efectúa realizando multiplicaciones modulares. 
Por lo tanto, a continuación se presentan los algoritmos para llevar a cabo de 
forma eficiente, en hardware, estas dos operaciones. 
2.3.1.  Algoritmo de Montgomery base r 
El algoritmo usado para realizar la multiplicación modular es el de Montgomery, el 
cual se presenta en el Algoritmo 2.2 con base en la representación usada en [9] y 
el algoritmo presentado en [5].  
La notación que se va a usar es la siguiente: 
 Sea r la base, que es generalmente una potencia de 2. 
 Los enteros se consideran con la representación base r, así: 
                                                                           
 
    
                                   (2.8) 
donde 0  ai  r-1. 
 N es el módulo, el cual debe ser un número entero impar [1]. N=(N0,...,Nn-1)r. 
 A se puede ver como un vector con componentes en representación base r: A = 
(a0,…,an)r. 
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Algoritmo 2.2: Multiplicación modular de Montgomery base 
r 
Entradas: A = (a0,…,an)r  2N – 1 con an  1, B  2N – 1 
Precálculo: N‟ = -N-1modr 
Variable temporal: T =(t0,…,tn)r  2N – 1 
Salida: T=A*B*R-1 modN, R=rn+1 y T  2N – 1 
1. T := 0; 
2. for i=0 to n do  
3. Q := [t0 + aib0] *N‟ mod r;  
4. T := [T + aiB + QN] div r;  
5. end for 
6. Return (T) 
 
donde  N‟ es el dígito menos significativo, en base r, de –N-1modR, el cual se 
obtiene determinando el inverso multiplicativo de NmodR, es decir N-1modR, 
usando el algoritmo de Euclides extendido y luego se calcula -N-1 realizando 
operaciones de aritmética modular como se presenta en el Algoritmo 2.3. 
El resultado obtenido al ejecutar el Algoritmo 2.2, T, es el producto de 
Montgomery, el cual puede ser calculado con la ecuación (2.9). 
 
                                                      T = A*B*R-1 mod N                                        (2.9) 
 
R-1 es el inverso multiplicativo de R mod N [1]. 
 
 
El producto modular de A y B se obtiene con base en T usando (2.10), que es el 
producto Montgomery de T y R
2.                                      
 
                                             PmodAB = T*R







Algoritmo 2.3: Determinación de –N-1 usando el 
Algoritmo de Euclides Extendido 
Entradas: R=rn+1, N:Módulo, n es el número bits del 
módulo 
Salida: Neg_Inv_N = -N-1modR 
1. a := R; 
2. b := N; 
3. x := 0; 
4. y := 1; 
5. lastx := 1; 
6. lasty := 0; 
7. While b  0 do 
8. quotient := floor(a/b); 
9. temp := b; 
10.  b := a mod b; 
11. a := temp; 
12. temp := x; 
13. x := lastx – quotient*x; 
14. lastx := temp; 
15. temp := y; 
16. y := lasty – quotient*y; 
17. lasty := temp; 
18. end while 
19. Neg_Inv_N  -(lasty - R) 
20. Return (Neg_Inv_N) 
 




2.3.2. Algoritmo de la exponenciación binaria MSB first 
El algoritmo para la exponenciación binaria MSB first se presenta en el Algoritmo 
2.4 con base en [1] y  [10], el cual se lleva a cabo calculando productos 
Montgomery. En este caso, MMM es la operación Multiplicación Modular de 
Montgomery. 
Algoritmo 2.4: Exponenciación binaria MSB first 
Entradas: Entero positivo M, E = ek-1ek-2…e0, donde ei  {0,1}, módulo N de n bits, 
R2 = R*R mod N, donde R = rn+2  
Salida:  C = MemodN  
1. M‟ := MMM(M,R2); C‟ := MMM(1,R2); 
2. for i = k-1 down to 0 do 
3. C‟ := MMM(C‟,C‟); 
4. if ei = 1 then 
5. C‟ := MMM(M‟,C‟); 
6. end if 
7. end for 
8. C := MMM(C‟,1); 
9. Return(C); 
 
2.3.2. Algoritmo de la exponenciación binaria LSB first 
El algoritmo para la exponenciación binaria LSB first se presenta en el Algoritmo 
2.5 con base en [10], el cual se lleva a cabo  calculando productos Montgomery. 





Algoritmo 2.5:  Exponenciación Binaria LSB first 
Entradas: Entero positivo M, E = ek-1ek-2…e0, donde ei  {0,1}, 
módulo N de n bits, R2 = R*R mod N, donde R = rn+2  
Salida: C = ME (mod N) 
1. M‟ := MMM(M, R2); C‟ := MMM(1, R2); 
2. for i=0 to k-1 do  
3. if ei = 1 then  
4. C‟ := MMM(M‟, C‟); 
5. end if  
6. M‟ := MMM(M‟, M‟); 
7. end for 
8. C := MMM (C‟, 1); 
9. Return (C); 
2.3.3. Algoritmo de la exponenciación m-aria 
El algoritmo para la exponenciación m-aria es una mejora del algoritmo para la 
exponenciación binaria, al procesar r bits del exponente por iteración. Este 
algoritmo se presenta a continuación con base en [11]. 
2.3.4. Algoritmo de la exponenciación modular con ventana deslizante 
El algoritmo para la exponenciación modular con el método de la Ventana 
Deslizante tiene como objetivo ejecutar menos multiplicaciones que el algoritmo 
para la exponenciación m-aria, particionando el exponente en palabras de 
diferente tamaño, de tal forma que se obtengan la mayor cantidad de palabras con 






Algoritmo 2.6:  Exponenciación m-aria 
Entradas: Entero positivo M, exponente e=(ek-1,ek-2,…,e0)2 y un módulo N 
Salida: C = Me (mod N) 
1. Precálculo 
2. Calcular y almacenar Mw (mod N) para w = 2,3,…,m-1. 
3. Descomponer e en palabras de r bits fi para i desde 0 hasta s-1. 
4. C := Mfs – 1 (mod N) 
5. for i from s-2 downto 0, do; 
6.       
 
 (mod N); 
7. If fi ≠ 0 then 
8.  C := C*Mfi (mod N); 
9. end if 
10. end for 
11. Return (C); 
 
Algoritmo 2.7:  Exponenciación modular usando el método de la Ventana 
Deslizante 
Entradas: Entero positivo M, exponente e=(ek-1,ek-2,…,e0)2 y un módulo N 
Salida: C = Me (mod N) 
1. Precálculo    
2. C :=     (mod N) 
3. for i from p-2 down to 0, 
4. C := CL(fi) (mod N) 
5. If fi  0 then  
6. C := C*Mfi (mod N) 
7. end if 
8. end for 








DISEÑO DE LOS CRIPTOPROCESADORES RSA DE 8192 
BITS BASADOS EN LOS MULTIPLICADORES DE 
MONTGOMERY BASE 2 Y 4 
La selección de la base para el diseño de un multiplicador de Montgomery 
determina el desempeño del multiplicador y la cantidad de recursos usados, 
debido a que un incremento en el tamaño de la base implica menos ciclos para 
llevar a cabo la multiplicación pero a su vez el diseño demandará más hardware 
[12]. Teniendo en cuenta lo anterior y debido a que el tamaño de la clave para el 
criptoprocesador es de 8192 bits, en esta tesis se presenta el diseño de dos 
multiplicadores de Montgomery para las bases 2 y 4 usando un arreglo sistólico, 
los cuales presentan un buen compromiso área-throughput. Adicionalmente, se 
presenta el diseño de dos criptoprocesadores RSA, usando el algoritmo de la 
exponenciación binaria y los multiplicadores de Montgomery base 2 y base 4.  
 3.1. DISEÑO DEL MULTIPLICADOR DE MONTGOMERY BASE 2 USANDO UN 
ARREGLO SISTÓLICO 
En esta sección se presenta el diseño del multiplicador de Montgomery base 2 
usando el procedimiento propuesto en [13], el cual consiste en el mapeo del 
Algoritmo de Montgomery base 2 en un arreglo sistólico. En este caso, el 
procedimiento se lleva a cabo mediante los siguientes pasos: 
 
 Descripción del algoritmo de Montgomery base 2. 
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 Descripción del algoritmo de Montgomery base 2 a nivel de bit. 
 Obtención del arreglo 2D correspondiente al algoritmo de Montgomery base 2 a 
nivel de bit. 
 Mapear el arreglo 2D del algoritmo de Montgomery base 2 a nivel de bit en un 
arreglo sistólico 1D. 
 
3.1.1. Algoritmo de Montgomery base 2 
 
En el Algoritmo 3.1 se presenta el pseudocódigo para la multiplicación de 
Montgomery base 2. A y B son dos números enteros de n+1 bits, y N es el módulo 
de n bits. En este caso, se llevan a cabo n+2 iteraciones para garantizar que el 
valor de la multiplicación de Montgomery, Tn+1, esté entre 0 y 2N-1. Por lo tanto 
an+1 = 0.  
  
Algoritmo 3.1: Multiplicación de Montgomery base 2 
Entradas: A = (a0,…,an)2  2N – 1, B =(B0,…,Bn)2  2N – 1, N=(N0,…,Nn-1)2    
Variable temporal: Ti =(t0,…,tn)2  2N – 1 
Salida: Tn+1=A*B*R
-1 modN, R=rn+2 y Tn+1  2N – 1 
1. T-1 := 0 
2. for i=0 to n+1 
3. Qi := [Ti-1+ aiB] mod 2; 
4. Ti := [Ti-1 + aiB + QiN] div 2; 
5. end for 
6. Return (Tn+1) 
 
3.1.2. Algoritmo de Montgomery base 2 a nivel de bit 
 
Para llevar a cabo una implementación hardware del algoritmo de Montgomery 
base 2 usando procesamiento paralelo es necesario describir este algoritmo a 




Algoritmo 3.2: Multiplicación de Montgomery base 2 a nivel de bit  
(sumadores carry-save ) 
Entradas: A = (a0,…,an)2  2N – 1, B =(B0,…,Bn)2  2N – 1, N=(N0,…,Nn-1)2    
Salida: T  = A*B*R
-1 mod N 
1. for i=0 to n+1 do 
2. for j= 0 to n do 
3. if j=0 then 
4. Qi := (Ti,j + C0i,j + C1i,j + aiBj) mod2; 
5. end if 
6. T‟ := (Ti,j + aiBj + C0i,j) mod2; 
7. C0i+1,j := (Ti,j + aiBj + C0i,j) div2; 
8. Ti+1,j-1 := (T‟ + QiNj + C1i,j) mod2; 
9. C1i+1,j := (T‟ + QiNj + C1i,j) div2; 
10. end for 
11. end for 
12. T:=Tn+1+C0n+1+C1n+1 
 
3.1.3. Arreglo 2D para el multiplicador de Montgomery base 2 
 
La implementación paralela del Algoritmo 3.2 permite obtener un arreglo 2D, 
debido a que cada iteración del bucle j genera un elemento de procesamiento del 
producto parcial de Montgomery i, Pj, mientras que cada iteración del bucle i 
genera un producto parcial de Montgomery, Ti, C0i y C1i. 
   
En este caso, cada iteración del bucle  j realiza la suma de Ti,j, C0i,j, C1i,j, aiBj y 
QiNj usando un sumador CSA de cinco entradas y tres salidas, generando los 
acarreos C0i+1,j y C1i+1,j, y el bit del resultado Ti+1,j-1. En la iteración j = 0 se calcula 
Qi con base en el paso 4 del Algoritmo 3.2. Entonces, se puede deducir que hay 
dos tipos de elementos de procesamiento: P0, para j = 0 y Pj, para j ≠ 0, los cuales 






Figura 3.1. Elemento de procesamiento P0, para j = 0. 
 
Figura 3.2. Elemento de procesamiento Pj, para j ≠ 0 . 
En la Figura 3.3 se muestra el arreglo 1D generado por una iteración del bucle i 

































iteración de j. Este arreglo 1D calcula el producto parcial de Montgomery para aiB, 
es decir, la suma, Ti+1, y dos acarreos, C0i+1 y C1i+1. 
 
Figura 3.3. Arreglo 1D para una iteración de i. 
 
En la Figura 3.4 se muestra el arreglo paralelo 2D obtenido a partir del Algoritmo 
3.2, para n = 4 bits. Por lo tanto A y B tienen 5 bits, j varía desde 0 hasta 4 e i 
varía desde 0 hasta 5 para que el producto de Montgomery sea menor que 2N. El 
dígito a5 es cero. Cada fila representa una iteración de i, es decir, el producto 
parcial de Montgomery para aiB. Cada círculo o elemento de procesamiento tiene 
un número en la parte inferior derecha, el cual indica el instante o ciclo de reloj en 
que procesa el elemento. Esta secuencia de procesamiento es fundamental para 
realizar el mapeo del arreglo paralelo 2D en un arreglo sistólico 1D. 
 
3.1.4. Arreglo sistólico para el multiplicador de Montgomery base 2 
 
En la Figura 3.5 se presenta el arreglo sistólico para el multiplicador de 
Montgomery base 2, el cual es obtenido a partir de la secuencia de procesamiento 
del arreglo paralelo 2D presentado en la Figura 3.4. El arreglo sistólico lleva a 
cabo el producto Montgomery en dos procesos: durante los primeros 2(n+2) ciclos 
la señal Control es „1‟, y se obtiene el valor de Qi para cada bit de A; y durante los 
últimos 2(n+2) ciclos la señal Control es „0‟ y se obtiene un bit de la multiplicación 
de Montgomery Ti+1 cada dos ciclos de reloj, desde el bit menos significativo hasta 
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Figura 3.4. Arreglo paralelo 2D para el algoritmo de Montgomery base 2 a nivel de 







































Figura 3.5. Arreglo sistólico para el multiplicador de Montgomery base 2, n = 4 bits.  
En este arreglo, durante un ciclo de reloj procesan los elementos de 
procesamiento, Pj, de índice par o impar.  Por lo tanto, se usa un multiplexor de 2 
a 1 en el dato B, de tal forma que mientras en Pj se procesa B0 en Pj+1 se procesa 
B1, utilizando de esta forma el 100% de los elementos de procesamiento en cada 
ciclo de reloj.  En la Figura 3.5, los Pj de color azul están procesando con el dato 
B0 y los Pj de color rosado están procesando con el dato B1. Entonces, al cabo de 
4*(n+2) ciclos de reloj se obtienen dos productos Montgomery, descritos por las 
ecuaciones 3.1 y 3.2: 
 
                                                    TAB0 = A*B0*R
-1modN                                      (3.1) 
                                                   TAB1 = A*B1*R
-1modN                                       (3.2) 
 
3.1.5. Arquitectura del multiplicador de Montgomery base 2 
 
Debido a que el arreglo sistólico tiene una entrada serial (ai) y una salida serial 
(Ti+1), se usan dos registros de desplazamiento: SIPO_0  y SIPO_1, los cuales  
llevan a cabo la conversión paralelo – serie del dato de entrada A y la conversión 
serie – paralelo de las multiplicaciones de Montgomery TAB0 (PROD0) y TAB1 
(PROD1). El registro SIPO_0  tiene entradas paralela/serial y salida paralela. Este 
registro tiene dos funciones: generar la entrada serial ai del multiplicador y recibir 

































Montgomery TAB0 (PROD0), y convertir este resultado en una salida paralela.  El 
registro SIPO_1 tiene una entrada serial y una salida paralela. Este registro tiene 
como función recibir la salida serial Ti+1 del multiplicador correspondiente a la 
multiplicación de Montgomery TAB1 (PROD1) y convertir este resultado en una 
salida paralela. 
 
Figura 3.6. Data path para el multiplicador de Montgomery base 2, n = 4 bits. 
En la Figura 3.7 se presenta la máquina de estados algorítmica, “Algorithmic State 
Machine” - ASM, que permite realizar el producto de Montgomery usando el 
multiplicador sistólico. Esta ASM tiene dos bucles, cuyo número de iteraciones 
está determinado por el valor inicial del contador Cont, el cual es 2(n+2)-1. 
Durante el primer bucle, CTRL = 1, se calculan los Qi correspondientes a cada 
iteración i del Algoritmo 3.2 y los productos parciales de Montgomery usando un 
sumador carry-save, es decir, los bits de suma, Ti+1, y dos acarreos, C0i+1 y C1i+1. 
En el segundo bucle, CTRL=0, se realiza la suma de acarreo propagado de Ti, C0i 
y C1i, para obtener el producto de Montgomery, en este caso un bit de PROD0 y 
un bit de PROD1 cada ciclo de reloj de forma alternada, y los bits son 
Arreglo Sistólico para el 

























almacenados en SIPO_0 y SIPO_1, respectivamente. La señal FM se activa 
cuando los dos productos de Montgomery están disponibles y permanece activa 
hasta que la ASM que controla el multiplicador active la señal Fr. En la Figura 9 se 
muestra el controlpath y el datapath para el multiplicador de Montgomery base 2.  
 
Figura 3.7. Máquina de estados algorítmica para el arreglo sistólico del 
multiplicador de Montgomery base 2. 
 






































































3.2. DISEÑO DEL MULTIPLICADOR DE MONTGOMERY BASE 4 USANDO UN 
ARREGLO SISTÓLICO 
En esta sección se presenta el diseño del multiplicador de Montgomery base 4 
teniendo en cuenta el procedimiento usado para el diseño del multiplicador de 
Montgomery base 2. 
3.2.1. Algoritmo de Montgomery base 4  
El algoritmo de Montgomery base 4 se deduce a partir del Algoritmo 2.2. En este 
caso, primero se presenta la notación usada y luego en el Algoritmo 3.3 se 
describe el algoritmo de Montgomery base 4. 
La notación usada es la siguiente: 
 Los datos A, B y N son representados en base 4, así: 
 
                                                              
 
    
                                                (3.3) 
 
donde 0  ai  3. 
 N es el módulo, N = (N0,...,Nn-1)4.  
 A es un entero representado como un vector, cuyos componentes son los 
dígitos base 4 de A, es decir, A = (a0,…,an)4. 









Algoritmo 3.3: Multiplicación Modular de Montgomery 
base 4 
Entradas: A = (a0,…,an)4  2N – 1 con an  1,                  
B = (b0,…,bn)4   2N – 1  
Precálculo: N‟ = -N-1mod4 
Variable temporal: T = (t0,…,tn)4    2N – 1 
Salida: T = A*B*R-1 mod N, R = rn+1 y T  2N – 1 
1. T := 0 
2. for i=0 to n do  
3. Q := [t0 + aib0] *N‟ mod 4;  
4. T := [T + aiB + QN] div 4; 
5. end for  
6. Return (T) 
 
 
3.2.2. Algoritmo de Montgomery base 4 a nivel de bit 
Para llevar a cabo una implementación hardware del algoritmo de Montgomery 
base 4 usando una arquitectura paralela con buen desempeño es necesario 
describirlo a nivel de bit y usar sumadores carry-save, tal como se presenta en el 
Algoritmo 3.4, donde nb es la cantidad de bits del módulo N, aiB1:0 son los dos bits 
menos significativos del producto ai*B (ai es un dígito base 4 de A), aiB4j+k es el bit 
4j+k del producto ai*B  y QiN4j+k es el bit 4j+k del producto Qi*N (Qi es el cociente 






Algoritmo 3.4: Multiplicación de Montgomery base 4 a nivel de bit (sumadores 
carry-save)  
Entradas: A = (a0,…,an)4  2N – 1 con an  1, B = (B0,…,Bnb)2   2N – 1, N = 
(N0,…,Nnb-1)2      
Precálculo: N‟ = -N-1mod4 
Salida: T = A*B*R-1 mod N, R = rn+1 y T  2N – 1 
1. for i = 0 to n do 
2. C_1i+1,1:0 := (Ti,-1:-2 + 2*C0i,-1 + 2*C1i,-1 + C_1i,1:0)div4;   
3. for j = 0 to nb/4 do 
4. if j = 0 
5. t1 := (Ti,1:-2 + 2*C0i,1:-1 + 2*C1i,1:-1 + C_1i,1:0 + 4*aiB1:0)div4;  
6. Qi := t1*N‟ mod 4;                 
7. end if 
8. for k=0 to 3 do 
9. t := (Ti,4j+k + C0i,4j+k + C1i,4j+k) mod 2; 
10. C0i+1,4j+k-1 := (Ti,4j+k + C0i,4j+k + C1i,4j+k) div 2; 
11. Ti+1,4j+k-2 := (t + aiB4j+k + QiN4j+k) mod 2; 
12. C1i+1,4j+k-1 := (t + aiB4j+k + QiN4j+k) div 2; 
13. end for 
14. end for 
15. end for 
16. T := Tn+1 + C0n+1 + C1n+1 
 
3.2.3. ARREGLO 2D PARA EL MULTIPLICADOR DE MONTGOMERY BASE 4 
La implementación paralela del Algoritmo 3.4 permite obtener un arreglo 2D, 
donde cada iteración del bucle j representa un elemento de procesamiento, PEj, y 
cada iteración del bucle i representa un producto parcial de Montgomery, Ti+1, 
C0i+1 y C1i+1. 
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Cada iteración del bucle k realiza la suma de Ti,4j+k, C0i,4j+k, C1i,4j+k, aiB4j+k y QiN4j+k, 
usando un sumador carry-save de cinco entradas y tres salidas, CSA53, 
generando dos acarreos C0i+1,4j+k-1 y C1i+1,4j+k-1, y el bit de la suma Ti+1,4j+k-2. El 
sumador CSA53 se muestra en la Figura 3.9. Adicionalmente, es importante notar 
que el bucle k realiza cuatro iteraciones, por lo tanto, el sumador CSA53 es de 
cuatro bits, el cual se muestra en la Figura 3.10.  
 
Figura 3.9. Sumador carry-save de cinco entradas y tres salidas, CSA53. 
 
Figura 3.10. Sumador CSA53 de cuatro bits. 
De otro lado, cada iteración del bucle j calcula la suma de Ti,4j+3:4j, C0i,4j+3:4j, 
C1i,4j+3:4j, aiB4j+3:4j y QiN4j+3:4j, usando el sumador CSA53 de 4 bits presentado en la 
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realizar el cálculo anterior: PE0, para j = 0, y PEj, para j  0. El elemento de 
procesamiento PE0 calcula Qi, usando el bloque funcional QS. PE0 y PEj son 
presentados en las Figuras 3.11 y 3.12, respectivamente. En este caso, dos 
multiplexores 4:1 seleccionan cuatro bits de los productos ai*B y Qi*N para cada 
elemento de procesamiento. El número de elementos de procesamiento es nb/4 + 





























































Figura 3.12. Elemento de procesamiento para j  0, PEj. 
 
Como se mencionó anteriormente, el bloque funcional QS calcula Qi con base en 
los pasos 5 y 6 del Algoritmo 3.4. El paso 5 lleva a cabo una suma de cinco datos 
de cuatro bits y una división entre 4. En este caso, la suma se realiza con un 
arreglo de sumadores carry-save y un sumador de acarreo propagado, y la 
división entre 4 consiste en descartar los dos bits menos significativos de esta 
suma. De esta forma se obtiene t1, y en el paso 6, se multiplica t1 por N‟. Qi es 
igual a los dos bits menos significativos del resultado anterior. N‟  puede ser 1 ó 3. 
Si N‟ = 1, entonces Qi es t11:0 y si N‟ = 3, entonces Qi es igual a los dos bits menos 
significativos de la suma de t11:0 y 2*t10. En la Figura 3.13 se muestra el bloque 
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Figura 3.13. Bloque funcional QS para N‟ = 3. 
 
En cada iteración del bucle i se realiza el paso 2. Este paso consiste en el cálculo 
de los dos acarreos, C_1i+1,1:0, generados por la suma de Ti,1:-2, C0i,1:-1, C1i,1:-1 y 
C_1i,1:0. Este cálculo se realiza en el bloque funcional CS_1. Adicionalmente, este 
bloque funcional efectúa la suma de de Tn+1, C0n+1 y C1n+1 usando un sumador de 





















Figura 3.14. Bloque funcional CS_1. 
En el Algoritmo 3.4, cada iteración del bucle i genera un arreglo 1D, el cual es 
formado por el bloque funcional CS_1 y los elementos de procesamiento PE0 y 
PEj. La Figura 3.15 muestra el arreglo 1D de la iteración i  para n = 4 dígitos base 
4 y nb = 8 bits. Los acarreos C0i, C0i+1, C1i y C1i+1 se representan con Ci y Ci+1. 
 
Figura 3.15. Arreglo 1D para la iteración i, n = 4 dígitos base 4 y nb = 8 bits. 
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Con base en el Algoritmo 3.4 y usando los elementos de procesamiento PE0, PEj 
y y el bloque funcional CS_1  se diseña la arquitectura paralela o 2D para el 
multiplicador de Montgomery Base 4, el cual se presenta en la Figura  3.16, para 
n=4 dígitos base 4 ó nb=8 bits (para el módulo). Cada elemento de procesamiento 
PE0 y PEj se tiene cuatro sumadores CSA53, y desde estos sumadores es posible 
observar la división entre 4. En esta Figura, la esquina superior derecha de cada 
elemento de procesamiento tiene un número que indica el instante en que procesa 
cada elemento. Esta secuencia de procesamiento es fundamental para realizar el 
mapeo del arreglo sistólico.  
 
Figura 3.16. Arreglo 2D para el algoritmo de Montgomery base 4 a nivel de bit, n = 
4 dígitos base 4 ó nb = 8 bits (para el módulo). 
3.2.4. Arreglo sistólico para el multiplicador de Montgomery Base 4 
Con base en el arreglo 2D de la Figura 3.16 se realiza el mapeo del arreglo 
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es el módulo de nb=8 bits. El arreglo sistólico realiza el producto modular de 
Montgomery en dos procesos: durante los primeros 2(n+1) ciclos la señal CTRL es 
„1‟, en los cuales se obtiene el Qi correspondiente a cada dígito base 4 de A, y en 
los últimos 2(n+1) ciclos la señal CTRL es „0‟, en los que se obtienen dos bits de la 
multiplicación de Montgomery cada dos ciclos de reloj, desde el bit menos 




Figura 3.17. Arreglo sistólico para el multiplicador de Montgomery base 4, n = 4 
dígitos base 4 ó nb = 8 bits (para el módulo). 
 
El procesamiento de cada elemento de procesamiento de la Figura 3.16 se realiza 
cada dos ciclos de reloj. Por lo tanto, para que el arreglo sistólico procese en cada 
ciclo de reloj, se pueden multiplexar dos datos para generar B: B0 y B1, tal como 
se realizó para el multiplicador de Montgomery Base 2. El multiplicador sistólico 
con esta modificación se presenta en la Figura 3.18. Este multiplicador calcula 
simultáneamente dos productos de Montgomery según por las ecuaciones 3.1 y 
3.2. Esto permitirá llevar a cabo de forma paralela el cuadrado y el producto de la 
exponenciación binaria. El cálculo de 3B0 y 3B1 se lleva a cabo usando el bloque 
multiplicador por 3, Multx3, presentado en la Figura 3.19, el cual realiza la suma 































Figura 3.18. Arreglo sistólico del multiplicador de Montgomery base 4 que realiza 
los productos AxB0 y AxB1. 
 
Figura 3.19. Multiplicador por 3, Multx3, n = 4 dígitos base 4 ó nb = 8 bits (para el 
módulo). 
3.2.5. Arquitectura del multiplicador de Montgomery base 4 
 
Debido a que el arreglo sistólico tiene una entrada de dos bits (ai) y una salida dos 
bits (TR), se usan dos registros de desplazamiento: SIPO_0  y SIPO_1, cada uno 
de los cuales tiene dos registros SIPO, para los bits de posición par y para los bits 
de posición impar. Estos registros de desplazamiento llevan a cabo las 
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dígito base 4 -  salida paralela (para las salidas PROD0 y PROD1). El registro 
SIPO_0  tiene entrada paralela, entrada dígito base 4 y salida paralela. Este 
registro tiene dos funciones: generar la entrada ai de dos bits del multiplicador y 
recibir la salida TR de dos bits del multiplicador correspondientes al producto 
PROD0, y convertir este resultado a una forma paralela.  El registro SIPO_1 tiene 
una entrada de dos bits y salida paralela. Este registro tiene como función recibir 
la salida TR de dos bits del multiplicador correspondiente al producto PROD1 y 
convertir este resultado a una forma paralela. 
 
Figura 3.20. Multiplicador modular de Montgomery Base 4, n = 4 dígitos base 4 ó 































En la Figura 3.21 se presenta la máquina de estados algorítmica, “Algorithmic 
State Machine” – ASM, que lleva a cabo la multiplicación de Montgomery usando 
el arreglo sistólico. Esta ASM inicia la operación de la multiplicación usando dos 
estados para calcular los 8 bits menos significativos de 3B0 y 3B1, usando el 
bloque Multx3 de la Figura 3.19. Los bits restantes de estos precálculos se 
calculan en los siguientes ciclos desde los menos significativos hasta los más 
significativos, de forma paralela con los siguientes estados de la máquina. La ASM 
tiene dos bucles, cuya cantidad de ciclos está determinada por el valor inicial del 
contador Cont, el cual es 2(n+1)-1. Durante el primer bucle, CTRL=1, se calculan 
los Qi correspondientes a cada iteración del Algoritmo 3.3 junto con los productos 
parciales obtenidos desde los sumadores carry-save. En el segundo bucle, 
CTRL=0, se realiza la suma de acarreo propagado de Tn+1, C0n+1 y C1n+1, 
obteniendo dos bits de PROD0 (producto de Montgomery AxB0) y dos bits de 
PROD1(Producto de Montgomery AxB1) durante cada ciclo de reloj de forma 
alternada, desde los dos bits menos significativos hasta los dos bits más 
significativos, y estos dos bits son almacenados en SIPO_0 y SIPO_1, 
respectivamente. La señal FM se activa después de que los dos productos de 
Montgomery están disponibles y permanece en este estado hasta que la señal Fr 
se active. En la Figura 3.22 se muestra el control path y el data path para el 





Figura 3.21. Máquina de estados algorítmica del multiplicador de Montgomery 
Base 4. 
 













































































3.3. SELECCIÓN DEL ALGORITMO PARA LA EXPONENCIACIÓN MODULAR 
En este trabajo, el algoritmo para la exponenciación modular es seleccionado 
teniendo en cuenta el mejor compromiso desempeño-área. El Algoritmo 2.6, 
conocido como exponenciación binaria LSB-first, consiste en realizar un bucle de k 
iteraciones; cada iteración realiza uno ó dos productos de Montgomery, es decir, el 
cuadrado y el producto modular. Los dos multiplicadores diseñados pueden 
realizar los dos productos en forma paralela. Por lo tanto, el tiempo total de cálculo 
de la exponenciación modular es T k*TMM, donde k es el número de bits del 
exponente y TMM es el tiempo de ejecución de los dos productos Montgomery 
realizados en paralelo. El Algoritmo 2.5 (exponenciación binaria MSB-first) también 
realiza un bucle de k iteraciones, en cada una de las cuales se ejecuta uno o dos 
productos Montgomery, es decir, el producto modular y el cuadrado, pero en este 
caso, estos dos productos no pueden ser realizados en forma paralela por los dos 
multiplicadores diseñados. Los Algoritmos 2.6 (exponenciación modular m-aria) y 
2.7 (exponenciación modular con el método de ventana deslizante) realizan la 
exponenciación modular con menos productos que el Algoritmo 2.5, y en cada 
iteración se realiza una exponenciación modular y un producto modular. La Tabla 
3.1, presentada en [2], muestra el promedio de multiplicaciones realizadas por los 
algoritmos de exponenciación modular: binaria LSB-first, binaria MSB-first, m-aria 
y ventana deslizante, donde d es el tamaño de la ventana para los dos últimos 
casos. 
TABLA 3.1: PROMEDIO DE MULTIPLICACIONES PARA DIFERENTES 
ALGORITMOS DE EXPONENCIACIÓN MODULAR 
k LSB MSB m-aria ventana-deslizante 
d P. Mult. d P. Mult. 
512 768 512 5 635 5 607 
1024 1536 1024 5 1246 6 1195 
2048 3072 2048 6 2439 7 2360 
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En este caso, durante el procesamiento del algoritmo de la exponenciación binaria 
se puede realizar el cuadrado y el producto modular de cada iteración en forma 
paralela usando los dos multiplicadores diseñados, por lo tanto el tiempo de 
ejecución para el caso de k=2048 bits es T 2048*TMM. Para los algoritmos de la 
exponenciación binaria MSB first, la exponenciación m-aria y ventana deslizante, 
el tiempo de ejecución está basado en la cantidad de multiplicaciones dadas en la 
Tabla 3.1, debido a que no es posible realizar en cada iteración de estos 
algoritmos el cuadrado o la exponenciación modular, y el producto modular en 
forma paralela. Por lo tanto, para el caso de k=2048 bits, los tiempos promedios 
de ejecución para la exponenciación binaria MSB first, m-aria y ventana deslizante 
son TMSB 2048*TMM, TMaria 2439*TMM y TVentD 2360*TMM, respectivamente. 
Entonces, el algoritmo de la exponenciación binaria LSB first realiza la 
exponenciación modular en el menor tiempo. Adicionalmente, de acuerdo con [2], 
los algoritmos de exponenciación m-aria y ventana deslizante demandan más 
recursos que el algoritmo de la exponenciación binaria, haciéndolos más 
adecuados para implementaciones software. Teniendo en cuenta lo anterior y 
debido a que el criptoprocesador RSA tiene un tamaño de clave de 8192 bits, los 
algoritmos que proporcionan un mejor desempeño para llevar a cabo la 
exponenciación modular en este diseño son los algoritmos de exponenciación 
binaria: LSB-first y MSB-first.  En este caso, se seleccionó la exponenciación 
binaria LSB-first debido a que su procesamiento usa menos ciclos usando los 
multiplicadores de Montgomery diseñados. 
3.4. DISEÑO DEL CRIPTOPROCESADOR RSA  
El diseño del criptoprocesador consiste de un data path que permite realizar la 
multiplicación modular y de una unidad de control que implementa el Algoritmo 2.6 
(exponenciación binaria LSB first), como se muestra en la Figura 3.23. Es 
importante anotar que el data-path y el control-path son iguales para los 
criptoprocesadores RSA que usan los multiplicadores de Montgomery base 2 y 




Figura 3.23. Diagrama de bloques del Criptoprocesador RSA 
3.4.1. Data-path del Criptoprocesador RSA  
En la Figura 3.27 se muestra el data path del criptoprocesador RSA usando el 
multiplicador de Montgomery base 4, para n = 4 dígitos base 4 y nb = 8 bits (para 
el módulo). El dato de salida del bloque SEL_A es cargado en el registro SIPO_0 
del multiplicador de Montgomery base 4 (ver Figura 3.20) cuando se activa la 
señal LD_REGA. El bloque SEL_A es presentado en la Figura 3.28,  el cual tiene 
la siguiente función lógica: cuando UNO_A = 0, la salida de SEL_A es la constante 
R2, y cuando UNO_A = 1, la salida de SEL_A es el número 1.  El registro REG_M 
determina el dato B0 del multiplicador. El Multiplexor MUX selecciona el dato a 
cargar en REGB0, es decir, si SELB0 = 0 y ENR =1, se carga M en REGB0, y si 
SELB0 = 1 y ENR = 1, se carga PROD0 en REG_M. El registro REG_C determina 
el dato B1 del multiplicador. La activación de UNO_C, realizará un reset de los bits 
8:1 y un set del bit 0 de REG_C, es decir, este registro se carga con el número 1. 
















Figura 3.24. Data path del criptoprocesador RSA usando el multiplicador de 
Montgomery base 4.  
 
Figura 3.25. Bloque SEL_A.  
3.4.2. Unidad de control del Criptoprocesador RSA  
La máquina de estados de la Unidad de control permite realizar la exponenciación 
binaria LSB first, es decir, la FSM se encarga de ejecutar el Algoritmo 2.6 usando 
el multiplicador de Montgomery base 2 ó base 4. En la Figura 3.29 se muestra la 
máquina de estados algorítmica para realizar la exponenciación modular. Los 
primeros tres estados realizan la inicialización de M‟ y C‟, calculando los productos 
de Montgomery de R2 y M, y de R2 y 1, respectivamente. En este caso, SIPO_0 
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es cargado con la constante R2, REG_M es cargado con M y REG_C es cargado 
con el número 1. Estos dos productos se efectúan de forma paralela en el 
multiplicador de Montgomery base 4. Durante la realización de la exponenciación 
binaria, M‟ es almacenado en SIPO_0 y REG_M, y C‟ es almacenado en REG_C. 
Luego, se realiza un bucle de k iteraciones que consiste en determinar C‟ 
calculando el producto de Montgomery de M‟ y C‟, si el bit del exponente 
correspondiente a la iteración es 1, y determinar M‟ calculando el producto de 
Montgomery de M‟ y M‟. Después el registro SIPO_0 es cargado con el número 1, 
usando el bloque SEL_A y la señal LD_SIPO0, y se efectúa el producto de 
Montgomery de C‟ y el número 1, para calcular la exponenciación modular. En la 
Figura 3.30 se muestra el control path y el data path del criptoprocesador RSA 
usando el multiplicador de Montgomery base 4, para n = 4 dígitos base 4 y nb = 8 
bits (para el módulo). 
 
Figura 3.26. ASM de la máquina de estados del criptoprocesador RSA usando el 
























































Figura 3.27. Data path y control path del criptoprocesador RSA usando el 
















RESULTADOS DE VERIFICACIÓN Y SÍNTESIS PARA LOS 
MULTIPLICADORES DE MONTGOMERY Y LOS 
CRIPTOPROCESADORES RSA  
Este capítulo presenta los resultados de verificación en hardware y síntesis de los 
multiplicadores de Montgomery base 2 y 4, y dos Criptoprocesadores RSA 
diseñados con los multiplicadores anteriores. Los resultados de verificación en 
hardware son comparados con los resultados de simulación obtenidos con Maple. 
La organización de este capítulo es como sigue. La Sección 4.1 presenta la 
simulación funcional en Maple de la multiplicación de Montgomery y la 
exponenciación binaria. La Sección 4.2 presenta la verificación en hardware de los 
criptoprocesadores RSA usando los vectores de RSA Labs para una clave de 
1024 bits y 2048 bits; y usando vectores propios para una clave de 8192 bits. La 
Sección 4.3 presenta los resultados de síntesis de los multiplicadores de 
Montgomery base 2 y 4, y los criptoprocesadores RSA.  
4.1. SIMULACIÓN FUNCIONAL DE LOS ALGORITMOS DE MONTGOMERY Y 
EXPONENCIACIÓN BINARIA 
En esta sección se presenta la simulación funcional, usando Maple, del algoritmo 
de Euclides extendido, la Ecuación 2.9 para el producto de Montgomery, los 




4.1.1. Simulación del algoritmo de Euclides extendido 
El Algoritmo 2.1 se simuló en Maple usando el procedimiento algeucext, el cual se 
muestra en la Figura 4.1. Este procedimiento lleva a cabo dos cálculos: R-1modN 
(R1) y –N-1modR (NP). El inverso multiplicativo de RmonN (R1) se usa para 
calcular el producto de Montgomery usando la Ecuación 2.9 y el inverso aditivo del 
inverso multiplicativo de NmodR (NP) se usa en al algoritmo de la multiplicación de 
Montgomery base 4. 
 
Figura 4.1. Procedimiento algeucext para simular en Maple el algoritmo de 
Euclides extendido 
4.1.2. Simulación del algoritmo de Montgomery 
La Ecuación 2.9 es usada para simular el producto de Montgomery. Esta ecuación 
calcula el producto modulo N de dos números enteros A, B, y la constante R-
algeucext := proc (R, N) 
a := R; 
b := N; 
x := 0; 
y := 1; 
lastx := 1; 
lasty := 0; 
while b  0 do
quotient := f loor(a/b); 
temp := b; 
b := mod(a, b); 
a := temp; 
temp := x; 
x := lastx - quotient*x; 
lastx := temp; 
temp := y; 
y := lasty - quotient*y; 
lasty := temp;
end do; 
R1 := N + lastx; # R-1modN  




1modN, donde R=2n+2. La simulación en Maple se realiza con el procedimiento 
MMM, Montgomery Modular Multiplication, el cual se muestra en la Figura 4.2. R-
1modN se calcula con el procedimiento algeucext de la Figura 4.1. 
 
Figura 4.2. Procedimiento MMM para simular en Maple el producto de 
Montgomery. 
En la Figura 4.3 se presentan los resultados de la prueba realizada con el 
procedimiento MMM, en la cual se obtiene el producto modular de los enteros 5 y 
6, módulo 13, usando dos productos de Montgomery, es decir, las Ecuaciones 2.9 
y 2.10. 
 
Figura 4.3. Resultados del procedimiento MMM. 
Este procedimiento es usado en la verificación de la multiplicación modular usando 
los algoritmos de Montgomery base 2 y 4. 
4.1.3. Simulación del algoritmo de Montgomery base 2 
El Algoritmo 3.1, algoritmo de Montgomery base 2, se simuló en Maple usando el 
procedimiento hrmontmult, el cual es presentado en la Figura 4.4. En este 
procedimiento A y B son los números enteros positivos a multiplicar, N es el 
módulo, nb es el número de bits del módulo más 2 (n+2) y k es el logaritmo en 
base 2 de 2 (base), por lo tanto k = 1.  
MMM := proc(A, B, N, PQ)








Figura 4.4. Procedimiento hrmontmult para la simulación en Maple del algoritmo 
de la multiplicación de Montgomery base 2. 
 
hrmontmult := proc (A, B, N, nb,k)
#A,B: numeros a multiplicar
#N: modulo
#nb: número de bits de N + 2
#k: exponente de b. r=b^k. R=r^(nb+2) 
#Conversion de A a binario
ab := array(1 .. nb); 
atemp := A; 
for i from 1 by 1 to nb do
ab[i] := mod(atemp, 2); 
atemp := floor(atemp/2); 
end do;
print(ab); 
#Conversion de B a binario
bb := array(1 .. nb); 
btemp := B;
for i from 1 by 1 to nb do
bb[i] := mod(btemp, 2); 
btemp := floor(btemp/2) ;
end do; 
print(bb); 
#t: Producto de Montgomery
NP0N := 1;  
t := 0; 
for i from 1 by k to nb do
abk := ab[i]; 
qi := (mod(t, 2^k) + abk*(mod(B, 2^k)))*NP0N; 






Este procedimiento es dividido en tres etapas:  
1. Conversión de A a binario: los bits son almacenados en el vector ab, desde el 
menos significativo hasta el más significativo.  
2. Conversión de B a binario: los bits son almacenados en el vector bb, desde el 
menos significativo hasta el más significativo. 
3. Bucle de nb iteraciones, en el cual se obtienen los cocientes qi y los productos 
parciales de Montgomery t.  
En la Figura 4.5 se presentan los resultados de la prueba del procedimiento 
hrmontmult para la multiplicación de Montgomery base 2, en la cual se obtienen 
dos productos de Montgomery: el primero multiplica 5 por 6 módulo 13 y el 
segundo multiplica el resultado anterior por R2, para obtener el producto 
5*6mod13, de acuerdo con las Ecuaciones 2.9 y 2.10. 
 
Figura 4.5. Resultados del procedimiento para la multiplicación de Montgomery 
base 2.  
4.1.4. Simulación del algoritmo de Montgomery base 4 
El Algoritmo 3.3, algoritmo de Montgomery base 4, se simuló en Maple usando el 
procedimiento hrmontmult, el cual es presentado en la Figura 4.6. En este 
procedimiento A y B son los números enteros positivos a multiplicar, N es el 
módulo, nb es el número de bits del módulo más 2 (n+2) y k es el logaritmo en 
base 2 de 4 (base), por lo tanto k = 2. Conversión de B a binario: los bits son 







Figura 4.6. Procedimiento hrmontmult para simular en Maple el algoritmo de la 
multiplicación de Montgomery base 4. 
hrmontmult := proc (A, B, N, nb, k)
#A,B: numeros a multiplicar
#N: modulo
#nb: número de bits de N + 2
#k: exponente de b (2). r=b^k. R=r^nb. k=2
#Conversion de A en binario
ab := array(1 .. nb); 
atemp := A;
for i from 1 by 1 to nb do
ab[i] := mod(atemp, 2); 
atemp := floor(atemp/2) ;
end do; 
print(ab); 
#Conversion de B en binario
bb := array(1 .. nb); 
btemp := B; 
for i from 1 by 1 to nb do
bb[i] := mod(btemp, 2); 




exp := nbits/k; 
R := (2^k)^exp; 
NP := algeucext(R, N);#-N^(-1)modR
NP0N := mod(NP, 2^k); 
t := 0; 
for i from 1 by k to nb do
abk := 2*ab[i+1]+ab[i]; 
qi := mod((mod(t, 2^k) + abk*(mod(B, 2^k)))*NP0N, 4); 






Este procedimiento es dividido en cuatro etapas:  
1. Conversión de A a binario: los bits son almacenados en el vector ab, desde el 
menos significativo hasta el más significativo.  
2. Conversión de B a binario: los bits son almacenados en el vector bb, desde el 
menos significativo hasta el más significativo. 
3. Calculo de –R-1modN usando el procedimiento algeucext (ver Figura 4.1). Del 
resultado de este cálculo se usan los dos bits menos significativos, es decir, 
NP0N, para determinar el cociente qi. 
4. Bucle de nb iteraciones, en el cual se obtienen los cocientes qi y los productos 
parciales de Montgomery t.  
En la Figura 4.7 se presentan los resultados del procedimiento hrmontmult de la 
multiplicación de Montgomery base 4, en la cual se obtienen dos productos de 
Montgomery: el primero multiplica 5 por 6 módulo 13 y el segundo multiplica el 
resultado anterior por R2, para obtener el producto 5*6mod13, de acuerdo con las 
Ecuaciones 2.9 y 2.10. 
 
Figura 4.7. Resultados del procedimiento para la multiplicación de Montgomery 
base 4.   
4.1.5. Simulación de la exponenciación binaria 
En la Figura 4.8 se presenta el procedimiento exponenciación para simular en 
Maple el Algoritmo 2.5, algoritmo de la exponenciación binaria LSB first. Este 
algoritmo usa el procedimiento correspondiente a la multiplicación de Montgomery 
base 4, y tiene las siguientes entradas: dato (M), número de bits del módulo PQ 
más dos (N), exponente (expn), número de bits del exponente (k), y el módulo 
(PQ). El procedimiento se divide en tres etapas: 
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1. Inicialización de M‟ con el producto de Montgomery de R2xM, y de C‟ con el 
producto de Montgomery de R2x1.  
2. Bucle de k iteraciones, donde se evalúan los bits del exponente expn, desde el 
menos significativo hasta el más significativo. En cada iteración se actualiza M‟ 
con el producto de Montgomery de M‟xM‟ y C‟ se actualiza con el producto de 
Montgomery de M‟xC‟, si el bit del exponente, expn, correspondiente a la 
iteración i es „1‟.  
3. Se calcula la exponenciación modular, obteniendo el producto de Montgomery 
de C‟ x 1. 
 
Figura 4.8. Procedimiento exponenciación para la simulación en Maple del 
algoritmo de la exponenciación binaria. 
exponenciacion := proc (M, N, expnop, k, PQ)
#M: mensaje
#N: Numero de bits de PQ + 2
#expnop: exponente
#k: Numero de bits del exponente
#PQ: Modulo
R2 := mod(2^N*2^N, PQ); 
MP := hrmontmult(M, R2, PQ, N, 2); 
CP := hrmontmult(1, R2, PQ, N, 2); 
for i from 0 by 1 while i < k do
res := mod(expnop, 2); 
if res = 1 then
CP := hrmontmult(MP, CP, PQ, N, 2); 
end if; 
MP := hrmontmult(MP, MP, PQ, N, 2); 
expnop := floor((1/2)*expnop);
end do; 




En la Figura 4.9 se muestran los resultados del procedimiento exponenciación 
para la exponenciación binaria de la siguiente operación: 54mod13.  
 
Figura 4.9. Resultados del procedimiento exponenciación para la exponenciación 
binaria. 
4.2. VERIFICACIÓN EN HARDWARE DE LOS CRIPTOPROCESADORES RSA 
En esta sección se presentan los resultados de verificación en hardware para 
comprobar la correcta operación de los criptoprocesadores RSA diseñados. En la 
primera sub-sección se presentan las verificaciones del Criptoprocesador RSA 
basado en el multiplicador de Montgomery base 2: usando los vectores de test 
estándar recomendados por RSA Labs para una clave de 1024 bits y usando 
vectores propios para una clave de 8192 bits. En la segunda sub-sección se 
presentan las verificaciones del Criptoprocesador RSA basado en el multiplicador 
de Montgomery base 4: usando los vectores de test estándar recomendados por 
RSA Labs para una clave de 2048 bits y usando vectores propios para una clave 
de 8192 bits. En este caso, cada resultado de la verificación hardware se efectúa 
usando SignalTap II ELA [14] y es comparado con los resultados obtenidos 
usando Maple para el procedimiento exponenciación (ver Figura 4.8).    
4.2.1. Verificación en hardware del Criptoprocesador RSA basado en el 
multiplicador de Montgomery base 2 
En esta sub-sección se presenta la verificación en hardware del Criptoprocesador 
RSA basado en el multiplicador de Montgomery base 2. En este caso se llevan a 
cabo dos pruebas. La primera prueba lleva a cabo la encriptación y 
desencriptación de un mensaje de 1024 bits y la segunda prueba lleva a cabo la 
exponenciación modular de un número de 8192 bits, usando un exponente y un 
módulo de 8192 bits.  
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La verificación en hardware del Criptoprocesador RSA basado en el multiplicador 
de Montgomery base 2 que lleva a cabo la encriptación y desencriptación de un 
mensaje de 1024 bits se realiza usando los vectores de test estándar 
recomendados por RSA Labs [15]. Para los dos procesos se presentan los 
resultados de simulación obtenidos en Maple y la verificación en hardware usando 
SignalTap II ELA. 
Para llevar a cabo el proceso de encriptación usando el procedimiento 
exponenciación, primero se efectúa la conversión hexadecimal-decimal del módulo 
N (vector de test de RSA Labs), la cual se muestra en la Figura 4.10. En este 
caso, el exponente e = 3. En la Figura 4.11 se muestran los resultados del 
procedimiento exponenciación para la encriptación y la conversión del resultado a 
hexadecimal, con el fin de realizar la comparación con los resultados obtenidos de 
la verificación en hardware. 
 
Figura 4.10. Resultados de la conversión hexadecimal-decimal del módulo N 
usando Maple 
 
Figura 4.11. Resultados de la encriptación de un mensaje de 1024 bits usando 
Maple. 
La Figura 4.12 muestra los resultados de la verificación en hardware para la 
encriptación usando SignalTap. El mensaje de 1024 bits es almacenado en cuatro 
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registros de 256 bits cada uno: FF_MSG0, FF_MSG1, FF_MSG2 y FF_MSG3. Los 
registros FF_MSG0 y FF_MSG3 tienen los 256 bits menos y más significativos del 
mensaje, respectivamente. El mensaje encriptado de 1024 bits se observa en la 
salida DOUT usando un multiplexor de cuatro a uno, desde los 256 bits menos 
significativos hasta los 256 bits más significativos. Estos resultados son 
comparados con los obtenidos en Maple (ver Figura 4.11), y desde esta Figura se 
puede observar que los resultados son iguales. 
 
 
Figura 4.12. Resultados de la verificación en hardware del 
Criptoprocesador RSA basado en el multiplicador de Montgomery base 2 
para la encriptación de un mensaje de 1024 bits. 
Para llevar a cabo el proceso de la desencriptación usando el procedimiento 
exponenciación,  se efectúa la conversión hexadecimal-decimal del exponente d 
(vector de test de RSA Labs), la cual se muestra en la Figura 4.13. En la Figura 
4.14 se muestran el procedimiento exponenciación para la desencriptación y la 
conversión del resultado a hexadecimal, con el fin de realizar la comparación con 
los resultados obtenidos de la verificación en hardware. 
 





Figura 4.14. Resultado de la desencriptación de un mensaje de 1024 bits usando 
Maple. 
La Figura 4.15 muestra los resultados de la verificación en hardware para la 
desencriptación usando SignalTap. El mensaje encriptado de 1024 bits es 
almacenado en cuatro registros de 256 bits cada uno: FF_MSG0, FF_MSG1, 
FF_MSG2 y FF_MSG3. Los registros FF_MSG0 y FF_MSG3 tienen los 256 bits 
menos y más significativos del mensaje, respectivamente. El mensaje 
desencriptado de 1024 bits se observa en la salida DOUT usando un multiplexor 
de cuatro a uno, desde los 256 bits menos significativos hasta los 256 bits más 
significativos. Estos  resultados son comparados con los obtenidos en Maple (ver 
Figura 4.14), y desde esta Figura se puede observar que los resultados son 
iguales. 
Debido a que no hay vectores de test estándar para 8192 bits, la segunda prueba 
del Criptoprocesador RSA 1 está orientada a verificar la exponenciación modular 
de un número de 8192 bits (28190 + 7) usando un exponente d y un módulo N de 
8192 bits, los cuales son obtenidos repitiendo cuatro veces los vectores de test 
recomendados por RSA Labs para una clave de 2048 bits [14]. Se presentan los 
resultados de simulación obtenidos en Maple y la verificación en hardware usando 








Figura 4.15. Resultados de la verificación en hardware del 
Criptoprocesador RSA basado en el multiplicador de Montgomery base 2 
para la desencriptación de un mensaje de 1024 bits. 
 
 
Para llevar a cabo la exponenciación modular de 8192 bits usando el 
procedimiento exponenciación, se efectúan las conversiones hexadecimal-decimal 
del módulo d y del exponente N, las cuales se muestran en las Figuras 4.16 y 
4.17, respectivamente. En la Figura 4.18 se muestran los resultados del 
procedimiento exponenciación con el número, el exponente y el módulo de 8192 
bits, y en la Figura 4.19 se muestra la conversión del resultado a hexadecimal, con 

































































































Figura 4.19. Conversión decimal-hexadecimal del resultado de la exponenciación 
modular de 8192 bits. 
La Figura 4.20 muestra los resultados de la verificación en hardware para la 
exponenciación modular de 8192 bits usando SignalTap, el cual se configuró con 
dos señales: el disparo, fexp, y el bit más significativo de PROD1 (ver Figura 3.20), 
debido a que el resultado se puede verificar en esta señal, desde el bit menos 
significativo hasta el bit más significativo cada dos ciclos de reloj, 16 K ciclos antes 
de que fexp sea „1‟. En este caso, se presentan los 56 bits más significativos del 
resultado. Estos resultados son comparados con los obtenidos en Maple (ver 






Figura 4.20. Resultado de la verificación hardware del Criptoprocesador 
RSA basado en el multiplicador de Montgomery base 2 con la 
exponenciación modular de 8192 bits. 
4.2.2. Verificación en hardware del Criptoprocesador RSA basado en el 
multiplicador de Montgomery base 4 
En esta sub-sección se presenta la verificación hardware del Criptoprocesador 
RSA basado en el multiplicador de Montgomery base 4. En este caso se llevan a 
cabo dos pruebas: la encriptación y desencriptación de un mensaje de 2048 bits, y 
la exponenciación modular de un número de 8192 bits, usando un exponente y un 
módulo de 8192 bits.  
La verificación en hardware del Criptoprocesador RSA basado en el multiplicador 
de Montgomery base 4 que lleva a cabo la encriptación y desencriptación de un 
mensaje de 2048 bits se realiza usando los vectores de test estándar 
recomendados por RSA Labs [12]. Para los dos procesos se presentan los 
resultados de simulación obtenidos en Maple y la verificación en hardware usando 
SignalTap II ELA. 
Para llevar a cabo el proceso de encriptación usando el procedimiento 
exponenciación, primero se efectúan las conversiones hexadecimal-decimal del 
módulo N y del exponente e (vectores de test de RSA Labs), las cuales se 
muestran en las Figuras 4.21 y 4.22, respectivamente. En la Figura 4.23 se 
muestran los resultados del procedimiento exponenciación para la encriptación y 
la conversión del resultado a hexadecimal, con el fin de realizar la comparación 





Figura 4.21. Resultados de la conversión hexadecimal-decimal del módulo N 
usando Maple. 
 
Figura 4.22. Resultados de la conversión hexadecimal-decimal del exponente e 
usando Maple. 
 
Figura 4.23. Resultados de la encriptación de un mensaje de 2048 bits usando 
Maple. 
La Figura 4.24 muestra los resultados de la verificación en hardware para la 
encriptación usando SignalTap, el cual es configurado con la señal de disparo 
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fexp. Después de que fexp es „1‟ se pueden visualizar los 48 bits más y menos 
significativos del resultado en PROD1[2047..2000] y PROD1[47..0], 
respectivamente. Estos resultados son comparados con los obtenidos en Maple 
(ver Figura 4.18), y desde esta Figura se puede observar que los resultados son 
iguales. 
 
Figura 4.24. Resultado de la verificación en hardware del criptoprocesador RSA 
basado en el multiplicador de Montgomery base 4 para la encriptación de un 
mensaje de 2048 bits 
Para llevar a cabo el proceso de la desencriptación usando el procedimiento 
exponenciación,  se efectúa la conversión hexadecimal-decimal del exponente d 
(vector de test de RSA Labs), la cual se muestra en la Figura 4.25. En la Figura 
4.26 se muestra el procedimiento exponenciación para la desencriptación y la 
conversión del resultado a hexadecimal, con el fin de realizar la comparación con 
los resultados obtenidos de la verificación en hardware. 
 





Figura 4.26. Resultado de la desencriptación de un mensaje de 2048 bits usando 
Maple. 
La Figura 4.27 muestra los resultados de la verificación en hardware para la 
desencriptación usando SignalTap, el cual es configurado con la señal de disparo 
fexp. Después de que fexp es „1‟ se pueden visualizar los 48 bits más y menos 
significativos del resultado en PROD1[2047..2000] y PROD1[47..0], 
respectivamente. Estos resultados son comparados con los obtenidos en Maple 











Figura 4.27. Resultado de la verificación en hardware del criptoprocesador RSA 
basado en el multiplicador de Montgomery base 4 para la desencriptación de un 
mensaje de 2048 bits 
 
Debido a que no hay vectores de test estándar para 8192 bits, la segunda prueba 
del Criptoprocesador RSA basado en el multiplicador de Montgomery base 4 está 
orientada a verificar la exponenciación modular de un número de 8192 bits usando 
un exponente y un módulo de 8192 bits. Se presentan el resultado obtenido en 
Maple y la verificación en hardware usando SignalTap II ELA. Los vectores de test 
usados para realizar la exponenciación modular de 8192 bits son presentados en 
el Anexo 1. 
La prueba realizada en Maple consiste en llevar a cabo el procedimiento 
exponenciación  usando los vectores de test del Anexo 1 (ver Figura 4.28). En la 
Figura 4.29 se muestra la conversión del resultado a hexadecimal, con el fin de 




















































































































































En el Anexo 2 se muestran los resultados de la verificación en hardware de la 
exponenciación modular de 8192 bits. El SignalTap se configuró con tres señales: 
el disparo, fexp, y los dos bits más significativos de PROD1 (ver Figura 3.26), 
debido a que el resultado se puede observar en estas dos señales como dígitos 
base 4, cada dos ciclos de reloj, desde el menos significativo hasta el más 
significativo, 8 K ciclos antes de que fexp sea „1‟. El orden en que se presentan las 
waveform es desde las que muestran los últimos dígitos base 4 hasta las que 
muestran los primeros dígitos base 4 que se obtuvieron en PROD1[8193..8192], 
es decir, desde los dígitos base 4 más significativos hasta los menos significativos 
del resultado. Debajo de cada waveform se presentan los dígitos base 4 del 
resultado desde los más significativos hasta los menos significativos. Debido a que 
la comparación entre los resultados de Maple con los obtenidos desde el 
SignalTap se llevó a cabo en forma manual, se verificaron aproximadamente 4 K 
bits del resultado, el cual es un número de bits suficiente para inferir que el 
resultado obtenido es correcto.  
4.3. RESULTADOS DE SÍNTESIS 
En esta sección se presentan los resultados de síntesis para los multiplicadores de 
Montgomery base 2 y  4, y los Criptoprocesadores RSA basados en los 
multiplicadores anteriores, para tamaños de clave de 512, 1024, 2048, 4096 y 
8192 bits. En este caso se realiza un análisis de las relaciones entre recursos 
requeridos vs tamaño de clave y entre frecuencia máxima de operación vs tamaño 
de clave, con el propósito de determinar cuál es  la tendencia de los recursos 
requeridos y la frecuencia máxima de operación a medida que aumenta el tamaño 
de la clave. 
Las Tablas 4.1 y 4.2 presentan los resultados de síntesis en el FPGA Stratix III de 
los multiplicadores de Montgomery base 2 y 4, respectivamente, para diferentes 
tamaños de clave. Usando los datos presentados en las Tablas 4.1 y 4.2, la Figura 
4.30 muestra que existe una relación directa entre el tamaño de la clave vs área 
para los multiplicadores de Montgomery base 2 y 4; se observa también que el 
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multiplicador de Montgomery base 4 requiere más recursos que el multiplicador de 
Montgomery base 2, por ejemplo: para una clave de 8192 bits los recursos del 
multiplicador base 4 son aproximadamente 2,57 veces los del multiplicador base 2. 
Con los datos de las Tablas 4.1 y 4.2 también se obtiene la Figura 4.31, en la cual 
se puede observar una relación inversa entre el tamaño de la clave y la 
Frecuencia Máxima de Operación (FMO) para los multiplicadores de Montgomery 
base 2 y  4. En este caso, la FMO es mayor para el multiplicador de Montgomery 
base 2, por ejemplo: para una clave de 8192 bits, la FMO del multiplicador base 2 
es mayor que la FMO del multiplicador base 4 en un factor de 1.41. 
 
TABLA 4.1: RESULTADOS DE SÍNTESIS DEL MULTIPLICADOR DE 
MONTGOMERY BASE 2 PARA DIFERENTES TAMAÑOS DE CLAVE EN EL 
FPGA EP3SL150F1152C2 
N (Bits) AREA FRECUENCIA 
MAXIMA 
(Mhz) 






512 1620 2627 506 2 432.71 
1024 3164 5191 1018 4 474.38 
2048 6242 10315 2042 9 398.09 
4096 12392 20559 4090 17 402.9 
8192 24683 41043 8186 34 369.96 
 
TABLA 4.2: RESULTADOS DE SÍNTESIS DEL MULTIPLICADOR DE 
MONTGOMERY BASE 4 PARA DIFERENTES TAMAÑOS DE CLAVE EN EL 
FPGA EP3SL150F1152C2 
N (Bits) AREA FRECUENCIA 
MAXIMA 
(Mhz) 






512 2357 3456 757 3 492.85 
1024 4550 6794 1525 6 363.5 
2048 8922 13462 3061 11 419.99 
4096 17641 26782 6133 23 342.23 




Figura 4.30. Área vs tamaño de clave para los multiplicadores de Montgomery 
base 2 y base 4.  
 
Figura 4.31. Frecuencia máxima de operación vs tamaño de clave para los 
multiplicadores de Montgomery base 2 y base 4.  
Las Tablas 4.3 y 4.4 presentan los resultados de síntesis en el FPGA Stratix III de  
los Criptoprocesadores RSA basados en los multiplicadores de Montgomery base 
2 (MMB2) y 4 (MMB4),  respectivamente. Usando los datos presentados en las 
Tablas 4.3 y 4.4, la Figura 4.32 muestra que hay una relación directa entre el 





















































consume más recursos que el Criptoprocesador RSA basado en el MMB2, por 
ejemplo: para una clave de 8192 bits, el Criptoprocesador RSA basado en el 
MMB4 consume 2.88 veces más recursos que el Criptoprocesador RSA basado 
en el MMB2. Con los datos de las Tablas 4.3 y 4.4 también se obtiene la Figura 
4.33, la cual muestra una relación inversa entre el tamaño de la clave y la FMO. 
En este caso, para los tamaños de clave 512, 1024, 2048 y 4096, la FMO es 
ligeramente mayor en el Criptoprocesador RSA basado en el MMB2, y para el 
tamaño de clave de 8192 bits la FMO es mayor en el Criptoprocesador RSA 
basado en el MMB4. 
 
TABLA 4.3: RESULTADOS DE SÍNTESIS DEL CRIPTOPROCESADOR RSA 
BASADO EN EL MULTIPLICADOR DE MONTGOMERY BASE 2 PARA 
DIFERENTES TAMAÑOS DE CLAVE EN EL FPGA EP3SL150F1152C2 
N (Bits) AREA FRECUENCIA 
MAXIMA 
(Mhz) 






512 2118 5205 509 4 373.83 
1024 4127 10328 1021 8 380.66 
2048 8150 20572 2045 17 311.43 
4096 16193 41059 4093 33 290.53 
8192 32262 82023 8189 66 235.46 
 
TABLA 4.4: RESULTADOS DE SÍNTESIS DEL CRIPTOPROCESADOR RSA 
BASADO EN EL MULTIPLICADOR DE MONTGOMERY BASE 4 PARA 
DIFERENTES TAMAÑOS DE CLAVE EN EL FPGA EP3SL150F1152C2 
N (Bits) AREA FRECUENCIA 
MAXIMA 
(Mhz) 






512 4988 6006 251 6  332.56 
1024 9827 11907 507 12  321.23 
2048 19490 23710 1019 24  317.36 
4096 38796 47253 2043 49  270.86 





Figura 4.32. Área vs tamaño de clave para los Criptoprocesadores RSA. 
 
 




























































La Tabla 4.5 presenta el tiempo de ejecución calculado para la multiplicación de 
Montgomery base 2 y 4, usando la FMO de los Criptoprocesadores basados en el 
MMB2 y el MMB4, y las Ecuaciones 4.1 y 4.2, respectivamente, donde n y nb son 
el número de bits del módulo de los Criptoprocesadores basados en el MMB2  y el 
MMB4, respectivamente. Adicionalmente, se puede verificar desde la Tabla 4.5 
que TMMB2 es mayor que TMMB4 en un factor promedio de 1.92. 
 
                                                 TMMB2 = 4*(n+2)*(1/FMO)                                    (4.1) 
                                              TMMB4 = 4*(nb/2+1)*(1/FMO)                                 (4.2)  
 
 
TABLA 4.5: TIEMPO DE EJECUCIÓN PARA LA MULTIPLICACIÓN DE 
MONTGOMERY BASE 2 Y 4 USANDO LA FMO PARA DIFERENTES TAMAÑOS 
DE CLAVE 
N TMMB2(us) TMMB4 (us) TMMB2/TMMB4 
512 5.5 3.09 1.78 
1024 10.78 6.39 1.68 
2048 26.33 12.92 2.04 
4096 56.42 30.26 1.86 
8192 139.2 62.21 2.24 
 
 
Usando los datos de la Tabla 4.5, la Figura 4.34 muestra una relación de 
proporcionalidad directa entre el tiempo de ejecución vs el tamaño de la clave para 
la multiplicación de Montgomery base 2 y 4. La multiplicación de Montgomery base 
4 se lleva a cabo más rápido que la multiplicación de Montgomery base 2, por 
ejemplo: para una clave de 8192 bits el tiempo de ejecución para la multiplicación 
de Montgomery base 2 es mayor que el tiempo de ejecución para la multiplicación 




Figura 4.34. Tiempo de ejecución vs tamaño de clave para la multiplicación de 
Montgomery 
La Tabla 4.6 muestra el tiempo de ejecución calculado para la exponenciación 
modular (desencriptación) usando la FMO de los Criptoprocesadores RSA 
basados en el MMB2 y el MMB4, y las Ecuaciones 4.3 y 4.4, respectivamente, 
donde n y nb son los bits del módulo para los Criptoprocesadores RSA basados 
en el MMB2 y el MMB4, respectivamente. Adicionalmente, se puede verificar 
desde la Tabla 4.6 que TEXP1 es mayor que TEXP2 en un factor promedio de 1.92. 
 
                                              TEXP1 = (n+2)*TMMB2                                               (4.3) 
                                             TEXP2 = (nb+2)*TMMB4                                              (4.4) 
TABLA 4.6: TIEMPO DE EJECUCIÓN PARA LA EXPONENCIACIÓN MODULAR 
(DESENCRIPTACIÓN) DE LOS CRIPTOPROCESADORES RSA BASADOS EN 
EL MMB2 Y EL MMB4 USANDO LA FMO PARA DIFERENTES TAMAÑOS DE 
CLAVE 
N TEXP1(ms) TEXP2(ms) TEXP1/TEXP2  
512 2.83 1.59 1.78 
1024 11.06 6.56 1.68 
2048 53.98 26.49 2.04 
4096 231.21 124 1.86 














































Usando los datos de la Tabla 4.6, la Figura 4.35 muestra una relación de tipo 
exponencial entre el tiempo de ejecución y el tamaño de la clave para la 
exponenciación modular. El Criptoprocesador RSA basado en el MMB2 realiza la 
exponenciación modular en más tiempo que el Criptoprocesador RSA basado en 
MMB4, por ejemplo: para una clave de 8192 bits el tiempo de ejecución para la 
exponenciación modular del Criptoprocesador RSA basado en el MMB2 es mayor 
que el tiempo de ejecución para la exponenciación modular  del Criptoprocesador 
RSA basado en el MMB4 en un factor de 2.23.  
 
 
Figura 4.35. Tiempo de ejecución vs tamaño de clave para la exponenciación 
modular. 
 
Con el propósito de evaluar la eficiencia de los Criptoprocesadores RSA basados 
en el MMB2 y en el MMB4, los tiempos de ejecución para la exponenciación 
modular en hardware son comparados con los obtenidos para el software. La 
Tabla 4.7 presenta el tiempo para la desencriptación usando Maple, y los 
Criptoprocesadores RSA. La Figura 4.36 muestra que las  dos implementaciones 
hardware son más veloces que su contraparte en software, corriendo en un PC 








































TABLA 4.7: TIEMPO DE EJECUCIÓN PARA LA DESENCRIPTACIÓN USANDO 
MAPLE, Y LOS CRIPTOPROCESADORES RSA BASADOS EN EL MMB2 Y  EL 
MMB4 
 
N TMAP(s) TEXP1(ms) TEXP2(ms) 
512 0.05 2.83 1.59 
1024 0.11 11.06 6.56 
2048 0.31 53.98 26.49 
4096 1.23 231.21 124 
8192 5.93 1140.60 509.75 
 
 
Figura 4.36. Tiempo de ejecución  para la desencriptación usando Maple, y los 
Criptoprocesadores RSA basados en el MMB2 y el MMB4. 
En la Figura 4.37 se presenta el área de los dos multiplicadores y los dos 
criptoprocesadores RSA implementados, para diferentes tamaños de clave, 
usando los datos de las Tablas 4.1 - 4.4. Desde esta figura se puede observar que 
el área del MMB2 con respecto al área del criptoprocesador es menor, mientras 
que el área del MMB4 con respecto al área del criptoprocesador es 
aproximadamente la mitad. Por ejemplo, para la clave de 8192 bits, el área del 




































2.27, para el MMB2 y el MMB4, respectivamente. Entonces, es importante concluir 
que la diferencia entre estos factores se debe a que el compilador sintetiza una 
mayor de cantidad de recursos para el criptoprocesador RSA basado en el MMB4 
con el propósito no reducir la frecuencia de operación del diseño.  
 
Figura 4.37. Área vs tamaño de clave para el MMB2, el MMB4 y los dos 
criptoprocesadores RSA. 
En la Figura 4.38 se muestra la Frecuencia máxima de operación para el MMB2, el 
MMB4 y los criptoprocesadores basados en estos multiplicadores, para diferentes 
tamaños de clave, usando los datos de las Tablas 4.1 - 4.4. Desde esta figura se 
puede observar que la Frecuencia máxima de operación es mayor para los 
multiplicadores que los criptoprocesadores, y la diferencia es mayor para el caso 
del MMB2. Por ejemplo, para la clave de 8192 bits, esta diferencia es de un factor 


























Figura 4.38. Frecuencia máxima de operación vs tamaño de clave para el MMB2, 
el MMB4 y los dos criptoprocesadores RSA. 
La Tabla 4.8 presenta los resultados de síntesis y desempeño obtenidos en este 
trabajo y otros presentados en la literatura para criptoprocesadores de 1024 bits. 
En este caso, es importante mencionar que no es posible hacer una comparación 
real entre nuestro trabajo y otros debido a que las implementaciones son llevadas 
a cabo usando diferentes arquitecturas de hardware, herramientas software, 
tecnologías de hardware y métricas. Sin embargo, la arquitectura sistólica permite 
sintetizar el criptoprocesador RSA de 8192 bits en el FPGA Stratix III, y su 
principal desventaja es que se reduce el “throughput”. El “throuhgput”, definido 
como Tamaño del dato de salida/Tiempo de ejecución de la operación, se calcula 
usando la ecuación (4.1), donde n es el tamaño de la clave y TEXP es el tiempo 
para llevar a cabo la exponenciación modular. 
                                                     
 
    












































TABLA 4.8: RESULTADOS DE SÍNTESIS Y “THROUGHPUT” PARA 
CRIPTOPROCESADORES RSA DE 1024 BITS 
Referencia r Tecnol. Área Thr (Kbps) 
[2] 2 Virtex 5 2982 Slices 343.2 
4 4060 Slices 503.6 
[3] 2 XC2V6000 15286 Slices 11850 
[4] 2 Virtex 2 5321 LUT 150 
Este Trabajo 2 Stratix III 3441 ALUTs 86.71 




















CONCLUSIONES Y TRABAJO FUTURO 




Esta tesis presenta el diseño de Criptoprocesadores RSA basados en 
multiplicadores de Montgomery base 2 y 4, para tamaños de clave de 512, 1024, 
2048, 4096 y 8192 bits.  
 
En los criptoprocesadores RSA, el bloque funcional más importante es el 
multiplicador modular. En este caso, se diseñaron multiplicadores de Montgomery 
base 2 y 4, usando una arquitectura sistólica, con el propósito de implementar en 
hardware estos multiplicadores de gran tamaño (por ejemplo: 4096, 8192 bits). El 
arreglo sistólico permite usar sólo señales locales que facilitan el ruteo de muchos 
elementos de procesamiento que procesan datos de gran tamaño, y reducir el 
retardo de la trayectoria crítica (critical path). En otras palabras, el arreglo sistólico 
es la arquitectura digital que permite sintetizar en hardware (FPGA) unidades 
aritméticas de alta complejidad desde el punto de vista del tamaño de los datos.  
Adicionalmente, los multiplicadores de Montgomery base 2 y 4 llevan a cabo 
simultáneamente dos productos, lo cual es una ventaja para realizar la 
exponenciación modular usando el algoritmo de exponenciación binaria.  
Los criptoprocesadores diseñados permiten realizar la encriptación y 
desencriptación usando el algoritmo de la exponenciación binaria, el cual es 
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implementado en la Unidad de control. Este algoritmo para la exponenciación 
modular realiza el cuadrado y el producto modular, los cuales son llevados a cabo 
simultáneamente usando los multiplicadores diseñados. Por lo tanto, el throughput 
de los procesadores es mayor con este algoritmo que usando otros para la 
exponenciación modular. Adicionalmente el algoritmo de exponenciación binaria 
requiere menos recursos de área, debido a que no demanda hardware para 
realizar precálculos, lo cual es conveniente para diseñar procesadores con datos 
de gran tamaño. 
Los criptoprocesadores fueron diseñados usando VHDL estructural genérico, y 
sintetizados con Quartus II v.11 en el FPGA EP3SL150F1152C2. Teniendo en 
cuenta los resultados de síntesis, se puede concluir que el Criptoprocesador RSA 
basado en el multiplicador de Montgomery base 2 requiere menos recursos que el 
Criptoprocesador RSA basado en el multiplicador de Montgomery base 4, para los 
diferentes tamaños de clave; sin embargo este último criptoprocesador lleva a 
cabo en menor tiempo la exponenciación modular. Por lo tanto, el primer 
criptoprocesador es adecuado para implementar un criptosistema RSA embebido 
en un FPGA, mientras el segundo permite obtener un mayor throughput usando 
más recursos. 
 
Adicionalmente, este trabajo presenta una comparación entre las 
implementaciones hardware y software para llevar a cabo la exponenciación 
modular. Desde esta comparación es posible concluir que los criptoprocesadores 
diseñados requieren menor tiempo para realizar la exponenciación modular que su 
contraparte en software usando Maple. 
 
Teniendo en cuenta los resultados de síntesis y de verificación en hardware se 
puede concluir que los criptoprocesadores diseñados pueden ser usados en el 





5.2. TRABAJO FUTURO 
 
El trabajo futuro estará orientado a mejorar el throughput y disminuir la cantidad de 
recursos de hardware de los criptoprocesadores RSA realizando las siguientes 
actividades: 
 
 Optimizar la arquitectura del criptoprocesador RSA de 8192 bits basado en 
el multiplicador de Montgomery base 2, reduciendo el número de registros 
usados y bloques combinacionales. 
 
 Diseñar el multiplicador de Montgomery base 4 de 8192 bits usando 
codificación de Booth, lo cual evita los dos precálculos 3*B y reduce la 
cantidad de recursos del Criptoprocesador. 
 
 Diseñar los multiplicadores de Montgomery base 2 y 4 de 8192 bits usando 
diferentes tamaños de palabra, por ejemplo: 8, 16, 32 bits, con el fin de 
mejorar el throughput de los criptoprocesadores RSA. 
 
 Diseñar el criptoprocesador RSA de 8192 bits basado en el multiplicador de 
Montgomery base 8, con el propósito de obtener un mejor throughput. 
 
 Diseñar los multiplicadores de Montgomery base 2, 4 y 8 de 8192 bits, 
usando un arreglo semi-sistólico con el propósito de mejorar el throughput 
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DATOS PARA REALIZAR LA PRUEBA DE  










































































VERIFICACIÓN HARDWARE USANDO SIGNALTAP DEL 
























































































Resultado verificado en el FPGA (hexadecimal):  
01(1)31(D)33(F)33(F)13(7)23(B)20(8)31(D)13(7)33(F)12(6)00(0)32(E)23(B)23(B)0
3(3)30(C)30(C)11(5)23(B)11(5)00(0)11(5)33(F)00(0)23(B)23(B)33(F)20(8)20(8)23
(B)32(E)12(6)12(6)21(9)33(F)02(2)01(1)01(1)21(9)03(3)32(E)23(B)32(E)11(5)10(4
)12(6)13(7)10(4)12(6)10(4)03(3)30(C)23(B)32(E)22(A)13(7)02(2)23(B)33(F)12(6)2
1(9)23(B)12(6)10(4)03(3)12(6)23(B)11(5)10(4)32(E)12(6)33(F)31(D)30(C)00(0)20(
8)02(2)20(8)23(B)33(F)11(5)32(E)11(5)21(9)33(F)20(8)21(9)03(3)03(3)10(4)00(0)
10(4)01(1)01(1)32(E)01(1)13(7)31(D)02(2)32(E)31(D)11(5)13(7)33(F)12(6)12(6)21
(9)01(1)02(2)02(2)22(A)00(0)12(6)00(0)12(6)12(6)13(7)10(4)01(1)10(4)02(2)22(A)
32(E)10(4)20(8)32(E)22(A)00(0)21(9)01(1)10(4)22(A)01(1)20(8)21(9)22(A)03(3)0
3(3)31(D)32(E)00(0)33(F)30(C)32(E)02(2)22(A)31(D)22(A)21(9)11(5)32(E)30(C)3
0(C)12(6)12(6)20(8)02(2)02(2)03(3)00(0)21(9)00(0)13(7)32(E)23(B)12(6)32(E)23(
B)02(2)23(B)10(4)12(6)12(6)23(B)23(B)12(6)02(2)33(F)33(F)21(9)20(8)13(7)00(0)
31(D)03(3)01(1)01(1)02(2)11(5)31(D)11(5)20(8)01(1)02(2)11(5)12(6)32(E)22(A)22
(A)20(8)11(5)01(1)03(3)20(8)21(9)33(F)12(6)30(C)22(A)20(8)10(4)21(9)00(0)21(9)
31332100032011111010232001000211
10303012202222322231010011311212
20132301133212201221010223231000
11323310301122212310200331123330
23011011002100021233111130311123
03303200303330331011011221310200
94 
 
13(7)11(5)00(0)01(1)12(6)31(D)22(A)10(4)22(A)23(B)32(E)02(2)20(8)20(8)33(F)3
3(F)23(B)32(E)21(9)23(B)10(4)31(D)23(B)33(F)11(5)01(1)33(F)11(5)10(4)30(C)30
(C)02(2)12(6)11(5)30(C)00(0)23(B)13(7)10(4)30(C)01(1)20(8)01(1)10(4)02(2)10(4
)30(C)00(0)13(7)13(7)22(A)11(5)21(9)22(A)30(C)03(3)33(F)23(B)10(4)13(7)31(D)
01(1)21(9)30(C)02(2)01(1)30(C)03(3)32(E)30(C)02(2)20(8)32(E)23(B)31(D)30(C)0
1(1)20(8)00(0)01(1)31(D)32(E)13(7)23(B)21(9)23(B)10(4)21(9)03(3)31(D)13(7)23(
B)02(2)31(D)03(3)23(B)20(8)21(9)13(7)32(E)12(6)12(6)02(2)33(F)31(D)11(5)02(2)
22(A)23(B)01(1)10(4)12(6)03(3)23(B)02(2)23(B)31(D)11(5)00(0)11(5)02(2)32(E)3
3(F)10(4)12(6)12(6)32(E)33(F)02(2)32(E)31(D)31(D)22(A)10(4)03(3)31(D)21(9)31
(D)13(7)32(E)13(7)23(B)03(3)21(9)01(1)11(5)00(0)22(A)13(7)31(D)12(6)03(3)10(4
)03(3)31(D)00(0)33(F)20(8)01(1)23(B)01(1)00(0)01(1)21(9)31(D)22(A)13(7)11(5)2
3(B)03(3)31(D)32(E)00(0)21(9)02(2)12(6)32(E)10(4)23(B)00(0)01(1)32(E)23(B)31
(D)22(A)10(4)23(B)31(D)31(D)21(9)10(4)31(D)23(B)22(A)21(9)30(C)22(A)12(6)22
(A)11(5)10(4)10(4)10(4)11(5)31(D)00(0)13(7)31(D)20(8)12(6)20(8)00(0)12(6)30(C
)02(2)13(7)10(4)33(F)10(4)33(F)20(8)20(8)02(2)02(2)30(C)01(1)02(2)03(3)03(3)22
(A)13(7)03(3)13(7)02(2)13(7)02(2)33(F)01(1)02(2)03(3)22(A)23(B)02(2)02(2)02(2)
11(5)32(E)20(8)33(F)33(F)31(D)20(8)01(1)30(C)33(F)13(7)20(8)30(C)32(E)30(C)1
2(6)33(F)23(B)10(4)33(F)22(A)20(8)31(D)23(B)02(2)13(7)22(A)30(C)13(7)10(4)20
(8)23(B)11(5)10(4)22(A)21(9)02(2)21(9)20(8)30(C)03(3)31(D)03(3)32(E)13(7)10(4
)21(9)03(3)21(9)11(5)31(D)03(3)31(D)30(C)30(C)11(5)00(0)20(8)32(E)20(8)32(E)2
0(8)22(A)21(9)20(8)31(D)11(5)11(5)22(A)01(1)20(8)02(2)02(2)00(0)01(1)33(F)13(
7)20(8)30(C)31(D)20(8)01(1)03(3)10(4)31(D)21(9)31(D)11(5)20(8)13(7)22(A)00(0)
10(4)13(7)22(A)31(D)01(1)23(B)11(5)21(9)03(3)03(3)30(C)30(C)23(B)20(8)20(8)2
1(9)13(7)33(F)11(5)30(C)03(3)13(7)01(1)23(B)10(4)23(B)02(2)22(A)33(F)12(6)10(
4)03(3)23(B)31(D)21(9)31(D)20(8)03(3)00(0)00(0)33(F)33(F)20(8)03(3)33(F)01(1)
32(E)13(7)31(D)11(5)10(4)03(3)20(8)10(4)23(B)11(5)20(8)33(F)31(D)12(6)03(3)00
(0)01(1)31(D)03(3)22(A)11(5)01(1)10(4)21(9)12(6)31(D)20(8)10(4)21(9)13(7)22(A
)10(4)33(F)12(6)03(3)13(7)30(C)21(9)33(F)30(C)31(D)02(2)22(A)30(C)23(B)11(5)
30(C)31(D)30(C)32(E)03(3)10(4)01(1)31(D)31(D)01(1)02(2)11(5)00(0)20(8)20(8)3
0(C)20(8)12(6)02(2)11(5)11(5)01(1)10(4)00(0)22(A)10(4)32(E)01(1)21(9)32(E)13(
7)00(0)00(0)03(3)02(2)03(3)10(4)00(0)12(6)21(9)23(B)10(4)22(A)30(C)01(1)21(9)
02(2)31(D)02(2)11(5)23(B)13(7)12(6)01(1)22(A)31(D)01(1)12(6)13(7)10(4)32(E)1
3(7)00(0)11(5)31(D)30(C)31(D)21(9)30(C)23(B)33(F)21(9)11(5)12(6)01(1)10(4)23(
B)23(B)20(8)21(9)12(6)22(A)00(0)10(4)30(C)20(8)21(9)30(C)30(C)01(1)01(1)31(D
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