The solar irradiance is the main input parameter when designing solar energy conversion systems. A poor accuracy of the solar irradiance simulation models negatively affect the output energy and the durability of the solar energy conversion system. In the paper, the measured values of the direct solar irradiance in the entire month of July 2016 are analysed and, based on the daily received direct solar energy and the variability of the direct solar irradiance, the days are classified in four categories: clear sky days, partially clear sky days, partially cloudy days and cloudy days. Based on this classification, only four clear sky days were identified in July 2016. The same procedure was applied for the months of 
Introduction
In the design process of the renewable energy systems converting solar energy in thermal and/or electrical energy, the accuracy of input data is of great importance. Both peak values of solar irradiance (clear sky conditions) and daily/monthly received solar energy are considered. Overrating of the received solar irradiance/energy conduct to undersized systems, lower solar fraction and higher rates of fossil fuels consumptions and related greenhouse gases emissions. Even the underestimations are detrimental, leading to oversized systems with higher (unjustified) investments costs and worsening the durability of the system component generated by more frequent overheating throughout stagnation periods in the case of solar thermal systems.
Usually, clear sky models [1] , sunshine-based models [2, 3] , cloud-based models [4] , temperature-based models [5] and other meteorological parameters-based models [6] are used to estimate the instantaneous solar irradiance and the daily/monthly solar energy received from the Sun.
Comparisons between experimental and simulated solar irradiance were reported all over the world. Ineichen performed such a comparison between measured data in 16 location situated in Europe (Germany, Switzerland, Portugal) and USA against 8 clear sky models, showing that the turbidity factor has the highest influence on model accuracy [7] . Engerer and Mills obtained similar results, validating nine clear sky models based on measured data from 20 sites in Australia [8] . In Romania, Isvoranu and Badescu concluded that the computed global solar irradiance based on MM5 model of Dudhia fits, with errors between 3.84% and 11.87%, the experimental data from five National Meteorological Administration stations (Timisoara, Cluj, Iasi, Galati and Craiova) [9] . Mares, Vizman and Paulescu compared measured values recorded on the Solar Platform of the West University of Timisoara [10] with a model based on the sunshine number defined by Badescu as a time dependent random binary variable [11] , and proposed dynamic correction for the average atmospheric transmittance to improve the accuracy of the clear sky model. 
Method
The direct solar irradiance have been measured since 2013 using a First Class CHP1 pyrheliometer (daily uncertainty < ±1%) installed on a Solys2 Sun Tracker (pointing accuracy <0.1°), both from Kipp&Zonen. Along with the direct solar irradiance, diffuse and global solar irradiance in the horizontal plane have been also measured using Secondary Standard CMP22 pyranometers (daily uncertainty < 0.5%) with and respectively without shading ball device. 
For the month of July, the time interval [t 1 
The solar irradiance at the upper limit of the Earth atmosphere (B 0 ) depends on the distance between the Earth and the Sun, ranging between a 1413 W/m² in 3 rd of January corresponding to the smallest Earth-Sun distance and 1321 W/m² in 3 rd of July corresponding to the farthest Earth-Sun position, values calculated using well-known equations [12] . The turbidity factor (T R ) is affected by the local conditions of the atmosphere with monthly values between 2.8 and 3.2 for Brasov region [13, 14] . The solar elevation angle (α) varies daily between zero (at sunrise and sunset) and a maximum value at noon; this maximum value is season dependent: highest/smallest values are reached at summer/winter solstice [15] .
The received direct solar energy (E B ) is further approximated with:
The absolute error is calculated as the difference between experimental (B exp, i ) and simulated (B i ) direct solar irradiance, with:
This absolute error, measured in [W/m²], may be both positive and negative during a day.
The mean absolute error is calculated as the difference between mean experimental (B exp m, i ) and mean simulated (B m, i ) direct solar irradiance, with:
The relative error between experimental (B exp, i ) and simulated (B i ) direct solar irradiance is calculated with:
The mean relative error between mean experimental (B exp m, i ) and mean simulated (B m,i ) is calculated with:
The absolute root mean square error between experimental (B exp, i ) and simulated (B i ) direct solar irradiance for the "n" samples over the considered time interval is calculated with:
The relative root mean square error between experimental (B exp, i ) and simulated (B i ) direct solar irradiance for the "n" samples over the considered time interval is calculated with:
Similarly, the absolute and relative errors between the experimental (E Bexp ) and simulated (E B ), respectively between mean experimental (E Bexp m ) and mean simulated (E B m ) received direct solar energy are calculated with:
Results and Discussions
For 2016, the daily available direct solar energy is evaluated based on eq. (2) The procedure of identifying the clear sky days was repeated for the months of July in 2013, 2014 and 2015 for which the number of clear sky days is presented in Table 2 . Further on, a clear sky day was selected for each year (Fig. 4) and discussed for the 08:00-16:00 time interval. Among these, only on 17 th of July 2015 the simulation was validated by the experimental values (Fig.4a) , the maximum absolute error was -42.45 W/m², followed by days like 2 nd of July 2014 (Fig.4b ) and 12 th of July 2016 (Fig.4c) when the maximum absolute errors were -98.14 W/m² and -122.49 W/m² respectively. The worst day was 22 nd of July 2013 (Fig.4d) , when the maximum absolute error was -163.40 W/m². The daily experimental, mean experimental and simulated direct solar energy were calculated, with eq. (2), (3) and (5) Further research will be done to improve the accuracy of Meliss clear sky model especially in the central interval of the day (08:00-16:00) when the largest differences occur or to define a new model, not only for clear sky days, by analysing measured and simulated data on the entire year. Also, this study will be extended to morning and afternoon periods of time, when the results showed slight underestimations of the simulation model. Based on this research, a methodology which could be applied also for other locations will be proposed.
