In coda wave interferometry one uses the long wave paths of coda waves to detect minute changes in the velocity. When the relative velocity perturbation is constant in space, it is related to the travel time change δt by δv/v = −δt/t. But when the velocity change depends on space, the relation between the measured travel time change and the velocity change is more complicated. We show that in that case the estimation of velocity change can be formulated as a standard linear inverse problem. The sensitivity kernel that relates the travel time change to the velocity depends on the energy density of the coda waves in space. We derive these kernels for (1) diffusive acoustic waves, (2) acoustic waves that obey radiative transfer, and (3) diffusive elastic waves, and illustrate the theory with numerical examples for acoustic and elastic waves.
INTRODUCTION
We introduce coda waves with ultrasound measurements in figure 1 that propagate through a granite cylinder Grêt et al., 2006b ). Let us first consider the red waveforms. The waves are chaotic looking, one cannot identify isolated arrivals in the waveform. The reason is that these waves reverberate and are scattered in the granite sample along a multitude of wave paths. As a result, it is difficult to use these waves to create an image of the heterogeneity in the sample.
The tail of reverberating and scattered waves in figure 1 are called coda waves, in music the word coda refers to the closing of a piece. The temporal decay of these waves is due to attenuation, and hence the decay of scattered waves can be used to estimate attenuation (Sato and Fehler, 2012) . Changes in the decay of coda waves have been used to estimate changes in the attenuation in the Earth (Chouet, 1979; Sato, 1986 Sato, , 1988 Fehler et al., 1998) . The decay of the coda waves, however, does not utilize the phase information of the waveforms, and hence is insensitive to changes in the velocity.
The red waves in figure 1 were recorded when the sample was at a temperature of 50
• C. When the wavefield is measured with the same source and receiver in the same sample, but now at a temperature of 45
• C, the blue waveforms result Grêt et al., 2006b) . Again, the waveforms are chaotic-looking, and these waves are also difficult to interpret. But it is in- teresting to consider the change in the waveforms as the temperature is changed. The inset in the top right shows the waves at a time around the first-arriving waves. The red and blue waveforms are almost identical. The firstarriving waves have propagated through the sample for a short time, hence the change in the arrival time of the early arriving waves due to the temperature change of 5
• C is too small to lead to an appreciable change in these early arriving waves. A blowup of the laterarriving waves in a time window around 1.54 s is shown in the lower right panel of figure 1. For these laterarriving waves the red waves are a time-shifted version of the blue waves. The later-arriving waves have spent more time propagating through the sample, hence they are more sensitive to the velocity change caused by the 5 • C change in temperature.
Since the coda waves have spent a longer time propagating through the medium than the direct waves, the coda waves are more sensitive to changes in the velocity than the direct wave, which makes coda waves useful for detecting small time-lapse changes in the velocity. This concept was originally proposed and applied to earthquake doublets (Poupinet et al., 1984) and ultrasound data (Roberts et al., 1992) . As shown in the bottomright inset of figure 1, a velocity change corresponds to a change in the arrival time of time-windowed coda waves. That change in arrival time can be measured using a cross-correlation Snieder, 2006) , which essentially is an interferometric measurement. For this reason the extraction of changes in media from changes in recorded coda waves has been called coda wave interferometry. An alternative, and more robust, way to extract the velocity change is the stretching method where one stretches one seismogram to match the other seismogram (Sens-Schönfelder and Hadziioannou et al., 2009 ).
Coda wave interferometry has been applied to a large number of problems that include co-seismic and postseismic changes in seismic velocity (Schaff and Beroza, 2004; Brenguier et al., 2008; Wegler et al., 2009; Nakata and Snieder, 2011; Hobiger et al., 2012; Takagi et al., 2012; Obermann et al., 2014; Gassenmeier et al., 2016) , volcano monitoring (Nishimura et al., 2000; Yamawaki et al., 2004; Grêt et al., 2005; Brenguier et al., 2011) , monitoring changes in the near surface (SensSchönfelder and Wegler, 2006; Mainsant et al., 2012; Larose et al., 2015a; Gassenmeier et al., 2015) and in concrete (Tremblay et al., 2010; Zhang et al., 2016) , stress changes in a mining environment (Grêt et al., 2006a) , geo-engineering (Hillers et al., 2015; Planès et al., 2016; Obermann et al., 2015) , structural health monitoring (Lu and Michaels, 2005; Nakata et al., 2013; Larose et al., 2015b; Salvermoser et al., 2015) , and even the detection of velocity changes on the moon (SensSchönfelder and Larose, 2008) . Coda wave interferometry has not only been used to detect velocity changes, the principle can also be used to estimate the relative distance between repeat earthquakes (Snieder and Vrijlandt, 2005; Robinson et al., 2011 Robinson et al., , 2013 , measuring the motion of scatterers in fluid flow Page et al., 2000) , and detecting changes in the strength of scatterers Rossetto et al., 2011; Planès et al., 2014; Margerin et al., 2016) . To a large extent, these different perturbations of the wavefield can be distinguished because they leave a different imprint on the change in the coda waves (Snieder, 2006) . A great boost was given to monitoring by the development of seismic interferometry when one retrieves the waves that propagate between two sensors by cross-correlating the noise recorded at these sensors (Lobkis and Weaver, 2001; Campillo and Paul, 2003; Curtis et al., 2006; Larose et al., 2006; Snieder and Larose, 2013) . Since the noise is always present, one can measure waves in a quasi-continuous way.
Many studies report changes in the velocity as a function of time, but do not report where in space the velocity is changed. When one is only interested in the temporal behavior of the velocity, that is not needed. But there are situations where localizing the velocity change is desirable. To what distance from an earthquake does the velocity change? What is the depth extent of the velocity change? One approach to compute the imprint of a velocity change on coda waves is to numerically compute waveforms before and after the velocity change. This approach is most useful when one considers a prescribed spatial pattern of the velocity change, such as a horizontal layer in depth or a slab (Obermann et al., 2013 . This approach is, however, not practical when one seeks to find a velocity change that can have any spatial distribution. In that case it is useful to define sensitivity kernels that relate the travel time change τ in a given time window to the slowness perturbation as a function of space:
This relation has been derived for single scattered waves (Pacheco and Snieder, 2006) and for multiple scattered waves (Pacheco and Snieder, 2005) . The sensitivity kernel K(r) depends on the source and receiver used, as well as on the time window in which the travel time change is measured. Expression (1) constitutes a linear inverse problem for the relative velocity change from travel time changes measured with coda wave interferometry (Menke, 1984; Aster et al., 2004) . Kanu and Snieder (2015b) show how one can invert equation (1) for a space-dependent slowness perturbation given set of measured changes in the arrival time of coda waves. Obermann et al. (2013 Obermann et al. ( , 2014 have used measurements to locate time-lapse velocity changes related to volcanic eruptions and earthquakes. In this work we present derivations of the kernel K(r) for a number of situations. We first consider acoustic waves that are strongly scattered. The energy density of such waves behaves as a diffusion process (van Rossum and Nieuwenhuizen, 1999; Tourin et al., 2000) , which can intuitively be understood from the fact that strongly scattered waves follow a random walk. We also analyze acoustic waves whose intensity follows the equations of radiative transfer (Chandrasekhar, 1960; Özisik, 1973) . For long propagation times this produces diffusive wave propagation, but the equations of radiative transfer also hold for the direct wave, and scattered waves for early times (Paasschens, 1997) . Our derivation is similar to recent derivations (Mayor et al., 2014; Margerin et al., 2016 ), but we elucidate some steps, in particular the role of the Chapman-Kolmogorov equation, in more detail. We also derive the kernels for diffusive elastic waves, which is important for seismological applications since the Earth is elastic. Note that we make no assumptions about the nature of the scatterers, they may scatter isotropically or they may have an arbitrary radiation pattern. The information of the scatterers is encoded in the energy or specific intensity of the propagating waves, this is all the information that is needed to compute the sensitivity kernels.
This chapter consists of the following sections. In section 2 we derive the sensitivity kernels for strongly scattered acoustic waves. We generalize the derivation to acoustic waves that follow radiative transfer in section 3. In section 4 we present numerical examples of sensitivity kernels assuming diffusive wave propagation. We show an example that an inappropriate application of the diffusion approximation leads to erroneous kernels. We derive the kernels for diffuse elastic waves in section 5. The equations of radiative transfer for elastic waves have been developed (Ryzhik et al., 1996) , but because of its complexity we refrain from deriving the sensitivity kernels for this case. Section 6 features numerical examples of the sensitivity kernels for elastic waves. In appendices A and B we derive the ChapmanKolmogorov equation for the diffusion equation and the equation of radiative transfer, respectively, because this theorem plays a central role in the derivation.
THE TRAVEL TIME CHANGE FOR DIFFUSIVE ACOUSTIC WAVES
Since the Earth is elastic, it may seem strange to treat seismological waves as acoustic waves. The coda, however, is mostly comprised of shear waves (Aki and Chouet, 1975) . The ratio of S-wave energy density to P -wave energy density in strongly scattering 3D elastic media is given by
where vP is the P -wave velocity and vS the S-wave velocity (Weaver, 1982; Trégourès and van Tiggelen, 2002; Snieder, 2002) . For reasons of brevity we refer to the energy density, defined as the energy per unit volume, also as energy. For a Poisson medium, where vP /vS = √ 3, the energy ratio (2) satisfies IS/IP ≈ 10, hence most of the energy resides in the shear waves. For this reason, treating the waves as scalar, acoustic, waves can be a reasonable approach. In this approach one retrieves the perturbation in the shear wave velocity.
The sensitivity kernels for velocity changes for scalar waves in strongly scattering media have been derived by Pacheco and Snieder (2005) . Their derivation included some ad-hoc steps, notably the insertion of the velocity change in their equation (18) . We re-derive in this section the sensitivity kernels of the travel time of acoustic waves in strongly scattering media with the purpose of (a) avoiding some of the ad-hoc steps in the derivation of Pacheco and Snieder (2005) , and (b) presenting a derivation that can be extended to elastic media.
In coda wave interferometry one measures the effective travel time changes by cross-correlating the unperturbed and perturbed coda waves over a time window centered at a central time t (Snieder, 2006) . The timewindowed cross-correlation between unperturbed waves u(t) and perturbed wavesũ(t) is defined as
where the time window has center time t and width 2tw, and where ts is the time shift. The time shift ts,max for which this cross-correlation is a maximum is given by (Snieder, 2006) ts,max
This expression is based on the path summation where the scattered waves are written as a sum of the waves that propagate along all possible scattering trajectories T . The travel time change for a wave that travels along trajectory T is denoted by τT , and the energy density of that wave is given by IT . Expression (4) thus states that the travel time changes obtained from coda wave interferometry is the energy-weighted average of the travel time perturbation of all waves that arrive within the time window used for the cross-correlation (Snieder, 2006) . Since the last term in expression (4) is the energy-weighted average of the travel time change we denote this quantity also as an average:
The travel time change caused by a slowness perturbation δs for a wave propagating along trajectory T is given by
where the integration is along trajectory T . This is a linear approximation of the travel time change that is based on Fermat's theorem (Aldridge, 1994; Nolet, 2008) , but since the velocity changes inferred from coda wave interferometry are usually a fraction of a percent Sens-Schönfelder and Wegler, 2006; Brenguier et al., 2008) , this linearization can be expected to work well. Consider first the case of a constant relative slowness perturbation: δs/s = A = constant. The travel time perturbation along trajectory T in equation (6) s r Figure 2 . Definition of geometric variables for the contribution of a velocity change in volume dV at r , a source at s, and a receiver at r in a diffusive treatment. Only two incoming and outgoing trajectories are shown. Incoming trajectories T in and outgoing trajectories Tout can be combined in any way to form the total trajectory from s to r through dV .
is then given by τT = Asdl = A dt = AtT , where tT is the travel time along trajectory T . In this case τT /tT = A = δs/s. Thus, for a constant relative slowness perturbation the relative travel time perturbation is equal to the relative slowness perturbation:
The last identity is only true to first order in the velocity perturbation, but since the perturbation is typically less than 1%, the last identity is very accurate. This chapter is concerned with the situation that the relative slowness perturbation is not constant in space. How can the velocity change be localized in space? Specifically, what is the contribution of the slowness change in a volume element dV to the observed change in arrival time of the coda waves in different time windows?
In the following we consider all trajectories that travel through a volume dV as shown in figure 2. These waves intersect dV in unknown directions, that may be different for each trajectory, hence the corresponding length of intersection dl of a trajectory with the volume dV is unknown. This complication can be avoided by expressing the line-integral (6) as a time-integral using that dl = s −1 dt , where s is the slowness:
where the integration is along the path rT (t ) of trajectory T as a function of t . The unperturbed travel time is given by t, hence the time integral is limited to the interval 0 < t < t taken for the waves to propagate from the source s to the receiver at r. Inserting this expression in equation (5) gives
Expression (9) gives the change in arrival of the coda waves in terms of the slowness perturbation along all possible paths. We next reorder this sum over paths to find the contribution of the slowness change in the volume dV in figure 2. As shown in that figure we consider incoming trajectories Tin that propagate from the source at s to dV in a time t , and outgoing trajectories Tout that propagate from dV to the receive r in the remaining time t − t . For notational simplicity we first consider the contribution to the energy density of all paths that propagate through dV at a fixed time t , we indicate this quantity by T through dV IT . We assume for the moment that the energy of the waves that propagate from the source at s through dV to the receiver at r is the product of the energy of the waves that propagate from s to dV and from dV to r. We substantiate this assumption below in expression (12), but first provide a heuristic explanation. As shown in figure 2, every path T from s to r through dV consists of an incoming segment Tin from s to dV and an outgoing segment Tout from dV to r. Therefore the sum of all paths from s to r that traverse dV can be written as a double sum over paths Tin and Tout:
. This means that when we consider all the paths that intersect dV at time t , we can write the contribution of the energy of the paths that intersect dV as
where IT in (r , s, t ) is the energy of the wave that propagates along a trajectory Tin from s to r in time t . The total energy of these waves in the volume dV is given by T in IT in (r , s, t )dV . This wave energy then propagates in a time t − t to r, the propagation of the energy is accounted for by the term
Denoting the total energy of the waves along all incoming trajectories by I(r , s, t ), and the energy of the waves that propagate along all outgoing trajectories by I(r, r , t−t ), the contribution to the energy of the waves that propagate through dV is given by
This expression is a consequence of the ChapmanKolmogorov theorem for diffusion that is derived in expression (A9) of appendix A. Expression (11) is, however, dimensionally not correct. In fact, following equation (A9), it is more precise to write expression (11) as
where G D (r, r , t − t ) is the Green's function for the diffuse energy that propagates from r to r in a time t − t . This Green's function satisfies the diffusion equation for an impulsive source
where D(r) is the diffusion constant of the energy density.
Integrating expression (12) over dV shows that the energy density at location r is given by
This expression states that the energy at a time t follows from the energy at an arbitrary earlier time t if the diffusive Green's function is known. Margerin et al. (2016) derive this result heuristically from Bayes' theorem, which presumes that the energy can be treated as a probability. Our treatment does not invoke a probabilistic interpretation, but both treatments give the same result. Applying the reasoning of section 18.4 of Snieder and van Wijk (2015) to expression (13), it follows that the Green's function G D has dimension 1/volume, hence expression (14) is dimensionally correct.
Using expression (12) in the numerator of equation (9), and integrating over all volume elements dV gives
where we replaced the denominator of expression (9) by I(r, s, t), the energy density of the waves that propagate from the source at s to the receiver at r in time t. Equation (15) can also be written as
with
Reciprocity applies to the diffusion equation (Morse and Feshbach, 1953a) , hence G D (r, r , t) = G D (r , r, t), and as a result
In this expression, the properties of the source-for example an explosion or a point force, as well as the source strength-is contained in the energies I(r , s, t ) and I(r, s, t), because these energies depend on the wave field, and hence on the source that excites the waves. Equation (16) poses the determination of the velocity change as a standard linear inverse problem with sensitivity kernel K(r ) (Kanu and Snieder, 2015b) . By combining measurements of the travel time change for different sources, receivers, and travel times t one can estimate δs/s as a function of location. The sensitivity kernel in expression (17) is the same as derived earlier (Pacheco and Snieder, 2005) . In order to compute this kernel, one needs to (1) compute the energy density of the waves that are excited by the source at s, (2) compute the Green's function G D (r , r, t) that accounts for the diffusive energy generated by a unit source at the receiver location r that propagates to r , and (3) convolve these energies (the time-integral in equation (17)).
Note that the kernel in equation (18) has similar properties as the gradient computed by adjoint methods in full waveform inversion for earthquake-and activesource data (Tarantola, 1984a,b; Tromp et al., 2005; Fichtner et al., 2006) . In these adjoint methods one can compute updates to an Earth model by convolving the field propagated forward in time from the source with the waveform residual propagating backward in time from the receivers. In expression (18) one does the same, except that one backpropagates the energy from the receiver instead of the waveform residual.
There are different ways to compute the sensitivity kernels. As shown in expression (18) one needs to know the energies, hence the computation of the kernels reduces to the computation of the energies. The first way to do this is to model the energies by solving the diffusion equation for the energy density. This approach presumes that one knows the diffusion constant for a given model of the random medium that generates the wave scattering. One also needs to ensure that at interfaces the diffusion equation satisfies boundary conditions that agree with the boundary conditions of the underlying wave propagation problem. In the presence of a free surface-the Earth has a free surface-one also needs to account for the energy carried by surface wave modes compared to the energy of body waves. These complexities imply that using the diffusion equation is mostly practical for random media whose statistical properties are constant in space. Second, one can use a Monte Carlo simulation that simulates a random walk that corresponds to a diffusive process. A third, and simple, alternative is to numerically model the wavefield instead of the energy density, and to compute the energy from these wavefield simulations. Since for a given realization of a random medium the wavefield has statistical fluctuations, one may have to average the energy density computed for several realization of the random medium. This approach was taken by Kanu and Snieder (2015a) , who show examples for scattering media whose statistical properties are not constant in space. We show in section 4 examples of sensitivity kernels that are computed in this way.
THE TRAVEL TIME CHANGE FROM RADIATIVE TRANSFER OF ACOUSTIC WAVES
Radiative transfer accounts for the distribution of energy in a scattering medium as a function of space, Figure 3 . Definition of geometric variables for the contribution of a velocity change in volume dV at r a source at s and a receiver at r in a treatment based on radiative transfer. In a radiative transfer approach, incoming trajectories T in and outgoing trajectories Tout must be in the same directionn , i.e., the solid trajectories are combined with each other and the dashed trajectories are combined with each other.
time, and the directionn of wave propagation (Chandrasekhar, 1960; Özisik, 1973) . Diffusive wave transport follows from the radiative transfer equations for late times when the energy propagation is almost independent of direction (van Rossum and Nieuwenhuizen, 1999) . The equation of radiative transfer, however, holds for early times as well and describes the transition from ballistic wave propagation to weak scattering to strong multiple scattering (Paasschens, 1997) . The price one pays for this refinement of the description of energy transfer is that the equations of radiative transfer depend not only on space and time but also on the direction of wave propagation. As a consequence, the radiative transfer solution depends on 6 variables (time, 3 space variables, and 2 angles). For elastic waves, there are different wave modes that need to be taken into account, which makes the treatment more involved (Ryzhik et al., 1996) .
The equation of radiative transfer for scalar waves is given by (Chandrasekhar, 1960; Özisik, 1973) ∂I(r,n, t) ∂t + v(r)n · ∇I(r,n, t) − S(r,n,n0)I(r,n0, t)d 2 n0 + q(r)I(r,n, t) = 0 .
In this expression I(r,n, t) is the intensity of waves at location r at time t that propagate in the directionn, this quantity is called the specific intensity. The advection of energy with wave velocity v(r) is described by the second term. The integral S(r,n,n0)I(r,n0, t)d 2 n0 accounts for the energy gain from energy propagating in other directionsn0, while the last term q(r)I(r,n, t) accounts for energy lost to wave propagation in other directions and for inelastic damping.
The purpose of the derivation is to determine the change in the arrival time of the coda waves caused by a slowness perturbation in a volume dV . This change in the arrival time is according to expression (6) given by the integrated slowness change along the wave path. In the diffusive regime, the waves propagate with near-equal intensity in all directions (van Rossum and Nieuwenhuizen, 1999) ; as a result we don't need to keep track of the direction of propagation. But in radiative transfer, we do keep track of the direction of wave propagation. Since we only consider the impact of the slowness perturbation in dV on the arrival time, we don't consider the scattering caused by the slowness perturbation, and as a consequence of expression (6) we assume that the direction of wave propagation does not change in dV . The waves propagate, in general, in all possible directionsn through dV , but this direction is the same for the incoming and outgoing waves. We thus replace expression (11) by
where I(r , s,n , t ) is the specific intensity of the wave that travels from the source s to r and that propagates at r in then direction, while I(r, r ,n , t − t ) is the wave that leaves r in then direction, and then propagates to the receiver r. The integration over d 2 n accounts for the waves that propagate through dV in all possible directions of propagation.
A more precise derivation, based on the ChapmanKolmogorov theorem for radiative transfer that is presented in appendix B, shows that
where the radiative transfer Green's function is defined by ∂G RT (r,n, r ,n , t) ∂t +v(r)n · ∇G RT (r,n, r ,n , t)
This Green's function gives the radiative transfer solution for a source that injects a unit pulse of energy propagating in then direction at position r . Using reciprocity for radiative transfer (Case, 1957) G RT (r,n, r ,n , t) = G RT (r , −n , r, −n, t) .
Physically, the minus signs in the right hand side are caused by the fact that when we interchange r and r , we must interchange the direction of energy propagation as well. Using this in equation (21) gives
By analogy with equation (15) we obtain for the travel time perturbation
Writing this equation in the form of expression (1), the sensitivity kernel derived from radiative transfer is given by
A comparison of the radiative scattering kernel above and the kernel (18) for diffuse waves is that in radiative transfer theory one uses waves traversing dV that propagate in the same directionn , while in the kernel (18) there is no accounting for the direction of waves that enter dV and those that leave dV . Physically this corresponds to the fact that diffuse waves propagate with nearly equal intensity in all directions, while in radiative transport the energy propagation may depend on direction. The radiative transfer kernel (26) stipulates that the incoming and outgoing wave in dV propagate in the same direction. This corresponds to the fact that we consider the imprint of velocity variations in dV on the arrival time scattered waves, but not the scattering of waves by inhomogeneities in dV .
One only needs the specific intensity to compute the sensitivity kernel (26) for radiative transfer. There are several ways to compute the specific intensity . One way to achieve this is to solve the equation of radiative transfer directly. Since the radiative transfer equation depends on 6 variables, and it is an integro-differential equation, this can be an involved and numerically demanding process. (Not to mention the intellectual demands.) An alternative is to use Monte-Carlo simulations where one shoots rays into the random medium that are scattered in statistically the same way as the wave scattering (Gusev and Abubakirov, 1996; Yoshimoto, 2000; Sens-Schönfelder et al., 2009) . A third alternative is to first compute the wavefield numerically, and derive the specific intensity from this wavefield. This involves locally decomposing the wavefield into the different directions of propagation, followed by squaring to convert the wavefield into specific intensity. The directional decomposition can be carried out by a local Fourier transform or by local beamforming.
Since radiative transfer keeps track of the direction of wave propagation, one can, in principle, use this theory also to retrieve anisotropic slowness perturbations that depend on the direction of wave propagationn by rewriting expressions (25) and (26) as
and
where K(r ,n ) measures the sensitivity to the slowness at location r of waves that propagates in then -direction.
AN EXAMPLE OF SENSITIVITY KERNELS AND OF THE BREAKDOWN OF DIFFUSION
To illustrate the kernels, and their limitations, we show in figure 4 the diffuse wave kernels (18) computed by Kanu and Snieder (2015a) for acoustic waves. The used model consists of a random medium that is overlain by a low-velocity layer in the near surface and a free surface with a rough topography (Kanu and Snieder, 2015a) . The source and receiver locations are marked with S and R, respectively. The four panels are for four different lag times, that are shown the upper right hand corner of each panel. These different lag times correspond to four different regimes of wave propagation. The kernels are computed by modeling the wavefield by finite difference simulations, and computing the energy density from the obtained waveforms. In order to reduce fluctuations, the kernels were averaged over a few realizations of the random medium (Kanu and Snieder, 2015a) . The upper left panel is for a time of t = 1.4 s, which corresponds to the travel time of the ballistic, or direct, wave that propagates from source to receiver. This wave can only be influenced by velocity perturbations on the path of the ballistic wave, and indeed the upper left panel shows a kernel that is only nonzero in the first Fresnel zone for the ballistic wave. (A description of the Fresnel zone is given by Spetzler and Snieder (2004) .) The wave in this time window is in the ballistic regime.
The panel in the top right is for a slightly later time t = 1.8 s. This time is large enough that the waves have had the time to be scattered, but the propagation time is so short that multiple scattering is not yet important. The sensitivity kernel is nonzero mostly on an ellipse with the source and receiver as focal points, although a weak reflected wave generated at the bottom of the near surface layer is visible just below the receiver. Since this kernel corresponds to single scattered waves, the waves are in the single-scattering regime. At a later time t = 2.5 s, shown in the bottom left panel, the waves have been scattered more often. As a result the single-scattering ellipse is filled in. The nonzero value of this scattering kernel within the single-scattering ellipse is caused by multiple scattering. These waves are in the multiple-scattering regime. In addition to the random infill of the singe-scattering ellipse by multiple scattering, a secondary ellipse is present within te single-scattering ellipse. This is due to scattered waves that reflect off the bottom off the low-velocity layer near the surface before propagating to the receiver.
The bottom-right panel, for travel time t = 5.0 s may be least familiar. For this late time there still is a remnant of the single-scattering ellipse near the bottom, and the speckle in the interior corresponds to multiple scattering. But the most conspicuous feature is the strong value of the kernels in a horizontal band running through the receiver R. The location of this horizontal band corresponds to the low velocity layer that is bounded by the corrugated free surface. The strong value of the kernel in this low-velocity layer implies that most of the wave energy, and hence most of the sensitivity to velocity changes, is in the low-velocity layer just below the free surface. For this late time, the waves are in the surface-saturated regime. Perhaps surprisingly, the near-surface layers attracts a large fraction of the wave energy, even though the source is located many wavelengths below the base of the low-velocity layer. This signifies the power of the near-surface layer to trap energy. Simulations as shown in figure 4 give insight into the sensitivity of the coda wave for velocity perturbations in different regions of the model. Of particular practical importance is the depth-dependence of this sensitivity.
The single-scattering ellipse in the upper right panel of figure 4 may seem perfectly natural, but something is wrong with this figure. The problem is that the kernels are for the sensitivity of the arrival time of coda waves to a velocity perturbation; these are not the kernels that account for the generation of scattered waves. The sensitivity of the single-scattered waves for velocity perturbations should be distributed over the interior of the single-scattering ellipse, because this interior covers the region of space traversed by the single-scattered waves, and hence velocity changes in this inner region are the cause of the changes in the arrival time of singlescattered waves.
So what went wrong? The sensitivity kernels in figure 4 are computed with the kernel (18) for diffuse waves, even though the propagation regime of the waves in the upper right panel of figure 4 is far from diffusive. As sketched in figure 2, we allow in the diffusive regime the incoming and outgoing waves at dV to travel in different directions. For diffuse waves, this difference in direction of wave propagation does not matter because these waves travel with near-equal intensity in all directions anyhow (van Rossum and Nieuwenhuizen, 1999) . But the single-scattered waves are highly directional. For a volume dV in the interior of the singlescattering ellipse, the situation sketched in figure 3 is much more realistic because for a volume element dV within the single-scattering ellipse, the waves continue on a straight line to the scattering point on the scattering ellipse. For this reason, the direction of propagation n must be preserved in the wave propagation within the single-scattering ellipse. Since this is not the case with the used diffuse wave theory for the computation of the sensitivity kernels in figure 4 , the sensitivity is erroneously confined to the single-scattering ellipse instead of the interior of this ellipse.
There are two ways to obtain the correct kernels for single-scattered waves. The first is to use the kernels that are designed for single-scattering (Pacheco and Snieder, 2006) . The other alternative is to use the radiative transfer kernel (26) because these kernels stipulate that the direction of wave propagation does not change in dV , as shown in figure 3 . This restriction precludes the contribution from velocity changes on the singlescattering ellipse.
THE TRAVEL TIME CHANGE FOR DIFFUSE ELASTIC WAVES
The somewhat lengthy derivation of section 2 makes it relatively easy to determine the sensitivity kernels for the travel time change of the coda waves caused by changes in the P -wave slowness sP and the S-wave slowness sS. The elastic displacement u can be separated into a curl-free part uP and a divergence-free part uS that corresponds to the P -and S-waves, respectively (Aki and Richards, 2002) : u = uP + uS. One might think that the energy can also be decomposed into a P -wave energy IP and an S-wave energy IS. Perhaps surprisingly, this is, strictly speaking not the case. This can be seen for example by considering the contribution of the kinetic energy I KIN to the total energy, which is given by for monitoring than using a surface-receiver array. In this case, the borehole array records more of the scattered waves generated within a given layer. This results in higher sensitivity to a change in that layer. Also, the borehole array, depending on its relative depth to the free-surface, is less sensitive to waves that are scattered at or near the free surface.
DISCUSSION AND CONCLUSION
We propose a novel approach to compute the sensitivity kernel that can be used to resolve weak changes within the earth's subsurface or any other medium using multiply scattered waves. These are changes which are usually irresolvable with singly scattered waves. Our approach does not rely on analytical models of the scattered intensity such as the diffusion and radiative transfer models. To compute the sensitivity kernel, we compute the intensity field needed for the kernel computation from numerically generated scattered wavefield. In this paper, we use finite-difference modelling for the computation of the seismic wavefield. The numerical modelling of the scattered intensity can take advantage of various numerical methods for seismic wavefield computation. Using our approach we can incorporate any complexities of the scattering medium and any boundary conditions of the medium. With an appropriate a priori scattering model, we can obtain a more accurate and detailed estimate of the sensitivity kernel which accurately describes the intensity of the scattered wave recorded by a given source-receiver pair. This numerical estimate of the sensitivity kernel potentially allows us to resolve a more detailed localized weak changes within a scattering medium compared to changes resolved with kernel which depends on a global estimate of the sensitivity kernel. Our kernel computation approach is suitable for a medium such as the earth's subsurface where in most cases the scattering properties are heterogeneous and whose scattered intensity may not be described analytically.
The goal for the computation of the sensitivity kernel is to characterize the origin and distribution of the recorded multiply scattered waves use for imaging weak changes within a scattering medium. In Section 3.2.2, the relative orientation of the source-receiver array to the scatterers within a medium affects the distribution and amount of scattered waves generated with the medium, which changes the characteristics of the sensitivity kernel. Imaging of weak changes with a sensitivity kernel that does not embody the local characteristic of the scattering medium especially in statistically complex media might lead to errors in the retrieved velocity changes.
The caveat to the computation of the scattered intensity and in extension the sensitivity kernel for the monitoring weak changes is the computation cost of both the scattered intensity and the corresponding kernel and the need for an accurate a priori model of the statistical properties of the scattering medium. The cost of the kernel computation mostly depends on the traveltime of the scattered phase for the kernel, the sum of number of sources and receivers, the number of the scattering model realizations needed, the cost of the forward modelling of the scattered intensity for both the source and receiver intensity fields, and the cost for the convolution . Sensitivity kernels for diffuse waves for a random medium with a near-surface layer as computed by Kanu and Snieder (2015a) for different lag times shown in the upper right corner of each panel. The source and receiver positions are marked by S and R, respectively. The model has a near surface layer and rough topography of the snele surface (Kanu and Snieder, 2015a) . The four panels corresponds to four different wave propagation regimes: ballistic wave propagation (top left), single scattering (top right), multiple scattering (bottom left), and the surface-saturated regime (bottom right).
where ρ is the mass density and the overdot denotes a time-derivative. The first term in the right-hand-side is the kinetic energy of the P -waves, and the second term is the kinetic energy of the S-waves. There is, however, an additional cross-term ρ(uP ·uS) that corresponds neither to the P -wave energy nor to the S-wave energy. The P and S-wave kinetic energies 1 2 ρu 2 P and 1 2 ρu 2 S are always positive, but the cross-term ρ(uP ·uS) can be either positive and negative. This means that the crossterm can be eliminated by local averaging over space and time. Note that the presence of the cross-term is not a peculiarity of elastic waves. Consider the superposition of two acoustic waves, u = u1 + u2. The corresponding energy is quadratic in the wavefield and satisfies I = u 2 1 + u 2 2 + 2u1u2, hence the presence of cross-terms is a general consequence of superposition.
After local averaging over space and time, the waves propagating through dV can be decomposed into P and S-waves, with their energies IP and IS, respectively. The P -wave energy is for a displacement field u in an isotropic medium with Lamé parameters λ and µ given by (Morse and Feshbach, 1953b; Shapiro et al., 2000) 
and the S-wave energy satisfies
This is twice the potential energy, but because the kinetic and potential energy average over time is equal (Dassios, 1979) , the total energy is twice the potential energy. After spatial averaging, the energy at r can be decomposed in contributions from P and S-waves:
where the energy for P and S-waves needs to be computed for the source at s, for example by prescribing
In three dimensions there are two S-wave polarizations: u S = u S1 + u S2 , and the S-wave energy is given by
The cross term on the right vanishes for two S-waves with orthogonal polarization that propagate in the same direction, but is, in general, nonzero, which can be verified for the special case u S1 =xf (t − z/v S ) and u S2 =ẑg(t − x/v S ). The cross term is, however, oscillatory in space, so it vanishes after spatial averaging. This means that when one uses expression (31) for the S-wave energy and applied some spatial averaging, the cross-terms between the S-wave polarizations do not contribute.
the double-couple of a moment-tensor source. A similar decomposition holds for I(r, r , t − t ). With this decomposition of the energies, equation (11) for diffuse acoustic waves can for elastic waves be generalized to
Note that doing so we have ignored cross-terms such as IP (r, r , t − t )IS(r , s, t ) between P and S-wave energies. Such cross-terms account for the mode-conversions in dV , but since we aim to retrieve the kernels for the travel time change, in contrast to the sensitivity kernels for the waveforms, such mode conversion are not relevant. This does, however, not mean there are no conversions between P and S-waves; conversions between these different wave types can occur along the paths from the source to r , and between r and the receiver.
Reciprocity holds for elastic waves (Aki and Richards, 2002) , and it therefore also holds for the energy associated with these waves, hence
This energy needs to be interpreted carefully. IP (r, r , t − t ) is the energy associated with the Green's function that propagates P -wave energy at r to the recorded component at the receiver at r. Let G DP (r , r, t − t ) be the P -wave energy at location r that is generated by a unit impulsive point force at the receiver location r in the direction of the receiver that records the wavefield. This quantity corresponds to the P -wave energy associated with the elastic wave Green's function Gic(r , r, t − t ), where i denotes the orientation of this wavefield at location r and c the orientation of the receiver at r. A similar definition holds for the S-wave energy density Green's function G DS . The Green's function Gic is the elastic wave Green's tensor (Aki and Richards, 2002 ) that should not be confused with Green's function G D,P or S for the diffusive energy for P or S-waves. In the case of a pressure receiver, G DP is the P -wave energy at r generated by a unit explosive source at r, and G DS is the corresponding S-wave energy. Even though an explosive source does not generate S-waves, the S-wave energy at r is, in general, nonzero due to mode conversions caused by the heterogeneity. We show numerical examples in section 6.
The rest of the derivation proceeds in the same way as in section 2, with the difference that we multiplied expression (11) with the relative slowness change δs/s. For elastic waves each of the terms of the right hand side of equation (33) must be multiplied with the relative slowness change for each wave-type. Doing so generalizes equations (16) and (17) for elastic waves to
Note that in expressions (36) and (37) the energies IP and IS in the numerator are the contributions from the P and S-waves, respectively, to the energies at r . By contrast, the energy in the denominator is the total energy recorded of the c component of the motion at the receiver location r, just as it is in equation (17) for scalar waves. Since for strongly scattered elastic waves the S-wave energy dominates the P -wave energy (Weaver, 1982; Snieder, 2002) , the sensitivity kernel KS for perturbations in the S-wave slowness is much larger than the sensitivity kernel KP for perturbations in the Pwave slowness.
NUMERICAL EXAMPLES
In this section we present numerical examples for the sensitivity kernels KP and KS for P and S-waves. Following expressions (30) and (31) the kernels are computed by taking the divergence and the curl of the wavefield computed with the spectral element method (Specfem2D) (Tromp et al., 2008) . The used twodimensional velocity medium is a superposition of a constant background with P -velocity 6500 m/s, and random fluctuations that obey a von Karman distribution (Sato and Fehler, 2012) with exponent κ = 0.5. At every location the P and S-waves are scaled such that vP (r)/vS(r) = √ 3 (Poisson medium). The variance of the velocity perturbations is 20%, and the correlation lengths are given by ax = az = 325 m, which is of the order of the wavelength for P -waves at the used dominant frequency of 20 Hz. A free surface is present at the top (z = 0), and absorbing boundaries are applied to the sides and bottom of the computational domain. The simulations are described by Obermann et al. (2013) , who give more details on the medium characterization.
The kernels for the P and S-waves generated by an explosive source at location s and a hydrophone (pressure sensor) at r are shown in figure 5. These kernels are averaged over 4 realizations of the random medium, this suppresses fluctuations caused by the specific realization used. The left panels are for a time that corresponds to the travel time of the ballistic P -wave. For this early time the P -wave sensitivity is confined to the path of the ballistic wave from s to r. Just as in figure 4 , the P -wave kernel is for a slightly later time (t = 1.75 s) most prominent on the single-scattering ellipse. As argued in section 4, the kernel should fill the interior of the ellipse. To a certain extent this happens, in particular near the source and receiver where the sensitivity is large (Pacheco and Snieder, 2005; Mayor et al., 2014) , but the largest sensitivity is confined to the single-scattering ellipse. This discrepancy is caused by treating the single-scattered waves as being diffuse, which is not realistic. For later time (t = 3 s) P -waves reflected off the free surface dominate the P -wave kernel in the top right panel. The S-wave sensitivities, as shown in the bottom panels of figure 5, are caused by P → S → P conversions because the explosive source does not generate S waves and the used receiver, a hydrophone, does not detect Swaves. For the time of the direct P -wave, the bottom left panel of figure 5 , the S-wave sensitivity is confined to small regions near the source and receiver. Because the travel is equal to the travel time for the direct P-wave, there is no possibility of the wave to propagate as an S-wave, which means that the P → S → P conversions must take place at almost the same location. Since this is extremely unlikely, the S-wave sensitivity is about 10,000 times smaller than the P -wave sensitivity for this early time.
For later times (middle and right panels in bottom row) the S-wave kernels are nonzero, despite the fact that the explosive source does not generate shear waves. This sensitivity to the shear wave velocity is caused by P → S → P converted waves by the fluctuations in the random medium, but for these later times the mode conversions can take place at different locations. Since these mode conversions occur throughout the random medium, the sensitivity kernels for the S-waves are distributed to the interior of an egg-like region in space centered on the source and receiver. Note that for t = 3 s, the bottom right panel of figure 5 , there is a slight sensitivity to the shear velocity near the free surface in the middle of the shown area. This sensitivity is caused by conversions from P -waves to surface waves to P waves by near-surface heterogeneity.
In figure 6 we compare the wavefields and timedependence of the sensitivity kernels for waves excited by an explosive source (left panels) and for point forces (middle and right panels) with a direction shown in the top panels. For both wavefields the direct P -wave is clearly visible, this P -wave is isotropic for the explosive source (top left), but it is modulated by the radiation pattern of the point force in the top middle and right panels. Note that for the point force (middle and right top-panels) there is a pronounced ballistic S-wave, which is absent for the explosive source (top-left panel) because an explosion does not generate shear waves.
The panels in the middle row of figure 6 show the P and S-wave kernels for the location r marked in the top panel for times up to 40 s. Note that the timedependence for the kernels is similar, irrespective of the source type. For the 45
• elastic force (middle panels), the point force radiates no S-waves towards r , yet the S-wave kernel is nonzero, as it is for the explosive source in the left panels. The scattering and mode conversion is so strong that the P and S wave fields equilibrate. This equilibration can be seen more clearly in the bottom panels of figure 6, which show the ratio of the S-wave Figure 6 . Snapshots of the wavefields (top row), sensitivity kernels K P (r ) and K S (r ) at location r (middle panels), and the ratio of these kernels at r (bottom panels). The examples are for a source at s and a seismometer at r as shown in the top panels. The left column is for an explosive source, while the middle and right columns are for a point force in the direction of the white arrows shown in the top panels.
kernel to the P -wave kernel at location r for the three source types. For t > 4 s, this ratio approaches an equilibrium value KS/KP ≈ 9.
This ratio can be explained as follows. For a strongly scattering medium in two dimensions, the equilibrium ratio of the S-wave energy to the P -wave energy is given by IS/IP = (vP /vS) 2 . According to expressions (36) and (37), the P -wave kernels depends on the product of P -wave energies (G DP and IP ), while the S-wave kernel depends on product of S-wave energies. This means that in equilibrium KS/KP ∝ (IS/IP ) 2 = (vP /vS) 4 . For a Poisson medium (vP /vS = √ 3), this implies that KS/KP = 9. The ratio of the kernels in the bottom panels of figure 6 is slightly higher than this value. We attribute this difference to the presence of the free surface, which through the presence of surface waves slightly modifies the ratio of the P and S-energies (Weaver, 1985; Hennino et al., 2001; Margerin et al., 2009; Obermann et al., 2013 Obermann et al., , 2016 . The large value of this ratio implies that the coda waves are mostly influenced by the S-velocity. This is even more pronounced in three dimensions where in equilibrium IS/IP = 2(vP /vS) 3 (Weaver, 1982) , hence KS/KP = 4(vP /vS) 6 = 98 for a Poisson medium. The numerical examples show that in the strong scattering regime the changes in the coda depend mostly on the changes in the S-velocity, and that the sensitivity kernels do not depend strongly on the details of the seismic source.
