We examine the importance of incorporating macroeconomic information and, in particular, accounting for model uncertainty when forecasting the term structure of U.S. interest rates. We start off by analyzing and comparing the forecast performance of several individual term structure models. Our results confirm and extend results found in previous literature that adding macroeconomic information, through factors extracted from a large number of individual series, tends to improve interest rate forecasts. We then show, however, that the predictive power of individual models varies over time significantly. Models with macro factors are the more accurate in and around recession periods. Models without macro factors do particularly well in low-volatility subperiods such as the late 1990s. We demonstrate that this problem of model uncertainty can be mitigated by combining individual model forecasts. Combining forecasts leads to encouraging gains in predictability, especially for longer-dated maturities, and importantly, these gains are consistent over time.
Introduction 2 Data

Yield Data
Our term structure dataset consists of constant maturity, end-of-month continuously compounded yields on U.S. zero-coupon bonds. These have been constructed from average bid-ask price quotes on U.S. Treasuries from the CRSP government bond files. CRSP filters the available quotes by taking out illiquid bonds and bonds with option features. The remaining quotes are used to construct forward rates using the Fama and Bliss (1987) bootstrap method, as outlined in Bliss (1997) . The forward rates are then averaged to construct constant maturity spot rates.
3 Similar to Diebold and Li (2006) and Mönch (2008) , our dataset consists of unsmoothed Fama-Bliss yields. These unsmoothed yields exactly price the underlying U.S. Treasury securities.
Throughout our analysis we use yields for N = 13 different maturities; τ = 1, 3 and 6 months and 1, 2,. . ., 10 years. We denote time-t yields by y (τ i ) t for i = 1, . . . , N . For the Nelson-Siegel models we follow Diebold and Li (2006) and Diebold, Rudebusch, and Aruoba (2006) by including additional maturities of 9, 15, 18, 21 and 30 months in order to increase the number of yield observations at the short end of the curve. Our sample period covers January 1970 till December 2003 for a total of 408 monthly observations. Similar to Duffee (2002) and Ang and Piazzesi (2003) we include data from well before the Volcker disinflation period, despite the reservations expressed in Rudebusch and Wu (2008) that it is likely that the pricing of interest rate risk and the relationship between yields and macroeconomic variables have changed during such a long time span. We do so for two reasons: (i) to have enough observations to identify the parameters of the models in our model consideration set with sufficient accuracy, as some models are highly parameterized, and (ii) to be able to assess forecasting performance over sufficiently long (sub-)periods with different yield curve characteristics.
The downside of using the Bliss dataset is that it stops at the end of 2003, well before the financial turmoil that started around July 2008 and which is obviously an interesting period during which to gauge the time-varying forecasting performance of various yield curve models. Two widely-used alternative datasets that contain more recent data are the FamaBliss CRSP dataset which is currently updated until the end of 2008, and the real-time dataset of Gürkanyak, Sack, and Wright (2007) (GSW) which is available from the Federal Reserve Board's website. The CRSP dataset only contains maturities up until five years, however, whereas one of our aims in this paper is to study model forecasting performance for longer-dated yields. The drawback of the GSW dataset is that it consists of smoothed fitted yields using the Svensson (1994) extension of the Nelson and Siegel (1987) model.
Since we include the two-step Nelson-Siegel specification of Diebold and Li (2006) as one of the models in our model consideration set (albeit that our first-round fitting step uses the original Nelson-Siegel model and not the Svensson extension as in GSW) we do not want to give this approach a potentially unfair advantage.
Figure 1(a) shows time-series plots for a subsample of the 13 maturities in our dataset whereas Table 1 reports summary statistics. The stylized facts common to yield curve data are clearly present: the sample average curve is upward sloping and concave, volatility is decreasing with maturity, autocorrelations are very high and increasing with maturity, and normality is rejected due to positive skewness and excess kurtosis. Correlations between yields of different maturities are high, especially for similar maturities. Even the maturities which are furthest apart (1 month and 10 years) still have a full-sample correlation as high as 86%.
Macroeconomic Data
Our macroeconomic dataset originates from Stock and Watson (2005) and consists of 116 series. Our macro dataset is the same as that of Ludvigson and Ng (2009) . Contrary to Ludvigson and Ng (2009) , however, we excluded all interest rate and interest rate spreadrelated series from the original 132 series in the dataset, discarding 16 series in total. We do include the federal funds rate as being an instrument for the stance of the Fed's monetary policy. The macro variables are classified in 15 categories: (1) output and income, (2) employment and hours, (3) retail, (4) manufacturing and trade sales, (5) consumption, (6) housing starts and sales, (7) inventories, (8) orders, (9) stock prices, (10) exchange rates, (11) federal funds rate, (12) money and credit quantity aggregates, (13) price indices, (14) average hourly earnings and (15) miscellaneous. Table 2 lists the series included in the macro dataset and the category they are classified in.
We transform the monthly recorded macro series, whenever necessary, to ensure stationarity by using log levels, annual differences or annual log differences. Column 2 of Table  2 lists the transformations. Outliers in each individual series are recursively replaced by the median value of the previous five observations, see Stock and Watson (2005) for details. We follow Ang and Piazzesi (2003) , Aruoba (2006), and Mönch (2008) and in our use of annual growth rates. Monthly growth rates series are very noisy and are therefore expected to add little information when added to the various term structure models. We need to be careful about the timing of the macro series relative to the interest rate series to prevent the use of information that has not been released yet at the time when a forecast is made. This in order to make this a realistic pseudo real-time out-of-sample forecasting exercise. The interest rates in our dataset are recorded at the end of the month. Although macro figures tend to be released at the beginning or in the middle of the month, 5 they are typically released with a lag of one up to several several months. We accommodate for a potential look-ahead bias by lagging all macro series by one month, except for financial series; stock index variables, exchange rates and the federal funds rate, which are all monthly averages.
4
Similar to Mönch (2008) and Ludvigson and Ng (2009) , we extract a small number of common factors from our macro dataset. Mönch (2008) , based on the work of Bernanke, Boivin, and Eliasz (2005) , builds a no-arbitrage Factor-Augmented term structure model with four factors from a large panel of macroeconomic variables whereas Ludvigson and Ng (2009) use macro factors to predict excess bond returns. As in these papers, we apply principal component analysis to obtain macro factors from the full panel of macro series.
Before extracting principal component factors, we first standardize all the series to have zero mean and unit variance, see Stock and Watson (2002a,b) for details. The use of common factors instead of individual macro series allows us to incorporate a much richer information set beyond that contained in often used variables such as CPI, PPI, employment, output gap or capacity utilization alone, while at the same time ensuring that the number of model parameters remains manageable.
For the full sample period, the first common macro factor explains 35% of the variation in the macro panel. The second and third factors explain an additional 19% and 8%, respectively, whereas the first 10 factors together explain an impressive 85%. Figure 2 shows the R 2 when regressing each individual macro series on each of first three factors separately. These types of regressions allows us to attach economic labels to the factors and to interpret them more as representing meaningful economic variables instead of simply as artifacts from a statistical procedure. The first factor closely resembles the series in the real output and employment categories (categories 1 and 2), as well as categories 3 through 8, and can therefore be labelled business cycle or real activity factor. The second factor loads mostly on inflation measures (category 13) which allows for the label of inflation factor. The third factor, although the correlations are much lower than for the first and second factor, is mostly related to money stock and reserves (category 12) and could thus be labelled a monetary aggregates or money stock factor. Figure 3 corroborates these interpretations graphically through timeseries plots of the three macro factors together with industrial production (total), consumer price index (all items) and money stock (M1), respectively. We have chosen to include the first three factors as exogenous explanatory variables in the various term structure models because, together, these factors explain over 60% of the variation in the macro panel.
5 Given that we want to construct interest rate forecasts we also need to select a model to forecast the macro factors. We discuss this in more detail in Section 3.1.
Models
We assess the individual and combined forecasting performance of a range of models that are commonly used in the literature as well as by practitioners. Since previous studies have
shown that parsimonious models often outperform more sophisticated models, we consider models with different levels of complexity. Our model set ranges from unrestricted linear specifications for yield levels (AR and VAR models), models that impose a parametric structure on factor loadings (the Nelson-Siegel class of models), to models that impose crosssectional restrictions to rule out arbitrage opportunities (affine models). Our benchmark model throughout out forecasting exercise is the random walk model.
We could in principle consider an almost unlimited number of different models. For example, one can think of lots of different models resulting from including various (subsets of) individual macro variables, such as the models of Diebold, Rudebusch, and Aruoba (2006) and Hordahl, Tristani, and Vestin (2006) . Although it is true that these models can me more economically meaningful than some of the models we examine, considering each and every one of these would blow up the number of models in our consideration set. To keep the number manageable, we therefore consider only a small but representable subset of models.
Furthermore, we circumvent the decision of which individual macro variables to include by basically including all of them through our macro factor approach.
In this section we present the different models. We defer all specific details regarding inference and generating (multi-step ahead) forecasts to Appendix A.
Incorporating macro factors
The approach we use to incorporate the three macro factors is the following. Denote M t as the (3 × 1) vector containing the time-t values of the macro factors. We add the factors to each term structure model, contemporaneously as well as lagged by one month to capture any delayed effects of macroeconomic news on the term structure.
6 The exogenous explanatory macro information we add to the models is denoted by X t , and is thus given by X t = (M t M t−1 ) .
Our approach implies that when we forecast yields, we also need to model and forecast the macro factors. We tackle this issue by following Ang and Piazzesi (2003) in only allowing for a uni directional link from macro variables to yields. Although this can be argued to be a restrictive assumption as it does not allow for a potentially rich bi directional feedback, it enables us to model the time-series behavior of the macro factors separate from that of yields, which considerably facilitates estimation.
7 Information criteria suggest modeling and forecasting M t using a VAR model with three lags:
where c is a (3×1) vector, Φ i is a (3×3) matrix for i = 1, . . . , 3, and H is a (3×3) unrestricted covariance matrix. Forecasts of future factor values can be constructed by forward iteration of the estimated relationship in (1).
Interest Rate Models
Random walk
The first model that we consider is a random walk without drift for each individual maturity
In this model any h-step ahead forecastŷ
T +h is simply equal to the most recently observed value y
T . It is natural to consider this no-change model as the benchmark against which to judge the predictive power of other models, and we do so throughout the paper. Table 1 confirms that yields are indeed all but non-stationary as the reported first-order autocorrelation coefficients are all very close to unity. Duffee (2002) , Ang and Piazzesi (2003) , Li (2006), and Mönch (2008) all show, using different models and different forecast periods, that beating the random walk in terms of forecasting performance is quite an arduous task. We denote the random walk model by the abbreviation RW.
AR model
Although (unreported) results indicate that the null of a unit root for yield levels cannot be rejected statistically, the assumption of nonstationary yields is difficult to interpret from an economic point of view. Nonstationarity implies that interest rates can roam around freely and do not revert back to a long-term mean, something which contradicts the Federal Reserve's monetary policy objective of moderate long-term interest rates. The second model that we consider therefore is a first-order univariate autoregressive model which allows for mean-reversion,
where c (τ i ) , φ (τ i ) and σ (τ i ) are scalar parameters and ψ (τ i ) is a (6 × 1) vector containing the coefficients on the macro factors. We construct forecasts both with and without macro factors by setting ψ (τ i ) = 0. We denote the yield-only model by AR and the model with macro factors by AR-X. For this and all other models we construct iterated h-step ahead forecasts. Another approach is to construct direct forecasts, by regressing y
directly on its h-month lagged value y
t−h as in Diebold and Li (2006) . For the state-space form of the Nelson-Siegel model and the affine model such an approach is, however, uncommon. For the sake of consistency, we therefore chose to use iterated forecasts for all the models. Whether iterated forecasts are more accurate than direct forecasts is still an ongoing debate, see for example the recent discussion in Marcellino, Stock, and Watson (2006) . In the context of interest rate forecasting, Carriero, Kapetanios, and Marcellino (2009) find that for linear AR and VAR models the iterated approach produces better forecasts than the direct approach.
VAR model
Vector autoregressive (VAR) models allow for using the history of other maturities as additional information on top of any maturity's own history. We use the following first-order VAR specification,
where Y t contains the yields for all 13 maturities;
] , c is a (13 × 1) vector, Φ a (13 × 13) matrix, Ψ a (13 × 6) matrix, and H is the (unrestricted) residual variance matrix containing 1 2 N (N + 1) = 91 free parameters. Our approach is similar in spirit to the VAR models used in Marshall (1998, 2007) and Ang and Piazzesi (2003) in the sense that we impose exogeneity of macroeconomic variables with respect to yields.
A well-known drawback of using an unrestricted VAR model for yields is that forecasts can only be constructed for those maturities that are actually included in the model. Since we want to construct forecasts for thirteen maturities, this results in a substantial number of parameters that need to be estimated. In an attempt to mitigate estimation error and, consequently, to reduce the forecast error variance, we instead summarize the information contained in the explanatory vector Y t−1 by replacing it with a small number of common yield curve factors. Similar to Litterman and Scheinkman (1991) and many other studies, we find that the first 3 principal components explain almost all the variation in the cross section of yields (over 99% for the full sample). Accordingly, we replace Y t−1 in (4) with the (3 × 1) vector of yield factors F t−1 :
where Φ is now a (13×3) matrix. The VAR model without and with macroeconomic variables is denoted by VAR and VAR-X, respectively. Diebold and Li (2006) show that using the in essence static Nelson and Siegel (1987) model as a dynamic factor model generates highly accurate interest rate forecasts. The NelsonSiegel model differs from the unrestricted VAR model in (5) in that it imposes a parametric structure on the factor loadings. The factor loadings Φ are specified as exponential functions of time to maturity and a single parameter λ. Following Diebold, Rudebusch, and Aruoba (2006) , the state-space representation of the three-factor model, with a first-order autoregressive model for the dynamics of the state vector, is given by
Nelson-Siegel model
The state vector, β t = (β 1,t , β 2,t , β 3,t ) , contains the latent factors at time t which can be interpreted as level, slope and curvature factors, respectively (see Diebold and Li, 2006 for details). The parameter λ governs the exponential decay towards zero of the factor loadings on β 2,t and β 3,t , a is a (3 × 1) vector of parameters, and Γ is a (3 × 3) parameter matrix. We assume that the measurement equation and state equation errors in (6) and (7) are normally distributed and mutually uncorrelated;
where H is a diagonal (18 × 18) matrix and Q a full (3 × 3) matrix. We follow Diebold and Li (2006) by adding five maturities (τ = 9, 15, 18, 21 and 30 months) to the short end of the yield curve to estimate the . To estimate the Nelson-Siegel model, we use two different estimation procedures: a two-step approach and a one-step approach.
The two-step approach is used in Diebold and Li (2006) and consists of first estimating the latent factors in β t using the cross-section of yields for each month t, while fixing λ. Given the estimated time-series for the factors, the second step then consists of modeling the dynamics of the factors in (7) by fitting either a joint VAR(1) model, or by estimating separate AR(1) models, thereby assuming that both Γ and Q are diagonal. We denote these approaches by NS2-VAR and NS2-AR, respectively. The one-step approach follows from Diebold, Rudebusch, and Aruoba (2006) and involves jointly estimating (6)- (8) as a state space model using the Kalman filter. In this approach we assume that Γ and Q are both full matrices, while λ is now estimated alongside the other parameters. We denote the one-step approach by NS1.
Diebold, Rudebusch, and Aruoba (2006) show how to extend the Nelson-Siegel model to incorporate macroeconomic variables by adding these as observable factors to the state vector, and then writing the model in companion form:
The state vector now also contains observable factors;
The dimensions of a, Γ and Q are increased appropriately and η t is now given by η t = (u t , ξ t , 0, . . . , 0) . We impose structure on Γ and Q to accommodate for the effects of lagged macro factors while maintaining the unidirectional causality from macro factors to yields only. 10 In particular, the lower left (9 × 3) block of Γ consists of zeros whereas Q is block diagonal with a non-zero (3 × 3) block Q β for the yield factors and a non-zero (3 × 3) block Q M for the contemporaneous macro factors. All other blocks on the diagonal contain zeros only. The Nelson-Siegel model with macro factors can also again be estimated by using either a two-step approach with AR or VAR dynamics for the yield factors, which we denote by NS2-AR-X and NS2-VAR-X, respectively, or by using the one-step approach, which we denote by NS1-X. Another potential specification of the Nelson-Siegel model would be 9 Note that because we model the observable macro factors in M t with a VAR(3) model, we need to add both the first and second lag, M t−1 and M t−2 , respectively, to the state vector in order to write the state equations in companion form.
10 The macro factors are prevented from entering the measurement equations directly by only allowing the factor loadings of β t to be non-zero in (9). Diebold, Rudebusch, and Aruoba (2006) impose this restriction to maintain the assumption that three factors are sufficient to describe interest rate dynamics. We follow Diebold, Rudebusch, and Aruoba (2006) here because relaxing this assumption would result in a substantial number of additional parameters.
that of Christensen, Diebold, and Rudebusch (2009) who adjust the Nelson-Siegel model to make it consistent with arbitrage-free models (to be discussed in the next section). Although Christensen, Diebold, and Rudebusch (2009) show that the Arbitrage-Free Dynamic NelsonSiegel (AFDNS) model forecasts well out-of-sample, Carriero, Kapetanios, and Marcellino (2009) , using a longer forecasting sample, report that the performance of the AFDNS model is not that different from the two-step Nelson-Siegel model. Because our model set is already large as it is, we therefore chose not to include the AFDNS model in our model set.
Affine model
Models that impose no-arbitrage restrictions have been examined for their forecast accuracy in for example Duffee (2002) , Ang and Piazzesi (2003) and Mönch (2008) . The attractive property of the class of no-arbitrage models is that sound theoretical cross-sectional restrictions are imposed on factor loadings to rule out arbitrage opportunities. In this paper we consider a Gaussian-type discrete time affine no-arbitrage model, using a set-up similar to Ang and Piazzesi (2003) . In particular, we assume that movements in the yield curve are driven by a vector of K underlying state variables, Z t , which we assume follows a Gaussian VAR(1) process
where Σ is a (K × K) lower triangular Choleski matrix, µ a (K × 1) parameter vector and
The short interest rate is assumed to be an affine function of the factors
where δ 0 is a scalar and δ 1 a (K × 1) vector. We adopt a standard form for the pricing kernel, which is assumed to price all assets in the economy,
We specify market prices of risk to be time-varying and affine in the state variables
with λ 0 a (K × 1) vector and λ 1 a (K × K) matrix. Risk premia are constant over time if λ 1 is equal to a zero matrix. When λ 0 is also equal to zero, risk premia are zero altogether.
Under the above assumptions it can be shown that bond prices are an exponentially-affine function of the state variables,
We can recursively determine the price of a τ −period bond using
where the expectation is taken under the risk-neutral measure. Ang and Piazzesi (2003) , among others, show that this gives the following recursive formulas for the bond pricing coefficients A (τ ) and B (τ ) :
when starting from A (0) = 0 and B (0) = 0. If bond prices are exponentially affine in the state variables then yields are affine in the state variables since P
the model we deviate from the popular Chen and Scott (1993) approach and instead assume that every yield is contaminated with measurement error in a state-space estimation set-up.
To summarize, we specify the following affine model
(19)
where H is assumed to be a diagonal matrix, Q = ΣΣ , and a (τ i ) and b (τ i ) are the recursive yield equation functions. We assume Z t to consist of K = 3 common factors. We denote this model by ATSM.
We extend the model to incorporate observable macroeconomic factors in a similar way as for the Nelson-Siegel model,
. The state equation (23) is written in companion form and the dimensions of a
, µ, Ψ and Q are again increased appropriately. As in the NelsonSiegel model, Q is block diagonal with only two non-zero blocks, Q Z and Q M . Unlike in the Nelson-Siegel model, however, in the affine model yield movements are also directly related to current and past macro movements through the bond pricing coefficients. We do assume that the short rate and risk premia only depend on contemporaneous values of the macro factors, i.e. we set all coefficients in δ 0 , δ 1 , λ 0 and λ 1 associated with M t−1 and M t−2 equal to zero, similar to the 'macro model' in Ang and Piazzesi (2003) . We denote the affine model with macroeconomic factors by ATSM-X. We want to note two points here. First, our affine-with-macro model is a hybrid between the macro model of Ang and Piazzesi (2003) and the FAVAR model of Mönch (2008) . Compared to Ang and Piazzesi (2003) we use macro factors that are based on many more macro variables, whereas compared to Mönch (2008) we also incorporate latent yield factors. The yield factors are likely to improve the predictive ability of the model because the yield factors can better pick up high-frequency movements in yields (see also the discussion in Mönch, 2008) . Second, we estimate the affine model using the Kalman Filter where we assume that every yield has measurement error. This implies that the factors in f t are not simply a linear combination of yields so that the macro factors do truly add exogenous information to the model. Adding macroeconomic variables or factors to affine models can cause estimation problems because it further increases the number of parameters in these already highly parameterized models.
11 To speed ups as well as to facilitate the estimation procedure, we therefore use the two-step approach of Ang, Piazzesi, and Wei (2006) by making the latent yield factors observable. Contrary to Ang, Piazzesi, and Wei (2006) , however, who directly use the observed short rate and the term-spread as measures of the level and slope of the yield curve,
we use principal component analysis to extract common factors from the full set of yields.
We use the first three factors as our observable state variables.
Forecasting 4.1 Forecast procedure
We divide our dataset into an initial estimation sample which covers the period 1970:1 -1988:12 (228 observations) and a forecasting sample which is comprised of the remaining period 1989:1 -2003:12 (180 observations). The first sixty months of the forecast period are used as a training sample to start up the forecast combinations discussed in Section 5.
Consequently, we report forecast results for the sample 1994:1 -2003:12 (120 observations). We recursively estimate models using an expanding window, starting from the initial sample 1970:1 -1988:12.
12 Given a set of parameter estimates, we construct point forecasts for four different horizons: h = 1, 3, 6 and 12 months ahead. As discussed in the previous section, for horizons beyond h = 1 month we compute iterated forecasts. To prevent datasnooping, we also recursively construct the macroeconomic factors (see Section 2.2), as well as the yield curve factors used in the VAR and the ATSM. Welch and Goyal (2008) . These cumulative squared prediction error series clearly show in which months models outperform and in which months they underperform a given benchmark (here the random walk model). The model-m, time-T CSPE for a τ i -month maturity is given by
Forecast evaluation
where y
t+h is the yield for a τ i -month maturity observed at time t + h, while y
t+h|t,m is its model-m forecast, made at time t. See Appendix B for further detailed formulas.
To test for statistically significant differences in forecasting accuracy between competing models we apply the Model Confidence Set (MCS) approach developed by Nason (2003, 2005) . Given a set of competing forecasting models, M 0 , the MCS procedure identifies the MCS M * α ⊂ M 0 , which is the set of models that contains the "best" forecasting model given a confidence level 1−α. Starting from the full set of models, M = M 0 , and a vector of R forecasts, the MCS procedure repeatedly tests the null hypothesis of equal forecasting accuracy,
is the loss differential between models i and j in the set, with L being an appropriate loss function. The MCS procedure sequentially eliminates the worst performing models from M as long as the null is rejected. This procedure is repeated until the null is no longer rejected, in which case the surviving set is M * α . We follow Hansen, Lunde, and Nason (2003) by using their semi-quadratic statistic which gives the following t− statistics:
where
Similarly, we implement the MCS procedure using the stationary block bootstrap of Politis and Romano (1994) with an average block length of 20 months and we the squared forecast error as loss function.
In the tables below we report results for confidence levels of 1−α = 90% and 1−α = 75%. The test is performed independently for different maturities and forecast horizons.
Forecasting results: individual models
We start our discussion of the forecasting performance of individual models by considering the results in Panels A and B of Tables 3 to 6. The first row of each table reports the (T)RMSPE for the random walk model, whereas the remaining rows in Panels A and B are (T)RMSPEs relative to those of the random walk. Any number below one therefore indicates outperformance relative to the random walk, whereas any number larger than one signals underperformance. Two stars next to the RSMPE individual models indicates that a model belongs to the model set M * 0.25 according to the T SQ test statistic, whereas one star is for when it belongs to the model set M * 0.10 instead. Figures 12 to 15 show time-series plots of the realized and predicted yields, both for individual models as well as for forecast combination methods (discussed in Section 5)
At first sight the results in Tables 3 to 6 are disappointing if we focus solely on the TRMSPE results in the first column of each table. There is not a single model that, across the board of maturities, consistently outperforms the random walk for all forecast horizons, as reflected by the relative TRMSPE statistics. In addition, when considering each horizon in isolation, still only a few models produce forecasts which are more accurate than simply repeating the last known value, and for those that do the improvements are often only marginal. The univariate autoregressive model augmented with macro factors gives the lowest TRMSPE for short horizons (1 and 3 months), whereas the VAR model with macro factors does so for longer horizons (6 and 12 months). More complex models such as the affine and Nelson-Siegel models perform poorly.
Focusing on specific maturities gives us more and different insights however. Predictability tends to be relatively high for short forecast horizons and short maturities as evident from the relative RMSPE statistics. For example, for the 1-month yield the majority of models outperform the random walk at both the 1-month and 3-month forecast horizon. Moreover, for both horizons the random walk is not in the final full-sample Model Confidence Set. For medium maturities, such as the 1-year and 2-year yield, the random walk is more difficult to beat, although the MCS tends to be smallest for these yields, consisting primarily of the random walk and the AR-X model. Although some models still provide RMSPE statistics below one for long maturities, only a few models, if any, are dropped from the final MCS. For example, for the 10-year yield all models end up in the MCS at the 3-month horizon.
For the 6-month and 12-month forecast horizons, using macroeconomic information seems to be a pre-requisite for obtaining at least some level of predictability. Among the macro-augmented yield models, the VAR-X model outperforms the random walk most consistently across maturities, in particular for a 12-month horizon. Contrary to its results for shorter forecast horizons, the AR-X model is now accurate only for short maturities. Interestingly, the most accurate forecasting models for short maturities are the NS1-X and ATSM-X models. For medium and longer-dated maturities, imposing no-arbitrage restrictions on factor loadings does not help in forecasting yields. This result is consistent with Duffee (2009) who argues that no-arbitrage restrictions have no practical effect on forecast accuracy.
With the exception of one case -the ATSM for the 1-month yield for a 6-month forecast horizon -not a single yield-only model outperforms the random walk. Despite this, however, it proves to be very difficult to eliminate these models from the final Model Confidence Set.
Only in rare occasions do models get discarded, indicating a substantial degree of model uncertainty. A final interesting observation to make from Tables 3 to 6 is that the two-step Nelson-Siegel models, regardless of whether these incorporate macroeconomic information or not, perform poorly across maturities and forecast horizons. This appears to contradict the results of Diebold and Li (2006) stable interest rate dynamics, and seems best described as a low-volatility, low-spread regime for interest rates. Interestingly, Duffee (2002) , Ang and Piazzesi (2003) , and Diebold and Li (2006) , among others, all tend to report a fair amount of predictability for this period. The CSPE graphs allow us to examine in much more detail how models perform during this period as well as during both recession periods, virtually on a month-to-month basis. Similar to us, Mönch (2008) and Carriero, Kapetanios, and Marcellino (2009) compare the forecast performance of a range of different models. They find that their preferred FAVAR and BVAR model, respectively, have the best relative RSME performance. To check the robustness of this result, they perform subsample analysis. However, both studies do so by considering just two subsamples, so we can still only judge models based on a single summary statistic for each subsample. This again does not give any real insight into where and why models perform well or not.
Although our out-of-sample period only contains two recessions, we believe the CSPE graphs reveal four important features. First, macro models perform better just prior to and during recessions. The CSPE lines are increasing in those periods, indicating that macro models forecast more accurately than the random walk. This is particularly true for long forecast horizons, see for example Figure 7 . As several macro models simultaneously outperform the random walk, it clearly is the case that it is the macroeconomic information that is driving this result, and not so much any specific model. Ludvigson and Ng (2009) offer an interesting insight which can explain why macro information is useful in and around recessions. They find that macro factors explain risk premia much more than yield information does. Furthermore, they show that during recessions risk premia account for the largest portion of yield levels, implying that macro models will be better capable of forecasting the direction of yields in and around recessions. This certainly seems to be the case judging from Figures 4 to 7.
Second, most models perform poorly when the spread between long and short interest rates is high, after rates have begun to stabilize, but with medium-maturity yields being closer to short than they are to long rates. This is a typical shape of the term structure one or two years after recessions, in our case 1992-1993 and 2003 . Only the AR-X models seems capable of coping this situation. Multivariate models all struggle in these periods. This is perhaps due to the fact that the larger number of estimated model parameters result leads to a less accurate fit of the term structure during these periods, which in turn is likely to lead to poor forecasts. Favero, Niu, and Sala (2009) offer some interesting insights on the role of estimation error on the forecasting performance of affine models, especially for longer-maturity yields. See also Duffee (2009) for comments on the numerical instability of affine models.
Third, yield-only models perform well in expansionary periods such as 1994-1998, corroborating the results in the above-mentioned studies, but very poorly in and around recession Because in the end our main focus is on the 1994-2003 out-of-sample period, we show CSPEs in Figure 8 to 11 for the 1994-2003 period in the left-hand side and middle panels for individual models. These graphs therefore cover the same period as in Tables 3-6 and exclude the 1991 recession.
14 In the next section we will confront these graphs with CSPE graphs based on forecast combinations, the right-hand side panels.
Forecast combination
Our cumulative squared prediction error analysis reveals that it is seems virtually impossible to identify a single model that consistently outperforms the random walk for an entire out-of-sample period. The forecasting ability of individual models clearly varies over time considerably. Each model appears to play a complementary role in approximating the data generating process, at least during subperiods. Model uncertainty is troublesome if one has hopes of obtaining a single model for forecasting. A worthwhile endeavor for cushioning the effects of model uncertainty is to combine the forecasts of different models, see Timmermann (2006) for a recent survey. For example, one "solution" as to whether to impose no-arbitrage restrictions or not is to simply combine the forecasts from no-arbitrage models with those from unrestricted models. In this section we therefore examine several forecast combination schemes. Two combination methods are standard approaches which combine forecasts from all available models. In the third scheme we first filter out the worst-performing individual models before combining the forecasts from the remaining models. Below, we first discuss the different schemes. We then examine the forecast combination results and compare these with the single-model results for the 1994 -2003 out-of-sample period.
Forecast combination schemes
Assuming we are combining forecasts from M different forecast models, a combined forecast for a h-month horizon for the yield with maturity τ i is given by y
T +h|T,m denotes the weight assigned to the time-T forecast from the m th model;
T +h|T,m .
Scheme 1: Equally weighted forecasts
The first forecast combination method we consider assigns equal weights to the forecasts from all individual models, i.e. w
T +h|T,m = 1/M for m = 1, . . . , M . We denote the resulting combined forecast as Forecast Combination -Equally Weighted (FC-EW). As explained in Timmermann (2006) , this approach is likely to work well if forecast errors from different models have similar variances and are highly correlated. Unreported statistics confirm that forecast errors from the individual models are indeed highly correlated here and have high variance.
Scheme 2: Inverted MSPE-weighted forecasts
The second forecast combination scheme we examine uses weights which are based on relative historical performance. More specifically, model weights are based on each model's (inverted) MSPE, relative to those of all other models, computed over a window of the previous υ months. We denote these performance-based combinations forecasts by Forecast Combination -MSPE (FC-MSPE).
15 The weight for model m is computed as w
lower MSPE is given a relatively larger weight than a worse performing model, see Timmermann (2006) for a discussion and Stock and Watson (2004) for an application to forecasting GDP growth. The weights applied in this and the previous forecast combination scheme are always bounded between 0 and 1. Other approaches for which this does not necessarily need to be the case, in particular OLS-based weights (see again Timmermann, 2006) , proved to be problematic here due to multicollinearity problems among the different forecasts. This resulted in often extreme (offsetting) weights and we therefore decided not to further pursue these approaches.
The number that should be used for υ is difficult to determine a priori. Using a smaller window will make weights more responsive to changes in models' forecasting accuracy, but at the same time it will also tend to make them more noisy. The optimal choice of υ will therefore need to be determined empirically. Somewhat counterintuitive maybe, we found that using an expanding window approach works the best. We tried different lengths in a moving window approach (in particular, υ = 12, 24 and 60 months) but for shorter windows results were (marginally) worse. Similarly, a weighted approach using declining weights for older forecast errors as in Diebold and Pauly (1987) also gave worse results. We settled on using an expanding window, whose length is initially set to υ = 60 months but which increases with every new yield realization that becomes available.
Finally, for Scheme 1 and 2 we distinguish between using forecasts of macro models only;
FC-EW-X and FC-MSPE-X, and combining forecasts across all models; FC-EW-ALL and FC-MSPE-ALL.
Scheme 3: Trimming via Model Confidence Set
The Model Confidence Set approach for evaluating forecast performance, as described in Section 4, can also be implemented as an initial model elimination mechanism. The idea of trimming the available set of models prior to combining forecasts has been proposed in several studies, see for example Timmermann (2006) . As these studies show, trimming is an efficient way to first discard of the "worst" models, and then combine the forecasts from the surviving models. The MCS approach seems particularly suitable for doing so because it requires few a priori decisions, such as for example having to select the number of remaining models. As the MCS grows and shrinks over time, so does the number of models whose forecasts are combined into a single number. As our third and final forecast combination scheme we therefore combine forecasts from models that survive the MCS approach, using equal and MSPE-based weights. Specifically, in order to construct a h-month ahead combination forecast at time T , we use the T SQ statistic to construct M * 0.25 , using a confidence level of 1 − α = 75%. 16 We determine M * 0.25 using an expanding window of previous forecasts, starting from the initial sixty-month sample 1989:1 -1993:12. To determine the MCS we always start by inserting all available individual models, i.e. the entire set M 0 , so as not to have to make a (subjective) initial model selection.
By studying which models are contained in M * 0.25 over time we can also again infer information about the consistency of models' forecasting performance. In Tables 3 to 6 we therefore also report the percentage of times each individual model is included in the model confidence sets for the 1994:1 -2003:12 sample (in parentheses below each (relative) (T)RMSPE statistic). For example, a number close to one indicates that a model is nearly always included in the combination set, whereas a number close or equal to zero shows that it is typically excluded.
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Forecast combination results
We feel that there are at least three important conclusions that we can draw from the forecast combination results in Tables 3-6 Second, averaging across all the models, after trimming out the worst performing ones using the MCS approach, gives the best performance for shorter forecast horizons (the bottom two lines in the tables). The gains are particular encouraging for shorter maturities. The inclusion percentages (in parentheses in the tables) reveal that this trimming-via-MCS scheme nearly always select the best performing individual models in the forecast combination. For example, with a 1-month horizon for the 1-month maturity, the VAR, VAR-X, ATSM, ATSM-X, and the NS2-VAR-X models, are basically always included. In other cases, such as for example for the same horizon but now for the 1-year maturity, only a single model (AR-X) actually makes it into the MCS. The differences between using equal and MSPE weights are minor, enforcing the conclusion that it is the trimming procedure which is most beneficial to the forecast combination method, not so much which weights are used to sum the individual forecasts. The light-blue lines in Figures 8 and 9 show that the FC-MCS-EW scheme does not always necessarily provide the best forecasts, but it certainly produces much less prediction error volatility.
Third, averaging only across macro models produces the most accurate forecasts for longer horizons. The MCS inclusion percentages indicate that it is very difficult to discard models and many specifications indeed have high inclusion percentages. However, combining forecasts of macro models only, lines 4 in Panel C in each table, gives RMSPE ratios which are almost always below one, in particular for the twelve-month horizon. The FC-MSPE-X scheme appears to be the best forecasting strategy. Figures 10 and 11 reveal that that is in part due to the fact that the FC-MSPE-X performs best during and after the 2001 recession. Nevertheless, the results suggest that the past performance of individual models provides a useful insight as to which models to include in the forecast combination. Going back to Table 6 , the FC-MSPE-X scheme does particularly well across maturities for the twelve-month horizon but, quite important, especially for longer-dated maturities. Earlier studies with individual models tend to find that it is typically very hard to accurately forecast long-term rates and our results in Panel A and B confirm this. The outperformance of the FC-MSPE-X scheme relative to the random walk is 8% for the ten-year maturity whereas the best individual model (AR-X) is only barely below one. This result suggest that forecasting combinations can potentially be very useful for forecasting long-maturity yields with long forecast horizons.
Conclusion
This paper addresses the task of forecasting the term structure of interest rates. Several recent studies have shown that significant steps forward are being made in this area. We contribute to the existing literature by further assessing the importance of incorporating macroeconomic information, and, in particular, by examining model uncertainty. Our results show that incorporating macroeconomic information indeed helps to improve forecasts of individual models. Our main result, however, is that the predictive performance of individual models can be strongly time-varying, which makes putting all one's eggs in a single model basket risky. Our suggested alternative, combining forecasts across different models, not only mitigates model uncertainty, but also results in accurate forecasts.
We have examined the forecast accuracy of a range of models with varying degrees of complexity. We showed that the predictive ability of individual models varies over time considerably. Models that incorporate macroeconomic variables are more accurate during interest rate regimes where the uncertainty about the future path of interest rates is substantial. As an example we mention the period during and after the 2001 recession. Models without macro information do particularly well in subperiods where the term structure has a more stable pattern (such as in the late 1990s) or when the spread between long and short-maturity yield closes.
The fact that different models forecast well in different subperiods confirms ex-post that alternative model specifications play a complementary role in approximating the data generating process. We believe our results provide a strong claim for using forecast combination techniques as an alternative to believing in a single model. We show that combining forecasts of all individual models with and without macro factors, after trimming out the worst performing models using the Model Confidence Set approach, gives accurate forecasts for short forecast horizons. Combination forecasting of models with macro information, using a weighting method that is based on relative historical performance over a long sample, results in superior forecasts for long forecast horizons. The gains in the latter case are particularly encouraging for longer-dated maturities, which have proven to be notoriously difficult to predict.
A Individual Interest Rate Models
In this appendix we provide some further details on how we perform inference on the parameters of each of the models in Section 3.
A.1 AR model
We estimate the parameters {c (τi) , φ (τi) , ψ (τi) } using standard ordinary least squares (OLS). Given the parameter estimates, we construct iterated forecasts as
with y
T . We construct forecasts from the AR model both with and without macroeconomic factors. The macro factor forecasts, X T +h , are iterated forecasts constructed from the VAR(3) macro factor model.
A.2 VAR model
We estimate the equation parameters {c, Φ, Ψ} in (5) using equation-by-equation OLS as each equation has an identical set of regressors. We construct forecasts as follows:
where we compute the yield factor forecasts, F T +h−1 , by first calculating the principal component factor loadings using data only up until month T and then multiplying these loadings with the iterated yields forecasts.
A.3 Nelson-Siegel model
We estimate the Nelson-Siegel model with the two-step approach of Diebold and Li (2006) as well as the one-step approach of Diebold, Rudebusch, and Aruoba (2006) . In the two-step approach we fix λ to 16.42, which, as shown in Diebold and Li (2006) , maximizes the curvature factor loading at a 30-month maturity. Given the value for λ we then estimate the vector of latent factors for every individual month by applying OLS to the cross-section of yields (all 18 maturities). From this first step we obtain time-series for the three factors, {β t } T t=1 . The second step consists of estimating the dynamics of the factors in (7) by either fitting a single VAR(1) model, or by separate AR(1) models.
In the one-step approach we estimate the unknown parameters and latent factors by means of the Kalman Filter. We maximize the likelihood using the prediction error decomposition of the state space model in (6) and (7). For each sample in the recursive estimation procedure, we first run the two-step approach with a VAR(1) specification for the state vector to obtain starting values. The unconditional mean and covariance matrix of {β t } T t=1 are used to start the Kalman Filter. We discard the first 12 observations when evaluating the likelihood. All variance parameters of the diagonal matrix H and the full matrix Q are initialized to 1. The covariance terms in Q are initialized to 0. In the optimization procedure, we maximize the likelihood by treating the standard deviations as parameters instead of optimizing over the variance parameters directly, to ensure that all variance parameters are positive. We initialize λ to 16.42.
We obtain iterated forecasts for the factors as follows:
where f T +h = ( β 1,T +h , β 2,T +h , β 3,T +h ) for the model without macro factors, whereas f T +h = ( β 1,T +h , β 2,T +h , β 3,T +h , M T +h , M T +h−1 , M T +h−2 ) when macro factors are included. The factor forecasts are then inserted in the measurement equation to compute interest rate forecasts:
A.4 Affine model
To estimate the affine model we assume that every yield is contaminated with measurement error. We estimate the parameters in the resulting state space model by applying the two-step approach used in Ang, Piazzesi, and Wei (2006) . We make the latent factors Z t observable by extracting the first three principal components from the panel of yields. The first step of the estimation procedure consists of estimating the equation and variance parameters of the state equations in (23). In the second step we estimate the remaining parameters {δ 0 , δ 1 , λ 0 , λ 1 }. We first estimate {δ 0 , δ 1 } by applying OLS to the short rate equation (13) where we use the 1-month yield as the observable short rate. We then estimate the risk premia parameters {λ 0 , λ 1 } by minimizing the sum of squared yields errors, taking as given the parameter estimates from the first step, { µ, Ψ, Σ} and the short rate parameters { δ 0 , δ 1 }. When we optimize over the risk premium parameters in the second step, we initialize all risk premia parameters with zeros. Common approaches for obtaining starting values for the risk premia parameters which tend to first estimate either λ 0 or λ 1 in a separate step, gave unsatisfactory results. So we decided to initialize the optimization procedure assuming that all risk premium parameters are zero. We incorporate macro factors by writing the state equations in companion form. All parameters in the short rate equations and the time-varying risk premia that are associated with lags of the macro factors are set to zero. Yield forecasts are generated by forward iteration of the state equations:
where f T +h = Z T +h for the yields-only model whereas f T +h = ( Z T +h , M T +h−1 , M T +h−2 ) for the affine model with macro factors.
With the estimated parameters substituted in the recursive bond pricing coefficient equations a (τi) and b (τi) , we then construct interest rate forecasts as
B Forecast Evaluation Criteria
In the tables below we report the (Trace) Root Mean Squared Prediction Errors. Given a sample of R out-of-sample forecasts with a h−month ahead forecast horizon, we compute the RMSPE for a τ i -month yield for model m, with m = 1, . . . , M , as follows:
where y (τi) t+h is the yield for a τ i -month maturity observed at time t + h, while y
t+h|t,m is its model-m forecast, made at time t.
The TRMSPE is an aggregate over all N yield maturities:
The Cumulative Squared Prediction Error (CSPE) computes the sum of squared prediction errors for a model m, relative to those of a benchmark model, here the random walk (RW):
If a model outperforms the random walk, then CSPE m,T will be an increasing series. If the random walk produces more accurate forecasts, then CSPE m,T will tend to be decreasing. The CSPE is informative at each point in time basically, as it will go up in any given month if the model outperforms its benchmark, whereas it will go down vice versa. Table 3 for further details. (c) show the results for the first, second and third macro factor, respectively. In each panel the macro series are grouped according to the 15 categories as indicated on the horizontal axis. The group categories are (1) real output and income, (2) employment and hours, (3) real retail, (4) manufacturing and trade sales, (5) consumption, (6) housing starts and sales, (7) inventories, (8) orders, (9) stock prices, (10) exchange rates, (11) federal funds rate, (12) money and credit quantity aggregates, (13) prices indices, (14) average hourly earnings and (15) miscellaneous. Notes: The figure shows time-series plots of the first three macro factors and the main individual macro series within the category to which the factor is most related. The first factor is plotted together with Industrial Production Index: Total Index (R 2 is 0.88), the second factor is plotted with the Consumer Price Index: All Items (R 2 is 0.77) and the third factor is plotted with Money Stock: M1 (R 2 is 0.44). The macro dataset consists of 116 (transformed to ensure stationarity) series and the sample period used is January 1970 -December 2003 (408 monthly observations). The group categories are (1) real output and income, (2) employment and hours, (3) real retail, (4) manufacturing and trade sales, (5) consumption, (6) housing starts and sales, (7) inventories, (8) orders, (9) stock prices, (10) exchange rates, (11) federal funds rate, (12) money and credit quantity aggregates, (13) prices indices, (14) average hourly earnings and (15) miscellaneous. (a) yield-only models (b) macro models (c) forecast combinations 
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