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Renewable energy systems are receiving more attention around the globe due to
increasing environmental concerns stemming from over-dependence on fossil en-
ergy sources. Wind energy is the fastest growing renewable energy source with an
estimated annual growth rate of 16.8 % in 2015. A wind turbine is an electrome-
chanical device used for conversion of kinetic energy present in the wind to me-
chanical energy to drive generators to produce power of kilowatt to multi-megawatt
scale. Control systems are designed for wind turbines to alleviate mechanical loads,
maximize and limit power production at below and above rated wind speeds respec-
tively. The operation and control of a wind turbine is a function of wind speed
which is intermittent in nature. Also, the operation of the turbine over a wide
range of wind speeds must satisfy some safety constraints on the system. Model
predictive control refers to a class of control algorithms that performs on-line opti-
xiv
mization using predictions based on the dynamic model of the plant to optimize the
control action to be applied at the current time instant. Model predictive control
algorithms are favored in process industries due to their ability to represent the
control problem as optimization problems with constraints on the plant’s inputs
and outputs. In this study, adaptive and multi-model predictive controllers were
designed using orthonormal functions. In the former case, a linearized model ob-
tained from the non-linear plant was parameterized as a function of the measured
wind speed. A linear model predictive controller that updates its parameters based
on the measured wind speed was designed using the parametrized linear model.
In the multi-model case, four controllers were designed using linearized models
at operating wind speeds of 4ms−1, 8ms−1, 11ms−1, and 18ms−1 which denote
low, mid, high and top operating regions. A continuous-time Bayesian probability
function was used to make transition between these controllers using the errors
between the nonlinear system output and output at each operating point. Simula-
tion studies were conducted using a benchmark 5MW wind turbine model to test







Wind energy is one of the primitive sources of energy. The kinetic energy from
the wind can be converted to mechanical energy using wind energy conversion
systems. Wind energy conversion systems include: wind mill, wind pump and
the modern-day wind turbine. The first practical windmill, called Sistan mill was
developed in the 7th century in Iran. According to [1], windmills were used in the
USA in the 1930's for electricity production and pumping of water and the first
utility grid connected wind turbine was built by John Brown and Co. in 1951.
The advantages of wind energy include;
 It is a clean energy source, thereby not contributing to CO2 emissions
 It is abundant in availability and renewable on a natural timescale.
 It is accessible in remote areas.
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Some disadvantages may include:
 Wind turbines causes noise pollution
 Wind supply is intermittent.
 The initial investment in commissioning a wind power plant is huge.
Although there are some disadvantages, more attention is being shifted to clean
energy sources due to increasing environmental concerns, nations are contributing
more to clean energy research and increasing the amount of power generated from
the wind. The total capacity of wind power in the world at the end of 2014 was
estimated around some 370 GW and is estimated to reach 670 GW by the end of
2019 [1].
1.2 Wind Energy Conversion Systems
A wind energy conversion system (WECS) is an energy conversion system that
transforms the kinetic energy from the wind into mechanical energy and subse-
quently into electrical energy. The components of a WECS includes; wind turbine,
generators, storage and grid (for grid connected systems). The primary compo-
nent of a WECS is the wind turbine and it is the main subject of research in most
studies. Depending on the axis of rotation, wind turbines can be differentiated into
two categories: Horizontal axis wind turbine (HAWT) and vertical axis wind tur-
bine (VAWT) (see Figure 1). Compared with the VAWT, the HAWT has a higher
wind energy conversion efficiency due to its blade design but it requires stronger
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tower support due to heavy weight of the nacelle and the cost of installation is
higher compared with the VAWT. The operation of the VAWT is independent of
the wind direction but has lower wind energy conversion efficiency and it is more
susceptible to higher torque fluctuations and mechanical vibrations. It is com-
monly found in domestic/private installations where the energy demand is not so
high. Wind turbine systems can be classified into three basic system configura-
tions typically used on wind farms depending on the type of generators used [1–3]:
fixed-speed wind turbine (FSWT), variable-speed wind turbine (VSWT) [4] and
variable-speed wind turbine with direct driven generators (VSWT-DDG).
Figure 1.1: Wind Turbine: Vertical and Horizontal Axis
In the case of the FSWT, the squirrel-cage induction generator (SCIG) is
connected directly to the grid using a multistage gearing system to match the
rotor speed with the turbine. The doubly-fed induction generator (DFIG) is used
in the VSWT, its stator windings are connected directly to the grid, while its
rotor windings are connected to the grid using an electronic converter that utilizes
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thirty percents of the total generator capacity. In the VWST-DDG, a synchronous
generator and a full-scale power electronic converter are used. Compared with
other configurations, it does not need a multi-stage gearbox system because a
low-speed high torque synchronous generator is used. The FSWT configurations
have the advantage of simplicity, low cost and low maintenance but they have low
energy conversion efficiency because they cannot take advantage of the increasing
wind speed to improve their efficiency. The VSWT configurations have higher
energy conversion efficiency but are characterized by large installations.
1.3 Operating Regions of Wind Turbines
Based on the wind speed, four operating regimes can be defined for the wind
turbine, namely: low, mid, top and high region. As shown in Figure 1.2, the low
region represent the turbine operation when the incoming speed is less than the
rated wind speed. In this region, the control objective is to maintain the rotor
speed at its rated value. In the mid-region, the rotor speed and the generated
power are at between the specified upper and lower limits. In the high region,
the rotor speed is at its rated value while the generated power is slightly below
its nominal value. This region is very narrow and is considered as a transition
region between the top and mid region. In the top region, both rotor speed and
generated power are at the rated value.
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Figure 1.2: Operating Regions of the Wind Turbine
1.4 Objectives in Wind Turbine Control
The control strategies in wind turbine literature depends on the objective in the
current operating region of the turbine. Although the wind turbine has four op-
erating regions, it is operational in only Region II and III. The control objectives
for wind turbines include; maximum power extraction, power regulation, mini-
mization of mechanical loads, and enhancement of fault-ride through capabilities
(for grid connected systems).
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1.4.1 Maximum Power Point Tracking Control and Power
Regulation
Maximum power point tracking (MPPT) is a phenomenon in wind turbine con-
trol that refers to the ability of the controller to track the optimum rotor speed
for maximum power extraction in the low wind speed region. Common MPPT
strategies in wind turbine control literature include: tip-speed ratio (TSR) [5–8],
power signal feedback [9–12], perturb and observe (P & O) [5,9, 13–26].The TSR
method relies on the wind and rotor speed measurements to track the optimal tip
speed ratio where maximum power can be extracted.
The P & O technique is a gradient-based search technique where the rotor
speed ωr is perturbed in small increments and the ratio ∆Pr/∆ωr is measured. ωr
is increased in small increments until ∆Pr/∆ωr = 0 and decreased if ∆Pr/∆ωr <
0. The P & O algorithm does not rely on a priori knowledge about the wind
turbine power characteristics. However, the P & O technique is only suitable for
systems with small inertial response, for large wind turbines the turbine speed
is unable to follow the changes in wind velocity, therefore the P & O strategy
will be unsuitable. The power signal feedback technique uses the turbine power
characteristics.
In power signal feedback (PSF), the knowledge of the wind turbine power
characteristics to track the optimum power point. The maximum power curves
at different wind speeds are obtained through offline experiments and stored in a
lookup table. The power reference is then computed using the mechanical power
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equation of the wind turbine. The primary control objective in Region III (above
rated speed) is to regulate the generator power within the specified operating limit
even when the wind speed fluctuation is high.
1.4.2 Mitigation of Mechanical Loads
There are two types of mechanical loads acting on the turbine namely; static and
dynamic loads. Static loads are developed as a result of interaction of the turbine
with average wind velocity [27] while dynamic loads are as a result of net aerody-
namic torque that transmits down the drive train and the variation of aerodynamic
loads that affect the mechanical structure of the turbine. Dynamic loads can be
further classified into two categories: transient loads and cyclic loads. Transient
loads are induced by turbulence and gust from the wind and are predominantly
classified as low frequency loads. According to [27], the transition between Region
II and Region III have significant effect on transient loads. Hence control design
must ensure a smooth transition between Region II and Region III operation. The
focus of most control designs [28–37] is centered about minimization of mechanical
loads.
1.4.3 Enhancement of Fault Ride Through Capability
Fault ride through is a measure of the ability of a generator to stay connected
during short periods of voltage dips. Grid codes require that wind turbines ride
through grid faults. In DFIG-based WTS, This is mostly achieved by limiting the
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stator and rotor currents. A discussion on Low voltage ride through capabilities
of wind turbines can be found in [38–82].
1.5 Survey of Existing Literature
1.5.1 Optimal and Robust Control
Maximum power point tracking (MPPT) algorithm of a small VSWT system based
on L1 adaptive control was presented in [83]. A simplified model of the system us-
ing a transfer function model with generator torque as control input and generator
speed as measured output was considered. It was reported that the L1 adaptive
controller showed good tracking performance with fast adaptation to disturbances.
A gain scheduled L1 optimal control of a VSVP WT was presented in [84]. The
control synthesis problem was considered non-convex, an optimal output feedback
controller was designed for a linear model of the WT at different operating points
using genetic algorithm. A nonlinear robust control for maximization of output
power of VSWT was presented in [85] to maximize energy capture from the wind.
In [86], robust linear matrix inequalities (LMI)-based controller was designed for
a VSWT along all operating points. A robust predictive controller was discussed
in [87] to address the problem of parameter variations in controller design for
WT generator system due to stochastic wind behavior. An auto-regressive model
was used to represent the win speed signal and a two-mass drive train model was
considered. A self tuning-regulator (STR) was developed using local generator
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speed to generate suitable control signals for handling parametric uncertainties.
The STR parameters are updated on-line for smoothing the output power of the
generator under fluctuating wind speeds. A robust controller was designed for
damping the tower oscillations in a WT consisting with a hydrostatic drive train
and a permanent magnet synchronous generator in [88]. For proper consideration
of parametric uncertainties, the proposed controller was derived using LMIs. The
rotor angular velocity is controlled by adjusting the hydrostatic transmission and
the tower bending oscillations were controlled using the pitch angle as control
input. A disturbance observer was used to approximate the aerodynamic rotor
torque and leakage effects in the hydrostatic transmission.6
1.5.2 Sliding Mode Control
Integral SMC without reaching phase was designed for a VSWT in [89] to max-
imize energy capture at below rated power. An exponential function was used
to minimize the output error in order to eliminate the reaching phase. Fuzzy-PI
and SMC were analyzed in [90]. It was concluded that with Fuzzy-PI controllers,
settling time was reduced, maximum overshoot are reduced and oscillations are
canceled out faster. Overall, the transient response of the Fuzzy-PI is better in
comparison to classical PI and SMC controllers. Quasi sliding mode control was
applied to the control of direct-driven permanent magnet synchronous generator
WT to eliminate chattering problems attributed to conventional sliding mode con-
trollers. Second-order sliding mode control was applied to the control of grid-side
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and rotor side converters in [91], single control loops instead of usual cascaded
current and power loops was used. Although, the closed loop system showed good
steady state performance, the closed loop response of the system still showed
some chattering. Back-stepping sliding mode control was applied to control a
VSWT in [92], it was demonstrated that the performance of the back-stepping
sliding mode control was better and robust than conventional SMC. Adaptive
sliding mode back-stepping control of a pitch regulated VSWT controlled by a
variable-displacement pump was proposed in [93]. It was demonstrated that the
generator output power fluctuations and flap-wise mechanical load on the turbine
were better mitigated when compared to a pitch system equipped with a valve.
1.5.3 Adaptive Control
In this section, a summary of recent works that has been carried out in the design
of adaptive controllers for wind turbine systems is discussed. Model Reference
Adaptive Control (MRAC) of a PMSG-based small wind turbine turbine was dis-
cussed in [94]. The parameter variations considered were related to the drive-train
inertia and damping, electrical resistance and inductance of the generator. The
controller was implemented in the Region II regime of the turbine. The stability
of the adaptive control system was guaranteed using Lyapunov equations. The
performance of the developed controller was compared against the conventional
PI controller. In [95], adaptive sliding mode control using high-order sliding mode
(HOSM) theory of a DFIG-based wind energy system was studied. A robust con-
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trol scheme was designed incorporating an HOSM torque observer. The designed
torque observer was used for calculating turbine reference speed for maximum
wind power capture. The stability analysis of the HOSM observer was proven
using Lyapunov analysis. It was demonstrated that maximum power extraction
goal was achieved under strong wind speed variations and system uncertainties.
Nonlinear adaptive power control for DFIG-based wind turbine during unbal-
anced network conditions was proposed in [96]. A feedback linearization scheme
was applied to linearize the system and design a feedback law. Two perturbation
terms were defined to include system nonlinearities, uncertainties and external
disturbances. The nonlinear adaptive control was designed by considering the
perturbation terms as extended states. Three test scenarios were evaluated for
the designed control scheme, the decoupled control of stator active and reactive
power , robustness against parameter variations and operation under unbalanced
conditions. It was demonstrated that the adaptive controller has smaller tracking
error as compared to conventional vector control. Overall, the author suggests
that the adaptive controller provides better dynamic performance than conven-
tional vector control.
Extreme learning machine and adaptive particle swarm optimization was ap-
plied to optimal control of a variable speed wind turbine in [97]. The desired
control objectives were maximization of energy capture below rated wind speed
and minimization of stress on the drive train shaft. Extreme learning machine
was used to approximate the unmodeled nonlinear dynamics of the system, sliding
11
mode control was used to compensate against external disturbances and adaptive
PSO was used to optimize the gain of the SMC controller. The stability and
robustness of the proposed controller was demonstrated using simulation plots.
A speed control strategy based on adaptive neuro-fuzzy control for a switched
reluctance generator driven by a variable speed wind turbine was designed in [98].
The proposed control scheme is compared with the conventional PI controller.
The authors report excellent dynamic performance compared with conventional
PI control.
Receding horizon adaptive second-order SMC for DFIG-based wind turbine
was presented in [99]. Two control objectives were considered. The first was to
ensure maximum power extraction in Zone II and III region of operation. The
strategy in the Zone II region was to track the time-varying optimum torque
reference towards attaining optimum energy conversion. In the Zone III region
where the wind speed is quite high, the limitation of rated power is achieved by
also tracking a time varying torque reference. The second control objective was
to track reactive power reference towards controlling the system power factor.
An adaptive voltage control strategy for a voltage control strategy for a VSWT
connected to a weak grid was discussed in [100]. The control objective was mini-
mization of significant voltage oscillations and improvement of power quality for
wind generation systems connected to a weak network. Adaptive voltage control
was proposed to maintain constant voltage and smoothness at point of common
coupling.
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An adaptive disturbance rejection scheme for DFIG-based wind turbine was
discussed in [101]. A novel observer was designed using discrete-time higher-order
sliding mode controller to construct reference value for power extraction based
on operating conditions. It was reported that the performance of the closed loop
system subject to abrupt wind variations was improved. A wind turbine control
scheme based on adaptive sliding mode controller and observer was discussed
in [102]. The chattering problem was handled by smoothing out the control within
a thin boundary layer neighboring the switching surface. A 20% uncertainty in
process parameters was assumed and it was demonstrated that the closed loop
system was able to achieve maximum power extraction under system uncertainties.
A pitch angle controller based on L1 adaptive control was presented in [103].
An affine model was used to represent the nonlinear dynamics of the system using
wind speed and aerodynamic torque as uncertain parameters. It was demonstrated
that the L1 controller can keep the generator speed withing a specified bound of
rated speed which is an indication of steady operation of the turbine. The non-
linear adaptive backstepping control of a wind turbine with lightweight tower was
investigated in [33]. The full load region of operation of the turbine was studied.
The reference trajectory for the adaptive pitch controller was generated using
a fourth-order low pass filter. From the results presented, it was demonstrated
that the controller stabilizes the tower deflection around its reference trajectory
without overloading the pitch actuator.
An adaptive nonsingular terminal sliding mode control was developed in [104]
13
for variable speed wind turbine. The performance of controller was proven to be
robust to input disturbances and parametric uncertainties. Adaptive H∞ con-
trol of large wind turbines was discussed in [34]. The designed controller was
presented using LMIs and linear parameter varying theory was used to design a
multi-variable adaptive controller with the control objective being improving rota-
tional speed control and reduction of tower vibrations. Increased pitch variations
was reported as the main downside in the implementation of the controller. An
adaptive H∞ controller with wind estimator was proposed in [35]. The designed
estimator use the plant dynamics to track the average change of the wind pro-
file. According to the authors, the proposed scheme allows robust rejection of L2
bounded perturbations.
Fault ride through capability of a wind turbine system describes the ability of
the system to remain connected to the power grid during and after grid faults, or
when the system is experiencing voltage dips due to load disturbances. The en-
hancement of fault ride-through capability for a full rated converter wind turbine
using nonlinear adaptive control was studied in [105]. The proposed non linear
adaptive control is based on output feedback control and was proven to be adap-
tive to parameter uncertainties, unknown nonlinearities, time dependent external
disturbances such as grid faults, voltage dips and intermittent wind speeds. The
proposed control scheme was compared with conventional vector control and feed-
back linearizing control and it was demonstrated that better fault ride through
control was achieved with the proposed control scheme.
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Adaptive control of a WTS based on neural networks was studied in [106].
The nonlinear system was identified using a nonlinear autoregressive network with
exogenous inputs. Consequently an indirect model reference adaptive neuro con-
troller was developed based on the NARX model. Based on simulation results,
the proposed system showed good robustness, load disturbance attenuation and
better tracking in the presence of parameter variations due to variation in hy-
draulic pressure in hydraulic pitch system. A novel adaptive radial-basis function
neural network was proposed in [107] for non-affine variable-speed variable-pitch
wind turbines with unmodeled dynamics. The adaptive radial basis function was
used to approximate the non-parametric uncertainties present in the system. The
radial basis neural networks was used to estimated the unmodeled dynamics in
the system. The control law was implemented in two phases; in the first phase,
the generator torque was used to control the rotor speed while the pitch angle was
kept at a constant value. The parameter uncertainties considered with respect
to the dynamics of the system include the rotor and generator inertia. Adaptive
control laws were formulated based on the tracking error of the rotor speed, es-
timation error of the damping coefficient, the neural network weight parameters,
the disturbance bounds and error resulting from the neural network estimation.
In the second phase, the generator torque was assumed constant while the pitch
angle was used as control input. Due to the non-affine nature of the pitch angle,
the properties of Nussbaum-type functions were used to address the problem of
the unknown direction of the control input. The stability of the control scheme
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was proven used Lyapunov analysis. Adaptive maximum power tracking control
of a DFIG-based wind generation system was discussed in [108]. According to the
authors, the proposed adaptive scheme does not rely on the precise parameters of
the turbine system or wind speed measurements. Although, the proposed scheme
does not use real-time wind measurements, the wind speed was assumed to be
bounded by a certain value.
An adaptive pitch control scheme based on recursive least squares estimation
was proposed in [109] for reduction of fatigue loads in small wind turbines. A
self-tuning regulator (STR) is designed for pitch angle control. The proposed
STR consists of a recursive least squares estimator and a PID controller with ad-
justable gains. In [110], an adaptive system was designed for MPPT control of
wind turbine using PI controller, RBF neural network and Gravitational Search
Algorithm (GSA). The GSA algorithm was used to obtain the optimal values of
the PI controller at different wind speeds. The optimal values were then used to
train the RBF neural network. Adaptive fuzzy sliding-mode control for a vari-
able speed wind turbine was discussed in [36]. The chattering caused by sliding
mode controllers was minimized by the implementation of adaptation in the fuzzy
sliding mode controller. The weights used in the fuzzy controller output was
tuned using an adaptation mechanism based on gradient descent algorithm. Also,
in [37], adaptive control of VSVP wind turbine was studied for different opera-
tion modes. The RBF-NN weight updating rules were obtained using Lyapunov
stability analysis.
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1.5.4 Model Predictive Control
In [28], a fuzzy model based multivariable predictive control was proposed for a
wind turbine system. The control law was obtained by solving a convex optimiza-
tion problem subject to LMI conditions. Takagi-Sugeno fuzzy inference system
was used to represent the nonlinear system by using linear models obtained by
linearizing the system at different operating wind speeds. The predictive control
problem was cast into LMI form using Schur complement. The control objective
was to obtain the best tracking of rated power while regulating rotor speed. The
reported error between desired and actual power was 6.5% of desired value.
A robust nonlinear model predictive control (MPC) strategy for a permanent
magnet synchronous magnet generator based WTS was discussed in [111]. The
control objective was to track the desired reference in the presence of disturbances.
The manipulated variable was the d-axis current and the control input used were
the d- and q- axis voltage components. The prediction of the outputs was done
using Taylor’s series expansion using Lie’ derivatives. It is possible to formulate
the MPC control problem of WT systems as a multi-objective optimization prob-
lem with two conflicting objectives namely generated power and structural loads.
In [112], the tuning of a linear multi-objective controller for wind turbines using
Pareto-optimality was discussed. The objective of this paper was to achieve a
suitable trade-off between damping tower fore-aft vibrations and mean generated
power.
The model predictive direct power control of DFIG generators under unbal-
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anced grid voltage was studied in [113]. Power regulation (Active and Reactive)
and cancellation of torque oscillations were the desired control objective . Two
objective functions were formulated. The first objective function was formulated
for minimization of error between desired and actual active and reactive powers.
In [114], a semi-definite programming approach was applied to the regulation of
output power in a wind energy conversion system. The controller was designed
to operate in the full load region of operation of the turbine. A cost function
was formulated to minimize the deviation of the generator angular velocity and
output power from their rated values using generator torque and blade pitch angle
as control inputs.
Robust MPC for variable speed wind turbines was discussed in [29]. The
control objective was minimization of tower damping oscillations. The model
used for designing the controller were obtained by performing system identification
using step response and regression identification. The robust MPC and nominal
MPC controllers were compared. It was demonstrated that the robust MPC
outperforms the nominal MPC controller. Nonlinear Model Predictive Control
was applied to a DFIG-based wind generation system in [115]. The nonlinear
model of the DFIG-based turbine takes into account unbalanced grid conditions.
The prediction was done based on input-output feedback linearization scheme.
The objective function used was formulated to take into consideration economic
and reference tracking under specific constraints.
The rotation effect of wind turbine blades generate mechanical loads on the
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blades and the hub that are sampled with harmonics of the rotor speed. These
frequency components are denoted as 1P, 2P, 3P and so on. These fluctuating
loads lead to fatigues on the turbine blades. A frequency-weighted model predic-
tive controller of trailing edge flaps towards minimization of mechanical loads on
the turbine blades was discussed in [30]. An average load reduction of about 13.8
% was recorded. State-constrained MPC incorporating both feedback and feedfor-
ward control of wind turbines was studied in [116]. The collective pitch and torque
control under full load condition was examined. The MPC control problem was
formulated to enforce some constraints on the state of the system. It was deduced
that the inclusion of state constraints can be used to avoid unnecessary shutdowns
that may result due to any of the state violating their rated values. Three different
scenarios were examined in the simulation for the controller; normal operation,
grid-loss and wind gust scenarios.
Classical feedback based control systems are late in responding to wind changes
because they control action is implemented to a wind variation that has already
passed. In [31], the subject of LiDAR(Light Detection and Ranging) enabled
model predictive control of wind turbines was discussed. LiDAR is a sensory
devices for estimating the spatial distribution of wind flow at a distance of tens of
meters from the turbine. Constrained MPC controller was developed for a wind
turbine model for maximum power extraction and load minimization in [32]. Four
different MPC controllers were implemented for different operating regions. In the
first three operating regions, the control objective is optimal power capture while
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in the fourth region, the control objective is power regulation. The generator
speed is low, variable and at nominal levels in Region I, II and III respectively.
1.6 Statement of Research Problem
The intermittent and unsteady nature of the wind is an important problem in
control design for wind turbines due to the presence of numerous operating condi-
tions. An ideal wind turbine controller should guarantee stable operation across
these operating regions and also fulfill the control objectives in a given operating
region. Therefore, it is imperative to design a controller that adjusts its param-
eters based on the wind speed. In this thesis, the design of model predictive
controllers using continuous-time models is considered.
1.7 Objectives of the Research
The objectives of this research are:
 Obtain a detailed nonlinear model of the wind turbine system from existing
literature and linearize around specific operating wind speeds.
 Design an adaptive model predictive controller for the wind turbine system
using linearized models.
 Design a multi-model predictive controller for the wind turbine system using
linearized models.
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 Perform simulation studies on the developed controllers under wind varia-
tions.
1.8 Limitations of the Research
The scope of this study is limited to the control of variable-speed, variable-pitch
horizontal axis wind turbines. The dynamics considered include; the drive-train,
pitch actuator and generator torque actuator. The tower and electrical dynamics
of the system are neglected in the model description.
1.9 Thesis Structure
The thesis is composed of four main sections. In Chapter Two, some impor-
tant modeling concepts for wind turbine systems are reviewed. A detailed wind
turbine for control design is defined and some simplifying assumptions are es-
tablished. Chapter Three describes the mathematical formulation for continuous
model predictive control using Laguerre functions. The continuous-time model
predictive controller was designed for the wind turbine at each operating con-
dition. In Chapter Four, an adaptive model predictive controller that adjusts
its parameters based on measured wind speed is presented. In Chapter Five, a
continuous-time multi-model predictive controller is designed to control the wind
turbine system over multiple operating conditions using linearized model describ-
ing the behavior of the turbine at each operating point. Chapter Six presents the
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Wind turbines systems (WTS) are electromechanical systems comprising of mul-
tiple interconnected subsystems. In modeling WTS, some important components
are considered such as the aerodynamics, drive-train, generator and the grid (for
grid-connected systems). In this chapter, some important modeling equations are
reviewed based on [27, 117–122]. The following subsections describe each of the
subsystems. Finally, the linearization of the system model was also carried out as
well as eigenvalue analysis at different operating wind speed.
23
2.2 Aerodynamics
The mechanical power, aerodynamic torque and thrust force of the turbine are
given in Equation 2.1. The thrust force, Ft, is responsible for tower displacements
and blade flapping and bending. Tr defines the torque produced as a result of



















ρ represents the air density; Rb is the blade radius; Vw is the wind velocity; β
is the blade pitch angle. Cp, Cq, Ct, are the power, torque and thrust coefficient
respectively. λ and β are tip-speed ratio and blade pitch angle respectively. The











The power coefficient is a highly nonlinear function of λ and β and may have
different mathematical definitions. In [117–120], the power coefficient is expressed
as:
Cp(λ, β) = c1(
c2
λi











Another mathematical definition of Cp is given by [117,121,122]:
Cp(λ, β) = (c1 − c2β) sin(
π(λ+ c3)
c4 + c5β
)− c6(λ− 3)β (2.5)
For fixed-pitch wind turbine system, the torque coefficient can be expressed
as [123]:








The mechanical subsystem can be represented by the general second-order model
(2.6)
Mq̈ + Cq̇ +Kq = Q(q̇, q, t, u) (2.6)
where M , C, K represent mass, damping and stiffness matrices respectively. The
















where Ek, Ed, Ep represent the kinetic, potential and dissipated energy in
the system, q and Q denote vector of system states and force respectively. In
defining the states of the mechanical subsystem of the wind turbines, the system
states are defined as q = [yt ζ θr θg]
T where yt is the axial displacement of the
tower head, ζ is the angular displacement of the out of plane rotation, θr and θg
are angular displacement of rotor and generator respectively.The driving forces
Q = [NFT NFTRb Tr − Tg]. FT , Rb, Tr and Tg are thrust force, blade radius,
rotor torque and generator torque respectively. N is the number of blades of the















































Bs(θr − θg)2 (2.8)
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0 0 −Ks Ks

In this study, the tower bending dynamics are neglected to arrive at the fol-





























An extra state Ωt, which represent the torsional displacement has been included
in the drive-train dynamics.
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2.4 Pitch Actuator
The pitch actuation system is represented by a second-order dynamical system
with the following dynamics:
β̈ = −ω2nβ + 2ζωnβ̇ + ω2nβref (2.9)
ωn is the natural frequency of blade pitch actuator, ζ is the pitch actuator
damping constant.
2.5 Generator









τg is the generator actuator time constant. The generator power Pg is defined as
Pg = TgΩg (2.11)
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2.6 Aggregated System Model
The entire nonlinear system is described by the following dynamics:
ẋ = Ax+Bu+ g(x,w)
y = f(x) (2.12)
where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp are system state, input and output
matrices respectively. The states are defined as x = [Ωr Ωg Ωt β β̇ Tg]
T , the control
inputs are defined as u = [βref Tg,ref ]
T , the disturbance inputs are w = Vw and





















0 0 0 0
0 0 0 0 1 0
0 0 0 −ω2n −2ζωn 0




 0 0 0 0 ω2n 0








0 0 0 0 0
]
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The system parameters are defined in Table 2.1:
Table 2.1: NREL offshore 5-MW baseline wind turbine
Parameter Symbol/Unit Value
Rated Power Pg(kW ) 5000
Rated Rotor Speed Ωr,max 12.1
Cut-in Rotor Speed Ωr,min 6.9
Drive train Spring Constant Ks(Nm/rad) 867.637 × 106





Blade Radius Rb 63
Gear Ratio Ng 97
Max blade pitch βmax(deg) 90
Min blade pitch βmin(deg) -1
Max generator torque Tg,max(Nm) 47402.97
Generator time constant τg 0.1
Natural frequency of blade pitch actuator ωn 0.88
Damping constant of blade pitch actuator ζ 0.9
2.7 Linearized Model
Consider the nonlinear system model in (2.12), a linear approximation of the


































are Jacobian matrices of appropriate di-
mensions.
Since g(x,w) is a function of only Ωr, β and Vw,
∂g(x,w)
∂x
with respect to the










g(Ωr, β, Vw) =
Pr
ΩrJr













The Cp surface used is given by:
Cp(λ, β) = 0.5176(
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λi















































V 3w , therefore we can re-write g(Ωr, β, Vw) =







































































































































































































The linearized system in (2.13) can be written as:
ẋc(t) = Acx(t) +Bcu(t) + Γcdc(t)
yc(t) = Ccx(t) (2.14)
where xc(t) ∈ Rn, uc(t) ∈ Rm, dc(t) ∈ Rl and yc(t) ∈ Rp represent states,
inputs, disturbances and outputs respectively. Also, Ac ∈ Rn×n, Bc ∈ Rn×m,




The system matrices Ac, Bc, Cc are given below for wind speeds at 4ms
−1, 8ms−1,
11ms−1 and 18ms−1.
Linearized model at 4ms−1
Ac =

−0.1880 0.0016528 −22.381 −0.0009162 0 0
119.96 −1.2367 16747 0 0 −0.0018723
1 −0.010309 0 0 0 0
0 0 0 0 1 0
0 0 0 −0.7740 −1.5840 0
0 0 0 0 0 −10

BTc =
 0 0 0 0 0.7740 0




0.0061 0 0 0 0 0
]
Cc =
 0 3.3477 0 0 0 0.070082
9.549 0 0 0 0 0

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Linearized model at 8ms−1
Ac =

−0.2387 0.0016528 −22.381 −0.0028 0 0
119.96 −1.2367 16747 0 0 −0.0018723
1 −0.010309 0 0 0 0
0 0 0 0 1 0
0 0 0 −0.7740 −1.5840 0
0 0 0 0 0 −10

BTc =
 0 0 0 0 0.7740 0




0.0208 0 0 0 0 0
]
Cc =
 0 18.812 0 0 0 0.0997714
9.549 0 0 0 0 0

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Linearized model at 11ms−1
Ac =

−0.2680 0.0016528 −22.381 −0.0054 0 0
119.96 −1.2367 16747 0 0 −0.0018723
1 −0.010309 0 0 0 0
0 0 0 0 1 0
0 0 0 −0.7740 −1.5840 0
0 0 0 0 0 −10

BTc =
 0 0 0 0 0.7740 0




0.0286 0 0 0 0 0
]
Cc =
 0 39.701 0 0 0 0.12290
9.549 0 0 0 0 0

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Linearized model at 18ms−1
Ac =

−0.4219 0.0016528 −22.381 −0.0256 0 0
119.96 −1.2367 16747 0 0 −0.0018723
1 −0.010309 0 0 0 0
0 0 0 0 1 0
0 0 0 −0.7740 −1.5840 0
0 0 0 0 0 −10

BTc =
 0 0 0 0 0.7740 0




−0.0066 0 0 0 0 0
]
Cc =
 0 40.683 0 0 0 0.12290
9.549 0 0 0 0 0

2.8.2 System Eigenvalues
Table 2.2 presents the eigenvalues of the system at wind speeds of 4ms−1, 8ms−1,
11ms−1 and 18ms−1 characterizing different operating regions of the wind turbine.
From Table 2.2, it can be inferred that at these different wind speeds, the system
is stable. Also, the effect of changing wind speeds can be observed significantly
in the first eigenvalue, λ1 of the system.
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Table 2.2: Eigenvalues at Different Wind Speeds
λ 4ms−1 8ms−1 11ms−1 18ms−1
λ1 −0.0245 −0.0694 −0.0953 −0.2316
λ2 −0.7001 + 13.9476i −0.7030 + 13.9474i −0.7047 + 13.9473i −0.7135 + 13.9467i
λ3 −0.7001− 13.9476i −0.7030− 13.9474i −0.7047− 13.9473i −0.7135− 13.9467i
λ4 −0.7920 + 0.3836i −0.7920 + 0.3836i −0.7920 + 0.3836i −0.7920 + 0.3836i
λ5 −0.7920− 0.3836i −0.7920− 0.3836i −0.7920− 0.3836i −0.7920− 0.3836i






In this chapter, the mathematical definitions that form the basis for continuous
model predictive control design including orthonormal set and Laguerre functions
are reviewed based on the work by [17]. Subsequently, continuous-time model
predictive controller was designed for the wind turbine system at different wind
speeds using the linearized models obtained in the preceding chapter. Finally,
the performance of these controllers were evaluated by simulations using constant
wind speeds.
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3.2 Orthonormal Set and Laguerre Functions
An orthonormal set can be formed over the interval [0, ∞) from a sequence of
real valued functions, li(t), i = 1, 2, ..., if they satisfy the orthonormal property
∫ ∞
0
l2i (t)dt = 1∫ ∞
0
li(t)lj(t)dt = 0, i 6= j (3.1)










In theory, infinite number of coefficients are required for approximating the




f 2(t)dt <∞ (3.4)








2dt < ε (3.5)
for any ε > 0
Consider a transfer function G(s) =
0.5
s2 + 3s+ 2
, its impulse response g(t) can
be modeled using a set of orthonormal functions as shown in Figure 3.1
time (sec)














Figure 3.1: Impulse response g(t) using orthonormal functions
Laguerre functions belong to a class of orthonormal functions that satisfy the


















p is a time scaling factor that determines the exponential decay rate. p and N
are design parameters that are specified in the application of Laguerre functions.
The Laplace transform of the Laguerre functions forms the Laguerre networks




























A state representation of the Laguerre functions is given by
L(t) = eAptL(0) (3.8)
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where the initial condition state vector, L(0) =
√
2p[1 1 . . . 1]T and
Ap =

−p 0 . . . 0
−2p −p . . . 0
...
...
. . . 0

















Figure 3.2: Graphical representation of Laguerre functions with p = 1 and N = 3
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3.3 Continuous-time Model Predictive Control
Consider a continuous time linear state-space representation of the non-linear
plant (2.12) described by :
ẋc(t) = Acxc(t) +Bcu(t) + Γcd(t)
yc(t) = Ccxc(t) (3.10)
where xc(t) ∈ Rn, u(t) ∈ Rm, d(t) ∈ Rw yc(t) ∈ Rp are system state, input,
disturbance and output vectors respectively. In the design of predictive control
law for a continuous time system, the control trajectory is represented by a set
of orthonormal functions [17]. Hence the control signal u(t), must satisfy the
property (3.4), that is
∫∞
0
u2(t)dt <∞. However, if the input signal is a constant
reference signal, the u(t) does not satisfy (3.4). According to [17], this is because
for the control signal to track the set point, it needs to converge to a non-zero
constant related to the steady state gain of the plant and the magnitude of the set-





By taking the derivative of (3.10), a new state vector x(t) = [ẋc(t)
T yc(t)
T ]T can
be derived based on (3.10) to arrive at the augmented state-space representation
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given by:
ẋ(t) = Ax(t) +Bu̇(t)
y(t) = Cx(t) (3.11)
It is assumed that the disturbance is constant and thus ḋ(t) = 0, the system







 C , [ Op×n Ip×p ]
It is required to find an optimal control trajectory such that the system output
y(t) tracks a given reference rs(t) as t→∞. As MPC relies on prediction obtained
from the dynamic model of the system, the prediction of the system states x(t+τ |t)
at time t is computed as:




If the system is comprised of m control inputs and the input matrix B can be
written in the form
B = [B1 B2 . . . Bm]
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Then the ith (i = 1 ... m) control signal is expressed in terms of the using




T = [li1(τ) l
i
2(τ) . . . l
i
Ni
(τ)] represent a vector of Laguerre functions for









The representation of the estimated system over the prediction horizon in
(3.12) becomes:




T . . . BmLm(τ)
T ]dτ η
In compact form,
x(t+ τ |t) = eAτx(t) + Ψ(τ)Tη






T . . . BmLm(τ)
T ]dτ
and ηT = [ηT1 η
T
2 . . . η
T
m]
The predicted output at time T is:
y(t+ τ |t) = CeAτx(t) + CΨ(τ)Tη (3.12)
Keeping in mind that the control objective is to track a desired reference, the





([rs(t)− y(t+ τ |t)]T [rs(t)− y(t+ τ |t)] + u̇(τ)TRu̇(τ))dτ (3.13)
With the assumption that the set point signal rs(t) is constant within the op-
timization window (i.e ṙs(t) = 0), (3.13) can be written in terms of the augmented




(x(t+ τ |t)TQx(t+ τ |t) + u̇(τ)TRu̇(τ))dτ
where x = [xc y − r]T and Q = CTC











If Tp → ∞, according to the orthonormal property of the Laguerre functions∫∞
0
Lk(τ)Lk(τ)
Tdτ is an identity matrix with an dimension equal to the number
of Laguerre coefficients for the kth input




(x(t+ τ |t)TQx(t+ τ |t))dτ + ηTRyη




































T τQeAτdτ − x(t)TΛTΠ−1Λx(t) (3.16)
Since, the last two terms in the above expression does not depend on η, the
simplified form of the cost function becomes,
J = [η + Π−1Λx(t)]TΠ[η + Π−1Λx(t)] (3.17)
In an unconstrained case, taking
∂J
∂η
= 0, yields the optimal η is given as:
η∗(t) = −Π−1Λx(t) (3.18)
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Constraints on the derivative of the control signal can be expressed as:
u̇min ≤ u̇(t) ≤ u̇max (3.21)








Using a sampling interval of ∆t, the control signal u(t) within the optimization
window can be written as:
u(t) = u(t−∆t) + L(0)Tη∆t (3.23)
where L(0)Tη represent the derivative of the control signal at the beginning
of the optimization window [17]. The constraints on the control signal is thus
53
written as:
umin − u(t−∆t) ≤ L(0)Tη∆t ≤ umax − u(t−∆t) (3.24)
The control action u̇(t) is then obtained in terms of the variable η by optimizing
(3.17) with respect to (3.22) and (3.24) using quadratic programming.
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3.4 Simulation Studies
In this section, the results from closed-loop simulation with the continuous time
MPC controller presented in the previous section using linearized models obtained
at 4ms−1 and 8ms−1 are presented.
3.4.1 Simulation with Constant Wind Speed of 4ms−1
A constant wind speed of 4ms−1 (Figure 3.3) was applied to the system (2.12).
The main control input in this region is the generator torque Tg,ref , the blade pitch
angle command, βref is kept at its optimal position βopt = 0. This is achieved
by setting the diagonal element in the control weighting matrix, R corresponding
to the βref very high relative to Tg,ref . Also, the most important objective in
the low wind speed regime is the ensuring that Ωr does not fall below Ωr,min, for
this reason, the diagonal element in the weighting matrix Q corresponding to Ωr
was set higher relative to the Pg. The reference power Pg,ref was computed using
(3.25). The expression in (3.25) represents the maximum power that could be






The system outputs Pg and Ωr are shown in Figure 3.4. Ωr was regulated at
its minimum value Ωr,min, but Pg was unable to reach its maximum value because
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the controller weights Q and R were tuned to give more priority to regulating Ωr.
time(s)











Figure 3.3: Constant wind speed, Vw = 4ms
−1
time(s)



























Figure 3.4: Simulation with constant wind speed Vw = 4ms
−1; generator power
(top), rotor speed (bottom).





































Figure 3.5: Simulation with constant wind speed Vw = 4ms
−1; pitch angle com-
mand (top), generator torque command (bottom).
3.4.2 Simulation with Constant Wind Speed of 8ms−1
The wind profile used in this simulation is shown in Figure 3.6. In this region,
the generator power reference Pg,ref was computed using the same relation as in





As shown in Figure 3.7, both Ωr and Pg were able to track their reference
values. The control inputs are shown in Figure 3.8.
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time(s)











Figure 3.6: Constant wind speed, Vw = 8ms
−1
time(s)




























Figure 3.7: Simulation with constant wind speed Vw = 8ms
−1; generator power





































Figure 3.8: Simulation with constant wind speed Vw = 8ms
−1; blade pitch angle
(top), generator torque (bottom) command.
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3.5 Summary
In this section, the equations for model predictive controller design using orthonor-
mal functions are presented. Also, controllers are designed to control the nonlinear
wind turbine system about single operating conditions. Simulation studies were







The operation of the turbine is highly dependent on the current wind speed, there-
fore, the controller design presented in the previous chapter can only guarantee
satisfactory performance at only one operating speed. In this chapter, an adaptive
gain-scheduled controller that updates its parameters based on the measured wind
speed is presented. The performance of the controller was evaluated at different
wind speeds using step and turbulent changes in wind speed. Simulation studies
were carried out in the low, mid, high and top regions.
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4.2 Adaptive Model Predictive Control
Consider the wind turbine system described by the following nonlinear dynamics:
ẋc(t) = Acxc(t) +Bcu(t) + g(xc(t), w(t))
yc(t) = f(xc(t)) (4.1)
where xc(t) ∈ Rn, uc(t) ∈ Rm, yc(t) ∈ Rp are system state, input and output ma-
trices respectively. A linear approximation of (4.1) can be obtained by linearizing
the nonlinear term g(xc(t), w(t)) to obtain the following linear system
ẋc(t) = Ac(w̄)xc(t) +Bcu(t) +G(w̄)w(t)
yc(t) = Cc(w̄)xc(t) (4.2)















In the design of predictive control law for a continuous time system, the control
trajectory is represented by a set of orthonormal functions [17]. Hence the control
signal u(t), must satisfy the property (3.4), that is
∫∞
0
u(t)dt < ∞. However,
if the input signal is a constant reference signal, the u(t) does not satisfy (3.4).
According to [17], this is because for the control signal to track the set point, it
needs to converge to a non-zero constant related to the steady state gain of the
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plant and the magnitude of the set-point change. Consequently, the derivative of




With reference to the property in (3.4), the control design will be derived in
terms of u̇(t), therefore we take the derivative of (4.2) and define the state variable
x(t) = [ẋc(t)
T y(t)T ]T . We now proceed to examine two distinct cases,
Case A: Constant disturbance ẇ(t) = 0
If w(t) is assumed to be a constant, that is ẇ(t) = 0, the derivative of (4.2) reduces
ẋ(t) = A(w̄)x(t) +Bu(t)
y(t) = Cx(t) (4.3)













The predicted state information x(t+ τ |t) is given by:




If the system is comprised of m control inputs, the input matrix B can be written
in the form
B = [B1 B2 . . . Bm]





T = [li1(τ) l
i
2(τ) . . . l
i
Ni
(τ)] represent a vector of Laguerre functions for









The predicted state x(t+ τ |t) at time τ is computed as:








x(t+ τ |t) = eA(w̄)τx(t) + Ψ(w̄, τ)Tη





T . . . BmLm(τ)
T ]dτ
and ηT = [ηT1 η
T
2 . . . η
T
m]
The predicted output at time τ is:
y(t+ τ |t) = CeA(w̄)τx(t) + CΨ(w̄, τ)Tη (4.4)
Keeping in mind that the control objective is to track a desired reference, the





([rs(t)− y(t+ τ |t)]T [rs(t)− y(t+ τ |t)] + u̇(τ)TRu̇(τ))dτ (4.5)
With the assumption that the set point signal rs(t) is constant within the
optimization window (i.e ṙs(t) = 0), (4.5) can be written in terms of the augmented
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(x(t+ τ |t)TQx(t+ τ |t) + u̇(τ)TRu̇(τ))dτ (4.6)










If Tp → ∞, according to the orthonormal property of the Laguerre functions∫∞
0
Lk(τ)Lk(τ)
Tdτ is an identity matrix with an dimension equal to the number
of Laguerre coefficients for the kth input




(x(t+ τ |t)TQx(t+ τ |t) + ηTRyη)dτ




































T τQeA(w̄)τdτ − x(t)TΛ(w̄)TΠ−1(w̄)Λ(w̄)x(t) (4.8)
Since, the last two terms in the above expression does not depend on η, the
simplified form of the cost function becomes,
J = [η + Π−1(w̄)Λ(w̄)x(t)]TΠ[η + Π−1(w̄)Λ(w̄)x(t)] (4.9)
In an unconstrained case, taking
∂J
∂η
= 0, yields the optimal η is given as:
η∗(t) = −Π−1(w̄)Λ(w̄)x(t) (4.10)
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Constraints on the derivative of the control signal can be expressed as:
u̇min ≤ u̇(t) ≤ u̇max (4.13)







Using a sampling interval of ∆t, the control signal u(t) within the optimization
window can be written as:
u(t) = u(t−∆t) + L(0)Tη∆t (4.15)
where L(0)Tη represent the derivative of the control signal at the beginning of the
optimization window [17]. The constraints on the control signal is thus written
as:
umin − u(t−∆t) ≤ L(0)Tη∆t ≤ umax − u(t−∆t) (4.16)
The control action u̇(t) is then obtained in terms of the variable η by optimizing
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(4.5) with respect to (4.14) and (4.16) using quadratic programming.
Case B: Stochastic disturbance ẇ(t) 6= 0





Thus (4.3) is re-written as:
ẋ(t) = A(w̄)x(t) +Bu̇(t) + Γ(w̄)ε(t)
y(t) = Cx(t) (4.18)
where Γ(w̄) = [G(w̄) 0]T The predicted states x(t+ τ |t) are computed using the
relation:
x(t+ τ |t) = eA(w̄)τx(t) + Ψ(w̄, τ)Tη + Ξ(w̄, τ)






















T (w̄)τQeA(w̄)τx(t) + 2ηTΨ(w̄, τ)QeA(w̄)τx(t) + 2Ξ(w̄, τ)TQeA(w̄)τx(t)
+ 2ηTΨ(w̄, τ)QΞ(w̄, τ) + ηTΨ(w̄, τ)QΨ(w̄, τ)Tη + Ξ(w̄, τ)TQΞ(w̄, τ)]dτ + ηTRlη


















Ψ(w̄, τ)QΞ(w̄, τ)dτ . In the unconstrained case, we directly take the
derivative of (4.20) with respect to η to obtain
η∗ = −Ω−1(w̄)(Φ(w̄)x(t) + Λ(w̄)) (4.21)
71
4.3 Simulation Studies
In this section, the behavior of the closed loop system with the controller is eval-
uated using step and turbulent changes in wind speed. The following subsections
present the simulation plots. The simulations were carried out in the low, mid,
high and top regions.
4.3.1 Step Changes in The Low Region
Figure 4.1 shows the wind profile used for evaluating the performance of the
closed-loop system. The main control objective in the low region is to regulate
the rotor speed Ωr to its lower limit Ωr,min. Normally, intensity of wind present
in the low region is barely able to keep the rotor speed at Ωr,min. Below Ωr,min,
the turbine is shut-down, hence the controller must ensure this constraint on the
output is satisfied. The reference value for the measured output, Ωr is Ωr,min.
Based on the design parameters of the turbine used in the simulation, Ωr,min =
6.9rad/s. The reference for Pg is computed using relation (3.25). The maximum
power coefficient Cp used was Cp,max = 0.48. Also, it is worthy to mention here
that, since the main objective is to regulate the rotor speed, the diagonal element
in the weighting matrices Q corresponding to the measured output, Ωr must be
set higher relative to Pg. The effect of this weighting can be observed in Figures
(4.2), Ωr was able to track Ωr,min. However, although Pg was able to track Pg,ref ,
a deficit exists between Pg and Pg,ref . The main control input in the low region
is the generator torque command Tg,ref and the pitch angle should be kept at its
72
optimal value βopt = 0. The generator torque and pitch angle response are shown
in Figures (4.3).
time(s)










Figure 4.1: Step changes in wind speed from 4ms−1 to 7ms−1
time(s)




























Figure 4.2: Simulation with step changes in wind speed from 4ms−1 to 7ms−1;
generator power (top), rotor speed (bottom) response
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Figure 4.3: Simulation with step changes in wind speed from 4ms−1 to 7ms−1;
blade pitch angle (top), generator torque (bottom) command
4.3.2 Step Changes in the Mid/High Region
The wind profile used in this simulation is shown in Figure 4.4. The control
objective in mid/high region is speed and power reference tracking. The reference
value for Ωr is the optimal rotor speed Ωr,opt obtained at the optimal tip-speed
ratio λopt as defined in (3.26). The optimal tip-speed ratio used is 7.071. The
reference power Pg,ref used is the same as in (3.25).
The elements of the objective weighting matrix Q was set to balance the differ-
ence in magnitude between Pg and Ωr. The system outputs Ωr and Pg were able
to track their reference values Ωr,ref and Pg,ref as shown in Figure 4.5, although
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better tracking can be observed in the case of Ωr compared to Pg. Also, in this
region, the main control input is Tg,ref while βref is kept at the optimal value
βopt = 0 as demonstrated in Figure 4.6.
time(s)










Figure 4.4: Step changes in wind speed from 8ms−1 to 11ms−1
time(s)



























Figure 4.5: Simulation with step changes in wind speed from 8ms−1 to 11ms−1;
generator power (top), rotor speed (bottom) response
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Figure 4.6: Simulation with step changes in wind speed from 8ms−1 to 11ms−1;
blade pitch angle (top), generator torque (bottom) command
4.3.3 Turbulent Wind Simulation for a Mean Speed of
8ms−1
A turbulent wind profile (Figure 4.7) was generated using the TurbSim software
from NREL using a mean speed of 8ms−1. The purpose of this simulation is to
evaluate the behavior of the closed loop system in response to fast changing wind
speeds. The rotor speed and generator power reference values were computed as
in 3.26 and 3.25 respectively. As shown in Figure 4.8, Ωr and Pg were able to
track their fast changing reference values Ωr,ref and Pg,ref .
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Figure 4.7: Turbulent wind with mean speed of 8ms−1
time(s)




























Figure 4.8: Simulation with turbulent wind with mean speed of 8ms−1; generator
power (top), rotor speed (bottom) response.
4.3.4 Step Changes in the Top Region
Finally, the response of the system was evaluated in the top region using step
changes in wind speed from 12ms−1 to 22ms−1 (see Figure 4.10). In this region,
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Figure 4.9: Simulation with turbulent wind with mean speed of 8ms−1; blade
pitch angle (top), generator torque (bottom) command.
the control objective is to keep both Pg and Ωr at their rated values. The is mostly
done by pitching the turbine blades while keeping the generator torque around its
rated value. As shown in Figure 4.11, both Ωr and Pg were kept at their rated
values. The pitch angle command control input, βref is active in this region as
demonstrated in 4.12. The pitch angle β is constrained to lie between βmin = −1
and βmax = 90 according to the turbine specifications. Also, the generator torque
was kept below its rated value.
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Figure 4.10: Step changes in wind speed from 12ms−1 to 22ms−1
time(s)




























Figure 4.11: Simulation with step changes in wind speed from 12ms−1 to 22ms−1;
generator power (top), rotor speed (bottom) response.
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Figure 4.12: Simulation with step changes in wind speed from 12ms−1 to 22ms−1;
blade pitch angle (top), generator torque (bottom) command.
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4.4 Summary
In this chapter, a continuous-time adaptive gain-scheduled predictive controller
was designed for a wind turbine system. The linearized model of the turbine was
parameterized as a function of wind speed. Based on the wind speed, the state
feedback gain matrix of the controller is updated. From simulation studies, it was








In this chapter, a multi-model approach is used for the design of a continuous-time
predictive control law based on Laguerre functions considering multiple operat-
ing conditions of the turbine. Four operating regions were considered denoted
as low, mid, top and high regions representing the behavior of the turbine at
4ms−1, 8ms−1, 11ms−1 and 18ms−1 respectively. Controllers were designed using
linearized models at each operating point and a continuous-time Bayesian prob-
ability function was used to switch between the controllers based on the errors
between the system output and the output at each operating point. Simulation
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studies were used to demonstrate the performance of the proposed controller.
5.2 Multi-Model Control Design
Consider the nonlinear plant with the dynamics in Equation (2.12), linear ap-















The jth subscript is used to denote the linear model at operating condition
j. As indicated in the previous section, the control design using orthonormal
functions requires that condition (3.4) be satisfied, hence as in the previous section






to arrive at the following state-space formulation.
ẋj(t) = Ajxj(t) +Bju̇(t)
yj(t) = Cjxj(t) (5.2)









 Cj , [ Op×n Ip×p ]




([rs(t)− yj(t+ τ |t)]T [rs(t)− yj(t+ τ |t)] + u̇j(τ)TRu̇j(τ))dτ
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T . . . Bj,mLm(τ)
T ]dτ




j,2 . . . η
T
j,m]
and in the constrained case, uj(t) is bounded by
u̇min ≤ u̇j(t) ≤ u̇max (5.5)
Since u̇j(τ) = L(τ)








Using a sampling interval of ∆t, the control signal uj(t) within the optimization
window can be written as:
85
uj(t) = uj(t−∆t) + L(0)Tηj∆t (5.7)
where L(0)Tηj represent the derivative of the control signal at the beginning
of the optimization window [17]. The constraints on the control signal is thus
written as:
umin − uj(t−∆t) ≤ L(0)Tηj∆t ≤ umax − uj(t−∆t) (5.8)
The control action u̇j(t) is then obtained in terms of the variable ηj by optimizing
(3.13) with respect to (4.14) and (4.16) using quadratic programming.
The control input u(t) to the system 2.12, is a weighted sum of the control





wj(t) is a time-varying weight based on the error between the output of the non-









δ ia a predefined tolerance limit and pj(t) is a Bayesian probability function





εi(t) is defined as:
εj(t) = y(t)− ȳj (5.12)
and Ξi is a covariance matrix. ȳj is the output at the jth operating point.
5.3 Simulation Studies
Simulation studies were conducted using step changes in wind speed and turbulent
wind speeds. Four controllers were designed around operating wind speeds of
4ms−1, 8ms−1, 11ms−1 and 18ms−1 representing low, mid, top and high operating
regimes respectively. The generator torque Tg,ref is the main control input in the
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low, mid and high region while the pitch angle βref should be kept at its optimal
value βopt = 0 .
Figure 5.1: Schematic diagram showing components of the proposed multi-model
predictive controller
In these regions, the generator power Pg is below its nominal value Pnorm
and the control objectives are both tracking of the optimum power curve and
regulating the rotor speed. However, in the low region, rotor speed regulation is
more important than reference tracking because Ωr should not fall below Ωr,min =
6.9 rev/min. Therefore, the diagonal entries of the weighting matrix Q were
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tuned to give more priority to regulating Ωr over Pg. In the mid/high region, Ωr
is now above Ωr,min but below Ωr,max, therefore the output weighting matrix Q
was tuned to balance the magnitude difference between Ωr and Pg.
time(s)










Figure 5.2: Step changes in wind speed from 4ms−1 to 9ms−1
In the top region, Ωr and Pg are at their rated values Ωr,max and Pnorm, and
should remain at these values as the wind speed changes, more priority is given to
Pg over Ωr with respect to tuning of Q. The main control action in the top region
is pitch control thus, βref is allowed to vary but should not exceed its limits βmin
and βmax, while Tg,ref is should be held below its rated value Tg,rated. As indicated
in Figure 5.4, the main control action in the low region is the generator torque
while the pitch angle was held at βopt = 0.
The reference inputs, Pg,ref and Ωr,ref were computed using (3.25) and (3.26)
respectively. Step changes in wind velocity from 4ms−1 to 9ms−1 were applied
to the WTS to evaluate the performance of the proposed controller in the low
to mid wind speed regime. Figure 5.3 shows the output response of the system
to the wind profile in Figure 5.2. As shown in Figure 5.3, both Ωr and Pg were
89
time(s)
























Figure 5.3: Simulation with step changes in wind speed from 4ms−1 to 9ms−1:
generator power (top) and rotor speed (bottom)
able to track their reference values. In Figure 5.5, p1, p2, p3, p4 are transition
probabilities related to the sub-controllers in the low, mid, high and top regions
respectively. Also, w1, w2, w3, w4 are control weights on each of the sub-controllers
calculated using (5.10) based on the transition probabilities. It is expected that the
control inputs should be switched amongst the sub-controllers using the transition
probabilities and weights based on the current operating condition. It can be
observed from Figure 5.5 that the main control contribution was given by the low
region controller, although when the wind speed approached 9ms−1, a transition
can be observed from the low to the mid region controller indicating a change in
operating points. Simulations were also conducted with turbulent winds generated
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Figure 5.4: Simulation with step changes in wind speed from 4ms−1 to 9ms−1:
generator torque (top) and blade pitch angle (bottom) command
using TurbSim Software by NREL with mean speeds of 8ms−1 and 18ms−1 as
given in Figures 5.6 and 5.10 respectively. Both Pg and Ωr followed their fast
changing references as shown in Figure 5.7. The main control input in this region
is also Tg as reflected in Figure 5.8. Since the mean wind speed of 8ms
−1 lie in the
mid region, then the main controller in this region is the mid-region controller,
this preference can be observed in the transition probability and control weight
response in Figure 5.9. With the wind speed profile in Figure 5.10, both Pg and
Ωr, should be maintained at their rated values as shown in Figure 5.11. The main
control input in the top region is the pitch angle as shown in Figure 5.12. The
turbine is operating in the top region, therefore the main control contribution
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Figure 5.5: Simulation with step changes in wind speed from 4ms−1 to 9ms−1:
transition probabilities (top) and control weights (bottom)
should be from the top region controller as demonstrated by the probabilities in
Figure 5.13.
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Figure 5.6: Turbulent wind with mean speed of 8ms−1
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Figure 5.7: Simulation with turbulent wind with mean speed of 8ms−1; generator
power (top) and rotor speed(bottom) response
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Figure 5.8: Simulation with turbulent wind with mean speed of 8ms−1; generator
torque (top) and blade pitch(bottom) command
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Figure 5.9: Simulation with turbulent wind with mean speed of 8ms−1; transition
probabilities (top) and control weights(bottom)
time(s)










Figure 5.10: Turbulent wind with mean speed of 18ms−1
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Figure 5.11: Simulation with turbulent wind with mean speed of 18ms−1; gener-
ator power (top) and rotor speed(bottom)
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Figure 5.12: Simulation with turbulent wind with mean speed of 18ms−1; gener-
ator torque (top) and blade pitch angle (bottom) command
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Figure 5.13: Simulation with turbulent wind with mean speed of 18ms−1; transi-
tion probabilities (top) and control weights(bottom)
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5.4 Summary
In this chapter, a continuous-time multi-model predictive controller was designed
for a wind turbine system. Four operating regions of the turbine were considered
namely; low, mid, high and top regions. Linear controllers were designed at
each of these regions using linearized models obtained around these regions. A
continuous-time bayesian inference function was used to transition between these
controllers using the error between the system output and each operating point.
From simulation studies, it was observed that the closed loop system demonstrated





The design of model predictive controllers using continuous-time orthonormal
functions for variable-speed variable-pitch wind turbines have been discussed in
this thesis. Both adaptive and multi-model control schemes have been considered.
In the adaptive case, a linear model predictive controller was designed using a lin-
earized model of the turbine which was parameterized as a function of measured
wind speed. In the implementation of the multi-model scheme, linearized models
of the turbine were obtained at four operating wind speeds representing different
operating regions of the turbine.
Simulation studies were conducted using a 5MW baseline wind turbine and
FAST, an aero-elastic computer-aided engineering software. Apart from guaran-
teeing stability and fulfilling the control objectives across all operating regions,
due to the continuous-time design approach, the controllers gave smoother re-
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sponse, eliminated sampling-time constraints and eliminated drawbacks resulting
from discretization using fast-sampling approaches.
In comparison with the multi-model controller, the adaptive controller requires
accurate measurements of the control inputs to compute the appropriate control
action at each time instant. Also, in the multi-model case, the controller gains for
each sub-controller can be obtained offline, thereby reducing the computational
time. However, the adaptive controller offers a better transition between all the
operating regions of the turbine compared with the multi-model controller.
Some recommendations for future work are as follows;
1. In the application of orthonormal (Laguerre) functions for controller design,
the control inputs are represented using orthonormal functions. The ex-
ponential decay rate and order of the functions are parameters that need
to be specified in the design. In this thesis, these parameters were chosen
arbitrarily as mere trade-off between speed of response and computational-
time. More investigations need to be carried out to determine the optimal
selection of these parameters.
2. Although, some investigations have been conducted in application of fuzzy
inference systems to multi-model predictive controller design. These con-
trollers were designed using discrete-time models. Based on the approach
presented in these study, an investigation can be conducted into the appli-
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