The history of the development of computer languages shows an evolution towards an ever closer approximation to natural or mathematical language. This history in the last half of the twentieth century is summarized in the table at the end of this paper.
Computers only recognize yes-no or 0-1 or off-on internally. Von Neumann's great contribution to computation was the idea that a machine could be programmed to follow a sequence of instructions stored in its memory as off-on's. In 1946, at the University of Pennsylvania's ENIAC, the switches were really set by hand. 2 In the early days, circa 1956, I vividly recall Hy Weingarten of our group at the USDA actually writing simple programs in machine language, i.e., binary bits, which was equivalent to setting these internal switches "by hand." This clumsy and time-consuming method was quickly supplanted by the first assembler programs which established a one-to-one correspondence between machine code and easily remembered "words."
At first, programmers, Hy among them , would first write out what he wanted the machine to do in semi-symbolic form, assembly language, and then laboriously translate these instructions into appropriate patterns of bits (binary numbers) to be stored in the machine's memory, used by the machine actually to execute Hy's program. Of course, it was pretty silly to have a human being do the laborious translation.
What was needed was a standard symbolic representation of the algorithms to be implemented so that the machine itself could do the grunt work of translation. These programs are called assemblers. What an assembler does is to translate each of the symbols in the assembly language program into machine language symbol of binary bits. By collecting all of these machine language symbols, the assembler produces a machine language program that sets the switches as the programmer intended. Hy could now write statements like "Add A B" instead of "101101010011101001011010" in order to add two numbers.
Assembly languages are direct word for word translations of machine language. For each machine language instruction, there is a symbol that indicates what it is used for; and for each storage location in memory, there is a symbol that tells what it is meant to contain. After some experimentation with assemblers, it became apparent that computer programs could do much more than just translate word for word; it is also possible for the translation program to rearrange the words so that the syntax of the language is different from the syntax of the machine language. The ability to change the syntax of the language lets the programmer write statements like a = 1 + 1, rather than a sequence of instructions to the hardware, that will store one in a memory location, add that location to itself, then store the resulting value in a new location. Thus were invented the first programming languages: FORTRAN in 1957 by IBM, 3 and ALGOL in 1958 by a European consortium, 4 COBOL (Common Business OrientedLanguage) in 1960, 5 and LISP, in 1958, for basic list processing, by John McCarthy, then at MIT. 6 LISP, however, is a rather different sort of creature and I will discuss it more thoroughly below. These languages are known in the trade as high-level languages (HLL), that is, a programming language which provides some level of abstraction above assembly language. They normally use statements consisting of English-like keywords such as "FOR", "PRINT", or "GOTO", where each statement can correspond to several machine language instructions. It is much easier to program in a high-level language than in assembly language though the efficiency of execution depends on how good the compiler or interpreter is at optimizing the program.
3 FORmula TRANSlation, John Backus, IBM, 1954-57. 4 ALGOL (ALGOrithmic Language) is one of several high level languages designed specifically for programming scientific computations. It started out in the late 1950's, first formalized in a report titled ALGOL 58, and then progressed through reports ALGOL 60, and ALGOL 68. It was designed by an international committee to be a universal language. Their original conference, which took place in Zurich, was one of the first formal attempts to address the issue of software portability. ALGOL's machine independence permitted the designers to be more creative, but it made implementation much more difficult. Although ALGOL never reached the level of commercial popularity of FORTRAN and COBOL, it is considered the most important language of its era in terms of its influence on later language development. ALGOL's lexical and syntactic structures became so popular that virtually all languages designed since have been referred to as "ALGOL -like"; that is, they have a hierarchical in structure with nesting of both environments and control structures. See Backus [1, 2] Eisenpress [14] for limited-information maximum likelihood. Regression programs became common. Five OLS regression programs dating from that era were evaluated in Longley [26] . In this period, the once widely used package TROLL (Timeshared Reactive OnLine Laboratory) was developed at MIT under the guidance of Ed Kuh by Mark Eisner [13] , although the first readily available version wasn't released until 1972 (see Renfro [31] ). Mitch Kapor, later of Lotus 1-2-3 fame, developed a version for the early Apple PC called Tiny TROLL.
IBM developed PL/I, a precursor of C, in the 1960's. "On the other side, it was McCarthy who, as the first, seemed to have developed the idea of using functional terms (in the form of "function calls" or "subroutine calls") for every partial step of a program.
This idea emerged more as a stylistic decision, proved to be sound and became the basis for a proper way of programming -functional programming (or, as I prefer to call it, function-oriented programming). We should mention here that McCarthy at the same time conceived the idea of logic-oriented programming, that is, the idea of using logical formulae to express goals that a program should try to establish and of using the prover as programming language interpreter. 9 For my purposes in this paper, however, a more important related development was the development of FORMAC (FORmula MAnipulation Compiler) at IBM in the early 1960's (Sammet and
Bond [34] ). This was the first step in extending the use of computers to do formal mathematics, as distinct from numerical mathematics. MAPLE and MATHEMATICA, which are discussed here, are the "children" [ 24] began publication in 1968. 10 The now widely-used "econometric software packages," e.g., SAS, SPSS and TSP, were created about this time, and have since grown into major 9 For a an explanation "...in the simplest possible terms [of] what McCarthy discovered...," see Graham [19] . But this paper is not so simple for one who does not already know a lot about computer programming! There is some controversy, however, about where exactly the concept of subroutine originated. See Giloi [18] , who cites the early work of Konrad Zuse [48] constructs, data structures and strong typing. PASCAL has been extremely influential in programming language design and has a great number of variants and descendants.
The next major development in the evolution of computer languages was C, a programming language designed by Dennis Ritchie at AT&T Bell Labs ca. 1972 for systems programming on the PDP-11 and immediately implemented in the Unix operating system. 15 C ++ is an improved version designed by Bjarne Stroustrup [41] . 16 C is terse, low-level and permissive. Unix is written in C. Partly due to its distribution with Unix, C became immensely popular outside Bell Labs after about 1980 and is now the dominant language in systems and personal computer applications programming. It has grown popular because of its simplicity, efficiency, and flexibility. C programs are easily adapted to new environments. C has been acerbically described as "a language that combines all the elegance and power of assembly language with all the readability and maintainability of assembly language." A modern variant is C ++ , which has become since its introduction, the language of choice for many programming applications such 14 According to Charles Renfro [32] , LIMDEP began in 1974 at the University of Wisconsin as an implementation of a RAND Corporation report by M. Nerlove and S. J. Press on multivariate loglinear and logistic models for the analysis of categorical data. RATS was also launched about this time as well. 15 Subsequently described in Kernighan and Ritchie [23] . 16 Opinions, however, are not uniformly laudatory. One critic describes C ++ as " a huge, bloated, hackridden monster." C++ is a fairly complicated object-oriented language derived from C. The syntax of C++ is a lot like C, with various extensions and extra keywords needed to support classes, inheritance and other object-oriented features. C++ was originally developed as an extension to C, but quickly evolved into a separate language.
Object-oriented languages define not only the data type of a data structure, but also the types of operations (functions) that can be applied to the data structure. In this way, the data structure becomes an object that includes both data and functions. In addition, programmers can create relationships between one object and another. For example, objects can inherit characteristics from other objects. One of the principal advantages of object-oriented programming techniques over procedural programming techniques is that they enable programmers to create modules that do not need to be changed when a new type of object is added. A programmer can simply create a new object that inherits many of its features from existing objects. This makes object-oriented programs easier to modify.
The original object-oriented language, Smalltalk, was developed by Alan Kay in 1973. Modern variants include Java as well as C ++ , Dictionary of Programming Languages [12] .
as MATLAB and GAUSS. 17 Cribari-Neto [1999] recommends that all serious econometricians do at least some C or C ++ . My own view, is that it's not a bad idea to do at least some C ++ programming because all of the third-level programming languages may be slow for repetitive calculations such as are common in bootstrapping or estimation by simulation. 18 On the other hand, in the last few years many of these thirdlevel languages have been greatly improved with respect to speed and numerical accuracy, so that for many econometric purposes resort to C, C ++ , or FORTAN may no longer be necessary. Moreover, MATLAB, GAUSS, and MATHEMATICA now support the use of C and C ++ for user extensions, that is C or C ++ programs may be called directly from programs written in these three higher level languages.
Throughout the 1970's there was intensive development of "packages" of all sorts, especially for statistical and econometric analysis. In a recent paper, Charles Renfro [32] gives a thorough summary of these developments. 19 Many of these packages have since fallen by the wayside, but a large number still have their loyal adherents. As mentioned above, SAS and TSP among others were largely developed in this The 1980s were a period of extremely rapid development and innovation. C ++ , mentioned already, was developed in this period by Bjarne Stroustrup [41] . In order to compete with Apple, IBM introduced its first PCs in 1981, and this development was followed the next year by numerous clones. 22 In the same year Osborne introduced the first truly portable PC 23 Instrumentation Telemetry Systems (MITS), was not the first microprocessor-based computer, but it was enormously influential. It was sold in kit form to computer hobbyists. Its appearance, according to Ceruzzi, on the January 1975 cover of Popular Science is "perhaps the best-known event in the folk history of the personal computer. There were imitators of course, but more importantly there were bright "kids" like Bill Gates, Paul Allen and Gary Kildall who developed software for these machines. But the defining event was the launch of Apple II in April 1977. It was this machine for which Visicalc was created by Dan Bricklin, Dan Fylstra, and Bob Frankston and released in the fall of 1979. The "'electronic spreadsheet" it created transformed the perception of the PC as a hobbyist's dream to a serious business machine. 21 The successor to AT&T Bell Labs, Lucent Technology has not maintained the language, but it is available commercially as S-PLUS and as a freeware version (http://www.r-project.org/). Both are very widely used today in statistics applications. There are several useful books: Venables and Ripley [43, 44] ; Dalgaard [10] . 22 Cringely [9] says that these clones were made possible by the technique of "reverse engineering" which IBM had used to produce a non-patent-infringing version of the Apple using components available off the shelf, but such a characterization appears nowhere else that I have been able to find. However, Kildall and IBM did develop a key element crucial to the wide-spread use of the PC, which was spread by "reverse engineering," the code they called BIOS (for Basic Input/Output System). This code, or modifications of it, permitted essentially the operating system to run on many different clones. (Ceruzzi {7, pp. 238-239].) 23 There were antecedents, of course: IBM created a machine in 1975, the Model 5100, with a proprietary IBM cpu, which is sometimes described as the first portable, but it weighed about 50-60 pounds, so is questionably described as "portable. The Model 5100 incorporated in one piece all the parts, including the screen, the keyboard and the system unit. It is this one piece construction that suggests its portability. The Osborne 1, released in 1981, although it weighed in at 24 pounds, could be described as the first "Notebook." It is interesting to speculate on the reasons for the efflorescence of languages and packages occurred in the 1980s why, in particular, "third-level" programming languages appeared almost simultaneously in the mid-1980s, followed then and through the 1990s by the development of a large number of econometric software packages. It seems to me that these developments are a classic case of Adam Smith's famous theorem that the division of labor is limited by the extent of the market, Stigler [36] .
By the end of the 1970s, use of mainframe computers had become very expensive; for academic users at any rate; high priority and consequently rapid turn-around was virtually restricted to those supported by the AEC and Defense Department. The rest of us ran at low priority and usually at night. Because any original programs required, and still require, extensive debugging, many runs were usually required. While two or three runs might under the best of circumstances be possible at most university computer centers in the course of a night, only those with a low value of time were able to camp out at the computer center the requisite hours. It might take several weeks to debug even a relatively simple program. Such high time costs greatly reduced the incentive of many of us to learn programming skills and to do econometrics and statistics requiring more than extant statistical packages. The very success of packages like SAS and TSP, available at that time in mainframe versions, which do more or less everything but which produce huge volumes of output which have to be pored over, was more or less a response to the high value of time and high time costs of "doing one's own thing." But the development of the PC and the rapid evolution of both hard-and software technology for personal computers changed all this. 24 The dramatic fall in costs, both pecuniary and more importantly time costs, greatly expanded the market for computation of all sorts and opened a niche for satisfying the demands of those who wanted to do "hands on" mathematics, econometrics and statistics, wanted more than the "hands off" computational power provided by packages such as SAS and TSP, but did not want to engage in "serious" programming by writing their own in C ++ or FORTRAN. Successful packages did, of course, adapt to the PC in order to survive, but retain to this day more than vestiges of their origins. Perhaps this accounts for the roughly simultaneous appearance of the four programming languages considered above in the mid-1980s.
Finally to bring the story down to the present day, the decade of the 90s, just finished, has witnessed continued technological improvements in hardware: greatly increased storage capacity and accessibility and considerable increases in speed, but software development seems to have slowed as compare with the previous decade. Recently, however, the third-level languages, in particular, MATLAB, GAUSS, MAPLE and MATHEMATICA have begun to converge in capabilities. MATLAB and GAUSS have added symbolic manipulation capabilities, while MAPLE and MATHEMATICA have added enhanced numerical capacity and, more importantly, speed. 25 These languages in turn have spurred the development of many specialized packages by third-party programmers. The reader need only to consult the websites of the companies that provide these languages to discover the extent and variety of third-party applications. The major change through the nineties has been the explosive growth of the internet, the community of users all sharing programs and tips, and the associated development of object-oriented programming languages such as JAVA (http://java.sun.com), which take full advantage of the network 24 Of course, on-line use of mainframe computers through remote terminals had been possible since virtually the beginning. TSP, for example, was further developed as part of an on-line system for data retrieval and analysis via telephone to what was then an advanced Borroughs computer at DRI headquarters in Lexington, Massachusetts. But these systems were far too slow for interactive "programming," which became attractive only with the advent of the stand alone and relatively cheap personal computer. Many of the econometric software packages in use today, began as mainframe packages later "ported" to PCs or Macs, but widespread use is much more recent. 25 Many computations can be best done by first expressing the result one wants analytically and then evaluating the analytical result numerically for some specific values of the arguments. This convergence is surely an example of the Hotelling principle in which hot dog vendors competing on a finite beach with a uniformly distributed demand converge toward the center of the beach. Hotelling [22] infrastructure provided by the internet. 26 The implications of the profound changes in the economic information structure which are taking place and are expected in the near future for the economics profession are explored in a recent paper by Bill Goffe and Bob Parks [20] . Of major significance in the present context is the availability, on line, of extensive machine-readable economic data bases and of programs and add-ons supporting all four of the third-level programming languages discussed. 27 Implicit in my account of the history of programming languages with particular relevance to econometric research is the idea that there is a continuum of languages, ranging at one extreme from machine and assembly language, through FORTRAN and C and the ISML and NAG libraries, through third-level languages such as GAUSS, MATLAB, MAPLE and MATHEMATICA, to software such as SAS, TSP or LIMDEP at the other extreme. There is another dimension as well, that is languages such as MAPLE and MATHEMATICA emphasize symbolic manipulation, GAUSS and MATLAB emphasize numerical calculation , although as indicated above they are converging. All four of these languages will do econometrics and statistics, but some will be more efficient for our purposes than others for reasons related to their location on this dimension of the spectrum. Specifically econometric software is generally designed for a limited range of tasks, although there has always been a tendency for the developers to expand this range and to incorporate more and more methods.
It is apparent that there has been a constant interplay between the development of programming languages and econometric software. In turn, the availability of ever more powerful software and more especially the increasing power and ease of accessibility of programming languages have enhanced the capacity of econometricians to write programs for the solution of specific problems. As the availability of a variety of data sets has increased, so has the range of econometric problems considered and methods developed. It would not be fair, however, to say that the development of programming languages has been influenced by econometric developments, but the opposite is surely true. 26 Eliens [15] . C ++ and FORTRAN90 both have some element of object-oriented programming, which basically assures portability independently of programming environment, Cary, et al, [6] . 27 A good source for accessing such resources is Bill Goffe's Resources for Economists on the Internet:
http://wuecon.wustl.edu/cgi-bin/mfs/03/EconFAQ.html.
