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Abstract
It is proved that every countable topological group not containing an open Boolean subgroup can
be partitioned into countably many dense subsets. It is also proved that every countable group with
finitely many elements of order 2, that can be embedded in a compact topological group, can be
partitioned into countably many subsets dense in any nondiscrete group topology.
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1. Introduction
A topological space is called resolvable (ω-resolvable) or irresolvable (ω-irresolvable)
depending on whether or not this space can be partitioned into two (into ω) dense subsets.
All space are assumed to be Hausdorff. This notion was introduced by Edwin Hewitt [2].
It turned out to be particularly fruitful for topological groups. As a beginning was the
Comfort–van Mill theorem stating that every nondiscrete irresolvable topological Abelian
group contains an infinite Boolean subgroup [1]. Later on, in that direction the following
results were in particular established.
Every nondiscrete ω-irresolvable topological Abelian group contains an open countable
Boolean subgroup [5,9]. This result, in some sense, reduces the investigation of nondiscrete
ω-irresolvable group topologies on Abelian groups to their investigation on a countable
Boolean group B. Under Martin’s axiom there are both irresolvable [4] and resolvable
ω-irresolvable [7] topologies among nondiscrete group topologies on B. The existence of
a nondiscrete ω-irresolvable group topology on B implies existence of a P -point in ω∗ [6].
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Hence, the existence of a nondiscrete ω-irresolvable topological Abelian group does not
depend on ZFC.
A group is called absolutely resolvable (absolutely ω-resolvable) if it can be partitioned
into two (into ω) subsets dense in any nondiscrete group topology. (If the group does
not admit a nondiscrete group topology, then, according to the definition, it is absolutely
ω-resolvable.) Every countable Abelian group not containing an infinite Boolean subgroup
is absolutely ω-resolvable [9]. Every Abelian group not containing an infinite Boolean
subgroup is absolutely resolvable [11].
The aim of this paper is to present two theorems. The first one states that every countable
ω-irresolvable topological group contains an open Boolean subgroup. It follows from this
that the existence of any countable nondiscrete ω-irresolvable topological group implies
the existence a P -point in ω∗. The second theorem states that every countable group with
finitely many elements of order 2, that can be embedded in a compact topological group,
is absolutely ω-resolvable. The both theorems proof is based on the development of the
approach from [9] (Sections 2–4) and on the inversion’s automorphization (Section 5).
2. Local left topological groups and local automorphisms
The notions of local left topological group and local automorphism originated in [8].
A group endowed with a topology with continuous left shifts is called left topological.
A topological space X with a partial operation · (multiplication) and a distinguished
element 1 (the identity) is called a local left topological group, if for each element x ∈X
there is an open neighbourhoodUx of the identity such that
(1) for any y ∈ Ux a product x · y is defined, x · 1 = x , x · Ux is an open neighbourhood
of x and a mapping Ux  y → x · y ∈ x ·Ux is a homeomorphism;
(2) (x · y) · z= x · (y · z) if y ∈Ux , z ∈Ux·y ∩Uy , y · z ∈ Ux .
For a local left topological group, from this point on, when we write x ·y we assume y ∈Ux
and when we write x ·U , where U is a neighbourhood of 1, we assume U ⊆Ux . The main
example of a local left topological group is an open neighbourhood of the identity of a left
topological group.
Let X and Y be local left topological groups. A mapping f :X → Y is called
a local isomorphism if f is a bijection, f (1X) = 1Y and for every x ∈ X, x 
= 1, there
is a neighbourhood of the identity Vx such that f (xy) = f (x)f (y) for any y ∈ Vx .
A topological local isomorphism of a local left topological group on itself is called a local
automorphism. A local automorphism is called trivial if it is the identity map on some
neighbourhood of the identity. We shall say that a bijection f on a set X has finite order n,
if f n = idX and n is the least integer satisfying this property.
A Boolean part of a group G is called a subset
B(G)= {x ∈G: x2 = 1}.
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A Boolean part B(G), generally, is not a subgroup. However, it holds if G is Abelian. More
generally, let A ⊆ B(G) and let xy = yx for any x, y ∈ A. Then a subgroup, generated
by A, is contained in B(G). Indeed, for any x1, . . . , xn ∈A (x1 · · ·xn)2 = x21 · · ·x2n = 1.
Examples 2.1.
(1) Let τ be a topology on G with continuous shifts. For each a ∈G a-conjugation x →
a−1xa on (G, τ) is a topological automorphism. It is trivial (as a local automorphism)
if and only if the centralizer of an element a is open. If a has order n, then
a-conjugation has order  n.
(2) Let G be an Abelian group and τ be a topology on G with continuous shifts and
inversion. An inversion on (G, τ) is a topological automorphism of order  2. It is
trivial (as a local automorphism) if and only if B(G) is a neighbourhood of the identity
of (G, τ) or, equivalently, there exists an open Boolean subgroup in (G, τ).
(3) Let τ be a topology on G with continuous shifts and inversion. In the general case
inversion is not a local automorphism. But it holds if each conjugation on (G, τ) is
trivial. Indeed, for each a ∈ G there is a neighbourhood U of the identity such that
ax = xa for any x ∈ U , it follows x−1a−1 = a−1x−1 and then (ax)−1 = x−1a−1 =
a−1x−1. An inversion is trivial if and only if B(G) is a neighbourhood of the identity
of (G, τ). This is equivalent to the existence of an open Boolean subgroup in (G, τ) in
the case where τ is a group topology. Indeed, pick a neighbourhood U of the identity
such that U2 ⊆ B(G). Then for any x, y ∈ U (xy)2 = 1 and xyyx = 1, and it follows
that xy = yx . But then a subgroup, generated by U , is contained in B(G).
Let f be a bijection on a set X. For each x ∈X we denote the f -orbit {f n(x): n < ω}
of the element x by O(f,x) (or O(x)). If |O(x)| = ω, then f n(x) 
= f m(x) for any
distinct n,m< ω. If |O(x)| = n, then f n(x)= x . A subset Y ⊆X is called f -invariant, if
f (Y )⊆ Y .
Lemma 2.2. Let X be a space, f be a homeomorphism on X, x ∈ X,f (x)= x and U a
neighbourhood of x . If there exists n ∈N such that |O(f,y)| n for any y ∈ U , then there
exists an open f -invariant neighbourhood V ⊆ U of x . If X is zero-dimensional, then V
can be chosen clopen.
Proof. Pick an open neighbourhood W of x such that f j (W) ⊆ U , j = 0, . . . , n− 1 and
put V =⋃n−1j=0 f j (W). ✷
Now let X be a space with a distinguished element 1 and let f be a homeomorphism
on X such that f (1) = 1. A spectrum of f (a spectrum of f on subset Y ⊆ X) is
called a set spec(f ) = {|O(f,x)|: 1 
= x ∈ X} (spec(f,Y ) = {|O(f,x)|: 1 
= x ∈ Y }).
A neighbourhood U of x is called spectrally minimal if for any neighbourhood V ⊆ U
of x spec(f,U) = spec(f,V ). A minimal spectrum of f is called a set min spec(f ) =
spec(f,U), where U is a spectrally minimal neighbourhood of the identity. If X is a
spectrally minimal neighbourhood of 1, then f is called stable. From Lemma 2.2 it follows
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Proposition 2.3. Let (G, τ) be a local left topological group and let f be a local auto-
morphism on (G, τ). Then one of the following statements holds:
(1) for any neighbourhood U of the identity and for any n ∈ N there is x ∈ U such that
|O(f,x)|> n;
(2) there is an open f -invariant neighbourhoodU of the identity such that f |U is a stable
local automorphism of finite order on U .
Lemma 2.4. Let X be a local left topological group and let f be a local automorphism of
finite order on X, 1 
= x ∈X, |O(x)| = s and let U be a spectrally minimal neighbourhood
of x . Then
spec(f,U)= {LCM(s, t): t ∈ {1} ∪min spec(f )},
where LCM(s, t) is the least common multiple of s and t .
Proof. Let n be an order of f . Choose a neighbourhood V of the identity such that
(i) f j (xy)= f j (x)f j (y), j = 1, . . . , n− 1, y ∈ V ;
(ii) the family of subsets f i(x)V , i = 0, . . . , s − 1 is disjoint.
Then pick a neighbourhoodW of the identity such that f j (W)⊆ V , j = 0, . . . , n− 1. Let
y ∈W , |O(y)| = t , k = LCM(s, t). We claim that |O(xy)| = k. Indeed,
f k(xy)= f k(x)f k(y)= xy.
Next, if f j (xy)= xy , then f j (x)f j (y)= xy , it follows f j (x)= x , and then f j (y)= y .
Thus, s|j and t|j . ✷
Corollary 2.5. Let X be a local left topological group and let f be a stable local
automorphism of finite order on X. Then spec(f ) is a finite subset of N containing the
least common multiple of any two of its elements.
Example 2.6. Let σ be an arbitrary finite subset of N closed with respect to LCM ,
σ = {s1, . . . , sk}, s1 < · · ·< sk , m= s1+· · ·+ sk+1 and let⊕ω Z(m) be a direct sum of ω
copies of Z(m), endowed with a topology of direct sum. We consider the coordinate-wise
substitution g on the local left topological group
⊕
ω Z(m), induced by the substitution on
Z(m), which is defined by the product of independent cycles
(1, . . . , s1)(s1 + 1, . . . , s2) · · · (s1 + · · · + sk−1 + 1, . . . , s1 + · · · + sk).
Clearly, g is a homeomorphism, g(0) = 0, spec(g,U) = σ for any neighbourhood of
zero U , and g(x+y)= g(x)+g(y) when r(x) < l(y). By l and r we denote the mappings
assigning to every nonzero element of
⊕
ω Z(m) the number of the first and the last nonzero
coordinate respectively. Consequently, g is a stable local automorphism on
⊕
ω Z(m) of
spectrum σ . It is called standard.
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3. Structure of a local automorphism
Theorem 3.1. Let X be a countable nondiscrete regular local left topological group, let
f be a stable local automorphism of finite order on X, σ = spec(f ), m = 1 +∑s∈σ s
and let g be a standard local automorphism on
⊕
ω Z(m) of spectrum σ . Then there is
a continuous local isomorphism h :X→⊕ω Z(m) such that
(1) f = h−1 ◦ g ◦ h;
(2) h(xy)= h(x)+ h(y), when r(h(x))+ 1 < l(h(y)).
If X has a countable weight, then h can be chosen topological.
A semigroup F = F(m) of all words on the alphabet Z(m) with empty word ∅ plays
an important role in the proofs of Theorems 3.1 and 5.1. For every w ∈ F we denote the
length of a word w by |w| and the number of the first and the last nonzero letter of w by
l(w) and r(w), respectively. Let Bnj be set of words of length n from F such that the first j
letters are zero and the others are nonzero, 0 j  n, Bnn = {θn}, θ0 = ∅, Bn =
⋃n
j=0Bnj ,
B =⋃n<ω Bn, Wn = {w ∈ F : |w| = n} and let F ′ be a subsemigroup of F of all words
including ∅, in which the last letter is nonzero. Besides the main operation *, we shall
use the partial operation + on F . Given words u,v ∈ F such that r(u)+ 1 < l(v), a word
u + v is the result of substituting the first subword of length |u| in the word v for u. If
w ∈ B , we put w′ = ∅ and w∗ = w. If w ∈ F \ B , then w has a unique representation in
the form
w =w1 +w2 + · · · +wq−1 +wq,
where w1 ∈ Bn1j1 , . . . ,wq ∈ B
nq
jq
, 0  j1 < n1 < j2 < · · · < jq−1 < nq−1 < jq  nq . We
shall call this the canonical representation. In this case we put
w′ =w1 + · · · +wq−1, w∗ =wq.
For any mapping g :Z(m)→ Z(m) and any word w ∈ F , w = ε1 · · ·εp, ε1, . . . , εp ∈ Z(m)
we denote the word g(ε1) · · ·g(εp) by g(w).
To prove Theorem 3.1 we need also the following lemma.
Lemma 3.2. Let X be a countable regular space with a distinguished element 1, f
a homeomorphism of finite order on X, f (1) = 1, U a clopen invariant subset of X,
K a finite invariant subset of U and A a clopen invariant partition of U such that
{|O(x)|: x ∈ K ∩ A} = spec(f,A) for any A ∈ A. Then a clopen invariant partition
{U(x): x ∈K} such thatU(x) is a spectrally minimal neighbourhood of x can be inscribed
into a partition A.
Proof. Let U = {x1, x2, . . .}. Using Lemma 2.2, we inscribe the disjoint clopen invariant
family of spectrally minimal neighbourhoodsU0(x) of the points x ∈K into A. We put
U0 =
⋃{
U0(x): x ∈K
}
.
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Then one can find the first element not belonging to U in the sequence x1, x2, . . . . Let
this element be y1 and let y1 ∈ A1 ∈ A, |O(y1)| = s, f (y1) = y2, . . . , f (ys−1) = ys,
f (ys) = y1. Using Lemma 2.2 again, we inscribe the disjoint clopen invariant family
of spectrally minimal neighbourhoods V1(x) of the points x ∈ O(y1) into {A \ U0:
A ∈ A}. One find the element z1 ∈ K in A1 such that |O(z1)| = s. Let O(z1) =
{z1, . . . , zs}, f (z1) = z2, . . . , f (zs−1) = zs, f (zs) = z1. We put U1(z1) = U0(z1) ∪
V1(y1), . . . ,U1(zs)=U0(zs)∪ V1(ys), U1(x)=U0(x), x ∈K \ {z1, . . . , zs},
U1 =
⋃{
U1(x): x ∈K
}
.
Then we find the first element not belonging to U1 in the sequence x1, x2, . . . and so on.
Finally, we shall put
U(x)=
⋃
n<ω
Un(x), x ∈K. ✷
Proof of Theorem 3.1. Let F = F(m) and X = {1, x1, x2, . . .}. Put X(∅) = X and
x(∅)= 1.
For each n ∈ N we shall construct a clopen partition {X(w): w ∈Wn} of the space X
and a subset {x(w) ∈X(w): w ∈Wn} satisfying the following conditions:
(1)n {X(w*i): i ∈ Z(m)} is a partition of X(w), x(w*0)= x(w), w ∈Wn−1;
(2)n f (x(w) · y)= f (x(w)) · f (y), w ∈ Bn−1, y ∈X(θn);
(3)n X(w) is a spectrally minimal neighbourhood of x(w), w ∈Bn;
(4)n f (X(w))=X(g(w)), f (x(w))= x(g(w)), w ∈ Bn;
(5)n X(w)= x(w′) ·X(w∗), x(w)= x(w′) · x(w∗), w ∈Wn;
(6)n xn ∈ {x(w): w ∈Wn}.
Let σ = {s1, . . . , sk}, s1 < · · · < sk and let i1 = s1, . . . , ik = s1 + · · · + sk be orbit
representatives in Z(m) \ {0} of the lengths s1, . . . , sk . Using Lemma 3.2, as X(0) we
choose a clopen invariant neighbourhood of the identity such that spec(f,X \X(0))= σ
and x1 /∈ X(0). Clearly, U = X \ X(0) is also invariant. Since spec(f,U) = σ , we can
choose elements x(i1), . . . , x(ik) in U with orbits of the lengths s1, . . . , sk such that
x1 ∈O(x(i1))∪ · · · ∪O(x(ik)). Put x(0)= 1,
x
(
g(i1)
) = f (x(i1)), . . . , x(gs1−1(i1))= f s1−1(x(i1)),
...
x
(
g(ik)
) = f (x(ik)), . . . , x(gsk−1(ik))= f sk−1(x(ik)).
Next, using Lemma 3.2 we choose a clopen invariant partition {X(i): i = 1, . . . ,m− 1}
of U such that X(i) is a spectrally minimal neighbourhood of x(i).
We shall show the inductive passage to n + 1. One of the subsets of the partition
{X(w): w ∈Wn}, say X(u), contains xn+1. Since X(u)= x(u′) ·X(u∗), we have xn+1 =
x(u′) · yn+1 for some yn+1 ∈X(u∗). As X(θn+1) we put a clopen invariant neighbourhood
of the identity such that
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(i) f (x(w) · y)= f (x(w)) · f (y), w ∈ Bn, y ∈X(θn+1);
(ii) x(w) ·X(θn+1)⊂X(w), spec(f,X(w) \ x(w) ·X(θn+1))= spec(f,X(w)),w ∈Bn;
(iii) yn+1 /∈ x(u∗) ·X(θn+1), when yn+1 
= x(u∗).
Let w ∈ Bn, O(w)= {w1, . . . ,ws}, wj = gj−1(w), j = 1, . . . , s. Clearly, O(w)⊆ Bn.
Put X(w*j 0)= x(wj ) ·X(θn+1), x(w*j 0)= x(wj), Uj =X(wj )\X(w*j 0), j = 1, . . . , s,
U =U1 ∪ · · · ∪Us .
Since X(θn+1) is invariant, f (Uj ) = Uj+1, j = 1, . . . , s − 1, f (Us)= U1. Therefore,
{U1, . . . ,Us} is a clopen invariant partition of U . Let ri = LCM(s, si ), i = 1, . . . , k; they
need not be distinct. By Lemma 2.4 spec(f,X(w))= {ri : i = 1, . . . , k}. It follows
spec(f,U1)= spec(f,U)= {ri : i = 1, . . . , k}.
We choose elements x(w*i1), . . . , x(w*ik) in U1 with disjoint orbits of the length
r1, . . . , rk such that yn+1 ∈ O(x(w*i1)) ∪ · · · ∪ O(x(w*ik)), if, of course, u∗ ∈ O(w)
and yn+1 
= x(u∗). Put
x
(
g(w*i1)
) = f (x(w*i1)), . . . , x(gr1−1(w*i1))= f r1−1(x(w*i1)),
...
x
(
g(w*ik)
) = f (x(w*ik)), . . . , x(grk−1(w*ik))= f rk−1(x(w*ik)).
Then using Lemma 3.2 we inscribe the clopen invariant partition {X(v*i): v ∈O(w),
i = 1, . . . ,m− 1} into the partition {U1, . . . ,Us} such that X(v*i) is a spectrally minimal
neighbourhood of x(v*i).
We define X(w) and x(w) for words w ∈Wn+1 \Bn+1 by condition (5)n+1. So, for any
w ∈Wn
x(w*0)= x((w*0)′) · x((w*0)∗)= x(w) · x(θn+1)= x(w),
X(w*0)= x((w*0)′) ·X((w*0)∗)= x(w) ·X(θn+1)
= x(w′) · x(w∗) ·X(θn+1)= x(w′) ·X(w∗*0),
X(w*i)= x((w*i)′) ·X((w*i)∗)= x(w′) ·X(w∗*i), i = 1, . . . ,m− 1.
Therefore, condition 1)n+1 is satisfied. If xn+1 /∈ {x(w): w ∈ Wn}, then xn+1 = x(u′) ·
yn+1 = x(u′) · x(u∗*i)= x(u*i) for some i = 1, . . . ,m− 1. Therefore, condition (6)n+1
is also satisfied. It is easy to see that conditions (2)n+1–(5)n+1 hold.
So, we shall get a bijection F ′ w → x(w) ∈X. For an arbitrary w ∈ F ′, w = ε1 · · ·εn
we put w = (ε1, . . . , εn,0,0, . . .). Thus, the mapping F ′  w → w ∈⊕ω Z(m) is also a
bijection. And then the mapping
h :X  x(w) →w ∈
⊕
ω
Z(m)
is a bijection as well. Since sets h(X(w*0)), h(X(w*00)), . . . in ⊕ω Z(m) form a base
of neighbourhoods of w, the mapping h is continuous.
Let w ∈ F and let w =w1 + · · · +wq be a canonical representation of w. Then
x(w)= x(w1 + · · · +wq−1) · x(wq)= · · · = x(w1) · · ·x(wq).
It follows that x(u+ v)= x(u) · x(v) for any u,v ∈ F such that r(u)+ 1 < l(v).
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Let x ∈X, x = x(u), u ∈ F and let u= u1 + · · · + up be a canonical representation of
u, n= r(u), y ∈X(θn+1), y = x(v). Then
h(x · y) = h(x(u) · x(v))= h(x(u+ v))
= u+ v = u+ v = h(x(u))+ h(x(v))= h(x)+ h(y),
hf (x) = hf (x(u1) · x(u2 + · · · + up))
= h(f (x(u1)) · · ·f (x(u2 + · · · + up)))= · · ·
= h(f (x(u1)) · · ·f (x(up)))
= h(x(g(u1)) · · ·x(gl(up)))= h(x(g(u1)))+ · · · + h(x(g(up)))
= g(u1)+ · · · + g(up)= g(u1 + · · · + up )= gh
(
x(u)
)= gh(x).
Clearly, if X has a countable weight, then {X(θ1),X(θ2), . . .} can be chosen to be base
of neighbourhoods of the identity and a local isomorphism h being topological. ✷
4. Resolving by automorphism
Theorem 4.1. Let (X, τ0) be a countable nondiscrete regular local left topological group,
let f be a nontrivial stable local automorphism on (X, τ0) of finite order and let s be the
least number of spec(f ) \ {1}. Then X can be partitioned into countably many subsets
dense in any nondiscrete topology τ on X such that
(1) (X, τ) is a local left topological group;
(2) f is a homeomorphism on (X, τ);
(3) s ∈ spec(f,U ∩ V ) for any neighbourhoodsU,V of the identity in topologies τ, τ0.
Proof. Let h : (X, τ0) →⊕ω Z(m) be a continuous local isomorphism given by Theo-
rem 3.1 and let S be a s-element g-orbit in Z(m). For an arbitrary x ∈ X we consider a
sequence of coordinates h(x) belonging to S. We denote the first and the last elements of
this sequence byL(x) and R(x), respectively. And let ν(x) be the number of pairs of neigh-
bouring distinct elements in this sequence. Note, if |O(x)| = s, then h(x) has coordinates
from S and ν(x)= ν(f (x)). If x, y ∈G and r(h(x))+ 1 < l(h(y)), then
ν(xy)=
{
ν(x)+ ν(y) if R(x)= L(y),
ν(x)+ ν(y)+ 1 if R(x) 
= L(y).
And if, besides, |O(x)| = |O(y)| = s, then there is i < s with the property that
ν
(
x · f i(y))= ν(x)+ ν(y),
ν
(
x · f i+1(y))= ν(x)+ ν(y)+ 1.
Given n < ω we put Xn = {x ∈X: l(ν(x))= n}. Trivially, the family of subsets Xn, n < ω
is disjoint. We need to prove that every Xn is dense in (X, τ). Let x ∈ X and let U be a
neighbourhood of the identity of (X, τ). Put k = 2n+1 and pick elements x1, . . . , xk in U
such that
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(i) |O(xj)| = s;
(ii) r(h(x))+ 1 < l(h(x1)), r(h(xj ))+ 1 < l(h(xj+1));
(iii) y1 · · ·yk ∈ U for any yj ∈O(xj).
Then there is an element of Xn among elements x · y1 · · ·yk ∈ xU where yj ∈O(xj). ✷
Corollary 4.2. If on a countable regular local left topological group there is a nontrivial
local automorphism of finite order then it is ω-resolvable.
Corollary 4.3. In a countable group endowed with a regular ω-irresolvable topology with
continuous shifts, the centralizer of any element of finite order is open.
5. Automorphization of inversion
Theorem 5.1. Let G be a countable group and let τ0 be a nondiscrete regular topology
on G with continuous shifts and inversion. Suppose that Boolean part B(G) is not
a neighbourhood of the identity of (G, τ0). Let B = B(G) \ {1} and let X be an
open symmetric neighbourhood of the identity of (G, τ0) satisfying one of the following
conditions:
(1) X ∩B = ∅;
(2) 1 ∈ cl(B) and the centralizer of each element of B ∩X is open.
Then there is a partial operation + on X such that, for every topology τ ⊇ τ0 on G with
continuous shifts and inversion, (X, τ |X,+) is a local left topological group and inversion
on it is a local automorphism.
Proof. Consider case (2). We shall apply the notions “spectrally minimal neighbourhood”,
“invariant partition” to inversion.
Let X be a semigroup of words on the alphabet Z(4). Enumerate the elements of X as
a sequence 1, x1, x2, . . . and put X(∅)=X, x(∅)= 1.
For each natural n we shall define a clopen partition {X(w): w ∈Wn} of X, a subset
{x(w) ∈X(w): w ∈Wn} and a partial operation x(w)+y , w ∈Wn−1, y ∈X(θn) such that
(1)n {X(w*i): i ∈ Z(4)} is a partition of X(w), x(w*0)= x(w), w ∈Wn−1;
(2)n X(w) is a spectrally minimal neighbourhood of x(w), w ∈ Bn, X(θn) is contained in
the centralizer of each element of order 2 from the set {x(w): w ∈Bn−1};
(3)n (X(w))−1 =X(w−1), (x(w))−1 = x(w−1), w ∈Bn;
(4)n for any w ∈ Bn−1, y ∈X(θn) one has x(w)+ y = y · x(w) if the last letter from the
set {1,3} in the word w is 3, x(w)+ y = x(w) · y , otherwise;
(5)n x(w)+ y = x(w′)+ (x(w∗)+ y), w ∈Wn−1, y ∈X(θn);
(6)n X(w)= x(w′)+X(w∗), x(w)= x(w′)+ x(w∗), w ∈Wn;
(7)n xn ∈ {x(w): w ∈Wn}.
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As X(0) we choose a clopen symmetric neighbourhood of 1 such that the set U =
X \ X(0) has elements of order 2 and x1 /∈ X(0). Put x(0) = 1. Pick the elements
x(1), x(2), x(3) in the set U such that (x(1))−1 = x(3), (x(2))−1 = x(2), x1 ∈ {x(i): i =
1,2,3}. Then we choose a clopen invariant partition {X(i): i = 1,2,3} of U such thatX(i)
is a spectrally minimal neighbourhood of x(i).
Assume that we have already defined the partition {X(w): w ∈ Wn}, the subset
{x(w) ∈ X(w): w ∈ Wn} and the partial operation x(w) + y , w ∈ Wn−1, y ∈ X(θn).
One of the partition sets, say X(u), contains xn+1. Since X(u) = x(u′) + X(u∗), one
has xn+1 = x(u′) + yn+1 for some yn+1 ∈ X(u∗). As X(θn+1) we choose a clopen
symmetric neighbourhood of 1 such that after (4)n+1 have been defined, X(w*0) =
x(w)+X(θn+1) ⊂ X(w), σ(X(w) \X(w*0)) = σ(X(w)), w ∈ Bn, X(θn) is contained
in the centralizer of each element of order 2 from the set {x(w): w ∈ Bn} and yn+1 /∈
X(u∗*0), if, of course, yn+1 
= x(u∗). Put x(w*0)= x(w), w ∈ Bn.
Let w ∈ Bn, w−1 = w. Pick the elements x(w*i), i = 1,2,3 in the set U =
X(w) \X(w*0) such that (x(w*1))−1 = x(w*3), (x(w*2))−1 = x(w*2) and yn+1 ∈
{x(w*i): i ∈ Z(4)}, if w= u∗. Then we choose a clopen invariant partition {X(w*i): i =
1,2,3} of U such that X(w*i) is a spectrally minimal neighbourhood of x(w*i).
Let w ∈ Bn, w−1 
= w. Put U1 = X(w) \ X(w*0), U2 = X(w−1) \ X(w−1*0),
U = U1 ∪ U2. Since X(θn+1) is symmetric, U−1 = U2. Pick the distinct elements
x(w*i) ∈U1, x(w−1*i) ∈ U2, i = 1,2,3 such that (x(w*i))−1 = x(w−1*i) and yn+1 ∈
{x(w*i), x(w−1*i): i ∈ Z(4)}, if u∗ ∈ {w,w−1}. Then we inscribe the clopen invariant
partition {X(v*i): v = w,w−1, i = 1,2,3} into the partition {U1,U2} of U such that
X(v*i) is a spectrally minimal neighbourhood of x(v*i).
When X(w), x(w) and x(w)+ y have been defined for all w ∈ Bn+1, we shall define
them for w ∈Wn+1 \Bn+1 by conditions (5)n+1, (6)n+1.
When we have finished this process, we shall get the bijection F ′  w → x(w) ∈ X
and the partial operation x(w) + y , w ∈ F ′, y ∈ X(θr(w)+1). Trivially, the operation
x(w)+y , y ∈X(θr(w)+1) maps homeomorphicly the neighbourhoodX(θr(w)+1) of 1 onto
the neighbourhoodX(w*0) of x(w). Moreover, this is valid for any topology τ ⊇ τ0 with
continuous shifts. To see that x(u+ v)= x(u)+ x(v), if r(u)+ 1< l(v), use the induction
in the length of the canonical representation of v. One has
x(u+ v) = x(u+ v1 + · · · + vq)= x(u+ v1 + · · · + vq−1)+ x(vq)
= x(u+ v1 + · · · + vq−2)+
(
x(vq−1)+ x(vq)
)
= x(u+ v1 + · · · + vq−2)+ x(vq−1 + vq)= x(u)+ x(v).
It follows that the partial operation+ is associative. If r(u)+1< l(v) and r(v)+1 < l(w),
then
(
x(u)+ x(v))+ x(w) = x(u+ v)+ x(w)= x(u+ v +w)
= x(u)+ x(v +w)= x(u)+ (x(v)+ x(w)).
Therefore, Xτ is a local left topological group.
We need to check that inversion on Xτ is a local automorphism. Let w ∈ F ′, y ∈
X(θr(w)+1). If w ∈ B , w =w−1 then
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(
x(w)+ y)−1 = (x(w) · y)−1 = (y · x(w))−1
= (x(w))−1 · y−1 = (x(w))−1 + y−1.
If w ∈ B , w 
=w−1 and the last letter of w from the set {1,3} is, say 3, then the last letter
of w−1 from the set {1,3} is 1 and one has
(
x(w)+ y)−1 = (y · x(w))−1 = (x(w))−1 · y−1 = x(w−1) · y−1
= x(w−1)+ y−1 = (x(w))−1 + y−1.
In general case we use the induction in the length of the canonical representation of w:
(
x(w)+ y)−1 = (x(w′)+ (x(w∗)+ y))−1
= (x(w′))−1 + (x(w∗)+ y)−1 = · · ·
= (x(w′))−1 + ((x(w∗))−1 + y−1)
= x((w−1)′)+ (x((w−1)∗)+ y−1)
= x(w−1)+ y−1 = (x(w))−1 + y−1.
Case (1) can be considered analogously and even easier. We take a semigroup of words
on the alphabet Z(3) as a semigroup F . ✷
6. Basic results
Theorem 6.1. In a countable group endowed with a regular ω-irresolvable topology with
continuous shifts and inversion, a Boolean part is a neighbourhood of the identity.
Proof. Let G be a countable group endowed with a regular topology with continuous
shifts and inversion, which has a Boolean part that is not a neighbourhood of the identity.
We need to prove that G is ω-resolvable. Let B = B(G) \ {1}. If there is an element in B
such that its centralizer is not open in G then G is ω-resolvable by Corollary 4.3. Hence,
let the centralizer of each element from B is open in G. If 1 ∈ cl(B), put X =G, otherwise
as X we put an open symmetric neighbourhood of the identity of G disjoint with B . By
Theorem 5.1 there is a partial operation + on X such that (X,+) is a local left topological
group and inversion on it is a local automorphism. It is nontrivial, because B(G) is not a
neighbourhood of the identity of G. Thus, X is ω-resolvable by Corollary 4.2. It follows
that G is also ω-resolvable. ✷
Corollary 6.2. Every countable ω-irresolvable topological group contains an open
Boolean subgroup.
Theorem 6.3. Every countable group with a finite Boolean part, that can be embedded in
a compact topological group, can be partitioned into countably many subsets dense in any
nondiscrete topology with continuous shifts and inversion.
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Proof. Let G be a countable group with a finite Boolean part that can be embedded in a
compact topological group. Let τ0 be a totally bounded group topology on G, let X be a
local left topological group obtained from (G, τ0) by removing elements of order 2, let +
be a partial operation on X guaranteed by Theorem 5.1 and let {Xn: n < ω} be a partition
of a local left topological group (X,+) by inversion guaranteed by Theorem 4.1. We need
to check that every Xn is dense in any nondiscrete topology τ on G with continuous shifts
and inversion. Let τ1 = τ0 ∨ τ be the least upper bound of τ0 and τ . Neighbourhoods of the
identity in the topology τ1 are subsets of the form U ∩V , where U , V are neighbourhoods
of the identity in topologies τ0, τ . It is easy to see that shifts and inversion in topology τ1 are
continuous. Since τ0 is totally bounded, τ1 is nondiscrete (see [11]). We have that τ1 ⊇ τ0,
(X, τ1|X,+) is a nondiscrete local left topological group and inversion is a nontrivial local
automorphism on it. Thus, Xn is dense in τ1 and, consequently, Xn is dense in τ . ✷
Corollary 6.4. Every countable group with finitely many elements of order 2, that can be
embedded in a compact topological group, is absolutely ω-resolvable.
Note that the class of groups for which Theorem 6.3 is valid, is closed with respect to
extensions by finite groups. Indeed, if H is a subgroup of a group G that has a finite index,
{gi : i < m} is a set of representatives of the left cosets of G modulo H and {Xn: n < ω} is
the corresponding partition of H , then {⋃i<m giXn: n < ω} is the required partition of G.
7. Open questions
Question 1. Is it true that the dispersion character of any nondiscrete ω-irresolvable
topological group is countable?
Question 2. Is it true that a centralizer of any element of a countable ω-irresolvable
topological group is open?
In [10] it was proved that there exists a nondiscrete regular topology with continuous
shifts and inversion on every countable group.
Question 3. Is it true that on every countable group G there is a regular topology τ0
with continuous shifts and inversion such that a topology τ0 ∨ τ is nondiscrete for any
nondiscrete topology τ on G with continuous shifts and inversion?
If Question 2 has an affirmative answer then Theorem 6.3 is valid without condition on
embedding in a compact topological group.
Question 4. Is it true that every countable group not containing an infinite Boolean
subgroup (and that can be embedded in a compact topological group) can be partitioned
in countably many subsets dense in any nondiscrete topology with continuous shifts and
inversion?
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A subgroup H of G is called weakly central if an intersection of H and the centralizer
of any finite subset of G has a finite index in H . If a countable group G contains an infinite
weakly central Boolean subgroup, then G is not absolutely resolvable. This statement is
deduced from the following result which is a corollary of the Finite Sums Theorem of
Hindman (see [3, Section 5.2]). For any partition of an infinite Boolean group into finitely
many subsets at least one of the partition subsets contains a coset modulo an infinite
subgroup.
Question 5. Is it true that every countable group not containing an infinite weakly central
Boolean subgroup can be partitioned into countably many subsets dense in any nondiscrete
topology with continuous shifts and inversion?
Question 6. Does there exist an infinite absolutely resolvable group that is not absolutely
ω-resolvable?
References
[1] W.W. Comfort, J. van Mill, Groups with only resolvable group topologies, Proc. Amer. Math. Soc. 120
(1994) 687–696.
[2] E. Hewitt, A problem of set-theoretic topology, Duke Math. J. 10 (1943) 309–333.
[3] N. Hindman, D. Strauss, Algebra in the Stone– ˇCech Compactification, de Gruyter, Berlin, 1998.
[4] V.I. Malykhin, Extremally disconnected and nearby groups, Dokl. Akad. Nauk SSSR 220 (1975) 27–30
(in Russian).
[5] I.V. Protasov, Partitions of direct products of groups, Ukr. Mat. Zh. 49 (1997) 1389–1395 (in Russian).
[6] I.V. Protasov, Irresolvable topologies on groups, Ukr. Mat. Zh. 50 (1998) 1646–1655 (in Russian).
[7] Y. Zelenyuk, Topological groups with finite semigroups of ultrafilters, Mat. Stud. 6 (1996) 41–52
(in Russian).
[8] Y. Zelenyuk, Finite groups in βN are trivial, Institut Matematiki AN Ukrainy, Kiev, Preprint 96.3, 1996
(in Russian).
[9] Y. Zelenyuk, Resolvability of topological groups, Ukr. Mat. Zh. 51 (1999) 41–47 (in Russian).
[10] Y. Zelenyuk, On topologies on groups with continuous shifts and inversion, Visnyk Kyiv Univ., Ser. Fiz.-
Mat. 2 (2000) 252–256 (in Ukrainian).
[11] Y. Zelenyuk, Partitions of groups into absolutely dense subsets, Mat. Zametki 67 (2000) 706–711 (in
Russian).
