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Abstract
In this paper we consider a mean-field backward stochastic differential equation (BSDE)
driven by a Brownian motion and an independent Poisson random measure. Translating the
splitting method introduced by Buckdahn, Li, Peng and Rainer [6] to BSDEs, the existence and
the uniqueness of the solution (Y t,ξ, Zt,ξ, Ht,ξ), (Y t,x,Pξ , Zt,x,Pξ , Ht,x,Pξ) of the split equations
are proved. The first and the second order derivatives of the process (Y t,x,Pξ , Zt,x,Pξ , Ht,x,Pξ)
with respect to x, the derivative of the process (Y t,x,Pξ , Zt,x,Pξ , Ht,x,Pξ) with respect to the
measure Pξ, and the derivative of the process (∂µY
t,x,Pξ(y), ∂µZ
t,x,Pξ(y), ∂µH
t,x,Pξ(y)) with re-
spect to y are studied under appropriate regularity assumptions on the coefficients, respectively.
These derivatives turn out to be bounded and continuous in L2. The proof of the continuity of
the second order derivatives is particularly involved and requires subtle estimates. This regu-
larity ensures that the value function V (t, x, Pξ) := Y
t,x,Pξ
t is regular and allows to show with
the help of a new Itoˆ formula that it is the unique classical solution of the related nonlocal
quasi-linear integral-partial differential equation (PDE) of mean-field type.
Keyword. BSDEs with jump, mean-field BSDEs with jump, integral-PDE of mean-field type,
Itoˆ’s formula, value function
AMS Subject classification: 60H10; 60K35
1 Introduction
Mean-field stochastic differential equations, also called McKean-Vlasov equations, can be dated
back to the works of Kac [14], [15] in the 1950s. Nonlinear mean-field backward stochastic differen-
tial equations had not been investigated before the work of Buckdahn, Djehiche Li and Peng [3] in
2009. Since their work the theory of mean-field forward-backward stochastic differential equations
(FBSDEs), as well as that of the associated partial differential equations (PDEs) of mean-field type
has been intensively investigated. For example, Buckdahn, Li and Peng [5] obtained for mean-field
BSDEs an existence and uniqueness theorem, but also a comparison theorem. Using a BSDE ap-
proach, first introduced by Peng [26] in 1997, the authors also gave a probabilistic interpretation
∗The work has been supported in part by the NSF of P.R.China (No. 11222110), NSFC-RS (No. 11661130148),
111 Project (No. B12023). E-mail: juanli@sdu.edu.cn.
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to related nonlocal partial differential equations. Min, Peng and Qin [24] proved through a con-
tinuation method that fully coupled mean-field FBSDEs have a unique square integrable adapted
solution. On the other hand, with the development of the theory of mean-field FBSDEs, many
stochastic control problems in the mean-field framework have also been considered. For instance,
Li [19] studied a stochastic maximum principle for the mean-field controls. A stochastic optimal
control problem with delay and of mean-field type was considered by Shen, Meng and Shi [27].
With the help of the theory of FBSDEs involving the value function, but with frozen partial initial
values, Hao and Li investigated an optimal control problem with systems of decoupled controlled
mean-field FBSDEs [11], as well as fully coupled controlled mean-field FBSDEs [12]. We remark
that, generally speaking, the dynamic programming principle for mean-field FBSDEs does not hold
true anymore because of the presence of expectation terms in coefficients. For this reason, in [5], [11]
and [12], the authors adopted a new method: They fixed partially the initial values, to overcome
this difficulty. Besides, there are also many other works in the mean-field area, see, e.g., Kloeden
and Lorenz [16], Kotelenez and Kurtz [17], Yong [29] and references therein. In particular, Lasry
and Lions [18] extended the application areas for mean-field problems to Economics, Finance and
game theory.
The lectures given by P.L. Lions [23] at Colle`ge de France and the notes edited by Cardaliguet
[7] give the definition of the derivative for a function ϕ : P2(Rd) → R with respect to measure.
Many works adopt this definition, for example, R. Carmona and F. Delarue [9], Cardaliaguet
[8]. Among all these works, we refer in particular to that of Buckdahn, Li, Peng and Rainer [6].
The authors considered general mean-field SDEs and related nonlocal PDEs, and proved that the
solution (Xt,ξ,Xt,x,Pξ) of such a couple of forward SDEs satisfies the flow property. This allowed
to prove that the associated nonlocal PDE has a unique classical solution. This approach overcame
the drawback of partial freezing of initial data, see [5]. Recently, Chassagneux, Crisan and Delarue
[10] considered fully coupled mean-field FBSDEs driven by Brownian motion, and proved that the
fully coupled mean-field FBSDEs have unique solutions.
We are interested here in more general mean-field FBSDE with jumps. The theory of FBSDEs
with jumps has developed very dynamically in the recent years because of its variable applications.
There are many works on FBSDEs with jumps, see, e.g., Bass [1], Barles, Buckdahn and Pardoux
[2], Tang and Li [28], Li and Peng [20], Buckdahn, Li and Hu [4], Li and Wei [21], [22]. On the other
hand, Hao and Li [13] studied mean-field SDEs with jumps. They showed that the unique solution
(Xt,ξ ,Xt,x,Pξ) of the split mean-field SDE with jumps satisfies the flow property, and using a new
approach the authors succeeded in proving the existence and the uniqueness of classical solutions
for the related nonlocal linear integral-PDEs. Inspired by the works of Hao, Li [13] and Pardoux,
Peng [25], the objective of our present work is to associate the mean-field (forward) SDE with
jumps with a mean-field BSDE driven by a Brownian motion and an independent Poisson random
measure, and to describe the associated nonlocal integral-PDE of mean-field type which unlike [13]
and [6] is quasi-linear. We emphasize that this generalization is far from being trivial and related
with very subtle BSDE estimates.
More precisely, given the solution of the split forward SDE (Xt,ξ,Xt,x,Pξ) (see the equations
(3.1) and (3.2)), we consider the split BSDEs with jumps (see the equations (4.1) and (4.2)), driven
by the Brownian motion B and the independent compensated Poisson random measure Nλ (with
associated Le´vy measure λ defined over K ⊂ Rℓ \ {0}). From Theorem 10.1 in the Appendix
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it follows equation (4.1) has a unique solution (Y t,ξ, Zt,ξ,Ht,ξ). Once knowing (Y t,ξ, Zt,ξ,Ht,ξ),
equation (4.2) can be treated as a classical BSDE with jumps, and it possesses a unique solu-
tion (Y t,x,ξ, Zt,x,ξ,Ht,x,ξ). We show that this solution of (4.2) depends on ξ only through its
law, but not on ξ itself (see Proposition 4.1), which allows to define (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ) =
(Y t,x,ξ, Zt,x,ξ,Ht,x,ξ). The flow property of (Xt,x,Pξ ,Xt,ξ) (see (3.5)) leads to a corresponding prop-
erty for (Y t,x,Pξ , Y t,ξ) (see (4.9)), which is crucial to study the related nonlocal quasi-linear integral-
PDE of mean-field type. As we are interested in classical solutions of the related PDEs, we have
to study the regularity of (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ), i.e., its twice continuous differentiability with
respect to x, its continuous differentiability with respect to the law and the continuous differentia-
bility of this latter derivative with respect to the variable which is generated by the derivative with
respect to the law. The study of these second order derivatives for a BSDE leads to new BSDEs
whose driver depends, in particular, on non-linear functions of (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ) multiplied
with the square of the first order derivatives of the processes Zt,x,Pξ and Ht,x,Pξ , which are only
square integrable with respect to the time parameter. This makes the proof of the continuity
of the second order derivatives of these processes very subtle and is related with very technical
estimates (see, in particular, Section 8, Section 10.3), a point which in their study of classical
BSDEs and classical solutions of associated PDEs in [25] was not developed there. The regularity
of (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ) yields that of the value function V defined by V (t, x, Pξ) = Y
t,x,Pξ
t . We
prove that this value function V (t, x, Pξ) is the unique classical solution of the new nonlocal quasi-
linear integral-PDE of mean-field type (9.1) (see Theorem 9.2). For this we first prove a new more
general Ito’s formula F (t, Ut, PXt), where U and X are Itoˆ processes with jumps, respectively. In
particular, unlike [6] and [13] we don’t need the existence of the second order mixed derivatives
∂x∂µF , ∂µ∂xF , ∂
2
µF for the Itoˆ formula, see Theorem 2.1. This new Itoˆ formula simplifies the proof
of Theorem 9.2, even for the more special case studied in [6] and [13]. We also get the representation
formulas for the solutions of (4.1) and (4.2), see (9.2) and (9.3).
This paper is organized as follows. In Section 2 we recall the definition of the derivative of a
function ϕ defined on P2(Rd) with respect to the measure. We also prove a new general Itoˆ formula.
Section 3 studies mean-field SDEs with jumps. The properties of the solution for our split mean-
field BSDEs with jumps are proved in Section 4. Section 5 shows that the first order derivatives
of the process Xt,x,Pξ with respect to x and the measure Pξ exist, and the corresponding estimates
are obtained. Section 6 is devoted to study the first order derivatives of (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ)
with respect to x and the measure Pξ, respectively, which are bounded and Lipschitz continuous in
L2. In Section 7 the second order derivatives of Xt,x,Pξ are discussed. The second order derivatives
of (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ) are investigated in Section 8. In Section 9 we prove by using our new
Itoˆ’s formula that our associated integral-PDEs of mean-field type has a unique classical solution.
Section 10 (the Appendix) gives the proof of Theorem 2.1 (Subsection 10.1), that of an auxiliary
result for Proposition 9.1 (Subsection 10.3), and recalls some basic results on mean-field BSDE
with jumps (Subsection 10.2).
2 Preliminaries
Let us consider a complete probability space (Ω,F , P ) on which is defined a d-dimensional Brownian
motion B(= (B1, . . . , Bd)) = (Bt)t∈[0,T ], and an independent Poisson randommeasureN on R+×K.
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Here K ⊂ Rl \ {0} is a nonempty open set equipped with its Borel field K. The compensator
ν(de, dt) = λ(de)dt of N is such that
{
Nλ([0, t] × E) = (N − ν)([0, t] × E)
}
t≥0
is a martingale for
all E ∈ K satisfying λ(E) < ∞, and λ is a given σ-finite Le´vy measure on (K,K), i.e., a measure
on (K,K) with the property that ∫K(1 ∧ |e|2)λ(de) < ∞. Let T > 0 denote an arbitrarily fixed
time horizon. We suppose that there is a sub-σ-field F0 ⊂ F such that
i) the Brownian motion B and the Poisson random measure N are independent of F0,
ii) F0 is “rich enough”, i.e., P2(Rk) = {Pϑ, ϑ ∈ L2(F0;Rk)}, k ≥ 1,
iii) F0 ⊃ NP , where NP is the set of all P -null subsets of F .
By F = (Ft)t∈[0,T ] we denote the filtration generated by this Browinan motion B and the Poisson
random measure N , augmented by F0, i.e.,
F0t = σ
{
Bs, N([0, s]× E)
∣∣ s ≤ t, E ∈ K},
Ft : = F0t+ ∨ F0
(
=
( ⋂
s:s>t
F0s
) ∨ F0), t ∈ [0, T ].
Note that F = (Ft)t∈[0,T ] satisfies the standard assumption of right-continuity and completeness.
Let us introduce the following spaces which are needed in what follows.
• H2F(t, T ;Rd) :=
{
ψ| ψ : Ω× [t, T ]→ Rd is an F-predictable process with E[∫ Tt |ψs|2ds] < +∞};
• S2F(t, T ;Rd) :=
{
ϕ| ϕ : Ω× [t, T ]→ Rd is an F-adapted ca`dla`g process with E[sup0≤s≤T |ϕs|2ds] <
+∞};
• K2λ(t, T ;Rd) := {H|H : Ω×[t, T ]×K → Rd is P0⊗B(K)-measurable and E[
∫ T
t
∫
K |Hs(e)|2λ(de)ds]
< +∞}.
Here t ∈ [0, T ] and P0 denotes the σ-field of F-predictable subsets of Ω× [0, T ]. Note that we
may omit Rd and just write H2F(t, T ) when d = 1, similar to other notations.
Let us introduce some notations and concepts, which are used frequently in what follows.
By P(Rd) we denote the set of probability measures over (Rd,B(Rd)); P2(Rd) denotes the set of
probability measures µ from P(Rd) with ∫
Rd
|x|2µ(dx) < +∞. Let P2(Rd) be endowed with the
2-Wasserstein metric: For ν, ν¯ ∈ P2(Rd),
W2(ν, ν¯) := inf
{(∫
R2d
|x− y|2ρ(dxdy)
) 1
2
, ρ ∈ P2(R2d), such that
ρ(A1 ×Rd) = ν(A1), A1 ∈ B(Rd), ρ(Rd ×A2) = ν¯(A2), A2 ∈ B(Rd)
}
.
We now introduce the notion of differentiability of a function defined on P2(Rd) with respect to prob-
ability measure. Here we adopt the approach introduced by Lions in his course at Colle`ge de France
[23] and later edited in the notes by Cardaliaguet [7]. Given a function ϕ : P2(Rd)→ R, we consider
the lifted function ϕ˜(ξ) := ϕ(Pξ), ξ ∈ L2(F ;Rd)(:= L2(Ω,F , P ;Rd)). If for a given µ0 ∈ P2(Rd)
there exists a random variable ξ0 ∈ L2(F ;Rd) satisfying Pξ0 = µ0, such that ϕ˜ : L2(F ;Rd) → R
is Fre´chet differentiable at this point ξ0, then we called that ϕ is differentiable with respect to µ0.
This is equivalent with the existence of a continuous linear mapping Dϕ˜(ξ0) : L
2(F ;Rd)→ R (i.e.,
Dϕ˜(ξ0) ∈ L(L2(F ;Rd);R)) such that
ϕ˜(ξ0 + ζ)− ϕ˜(ξ0) = Dϕ˜(ξ0)(ζ) + o(|ζ|L2), (2.1)
for ζ ∈ L2(F ;Rd) with |ζ|L2 → 0. Riesz’s Representation Theorem allows to show that there exists
a unique η ∈ L2(F ;Rd) such that Dϕ˜(ξ0)(ζ) = E[η · ζ], ζ ∈ L2(F ;Rd). But this random variable
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η is a Borel measurable function of ξ0, refer to Cardaliaguet [7]. This means that η is of the form
η = ψ(ξ0), where ψ is a Borel measurable function depending on ξ0 only through its law. Hence,
combining (2.1) and the above argument, we have
ϕ(Pξ0+ζ)− ϕ(Pξ0) = E[ψ(ξ0) · ζ] + o(|ζ|L2).
In the spirit of Lions and Cardaliaguet, the derivative of ϕ : P2(Rd) → R with respect to the
measure Pξ0 is denoted by ∂µϕ(Pξ0 , y) := ψ(y), y ∈ Rd. Observe that ∂µϕ(Pξ0 , y) is only Pξ0(dy)-
a.e. uniquely determined; see also Definition 2.1 in Buckdahn, Li, Peng and Rainer [6].
The following two spaces are used frequently. For more details the reader may refer to [6].
Definition 2.1. 1) We say that ϕ belongs to C1,1b (P2(Rd)), if ϕ : P2(Rd)→ R is differentiable on
P2(Rd) and ∂µϕ(·, ·) : P2(Rd) × Rd → Rd is bounded and Lipschitz continuous, i.e., there exists
some positive constant L such that
(i) |∂µϕ(µ, y)| ≤ L, µ ∈ P2(Rd), y ∈ Rd,
(ii) |∂µϕ(µ, y)− ∂µϕ(µ′, y′)| ≤ L(W2(µ, µ′) + |y − y′|), µ, µ′ ∈ P2(Rd), y, y′ ∈ Rd.
2) By C2b (P2(Rd)) we denote the space of all functions ϕ ∈ C1,1b (P2(Rd)) with (∂µϕ)j(µ, ·) : Rd → R
is differentiable, for every µ ∈ P2(Rd), and the derivative ∂y∂µϕ : P2(Rd) × Rd → Rd ⊗ Rd is
bounded and continuous.
Here we use the notation ∂µϕ(µ, y) :=
(
(∂µϕ)j(µ, y)
)
1≤j≤d
, (µ, y) ∈ P2(Rd)× Rd.
Definition 2.2. We say that ϕ belongs to C1,2,2([0, T ]×Rd×P2(Rd)), if ϕ : [0, T ]×Rd×P2(Rd)→ R
satisfies
(i) ϕ(·, ·, µ) ∈ C1,2([0, T ] ×Rd), for all µ ∈ P2(Rd);
(ii) ϕ(t, x, ·) ∈ C2b (P2(Rd)), for all (t, x) ∈ [0, T ]× Rd;
(iii) All derivatives of order 1 and 2 are continuous on [0, T ] ×Rd × P2(Rd)× Rd, ∂µϕ and
∂y(∂µϕ) are bounded over [0, T ]× Rd × P2(Rd)× Rd.
Now we give a general Itoˆ’s formula for the jump case which generalizes that in [6] and [13].
Theorem 2.1. (Itoˆ’s formula)
Let F ∈ C1,2,2([0, T ]× Rd × P2(Rd)). We consider the following two Itoˆ processes:
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σsdBs +
∫ t
0
∫
K
βs(e)Nλ(ds, de), t ∈ [0, T ], (2.2)
where b ∈ H2F(0, T ;Rd), σ ∈ H2F(0, T ;Rd×d), β ∈ K2λ(0, T ;Rd), X0 ∈ L2(F0;Rd), and
Ut = U0 +
∫ t
0
usds+
∫ t
0
vsdBs +
∫ t
0
∫
K
γs(e)Nλ(ds, de), t ∈ [0, T ], (2.3)
where∗ u ∈ L0F(Ω;L1([0, T ];Rd)), v ∈ L0F(Ω;L2([0, T ];Rd×d)), γ ∈ K0λ(0, T ;Rd) is such that |γs(e)| ≤
ζ(1 ∧ |e|), P-a.s., (s, e) ∈ [0, T ]×K, with ζ ≥ 0, ζ ∈ L0(F0), and U0 ∈ L0(F0;Rd).
Then, for all t ∈ [0, T ] we have
∗1) L0F(Ω;L
1([0, T ];Rd)) is the set of F-adapted processes u : [0, T ]× Ω→ Rd with
∫ T
0
|u(s)|ds < +∞, P-a.s.;
2) L0F(Ω;L
2([0, T ];Rd×d)) is the set of F-predictable processes v : [0, T ]×Ω→ Rd×d with
∫ T
0
|v(s)|2ds < +∞, P-a.s.;
3) K0λ(0, T ;R
d) is the set of P0⊗B(K)-measurable processes γ : [0, T ]×Ω×K → Rd with
∫ T
0
∫
K
|γs(e)|
2λ(de)ds < +∞,
P-a.s.
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F (t, Ut, PXt)− F (0, U0, PX0)
=
∫ t
0
{
(∂sF )(s, Us, PXs) +
d∑
i=1
(∂xiF )(s, Us, PXs)u
i
s +
1
2
d∑
i,j,k=1
(∂2xixjF )(s, Us, PXs)v
ik
s v
jk
s
+
∫
K
(
F (s, Us + γs(e), PXs)− F (s, Us, PXs)−
d∑
i=1
(∂xiF )(s, Us, PXs)γ
i
s(e)
)
λ(de)
}
ds
+
∫ t
0
Ê
[ d∑
i=1
(∂µF )i(s, Us, PXs , X̂s)b̂
i
s +
1
2
d∑
i,j,k=1
∂yi(∂µF )j(s, Us, PXs , X̂s)σ̂
ik
s σ̂
jk
s
+
∫
K
∫ 1
0
d∑
i=1
{
(∂µF )i(s, Us, PXs , X̂s + ρβ̂s(e))− (∂µF )i(s, Us, PXs , PXs , X̂s)
}
β̂is(e)dρλ(de)
]
ds
+
∫ t
0
d∑
i,j=1
(∂xiF )(s, Us, PXs)v
i,j
s dB
j
s +
∫ t
0
∫
K
(
F (s, Us− + γs(e), PXs)− F (s, Us−, PXs)
)
Nλ(ds, de).
(2.4)
Here (X̂, b̂, σ̂, β̂) denotes an independent copy of (X, b, σ, β), defined on a probability space (Ω̂, F̂ , P̂ ).
The expectation Ê[·] on (Ω̂, F̂ , P̂ ) concerns only random variables endowed with the superscript̂.
The proof of this theorem is given in the Appendix for the convenience.
Remark 2.1. Observe that unlike [6] and [13] we don’t need the existence of the second order mixed
derivatives ∂x∂µF , ∂µ∂xF , ∂
2
µF for the Itoˆ formula. This is why they are neither introduced in the
definition of the space C1,2,2([0, T ] × Rd × P2(Rd)).
3 Mean-field stochastic differential equations with jumps
From now on let us be given deterministic Lipschitz functions σ : Rd × P2(Rd) → Rd×d, b :
Rd × P2(Rd)→ Rd, and β : Rd × P2(Rd)×K → Rd satisfying
Assumption (H3.1) (i) b and σ are bounded and Lipschitz continuous on Rd × P2(Rd);
(ii) There exists a positive constant L such that, for all e ∈ K, x, x¯ ∈ Rd, ν, ν¯ ∈ P2(Rd),
|β(x, ν, e)| ≤ L(1 ∧ |e|), |β(x, ν, e) − β(x¯, ν¯, e)| ≤ L(1 ∧ |e|)(|x − x¯|+W2(ν, ν¯)).
We consider for the initial data (t, x) ∈ [0, T ] × Rd and ξ ∈ L2(Ft;Rd) the following both
stochastic differential equations (SDEs) with jumps:
Xt,ξs = ξ +
∫ s
t
b(Xt,ξr , PXt,ξr
)dr +
∫ s
t
σ(Xt,ξr , PXt,ξr
)dBr +
∫ s
t
∫
K
β(Xt,ξr−, PXt,ξr
, e)N
λ
(dr, de), (3.1)
and
Xt,x,ξs = x+
∫ s
t
b(Xt,x,ξr , PXt,ξr
)dr+
∫ s
t
σ(Xt,x,ξr , PXt,ξr
)dBr+
∫ s
t
∫
K
β(Xt,x,ξr− , PXt,ξr
, e)N
λ
(dr, de), (3.2)
where s ∈ [t, T ].
We recall that under the assumption (H3.1) the both SDEs have a unique solution in
S2F(t, T ;Rd) (see, e.g., Hao and Li [13]). In particular, the solution Xt,ξ of the equation (3.1)
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allows to determine that of (3.2), and Xt,x,ξ ∈ S2F(t, T ;Rd) is independent of Ft. As SDE standard
estimates show, we have for some C ∈ R+ depending only on the Lipschitz constants of σ, b and β,
E[ sup
s∈[t,T ]
|Xt,x,ξs −Xt,x
′,ξ
s |2] ≤ C|x− x′|2, (3.3)
for all t ∈ [0, T ], x, x′ ∈ Rd, ξ ∈ L2(Ft;Rd). This allows to substitute in (3.2) for x the random
variable ξ and shows that Xt,x,ξ|x=ξ solves the same SDE as Xt,ξ. From the uniqueness of the
solution we conclude
Xt,ξs = X
t,x,ξ
s
∣∣
x=ξ
= Xt,ξ,ξs , s ∈ [t, T ]. (3.4)
Moreover, we deduce the following flow property
(Xs,X
t,x,ξ
s ,X
t,ξ
s
r ,X
s,Xt,ξs
r ) = (X
t,x,ξ
r ,X
t,ξ
r ), r ∈ [s, T ], for all 0 ≤ t ≤ s ≤ T, x ∈ Rd, ξ ∈ L2(Ft;Rd).
(3.5)
In fact, putting η = Xt,ξs ∈ L2(Fs;Rd), and considering the SDEs (3.1) and (3.2) with the initial
data (s, η) and (s, y), respectively,
Xs,ηr = η +
∫ r
s
b(Xs,ηu , PXs,ηu )du+
∫ r
s
σ(Xs,ηu , PXs,ηu )dBu +
∫ r
s
β(Xs,ηu−, PXs,ηu , e)Nλ(du, de), (3.6)
and
Xs,y,ηr = y +
∫ r
s
b(Xs,y,ηu , PXs,ηu )du+
∫ r
s
σ(Xs,y,ηu , PXs,ηu )dBu +
∫ r
s
β(Xs,y,ηu− , PXs,ηu , e)Nλ(du, de),
(3.7)
r ∈ [s, T ], we get from the uniqueness of the solution of (3.1) that Xs,ηr = Xt,ξr , r ∈ [s, T ], and,
consequently, from the uniqueness of the solution of (3.2) Xs,X
t,x,ξ
s ,η
r = X
t,x,ξ
r , r ∈ [t, T ], i.e., we
have (3.5).
We have to show that the solution Xt,x,ξ does not depend on ξ itself but only on its law Pξ.
For this, the following lemma is very useful; please refer to Hao and Li [13].
Lemma 3.1. For all p ≥ 2 there is a constant Cp > 0 only depending on the Lipschitz constants
of σ, b and β, such that we have the following estimates
i) E[ sup
s∈[t,T ]
|Xt,ξs −Xt,ξ̂s |p|Ft] ≤ Cp
(
|ξ − ξ̂|p +W2(Pξ , Pξ̂)p
)
,
ii) E[ sup
s∈[t,T ]
|Xt,x,ξs −Xt,x̂,ξ̂s |p|Ft] ≤ Cp
(
|x− x̂|p +W2(Pξ , Pξ̂)p
)
,
iii) E[ sup
s∈[t,T ]
|Xt,x,ξs |p|Ft] ≤ Cp(1 + |x|p),
iv) E[ sup
s∈[t,T ]
|Xt,ξs |p|Ft] ≤ Cp(1 + |ξ|p),
v) sup
s∈[t,T ]
W2(PXt,ξs
, P
Xt,ξ̂s
) ≤ C2W2(Pξ , Pξ̂),
vi) E[ sup
[t,t+h]
(|Xt,ξs − ξ|p + |Xt,x,ξs − x|p)|Ft] ≤ Cph,
(3.8)
for all t ∈ [0, T ], x, x̂ ∈ Rd, ξ, ξ̂ ∈ L2(Ft;Rd).
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Remark 3.1. An immediate consequence of the above Lemma 3.1-ii) is that, given (t, x) ∈ [0, T ]×
Rd, the processes Xt,x,ξ1 and Xt,x,ξ2 are indistinguishable, whenever the laws of ξ1 ∈ L2(Ft;Rd)
and ξ2 ∈ L2(Ft;Rd) are the same. But this means that we can define
Xt,x,Pξ := Xt,x,ξ, (t, x) ∈ [0, T ] × Rd, ξ ∈ L2(Ft;Rd), (3.9)
and, extending the notation introduced in the preceding section for functions to random variables
and processes, we shall consider the lifted process X˜t,x,ξs := X
t,x,Pξ
s = X
t,x,ξ
s , s ∈ [t, T ], (t, x) ∈
[0, T ]×Rd, ξ ∈ L2(Ft;Rd). However, we prefer to continue to write Xt,x,ξ and reserve the notation
X˜t,x,Pξ for an independent copy of Xt,x,Pξ , which we will introduce later.
4 Mean-field BSDEs with jumps
In this section we consider mean-field BSDEs driven by a Brownian motion and an independent
compensated Poisson random measure. The existence and the uniqueness of the solution for this
type of BSDEs is proved; for more details please refer to Section 10.2 in the Appendix.
Let f : Rd×R×Rd×R×P2(Rd×R×Rd×R)→ R and Φ : Rd×P2(Rd)→ R be deterministic
and satisfy:
Assumption (H4.1) The functions f and Φ are bounded and Lipschitz, i.e., there exists a constant
C > 0 such that, for all x, x′ ∈ Rd, y, y′ ∈ R, z, z′ ∈ Rd, h, h′ ∈ R, µ, µ′ ∈ P2(Rd×R×Rd×R),
|f(x, y, z, h, µ) − f(x′, y′, z′, h′, µ′)|+ |Φ(x, µ)− Φ(x′, µ′)|
≤ C(|x− x′|+ |y − y′|+ |z − z′|+ |h− h′|+W2(µ, µ′)).
Given x ∈ Rd and ξ ∈ L2(Ft;Rd) we consider the following both BSDEs with jumps:
dY t,ξs = −f(Πt,ξs , PΠt,ξs )ds+ Z
t,ξ
s dBs +
∫
K
Ht,ξs (e)Nλ(de, ds), s ∈ [t, T ],
Y
t,ξ
T = Φ(X
t,ξ
T , PXt,ξ
T
),
(4.1)
and 
dY t,x,ξs = −f(Πt,x,ξs , PΠt,ξs )ds+ Z
t,x,ξ
s dBs +
∫
K
Ht,x,ξs (e)Nλ(de, ds), s ∈ [t, T ],
Y
t,x,ξ
T = Φ(X
t,x,ξ
T , PXt,ξ
T
),
(4.2)
where
Πt,ξs := (X
t,ξ
s , Y
t,ξ
s , Z
t,ξ
s ,
∫
K
Ht,ξs (e)l(e)λ(de)), Π
t,x,ξ
s := (X
t,x,ξ
s , Y
t,x,ξ
s , Z
t,x,ξ
s ,
∫
K
Ht,x,ξs (e)l(e)λ(de)),
and l : K → R is a Borel function with growth condition |l(e)| ≤ C(1∧ |e|), e ∈ K. Recall that the
processes Xt,ξ and Xt,x,ξ are the solution of SDEs (3.1) and (3.2), respectively.
Under Assumption (H4.1) we know that from Theorem 10.1 in the Appendix the equation
(4.1) has a unique solution (Y t,ξ, Zt,ξ,Ht,ξ) ∈ S2F(t, T ;R)×H2F(t, T ;Rd)×K2λ(t, T ;R). On the other
hand, once having the solution of (4.1), under Assumption (H4.1) the BSDE (4.2) becomes classical
and possesses a unique solution (Y t,x,ξ, Zt,x,ξ,Ht,x,ξ) ∈ S2F(t, T ;R)×H2F(t, T ;Rd)×K2λ(t, T ;R).
Indeed, once we have got Πt,ξs = (X
t,ξ
s , Y
t,ξ
s , Z
t,ξ
s ,
∫
K H
t,ξ
s (e)l(e)λ(de)), we define
f˜(s, y, z, h) = f(Xt,x,ξs , y, z, h, PΠt,ξs
), ξ˜ = Φ(Xt,x,ξT , PXt,ξ
T
).
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Obviously, f˜ and ξ˜ satisfy all assumptions of classical BSDEs with jumps, hence, the BSDE (4.2)
has a unique solution (Y t,x,ξ, Zt,x,ξ,Ht,x,ξ) ∈ S2F(t, T ;R) × H2F(t, T ;Rd) × K2λ(t, T ;R) (see, e.g., Li
and Wei [21]).
From the flow property (3.5) and the uniqueness of the solution of (4.1) and (4.2) we have
the following properties: For all 0 ≤ t ≤ s ≤ T, x ∈ Rd, ξ ∈ L2(Ft;Rd),
(i) (Y s,X
t,x,ξ
s ,X
t,ξ
s
r , Y
s,Xt,ξs
r ) = (Y
t,x,ξ
r , Y
t,ξ
r ), r ∈ [s, T ], P-a.s.;
(ii) (Zs,X
t,x,ξ
s ,X
t,ξ
s
r , Z
s,Xt,ξs
r ) = (Z
t,x,ξ
r , Z
t,ξ
r ), drdP-a.e.;
(iii) (Hs,X
t,x,ξ
s ,X
t,ξ
s
r ,H
s,Xt,ξs
r ) = (H
t,x,ξ
r ,H
t,ξ
r ), drdλdP-a.e.
(4.3)
Proposition 4.1. Suppose the Assumption (H4.1) holds true. Then, for all p ≥ 2, there exists
a constant Cp > 0 only depending on the Lipschitz constants of σ, b, β, f and Φ, such that, for
t ∈ [0, T ], x, x̂ ∈ Rd, ξ, ξ̂ ∈ L2(Ft;Rd),
(i)E
[
sup
s∈[t,T ]
|Y t,x,ξs |p + (
∫ T
t
|Zt,x,ξs |2ds)
p
2 + (
∫ T
t
∫
K
|Ht,x,ξs (e)|2λ(de)ds)
p
2 |Ft
] ≤ Cp;
(ii)E
[
sup
s∈[t,T ]
|Y t,x,ξs − Y t,x̂,ξ̂s |p + (
∫ T
t
|Zt,x,ξs − Zt,x̂,ξ̂s |2ds)
p
2 + (
∫ T
t
∫
K
|Ht,x,ξs (e)−Ht,x̂,ξ̂s (e)|2λ(de)ds)
p
2 |Ft
]
≤ Cp(|x− x̂|p +W2(Pξ , Pξ̂)p);
(iii)
∫ T
t
W2(PΠt,ξs
, P
Πt,ξ̂s
)2ds ≤ CW2(Pξ, Pξ̂)2.
Proof. From Lemma 10.1-2) we get (i) directly. Now we prove (ii) and (iii).
Notice that Πt,x,ξ is independent of Ft and, hence, of ξ ∈ L2(Ft;Rd). This allows to consider
Πt,x,ξ
∣∣
x=ξ
, and from the uniqueness of the solution of (4.1) and (4.2), it follows from (3.4) that
Πt,ξ = Πt,x,ξ
∣∣
x=ξ
. On the other hand, it also follows that, if ξ′ ∈ L2(Ft;Rd) has the same law as ξ,
then also Πt,ξ
′,ξ := Πt,x,ξ
∣∣
x=ξ′
and Πt,ξ are of the same law. Hence, P
Πt,ξs
= P
Πt,ξ
′,ξ
s
, ds-a.e. Then,
for given ξi ∈ L2(Ft;Rd) and ξ′i ∈ L2(Ft;Rd) of the same law as ξi, we consider the following BSDE: dY
t,ξ′i,ξi
s = −f(Πt,ξ
′
i,ξi
s , PΠt,ξis
)ds + Z
t,ξ′i,ξi
s dBs +
∫
K H
t,ξ′i,ξi
s (e)Nλ(ds, de), s ∈ [t, T ],
Y
t,ξ′i,ξi
T = Φ(X
t,ξ′i,ξi
s , PXt,ξi
T
).
From Lemma 10.1-1) and (H4.1) we have, for all δ > 0 (to be specified later) there exists β > 0,
such that
E[
∫ T
t
eβ(s−t)(|Y t,ξ′1,ξ1s − Y t,ξ
′
2,ξ2
s |2 + |Zt,ξ
′
1,ξ1
s − Zt,ξ
′
2,ξ2
s |2 +
∫
K
|Ht,ξ′1,ξ1s (e)−Ht,ξ
′
2,ξ2
s (e)|2λ(de))ds]
≤Ceβ(T−t)E[|Xt,ξ′1,ξ1T −X
t,ξ′2,ξ2
T |2 +W2(PXt,ξ1
T
, P
X
t,ξ2
T
)2] + C1δE[
∫ T
t
eβ(s−t)(|Xt,ξ′1,ξ1s −Xt,ξ
′
2,ξ2
s |2
+W2(P
Π
t,ξ′1,ξ1
s
, P
Π
t,ξ′2,ξ2
s
)2)ds]
≤Cβ,δ
(
E[sup
s∈[t,T ]
|Xt,ξ′1,ξ1s −Xt,ξ
′
2,ξ2
s |2] +W2(PXt,ξ1
T
, P
X
t,ξ2
T
)2
)
+C1δ
∫ T
t
eβ(s−t)W2(P
Π
t,ξ′
1
,ξ1
s
, P
Π
t,ξ′
2
,ξ2
s
)2ds,
(4.4)
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where C1 depends only on the Lipschitz constants of f and Φ, while Cβ,δ depends also on β and δ.
From Lemma 3.1 we get
i) W2(PXt,ξ1
T
, P
X
t,ξ2
T
) ≤ CW2(Pξ1 , Pξ2);
ii) E[ sup
s∈[t,T ]
|Xt,ξ′1,ξ1s −Xt,ξ
′
2,ξ2
s |2] = E[E[ sup
s∈[t,T ]
|Xt,x1,ξ1s −Xt,x2,ξ2s |2|Ft]
∣∣∣∣x1=ξ′1
x2=ξ′2
]
≤ CE[|ξ′1 − ξ′2|2 +W2(Pξ1 , Pξ2)2].
Therefore, from the above (4.4) and the definition of 2-Wasserstein metric we get
E[
∫ T
t
eβ(s−t)(|Y t,ξ′1,ξ1s − Y t,ξ
′
2,ξ2
s |2 + |Zt,ξ
′
1,ξ1
s − Zt,ξ
′
2,ξ2
s |2 +
∫
K
|Ht,ξ′1,ξ1s (e)−Ht,ξ
′
2,ξ2
s (e)|2λ(de))ds]
≤Cβ,δE[|ξ′1 − ξ′2|2 +W2(Pξ1 , Pξ2)2] + C1δ
∫ T
t
eβ(s−t)W2(P
Π
t,ξ′
1
,ξ1
s
, P
Π
t,ξ′
2
,ξ2
s
)2ds
≤Cβ,δE[|ξ′1 − ξ′2|2 +W2(Pξ1 , Pξ2)2] + C1δE[
∫ T
t
eβ(s−t)(|Y t,ξ′1,ξ1s − Y t,ξ
′
2,ξ2
s |2 + |Zt,ξ
′
1,ξ1
s − Zt,ξ
′
2,ξ2
s |2
+
∫
K
|Ht,ξ′1,ξ1s (e)−Ht,ξ
′
2,ξ2
s (e)|2λ(de))ds].
(4.5)
Now we take δ > 0 small enough such that C1δ ≤ 12 we get
E[
∫ T
t
eβ(s−t)(|Y t,ξ′1,ξ1s − Y t,ξ
′
2,ξ2
s |2 + |Zt,ξ
′
1,ξ1
s − Zt,ξ
′
2,ξ2
s |2 +
∫
K
|Ht,ξ′1,ξ1s (e)−Ht,ξ
′
2,ξ2
s (e)|2λ(de))ds]
≤CE[|ξ′1 − ξ′2|2 +W2(Pξ1 , Pξ2)2].
(4.6)
Furthermore, from the properties of W2, ii) and (4.6) we get∫ T
t
W2(PΠt,ξ1s
, P
Π
t,ξ2
s
)2ds =
∫ T
t
W2(P
Π
t,ξ′1,ξ1
s
, P
Π
t,ξ′2,ξ2
s
)2ds
≤E[
∫ T
t
(|Xt,ξ′1,ξ1s −Xt,ξ
′
2,ξ2
s |2 + |Y t,ξ
′
1,ξ1
s − Y t,ξ
′
2,ξ2
s |2 + |Zt,ξ
′
1,ξ1
s − Zt,ξ
′
2,ξ2
s |2
+
∫
K
|Ht,ξ′1,ξ1s (e)−Ht,ξ
′
2,ξ2
s (e)|2λ(de))ds]
≤CE[|ξ′1 − ξ′2|2 +W2(Pξ1 , Pξ2)2].
Hence, taking the infimum over all ξ′1, ξ
′
2 ∈ L2(Ft;Rd) with Pξ′i = Pξi , i = 1, 2, we get∫ T
t
W2(PΠt,ξ1s
, P
Π
t,ξ2
s
)2ds ≤ CW2(Pξ1 , Pξ2)2, ξ1, ξ2 ∈ L2(Ft;Rd). (4.7)
This allows now to apply Lemma 10.1-2) to BSDE (4.2) with gi(s, y, z, h) := f(X
t,xi,ξi
s , y, z, h, PΠt,ξis
),
θi := Φ(X
t,xi,Pξi
T , PXt,ξi
T
). Then, thanks to Lemma 3.1 and (4.7), for any p ≥ 2, there exists some
Cp > 0 only depending on the Lipschitz constants of b, σ, β, f and Φ, such that for any ξ1, ξ2 ∈
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∈ L2(Ft;Rd), x1, x2 ∈ Rd,
E
[
sup
s∈[t,T ]
|Y t,x1,ξ1s − Y t,x2,ξ2s |p + (
∫ T
t
|Zt,x1,ξ1s − Zt,x2,ξ2s |2ds)
p
2
+ (
∫ T
t
∫
K
|Ht,x1,ξ1s (e) −Ht,x2,ξ2s (e)|2λ(de)ds)
p
2 |Ft
]
≤ Cp
(
E[|Xt,x1,Pξ1T −X
t,x2,Pξ2
T |p +W2(PXt,ξ1
T
, P
X
t,ξ2
T
)p
+ (
∫ T
t
(|Xt,x1,Pξ1s −Xt,x2,Pξ2s |2 +W2(PΠt,ξ1s , PΠt,ξ2s )
2)ds)
p
2 |Ft]
)
≤ Cp(|x1 − x2|p +W2(Pξ1 , Pξ2)p).
The proof is complete.
Recalling that (Y t,ξ, Zt,ξ,Ht,ξ) = (Y t,x,ξ, Zt,x,ξ,Ht,x,ξ)
∣∣
x=ξ
, we have the following result.
Corollary 4.1. Suppose the Assumption (H4.1) holds true. Then, for all p ≥ 2, there exists
a constant Cp > 0 only depending on the Lipschitz constants of the coefficients, such that, for
t ∈ [0, T ], ξ1, ξ2 ∈ L2(Ft;Rd),
E
[
sup
s∈[t,T ]
|Y t,ξ1s − Y t,ξ2s |p + (
∫ T
t
|Zt,ξ1s − Zt,ξ2s |2ds)
p
2 + (
∫ T
t
∫
K
|Ht,ξ1s (e)−Ht,ξ2s (e)|2λ(de)ds)
p
2
]
≤ Cp(E[|ξ1 − ξ2|p] +W2(Pξ1 , Pξ2)p) ≤ CpE[|ξ1 − ξ2|p].
From Proposition 4.1 the processes Y t,x,ξ = {Y t,x,ξs }s∈[t,T ], Zt,x,ξ = {Zt,x,ξs }s∈[t,T ] and Ht,x,ξ =
{Ht,x,ξs }s∈[t,T ] depend on ξ only through its distribution, which means (Y t,x,ξ, Zt,x,ξ,Ht,x,ξ) and
(Y t,x,ξ¯, Zt,x,ξ¯,Ht,x,ξ¯) are indistinguishable as long as ξ and ξ¯ have the same distribution. Hence we
can define Y t,x,Pξ , Zt,x,Pξ and Ht,x,Pξ by
Y t,x,Pξ := Y t,x,ξ, Zt,x,Pξ := Zt,x,ξ, Ht,x,Pξ := Ht,x,ξ.
And it follows from the uniqueness of the solution of BSDEs (4.1) and (4.2) that
Y t,ξ = Y t,x,ξ|x=ξ, Zt,ξ = Zt,x,ξ|x=ξ, Ht,ξ = Ht,x,ξ|x=ξ. (4.8)
In particular, from (4.3) for 0 ≤ t ≤ s ≤ T, x ∈ Rd, ξ ∈ L2(Ft;Rd), it holds
(i) (Y
s,Xt,x,ξs ,P
X
t,ξ
s
r , Y
s,Xt,ξs
r ) = (Y
t,x,Pξ
r , Y
t,ξ
r ), r ∈ [s, T ], P-a.s.;
(ii) (Z
s,Xt,x,ξs ,P
X
t,ξ
s
r , Z
s,Xt,ξs
r ) = (Z
t,x,Pξ
r , Z
t,ξ
r ), drdP-a.e.;
(iii) (H
s,Xt,x,ξs ,P
X
t,ξ
s
r ,H
s,Xt,ξs
r ) = (H
t,x,Pξ
r ,H
t,ξ
r ), drdλdP-a.e.
(4.9)
Now we introduce the value function
V (t, x, Pξ) := Y
t,x,Pξ
t . (4.10)
Notice that V (t, x, Pξ) is deterministic because we are in the Markovian case. On the other hand,
from Proposition 4.1 we can get
V (s,X
t,x,Pξ
s , PXt,ξs
) = Y
s,X
t,x,Pξ
s ,P
X
t,ξ
s
s = Y
t,x,Pξ
s , s ∈ [t, T ]. (4.11)
An immediate consequence of Proposition 4.1 is
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Proposition 4.2. For t ∈ [0, T ], x, x¯ ∈ Rd, Pξ , Pξ¯ ∈ P2(Rd),
|V (t, x, Pξ)− V (t, x¯, Pξ¯)| ≤ C(|x− x¯|+W2(Pξ , Pξ¯)).
In fact, the value function V (t, x, Pξ) is also
1
2 -Ho¨lder continuous with respect to t.
Proposition 4.3. There exists some constant C > 0 such that, for all t, t′ ∈ [0, T ], x ∈ Rd,
ξ ∈ L2(Ft;Rd),
|V (t, x, Pξ)− V (t′, x, Pξ)| ≤ C|t− t′|
1
2 .
Proof. Without loss of generality let 0 ≤ t < t′. Then we have
|V (t, x, Pξ)− V (t′, x, Pξ)| ≤ |E[Y t,x,Pξt − Y t,x,Pξt′ ]|+E[|Y
t,x,Pξ
t′ − Y
t′,x,Pξ
t′ |]. (4.12)
We begin with estimating |E[Y t,x,Pξt − Y t,x,Pξt′ ]|, as f is bounded we have
|E[Y t,x,Pξt − Y t,x,Pξt′ ]| ≤ E[
∫ t′
t
|f(Πt,x,Pξs , PΠt,ξs )|ds] ≤ C(t
′ − t). (4.13)
On the other hand, from (4.9), Proposition 4.1 and Lemma 3.1-v) and vi) we have
E[|Y t,x,Pξt′ − Y
t′,x,Pξ
t′ |] ≤
(
E
[
E[|Y
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
t′ − Y
t′,x,Pξ
t′ |2|Ft′ ]
]) 12
≤C
(
E[|Xt,x,Pξt′ − x|2] +W2(PXt,ξ
t′
, Pξ)
2
) 1
2 ≤ C
(
E[|Xt,x,Pξt′ − x|2 + |Xt,ξt′ − ξ|2]
) 1
2
≤C|t′ − t| 12 .
(4.14)
Hence, from (4.12), (4.13) and (4.14), we get |V (t, x, Pξ)− V (t′, x, Pξ)| ≤ C|t− t′| 12 .
5 First order derivatives of X t,x,Pξ
In this section we revisit the first order derivatives of Xt,x,Pξ with respect to x and the measure Pξ,
studied by Hao and Li [13]. For the reader’s convenience we give the main results here, for more
details the reader is referred to [13], or [6] for the case without jumps.
Assumption (H5.1) For each e ∈ K, the triple of coefficients (b, σ, β(·, ·, e)) belongs to C1,1b (Rd×
P2(Rd) → Rd × Rd×d × Rd), i.e., the components bj, σi,j, βj(·, ·, e), 1 ≤ i, j ≤ d, satisfy the
following properties:
(i) For all x ∈ Rd, e ∈ K, σij(x, ·), bj(x, ·), βj(x, ·, e) ∈ C1,1b (P2(Rd));
(ii) For all ν ∈ P2(Rd), e ∈ K, σij(·, ν), bj(·, ν), βj(·, ν, e) ∈ C1b (Rd);
(iii) The derivatives ∂xσi,j , ∂xbj : R
d×P2(Rd)→ Rd and ∂µσi,j , ∂µbj : Rd×P2(Rd)×Rd → Rd
are Lipschitz continuous and bounded;
(iv) There is a constant C ∈ R+ such that ∂xβj(·, ·, e) : Rd×P2(Rd)→ Rd and ∂µβj(·, ·, ·, e) :
Rd×P2(Rd)×Rd → Rd have C(1∧|e|) as bound and as Lipschitz constant, i.e., for all x, x′, y, y′ ∈
Rd, ν, ν ′ ∈ P2(Rd), e ∈ K, 1 ≤ j ≤ d;
(v) |∂µβj(x, ν, e, y)| ≤ C(1 ∧ |e|), |∂xβj(x, ν, e)| ≤ C(1 ∧ |e|);
(vi) |∂xβj(x, ν, e) − ∂xβj(x′, ν ′, e)| ≤ C(1 ∧ |e|)(|x − x′|+W2(ν, ν ′)),
|∂µβj(x, ν, e, y) − ∂µβj(x′, ν ′, e, y′)| ≤ C(1 ∧ |e|)(|x − x′|+ |y − y′|+W2(ν, ν ′)).
Now we give the first order derivative of Xt,x,Pξ with respect to x.
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Theorem 5.1. Suppose Assumption (H5.1) holds true. Then the L2-derivative of Xt,x,Pξ with
respect to x exists, which is denoted by ∂xX
t,x,Pξ = (∂xX
t,x,Pξ,j)1≤j≤d, and it satisfies the following
SDE with jumps: s ∈ [t, T ], 1 ≤ i, j ≤ d,
∂xiX
t,x,Pξ,j
s = δij +
d∑
k=1
∫ s
t
∂xkbj(X
t,x,Pξ
r , PXt,ξr
)∂xiX
t,x,Pξ,k
r dr
+
d∑
k,l=1
∫ s
t
∂xkσj,l(X
t,x,Pξ
r , PXt,ξr
)∂xiX
t,x,Pξ,k
r dB
l
r
+
d∑
k=1
∫ s
t
∫
K
∂xkβj(X
t,x,Pξ
r− , PXt,ξr
, e)∂xiX
t,x,Pξ,k
r− Nλ(dr, de).
(5.1)
For the proof the reader is referred to Theorem 4.1 in [13], and for the case without jumps
also to Theorem 3.1 in [6]. From the standard estimates of classical SDEs with jumps we have
Proposition 5.1. For all p ≥ 2, there exists a constant Cp > 0 only depending on the Lipschitz
constants of ∂xσ, ∂xb and ∂xβ, such that, for all t ∈ [0, T ], x, x′ ∈ Rd, ξ, ξ′ ∈ L2(Ft;Rd), P-a.s.,
(i) E
[
sup
s∈[t,T ]
|∂xXt,x,Pξs |p|Ft
]
≤ Cp,
(ii) E
[
sup
s∈[t,T ]
|∂xXt,x,Pξs − ∂xXt,x
′,Pξ′
s |p|Ft
]
≤ Cp
(|x− x′|p +W2(Pξ, Pξ′)p),
(iii) E[ sup
s∈[t,t+h]
|∂xXt,x,Pξs − Id×d|p|Ft] ≤ Cph, 0 ≤ t ≤ t+ h ≤ T.
The following theorem shows that the unique solution Xt,x,ξ of equation (3.2) interpreted as
a functional of ξ ∈ L2(Ft;Rd) is Fre´chet differentiable.
Theorem 5.2. Let (σ, b, β) satisfy Assumption (H5.1). Then for all 0 ≤ t ≤ s ≤ T, x ∈ Rd, the
lifted process L2(Ft;Rd) ∋ ξ → Xt,x,ξs := Xt,x,Pξs ∈ L2(Fs;Rd) is Fre´chet differentiable, and the
Fre´chet derivative is characterized by
DX
t,x,ξ
s (η) = E˜
[
U
t,x,Pξ
s (ξ˜) · η˜
]
=
(
E˜
[ d∑
j=1
U
t,x,Pξ
s,i,j (ξ˜) · η˜j
])
1≤i≤d
,
for all η = (η1, η2, ···, ηd) ∈ L2(Ft;Rd), where for all y ∈ Rd, U t,x,Pξ(y) = ((U t,x,Pξs,i,j (y))s∈[t,T ])1≤i,j≤d ∈
S2F(t, T ;Rd×d) is the unique solution of the following SDE:
U
t,x,Pξ
s,i,j (y) =
d∑
k=1
∫ s
t
∂xkbi(X
t,x,Pξ
r , PXt,ξr
)U
t,x,Pξ
r,k,j (y)dr +
d∑
k,ℓ=1
∫ s
t
∂xkσi,ℓ(X
t,x,Pξ
r , PXt,ξr
)U
t,x,Pξ
r,k,j (y)dB
ℓ
r
+
d∑
k=1
∫ s
t
∫
K
∂xkβi(X
t,x,Pξ
r− , PXt,ξr
, e)U
t,x,Pξ
r−,k,j(y)Nλ(dr, de)
+
d∑
k,ℓ=1
∫ s
t
E[(∂µσi,ℓ)k(z, PXt,ξr
,X
t,y,Pξ
r )∂xjX
t,y,Pξ,k
r + (∂µσi,ℓ)k(z, PXt,ξr
,Xt,ξr ) · U t,ξr,k,j(y)]
∣∣
z=X
t,x,Pξ
r
dBℓr
+
d∑
k=1
∫ s
t
E[(∂µbi)k(z, PXt,ξr
,X
t,y,Pξ
r )∂xjX
t,y,Pξ,k
r + (∂µbi)k(z, PXt,ξr
,Xt,ξr ) · U t,ξr,k,j(y)]
∣∣
z=X
t,x,Pξ
r
dr
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+d∑
k=1
∫ s
t
∫
K
E[(∂µβi)k(z, PXt,ξr
,X
t,y,Pξ
r , e)∂xjX
t,y,Pξ,k
r
+ (∂µβi)k(z, PXt,ξr
,Xt,ξr , e) · U t,ξr,k,j(y)]
∣∣
z=X
t,x,Pξ
r−
N
λ
(dr, de), s ∈ [t, T ], 1 ≤ i, j ≤ d,
(5.2)
where U t,ξ(y) = ((U t,ξs,i,j(y))s∈[t,T ])1≤i,j≤d = U
t,x,Pξ(y)|x=ξ ∈ S2F(t, T ;Rd×d) satisfies (5.2) with x
replaced by ξ.
Proposition 5.2. For every p ≥ 2, we know that there exists a constant Cp > 0 only depend-
ing on the Lipschitz constants of b and σ, such that, for all t ∈ [0, T ], x, x′, y, y′ ∈ Rd and
ξ, ξ′ ∈ L2(Ft;Rd),
(i) E
[
sup
s∈[t,T ]
(|U t,x,Pξs (y)|p + |U t,ξs (y)|p)
]
≤ Cp,
(ii) E
[
sup
s∈[t,T ]
(|U t,x,Pξs (y)− U t,x
′,Pξ′
s (y′)|p + |U t,ξs (y)− U t,ξ
′
s (y′)|p)
]
≤ Cp
(
|x− x′|p + |y − y′|p +W2(Pξ , Pξ′)p
)
,
(iii) E[ sup
s∈[t,t+h]
|U t,x,Pξs (y)|p] ≤ Cph, 0 ≤ h ≤ T − t.
For the proof of Theorem 5.2 and Proposition 5.2 we refer the reader to Section 4 in [13].
In the spirit of Lions and Cardaliaguet (refer to [23], [7]), the derivative of X
t,x,Pξ
s with
respect to the probability measure can be defined as follows
∂µX
t,x,Pξ
s (y) := U
t,x,Pξ
s (y), s ∈ [t, T ], t ∈ [0, T ], x ∈ Rd, ξ ∈ L2(Ω,Ft, P ;Rd), y ∈ Rd.
With this definition we have DXt,x,ξs (η) = E¯
[
∂µX
t,x,Pξ
s (ξ¯)η¯
]
, for all η ∈ L2(Ft;Rd).
As an immediate result of Proposition 5.2, we have
Proposition 5.3. For all p ≥ 2, there exists a constant Cp > 0 only depending on the Lipschitz
constants of b and σ, such that, for t ∈ [0, T ], x, x′ , y, y′ ∈ Rd, ξ, ξ′ ∈ L2(Ω,Ft, P ;Rd),
i) E
[
sup
s∈[t,T ]
∣∣∂µXt,x,Pξs (y)∣∣p∣∣Ft] ≤ Cp;
ii) E
[
sup
s∈[t,T ]
∣∣∂µXt,x′,Pξ′s (y′)− ∂µXt,x,Pξs (y)∣∣p∣∣Ft] ≤ Cp(|x− x′|p + |y − y′|p +W2(Pξ, Pξ′)p);
iii) E
[
sup
s∈[t,t+h]
∣∣∂µXt,x,Pξs (y)∣∣p∣∣Ft] ≤ Cph, 0 ≤ h ≤ T − t.
6 First order derivatives of (Y t,x,Pξ , Zt,x,Pξ , H t,x,Pξ)
We recall from Proposition 4.1 that (Y t,x,ξ, Zt,x,ξ,Ht,x,ξ) depends on ξ only through its law, which
allows to define (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ) := (Y t,x,ξ, Zt,x,ξ,Ht,x,ξ). This section is devoted to study
the first order derivatives of (Y t,x,Pξ , Zt,x,Pξ , Ht,x,Pξ) with respect to x and Pξ, respectively.
Assumption (H6.1) Let Φ ∈ C1,1b (Rd ×P2(Rd)) and f ∈ C1,1b
(
Rd+1+d+1 ×P2(Rd+1+d+1)
)
, i.e., Φ
and f satisfy:
i) For all x ∈ Rd, y ∈ R, z ∈ Rd, h ∈ R, Φ(x, ·) ∈ C1,1b (P2(Rd)), f(x, y, z, h, ·) ∈ C1,1b (P2(Rd+1+d+1));
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ii) For all ν ∈ P2(Rd), Φ(·, ν) ∈ C1b (Rd), and for all ν ∈ Rd+1+d+1, f(·, ν) ∈ C1b (Rd+1+d+1);
iii) The derivatives ∂xΦ : R
d × P2(Rd) → Rd, (∂x, ∂y, ∂z , ∂h)f : Rd+1+d+1 × P2(Rd+1+d+1) →
Rd+1+d+1, and ∂µΦ : R
d × P2(Rd) × Rd → Rd, ∂µf : Rd+1+d+1 × P2(Rd+1+d+1) × Rd+1+d+1 →
Rd+1+d+1 are bounded and Lipschitz continuous.
Theorem 6.1. Under the Assumptions (H5.1) and (H6.1) the L2-derivative of the solution of the
equation (4.2) with respect to x, (∂xY
t,x,Pξ , ∂xZ
t,x,Pξ , ∂xH
t,x,Pξ) exists and is the unique solution of
the following BSDE with jumps:
∂xiY
t,x,Pξ
s =
d∑
ℓ=1
∂xℓΦ(X
t,x,Pξ
T , PXt,ξ
T
)∂xiX
t,x,Pξ,ℓ
T +
∫ T
s
{ d∑
ℓ=1
∂xℓf
(
Π
t,x,Pξ
r , PΠt,ξr
)
∂xiX
t,x,Pξ,ℓ
r
+ ∂yf
(
Π
t,x,Pξ
r , PΠt,ξr
)
∂xiY
t,x,Pξ
r +
d∑
ℓ=1
∂zℓf
(
Π
t,x,Pξ
r , PΠt,ξr
)
∂xiZ
t,x,Pξ,ℓ
r
+ ∂hf
(
Π
t,x,Pξ
r , PΠt,ξr
) ∫
K
∂xiH
t,x,Pξ
r (e)l(e)λ(de)
}
dr −
∫ T
s
d∑
ℓ=1
∂xiZ
t,x,Pξ,ℓ
r dB
ℓ
r
−
∫ T
s
∫
K
∂xiH
t,x,Pξ
r (e)Nλ(dr, de), s ∈ [t, T ], 1 ≤ i ≤ d,
(6.1)
where Π
t,x,Pξ
r =
(
X
t,x,Pξ
r , Y
t,x,Pξ
r , Z
t,x,Pξ
r ,
∫
K
H
t,x,Pξ
r (e)l(e)λ(de)
)
, Πt,ξr = Π
t,x,Pξ
r |x=ξ =
(
Xt,ξr , Y
t,ξ
r , Z
t,ξ
r ,∫
K
Ht,ξr (e)l(e)λ(de)
)
.
As the L2-derivative of the driving coefficient f(Π
t,x,Pξ
s , PΠt,ξs
) concerns only Π
t,x,Pξ
s but not
the law P
Πt,ξs
, the arguments of the proof are standard; the reader is referred, for instance, to [25].
From Lemma 10.1 the standard estimates for classical BSDEs with jumps, combining with
Lemma 3.1, Proposition 4.1, Corollary 4.1 and Proposition 5.1 we have that, for every p ≥ 2, there
exists a constant Cp > 0 only depending on the Lipschitz constants of the coefficients such that,
for all t ∈ [0, T ], x, x′ ∈ Rd, Pξ , Pξ′ ∈ P2(Rd),
i) E[ sup
s∈[t,T ]
|∂xY t,x,Pξs |p + (
∫ T
t
|∂xZt,x,Pξs |2ds)p/2 + (
∫ T
t
∫
K
|∂xHt,x,Pξs |2λ(de)ds)p/2] 6 Cp;
ii) E[ sup
s∈[t,T ]
|∂xY t,x,Pξs − ∂xY t,x
′,Pξ′
s |p + (
∫ T
t
|∂xZt,x,Pξs − ∂xZt,x
′,Pξ′
s |2ds)p/2
+(
∫ T
t
∫
K
|∂xHt,x,Pξs (e) − ∂xHt,x
′,Pξ′
s (e)|2λ(de)ds)p/2] 6 Cp(|x− x′|p +W2(Pξ, Pξ′)p).
(6.2)
Theorem 6.2. Assume the Assumptions (H5.1) and (H6.1) hold. Then, for all 0 ≤ t ≤ s ≤ T, x ∈
Rd, the lifted processes L2(Ft,Rd) ∋ ξ 7→ Y t,x,ξs := Y t,x,Pξs ∈ L2(Fs;R); L2(Ft,Rd) ∋ ξ 7→ (Zt,x,ξs ) :=
(Z
t,x,Pξ
s )s∈[t,T ] ∈ H2F(t, T ;Rd); and L2(Ft,Rd) ∋ ξ 7→ (Ht,x,ξs ) := (H
t,x,Pξ
s )s∈[t,T ] ∈ K2λ(t, T ;R), are
Fre´chet differentiable, with Fre´chet derivatives
DY
t,x,ξ
s (η) = E
[
O
t,x,Pξ
s (ξ)η
]
, s ∈ [t, T ], P-a.s., DZt,x,ξs (η) = E
[
Q
t,x,Pξ
s (ξ)η
]
, dsdP-a.e.,
DH
t,x,ξ
s (η) = E
[
R
t,x,Pξ
s (ξ)η
]
, dsdλdP-a.e.,
(6.3)
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for all η = (η1, ..., ηd) ∈ L2(Ft;Rd), where, for all y ∈ Rd,
(
Ot,x,Pξ(y), Qt,x,Pξ(y), Rt,x,Pξ(y)
)
=((
(O
t,x,Pξ
s,j (y))s∈[t,T ]
)
1≤j≤d
,
(
(Q
t,x,Pξ
s,i,j (y))s∈[t,T ]
)
1≤i,j≤d
,
(
(R
t,x,Pξ
s,j (y))s∈[t,T ]
)
1≤j≤d
)
∈ S2F(t, T ;Rd)×
H2F(t, T ;Rd×d)×K2λ(t, T ;Rd) is the unique solution of the following BSDE:
O
t,x,Pξ
s,j (y) =
d∑
k=1
∂xkΦ(X
t,x,Pξ
T , PXt,ξ
T
)∂µX
t,x,Pξ,k
T,j (y)
+
d∑
k=1
E
[
(∂µΦ)k(z, PXt,ξ
T
,X
t,y,Pξ
r )∂xjX
t,y,Pξ,k
T + (∂µΦ)k(z, PXt,ξ
T
,X
t,ξ
T )∂µX
t,ξ,k
T,j (y)
]∣∣
z=X
t,x,Pξ
T
+
∫ T
s
[ d∑
k=1
∂xkf(Π
t,x,Pξ
r , PΠt,ξr
)∂µX
t,x,Pξ,k
r,j (y) + ∂yf(Π
t,x,Pξ
r , PΠt,ξr
)O
t,x,Pξ
r,j (y)
+
d∑
k=1
∂zkf(Π
t,x,Pξ
r , PΠt,ξr
)Q
t,x,Pξ
r,k,j (y) + ∂hf(Π
t,x,Pξ
r , PΠt,ξr
)
∫
K
R
t,x,Pξ
r,j (y, e)l(e)λ(de)
]
dr
+
∫ T
s
d∑
k=1
E
[
(∂µf)k(z, PΠt,ξr
,Π
t,y,Pξ
r )∂xjX
t,y,Pξ ,k
r + (∂µf)k(z, PΠt,ξr
,Πt,ξr )∂µX
t,ξ,k
r,j (y)
]∣∣∣
z=Π
t,x,Pξ
r
dr
+
∫ T
s
E
[
(∂µf)d+1(z, PΠt,ξr
,Π
t,y,Pξ
r )∂xjY
t,y,Pξ
r + (∂µf)d+1(z, PΠt,ξr
,Πt,ξr )O
t,ξ
r,j(y)
]∣∣∣
z=Π
t,x,Pξ
r
dr
+
d∑
k=1
∫ T
s
E
[
(∂µf)d+1+k(z, PΠt,ξr
,Π
t,y,Pξ
r )∂xjZ
t,y,Pξ,k
r +(∂µf)d+1+k(z, PΠt,ξr
,Πt,ξr )Q
t,ξ
r,k,j(y)
]∣∣∣
z=Π
t,x,Pξ
r
dr
+
∫ T
s
E
[
(∂µf)2d+2(z, PΠt,ξr
,Π
t,y,Pξ
r )
∫
K
∂xjH
t,y,Pξ
r (e)l(e)λ(de)
+(∂µf)2d+2(z, PΠt,ξr
,Πt,ξr ) ·
∫
K
R
t,ξ
r,j(y, e)l(e)λ(de)
]∣∣
z=Π
t,x,Pξ
r
dr
−
d∑
k=1
∫ T
s
Q
t,x,Pξ
r,k,j (y)dB
k
r −
∫ T
s
∫
K
R
t,x,Pξ
r,j (y, e)Nλ(dr, de), s ∈ [t, T ], 1 ≤ j ≤ d,
(6.4)
where (Ot,ξ, Qt,ξ, Rt,ξ) = (Ot,ξ,Pξ , Qt,ξ,Pξ , Rt,ξ,Pξ) is the unique solution of the above BSDE (6.4)
with x replaced by ξ.
In order to prove Theorem 6.2 we need the following three lemmas. For simplicity of redaction
but w.l.o.g., let us restrict to the dimension d = 1 and to f(x, y, z, h, γ) = f(z, h, γ(R × R × ·)),
(x, y, z, h) ∈ R×R×R×R, γ ∈ P2(R×R×R×R) and Φ(x, γ) = Φ(x), (x, γ) ∈ R×P2(R). We first
consider the following BSDE with jumps, which is obtained by formal differentiation of the lifted
solution (Y t,x,ξ+hη, Zt,x,ξ+hη,Ht,x,ξ+hη) of BSDE (4.2) (with ξ+hη instead of ξ, ξ, η ∈ L2(Ft)) with
respect to h at h = 0. This formal L2-differentiation (which will be made rigorous later) leads to
a triple of processes (Ot,x,ξ(η),Qt,x,ξ(η),Rt,x,ξ(η)) solving the BSDE:
Ot,x,ξs (η) = ∂xΦ(Xt,x,ξT )U t,x,ξT (η)
+
∫ T
s
[
∂zf(Π
t,x,ξ
r , PΠt,ξr
)Qt,x,ξr (η) + ∂hf(Πt,x,ξr , PΠt,ξr )
∫
K
Rt,x,ξr (η, e)l(e)λ(de)
]
dr
+
∫ T
s
Ê
[
(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,ξ̂,Pξ
r )∂xẐ
t,ξ̂,Pξ
r η̂ + (∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )Q̂t,ξ̂r (η̂)
]
dr
+
∫ T
s
Ê
[
(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,ξ̂,Pξ
r )
∫
K
∂xĤ
t,ξ̂,Pξ
r (e)η̂l(e)λ(de)
16
+(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )
∫
K
R̂t,ξ̂r (η̂, e)l(e)λ(de)
]
dr
−
∫ T
s
Qt,x,ξr (η)dBr −
∫ T
s
∫
K
Rt,x,ξr (η, e)Nλ(dr, de), s ∈ [t, T ],
(6.5)
where (Ot,ξ(η),Qt,ξ(η),Rt,ξ(η)) = (Ot,x,ξ(η),Qt,x,ξ(η),Rt,x,ξ(η))|x=ξ is the solution of (6.5) for x
replaced by ξ, and U t,x,ξr (η) := DXt,x,ξs (η) = E˜[∂µXt,x,Pξs (ξ˜)η˜] and U t,ξr (η) = U t,x,ξr (η)|x=ξ , r ∈ [t, T ].
Of course, in the above BSDE we still use the notations
Πt,x,ξs = (X
t,x,ξ
s , Y
t,x,ξ
s , Z
t,x,ξ
s ,
∫
K
Ht,x,ξs (e)l(e)λ(de)), Π
t,ξ
s = (X
t,ξ
s , Y
t,ξ
s , Z
t,ξ
s ,
∫
K
Ht,ξs (e)l(e)λ(de)),
and (Ω̂, F̂ , P̂ ) is a probability space carrying with (ξ̂, η̂, B̂, N̂λ) an (independent) copy of (ξ, η,B,Nλ)
(defined on (Ω,F , P )); (X̂t,x,Pξ , Ŷ t,x,Pξ , Ẑt,x,Pξ , Ĥt,x,Pξ) (resp., (X̂t,ξ̂ , Ŷ t,ξ̂, Ẑt,ξ̂, Ĥt,ξ̂)) is the solution
of the same equation as that for (Xt,x,Pξ , Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ) (resp., (Xt,ξ , Y t,ξ, Zt,ξ,Ht,ξ)), but
with the data (ξ̂, B̂, N̂λ) instead of (ξ,B,Nλ).
From Theorem 10.1 the equation (6.5) with x replaced by ξ has a unique solution (Ot,ξ(η),
Qt,ξ(η),Rt,ξ(η)) ∈ S2F(t, T ) ×H2F(t, T ) × K2λ(t, T ). Moreover, from Theorem 10.3 we have that, for
all p ≥ 2, there exists a constant Cp > 0 depending only on p and the bounds of the coefficients,
such that
E[ sup
s∈[t,T ]
|Ot,ξs (η)|p + (
∫ T
t
|Qt,ξs (η)|2ds)p/2 + (
∫ T
t
∫
K
|Rt,ξs (η, e)|2λ(de)ds)p/2] 6 Cp. (6.6)
Once having (Ot,ξ(η),Qt,ξ(η),Rt,ξ(η)), from Theorem 10.1 and Theorem 10.3 again that (6.5)
possesses a unique solution (Ot,x,ξ(η),Qt,x,ξ(η),Rt,x,ξ(η)) ∈ S2F(t, T ) ×H2F(t, T )×K2λ(t, T ), and that
for all p ≥ 2, there is a constant Cp > 0 only depending on the bounds of the coefficients, such that
E[ sup
s∈[t,T ]
|Ot,x,ξs (η)|p + (
∫ T
t
|Qt,x,ξr (η)|2dr)p/2 + (
∫ T
t
∫
K
|Rt,x,ξr (η, e)|2λ(de)dr)p/2] 6 Cp. (6.7)
Lemma 6.1. Suppose (H5.1) and (H6.1) hold true. Then, for all (t, x) ∈ [0, T ] × R, ξ ∈ L2(Ft),
there exist three stochastic processes Ot,x,Pξ(y) ∈ S2F(t, T ), Qt,x,Pξ(y) ∈ H2F(t, T ), Rt,x,Pξ(y) ∈
K2λ(t, T ), depending measurably on y ∈ R, such that
Ot,x,ξs (η) = E¯[Ot,x,Pξs (ξ¯) · η¯], P-a.s., s ∈ [t, T ], Qt,x,ξs (η) = E¯[Qt,x,Pξs (ξ¯) · η¯], dsdP-a.e.,
Rt,x,ξs (η) = E¯[Rt,x,Pξs (ξ¯) · η¯], dsdλdP-a.e.
In particular, for all x ∈ R, 0 ≤ t ≤ s ≤ T , ξ ∈ L2(Ft), the mappings
Ot,x,ξs (·) : L2(Ft) 7→ L2(Fs), Qt,x,ξ(·) : L2(Ft) 7→ H2F(t, T ), Rt,x,ξ(·) : L2(Ft) 7→ K2λ(t, T ),
are linear and continuous.
Remark 6.1. For (Ot,ξs (y),Qt,ξs (y),Rt,ξs (y)) := (Ot,x,ξs (y),Qt,x,ξs (y),Rt,x,ξs (y))|x=ξ , s ∈ [t, T ], ξ ∈
L2(Ft), y ∈ R, we see directly from Lemma 6.1 that
Ot,ξs (η) = E¯[Ot,ξs (ξ¯) · η¯], P-a.s., s ∈ [t, T ], Qt,ξs (η) = E¯[Qt,ξs (ξ¯) · η¯], dsdP-a.e.,
Rt,ξs (η) = E¯[Rt,ξs (ξ¯) · η¯], dsdλdP-a.e., η ∈ L2(Ft).
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Proof. For y ∈ R, let (Ot,x,Pξ(y), Qt,x,Pξ(y), Rt,x,Pξ(y)) ∈ S2F(t, T ) × H2F(t, T ) × K2λ(t, T ) be the
unique solution of BSDE (6.4), which, for our special case (d = 1 and f = f(z, h, γ(R × R × ·))),
writes as follows
O
t,x,Pξ
s (y) = ∂xΦ(X
t,x,ξ
T )∂µX
t,x,Pξ
T (y)
+
∫ T
s
[
∂zf(Π
t,x,ξ
r , PΠt,ξr
)Q
t,x,Pξ
r (y) + ∂hf(Π
t,x,ξ
r , PΠt,ξr
)
∫
K
R
t,x,Pξ
r (y, e)l(e)λ(de)
]
dr
+
∫ T
s
Ê
[
(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂xẐ
t,y,Pξ
r + (∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )Q̂
t,ξ̂
r (y)
]
dr
+
∫ T
s
Ê
[
(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )
∫
K
∂xĤ
t,y,Pξ
r (e)l(e)λ(de)
+(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )
∫
K
R̂t,ξ̂r (y, e)l(e)λ(de)
]
dr
−
∫ T
s
Q
t,x,Pξ
r (y)dBr −
∫ T
s
∫
K
R
t,x,Pξ
r (y, e)Nλ(dr, de), s ∈ [t, T ],
(6.8)
where (Ot,ξ(y), Qt,ξ(y), Rt,ξ(y)) := (Ot,x,ξ(y), Qt,x,ξ(y), Rt,x,ξ(y))|x=ξ ∈ S2F(t, T )×H2F(t, T )×K2λ(t, T )
is the unique solution of (6.8) with x replaced by ξ, Πt,x,ξs = (Z
t,x,ξ
s ,
∫
K H
t,x,ξ
s (e) l(e)λ(de)), and
Πt,ξs = Π
t,x,ξ
s |x=ξ. It follows from Theorem 10.3 that, for any p ≥ 2, there is some constant
Cp > 0 only depending on the bounds of the coefficients such that, for all t ∈ [0, T ], x ∈ R, ξ ∈
L2(Ft;R), y ∈ R,
E[ sup
s∈[t,T ]
|Ot,ξs (y)|p + (
∫ T
t
|Qt,ξs (y)|2ds)p/2 + (
∫ T
t
∫
K
|Rt,ξs (y, e)|2λ(de)ds)p/2] 6 Cp, (6.9)
then again from Theorem 10.3 we get
E[ sup
s∈[t,T ]
|Ot,x,Pξs (y)|p + (
∫ T
t
|Qt,x,Pξs (y)|2ds)
p
2 + (
∫ T
t
∫
K
|Rt,x,Pξs (y, e)|2λ(de)ds)
p
2 ] 6 Cp. (6.10)
Let the couple (ξ¯, η¯) defined on some probability space (Ω¯, F¯ , P¯ ) be an independent copy of (ξ, η)
on (Ω,F , P ) and, in particular, also an independent copy of (ξˆ, ηˆ) on (Ωˆ, Fˆ , Pˆ ). Substituting in
(6.8) for x the random variable ξ and for y the random variable ξ¯, and then multiplying η¯ on both
sides of the such obtained equation and taking expectation E¯[·], we obtain
E¯[Ot,ξs (ξ¯) · η¯] = ∂xΦ(Xt,ξT )E¯[∂µXt,ξT (ξ¯) · η¯]
+E¯
[ ∫ T
s
[
∂zf(Π
t,ξ
r , PΠt,ξr
)Qt,ξr (ξ¯) · η¯ + ∂hf(Πt,ξr , PΠt,ξr )
∫
K
Rt,ξr (ξ¯, e) · η¯l(e)λ(de)
]
dr
]
+E¯
{∫ T
s
Ê
[
(∂µf)1(Π
t,ξ
r , PΠt,ξr
, Π̂
t,ξ¯,Pξ
r )∂xẐ
t,ξ¯,Pξ
r · η¯ + (∂µf)1(Πt,ξr , PΠt,ξr , Π̂
t,ξ̂
r )Q̂
t,ξ̂
r (ξ¯) · η¯
]
dr
+
∫ T
s
Ê
[
(∂µf)2(Π
t,ξ
r , PΠt,ξr
, Π̂
t,ξ¯,Pξ
r )
∫
K
∂xĤ
t,ξ¯,Pξ
r (e) · η¯l(e)λ(de)
+(∂µf)2(Π
t,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )
∫
K
R̂t,ξ̂r (ξ¯, e) · η¯l(e)λ(de)
]
dr
}
−E¯[
∫ T
s
Qt,ξr (ξ¯) · η¯dBr]− E¯[
∫ T
s
∫
K
Rt,ξr (ξ¯, e) · η¯Nλ(dr, de)], s ∈ [t, T ].
(6.11)
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Since (ξ¯, η¯) is independent of (ξ, η,Πt,x,ξ) and (ξˆ, ηˆ, Πˆt,x,Pξ), and of the same law as (ξˆ, ηˆ), we have
i)E¯
[
Ê
[
(∂µf)1(Π
t,ξ
r , PΠt,ξr
, Π̂
t,ξ¯,Pξ
r )∂xẐ
t,ξ¯,Pξ
r · η¯
]]
= Ê[(∂µf)1(Π
t,ξ
r , PΠt,ξr
, Π̂
t,ξ̂,Pξ
r )∂xẐ
t,ξ̂,Pξ
r · η̂];
ii)E¯
[
Ê
[
(∂µf)2(Π
t,ξ
r , PΠt,ξr
, Π̂
t,ξ¯,Pξ
r )
∫
K
∂xĤ
t,ξ¯,Pξ
r (e) · η¯]l(e)λ(de)
]
= Ê[(∂µf)2(Π
t,ξ
r , PΠt,ξr
, Π̂
t,ξ̂,Pξ
r )
∫
K
∂xĤ
t,ξ̂,Pξ
r (e) · η̂l(e)λ(de)],
similar to other terms. From the above equalities and the uniqueness of the solution of equation
(6.5) with x replaced by ξ it follows
Ot,ξs (η) = E¯[Ot,ξs (ξ¯) · η¯], P-a.s., s ∈ [t, T ], Qt,ξs (η) = E¯[Qt,ξs (ξ¯) · η¯], dsdP-a.e.,
Rt,ξs (η) = E¯[Rt,ξs (ξ¯) · η¯], dsdλdP-a.e.
(6.12)
Furthermore, from (6.9) we get
E[|Ot,ξs (η)|2] = E[|E¯[Ot,ξs (ξ¯) · η¯]|2] ≤ E¯[E[|Ot,ξs (ξ¯)|2 · |η¯|2]]
= E¯[E[|Ot,ξs (y)|2]|y=ξ¯ · |η¯|2] ≤ CE¯[|η¯|2] = CE[|η|2].
(6.13)
That means |Ot,ξs (η)|L2 ≤ C|η|L2 , for every η ∈ L2(Ft). Hence, Ot,ξs (·) : L2(Ft)→ L2(Fs) is a linear
and continuous mapping, for all s ∈ [t, T ], and |Ot,ξs (·)|L(L2,L2) ≤ C.
Furthermore, also
E[
∫ T
t
|Qt,ξs (η)|2ds] = E[
∫ T
t
|E¯[Qt,ξs (ξ¯) · η¯]|2ds] ≤ E¯[E[
∫ T
t
|Qt,ξs (ξ¯)|2ds · |η¯|2]]
= E¯[E[
∫ T
t
|Qt,ξs (y)|2ds]|y=ξ¯ · |η¯|2] ≤ CE[|η|2],
(6.14)
and
E[
∫ T
t
∫
K
|Rt,ξs (η, e)|2λ(de)ds] = E[
∫ T
t
∫
K
|E¯[Rt,ξs (ξ¯, e) · η¯]|2λ(de)ds]
≤ E¯[
∫ T
t
∫
K
E[|Rt,ξs (ξ¯, e)|2 · |η¯|2]λ(de)ds] = E¯[E[
∫ T
t
∫
K
|Rt,ξs (y, e)|2λ(de)ds]|y=ξ¯ · |η¯|2]
≤ CE[|η|2].
(6.15)
Therefore, Qt,ξ(·) : L2(Ft) 7→ H2F(t, T ) and Rt,ξ(·) : L2(Ft) 7→ K2λ(t, T ) are continuous linear
mappings. Making use of the above argument, but for (Ot,x,Pξ(η), Qt,x,Pξ(η), Rt,x,Pξ(η)) instead
of (Ot,ξ(η), Qt,ξ(η), Rt,ξ(η)), we also have, for all η ∈ L2(Ft),
Ot,x,ξs (η) = E¯[Ot,x,ξs (ξ¯) · η¯], P-a.s., s ∈ [t, T ], Qt,x,ξs (η) = E¯[Qt,x,ξs (ξ¯) · η¯], dsdP-a.e.,
Rt,x,ξs (η) = E¯[Rt,x,ξs (ξ¯) · η¯], dsdλdP-a.e.
(6.16)
Moreover, by using (6.10), similar to (6.13), (6.14) and (6.15), we obtain that Ot,x,Pξ(·),Qt,x,Pξ(·),
Rt,x,Pξ(·) are also linear and continuous mappings (over the same spaces as Ot,ξ, Qt,ξ, Rt,ξ).
Now we prove the following estimate for the solution of equation (6.8).
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Proposition 6.1. For all p ≥ 1, there exists a constant Cp > 0 only depending on the Lipschitz
constant of the coefficients, such that, for all t ∈ [0, T ], x, x′, y, y′ ∈ Rd, and ξ, ξ′ ∈ L2(Ft;Rd),
E[ sup
s∈[t,T ]
|Ot,x,Pξs (y)−O
t,x′,P
ξ
′
s (y
′)|2p + (
∫ T
t
|Qt,x,Pξs (y)−Q
t,x′,P
ξ
′
s (y
′)|2ds)p
+ (
∫ T
t
∫
K
|Rt,x,Pξs (y, e) −R
t,x′,P
ξ
′
s (y
′, e)|2λ(de)ds)p] ≤ Cp(|x− x′|2p + |y − y′|2p +W2(Pξ , Pξ′ )2p).
(6.17)
Proof. Recall that for simplicity of redaction, d = 1 and f(Πt,x,ξr , PΠt,ξr
) depends only on Πt,x,ξr =
(Zt,x,ξr ,
∫
K H
t,x,ξ
r (e)l(e)λ(de)) and PΠt,ξr
; Πt,x,ξr = Π
t,x,Pξ
r and Π
t,ξ
r = Π
t,ξ,Pξ
r .
Let ξ, ξ′, ϑ, ϑ′ ∈ L2(Ft) be such that Pϑ = Pξ, Pϑ′ = Pξ′ . Notice that Πt,x,Pξs and (Ot,x,Pξs (y),
Q
t,x,Pξ
s (y), R
t,x,Pξ
s (y)), t ≤ s ≤ T, are independent of Ft. Hence, from (6.8) we get the following
BSDE:
O
t,x,Pξ
s (y)−Ot,x
′,Pξ′
s (y
′) = Ξ(x, x′) +
∫ T
s
R(r, x, x′)dr
+
∫ T
s
{
(∂zf)(Π
t,x,ξ
r , PΠt,ξr
)(Q
t,x,Pξ
r (y)−Qt,x
′,Pξ′
r (y
′))
+ (∂hf)(Π
t,x,ξ
r , PΠt,ξr
)
( ∫
K
(R
t,x,Pξ
r (y, e) −Rt,x
′,Pξ′
r (y
′, e))l(e)λ(de)
)
+ Ê[(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,ϑ̂,Pξ
r )(Q̂
t,ϑ̂,Pξ
r (y)− Q̂t,ϑ̂
′,Pξ′
r (y
′))]
+ Ê[(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,ϑ̂,Pξ
r )
( ∫
K
(R̂
t,ϑ̂,Pξ
r (y, e)− R̂t,ϑ̂
′,Pξ′
r (y
′, e))l(e)λ(de)
)
]
}
dr
−
∫ T
s
(Q
t,x,Pξ
r (y)−Qt,x
′,Pξ′
r (y
′))dBr −
∫ T
s
∫
K
(R
t,x,Pξ
r (y, e)−Rt,x
′,Pξ′
r (y
′, e))Nλ(dr, de),
(6.18)
where
R(r, x, x′) =
(
(∂zf)(Π
t,x,ξ
r , PΠt,ξr
)− (∂zf)(Πt,x′,ξ′r , PΠt,ξ′r )
)
Q
t,x′,Pξ′
r (y
′)
+
(
(∂hf)(Π
t,x,ξ
r , PΠt,ξr
)− (∂hf)(Πt,x′,ξ′r , PΠt,ξ′r )
) · ∫
K
R
t,x′,Pξ′
r (y
′, e)l(e)λ(de)
+ Ê[
(
(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,ϑ̂,Pξ
r )− (∂µf)1(Πt,x′,ξ′r , PΠt,ξ′r , Π̂
t,ϑ̂′,Pξ′
r )
)
Q̂
t,ϑ̂′,Pξ′
r (y
′)]
+ Ê[
(
(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,ϑ̂,Pξ
r )− (∂µf)2(Πt,x′,ξ′r , PΠt,ξ′r , Π̂
t,ϑ̂′,Pξ′
r )
) ∫
K
R̂
t,ϑ̂′,Pξ′
r (y
′, e)l(e)λ(de)]
+ Ê[(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂xẐ
t,y,Pξ
r − (∂µf)1(Πt,x′,ξ′r , PΠt,ξ′r , Π̂
t,y′,Pξ′
r )∂xẐ
t,y′,Pξ′
r ]
+ Ê[(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )
( ∫
K
∂xĤ
t,y,Pξ
r (e)l(e)λ(de)
)
− (∂µf)2(Πt,x′,ξ′r , PΠt,ξ′r , Π̂
t,y′,Pξ′
r )
( ∫
K
∂xĤ
t,y′,Pξ′
r (e)l(e)λ(de)
)
],
and
Ξ(x, x′) = (∂xΦ)(X
t,x,Pξ
T )∂µX
t,x,Pξ
T (y)− (∂xΦ)(X
t,x′,Pξ′
T )∂µX
t,x′,Pξ′
T (y
′).
20
From Propositions 5.1 and 5.3, for all p ≥ 1, it holds
E[|Ξ(x, x′)|2p] ≤ Cp(|x− x′|2p +W2(Pξ , Pξ′)2p + |y − y′|2p). (6.19)
We now give the estimate for R(r, x, x′). From (6.10) and Proposition 4.1 we notice that
i) E
[( ∫ T
t
|(∂zf)(Πt,x,ξr , PΠt,ξr )− (∂zf)(Π
t,x′,ξ′
r , PΠt,ξ
′
r
)| · |Qt,x
′,Pξ′
r (y
′)|dr
)2p]
≤ Cp
(
E[(
∫ T
t
|Qt,x
′,Pξ′
r (y
′)|2dr)2p]) 12 (E[(∫ T
t
(|Πt,x,ξr −Πt,x
′,ξ′
r |2 +W2(PΠt,ξr , PΠt,ξ′r )
2)dr)2p]
) 1
2
≤ Cp
(|x− x′|2p +W2(Pξ , Pξ′)2p);
ii) E
[(∫ T
t
∣∣Ê[((∂µf)1(Πt,x,Pξr , PΠt,ξr , Π̂t,ϑ̂,Pξr )
− (∂µf)1(Πt,x
′,Pξ′
r , PΠt,ξ
′
r
, Π̂
t,ϑ̂′,Pξ′
r )
)
Q̂
t,ϑ̂′,Pξ′
r (y
′)]
∣∣dr)2p]
≤ Cp
(
Ê[(
∫ T
t
|Q̂t,ϑ̂
′,Pξ′
r (y
′)|2dr)2p]) 12 · (E[( ∫ T
t
(|Πt,x,Pξr −Πt,x
′,Pξ′
r |2 +W2(PΠt,ξr , PΠt,ξ′r )
2
+ Ê[|Π̂t,ϑ̂,Pξr − Π̂t,ϑ̂
′,Pξ′
r |2])dr
)2p]) 12
≤ Cp(|x− x′|2p +W2(Pξ, Pξ′)2p + (Ê[|ϑ̂ − ϑ̂′|2])p);
iii) E
[(∫ T
t
∣∣Ê[(∂µf)1(Πt,x,ξr , PΠt,ξr , Π̂t,y,Pξr )∂xẐt,y,Pξr
− (∂µf)1(Πt,x′,ξ′r , PΠt,ξ′r , Π̂
t,y′,Pξ′
r )∂xẐ
t,y′,Pξ′
r ]
∣∣dr)2p]
≤ Cp(Ê
∫ T
t
|∂xẐt,y,Pξr − ∂xẐt,y
′,Pξ′
r |2dr)p + Cp(Ê[
∫ T
t
|∂xẐt,y,Pξr |2dr])pE[
(∫ T
t
(|Πt,x,ξr −Πt,x
′,ξ′
r |2
+ W2(PΠt,ξr
, P
Πt,ξ
′
r
)2 + Ê[|Π̂t,y,Pξr − Π̂t,y
′,Pξ′
r |2])dr
)2p
]
1
2
≤ Cp(|x− x′|2p +W2(Pξ, Pξ′)2p + |y − y′|2p).
The other terms of R(r, x, x′) are estimated in a similar way. Consequently, we get
E[(
∫ T
t
|R(r, x, x′)|dr)2p] ≤ Cp(|x− x′|2p +W2(Pξ , Pξ′)2p + (E[|ϑ − ϑ′|2])p + |y − y′|2p). (6.20)
Substituting in BSDE (6.18) x = ϑ and x′ = ϑ′, since E[|Ξ(ϑ, ϑ′)|2] = E[E[|Ξ(x, x′)|2]|x=ϑ,x′=ϑ′ ] ≤
C(E[|ϑ − ϑ′|2] +W2(Pξ, Pξ′)2 + |y − y′|2), and
E[(
∫ T
t
|R(r, ϑ, ϑ′)|dr)2] = E[E[
∫ T
t
|R(r, x, x′)|dr]|x=ϑ,x′=ϑ′ ] ≤ C(W2(Pξ, Pξ′)2+E[|ϑ−ϑ′|2]+|y−y′|2),
it follows from Corollary 10.1 that
E[ sup
s∈[t,T ]
∣∣Ot,ϑ,Pξs (y)−Ot,ϑ′,Pξ′s (y)∣∣2 + ∫ T
t
(|Qt,ϑ,Pξr (y)−Qt,ϑ
′,Pξ′
r (y
′)|2
+
∫
K
|Rt,ϑ,Pξr (y, e)−Rt,ϑ
′,Pξ′
r (y
′, e)|2λ(de))dr]
≤ C(W2(Pξ, Pξ′)2 + E[|ϑ − ϑ′|2] + |y − y′|2).
(6.21)
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This estimate allows to return to BSDE (6.18). Note that
E
[( ∫ T
t
∣∣Ê[(∂µf)1(Πt,x,ξr , PΠt,ξr , Π̂t,ϑ̂,Pξr )(Q̂t,ϑ̂,Pξr (y)− Q̂t,ϑ̂′,Pξ′r (y′))]∣∣dr)2p]
≤ Cp
(
Ê[
∫ T
t
|Q̂t,ϑ̂,Pξr (y)− Q̂t,ϑ̂
′,Pξ′
r (y
′)|2dr]
)p
≤ Cp
(
W2(Pξ, Pξ′)
2p + (E[|ϑ − ϑ′|2])p + |y − y′|2p),
(6.22)
and analogously,
E[
( ∫ T
t
∣∣Ê[(∂µf)2(Πt,x,ξr , PΠt,ξr , Π̂t,ϑ̂,Pξr )(
∫
K
|R̂t,ϑ̂,Pξr (y, e)− R̂t,ϑ̂
′,Pξ′
r (y
′, e)|l(e)λ(de))]∣∣dr)2p]
≤ Cp(W2(Pξ , Pξ′)2p + (E[|ϑ − ϑ′|2])p + |y − y′|2p).
(6.23)
Consequently, with the help of Theorem 10.3, recalling (6.19), (6.20), (6.22) and (6.23), we get for
the solution of BSDE (6.18 )
E[ sup
s∈[t,T ]
|Ot,x,Pξs (y)−Ot,x
′,Pξ′
s (y
′)|2p + (
∫ T
t
|Qt,x,Pξr (y)−Qt,x
′,Pξ′
r (y
′)|2dr)p
+ (
∫ T
t
∫
K
|Rt,x,Pξr (y, e)−Rt,x
′,Pξ′
r (y
′, e)|2λ(de)dr)p]
≤ Cp(|x− x′|2p +W2(Pξ, Pξ′)2p + |y − y′|2p + (E[|ϑ − ϑ′|2])p),
(6.24)
for all ϑ, ϑ′ ∈ L2(Ft) with Pϑ = Pξ and Pϑ′ = Pξ′ .
Then from the definition of the 2-Wasserstein metric we get
E[ sup
s∈[t,T ]
|Ot,x,Pξs (y)−Ot,x
′,Pξ′
s (y
′)|2p + (
∫ T
t
|Qt,x,Pξr (y)−Qt,x
′,Pξ′
r (y
′)|2dr)p
+ (
∫ T
t
∫
K
|Rt,x,Pξs (y, e)−Rt,x
′,Pξ′
s (y
′, e)|2λ(de)ds)p]
≤ Cp(|x− x′|2p +W2(Pξ, Pξ′)2p + |y − y′|2p).
(6.25)
Lemma 6.2. Suppose (H5.1) and (H6.1) hold true. Then, for 0 ≤ t ≤ s ≤ T and x ∈ R, the
lifted processes L2(Ft) ∋ ξ 7→ Y t,x,ξs := Y t,x,Pξs ∈ L2(Fs), L2(Ft) ∋ ξ 7→ Zt,x,ξ· := Zt,x,Pξ· ∈ H2F(t, T ),
L2(Ft) ∋ ξ 7→ Ht,x,ξ· := Ht,x,Pξ· ∈ K2λ(t, T ) as functionals of ξ are Gaˆteaux differentiable, and the
Gaˆteaux derivatives in direction η ∈ L2(Ft) are just Ot,x,ξs (η), Qt,x,ξs (η) and Rt,x,ξs (η), respectively,
i.e.,
∂ξY
t,x,ξ
s (η) = Ot,x,ξs (η) = E¯[Ot,x,Pξs (ξ¯) · η¯], P-a.s., s ∈ [t, T ],
∂ξZ
t,x,ξ
s (η) = Qt,x,ξs (η) = E¯[Qt,x,Pξs (ξ¯) · η¯], dsdP-a.e.,
∂ξH
t,x,ξ
s (η) = Rt,x,ξs (η) = E¯[Rt,x,Pξs (ξ¯) · η¯], dsdλdP-a.e.,
where Ot,x,ξs (η), Qt,x,ξs (η), Rt,x,ξs (η), Ot,x,Pξs (y), Qt,x,Pξs (y), Rt,x,Pξs (y) are defined in Lemma 6.1.
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Proof. The proof is split into two steps.
Step 1. We prove that the directional derivatives of Y t,x,ξ, Zt,x,ξ, Ht,x,ξ in all direction
η ∈ L2(Ft) exist, and
Ot,x,ξ· (η)−
1
h
(Y t,x,ξ+hη· − Y t,x,ξ· )
S2
F−−−→
h→0
0, Qt,x,ξ· (η)−
1
h
(Zt,x,ξ+hη· − Zt,x,ξ· )
H2
F−−−→
h→0
0,
Rt,x,ξ· (η)−
1
h
(Ht,x,ξ+hη· −Ht,x,ξ· )
K2
λ−−−→
h→0
0.
In fact, for all s ∈ [t, T ],
1
h
(Y t,x,ξ+hηs − Y t,x,ξs )−Ot,x,ξs (η) =
1
h
(
Φ(Xt,x,ξ+hηT )− Φ(Xt,x,ξT )
)− ∂xΦ(Xt,x,ξT )U t,x,ξT (η)
+
1
h
∫ T
s
(
f(Πt,x,ξ+hηr , PΠt,ξ+hηr
)− f(Πt,x,ξr , PΠt,ξr ))dr
−
{∫ T
s
[
∂zf(Π
t,x,ξ
r , PΠt,ξr
)Qt,x,ξr (η) + ∂hf(Πt,x,ξr , PΠt,ξr )
∫
K
Rt,x,ξr (η, e)l(e)λ(de)
]
dr
+
∫ T
s
Ê
[
(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )∂xẐ
t,ξ̂,Pξ
r η̂ + (∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )Q̂t,ξ̂r (η̂)
]
dr
+
∫ T
s
Ê
[
(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂
t,ξ̂,Pξ
r )
∫
K
∂xĤ
t,ξ̂,Pξ
r (e)η̂l(e)λ(de)
+ (∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r ) ·
∫
K
R̂t,ξ̂r (η̂, e)l(e)λ(de)
]
dr
}
−
∫ T
s
(Zt,x,ξ+hη − Zt,x,ξr
h
−Qt,x,ξr (η)
)
dBr
−
∫ T
s
∫
K
(Ht,x,ξ+hηr (e)−Ht,x,ξr (e)
h
−Rt,x,ξr (η, e)
)
Nλ(dr, de)
= I1(x) + I2(x)−
∫ T
s
(Zt,x,ξ+hηr − Zt,x,ξr
h
−Qt,x,ξr (η)
)
dBr
−
∫ T
s
∫
K
(Ht,x,ξ+hηr (e)−Ht,x,ξr (e)
h
−Rt,x,ξr (η, e)
)
Nλ(dr, de),
(6.26)
where
I1(x) :=
1
h
(
Φ(Xt,x,ξ+hηT )− Φ(Xt,x,ξT )
)− ∂xΦ(Xt,x,ξT )U t,x,ξT (η)
=
∫ 1
0
∂xΦ(X
t,x,ξ
T + ρ(X
t,x,ξ+hη
T −Xt,x,ξT ))dρ
X
t,x,ξ+hη
T −Xt,x,ξT
h
− ∂xΦ(Xt,x,ξT )U t,x,ξT (η),
and I2(x) is then defined by (6.26). Notice that
I1(x) =
1
h
(
Φ(Xt,x,ξ+hηT )− Φ(Xt,x,ξT )
)− (∂xΦ)(Xt,x,ξT )U t,x,ξT (η)
=
∫ 1
0
(∂xΦ)
(
X
t,x,ξ
T + ρ(X
t,x,ξ+hη
T −Xt,x,ξT )
)
dρ
( 1
h
(Xt,x,ξ+hηT −Xt,x,ξT )
)− (∂xΦ)(Xt,x,ξT ) · U t,x,ξT (η)
=
∫ 1
0
(
(∂xΦ)
(
X
t,x,ξ
T + ρ(X
t,x,ξ+hη
T −Xt,x,ξT )
)− (∂xΦ)(Xt,x,ξT ))dρ(1h(Xt,x,ξ+hηT −Xt,x,ξT ))
+ (∂xΦ)(X
t,x,ξ
T )
( 1
h
(Xt,x,ξ+hηT −Xt,x,ξT )− U t,x,ξT (η)
)
.
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Consequently, as ∂xΦ is Lipschitz and bounded, and as I1(x) is independent of Ft,
E[I1(x)
2|Ft]=E[I1(x)2] ≤ C 1
h2
E[|Xt,x,ξ+hηT −Xt,x,ξT |4]+CE[|
1
h
(Xt,x,ξ+hηT −Xt,x,ξT )−U t,x,ξT (η)|2].
From Lemma 3.1 we have
E[|Xt,x,ξ+hηT −Xt,x,ξT |4] ≤ CW2(Pξ+hη, Pξ)4 ≤ Ch4(E[η2])2.
On the other hand, from Proposition 5.3, as
1
h
(Xt,x,ξ+hηT −Xt,x,ξT )− U t,x,ξT (η) = Ê
[ ∫ 1
0
(
∂µX
t,x,Pξ+ρhη
T (ξ̂ + ρhη̂)− ∂µX
t,x,Pξ
T (ξ̂)
)
dρ · η̂
]
,
we have E[| 1h (Xt,x,ξ+hηT −Xt,x,ξT )− U t,x,ξT (η)|2]
≤ E
[(
Ê
[ ∫ 1
0
|∂µXt,x,Pξ+ρhηT (ξ̂ + ρhη̂)− ∂µX
t,x,Pξ
T (ξ̂)|2dρ
] · Ê[|η̂|2])]
≤ E[|η|2]
∫ 1
0
Ê
[
E
[|∂µXt,x,Pξ+ρhηT (y)− ∂µXt,x,PξT (y′)|2]∣∣y=ξ̂+ρhη̂, y′=ξ̂]dρ
≤ CE[|η|2]
∫ 1
0
Ê
[(
W2(Pξ+ρhη, Pξ)
2 + |y − y′|2)∣∣
y=ξ̂+ρhη̂, y′=ξ̂
]
dρ ≤ Ch2(E[|η|2])2.
This shows that
E[I1(x)
2|Ft] = E[I1(x)2] ≤ Ch2(E[|η|2])2. (6.27)
We now consider I2(x) =
∫ T
s I2(r)dr with I2(r) = I2,1(r)− I2,2(r), where
I2,1(r) =
1
h
(f(Πt,x,ξ+hηr , PΠt,ξ+hηr
)− f(Πt,x,ξr , PΠt,ξr ));
I2,2(r) = (∂zf)(Π
t,x,ξ
r , PΠt,ξr
)Qt,x,ξr (η) + (∂hf)(Πt,x,ξr , PΠt,ξr )
∫
K
Rt,x,ξr (η, e)l(e)λ(de)
+ Ê[(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )(∂xẐ
t,ξ̂,Pξ
r · η̂ + Q̂t,ξ̂r (η̂))]
+ Ê[(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )(
∫
K
∂xĤ
t,ξ̂,Pξ
r (e)η̂l(e)λ(de) +
∫
K
R̂t,ξ̂r (η̂, e)l(e)λ(de))].
(6.28)
We put
Πt,x,ξr (η, ρ) := Π
t,x,ξ
r + ρ(Π
t,x,ξ+hη
r −Πt,x,ξr ), Πt,ξr (η, ρ) := Πt,ξr + ρ(Πt,ξ+hηr −Πt,ξr ).
Then, using the fact that f ∈ C1,1b (R2 × P2(R2)), we have
I2,1(r) =
1
h
(
f(Πt,x,ξ+hηr , PΠt,ξ+hηr
)− f(Πt,x,ξr , PΠt,ξr )
)
=
1
h
∫ 1
0
∂ρ
(
f(Πt,x,ξr (η, ρ), PΠt,ξr (η,ρ)
)
)
dρ
=
∫ 1
0
{
(∂zf)
(
Πt,x,ξr (η, ρ), PΠt,ξr (η,ρ)
)( 1
h
(Zt,x,ξ+hηr − Zt,x,ξr )
)
+ (∂hf)
(
Πt,x,ξr (η, ρ), PΠt,ξr (η,ρ)
)( ∫
K
1
h
(Ht,x,ξ+hηr (e)−Ht,x,ξr (e))l(e)λ(de)
)}
dρ
+
∫ 1
0
{
Ê
[
(∂µf)1(Π
t,x,ξ
r (η, ρ), PΠt,ξr (η,ρ)
, Π̂t,ξ̂r (η̂, ρ))(
1
h
(Ẑt,ξ̂+hη̂r − Ẑt,ξ̂r ))
]
+ Ê
[
(∂µf)2(Π
t,x,ξ
r (η, ρ), PΠt,ξr (η,ρ)
, Π̂t,ξ̂r (η̂, ρ))(
∫
K
1
h
(
Ĥt,ξ̂+hη̂r (e)− Ĥt,ξ̂r (e)
)
l(e)λ(de))
]}
dρ.
24
From the Lipschitz property of the derivative of f we get
I2,1(r) = (∂zf)(Π
t,x,ξ
r , PΠt,ξr
)(
1
h
(Zt,x,ξ+hηr − Zt,x,ξr ))
+ (∂hf)(Π
t,x,ξ
r , PΠt,ξr
)(
∫
K
1
h
(Ht,x,ξ+hηr (e)−Ht,x,ξr (e))l(e)λ(de))
+ Ê[(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )(
1
h
(Ẑt,ξ̂+hη̂r − Ẑt,ξ̂r ))]
+ Ê[(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )(
∫
K
1
h
(Ĥt,ξ̂+hη̂r (e) − Ĥt,ξ̂r (e))l(e)λ(de))] +R1(x, h)(r),
(6.29)
whereR1(x, h)(r) is defined in an obvious way. Also recall that Π
t,x,ξ
r = (Z
t,x,ξ
r ,
∫
K
Ht,x,ξr (e)l(e)λ(de)),
Πt,ξr = (Z
t,ξ
r ,
∫
K
Ht,ξr (e)l(e)λ(de)). Let us put R
(1)
s (x, h) =
∫ T
s
R1(x, h)(r)dr, and ‖ R(1)s (x, h) ‖:=∫ T
s
|R1(x, h)(r)|dr. Then
E[‖ R(1)t (x, h) ‖2 |Ft] ≤ CE
[(∫ T
t
∫ 1
0
(|Πt,x,ξr (η, ρ) −Πt,x,ξr |+W2(PΠt,ξr (η,ρ), PΠt,ξr ))
· (|1
h
(Zt,x,ξ+hηr − Zt,x,ξr )|+ |
∫
K
1
h
(Ht,x,ξ+hηr (e)−Ht,x,ξr (e))l(e)λ(de)|
)
dρdr
)2]
+ CE
[( ∫ T
t
∫ 1
0
Ê
[(|Πt,x,ξr (η, ρ) −Πt,x,ξr |+W2(PΠt,ξr (η,ρ), PΠt,ξr ) + |Π̂t,ξ̂r (η̂, ρ)− Π̂t,ξ̂r |)(|1
h
(Ẑt,ξ̂+hη̂r − Ẑt,ξ̂r )|+ |
∫
K
1
h
(Ĥt,ξ̂+hη̂r (e)− Ĥt,ξ̂r (e))l(e)λ(de)|
)]
dρdr
)2]
= I3,1 + I3,2,
where I3,1 := CE[(
∫ T
t
∫ 1
0
(|Πt,x,ξr (η, ρ) −Πt,x,ξr |+W2(PΠt,ξr (η,ρ), PΠt,ξr ))(|
1
h
(Zt,x,ξ+hηr − Zt,x,ξr )|
+|
∫
K
1
h
(Ht,x,ξ+hηr (e)−Ht,x,ξr (e))l(e)λ(de)|)dρdr)2 ], and
I3,2 := CE[(
∫ T
t
∫ 1
0
Ê[(|Πt,x,ξr (η, ρ)−Πt,x,ξr |+W2(PΠt,ξr (η,ρ), PΠt,ξr ) + |Π̂
t,ξ̂
r (η̂, ρ)− Π̂t,ξ̂r |)
(|1
h
(Ẑt,ξ̂+hη̂r − Ẑt,ξ̂r )|+ |
∫
K
1
h
(Ĥt,ξ̂+hη̂r (e) − Ĥt,ξ̂r (e))l(e)λ(de)|)]dρdr)2 ].
Thanks to Proposition 4.1 we get that, here using the notation |Πt,x′,ξ′r −Πt,x,ξr | := |Zt,x
′,ξ′
r −Zt,x,ξr |+∫
K |Ht,x
′,ξ′
r (e)−Ht,x,ξr (e)|l(e)λ(de) (similar to |Πt,ξ
′
r −Πt,ξr |),
E[(
∫ T
t
|Πt,x′,ξ+hηr −Πt,x,ξr |2dr)p] ≤ Cp(|x− x′|2p +W2(Pξ+hη, Pξ)2p)
≤ Cp(|x− x′|2p + (|h|2E[η2])p), p ≥ 1,
i.e., i) E[(
∫ T
t |Πt,x,ξ+hηr −Πt,x,ξr |2dr)2] ≤ Ch4(E[η2])2;
ii)
∫ T
t
W2(PΠt,ξr (η,ρ)
, P
Πt,ξr
)2dr
≤ E
∫ T
t
|Πt,ξ+hηr −Πt,ξr |2dr = E[E[
∫ T
t
|Πt,x′,ξ+hηr −Πt,x,ξr |2dr]|x′=ξ+hη, x=ξ]
≤ CE[(|x′ − x|2 +W2(Pξ+hη, Pξ)2)|x′=ξ+hη, x=ξ] ≤ Ch2E[η2];
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and, thus,
I3,1 ≤ C
h2
E[(
∫ T
t
|Πt,x,ξ+hηr −Πt,x,ξr |2dr)2]
+
C
h2
E[(
∫ T
t
∫ 1
0
W2(PΠt,ξr (η,ρ)
, P
Πt,ξr
)dρ · |Πt,x,ξ+hηr −Πt,x,ξr |dr)2] ≤ Ch2(E[|η|2])2.
On the other hand, we have
I3,2 ≤ C
h2
E[(
∫ T
t
Ê[(|Πt,x,ξ+hηr −Πt,x,ξr |+ h(E[η2])
1
2 + |Π̂t,ξ̂+hη̂r − Π̂t,ξ̂r |)|Π̂t,ξ̂+hη̂r − Π̂t,ξ̂r |]dr)2]
≤ C
h2
((
E[
∫ T
t
|Πt,x,ξ+hηr −Πt,x,ξr |2dr]
)2
+ (h2E[η2])Ê[
∫ T
t
|Π̂t,ξ̂+hη̂r − Π̂t,ξ̂r |2dr]
+ (Ê[
∫ T
t
|Π̂t,ξ̂+hη̂r − Π̂t,ξ̂r |2dr])2
)
≤ Ch2(E[η2])2.
From above we get that
E[‖ R(1)t (x, h) ‖2 |Ft] ≤ Ch2(E[|η|2])2. (6.30)
We remark that from (6.2)∫ T
t
(Ê[|1
h
(Ẑt,ξ̂+hη̂r − Ẑt,ξ̂r )− (∂xẐt,ξ̂,Pξr · η̂ +
1
h
(Z
t,ξ̂,Pξ+hη
r − Zt,ξ̂,Pξr ))|])2dr
=
∫ T
t
(Ê[|
∫ 1
0
(∂xẐ
t,ξ̂+hρη̂,Pξ+hη
r − ∂xẐt,ξ̂,Pξr )dρ · η̂|])2dr
≤
∫ 1
0
Ê[
∫ T
t
|∂xẐt,ξ̂+hρη̂,Pξ+hηr − ∂xẐt,ξ̂,Pξr |2dr]dρ · Ê[|η̂|2]
≤ CE[|η|2](h2Ê[|η̂|2] +W2(Pξ+hη, Pξ)2) ≤ C(E[|η|2])2 · h2,
(6.31)
and, analogously,∫ T
t
(
Ê
[∣∣ ∫
K
{1
h
(Ĥ
t,ξ̂+hη̂,Pξ+hη
r (e)− Ĥt,ξ̂,Pξr (e)) − (∂xĤt,ξ̂,Pξr (e)) · η̂
+
1
h
(Ĥ
t,ξ̂,Pξ+hη
r (e)− Ĥt,ξ̂,Pξr (e))
}
l(e)λ(de)
∣∣])2dr ≤ C(E[|η|2])2 · h2. (6.32)
Summarizing our above estimates we have from (6.26), (6.27), (6.28) and (6.29)
1
h
(Y t,x,ξ+hηs − Y t,x,ξs )−Ot,x,ξs (η)
= I1(x) + I2(x)−
∫ T
s
( 1
h
(Zt,x,ξ+hηr − Zt,x,ξr )−Qt,x,ξr (η)
)
dBr
−
∫ T
s
∫
K
( 1
h
(
Ht,x,ξ+hηr (e)−Ht,x,ξr (e)
) −Rt,x,ξr (η, e))Nλ(ds, de)
= I1(x) +
∫ T
s
{
(∂zf)(Π
t,x,ξ
r , PΠt,ξr
)
( 1
h
(Zt,x,ξ+hηr − Zt,x,ξr )−Qt,x,ξr (η)
)
+ (∂hf)(Π
t,x,ξ
r , PΠt,ξr
)
( ∫
K
(1
h
(Ht,x,ξ+hηr (e)−Ht,x,ξr (e)) −Rt,x,ξr (η, e)
)
l(e)λ(de)
)
+ Ê
[
(∂µf)1(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )
(1
h
(Ẑ
t,ξ̂,Pξ+hη
r − Ẑt,ξ̂,Pξr )− Q̂t,ξ̂r (η̂)
)]
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+ Ê
[
(∂µf)2(Π
t,x,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )
( ∫
K
(
1
h
(Ĥ
t,ξ̂,Pξ+hη
r (e) − Ĥt,ξ̂,Pξr (e))− R̂t,ξ̂r (η̂, e))l(e)λ(de)
)]}
dr
+
∫ T
s
R2r(x, h)dr −
∫ T
s
(1
h
(Zt,x,ξ+hηr − Zt,x,ξr )−Qt,x,ξr (η)
)
dBr
−
∫ T
s
∫
K
(1
h
(Ht,x,ξ+hηr (e) −Ht,x,ξr (e))−Rt,x,ξr (η, e)
)
Nλ(dr, de), s ∈ [t, T ].
(6.33)
Substituting in (6.33) for x the variable ξ we get
1
h
(Y
t,ξ,Pξ+hη
s − Y t,ξ,Pξs )−Ot,ξs (η)
= I1(ξ) +
∫ T
s
{
(∂zf)(Π
t,ξ
r , PΠt,ξr
)
( 1
h
(Z
t,ξ,Pξ+hη
r − Zt,ξ,Pξr )−Qt,ξr (η)
)
+ (∂hf)(Π
t,ξ
r , PΠt,ξr
)
( ∫
K
(1
h
(H
t,ξ,Pξ+hη
r (e)−Ht,ξ,Pξr (e)) −Rt,ξr (η, e)
)
l(e)λ(de)
)
+ Ê
[
(∂µf)1(Π
t,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )
( 1
h
(Ẑ
t,ξ̂,Pξ+hη
r − Ẑt,ξ̂,Pξr )− Q̂t,ξ̂r (η̂)
)]
+ Ê
[
(∂µf)2(Π
t,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )
( ∫
K
(1
h
(
Ĥ
t,ξ̂,Pξ+hη
r (e) − Ĥt,ξ̂,Pξr (e)
) − R̂t,ξ̂r (η̂, e))l(e)λ(de))]}dr
+
∫ T
s
R2r(ξ, h)dr −
∫ T
s
(1
h
(Z
t,ξ,Pξ+hη
r − Zt,ξ,Pξr )−Qt,ξr (η)
)
dBr
−
∫ T
s
∫
K
( 1
h
(H
t,ξ,Pξ+hη
r (e) −Ht,ξ,Pξr (e))−Rt,ξr (η, e)
)
Nλ(dr, de), s ∈ [t, T ].
(6.34)
Notice that we have E[(
∫ T
t
|R2r(ξ, h)|dr)2] = E[E[(
∫ T
t
|R2r(x, h)|dr)2]|x=ξ] ≤ Ch2(E[|η|2])2 from
(6.30), (6.31), (6.32); and E[|I1(ξ)|2] ≤ Ch2(E[|η|2])2 from (6.27).
Therefore, applying Corollary 10.1 to BSDE (6.34) we get that
E[ sup
s∈[t,T ]
|1
h
(Y
t,ξ,Pξ+hη
s − Y t,ξ,Pξs )−Ot,ξs (η)|2] + E[
∫ T
t
(
|1
h
(Z
t,ξ,Pξ+hη
r − Zt,ξ,Pξr )−Qt,ξr (η)|2
+
∫
K
|1
h
(H
t,ξ,Pξ+hη
r (e)−Ht,ξ,Pξr (e)) −Rt,ξr (η, e)|2λ(de)
)
dr] ≤ C(E[|η|2])2 · h2.
This latter estimate now allows to deduce from (6.33) by using Corollary 10.1 that
E[ sup
s∈[t,T ]
|1
h
(Y
t,x,Pξ+hη
s − Y t,x,Pξs )−Ot,x,ξs (η)|2] + E[
∫ T
t
(|1
h
(Z
t,x,Pξ+hη
s − Zt,x,Pξs )−Qt,x,ξs (η)|2
+
∫
K
|1
h
(H
t,x,Pξ+hη
s (e)−Ht,x,Pξs (e)) −Rt,x,Pξs (η, e)|2λ(de))ds] ≤ C(E[|η|2])2 · h2.
(6.35)
Step 2. In Step 1 we have proved that the directional derivatives of Y t,x,ξ, Zt,x,ξ, Ht,x,ξ
in all direction η ∈ L2(Ft) exist and the directional directives ∂ξY t,x,ξs (η), ∂ξZt,x,ξs (η), ∂ξHt,x,ξs (η)
coincide with Ot,x,ξs (η), Qt,x,ξs (η), Rt,x,ξs (η). Recall that Ot,x,ξs (·), Qt,x,ξs (·), Rt,x,ξs (·) are linear
and continuous mappings. Consequently, Y t,x,ξ, Zt,x,ξ, Ht,x,ξ as functionals of ξ are Gaˆteaux
differentiable, and furthermore, from Lemma 6.1 the Gaˆteaux derivatives can be characterized by
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∂ξY
t,x,ξ
s (η) = Ot,x,ξs (η) = E¯[Ot,x,Pξs (ξ¯) · η¯], P-a.s., s ∈ [t, T ],
∂ξZ
t,x,ξ
s (η) = Qt,x,ξs (η) = E¯[Qt,x,Pξs (ξ¯) · η¯], dsdP-a.e.,
∂ξH
t,x,ξ
s (η) = Rt,x,ξs (η) = E¯[Rt,x,Pξs (ξ¯) · η¯], dsdλdP-a.e.
The proof is complete.
In order to prove Y t,x,ξ, Zt,x,ξ,Ht,x,ξ are Fre´chet differentiable, we want to show
L2(Ft) ∋ ξ 7→ Ot,x,ξs ∈ L(L2(Ft), L2(Fs)), L2(Ft) ∋ ξ 7→ Qt,x,ξ = (Qt,x,ξs ) ∈ L(L2(Ft),H2F(t, T )),
L2(Ft) ∋ ξ 7→ Rt,x,ξ = (Rt,x,ξs ) ∈ L(L2(Ft),K2λ(t, T ))
are continuous.
Lemma 6.3. Under the Assumptions (H5.1) and (H6.1), for all t ∈ [0, T ], x ∈ R, the mappings
∂ξY
t,x,·
s = Ot,x,·s ∈ L(L2(Ft), L2(Fs)), (∂ξZt,x,·s ) = (Qt,x,·s ) ∈ L(L2(Ft),H2F(t, T )), and (∂ξHt,x,·s ) =
(Rt,x,·s ) ∈ L(L2(Ft),K2λ(t, T )) as the functional of ξ are continuous.
Proof. We only prove that ∂ξY
t,x,ξ
s = Ot,x,ξs , s ∈ [t, T ], is continuous with respect to ξ. The
continuity of (∂ξZ
t,x,·
s ) = (Qt,x,·s ), and (∂ξHt,x,·s ) = (Rt,x,·s ) can be proved with a similar argument.
From (6.17) we have
|∂ξY t,x,ξs − ∂ξY t,x,ξ
′
s |2L(L2(Ft),L2(Fs)) = sup
η∈L2(Ft),|η|L2≤1
|∂ξY t,x,ξs (η) − ∂ξY t,x,ξ
′
s (η)|2L2
= sup
η∈L2(Ft)
|η|
L2≤1
E[|∂ξY t,x,ξs (η)− ∂ξY t,x,ξ
′
s (η)|2] = sup
η∈L2(Ft)
|η|
L2≤1
E[|E¯[(Ot,x,Pξs (ξ¯)−Ot,x,Pξ′s (ξ¯′)) · η¯]|2]
≤ sup
η∈L2(Ft)
|η|
L2≤1
E[(E¯[|Ot,x,Pξs (ξ¯)−Ot,x,Pξ′s (ξ¯′)|2]) · (E¯|η¯|2)]
≤ E[E¯[|Ot,x,Pξs (ξ¯)−Ot,x,Pξ′s (ξ¯′)|2]] ≤ E¯[E[|Ot,x,Pξs (y)−Ot,x,Pξ′s (y′)|2]
∣∣
y=ξ¯, y′=ξ¯′
]
≤ C(E¯|ξ¯ − ξ¯′|2 +W2(Pξ, Pξ′)2) ≤ 2CE|ξ − ξ′|2, t ≤ s ≤ T.
So far, combining the Lemmas 6.1, 6.2 and 6.3, Theorem 6.2 has been proved. As shown
in Section 5, (Ot,x,Pξ , Qt,x,Pξ , Rt,x,Pξ) are the derivatives of (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ) with respect
to the measure Pξ, i.e., ∂µY
t,x,Pξ
s (y) := O
t,x,Pξ
s (y), ∂µZ
t,x,Pξ
s (y) := Q
t,x,Pξ
s (y), ∂µH
t,x,Pξ
s (y) :=
R
t,x,Pξ
s (y), s ∈ [t, T ]. As a direct result of (6.10) and Proposition 6.1 we have
Proposition 6.2. For p ≥ 2, there exists a constant Cp > 0 only depending on the bounds and
Lipschitz constants of the coefficients, such that for all t ∈ [0, T ], x, x¯ ∈ Rd, y, y¯ ∈ Rd, Pξ, Pξ¯ ∈
P2(Rd),
i) E[ sup
s∈[t,T ]
|∂µY t,x,Pξs (y)|p + (
∫ T
t
|∂µZt,x,Pξs (y)|2ds)p/2 + (
∫ T
t
∫
K
|∂µHt,x,Pξs (y)|2λ(de)ds)p/2] 6 Cp,
ii) E[ sup
s∈[t,T ]
|∂µY t,x,Pξs (y)− ∂µY t,x¯,Pξ¯s (y¯)|p + (
∫ T
t
|∂µZt,x,Pξs (y)− ∂µZt,x¯,Pξ¯s (y¯)|2ds)p/2
+ (
∫ T
t
∫
K
|∂µHt,x,Pξs (y)− ∂µHt,x¯,Pξ¯s (y¯)|2λ(de)ds)p/2] ≤ Cp(|x− x¯|p + |y − y¯|p +W2(Pξ, Pξ¯)p).
(6.36)
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7 Second order derivatives of X t,x,Pξ
In this section we investigate the second order derivatives of Xt,x,Pξ . For this we first give the
following definition.
Definition 7.1. We say that g ∈ C2,1b (Rd × P2(Rd)), if g ∈ C1,1b (Rd × P2(Rd)) is such that
i) For all µ ∈ P2(Rd), ∂xg(·, µ) ∈ C1,1(Rd → Rd);
ii) For all x ∈ Rd, µ ∈ P2(Rd), ∂µg(x, µ, ·) ∈ C1(Rd → Rd);
iii) The derivatives ∂2xg : R
d × P2(Rd) → Rd×d, ∂y(∂µg) : Rd × P2(Rd) × Rd → Rd×d are bounded
and Lipschitz.
(Recall the notation g ∈ C1,1b (Rd × P2(Rd)) contains that ∂xg and ∂µg are bounded and Lipschitz.)
Assumption (H7.1) (b, σ) ∈ C2,1b (Rd × P2(Rd)→ Rd × Rd×d), β(·, e) ∈ C2,1b (Rd × P2(Rd)→ Rd)
with bounds of the form C(1 ∧ |e|) for all its derivatives of first and second order, and with a
Lipschitz constant of the form C(1 ∧ |e|) for ∂2xβ(·, e) and ∂y(∂µβ)(·, e).
Theorem 7.1. Under the assumption (H7.1) the first order derivatives ∂xiX
t,x,Pξ
s and ∂µX
t,x,Pξ
s (y)
are in L2-differentiable w.r.t. x and y, respectively, and interpreted as a functional of ξ ∈ L2(Ft;Rd),
and for
M
t,x,Pξ
s,i,j (y) :=
(
∂2xixjX
t,x,Pξ
s , ∂yi(∂µX
t,x,Pξ
s (y))
)
, 1 ≤ i, j ≤ d,
we have that, for all p ≥ 2, there exists a constant Cp ∈ R+ such that, for all t ∈ [0, T ], x, x′, y, y′ ∈
Rd, and ξ, ξ′ ∈ L2(Ft;Rd), 1 ≤ i, j ≤ d,
i) E[sups∈[t,T ] |M t,x,Pξs,i,j (y)|p] ≤ Cp;
ii) E[sups∈[t,T ] |M t,x,Pξs,i,j (y)−M
t,x′,Pξ′
s,i,j (y
′)|p] ≤ Cp(|x− x′|p + |y − y′|p +W2(Pξ, Pξ′)p);
iii) E[sups∈[t,t+h] |M t,x,Pξs,i,j (y)|p] ≤ Cph, 0 ≤ h ≤ T − t.
(7.1)
For the proof we can refer to [13]; here the situation is even more simple since we don’t need
to consider the mixed derivatives ∂x∂µ, ∂µ∂x.
8 Second order derivatives of (Y t,x,Pξ , Zt,x,Pξ , H t,x,Pξ)
This section is devoted to the study of second order derivatives of (Y t,x,Pξ , Zt,x,Pξ ,Ht,x,Pξ).
Assumption (H8.1) Let Φ ∈ C2,1b (Rd × P2(Rd)), f ∈ C2,1b (Rd × R × Rd × R × P2(Rd+1+d+1))
(Recall Definition 7.1).
Theorem 8.1. Assuming (H7.1) and (H8.1) we have, for all t ∈ [0, T ], x, y ∈ Rd, ξ ∈ L2(Ft;Rd),
i) The differentiability (in L2) of the mappings
Rd ∋ x→ (∂xY t,x,Pξ , ∂xZt,x,Pξ , ∂xHt,x,Pξ) ∈ S2F(t, T ;Rd)×H2F(t, T ;Rd×d)×K2λ(t, T ;Rd), and
Rd ∋ y → (∂µY t,x,Pξ(y), ∂µZt,x,Pξ(y), ∂µHt,x,Pξ(y)) ∈ S2F(t, T ;Rd)×H2F(t, T ;Rd×d)×K2λ(t, T ;Rd).
ii) Moreover, for all p ≥ 2, there is some constant Cp > 0 only depending on the bounds and the
Lipschitz constants of the coefficients σ, b, f,Φ and their first and second order derivatives, such that,
for both (ζ
t,x,Pξ
s (y), δ
t,x,Pξ
s (y), θ
t,x,Pξ
s (y, ·)) ∈ {(∂2xY t,x,Pξs , ∂2xZt,x,Pξs , ∂2xHt,x,Pξs (·)), (∂y∂µY t,x,Pξs (y),
∂y∂µZ
t,x,Pξ
s (y), ∂y∂µH
t,x,Pξ
s (y, ·))},
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a) E[ sup
t≤s≤T
|ζt,x,Pξs (y)|p + (
∫ T
t
|δt,x,Pξs (y)|2ds)
p
2 + (
∫ T
t
∫
K
|θt,x,Pξs (y, e)|2λ(de)ds)
p
2 ] ≤ Cp;
b) E
[
sup
t≤s≤T
|ζt,x,Pξs (y)− ζt,x
′,Pξ′
s (y
′)|p + (
∫ T
t
|δt,x,Pξs (y)− δt,x
′,Pξ′
s (y
′)|2ds) p2
+ (
∫ T
t
∫
K
|θt,x,Pξs (e)− θt,x
′,Pξ′
s (e)|2λ(de)ds)
p
2
]
≤ CpMp(|x− x′|p + |y − y′|p +W2(Pξ, Pξ′)p) + ρM,p(t, y, Pξ),
for all t ∈ [0, T ], x, x′ ∈ Rd, y, y′ ∈ Rd, ξ, ξ′ ∈ L2(F ;Rd), M > 0, with ρM,p(t, y, Pξ) →
M→∞
0, and
E[ρM,p(t, ξ, Pξ)]→ 0, as M →∞.
Proof. Similar to Theorem 6.1, as the L2-derivative of (∂xY
t,x,Pξ , ∂xZ
t,x,Pξ , ∂xH
t,x,Pξ) with respect
to x concerns only Πt,x,Pξ but not the law PΠt,ξ of the coefficients of BSDE (6.1), the proof is stan-
dard, the reader may refer to, for instance, [25]. Then applying Lemma 10.1 to BSDE satisfied by
(∂2xY
t,x,Pξ , ∂2xZ
t,x,Pξ , ∂2xH
t,x,Pξ) we get directly the estimate a) for (∂2xY
t,x,Pξ , ∂2xZ
t,x,Pξ , ∂2xH
t,x,Pξ),
similar to Proposition 6.1 we get the estimate b) for (∂2xY
t,x,Pξ , ∂2xZ
t,x,Pξ , ∂2xH
t,x,Pξ) (the reader may
also refer to the following proof of the estimate b) for (∂y∂µY
t,x,Pξ
s (y), ∂y∂µZ
t,x,Pξ
s (y), ∂y∂µH
t,x,Pξ
s (y))).
Now let us prove i) for (∂µY
t,x,Pξ(y), ∂µZ
t,x,Pξ(y), ∂µH
t,x,Pξ(y)) and the associated estimates
in ii). Large parts of the proof are standard or similar to the proofs of Theorem 6.2 and Propo-
sition 6.1. As before in order to point out the main difficulties here but w.l.o.g, let us study
the case of dimension d = 1, with Φ(X
t,x,Pξ
T , PX
t,Pξ
T
) = Φ(X
t,x,Pξ
T ), and f(Π
t,x,Pξ
r , PΠt,ξr
) with
Π
t,x,Pξ
r =
∫
K H
t,x,Pξ
r (e)l(e)λ(de), and Π
t,ξ
r = Π
t,ξ,Pξ
r (= Π
t,x,Pξ
r |x=ξ). From (6.8) in our case now
(∂µY
t,x,Pξ(y), ∂µZ
t,x,Pξ(y), ∂µH
t,x,Pξ(y)) is a solution of the following BSDE:
∂µY
t,x,Pξ
s (y) = (∂xΦ)(X
t,x,Pξ
T )∂µX
t,x,Pξ
T (y) +
∫ T
s
(
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)∂µΠ
t,x,Pξ
r (y)
+ Ê
[
(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂xΠ̂
t,y,Pξ
r + (∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂t,ξ̂r )∂µΠ̂
t,ξ̂,Pξ
r (y)
])
dr
−
∫ T
s
∂µZ
t,x,Pξ
r (y)dBr −
∫ T
s
∫
K
∂µH
t,x,Pξ
r (y, e)Nλ(dr, de), s ∈ [t, T ],
for ξ ∈ L2(Ft), x, y ∈ R and t ∈ [0, T ].
Differentiating formally the above BSDE with respect to y, we get the following BSDE:
∂y
(
∂µY
t,x,Pξ
s (y)
)
= (∂xΦ)(X
t,x,Pξ
T )∂y
(
∂µX
t,x,Pξ
T (y)
)
+
∫ T
s
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)∂y
(
∂µΠ
t,x,Pξ
r (y)
)
dr
+
∫ T
s
Ê
[
(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂
2
xΠ̂
t,y,Pξ
r + ∂y(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )(∂xΠ̂
t,y,Pξ
r )
2
]
dr
+
∫ T
s
Ê
[
(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂t,ξ̂r )∂y(∂µΠ̂
t,ξ̂,Pξ
r (y))
]
dr −
∫ T
s
∂y
(
∂µZ
t,x,Pξ
r (y)
)
dBr
−
∫ T
s
∫
K
∂y
(
∂µH
t,x,Pξ
r (y, e)
)
Nλ(dr, de), s ∈ [t, T ].
(8.1)
Notice that all second order derivatives of Φ and f are bounded and Ê[(
∫ T
t |∂xΠ̂
t,y,Pξ
r |2dr)p] ≤ Cp
(see (6.2)). We first consider the above equation (8.1) with x replaced by ξ, then from Theorem 10.1
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this equation has a unique solution (∂y(∂µY
t,ξ,Pξ
s (y)), ∂y(∂µZ
t,ξ,Pξ
s (y)), ∂y(∂µH
t,ξ,Pξ
s (y))) ∈ S2F(t, T )×
H2F(t, T )×K2λ(t, T ), and, furthermore, from Theorem 10.3, for all p ≥ 2, there is some Cp > 0 only
depending on the bounds and the Lipschitz constants of the coefficients and its derivatives of order
1 and 2 such that
E
[
sup
s∈[t,T ]
|∂y(∂µY t,ξ,Pξs (y))|p +
( ∫ T
t
|∂y(∂µZt,ξ,Pξs (y))|2ds
) p
2
+
( ∫ T
t
∫
K
|∂y(∂µHt,ξ,Pξs (y, e))|2λ(de)ds
) p
2
]
≤ Cp, for all t ∈ [0, T ], y ∈ R, ξ ∈ L2(Ft).
(8.2)
Then return to the equation (8.1) again from Theorem 10.1 it has a unique solution (∂y(∂µY
t,x,Pξ
s (y)),
∂y(∂µZ
t,x,Pξ
s (y)), ∂y(∂µH
t,x,Pξ
s (y))) ∈ S2F(t, T )×H2F(t, T )×K2λ(t, T ), and from Theorem 10.3,
E
[
sup
s∈[t,T ]
|∂y(∂µY t,x,Pξs (y))|p +
( ∫ T
t
|∂y(∂µZt,x,Pξs (y))|2ds
) p
2
+
( ∫ T
t
∫
K
|∂y(∂µHt,x,Pξs (y, e))|2λ(de)ds
) p
2
]
≤ Cp, for all t ∈ [0, T ], y ∈ R, ξ ∈ L2(Ft).
(8.3)
Let ξ, ξ′, ϑ, ϑ′ ∈ L2(Ft) be such that Pϑ = Pξ, Pϑ′ = Pξ′ . Notice that Πt,x,Pξs and (Ot,x,Pξs (y),
Q
t,x,Pξ
s (y), R
t,x,Pξ
s (y)), t ≤ s ≤ T, are independent of Ft. Hence, from (8.1) we get the following
BSDE:
∂y
(
∂µY
t,x,Pξ
s (y)
)− ∂y(∂µY t,x′,Pξ′s (y′)) = I1(x, y, Pξ)− I1(x′, y′, Pξ′) + ∫ T
s
R(r, x, x′)dr
+
∫ T
s
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)
(
∂y
(
∂µΠ
t,x,Pξ
r (y)
)− ∂y(∂µΠt,x′,Pξ′r (y′)))dr
+
∫ T
s
Ê
[
(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,ϑ̂,Pξ
r )
(
∂y(∂µΠ̂
t,ϑ̂,Pξ
r (y))− ∂y(∂µΠ̂t,ϑ̂
′,Pξ′
r (y
′))
)]
dr
−
∫ T
s
(
∂y
(
∂µZ
t,x,Pξ
r (y)
) − ∂y(∂µZt,x′,Pξ′r (y′)))dBr
−
∫ T
s
∫
K
(
∂y
(
∂µH
t,x,Pξ
r (y, e)
) − ∂y(∂µHt,x′,Pξ′r (y′, e)))Nλ(dr, de),
(8.4)
where I1(x, y, Pξ) := (∂xΦ)(X
t,x,Pξ
T )∂y
(
∂µX
t,x,Pξ
T (y)
)
;
R(r, x, x′) := I2(r, x, y, Pξ)− I2(r, x′, y′, Pξ′) + I3(r, x, y, Pξ)− I3(r, x′, y′, Pξ′)
+R1(r, x, y, Pξ ;x
′, y′, Pξ′) +R2(r, x, y, Pξ ;x
′, y′, Pξ′);
I2(r, x, y, Pξ) := Ê[(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂
2
xΠ̂
t,y,Pξ
r ];
I3(r, x, y, Pξ) := Ê[∂y(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )(∂xΠ̂
t,y,Pξ
r )
2];
R1(r, x, y, Pξ ;x
′, y′, Pξ′) :=
(
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)− (∂hf)(Πt,x
′,Pξ′
r , PΠt,ξ
′
r
)
)
∂y(∂µΠ
t,x′,Pξ′
r (y
′));
R2(r, x, y, Pξ ;x
′, y′, Pξ′) := Ê[
(
(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,ϑ̂,Pξ
r )
− (∂µf)(Πt,x
′,Pξ′
r , PΠt,ξ
′
r
, Π̂
t,ϑ̂′,Pξ′
r )
)
∂y(∂µΠ̂
t,ϑ̂′,Pξ′
r (y
′))].
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Observe that
i) It follows from Lemma 3.1 and Theorem 7.1 that
E[|I1(x, y, Pξ)− I1(x′, y′, Pξ′)|p] ≤ Cp(|x− x′|p + |y − y′|p +W2(Pξ , Pξ′)p).
ii) As ∂hf is bounded and Lipschitz, we have from (8.3) and Proposition 4.1,
E[
( ∫ T
t
|R1(r, x, y, Pξ ;x′, y′, Pξ′)|dr
)p
]
≤ Cp
(
E[
( ∫ T
t
(
|Πt,x,Pξr −Πt,x
′,Pξ′
r |2 +W2(PΠt,ξr , PΠt,ξ′r )
2
)
dr
)p
]
) 1
2
≤ Cp
(
|x− x′|p +W2(Pξ, Pξ′)p
)
.
iii) Similar arguments to ii) from (8.2) and Proposition 4.1, we see that also
E[
( ∫ T
t
|R2(r, x, y, Pξ ;x′, y′, Pξ′)|dr
)p
] ≤ Cp
(
|x− x′|p +W2(Pξ , Pξ′)p +
(
E[|ϑ − ϑ′|2]) p2).
iv) Similar arguments to ii) we get first:
E
[( ∫ T
t
|I3(r, x, y, Pξ)− I3(r, x′, y′, Pξ′)|dr
)p]≤I3,1(y, Pξ ; y′, Pξ′) + I3,2(x, y, Pξ ;x′, y′, Pξ′),
with I3,1(y, Pξ ; y
′, Pξ′) := CpE
[( ∫ T
t
|(∂xΠt,y,Pξr )2 − (∂xΠt,y
′,Pξ′
r )
2|dr
)p]
and
I3,2(x, y, Pξ ;x
′, y′, Pξ′) := CpE
[(
Ê[
∫ T
t
|∂xΠ̂t,y,Pξr |2
·min{C, |Πt,x,Pξr −Πt,x
′,Pξ′
r |+W2(PΠt,ξr , PΠt,ξ′r ) + |Π̂
t,y,Pξ′
r − Π̂t,y
′,Pξ′
r |}dr]
)p] (8.5)
(Recall that ∂y(∂µf) is bounded and Lipschitz). Obviously, from (6.2),
I3,1(y, Pξ ; y
′, Pξ′) ≤ Cp
(
E
[(∫ T
t
|∂xΠt,y,Pξr − ∂xΠt,y
′,Pξ′
r |2dr
)p]) 1
2
≤ Cp
(
|y − y′|p +W2(Pξ, Pξ′)p
)
.
On the other hand, from Proposition 4.1,
I3,2(x, y, Pξ ;x
′, y′, Pξ′)
≤ CpMp
(
E
[(∫ T
t
(|Πt,x,Pξr −Πt,x
′,Pξ′
r |2 +W2(PΠt,ξr , PΠt,ξ′r )
2 + |Πt,y,Pξr −Πt,y
′,Pξ′
r |2)dr
)p]) 1
2
+ CpE
[(∫ T
t
|∂xΠt,y,Pξr |2I
{|∂xΠ
t,y,Pξ
r |2≥M}
dr
)p]
≤ CpMp
(
|x− x′|p +W2(Pξ , Pξ′)p + |y − y′|p
)
+ ρM,p(t, y, Pξ),
(8.6)
where ρM,p(t, y, Pξ) → 0 (M → ∞) and E[ρM,p(t, ξ, Pξ)] → 0 (M →∞) thanks to the Dominated
Convergence Theorem (indeed, sup
y∈R
E
[(∫ T
t
|∂xΠt,y,Pξr |2dr
)p] ≤ Cp <∞).
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v) Remarking that, in analogy to (8.3), from Lemma 10.1 with more classical arguments not involv-
ing the derivative with respect to the measure, we can show on one handE
[(∫ T
t
|∂2xΠt,x,Pξr |2dr
) p
2
]
≤
Cp, (t, x, Pξ) ∈ [0, T ] × R× P2(R), and on the other hand (meeting for the estimate the same dif-
ficulty as in iv)-the difficulty is already inherent to the classical case (see, Pardoux and Peng [25])
although not developed there)
E
[(∫ T
t
|∂2xΠt,x,Pξr − ∂2xΠ
t,x′,Pξ′
r |2dr
) p
2
]
≤ CpMp
(
|x− x′|p +W2(Pξ , Pξ′)p
)
+ ρM,p(t, x, Pξ),
where ρM,p(t, x, Pξ)→ 0 and E[ρM,p(t, ξ, Pξ)]→ 0 (M →∞). Therefore,
E
[(∫ T
t
|I2(r, x, y, Pξ)− I2(r, x′, y′, Pξ′)|dr
)p]
≤ CpE
[
Ê
[( ∫ T
t
(|Πt,x,Pξr −Πt,x
′,Pξ′
r |2 +W2(PΠt,ξr , PΠt,ξ′r )
2 + |Π̂t,y,Pξr − Π̂t,y
′,Pξ′
r |2)dr
) p
2
]
+ CpE
[(∫ T
t
|∂2xΠt,y,Pξr − ∂2xΠ
t,y′,Pξ′
r |2dr
) p
2
]
≤ CpMp
(
|x− x′|p +W2(Pξ, Pξ′)p + |y − y′|p
)
+ ρM,p(t, y, Pξ),
where ρM,p(t, y, Pξ)→ 0 and E[ρM,p(t, ξ, Pξ)]→ 0, as M →∞.
Consequently, we have
E[(
∫ T
t
|R(r, x, x′)|dr)p] ≤ ρM,p(t, y, Pξ)+CpMp(|x−x′|p+ |y−y′|p+W2(Pξ , Pξ′)p+
(
E[|ϑ−ϑ′|2]) p2 ).
Now substituting in BSDE (8.4) x = ϑ and x′ = ϑ′, similar to (6.21) we get
E
[
sup
s∈[t,T ]
|∂y(∂µY t,ϑ,Pξs (y))− ∂y(∂µY t,ϑ
′,Pξ′
s (y
′))|2 +
∫ T
t
|∂y(∂µZt,ϑ,Pξr (y))− ∂y(∂µZt,ϑ
′,Pξ′
r (y
′))|2dr
+
∫ T
t
∫
K
|∂y(∂µHt,ϑ,Pξr (y, e))− ∂y(∂µHt,ϑ
′,Pξ′
r (y
′, e))|2λ(de)dr
]
≤ ρM (t, y, Pξ) + CM2(|y − y′|2 +W2(Pξ , Pξ′)2 + E[|ϑ − ϑ′|2]).
(8.7)
This estimate allows to study BSDE (8.4), following the same arguments for (6.23), (6.24)
and (6.25), we obtain that, for all t ∈ [0, T ], x, x′, y, y′ ∈ R, ξ, ξ′ ∈ L2(Ft;R),
E
[
sup
s∈[t,T ]
|∂y(∂µY t,x,Pξs (y))− ∂y(∂µY t,x
′,Pξ′
s (y
′))|p + (
∫ T
t
|∂y(∂µZt,x,Pξr (y))− ∂y(∂µZt,x
′,Pξ′
r (y
′))|2dr) p2
+ (
∫ T
t
∫
K
|∂y(∂µHt,x,Pξr (y, e)) − ∂y(∂µHt,x
′,Pξ′
r (y
′, e))|2λ(de)dr) p2
]
≤ CpMp(|x− x′|p + |y − y′|p +W2(Pξ , Pξ′)p) + ρM,p(t, y, Pξ),
(8.8)
where ρM,p(t, y, Pξ)→ 0, as M →∞, and Eˆ[ρM,p(t, ξˆ, Pξ)]→ 0, as M →∞.
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In order to show that the formal derivative (∂y(∂µY
t,x,Pξ(y)), ∂y(∂µZ
t,x,Pξ(y)), ∂y(∂µH
t,x,Pξ(y)))
is really the L2-derivative of (∂µY
t,x,Pξ(y), ∂µZ
t,x,Pξ(y), ∂µH
t,x,Pξ(y)), we estimate
i)
1
h
(∂µY
t,x,Pξ(y + h)− ∂µY t,x,Pξ(y))− ∂y(∂µY t,x,Pξ(y)),
ii)
1
h
(∂µZ
t,x,Pξ(y + h)− ∂µZt,x,Pξ(y))− ∂y(∂µZt,x,Pξ(y)),
iii)
1
h
(∂µH
t,x,Pξ(y + h, ·) − ∂µHt,x,Pξ(y, ·))− ∂y(∂µHt,x,Pξ(y)),
with the same tools as for (8.8). Indeed, for h ∈ R\{0}, one has to study the BSDE satisfied by
Ξt,x,Pξ(y)(h) :=
1
h
{
(∂µY
t,x,Pξ(y + h), ∂µZ
t,x,Pξ(y + h), ∂µH
t,x,Pξ(y + h))− (∂µY t,x,Pξ(y), ∂µZt,x,Pξ(y),
∂µH
t,x,Pξ(y))
}− (∂y(∂µY t,x,Pξ(y)), ∂y(∂µZt,x,Pξ(y)), ∂y(∂µHt,x,Pξ(y))).
In analogy to the proof of the estimate (8.8) we meet, for example, the term (see iv))
I := E
[
Ê
[( ∫ T
t
|∂xΠ̂t,y,Pξr
{1
h
((∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y+h,Pξ
r )− (∂µf)(Πt,x,Pξr , PΠt,ξr , Π̂
t,y,Pξ
r ))
− ∂y(∂µf)(Πt,x,Pξr , PΠt,ξr , Π̂
t,y,Pξ
r )∂xΠ̂
t,y,Pξ
r
}
|dr
)2]]
= E
[
Ê
[(∫ T
t
|∂xΠ̂t,y,Pξr
{∫ 1
0
∂y(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y+λh,Pξ
r )∂xΠ̂
t,y+λh,Pξ
r dλ
− ∂y(∂µf)(Πt,x,Pξr , PΠt,ξr , Π̂
t,y,Pξ
r )∂xΠ̂
t,y,Pξ
r
}
|dr
)2]]
.
Using that ∂y(∂µf) is bounded and Lipschitz, this yields
I ≤ CE
[
Ê
[(∫ T
t
|∂xΠ̂t,y,Pξr |
∫ 1
0
|∂xΠ̂t,y+λh,Pξr − ∂xΠ̂t,y,Pξr |dλdr
)2]]
+ CE
[
Ê
[(∫ T
t
|∂xΠt,y,Pξr |2
∫ 1
0
min{C, |Π̂t,y+λh,Pξr − Π̂t,y,Pξr |}dλdr
)2]]
,
and the argument developed to prove (8.6) allows to see that I ≤ CM2|h|2 + ρM (t, y, Pξ), with
ρM,p(t, y, Pξ)→ 0, E[ρM,p(t, ξ, Pξ)]→ 0, as M →∞. On the other hand, it is easy to show that
E[|( 1
h
(∂µX
t,x,Pξ
T (y + h)− ∂µX
t,x,Pξ
T (y))− ∂y(∂µX
t,x,Pξ
T (y))
)
∂xΦ(X
t,x,Pξ
T )|2] ≤ Ch2.
Furthermore, when applying Theorem 10.3 in the Appendix it yields by using a similar discussion
for other terms corresponding to i), iii) and iv)
E
[
sup
s∈[t,T ]
|1
h
(∂µY
t,x,Pξ
s (y + h)− ∂µY t,x,Pξs (y))− ∂y(∂µY t,x,Pξs (y))|2
+
∫ T
t
|1
h
(∂µZ
t,x,Pξ
s (y + h)− ∂µZt,x,Pξs (y))− ∂y(∂µZt,x,Pξs (y))|2ds
+
∫ T
t
∫
K
|1
h
(∂µH
t,x,Pξ
s (y + h, e)− ∂µHt,x,Pξs (y, e)) − ∂y(∂µHt,x,Pξs (y, e))|2λ(de)ds
]
≤ CM2|h|2 + ρM (t, y, Pξ),
with ρM (t, y, Pξ)→ 0 as M →∞.
It follows the wished L2-differentiability in y of (∂µY
t,x,Pξ(y), ∂µZ
t,x,Pξ(y), ∂µH
t,x,Pξ(y)).
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9 Related integral-PDEs of mean-field type
The objective of this section is to study the related integral-PDEs of mean-field type. We will prove
that V (t, x, Pξ) defined by (4.10) is the unique classical solution of the following new nonlocal quasi-
linear integral PDE of mean-field type:
∂tV (t, x, Pξ) = −
{ d∑
i=1
∂xiV (t, x, Pξ)bi(x, Pξ) +
1
2
d∑
i,j,k=1
∂2xixjV (t, x, Pξ)(σi,kσj,k)(x, Pξ)
+
∫
K
(
V (t, x+ β(x, Pξ , e), Pξ)− V (t, x, Pξ)−
d∑
i=1
∂xiV (t, x, Pξ)βi(x, Pξ , e)
)
λ(de) + f
(
x, V (t, x, Pξ),
d∑
i=1
∂xiV (t, x, Pξ)σi(x, Pξ),
∫
K
(V (t, x+ β(x, Pξ , e), Pξ)− V (t, x, Pξ))l(e)λ(de), P(ξ,ψ(t,ξ,Pξ ))
)
+ E
[ d∑
i=1
(∂µV )i(t, x, Pξ , ξ)bi(ξ, Pξ) +
1
2
d∑
i,j,k=1
∂yi(∂µV )j(t, x, Pξ , ξ)(σi,kσj,k)(ξ, Pξ)
+
∫ 1
0
∫
K
d∑
i=1
[(∂µV )i(t, x, Pξ , ξ + ρβ(ξ, Pξ , e)) − (∂µV )i(t, x, Pξ , ξ)] · βi(ξ, Pξ , e)λ(de)dρ
]}
,
(t, x, ξ) ∈ [0, T ]× Rd × L2(Ft;Rd),
V (T, x, Pξ) = Φ(x, Pξ), (x, Pξ) ∈ Rd × P2(Rd),
(9.1)
where ψ(t, x, Pξ) :=
(V (t, x, Pξ),
d∑
i=1
∂xiV (t, x, Pξ)σi(x, Pξ),
∫
K
(V (t, x+ β(x, Pξ , e), Pξ)− V (t, x, Pξ))l(e)λ(de)).
The following two propositions study the regularity properties of the value function V (t, x, Pξ).
Proposition 9.1. Under the assumptions (H7.1) and (H8.1) the value function V has the following
properties:
i) V ∈ C 12 ,2,2([0, T ] × Rd × P2(Rd)), which means,
a) V (t, ·, µ) ∈ C2(Rd), for all (t, µ) ∈ [0, T ] × P2(Rd);
b) V (t, x, ·) ∈ C2b (P2(Rd)), for all (t, x) ∈ [0, T ]× Rd;
c) The derivatives ∂xV, ∂
2
xV are continuous on [0, T ]×Rd×P2(Rd), ∂µV, ∂y(∂µV ) are continuous
and bounded on [0, T ] × Rd × P2(Rd)× Rd;
d) V (·, x, µ) is 12-Ho¨lder continuous in t, uniformly with respect to (x, µ) ∈ Rd × P2(Rd).
ii) For all ϕ ∈ {∂xV, ∂2xV, ∂µV, ∂y(∂µV )}, there exists a constant C > 0,
|ϕ(t, x, Pξ , y)− ϕ(t′, x, Pξ , y)| ≤ C|t− t′|
1
8 , t, t′ ∈ [0, T ], x, y ∈ Rd, ξ ∈ L2(F).
Proof. i) follows directly from the preceding results-Proposition 4.3, Theorems 6.1 and 6.2, Propo-
sition 6.2, Theorem 8.1 on Y t,x,Pξ and its derivatives;
ii) follows from Lemma 10.2 in the Appendix. The proof is long, we give it in the appendix.
From (4.11) and (10.31) in the proof of Lemma 10.2, we get the following results.
35
Corollary 9.1. (Representation Formulas) Under the assumptions (H7.1) and (H8.1) we have the
following representation formulas:
Y
t,x,Pξ
s = V (s,X
t,x,Pξ
s , PXt,ξs
),P-a.s., s ∈ [t, T ];
Z
t,x,Pξ
s = ∂xV (s,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
),dsdP-a.e.;
H
t,x,Pξ
s (e) = V (s,X
t,x,Pξ
s− +β(X
t,x,Pξ
s− , PXt,ξs
, e), P
Xt,ξs
)−V (s,Xt,x,Pξs− , PXt,ξs ),dsdλdP-a.e.
(9.2)
Remark 9.1. From (4.8) the solution of BSDE (4.1) has the following representation formulas:
Y
t,Pξ
s = V (s,X
t,ξ
s , PXt,ξs
),P-a.s., s ∈ [t, T ];
Z
t,Pξ
s = ∂xV (s,X
t,ξ
s , PXt,ξs
)σ(Xt,ξs , PXt,ξs
),dsdP-a.e.;
H
t,x,Pξ
s (e) = V (s,X
t,ξ
s−+β(X
t,ξ
s−, PXt,ξs
, e), P
Xt,ξs
)−V (s,Xt,ξs−, PXt,ξs ),dsdλdP-a.e.
(9.3)
Theorem 9.1. The value function V ∈ C1,2,2([0, T ] × Rd × P2(Rd)).
Proof. From Proposition 9.1 we see that we only need to prove continuous differentiability of V
with respect to t. For simplicity of notations we still give the proof when d = 1. Using the notations
in Lemma 10.2 and (10.29) in the Appendix, we have
V (t, x, Pξ)− V (t+ h, x, Pξ) = E[
∫ t+h
t
(θ(t, t+ h, s) + δ(t, t+ h, s) + f(Π
t,x,Pξ
s , PΠt,ξs
))ds]; (9.4)
and
E[θ(t, t+ h, s)]
= E[∂xV (s,X
t,x,Pξ
s , PXt,ξs
)b(X
t,x,Pξ
s , PXt,ξs
) +
1
2
(∂2xV )(s,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)2
+
∫
K
(
V (s,X
t,x,Pξ
s + β(X
t,x,Pξ
s , PXt,ξs
, e), P
Xt,ξs
)− V (s,Xt,x,Pξs , PXt,ξs )− ∂xV (s,X
t,x,Pξ
s , PXt,ξs
)
β(X
t,x,Pξ
s , PXt,ξs
, e)
)
λ(de)] +R1(t, t+ h)(s),
with |R1(t, t+ h)(s)| ≤ Ch 18 which follows from Proposition 9.1. Furthermore, from the Bounded
Convergence Theorem we get
E[θ(t, t+ h, s)]→ ∂xV (t, x, Pξ)b(x, Pξ) + 1
2
(∂2xV )(t, x, Pξ)σ(x, Pξ)
2
+
∫
K
(V (t, x+ β(x, Pξ , e), Pξ)− V (t, x, Pξ)− (∂xV )(t, x, Pξ)β(x, Pξ , e))λ(de), as s→ t, h ↓ 0,
(bounded by some K only depending on ∂xV, ∂
2
xV ). Similarly, we also have
E[δ(t, t + h, s)]
=E[Ê[(∂µV )(s,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s )b(X̂
t,ξ̂
s , PXt,ξs
) +
1
2
∂y(∂µV )(s,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s )
σ(X̂t,ξ̂s , PXt,ξs
)2 +
∫
K
∫ 1
0
((∂µV )(s,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s + ρβ(X̂
t,ξ̂
s , PXt,ξs
, e))
− (∂µV )(s,Xt,x,Pξs , PXt,ξs , X̂
t,ξ̂
s ))β(X̂
t,ξ̂
s , PXt,ξs
, e)dρλ(de)]] +R2(t, t+ h)(s),
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with |R2(t, t + h)(s)| ≤ Ch 18 from Proposition 9.1, and from the Bounded Convergence Theorem
we have
E[δ(t, t + h, s)]→ Ê[(∂µV )(t, x, Pξ , ξ̂)b(ξ̂, Pξ) + 1
2
∂y(∂µV )(t, x, Pξ , ξ̂)σ(ξ̂, Pξ)
2
+
∫
K
∫ 1
0
((∂µV )(t, x, Pξ , ξ̂ + ρβ(ξ̂, Pξ , e))− (∂µV )(t, x, Pξ , ξ̂))β(ξ̂, Pξ, e)dρλ(de)],
as s→ t, h ↓ 0. Moreover, recall that
E[f(Π
t,x,Pξ
r , PΠt,ξr
)]
= E[f(X
t,x,Pξ
r , Y
t,x,Pξ
r , Z
t,x,Pξ
r ,
∫
K H
t,x,Pξ
r (e)l(e)λ(de), P(Xt,ξr ,Y t,ξr ,Zt,ξr ,
∫
K
Ht,ξr (e)λ(de))
)],
and using the representation formulas (9.2) we see that we have also the convergence
E[f(Π
t,x,Pξ
s , PΠt,ξs
)]→f(x, V (t, x, Pξ), ∂xV (t, x, Pξ)σ(x, Pξ),
∫
K
(V (t, x+ β(x, Pξ , e), Pξ)
− V (t, x, Pξ))l(e)λ(de), P(ξ,ψ(t,ξ,Pξ ))), s ↓ t,
where ψ(t, x, Pξ)
:= (V (t, x, Pξ), ∂xV (t, x, Pξ)σ(x, Pξ),
∫
K(V (t, x+ β(x, Pξ , e), Pξ)− V (t, x, Pξ))l(e)λ(de)).
Consequently, from (9.4) we can obtain that V (t, x, Pξ) is differentiable in t, and
− ∂tV (t, x, Pξ) = (∂xV )(t, x, Pξ)b(x, Pξ) + 1
2
(∂2xV )(t, x, Pξ)σ(x, Pξ)
2
+
∫
K
(V (t, x+ β(x, Pξ , e), Pξ)− V (t, x, Pξ)− (∂xV )(t, x, Pξ)β(x, Pξ , e))λ(de)
+ E
[
(∂µV )(t, x, Pξ , ξ)b(ξ, Pξ) +
1
2
∂y(∂µV )(t, x, Pξ , ξ)σ(ξ, Pξ)
2
+
∫
K
∫ 1
0
(
(∂µV )(t, x, Pξ , ξ + ρβ(ξ, Pξ , e)) − (∂µV )(t, x, Pξ , ξ)
)
β(ξ, Pξ , e)dρλ(de)
]
+ f(x, V (t, x, Pξ), ∂xV (t, x, Pξ)σ(x, Pξ),
∫
K
(V (t, x+β(x, Pξ , e), Pξ)−V (t, x, Pξ))l(e)λ(de), Pη ),
(9.5)
where η := (ξ, ψ(t, ξ, Pξ)). As the whole right-hand side of (9.5) is continuous in (t, x, Pξ), this
proves V ∈ C1,2,2([0, T ] × Rd × P2(Rd)).
Moreover, it also shows the following main result.
Theorem 9.2. V ∈ C1,2,2([0, T ] × Rd × P2(Rd)) is the classical solution of PDE (9.1), and it is
unique in C1,2,2([0, T ] × Rd × P2(Rd)).
Proof. As before we still assume d = 1. From (9.5) and the definition of V we see immediately that
V ∈ C1,2,2([0, T ]×Rd ×P2(Rd)) is the classical solution of PDE (9.1). Now we only need to prove
the uniqueness of solution of PDE (9.1) in C1,2,2([0, T ] × Rd × P2(Rd)).
Suppose U(t, x, Pξ) ∈ C1,2,2([0, T ] × R × P2(R)) is another solution of the integral-PDE of
mean-field type (9.1). Then, applying Itoˆ’s formula to U(s,X
t,x,Pξ
s , PXt,ξs
) (Recall Theorem 2.1,
now with Us = X
t,x,Pξ
s and Xs = X
t,ξ
s ), we have
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dU(s,X
t,x,Pξ
s , PXt,ξs
) =
{
∂sU(s,X
t,x,Pξ
s , PXt,ξs
) + ∂xU(s,X
t,x,Pξ
s , PXt,ξs
)b(X
t,x,Pξ
s , PXt,ξs
)
+
1
2
∂2xU(s,X
t,x,Pξ
s , PXt,ξs
) · σ(Xt,x,Pξs , PXt,ξs )
2 +
∫
K
(
U(s,X
t,x,Pξ
s + β(X
t,x,Pξ
s , PXt,ξs
, e), P
Xt,ξs
)
− U(s,Xt,x,Pξs , PXt,ξs )− ∂xU(s,X
t,x,Pξ
s , PXt,ξs
)β(X
t,x,Pξ
s , PXt,ξs
, e)
)
λ(de)
+ Ê
[
∂µU(s,X
t,x,Pξ
s , PXt,ξs
, X̂
t,ξ
s )b(X̂
t,ξ
s , PXt,ξs
) +
1
2
∂y(∂µU)(s,X
t,x,Pξ
s , PXt,ξs
, X̂
t,ξ
s )σ(X̂
t,ξ
s , PXt,ξs
)2
+
∫
K
∫ 1
0
(
∂µU(s,X
t,x,Pξ
s , PXt,ξs
, X̂
t,ξ
s + ρβ(X̂
t,ξ
s , PXt,ξs
, e))
− ∂µU(s,Xt,x,Pξs , PXt,ξs , X̂
t,ξ
s )
)
β(X̂t,ξs , PXt,ξs
, e)dρλ(de)
]}
ds
+ ∂xU(s,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)dBs
+
∫
K
(
U(s,X
t,x,Pξ
s− + β(X
t,x,Pξ
s− , PXt,ξs
, e), P
Xt,ξs
)− U(s,Xt,x,Pξs− , PXt,ξs )
)
Nλ(ds, de).
(9.6)
But, as U(t, x, Pξ) satisfies equation (9.1), this yields
dU(s,X
t,x,Pξ
s , PXt,ξs
) = −f
(
X
t,x,Pξ
s , U(s,X
t,x,Pξ
s , PXt,ξs
), ∂xU(s,X
t,x,Pξ
s , PXt,ξs
) · σ(Xt,x,Pξs , PXt,ξs ),∫
K
(
U(s,X
t,x,Pξ
s + β(X
t,x,Pξ
s , PXt,ξs
, e), P
Xt,ξs
)− U(s,Xt,x,Pξs , PXt,ξs )
)
l(e)λ(de), Pη
)
ds
+ ∂xU(s,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)dBs
+
∫
K
(
U(s,X
t,x,Pξ
s− + β(X
t,x,Pξ
s− , PXt,ξs
, e), P
Xt,ξs
)− U(s,Xt,x,Pξs− , PXt,ξs )
)
Nλ(ds, de),
U(T,X
t,x,Pξ
T , PXt,ξ
T
) = Φ(X
t,x,Pξ
T , PXt,ξ
T
),
(9.7)
where η :=
(
Xt,ξs , U(s,X
t,ξ
s , PXt,ξs
), ∂xU(s,X
t,ξ
s , PXt,ξs
)·σ(Xt,ξs , PXt,ξs ),
∫
K
(
U(s,Xt,ξs +β(X
t,ξ
s , PXt,ξs
, e),
P
Xt,ξs
)− U(s,Xt,ξs , PXt,ξs )
)
l(e)λ(de)
)
.
Now we replace x by ξ in the above (9.7) (recall that Xt,ξs = X
t,x,Pξ
s |x=ξ, or applying Itoˆ’s
formula directly to U(s,Xt,ξs , PXt,ξs
)) we get
dU(s,Xt,ξs , PXt,ξs
) = −f
(
Xt,ξs , U(s,X
t,ξ
s , PXt,ξs
), ∂xU(s,X
t,ξ
s , PXt,ξs
) · σ(Xt,ξs , PXt,ξs ),∫
K
(
U(s,Xt,ξs + β(X
t,ξ
s , PXt,ξs
, e), P
Xt,ξs
)− U(s,Xt,ξs , PXt,ξs )
)
l(e)λ(de), Pη
)
ds
+ ∂xU(s,X
t,ξ
s , PXt,ξs
)σ(Xt,ξs , PXt,ξs
)dBs
+
∫
K
(
U(s,Xt,ξs− + β(X
t,ξ
s−, PXt,ξs
, e), P
Xt,ξs
)− U(s,Xt,ξs−, PXt,ξs )
)
Nλ(ds, de),
U(T,Xt,ξT , PXt,ξ
T
) = Φ(Xt,ξT , PXt,ξ
T
).
(9.8)
From the uniqueness of the solution of mean-field BSDEs with jumps (4.1) we can get that:
Y t,ξs = U(s,X
t,ξ
s , PXt,ξs
),P-a.s., s ∈ [t, T ]; Zt,ξs = ∂xU(s,Xt,ξs , PXt,ξs )σ(X
t,ξ
s , PXt,ξs
),dsdP-a.e.;
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H
t,ξ
s (e) = U(s,X
t,ξ
s−+β(X
t,ξ
s−, PXt,ξs
, e), P
Xt,ξs
)−U(s,Xt,ξs−, PXt,ξs ),dsdλdP-a.e. (9.9)
Furthermore, with the help of (9.7) and (9.9) it follows from the uniqueness of the solution of
BSDEs with jumps (4.2) we can conclude that
Y
t,x,Pξ
s = U(s,X
t,x,Pξ
s , PXt,ξs
),P-a.s., s ∈ [t, T ];
Z
t,x,Pξ
s = ∂xU(s,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
),dsdP-a.e.;
H
t,x,Pξ
s (e) = U(s,X
t,x,Pξ
s− +β(X
t,x,Pξ
s− , PXt,ξs
, e), P
Xt,ξs
)−U(s,Xt,x,Pξs− , PXt,ξs ),dsdλdP-a.e.
In particular, as s = t, V (t, x, Pξ) = Y
t,x,Pξ
t = U(t, x, Pξ). The proof is complete.
10 Appendix
10.1 The proof of Theorem 2.1
For simplicity we just consider the case of d = 1; using the same argument, the results can be easily
extended to the case d > 1.
Now we give the proof of Theorem 2.1.
Proof. Let us begin to consider the special case F (s, x, µ) = f(µ), (s, x, µ) ∈ [0, T ]× R× P2(R).
Step 1. We first consider Xt = X0 +
∫ t
0
bsds +
∫ t
0
σsdBs +
∫ t
0
∫
K
βs(e)Nλ(ds, de), t ∈ [0, T ],
X0 ∈ L2(F0), where b ∈ L∞F (0, T ), σ ∈ L∞F (0, T ), and β ∈ K2λ(0, T ) are bounded step processes
such that, there exists a partition pi = {0 = t0 < t1 < · · · < tN = T} with:
i) σs = σtk , bs = btk , βs(e) = βtk(e), s ∈ (tk, tk+1], 0 ≤ k ≤ N − 1;
ii) |σtk |, |btk | ≤ C, |βtk (e)| ≤ C(1 ∧ |e|2), e ∈ K, 0 ≤ k ≤ N − 1.
Recall that f ∈ C2b (P2(R)) with ∂µ, ∂y(∂µf) are bounded and continuous (but not necessarily
Lipschitz continuous).
For 0 ≤ k ≤ N − 1, tk ≤ t < t+ h ≤ tk+1, since f ∈ C2b (P2(R)) is continuously differentiable
with a bounded derivative ∂µf , |∂µf(µ, y)| ≤ K, for all (µ, y) ∈ P2(R)× R, we have
f(PXt+h)− f(PXt) =
∫ 1
0
E[(∂µf)(PXt+ρ(Xt+h−Xt),Xt + ρ(Xt+h −Xt))(Xt+h −Xt)]dρ. (10.1)
Now we define
Xt(ρ, h) := Xt + ρ(Xt+h −Xt)
= Xt + ρ(btkh+ σtk(Bt+h −Bt) +
∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)).
(10.2)
Then,
E[(∂µf)(PXt(ρ,h),Xt(ρ, h))(Xt+h −Xt)]
= E[(∂µf)(PXt(ρ,h),Xt(ρ, h))btkh] + E[(∂µf)(PXt(ρ,h),Xt(ρ, h))σtk (Bt+h −Bt)]
+E[(∂µf)(PXt(ρ,h),Xt(ρ, h))
∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)]
=I1(t, ρ, h) + I2(t, ρ, h) + I3(t, ρ, h),
(10.3)
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where
I1(t, ρ, h) := E[(∂µf)(PXt(ρ,h),Xt(ρ, h))btkh];
I2(t, ρ, h) := E[(∂µf)(PXt(ρ,h),Xt(ρ, h))σtk (Bt+h −Bt)];
I3(t, ρ, h) := E[(∂µf)(PXt(ρ,h),Xt(ρ, h))
∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)].
Now we deal with I2 and I3.
a) Recall that for ϕ ∈ C1b (R), and ζ standard normal random variable, we have by partial integration
E[ϕ(ζ)ζ] =
1√
2pi
∫ +∞
−∞
ϕ(x)xe−
x2
2 dx =
1√
2pi
∫ +∞
−∞
ϕ′(x)e−
x2
2 dx = E[ϕ′(ζ)].
Hence, as (Bt+h −Bt) is independent of btk , σtk and
∫ t+h
t
∫
K
βtk (e)Nλ(ds, de), we have
I2(t, ρ, h) = E[∂y(∂µf)(PXt(ρ,h),Xt(ρ, h))|σtk |2ρh]. (10.4)
b) We remark that, as |βtk(e)| ≤ C(1 ∧ |e|2) we have
E[
∫ t+h
t
∫
K
|βtk(e)|N(dsde)] = E[
∫ t+h
t
∫
K
|βtk(e)|λ(de)ds] ≤ C
∫
K
(1 ∧ |e|2)λ(de)h,
i.e., we can consider the decomposition∫ s
t
∫
K
βtk(e)Nλ(ds, de) =
∫ s
t
∫
K
βtk(e)N(drde) − (
∫
K
βtk(e)λ(de))(s − t), s ∈ [t, t+ h]. (10.5)
We define ζ(t, ρ, h)(s) := Xt+ρ(btk −
∫
K
βtk(e)λ(de))h+ρσtk (Bt+h−Bt)+ρ
∫ s
t
∫
K
βtk (e)N(drde),
s ∈ [t, t+ h]. Then we have ζ(t, ρ, h)(t + h) = Xt(ρ, h), and
(∂µf)(PXt(ρ,h),Xt(ρ, h)) − (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(t))
=
∑
t<s≤t+h
(
(∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s)) − (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−))
)
=
∫ t+h
t
∫
K
{
(∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−) + ρβtk(e)) − (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−))
}
N(dsde)
=
∫ t+h
t
∫
K
{
(∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−) + ρβtk(e)) − (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−))
}
Nλ(ds, de)
+R1(t, ρ, h),
(10.6)
where
R1(t, ρ, h) =
∫ t+h
t
∫
K
{(∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−)+ρβtk (e))−(∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−))}λ(de)ds,
and as ∂y(∂µf) is bounded:
|R1(t, ρ, h)| ≤ C
∫ t+h
t
∫
K
|βtk(e)|λ(de)ds ≤ C
∫
K
(1 ∧ |e|2)λ(de)h ≤ Ch.
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Noting that (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(t)) and N(dsde), s ∈ [t, t+ h], are independent, we have
I3(t, ρ, h)
= E
[(
(∂µf)(PXt(ρ,h),Xt(ρ, h)) − (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(t))
) ∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)
]
= E
[( ∫ t+h
t
∫
K
{
(∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−) + ρβtk(e)) − (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s−))
}
Nλ(ds, de)
)( ∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)
)]
+E
[
R1(t, ρ, h)
( ∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)
)]
= E
[( ∫ t+h
t
∫
K
{
(∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s) + ρβtk (e))− (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s))
}
βtk(e)λ(de)ds
)]
+R2(t, ρ, h),
(10.7)
where R2(t, ρ, h) := E
[
R1(t, ρ, h)
( ∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)
)]
.
Notice that
|R2(t, ρ, h)| ≤ E[|R1(t, ρ, h)
∫ t+h
t
∫
K
βtk(e)Nλ(ds, de)|]
≤ Ch(E[
∫ t+h
t
∫
K
|βtk (e)|2λ(de)ds])
1
2 ≤ Ch 32 .
Consequently, from (10.1), (10.3), (10.4), (10.6) and (10.7) we get
f(PXt+h)− f(PXt)
=
∫ t+h
t
∫ 1
0
E
[
(∂µf)
(
PXt(ρ,h),Xt(ρ, h)
)
bs + ρ∂y(∂µf)
(
PXt(ρ,h),Xt(ρ, h)
)|σs|2
+
∫
K
{
(∂µf)
(
PXt(ρ,h), ζ(t, ρ, h)(s) + ρβs(e)
) − (∂µf)(PXt(ρ,h), ζ(t, ρ, h)(s))}βs(e)λ(de)]dρds
+
∫ 1
0
R2(t, ρ, h)dρ,
(10.8)
for tk ≤ t < t+ h ≤ tk+1 (0 ≤ k ≤ N − 1). Let now n ≥ 1, tni := t+ ihn , 0 ≤ i ≤ n, then
f(PXt+h)− f(PXt) =
n−1∑
i=0
(
f(PXtn
i+1
)− f(PXtn
i
)
)
=
∫ t+h
t
∫ 1
0
E
[ n−1∑
i=0
I[tn
i
,tn
i+1]
(s)Ξ
(n)
i (s, ρ)
]
dρds+R
(n)
3 (t, t+ h),
(10.9)
with R
(n)
3 (t, t+ h) =
n−1∑
i=0
∫ 1
0
R2(t
n
i , ρ,
h
n
)dρ, |R(n)3 (t, t+ h)| ≤ Ch
3
2 · n− 12 → 0, as n→∞, and
Ξ
(n)
i (s, ρ) = (∂µf)
(
PXtn
i
(ρ, h
n
),Xtni (ρ,
h
n
)
)
bs + ρ
(
∂y(∂µf)
)(
PXtn
i
(ρ, h
n
),Xtni (ρ,
h
n
)
)|σs|2
+
∫
K
{
(∂µf)
(
PXtn
i
(ρ, h
n
), ζ(t
n
i , ρ,
h
n
)(s) + ρβs(e)
) − (∂µf)(PXtn
i
(ρ, h
n
), ζ(t
n
i , ρ,
h
n
)(s)
)}
βs(e)λ(de),
(10.10)
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where s ∈ [tni , tni+1], 0 ≤ i ≤ n− 1. As ∂µf and ∂y(∂µf) are bounded,
|Ξ(n)i (s, ρ)| ≤ C
(|bs|+ |σs|2 + ∫
K
|βs(e)|2λ(de)
) ≤ C, s ∈ [tni , tni+1], 0 ≤ i ≤ n− 1, ρ ∈ [0, 1],
and, as
E
[
sup
s∈[tn
i
,tn
i+1]
|Xtni (ρ,
h
n
)−Xs|2
]
≤ CE
[
sup
s∈[tn
i
,tn
i+1]
|Xs −Xtni |2
]
≤ C h
n
, (10.11)
we also have
(i) sups∈[tni ,tni+1]W2
(
PXtn
i
(ρ, h
n
), PXs
) ≤ C(hn) 12 ,
(ii) E
[
sups∈[tni ,tni+1] |ζ(tni , ρ,
h
n)(s)−Xs|2
]
≤ C(hn).
(10.12)
It follows from the continuity of ∂µf and ∂y(∂µf) on P2(R) × R and the Dominated Convergence
Theorem that taking limit in (10.9) as n→∞ it yields
f(PXt+h)− f(PXt)
=
∫ t+h
t
∫ 1
0
E
[
(∂µf)(PXs ,Xs)bs + ρ∂y(∂µf)(PXs ,Xs)|σs|2
+
∫
K
{
(∂µf)
(
PXs ,Xs + ρβs(e)
) − (∂µf)(PXs ,Xs)}βs(e)λ(de)]dρds
=
∫ t+h
t
E
[
(∂µf)(PXs ,Xs)bs +
1
2
∂y(∂µf)(PXs ,Xs)|σs|2
+
∫
K
∫ 1
0
{
(∂µf)
(
PXs ,Xs + ρβs(e)
) − (∂µf)(PXs ,Xs)}βs(e)dρλ(de)]ds.
(10.13)
As this holds for all tk ≤ t < t+ h ≤ tk+1, 0 ≤ k ≤ N , it holds for all 0 ≤ t < t+ h ≤ T .
Step 2. Let now b, σ ∈ H2F(0, T ), β ∈ K2λ(0, T ), X0 ∈ L2(F0). Then we can approximate b, σ, β
by processes bn, σn, βn which satisfy, for each n, the assumptions made in Step 1 (with bounds
depending on n and a partition depending on n): bn → b, σn → σ in H2F(0, T ), βn → β in K2λ(0, T ).
Let
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σsdBs +
∫ t
0
∫
K
βs(e)Nλ(ds, de), t ∈ [0, T ], (10.14)
Xnt = X0 +
∫ t
0
bns ds+
∫ t
0
σns dBs +
∫ t
0
∫
K
βns (e)Nλ(ds, de), t ∈ [0, T ], n ≥ 1. (10.15)
Then, E
[
supt∈[0,T ] |Xt −Xnt |2
]
≤ C
(
E
[ ∫ T
0
|bs − bns |2ds
]
+ E
[ ∫ T
0
|σs − σns |2ds
]
+ E
[ ∫ T
0
∫
K
|βs(e)− βns (e)|2λ(de)ds
])
→ 0, as n→∞.
From Step 1 we know that for all 0 ≤ t ≤ t+ h ≤ T ,
f(PXn
t+h
)− f(PXnt ) =
∫ t+h
t
E
[
(∂µf)(PXns ,X
n
s )b
n
s +
1
2
∂y(∂µf)(PXns ,X
n
s )|σns |2
+
∫
K
∫ 1
0
{
(∂µf)
(
PXns ,X
n
s + ρβ
n
s (e)
) − (∂µf)(PXns ,Xns )}βns (e)dρλ(de)]ds. (10.16)
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We observe that, for
V ns :=(∂µf)(PXns ,X
n
s )b
n
s +
1
2
∂y(∂µf)(PXns ,X
n
s )|σns |2 +
∫
K
∫ 1
0
{
(∂µf)
(
PXns ,X
n
s + ρβ
n
s (e)
)
− (∂µf)(PXns ,Xns )
}
βns (e)dρλ(de),
i) V n → V in measure dsdP , where V is defined in the same way as V n, but with (X, b, σ, β)
instead of (Xn, bn, σn, βn).
ii) As ∂µf and ∂y(∂µf) are bounded,
|V ns | ≤ C
(
|bns |+ |σns |2 +
∫
K
|βns (e)|2λ(de)
)
, s ∈ [0, T ], n ≥ 1.
But, as bn → b, σn → σ in H2F(0, T ) and βn → β in K2λ(0, T ), the right hand side is a uniformly
integrable sequence over [0, T ] × Ω. Consequently, we can apply Lebesgue’s convergence Theorem
to (10.16) and we get
f(PXt+h)− f(PXt) =
∫ t+h
t
E
[
(∂µf)(PXs ,Xs)bs +
1
2
∂y(∂µf)(PXs ,Xs)|σs|2
+
∫
K
∫ 1
0
{
(∂µf)
(
PXs ,Xs+ρβs(e)
) − (∂µf)(PXs ,Xs)}βs(e)dρλ(de)]ds, 0 ≤ t ≤ t+ h ≤ T. (10.17)
Step 3. Let now b, σ, β be as in Step 2. For u ∈ L0F
(
Ω, L1(0, T )
)
, v ∈ L0F
(
Ω, L2(0, T )
)
, γ ∈ K0λ(0, T )
with |γs(e)| ≤ ζ(1 ∧ |e|), P-a.s., (s, e) ∈ [0, T ] × K, for some real-valued random variable ζ ≥ 0,
P -a.s., and U0 ∈ L0(F0), we consider the Itoˆ process
Ut = U0 +
∫ t
0
usds+
∫ t
0
vsdBs +
∫ t
0
∫
K
γs(e)Nλ(ds, de), t ∈ [0, T ].
Let F ∈ C1,2,2([0, T ] × R×P2(R)), we emphasize that we do not need the existence of the second
order mixed derivatives ∂x∂µF , ∂µ∂xF , nor that of ∂µ(∂µF ), unlike [6] and [13]. Under the above
assumptions then we have the Itoˆ formula.
Indeed, let us first suppose that |bs| + |σs| ≤ C, |βs(e)| ≤ C(1 ∧ |e|) and bs, σs, βs(e) are
continuous with respect to s. Then we see from (10.17) that
∂t
[
F (t, x, PXt)
]
= (∂tF )(t, x, PXt) + E
[
(∂µF )(t, x, PXt ,Xt)bt +
1
2
∂y(∂µF )(t, x, PXt ,Xt)|σt|2
+
∫
K
∫ 1
0
{
(∂µF )
(
t, x, PXt ,Xt + ρβt(e)
) − (∂µF )(t, x, PXt ,Xt)}βt(e)dρλ(de)]
is continuous in (t, x), i.e., G(t, x) := F (t, x, PXt), (t, x) ∈ [0, T ] × R, belongs to C1,2([0, T ] × R).
But this means that we can apply to F (t, Ut, PXt) = G(t, Ut) the classical Itoˆ formula. This yields
dF (t, Ut, PXt) = dG(t, Ut)
=
{
(∂tG)(t, Ut) + (∂xG)(t, Ut)ut +
1
2
(∂2xG)(t, Ut)v
2
t +
∫
K
(
G(t, Ut + γt(e)) −G(t, Ut)− (∂xG)(t, Ut)
γt(e)
)
λ(de)
}
dt+ (∂xG)(t, Ut)vtdBt +
∫
K
(
G(t, Ut− + γt(e))−G(t, Ut−)
)
Nλ(dt, de)
43
=
{
(∂tF )(t, Ut, PXt) + (∂xF )(t, Ut, PXt)ut +
1
2
(∂2xF )(t, Ut, PXt)v
2
t +
∫
K
(
F (t, Ut + γt(e), PXt)
− F (t, Ut, PXt)− (∂xF )(t, Ut, PXt)γt(e)
)
λ(de)
}
dt+ Eˆ
[
(∂µF )(t, Ut, PXt , Xˆt)bˆt +
1
2
∂y(∂µF )(t, Ut,
PXt , Xˆt)|σˆt|2 +
∫
K
∫ 1
0
{
(∂µF )
(
t, Ut, PXt , Xˆt + ρβˆt(e)
) − (∂µF )(t, Ut, PXt , Xˆt)}βˆt(e)dρλ(de)]dt
+ (∂xF )(t, Ut, PXt)vtdBt +
∫
K
(
F (t, Ut− + γt(e), PXt)− F (t, Ut−, PXt)
)
Nλ(dt, de), t ∈ [0, T ].
(10.18)
Step 4. For the general case let now b, σ ∈ H2F(0, T ) and β ∈ K2λ(0, T ), and suppose that bn, σn, βn
satisfy the assumptions made on b, σ, β in Step 3 and bn → b, σn → σ in H2F(0, T ) and βn → β in
K2λ(0, T ). From Step 3 we have the Itoˆ formula (10.18) for bn, σn, βn and Xn (defined by (10.15))
instead of b, σ, β and X, and we have to take the limit as n→∞.
For this notice that, as E[supt∈[0,T ] |Xnt −Xt|2]→ 0, n→ 0 (see Step 2), we have in particular
that
W2(PXn , PX)
2 ≤ E[ sup
t∈[0,T ]
|Xnt −Xt|2]→ 0, n→ 0.
Hence, {PXn , n ≥ 1} is relatively compact in P2(D([0, T ])). D([0, T ]) is the space of ca`dla`g func-
tions over [0, T ], endowed with the supermum norm. Combining this with the pathwise ca`dla`g
property of the process U and the continuity of ∂2xF : [0, T ] × R × P2(R) → R, we see that
supn≥1,t∈[0,T ] |∂2xF (t, Ut, PXnt )| <∞, P-a.s., and
i)
∫ t
0
∂2xF (s, Us, PXns )v
2
sds →
∫ t
0
∂2xF (s, Us, PXs)v
2
sds, P-a.s., from the Dominated Convergence
Theorem.
Using the same arguments and the fact that |γt(e)| ≤ ζ(1 ∧ |e|), we see that
sup
n≥1,t∈[0,T ]
|F (t, Ut− + γt(e), PXnt )− F (t, Ut−, PXnt )|2
≤ sup
n≥1,t∈[0,T ],ρ∈[0,1]
|∂xF (t, Ut− + ργt(e), PXnt )|2|ζ|2(1 ∧ |e|2),
and
sup
n≥1,t∈[0,T ]
|F (t, Ut + γt(e), PXnt )− F (t, Ut, PXnt )− ∂xF (t, Ut, PXnt )γt(e)|2
≤ sup
n≥1,t∈[0,T ],ρ∈[0,1]
|∂2xF (t, Ut + ργt(e), PXnt )|2|ζ|2(1 ∧ |e|2),
with sup
n≥1,t∈[0,T ],ρ∈[0,1]
|∂xF (t, Ut+ργt(e), PXnt )| < +∞, and sup
n≥1,t∈[0,T ],ρ∈[0,1]
|∂2xF (t, Ut+ργt(e), PXnt )| <
+∞, P-a.s. This allows to show that, for all t ∈ [0, T ], P-a.s., as n→∞,
ii)
∫ t
0
∫
K
(
F (s, Us−+ γs(e), PXns )−F (s, Us−, PXns )
)
Nλ(ds, de)→
∫ t
0
∫
K
(
F (s, Us−+ γs(e), PXs)−
F (s, Us−, PXs)
)
Nλ(ds, de),
and
iii)
∫ t
0
∫
K
(
F (s, Us + γs(e), PXns ) − F (s, Us, PXns ) − ∂xF (s, Us, PXns )γs(e)
)
λ(de)ds →
∫ t
0
∫
K
(
F (s,
Us + γs(e), PXs)− F (s, Us, PXs)− ∂xF (s, Us, PXs)γs(e)
)
λ(de)ds.
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On the other hand, from the boundedness of ∂y(∂µF ) (with some bound C > 0) we see that
|(∂µF )(t, Ut, PXnt , X̂nt + ρβ̂nt (e)) − (∂µF )(t, Ut, PXnt , X̂nt )||β̂nt (e)| ≤ C|β̂nt (e)|2, (t, e) ∈ [0, T ] × E,
P-a.s. This allows to conclude from Lebesgue’s Convergence Theorem that
iv) Ê
[ ∫ t
0
∫
K
∫ 1
0
(
(∂µF )(s, Us, PXns , X̂
n
s + ρβ̂
n
s (e)) − (∂µF )(s, Us, PXns , X̂ns )
)
β̂ns (e)dρλ(de)ds
]
→
Ê
[ ∫ t
0
∫
K
∫ 1
0
(
(∂µF )(s, Us, PXs , X̂s + ρβ̂s(e))− (∂µF )(s, Us, PXs , X̂s)
)
β̂s(e)dρλ(de)ds
]
,
for all t ∈ [0, T ], P-a.s., n→∞.
An analogous discussion for the remaining terms in (10.18) shows that the we have also for
them the convergence. The proof is complete.
10.2 Mean field BSDEs with jumps
We first give two classical estimates for the solutions of BSDEs with jumps, the proof is standard,
the readers may refer to, e.g., [2], [21] and [22].
Lemma 10.1. Suppose (Y i, Zi,H i) is the unique solution of the following BSDE with data (gi, θ
i), dY is = −gi(s, Y is , Zis,H is)ds + ZisdBs +
∫
K H
i
s(e)Nλ(ds, de),
Y iT = θ
i,
(10.19)
where θi ∈ L2(FT ), and gi : [0, T ]×Ω×R×Rd×L2(K,B(K), λ;R)→ R, i = 1, 2, respectively, are
F-predictable and satisfy:
Assumption (H10.0) i) gi(·, ·, 0, 0, 0) ∈ H2F(0, T );
ii) There exists a constant c∗ > 0 such that, P-a.s., for any t ∈ [0, T ], y1, y2 ∈ R, z1, z2 ∈ Rd,
h1, h2 ∈ L2(K,B(K), λ), |gi(t, y1, z1, h1)− gi(t, y2, z2, h2)| ≤ c∗(|y1 − y2|+ |z1 − z2|+ |h1 − h2|).
For (Y ,Z,H) := (Y 1, Z1,H1)−(Y 2, Z2,H2), g := g1−g2, θ := θ1−θ2, we have the following
estimates:
1) For all δ > 0, there exists a suitable β(≥ 12 + 2c∗(1 + 2c∗ + 12δ )) such that
|Y t|2 + 1
2
E
[ ∫ T
t
eβ(s−t)
(|Y s|2 + |Zs|2 + ∫
K
|Hs(e)|2λ(de)
)
ds|Ft
]
≤E[eβ(T−t)|θ|2|Ft]+ c∗δE[ ∫ T
t
eβ(s−t)|g(s, Y 1s , Z1s ,H1s )|2ds|Ft
]
, P -a.s., t ∈ [0, T ].
(10.20)
2) For all p ≥ 2, there exists Cp > 0 (only depending on p and the Lipschitz constants) such that
E
[
sup
s∈[t,T ]
|Y s|p + (
∫ T
t
|Zs|2ds)
p
2 +
( ∫ T
t
∫
K
|Hs(e)|2λ(de)ds
) p
2 |Ft
]
≤CpE
[|θ|p + ( ∫ T
t
|g(s, Y 1s , Z1s ,H1s )|ds
)p|Ft], P -a.s., t ∈ [0, T ]. (10.21)
We now consider a more general case of BSDE (10.19). Let f : [0, T ] × Ω × R × Rd ×
L2(K,B(K), λ)×P2(Rd×R×Rd×L2(K,B(K), λ)) → R be F-predictable and satisfy the following
assumptions.
Assumption (H10.1) i) f(·, ·, 0, 0, 0, δ0) ∈ H2F(0, T );
45
ii) f is Lipschitz with respect to (y, z, k, µ) ∈ R×Rd×L2(K,B(K), λ)×P2(Rd+1+d×L2(K,B(K), λ)),
uniformly with respect to (s, ω);
iii) ξ ∈ L2(FT );
iv) X ∈ S2F(0, T ;Rd).
Theorem 10.1. Under the Assumption (H10.1), the following mean-field BSDE with jumps{
dYs = −f(s, Ys, Zs,Hs, P(Xs ,Ys,Zs,Hs))ds+ ZsdBs +
∫
K Hs(e)Nλ(ds, de),
YT = ξ,
(10.22)
has a unique solution (Y,Z,H) ∈ S2F(0, T ;R)×H2F(0, T ;Rd)×K2λ(0, T ;R).
Proof. Let (U, V,W ) ∈ M := H2F(0, T ;R) ×H2F(0, T ;Rd)×K2λ(0, T ;R), then there is a unique
solution (Y,Z,H) ∈ S2F(0, T ;R) ×H2F(0, T ;Rd)×K2λ(0, T ;R) of the BSDE dYs = −f(s, Ys, Zs,Hs, P(Xs ,Us,Vs,Ws))ds + ZsdBs +
∫
K Hs(e)Nλ(ds, de),
YT = ξ.
We define the mapping Φ(U, V,W ) := (Y,Z,H) :M→M. Let (U i, V i,W i) ∈ M, (Y i, Zi,H i) :=
Φ(U i, V i,W i), i = 1, 2. Let (Y ,Z,H) := (Y 1, Z1,H1)− (Y 2, Z2,H2), (U, V ,W ) := (U1, V 1,W 1)−
(U2, V 2,W 2). Then from (10.20), for C is the Lipschitz constant of f , we have
‖(Y ,Z,H)‖2β :=
1
2
E[
∫ T
0
eβs(|Y s|2 + |Zs|2 +
∫
K
|Hs(e)|2λ(de))ds]
≤ δC
∫ T
0
eβsW2(P(Xs ,U1s ,V 1s ,W 1s ), P(Xs,U2s ,V 2s ,W 2s ))
2ds
≤ δCE[
∫ T
0
eβs(|U s|2 + |V s|2 +
∫
K
|W s(e)|2λ(de))ds]
= 2δC‖(U, V ,W )‖2β .
Consequently, for choosing δ > 0 such that 2δC ≤ 14 , then Φ : (M, ‖ · ‖β) → (M, ‖ · ‖β) is a
contraction mapping, i.e., there exists a unique fixed point (Y,Z,H) ∈ M such that (Y,Z,H) =
Φ(Y,Z,H), which means (Y,Z,H) is the solution of (10.22).
Similar to Lemma 10.1, we also have the following estimate for mean-field BSDE with jumps.
Theorem 10.2. Let (Y i, Zi,H i) be the unique solution of the following BSDE with data (fi, ξ
i),{
dY is = −f i(s, Y is , Zis,H is, P(Xs,Y is ,Zis,His))ds+ ZisdBs +
∫
K H
i
s(e)Nλ(ds, de),
Y iT = ξ
i,
(10.23)
where (X, fi, ξ
i) satisfy (H10.1), i = 1, 2, respectively.
We denote (Y ,Z,H) := (Y 1, Z1,H1)− (Y 2, Z2,H2), f := f1 − f2, ξ := ξ1 − ξ2. Then there exists
a constant C > 0 such that, P-a.s., t ∈ [0, T ],
E
[
sup
s∈[t,T ]
|Y s|2+
∫ T
t
(
|Zs|2ds+
∫
K
|Hs(e)|2λ(de)
)
ds|Ft
]
≤CE[|ξ|2+( ∫ T
t
|f(s, Y 1s , Z1s ,H1s , P(Xs ,Y 1s ,Z1s ,H1s ))|ds
)2|Ft].
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In particular, if f i(s, y, z, h, P(Ys ,Zs,Hs)) = u
i(s, y, z, h) + Ê[vi(s, Ŷs, Ẑs, Ĥs)], where u
i, vi : [0, T ] ×
Ω × R × Rd × L2(K,B(K), λ) both satisfy the assumption (H10.0), and (Y,Z,H) ∈ S2F(0, T ;R) ×
H2F(0, T ;Rd)×K2λ(0, T ;R), i = 1, 2, respectively. Then, we have P-a.s., t ∈ [0, T ],
E
[
sup
s∈[t,T ]
|Y s|2+
∫ T
t
(
|Zs|2ds+
∫
K
|Hs(e)|2λ(de)
)
ds|Ft
]
≤CE[|ξ|2+( ∫ T
t
|(u1 − u2)(s, Y 1s , Z1s ,H1s )|ds
)2
+
( ∫ T
t
|Ê[(v1 − v2)(s, Ŷ 1s , Ẑ1s , Ĥ1s )]|ds
)2|Ft].
Now we give the estimates for a special type of mean field BSDEs with jumps, which are used
frequently in our work. We suppose that
Assumption (H10.2) (i) ξ ∈ L2(FT );
(ii) α = (αs),γ = (γs) are bounded F-progressively measurable processes, and β = (βs(e)) is F-
progressively measurable such that |βs(e)| ≤ C(1 ∧ |e|);
(iii) ζ = (ζs), θ = (θs) are bounded G-progressively measurable processes with Gt = Ft⊗FˆT , where
(Ω̂, F̂ , F̂, P̂ ) is a copy of (Ω,F ,F, P ), and δ = (δs(e)) is bounded G-progressively measurable such
that |δs(e)| ≤ C(1 ∧ |e|);
(iv) R = (R(s)) is F-progressively measurable with E[(
∫ T
0 |R(r)|dr)2] < +∞.
From Theorem 10.2 we get the following corollary directly.
Corollary 10.1. Suppose Assumption (H10.2) holds. Let (Y,Z,H) ∈ S2F(0, T ) × H2F(0, T ;Rd) ×
K2λ(0, T ) and (Ŷ , Ẑ, Ĥ) be a copy of (Y,Z,H) on (Ω̂, F̂ , P̂ ) (i.e., P(Y,Z,H) = P̂(Ŷ ,Ẑ,Ĥ)) such that
Yt = ξ +
∫ T
s
(
R(r) + αrYr + Ê[ζrŶr] + γrZr + Eˆ[θrẐr] +
∫
K
βr(e)Hr(e)λ(de)
+ Ê
[ ∫
K
δr(e)Ĥr(e)λ(de)
])
dr −
∫ T
s
ZrdBr −
∫ T
s
∫
K
Hr(e)Nλ(drde), s ∈ [t, T ].
(10.24)
Then there exists C ∈ R+ only depending on the bounds of the coefficients such that
E
[
sup
t∈[0,T ]
|Yt|2 +
∫ T
0
(|Zs|2 + ∫
K
|Hs(e)|2λ(de)
)
ds
] ≤ C(E[|ξ|2] + E[( ∫ T
0
|R(s)|ds)2]).
Theorem 10.3. Suppose the Assumption (H10.2) holds. For all p > 1, there exists Cp ∈ R+ only
depending on the bounds of the coefficients, such that
E[ sup
t∈[0,T ]
|Yt|2p + (
∫ T
0
(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds)p] ≤ CpE[|ξ|2p] + CpE[(
∫ T
0
|R(s)|ds)2p],
where (Y,Z,H) is the solution of BSDE (10.24).
Proof. For some β > 0 (to be specified later) and δ > 0 we have
eβt|Yt|2 + E
[ ∫ T
t
eβs(β|Ys|2 + |Zs|2 +
∫
K
|Hs(e)|2λ(de))ds
∣∣Ft]
≤ E[eβT |ξ|2|Ft] + CE
[ ∫ T
t
eβs
{|Ys|2 + |Ys|(|Zs|+ Ê[|Ŷs|+ |Ẑs|] + ∫
K
|Hs(e)|(1 ∧ |e|)λ(de)
+ Ê
[ ∫
K
|Ĥs(e)|(1 ∧ |e|)λ(de)
])}
ds
∣∣Ft]+ CE[ ∫ T
t
eβs|Ys||R(s)|ds
∣∣Ft]
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≤ E[eβT |ξ|2|Ft] + C ′E
[ ∫ T
t
eβs|Ys|2ds
∣∣Ft]+ 1
2
E
[ ∫ T
t
eβs(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds
∣∣Ft]
+ δE[ sup
s∈[t,T ]
|Ys|2|Ft] + CδE
[( ∫ T
t
eβs|R(s)|ds)2∣∣Ft], t ∈ [0, T ].
(10.25)
From (10.25) (β > C ′ + 12) we have
|Yt|2 + 1
2
E[
∫ T
t
(|Ys|2 + |Z2s |+
∫
K
|Hs(e)|2λ(de))ds|Ft]
≤ CE[ξ2|Ft] + δE[ sup
s∈[0,T ]
|Ys|2|Ft] + CδE[(
∫ T
0
|R(s)|ds)2|Ft], t ∈ [0, T ].
Consequently, from Doob’s martingale inequality,
E[ sup
t∈[0,T ]
|Yt|2p] ≤ CpE[|ξ|2p] + 2p−1δp( p
p− 1)
pE[ sup
t∈[0,T ]
|Yt|2p] + CpE[(
∫ T
0
|R(s)|ds)2p].
Let δ > 0 be small enough such that (2δ( pp−1 ))
p ≤ 12 , then we have
E[ sup
t∈[0,T ]
|Yt|2p] ≤ CpE[|ξ|2p] + CpE[(
∫ T
0
|R(s)|ds)2p]. (10.26)
On the other hand, as for any right-continuous increasing process A with continuous dual pre-
dictable projection pA, from Burkholder-Davis-Gundy inequality we have E[(pAt+h −pAt)p] ≤
CpE[(At+h −At)p], for some constant Cp depending only on p, and
E[(
∫ t+h
t
(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds)p] ≤ CpE[(
∫ t+h
t
|Zs|2ds+
∫ t+h
t
∫
K
|Hs(e)|2N(ds, de))p]
≤ CpE[ sup
s∈[t,t+h]
|
∫ s
t
ZrdBr +
∫ s
t
∫
K
Hr(e)Nλ(dr, de)|2p] ≤ CpE[ sup
s∈[0,T ]
|Ys|2p] + CpE
[( ∫ t+h
t
(|Zr|
+ |R(r)|+ Ê[|Ẑr|] +
∫
K
|Hr(e)|(1 ∧ |e|)λ(de) + Ê[
∫
K
|Ĥr(e)|(1 ∧ |e|)λ(de)]
)
dr
)2p]
≤ CpE[ sup
s∈[0,T ]
|Ys|2p]+CpE[
( ∫ t+h
t
|R(r)|dr
)2p
] + Cph
pE[
( ∫ t+h
t
(|Zr|2 + E[|Zr|2]+
∫
K
|Hs(e)|2λ(de)
+E[
∫
K
|Hs(e)|2λ(de)])ds
)p
].
Thus, from (10.26),
E[(
∫ t+h
t
(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds)p]
≤ CpE[|ξ|2p] +CpE[(
∫ T
0
|R(s)|ds)2p] + CphpE[(
∫ t+h
t
(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds)p].
Now letting h > 0 be small enough such that Cph
p ≤ 12 , we get
E[(
∫ t+h
t
(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds)p] ≤ CpE[|ξ|2p] +CpE[(
∫ T
0
|R(s)|ds)2p].
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Finally, let 0 = tn1 < t
n
2 < · · · tnn = T be the sequence of partitions of the interval [0, T ] of the form
tni :=
i
nT , 0 ≤ i ≤ n, where n ≥ n0 is such that Cp( Tn0 )p ≤ 12 . Then we have
E[(
∫ tni+1
tni
(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds)p] ≤ CpE[|ξ|2p] + CpE[(
∫ T
0
|R(s)|ds)2p].
It follows that
E[(
∫ T
0
(|Zs|2 +
∫
K
|Hs(e)|2λ(de))ds)p] ≤ CpE[|ξ|2p] + CpE[(
∫ T
0
|R(s)|ds)2p].
10.3 Lemma for the proof of Proposition 9.1.
Under the assumptions made for Proposition 9.1 we have
Lemma 10.2. There exists a constant C > 0, such that, for all t, t′ ∈ [0, T ], x, y ∈ R, ξ ∈
L2(Ω,Ft, P ), it holds
i) |V (t, x, Pξ)− V (t′, x, Pξ)| ≤ C|t′ − t|,
ii) |∂xV (t, x, Pξ)− ∂xV (t′, x, Pξ)| ≤ C|t′ − t|
1
8 ,
iii) |∂2xV (t, x, Pξ)− ∂2xV (t′, x, Pξ)| ≤ C|t′ − t|
1
8 ,
iv) |∂µV (t, x, Pξ , y)− ∂µV (t′, x, Pξ , y)| ≤ C|t′ − t|
1
8 ,
v) |∂y(∂µV )(t, x, Pξ , y)− ∂y(∂µV )(t′, x, Pξ, y)| ≤ C|t′ − t|
1
8 .
Proof. Let us prove Lemma 10.2 in four steps.
Step 1. To prove i) of Lemma 10.2.
For any 0 ≤ t ≤ t+ h ≤ T, from (4.10) and (4.11) we have
V (t, x, Pξ)− V (t+ h, x, Pξ) = Y t,x,Pξt − Y t+h,x,Pξt+h
= (Y
t,x,Pξ
t − Y t,x,Pξt+h ) + (Y
t+h,X
t,x,Pξ
t+h ,PXt,ξ
t+h
t+h − Y
t+h,x,Pξ
t+h )
= (Y
t,x,Pξ
t − Y t,x,Pξt+h ) + (V (t+ h,X
t,x,Pξ
t+h , PXt,ξ
t+h
)− V (t+ h, x, Pξ)).
(10.27)
As V (t+h, ·, ·) ∈ C2,2(R×P2(R)) with bounded continuous derivatives of 1st and 2nd order which
are uniformly with respect to t, it follows from the Itoˆ formula-Theorem 2.1 that
V (t+ h,X
t,x,Pξ
t+h , PXt,ξ
t+h
)− V (t+ h, x, Pξ)
=
∫ t+h
t
{
(∂xV )(t+ h,X
t,x,Pξ
s , PXt,ξs
)b(X
t,x,Pξ
s , PXt,ξs
)
+
1
2
(∂2xV )(t+ h,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)2
+
∫
K
(
V (t+ h,X
t,x,Pξ
s + β(X
t,x,Pξ
s , PXt,ξs
, e), P
Xt,ξs
)− V (t+ h,Xt,x,Pξs , PXt,ξs )
− (∂xV )(t+ h,Xt,x,Pξs , PXt,ξs )β(X
t,x,Pξ
s , PXt,ξs
, e)
)
λ(de)
}
ds
+
∫ t+h
t
Ê
[
(∂µV )(t+ h,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s )b(X̂
t,ξ̂
s , PXt,ξs
) +
1
2
∂y(∂µV )(t+ h,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s )
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· σ(X̂t,ξ̂s , PXt,ξs )
2 +
∫
K
∫ 1
0
(
∂µV (t+ h,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s + ρβ(X̂
t,ξ̂
s , PXt,ξs
, e))
− ∂µV (t+ h,Xt,x,Pξs , PXt,ξs , X̂
t,ξ̂
s )
)
β(X̂t,ξ̂s , PXt,ξs
, e)dρλ(de)
]
ds
+
∫ t+h
t
(∂xV )(t+ h,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)dBs
+
∫ t+h
t
∫
K
(V (t+ h,X
t,x,Pξ
s− + β(X
t,x,Pξ
s− , PXt,ξs
, e), P
Xt,ξs
)− V (t+ h,Xt,x,Pξs− , PXt,ξs ))Nλ(ds, de)
=
∫ t+h
t
θ(t, t+ h, s)ds +
∫ t+h
t
δ(t, t + h, s)ds
+
∫ t+h
t
(∂xV )(t+ h,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)dBs
+
∫ t+h
t
∫
K
(V (t+ h,X
t,x,Pξ
s− + β(X
t,x,Pξ
s− , PXt,ξs
, e), P
Xt,ξs
)− V (t+ h,Xt,x,Pξs− , PXt,ξs ))Nλ(ds, de),
(10.28)
where
θ(t, t+ h, s)
:=(∂xV )(t+ h,X
t,x,Pξ
s , PXt,ξs
)b(X
t,x,Pξ
s , PXt,ξs
) +
1
2
(∂2xV )(t+ h,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)2
+
∫
K
(
V (t+ h,X
t,x,Pξ
s + β(X
t,x,Pξ
s , PXt,ξs
, e), P
Xt,ξs
)− V (t+ h,Xt,x,Pξs , PXt,ξs )
− (∂xV )(t+ h,Xt,x,Pξs , PXt,ξs )β(X
t,x,Pξ
s , PXt,ξs
, e)
)
λ(de),
and
δ(t, t + h, s)
:=Ê
[
(∂µV )(t+ h,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s )b(X̂
t,ξ̂
s , PXt,ξs
) +
1
2
∂y(∂µV )(t+ h,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s )·
σ(X̂t,ξ̂ , P
Xt,ξs
)2 +
∫
K
∫ 1
0
(
∂µV (t+ h,X
t,x,Pξ
s , PXt,ξs
, X̂t,ξ̂s + ρβ(X̂
t,ξ̂
s , PXt,ξs
, e))
− ∂µV (t+ h,Xt,x,Pξs , PXt,ξs , X̂
t,ξ̂
s )
)
β(X̂t,ξ̂s , PXt,ξs
, e)dρλ(de)
]
.
On the other hand, since
Y
t,x,Pξ
t − Y t,x,Pξt+h =
∫ t+h
t
f(Π
t,x,Pξ
s , PΠt,ξs
)ds−
∫ t+h
t
Z
t,x,Pξ
s dBs −
∫ t+h
t
∫
K
H
t,x,Pξ
s (e)Nλ(ds, de),
we have from (10.27) and (10.28)
V (t, x, Pξ)− V (t+ h, x, Pξ) =
∫ t+h
t
(
θ(t, t+ h, s) + δ(t, t+ h, s) + f(Π
t,x,Pξ
s , PΠt,ξs
)
)
ds
+
∫ t+h
t
(
(∂xV )(t+ h,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
)− Zt,x,Pξs
)
dBs
+
∫ t+h
t
∫
K
(
V (t+ h,X
t,x,Pξ
s− + β(X
t,x,Pξ
s− , PXt,ξs
, e), P
Xt,ξs
)− V (t+ h,Xt,x,Pξs− , PXt,ξs )
−Ht,x,Pξs (e)
)
Nλ(ds, de).
(10.29)
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As |θ(t, t+h, s)|, |δ(t, t+h, s)| ≤ C, f is bounded, and V (t, x, Pξ)−V (t+h, x, Pξ) is deterministic,
we get by taking expectation in the preceding equality:
|V (t, x, Pξ)− V (t+ h, x, Pξ)| ≤ C|h|, t, t+ h ∈ [0, T ]. (10.30)
Step 2. We have the following representation formulas for Zt,x,Pξ and Ht,x,Pξ(.):
Z
t,x,Pξ
s = ∂xV (s,X
t,x,Pξ
s , PXt,ξs
)σ(X
t,x,Pξ
s , PXt,ξs
), dsdP -a.e.,
H
t,x,Pξ
s (e) = V (s,X
t,x,Pξ
s + β(X
t,x,Pξ
s , PXt,ξs
, e), P
Xt,ξs
)−V (s,Xt,x,Pξs , PXt,ξs ), dsdλdP -a.e.
(10.31)
Indeed, we get from (10.29) combined with (10.30)
E[
∫ t+h
t
(
|∂xV (s,Xt,x,Pξs , PXt,ξs )σ(X
t,x,Pξ
s , PXt,ξs
)− Zt,x,Pξs |2
+
∫
K
|V (s,Xt,x,Pξs + β(Xt,x,Pξs , PXt,ξs , e), PXt,ξs )− V (s,X
t,x,Pξ
s , PXt,ξs
)−Ht,x,Pξs (e)|2λ(de)
)
ds|Ft]
≤ C|h|2, 0 ≤ t ≤ t+ h ≤ T, x ∈ R, ξ ∈ L2(Ft).
Consequently, considering a partition tni = t + hi2
−n, 0 ≤ i ≤ 2n, we have from the preceding
estimate applied to (tni , t
n
i+1) instead of (t, t+ h):
E[
∫ t+h
t
(|∂xV (s,Xt,x,Pξs , PXt,ξs )σ(X
t,x,Pξ
s , PXt,ξs
)− Zt,x,Pξs |2
+
∫
K
|V (s,Xt,x,Pξs + β(Xt,x,Pξs , PXt,ξs , e), PXt,ξs )− V (s,X
t,x,Pξ
s , PXt,ξs
)−Ht,x,Pξs (e)|2λ(de))ds]
= E[
2n−1∑
i=0
E[
∫ tni+1
tn
i
(
|∂xV (s,Xt
n
i ,y,Pη
s , P
X
tn
i
,η
s
)σ(X
tni ,y,Pη
s , P
X
tn
i
,η
s
)− Ztni ,y,Pηs |2
+
∫
K
|V (s,Xtni ,y,Pηs + β(Xt
n
i ,y,Pη
s , P
X
tn
i
,η
s
, e), P
X
tn
i
,η
s
)− V (s,Xtni ,y,Pηs , P
X
tn
i
,η
s
)−Htni ,y,Pηs (e)|2λ(de)
)
ds|Ftni ]|y=Xt,x,Pξ
tn
i
,η=Xt,ξ
tn
i
]
≤ C
2n−1∑
i=0
(h2−n)2 = Ch22−n → 0, as n→∞.
Then (10.31) follows.
Step 3. To prove ii) and iii) of Lemma 10.2.
We restrict here to prove iii) which is slightly more involved, but uses in principle the same
argument as that needed for ii). We notice that, in virtue of Step 2, as V (s, ·, ·) ∈ C2,2(R×P2(R)),
we have
∂xZ
t,x,Pξ
s = (∂
2
xV σ + ∂xV ∂xσ)(s,X
t,x,Pξ
s , PXt,ξs
)∂xX
t,x,Pξ
s , dsdP -a.e.;
∂xH
t,x,Pξ
s (e) = ∂xX
t,x,Pξ
s
{
(∂xV (s,X
t,x,Pξ
s + β(X
t,x,Pξ
s , PXt,ξs
, e), P
Xt,ξs
)(1 + ∂xβ(X
t,x,Pξ
s , PXt,ξs
, e))
− ∂xV (s,Xt,x,Pξs , PXt,ξs )
}
, dsdλdP -a.e.,
(10.32)
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hence we can get
E[esssup
s∈[t,T ]
|∂xZt,x,Pξs |p] ≤ CE[ sup
s∈[t,T ]
|∂xXt,x,Pξs |p] ≤ Cp,
E[esssup
s∈[t,T ]
(
∫
K
|∂xHt,x,Pξs (e)|2λ(de))
p
2 ] ≤ CpE[ sup
s∈[t,T ]
|∂xXt,x,Pξs |p] ≤ Cp.
For simplicity, in order to concentrate on the hard kernel of the proof, let Φ(x, µ) = Φ(x), f =
f(Π
t,x,Pξ
r , PΠt,ξr
) with Π
t,x,Pξ
r =
∫
K H
t,x,Pξ
r (e)l(e)λ(de), and recall that Π
t,ξ
r = Π
t,ξ,Pξ
r . Then
Y
t,x,Pξ
s = Φ(X
t,x,Pξ
T )+
∫ T
s
f(Π
t,x,Pξ
r , PΠt,ξr
)dr−
∫ T
s
Z
t,x,Pξ
r dBr−
∫ T
s
∫
K
H
t,x,Pξ
r (e)Nλ(dr, de), s ∈ [t, T ].
(10.33)
From Theorems 6.1 and 8.1 we have
∂xY
t,x,Pξ
s =∂xΦ(X
t,x,Pξ
T )∂xX
t,x,Pξ
T +
∫ T
s
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)∂xΠ
t,x,Pξ
r dr −
∫ T
s
∂xZ
t,x,Pξ
r dBr
−
∫ T
s
∫
K
∂xH
t,x,Pξ
r (e)Nλ(dr, de), s ∈ [t, T ],
(10.34)
and
∂2xY
t,x,Pξ
s =
(
∂2xΦ(X
t,x,Pξ
T )(∂xX
t,x,Pξ
T )
2+∂xΦ(X
t,x,Pξ
T )∂
2
xX
t,x,Pξ
T
)
+
∫ T
s
(∂2hf)(Π
t,x,Pξ
r , PΠt,ξr
)(∂xΠ
t,x,Pξ
r )
2dr
+
∫ T
s
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)∂2xΠ
t,x,Pξ
r dr −
∫ T
s
∂2xZ
t,x,Pξ
r dBr −
∫ T
s
∫
K
∂2xH
t,x,Pξ
r (e)Nλ(dr, de)
= I1(t) +
∫ T
s
I2(t, r)dr+
∫ T
s
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)∂2xΠ
t,x,Pξ
r dr −
∫ T
s
∂2xZ
t,x,Pξ
r dBr
−
∫ T
s
∫
K
∂2xH
t,x,Pξ
r (e)Nλ(dr, de),
(10.35)
where
I1(t) := ∂
2
xΦ(X
t,x,Pξ
T )(∂xX
t,x,Pξ
T )
2 + ∂xΦ(X
t,x,Pξ
T )∂
2
xX
t,x,Pξ
T ,
I2(t, r) := (∂
2
hf)(Π
t,x,Pξ
r , PΠt,ξr
)(∂xΠ
t,x,Pξ
r )
2.
It is obvious that for 0 ≤ t < t′ ≤ T ,
E[|I1(t)− I1(t′)|2] ≤ C(E[|∂xXt,x,PξT |8])
1
2 (E[|Xt,x,PξT −X
t′,x,Pξ
T |4])
1
2
+ C(E[|∂xXt,x,PξT − ∂xX
t′,x,Pξ
T |
8
3 ])
3
4 (E[|∂xXt,x,PξT + ∂xX
t′,x,Pξ
T |8])
1
4
+ C(E[|∂2xXt,x,PξT |4])
1
2 (E[|Xt,x,PξT −X
t′,x,Pξ
T |4])
1
2 + CE[|∂2xXt,x,PξT − ∂2xX
t′,x,Pξ
T |2]
≤C(E[|Xt,x,PξT −X
t′,x,Pξ
T |4])
1
2 + C(E[|∂xXt,x,PξT − ∂xX
t′,x,Pξ
T |
8
3 ])
3
4 + CE[|∂2xXt,x,PξT − ∂2xX
t′,x,Pξ
T |2]
=II1(t, t
′) + II2(t, t
′) + II3(t, t
′),
(10.36)
where II1(t, t
′) := C(E[|Xt,x,PξT −X
t′,x,Pξ
T |4])
1
2 , II2(t, t
′) := C(E[|∂xXt,x,PξT −∂xX
t′,x,Pξ
T |
8
3 ])
3
4 , II2(t, t
′) :=
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CE[|∂2xXt,x,PξT − ∂2xX
t′,x,Pξ
T |2]. From Lemma 3.1 we get
II1(t, t
′) =C
(
E
[
E[|Xt′,x′,PηT −X
t′,x,Pξ
T |4|Ft]|x′=Xt,x,Pξ
t′
,η=Xt,ξ
t′
]) 1
2
≤C
(
E[|Xt,x,Pξt′ − x|4 +W2(PXt,ξ
t′
, Pξ)
4]
) 1
2 ≤ C|t′ − t| 12 .
On the other hand we have
∂x(X
t,x,Pξ
T ) = ∂x(X
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
T ) = ∂xX
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
T · ∂xX
t,x,Pξ
t′ ,
and from Theorem 5.1,
II2(t, t
′) ≤ C(E[|∂xX
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
T |
8
3 |∂xXt,x,Pξt′ − 1|
8
3 ])
3
4+C(E[|∂xX
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
T − ∂xX
t′,x,Pξ
T |
8
3 ])
3
4
≤ C(E[|∂xXt,x,Pξt′ − 1|4])
1
2 + C(E[|Xt,x,Pξt′ − x|
8
3 +W2
(
P
Xt,ξ
t′
, Pξ
) 8
3
])
3
4 ≤ C(t′ − t) 12 .
Considering that ∂2x(X
t,x,Pξ
T ) = (∂
2
xX
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
T )(∂xX
t,x,Pξ
t′ )
2 + ∂xX
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
T · ∂2xX
t,x,Pξ
t′ , a
straight-forward estimate using Theorem 7.1 and, in particular, (E[|∂2xXt,x,Pξt′ |4])
1
2 ≤ C|t′ − t| 12 ,
(E[|(∂xXt,x,Pξt′ )2 − 1|4])
1
2 ≤ C(E[|∂xXt,x,Pξt′ − 1|8])
1
4 ≤ C|t′ − t| 14 , yields now II3(t, t′) ≤ C|t′ − t| 14 .
Consequently, from (10.36) we get
E[|I1(t)− I1(t′)|2] ≤ C|t′ − t|
1
4 . (10.37)
Let us estimate now |I2(t, s)− I2(t′, s)| for t < t′. Using that (10.32) yields
esssup
s∈[t,T ]
|∂xΠt,x,Pξs | ≤ C esssup
s∈[t,T ]
|∂xHt,x,Pξs |L2(λ) ≤ C sup
s∈[t,T ]
|∂xXt,x,Pξs |. (10.38)
As (∂2hf) is bounded and Lipschitz, we get
E[
( ∫ T
t′
|I2(t, r)− I2(t′, r)|dr
)2
] ≤ CE[
( ∫ T
t′
|(∂xΠt,x,Pξr )2 − (∂xΠt
′,x,Pξ
r )
2|dr
)2
]
+ C sup
x∈Rd
E[
∫ T
t′
|Πt,x,Pξr −Πt
′,x,Pξ
r |2dr] ≤ C
(
E[
∫ T
t′
|∂xΠ
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
r ∂xX
t,x,Pξ
t′ − ∂xΠ
t′,x,Pξ
r | 83 dr]
) 3
4
+ C sup
x∈Rd
E[
∫ T
t′
|Π
t′,X
t,x,Pξ
t′
,P
X
t,ξ
t′
r −Πt
′,x,Pξ
r |2dr].
Then from (10.38), Propositions 5.1, 4.1 and (6.2) as well as Lemma 3.1, we obtain
E[
( ∫ T
t′
|I2(t, r)− I2(t′, r)|dr
)2
] ≤ C|t′ − t| 14 . (10.39)
Applying Lemma 10.1-2) to the equation (10.35) it follows from (10.37), (10.39), and ∂hf is Lipschitz
that
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E
[
sup
s∈[t′,T ]
|∂2xY t,x,Pξs − ∂2xY t
′,x,Pξ
s |2 +
∫ T
t′
(|∂2xZt,x,Pξr − ∂2xZt′,x,Pξr |2
+
∫
K
|∂2xHt,x,Pξr (e)− ∂2xHt
′,x,Pξ
r (e)|2λ(de)
)
dr
]
≤ CE[|I1(t)− I1(t′)|2] + CE[
(∫ T
t′
|I2(t, r)− I2(t′, r)|dr
)2
]
+ CE[
(∫ T
t′
|(∂hf(Πt,x,Pξr , PΠt,ξr )− ∂hf(Π
t′,x,Pξ
r , PΠt
′,ξ
r
))∂2xΠ
t,x,Pξ
r |dr
)2
]
≤ C|t′ − t| 14 + CE[
∫ T
t′
(|Πt,x,Pξr −Πt
′,x,Pξ
r |2 +W2(PΠt,ξr , PΠt′,ξr )
2)dr]
≤ C|t′ − t| 14 . (The proof of the last inequality is similar to that of (10.39).)
(10.40)
On the other hand, from (10.38) and Theorem 8.1 we get also
|E[∂2xY t,x,Pξt − ∂2xY t,x,Pξt′ ]|
≤
∫ t′
t
E[|(∂2hf)(Πt,x,Pξr , PΠt,ξr )(∂xΠ
t,x,Pξ
r )
2 + (∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)∂2xΠ
t,x,Pξ
r |]dr
≤ C(t′ − t) + CE[(
∫ t′
t
|∂2xΠt,x,Pξr |2dr)
1
2 ](t′ − t) 12 ≤ C(t′ − t) 12 .
(10.41)
Consequently, from (10.40) and (10.41) we have
|∂2xV (t, x, Pξ)− ∂2xV (t′, x, Pξ)|
≤ |E[∂2xY t,x,Pξt − ∂2xY t,x,Pξt′ ]|+ (E[sups∈[t′,T ] |∂2xY
t,x,Pξ
s − ∂2xY t
′,x,Pξ
s |2]) 12
≤ C|t′ − t| 18 , t, t′ ∈ [0, T ], x ∈ R, ξ ∈ L2(Ft).
Step 4. To prove iv) and v) of Lemma 10.2.
Let us prove v) which is more complicate, similar to prove iv). From (8.1) we have
∂y(∂µY
t,x,Pξ
s (y)) = ∂xΦ(X
t,x,Pξ
T )∂y(∂µX
t,x,Pξ
T (y)) +
∫ T
s
(∂hf)(Π
t,x,Pξ
r , PΠt,ξr
)∂y(∂µΠ
t,x,Pξ
r (y))dr
+
∫ T
s
Ê[∂y(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )(∂xΠ̂
t,y,Pξ
r )
2 + (∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂
2
xΠ̂
t,y,Pξ
r ]dr
+
∫ T
s
Ê[(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂t,ξ̂r )∂y(∂µΠ̂
t,ξ̂
r (y))]dr −
∫ T
s
∂y(∂µZ
t,x,Pξ
r (y))dBr
−
∫ T
s
∫
K
∂y(∂µH
t,x,Pξ
r (y, e))Nλ(dr, de), s ∈ [t, T ].
(10.42)
Now replace x by ξ in above equation (10.42) we get the solution (∂y(∂µY
t,ξ
s (y)), ∂y(∂µZ
t,ξ
s (y)),
∂y(∂µH
t,ξ
s (y))) of the following BSDE:
∂y(∂µY
t,ξ
s (y)) = ∂xΦ(X
t,ξ
T )∂y(∂µX
t,ξ
T (y)) +
∫ T
s
(∂hf)(Π
t,ξ
r , PΠt,ξr
)∂y(∂µΠ
t,ξ
r (y))dr
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+∫ T
s
Ê[∂y(∂µf)(Π
t,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )(∂xΠ̂
t,y,Pξ
r )
2 + (∂µf)(Π
t,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂
2
xΠ̂
t,y,Pξ
r ]dr
+
∫ T
s
Ê[(∂µf)(Π
t,ξ
r , PΠt,ξr
, Π̂t,ξ̂r )∂y(∂µΠ̂
t,ξ̂
r (y))]dr −
∫ T
s
∂y(∂µZ
t,ξ
r (y))dBr
−
∫ T
s
∫
K
∂y(∂µH
t,ξ
r (y, e))Nλ(dr, de), s ∈ [t, T ].
(10.43)
On the other hand, notice that we have for 0 ≤ t < s ≤ T , P-a.s.,
∂y(∂µX
t,ξ
T (y))=(∂xX
s,Xt,ξs ,P
X
t,ξ
s
T )∂y(∂µX
t,ξ
s (y))+Ê[∂y((∂µX
s,Xt,ξs ,P
X
t,ξ
s
T )(X̂
t,y,Pξ
s ))(∂xX̂
t,y,Pξ
s )
2]
+ Ê[(∂µX
s,Xt,ξs ,P
X
t,ξ
s
T )(X̂
t,ξ̂
s )∂y(∂µX̂
t,ξ̂,Pξ
s (y))].
(10.44)
Using similar arguments as for (10.40), applying Theorem 10.2 to above equation (10.43) by
using (10.44), (10.38), (10.40), Theorem 7.1, Propositions 5.1 and 4.1, (6.2), Lemma 3.1, Theorem
8.1, we obtain
E
[
sup
s∈[t′,T ]
|∂y(∂µY t,ξs (y))− ∂y(∂µY t
′,ξ
s (y))|2 +
∫ T
t′
(
|∂y(∂µZt,ξr (y))− ∂y(∂µZt
′,ξ
r (y))|2
+
∫
K
|∂y(∂µHt,ξr (y, e)) − ∂y(∂µHt
′,ξ
r (y, e))|2λ(de)
)
dr
]
≤ CE[|J1(t)− J1(t′)|2] + CE[
( ∫ T
t′
|J2(t, r)− J2(t′, r)|dr
)2
]
+ CE[
( ∫ T
t′
|((∂hf)(Πt,ξr , PΠt,ξr )− (∂hf)(Π
t′,ξ
r , PΠt
′,ξ
r
))∂y(∂µΠ
t,ξ
r (y))|dr
)2
]
+ CE[
( ∫ T
t′
|Ê[((∂µf)(Πt,ξr , PΠt,ξr , Π̂
t,ξ̂
r )− (∂µf)(Πt
′,ξ
r , PΠt
′,ξ
r
, Π̂t
′,ξ̂
r ))∂y(∂µΠ̂
t,ξ̂
r (y))]|dr
)2
]
≤ C|t− t′| 14 ,
(10.45)
where J1(t) := ∂xΦ(X
t,ξ
T )∂y(∂µX
t,ξ
T (y)), J2(t, r) := Ê[∂y(∂µf)(Π
t,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )(∂xΠ̂
t,y,Pξ
r )2
+(∂µf)(Π
t,ξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂2xΠ̂
t,y,Pξ
r ].
Furthermore, still applying similar arguments to the equation (10.42), but also using the
estimate (10.45), we obtain
E
[
sup
s∈[t′,T ]
|∂y(∂µY t,x,Pξs (y)) − ∂y(∂µY t
′,x,Pξ
s (y))|2 +
∫ T
t′
(
|∂y(∂µZt,x,Pξr (y))− ∂y(∂µZt
′,x,Pξ
r (y))|2
+
∫
K
|∂y(∂µHt,x,Pξr (y, e)) − ∂y(∂µHt
′,x,Pξ
r (y, e))|2λ(de)
)
dr
]
≤ C|t′ − t| 14 .
On the other hand, similar to (10.41) using (10.38) and Theorem 8.1 we get
|E[∂y(∂µY t,x,Pξt (y))− ∂y(∂µY t,x,Pξt′ (y))]|
≤ E[
∫ t′
t
|(∂hf)(Πt,x,Pξr , PΠt,ξr )∂y(∂µΠ
t,x,Pξ
r (y)) + Ê[∂y(∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )(∂xΠ̂
t,y,Pξ
r )
2
+ (∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂
t,y,Pξ
r )∂
2
xΠ̂
t,y,Pξ
r + (∂µf)(Π
t,x,Pξ
r , PΠt,ξr
, Π̂t,ξ̂r )∂y(∂µΠ̂
t,ξ̂
r (y))]|dr]
≤ C(t′ − t) 12 .
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Hence, from above two estimates we get
|∂y(∂µV )(t, x, Pξ , y)− ∂y(∂µV )(t′, x, Pξ , y)|
≤ |E[∂y(∂µY t,x,Pξt (y))− ∂y(∂µY t,x,Pξt′ (y))]| + (E[ sup
s∈[t′,T ]
|∂y(∂µY t,x,Pξs (y))− ∂y(∂µY t
′,x,Pξ
s (y))|2]) 12
≤ C|t′ − t| 18 , t, t′ ∈ [0, T ], x ∈ R, y ∈ R, ξ ∈ L2(Ω,Ft, P ).
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