ABSTRACT Visual question answering is a challenging multimodal task, which has received increasing attention in recent years. One key solution to visual question answering is how to fuse the visual and textual features extracted from the image and questions, and thus, we can comprehensively employ the information from both modals and deliver correct answers. Bilinear pooling has been a powerful fusion approach owing to its exhausting interaction of each element of two modals, but its overuse of parameters limits its practical application. In this paper, we aim to retain the advantages of bilinear pooling for feature interaction and propose a novel multimodal feature fusion approach named multimodal local perception bilinear (MLPB) pooling, which can retain the second-order interactions between visual and textual features with limited learning parameters. To be specific, the MLPB utilizes local perception mechanism, which transforms the bilinear pooling between two high-dimensional raw features into multiple low-dimensional part features. To further reduce the computational cost, we propose to share the learning parameters of each local bilinear pooling. In this way, MLPB can achieve the complex interactions of the bilinear pooling without taking up too much computational resource. Extensive experiments show that the proposed method can achieve competitive or better performance than the state of the art.
I. INTRODUCTION
Visual question answering (VQA) [1] is a crucial cross-modal task at the intersection of natural language processing (NLP) and computer vision (CV). VQA systems require to create a joint understanding of the visual and textual contents and provide answers for image-question pairs as illustrated in Fig 1. One challenging issue in most current VQA approaches is the multimodal feature fusion [2] , [3] . It needs to interact the information from different modals. Previous VQA frameworks attempted to utilize bilinear pooling [4] methods to establish sufficient interactions between features from two modals for multimodal feature fusion, rather than rely on concatenating vectors or applying element-wise sum or product. However, due to the outer product of two vectors, bilinear pooling produces a high-dimensional feature of quadratic expansion, which limits the design of modal structure and constrains the use of computational resources. To tackle this problem, many approaches were proposed to improve and simplify the bilinear pooling method, and achieved impressive performance for the VQA task, such as Multimodal Compact Bilinear (MCB) pooling [5] , Multimodal Low-rank Bilinear (MLB) pooling [6] , Multimodal Factorized Bilinear (MFB) pooling [7] and Multimodal Tucker Fusion (MUTAN) method [8] .
Among those improved bilinear pooling approaches, most VQA models tend to adopt MLB method for the multimodal feature fusion part, owing to its simplicity and impressive performance. However, in practice, MLB and related methods (MFB, MUTAN) operationally project two modal features into the same dimension and compute element-wise product in this common space. These fusion schemes essentially regress the bilinear interaction back to the linear fusion process, hence can hardly enhance sufficient interactions between the visual and textual features.
In this paper, we introduce a novel multimodal feature fusion approach named Multimodal Local Perception Bilinear (MLPB) pooling. Our motivation is to retain the bilinear pooling owing to its rich interactions of different features, and attempt to relieve its huge computational cost. To be specific, MLPB first projects the raw features from two modals into low-dimensional vectors to obtain the compact feature vectors, and we define such compact features vector as the kernel features. Thereafter, the raw image/text features are divided into several clips. Each image/text clip feature has the same dimension with the text/image kernel feature. Then the clip feature from one modal and the kernel feature from the other modal are fused with bilinear pooling. In this way, we transform the bilinear pooling of two highdimensional raw features into multiple bilinear poolings of clip features and kernel features. We further propose to share the parameters of all bilinear poolings to constrain the overall computational cost. The final fused feature is obtained by concatenating all the output features from the multiple bilinear poolings.
There are two characteristics for our MLPB method: (1) Local perception mechanism: our MLPB method still retains the second-order interaction between two modals. Unlike the traditional bilinear pooling method, the bilinear interactions in the MLPB are related to a kernel feature from one modal and a part of raw feature (clip feature) from the other modal. (2) Parameter-sharing mechanism: all the local bilinear pooling operations adopt the same learning parameters.
Benefited from the character of local perception, our MLPB method can not only retain the second-order interaction between two modals for obtaining rich fusion feature, but also reduce computing scales and resources by transforming the overall interaction between two modal features into part interactions. For the traditional bilinear pooling method, if the dimensions of multimodal features and output feature are 10 3 , it will produce 100 millions (10 3 × 10 3 × 10 3 ) of learning parameters. In comparison, for our proposed MLPB approach, when we set the dimension of the kernel feature as 100, the usage of learning parameters can be reduced to merely 10% (10 To summarize, benefited from local perception and parameter-sharing mechanisms, our MLPB consumes only one percent of the parameters in contrast to traditional bilinear pooling approach.
In a nutshell, our contributions are as follows:
• We propose a novel multimodal feature fusion approach named Multimodal Local Perception Bilinear (MLPB) pooling. Benefited from the local perception and parameter-sharing mechanism, MLPB could establish complex interactions between visual and textual modals with a relatively low computational resource.
• We perform the ablation studies to quantify the importance of different components in our MLPB model, and we also compare MLPB with other advanced multimodal fusion methods.
• We add our MLPB approach into attention framework, and obtain competitive results compared with other state-of-the-art VQA learning frameworks. The paper is organized as follows: Section II summarizes the related works in the VQA task. In Section III, we describe the definition of bilinear pooling method, and introduce the MLPB approach subsequently. In order to make detailed comparisons between MLPB and other multimodal feature fusion approaches, the method comparison and analysis are introduced in Section IV. In section V, we conduct experiments to evaluate our proposed model on the VQA dataset. We also perform ablation studies to quantify the roles of different components in our model, followed by conclusion in Section VI.
II. RELATED WORK
Due to the revolutionary advances of deep learning, visual question answering (VQA) has recently emerged as a more challenge multimodal task that requires to answer natural language question about a given visual content. In contrast to other popular multimodal task, such as cross-modal retrieval [9] and image captioning [10] , [11] , VQA is expected to comprehend visual and textual information logically and reason the answers under different conditions. Attention mechanism and multimodal feature fusion are two of the hot spots in recent VQA research.
A. ATTENTION MECHANISM
The important requirement for answering question based on the corresponding image is to obtain better comprehension about visual information. Therefore, attention mechanisms are widely adopted in VQA task for giving learning framework abilities to focus on important image regions or objects while answering a question.
Xu and Saenko [12] proposed question-guided spatial attention to calculating the contributions of different image regions based on the similarity between question sentence and image. Considering that the current attention mechanisms do not take the spatial relations between regions into account when predicting visual attentions. Chen et al. [13] proposed to adopt configurable convolution operation to find corresponding image information in the visual feature maps.
As the research of object detection [14] developed, object detection results are explored to replace visual features obtained from the whole image region. Shih et al. [15] adopted 100 detection boxes to generate visual attention mechanism for the VQA task. In order to get richer representation for visual information, Lu et al. [16] proposed a novel learning framework that integrates regionbased attention and object-based attention together. Recently, Anderson et al. [17] proposed to use the object features extracted by Faster R-CNN [18] to guide visual attention and achieved state-of-the-art results.
In the recent VQA research, co-attention learning frameworks have been popular since those approaches not only take the visual attention into account similar to most existing attention methods, but also explicitly consider attention in textual information. Lu et al. [19] introduced a novel hierarchical coattention model that the given question is extracted to word, phrase and question level embeddings, and the co-attention mechanism is applied at each level. In order to attend to special regions in image and words in question sentence through multiple steps and gather the important information from two modals, dual attention network proposed by Nam et al. [20] and achieve impressive performance in the VQA dataset.
B. MULTIMODAL FEATURE FUSION
The multimodal feature fusion can be regarded as joint feature embedding process that combining image and question features learned by deep learning framework, and to solve the VQA task as a multi-class classification problem.
It is intuitive to adopt linear fusion model to fused two modal feature vectors together, such as concatenation, addition and element-wise multiplication. Concatenation is a simple approach to combine two modal features together. Zhou et al. [21] learned image feature with CNN and question feature from LSTM, and they adopted concatenation method to fuse two feature together for answer prediction. However, it simply put two modal feature vectors together, instead of obtaining the interaction information between two modals. Liu et al. [22] proposed to adopt element-wise multiplication for the joint residual mappings between visual and textual feature, and achieve impressive performance in the VQA task.
Compared to those simple linear fusion model, high-order embedding approaches are more attractive in the VQA task, such as the bilinear pooling method. The outer product operation in bilinear pooling can effectively get complex information by second-order interactions. It also has been verified to successfully adopted in some deep learning task, and achieved state-of-the-art performances, such as fine-grained image classification task.
However, bilinear representations are high-dimensional which limit the applicability to computationally complex tasks. To deal with this problem, Multimodal Compact Bilinear (MCB) pooling [5] , Multimodal Low-rank Bilinear (MLB) pooling [6] , Multimodal Factorized Bilinear (MFB) pooling [7] and Multimodal Tucker Fusion (MUTAN) [8] are introduced to refine bilinear pooling method. MCB adopted Count Sketch projection function [23] to project the outer product to a lower dimensional space and replace outer product operation with Fourier transform for reducing learning parameters considerably. Motivated by matrix decomposition, MLB approach is proposed that factors a three-dimensional weight tensor for bilinear pooling into three two-dimensional weight matrices, which enforces the rank of the weight tensor to be low-rank. Compared with MLB, MFB aims to expand fusion feature into highdimensional space and squeeze them into compact feature for obtaining rich interaction information. MUTAN is a novel multimodal feature fusion method that combined Tucker decomposition and low-rank matrix constraint. Benefited from Tucker decomposition, MUTAN is able to represent full bilinear interactions and maintain the model size tractable. By using low-rank matrix constraint, MUTAN avoid outer product operation for saving massive learning parameters.
However, MCB produce high-dimensional features and utilize numerous learning parameters. The MLB, MFB and MUTAN approaches transform outer product operation into element-wise multiplication which may not achieve second-order interaction between two modals feature vectors. In this paper, we propose a novel multimodal feature fusion approach named Multimodal Local Perception Bilinear (MLPB) pooling aiming to retain the second-order interaction in bilinear pooling and release the computation resource as possible. Through the extensive experiments, our MLPB achieve competitive or state-of-the-art accuracy and performance in the VQA task.
III. METHODOLOGY
Visual question answering is a typical multimodal task that needs to predict the most likely answerâ for the given image I and the corresponding question Q. The overall process of VQA can be formulated as:
Where A is the set of candidate answers, and θ is the learning parameters in the VQA learning framework. The baseline architecture in this paper is shown in Fig. 2 , which can be divided into three part: feature extraction, multimodal feature fusion and answer prediction. For the feature extraction, we use LSTM network to extract question feature and obtain the representation from the output of the last hidden state in LSTM. The ResNet model is used to get spatial feature for image content. Then the visual and textual representations are fused using multimodal feature fusion operators to produce ultimate fusion feature for answer prediction in Eq. (1) .
In this paper, we are interested in the multimodal feature fusion and aim to generate a good joint representation by pooling both representations. Obtaining better multimodal modal feature representation is an important prerequisite for achieving better performance in the VQA task. For the feature fusion approach in our baseline model, we follow other widely used VQA frameworks, and select the simple and effective MLB method for multimodal feature fusion methods in Fig. 2 .
In this section, we first describe the definition of the traditional bilinear pooling method, and then introduce the detail of our MLPB architecture for the VQA task.
A. BILINEAR POOLING METHOD
The bilinear pooling method is introduced in the fine-grained visual recognition task [24] . When employed in the VQA task, the bilinear pooling has two phases: the second-order interaction f is obtained by a weighted pooling of a global descriptor, which comes from the outer product of the image feature with question feature:
Where f ij is the index (i, j) of interaction feature f . v ∈ R m and q ∈ R n imply the image feature and question feature respectively. m and n is the dimension of v and q.
Then the second-order interaction feature is fed into the fully connected layer to obtain the final fusion feature z:
Where z k ∈ R l is the k th element of the final fusion feature vector and l is the dimension of it. The w kij ∈ R k×i×j and b k ∈ R l imply the weight and bias of the fully connected layer, respectively.
From the definition of bilinear pooling method, all pairwise interactions among two modal features are considered. The number of learning parameters is l × (m × n + 1) including a bias vector b.
B. LOCAL PERCEPTION BILINEAR POOLING METHOD
In order to break the limitation for model structure and computational resource caused by bilinear pooling method. We propose a novel pooling method named Multimodal Local Perception Bilinear (MLPB) pooling. In the VQA task, MLPB is a dual learning framework which is composed of question-kernel-based pooling and image-kernel-based pooling. In this part, we first introduce image-kernel-based pooling to present our method in detail.
The sketch map of image-kernel-based pooling method is shown in Fig. 3 . Firstly, the image feature is fed into a fully connected to obtain image kernel feature in a low dimension:
Where the parameters w and b indicate the weight and bias in fully connected layer. vk ∈ R p is the image kernel feature, and p is the demension of it. Then the image kernel feature vk interacts with the first part of question feature with bilinear pooling method and gets the fusion feature in the first step:
Where h step=1,k ∈ R o is the k th element of the fusion feature in first step. o denotes the dimension of output feature for local perception bilinear pooling.
Similar to the operation of convolutional neural network, the image kernel slides a certain step to another part of question feature, and interacts with it using the same bilinear pooling method (shared learning parameters), the fusion feature in step q can be formulated as follows:
Where t is the fusion feature in step t, and s indicate the sliding stride of image kernel.
The final fusion feature h vk is obtained by concatenating fusion features from all steps as follows:
Where T is the total step in image-kernel-based pooling method.
The question-kernel-based pooling method is a symmetric operation compared to image-kernel-based pooling method. It projects raw question feature into kernel feature, and the question kernel feature interacts with each image clip feature to obtain the final fusion feature. The overall framework of our MLPB approach is illustrated in Fig.4 . The final fusion feature of MLPB is computed by concatenating two output feature together as follows:
Where h qk is the final fusion feature in question-kernelbased pooling method. In summary, the MLPB method we proposed is a novel multimodal feature fusion approach that transforms the bilinear pooling between two modals feature into many local perception bilinear poolings between kernel vectors and part of feature vectors. The detailed character of MLPB and the comparison with other state-of-the-art feature fusion approaches are described in the next section.
IV. MODEL COMPARISON AND ANALYSIS
In this section, we mainly compare our MLPB approach with other state-of-the-art multimodal feature fusion methods. We demonstrate the operation process of bilinear pooling, MLB, MFB and MUTAN with neural network structures shown in Fig. 5 . For each model framework, there are two input features in the left, which stand for visual and textual representations. The feature maps in the right imply the fusion features with the corresponding multimodal feature fusion models.
A. MULTIMODAL BILINEAR POOLING
The definition of multimodal bilinear pooling is described in Section II and its operation process is shown in Fig. 5(a) . Benefited from the outer product operation, bilinear pooling can obtain rich pairwise interactions between two modal features. However, if the raw visual and textual features are high dimensions, owing to the quadratic expansion from outer product, bilinear pooling would produce an extremely high-dimensional fusion feature. This severely constrains its practical applications.
In contrast to bilinear pooling, MLPB still adopts outer product to achieve second-order interactions between two modal features, but the operation is carried out between image/question kernel features and question/image clip features in the low-dimensional space. In addition, all the local bilinear pooling methods share learning parameters. Thus, MLPB can effectively overcome the drawbacks of bilinear pooling.
B. MULTIMODAL LOW-RANK BILINEAR POOLING
Low-rank bilinear method is a good way to reduce the rank of the weight matrix to have less number of parameters for regularization. Kim et al. [6] proposed low-rank bilinear pooling using Hadamard product to achieve multimodal feature fusion with fewer parameters. The neural network framework of MLB is shown in Fig. 5(b) and its definition can be formulated as follows:
Where U ∈ R m×d and V ∈ R n×d are the learning parameters of two fully connected layers aiming to project two modal features into the same dimensional vectors.
By rewriting the weight matrix as W = UV T , MLB method imposes a restriction on the rank of W to be at most d ≤ min (N , M ) . However, MLB method transforms the second-order interaction between two modals into point-wise interaction (Hadamard product). It essentially regresses the bilinear interaction back to the linear fusion process, hence can hardly enhance sufficient interactions between the visual and textual features.
C. MULTIMODAL FACTORIZED BILINEAR POOLING
Due to the slow convergence rate and the sensitivity to the learning parameters, Yu et al. [7] proposed Multimodal Factorized Bilinear pooling to refine the MLB model. The MFB model in Fig. 5(c) firstly expand two modal features to highdimensional space, and fuse them with Hadamard product. Then the MLPB method uses the sum pooling operator to VOLUME 6, 2018 squeeze the high-dimensional fusion feature into the compact output feature. The definition of MFB is:
Where the function Sumpooling (x, n) employs a one-dimensional non-overlapped window with the size n to perform sum pooling over n.
Benefited from the high-dimensional feature projection and sum pooling operation, MFB delivers more powerful representation capacity than MLB, thus can obtain better performance. But this refinement of MFB focuses on enriching feature representations in single modal, rather than multimodal fusion. Thus, MFB also can not obtain sufficient interactions between visual and textual features as the MLB approach.
D. MULTIMODAL TUCKER FUSION
Motivated by Tucker decomposition, Ben-Younes et al. [8] proposed the MUTAN method to focus on modeling rich and fine interactions between two modal features. From the perspective of matrix decomposition, MUTAN firstly separates the whole learning parameters of bilinear pooling into four components: three weight matrixes and one core tensor. And then, the tensor sparsity is used to perform multimodal feature fusion. The neural network structure of MUTAN model is shown in Fig. 5(d) (when the constant is 1) .
Compared with MLB, MUTAN adopts two fully connected layers to obtain representations for each modal representation, which means that MUTAN could keep different dimensions for projected vectors from two modals before feature fusion (the dimensions of two modal features from the first fully connected layers can be different). Although it has the ability to explicitly control the model complexity, and to choose great repartition of learning parameters, the final fusion features are still obtained by fusing visual and textual features with element-wise multiplication by tensor sparsity.
In comparison with MLB, MFB and MUTAN, the greatest strength of MLPB is that it can still retain complex multimodal interactions (outer product) in the case of less usage on learning parameters. After all, the original goal of bilinear pooling is to consider all pair-wise interaction between two modal features. Hence it may be inappropriate to simplify bilinear pooling into simple linear fusion model, such as element-wise multiplication.
To summarize, in contrast to the state-of-the-art multimodal feature fusion approaches described as above, our MLPB approach illustrated in Fig. 2 and Fig. 3 not only considers the second-order interactions between two modal features by retaining outer-product operation, but also reduces the usage of computational resource due to the operation of local perception and sharing learning parameters.
V. EXPERIEMNTS AND RESULTS

A. DATASETS
All the experiments are performed on the commonly used VQA dataset [1] which is generally considered as a large-scale and representative dataset for the visual question answering task. The dataset contains 204,721 images found in MS-COCO dataset. For the questions, it consists of 248.349 training questions, 121,512 validation questions and 244,302 testing questions. Additionally, there is a 25% test subset called test-dev. All the corresponding questions and labels are generated by using Amazon's Mechanical Turk (AMT). There are three question types including yes/no, number and other. For each question, 10 free-response answers are provided. There are two tasks provided to evaluate performance: Open-Ended (OE) and MultipleChoices (MC). In this paper, we focus on Open-Ended task where the ground truth answers are given in free natural language phrase.
B. EVALUATION METRICS
The ground truth answers in the VQA dataset are generated by human consensus, the evaluating metric Acc (a) can be formulated as follows:
Where Annot (a) is the count of the annotations a voted by different annotators.
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C. DETAILS OF EXPERIMENTS
For the textual representation, we use the external pre-trained word model with GloVe [25] . The maximal length of the questions and the dimension of word vectors is 15 and 300 respectively. A dropout layer with 0.3 ratio is added after each LSTM layer [26] . With regard to the visual representation, the ResNet [27] is adopted to extract image feature and produces feature maps of size 14 × 14 × 2048. The number of candidate answers is 3000.
As for training parameters, we employ the Adam solver with β 1 = 0.9, β 2 = 0.9, and the initial learning rate is set to 0.007. The batch size is 64, and the number of iterations is fixed to 100K. All experiments are fulfilled with PyTorch toolbox, and performed on the workstations with NVIDIA GTX-1080 Ti and Titan Xp GPUs.
D. ABLATION STUDY
To demonstrate the improvements and effectiveness of our MLPB method, we perform the ablation studies to quantify the roles of different components in our model. The experiments are conducted under the baseline architecture described in the Fig. 1 Since the MLPB is composed of image-kernel-based pooling (IP) and question-kernel-based pooling (QP) as described in section III, we first evaluate the effects of such two components in the MLPB. From the accuracies of QP and IP, they get similar performances in our experiments. In addition, compared with QP method (57.50% in Val dataset and 59.58% in Test-dev dataset), IP gets slightly better results (57.82% in Valset and 59.80% in Test-dev dataset). It may indicate that the image kernel feature can better retain the information from the raw image feature. By combining QP and IP, the MLPB approach raises approximately 1% of accuracies on Val and Test-dev datasets.
In order to demonstrate the contribution from the parameter-sharing mechanism, we conduct the experiments on the MLPB without sharing parameters (w/o sharing). In contrast to MLPB without sharing learning parameters, our MLPB reduces the learning parameters enormously (from 70.8 to 13.5), thereby releasing large amount of computational resources. Moreover, MLPB method can surprisingly obtains relatively better accuracy than the MLPB without the sharing parameters.
As for the local perception mechanism, we make comparisons between MLPB and the MLPB where local bilinear pooling operations are replaced by element-wise multiplication (element-wise). As shown in the last row in Tab. 1, the accuracy of MLPB with local element-wise multiplication (58.11%) is lower than the counterpart of MLPB. It verifies that retaining the bilinear pooling in our MLPB approach is correct and necessary, since the bilinear pooling can achieve complex interactions and obtain better fusion feature in comparison with element-wise multiplication.
E. COMPARISON OF FUSION METHOD
In this subsection, we make the comparisons between our MLPB method and other state-of-the-art multimodal feature fusion approaches quantitatively under the same experimental framework. All the experiment settings are the same as them in ablation study. Concat denotes a fundamental method that simply concatenates image feature and question feature together as the fusion feature. We follow the optimal parameter settings in the original works of MLB, MFB and MUTAN. The output dimension of 1200 for MLB and 1000 for MFB (the size of non-overlapped window is 5). For MUTAN model, all the projection dimensions are equal to 360, and the constant is 10. The experimental results are presented in Tab. 2. We also attempt to evaluate the traditional bilinear pooling approach, but the consumption of tremendous learning parameters makes it infeasible to evaluate under a reasonable assumption. From the accuracy on Val andTest-devdatasets in Tab 2, Concat approach obtains the worst result, which demonstrates that it can not achieve great information interaction by simply concatenating visual and textual features together. Compared with MUTAN and MLB, the MFB approach gets better results in this task. The main reason is that MFB has the better multimodal representation by projecting visual and textual feature into the high-dimensional space. Compare with MLB, MFB and MUTAN that obtain fusion feature using two modal raw features, our proposed method focuses on the interactions between kernel features and clip features. In addition, our proposed approach obtains competitive performance in all types of questions, which validates that it can effectively obtain multimodal interactive information by second-order interactions, though the bilinear poolings are operated between clip features and kernel features. The Fig.6 illustrates the relationship between the model size (usage of learning parameters in million) and Test-dev accuracy. Obviously, MUTAN consumes the minimum learning parameters, due to the reason that the Tucker decomposition transforms the global learning tensor into core learning tensor, and commendably limits the model size. Concat utilizes relatively more computational resource than MUTAN and MLB. Although the concatenation operation does not consume any parameter, the concatenated feature is normally followed with a fully connected layer in order to make the answer prediction, and the concatenated feature is a relatively high-dimensional vector (3072 in our baseline framework) in Concat approach. From the results of MLPB and MFB, these two methods achieve almost the same accuracy on Testdev, but MLPB employs evidently less learning parameters than MFB. Thus the MLPB approach can be more effectively adopted in VQA learning framework compared with the MFB.
F. COMPARISON WITH THE STATE-OF-THE-ART IN VQA DATASET
In order to compare our MLPB method with other stateof-the-art works, we adapted MLPB into the co-attention framework proposed in [5] . The state-of-the-art comparison results are shown in Tab. 3, we can notice that the learning frameworks with effective bilinear fusion method (MLB, MFB, MLPB) tend to obtain better results than other works with less powerful fusion scheme. Specially, our MLPB method and the MFB are conducted under the same co-attention framework. From the results on the Test-dev and Test datasets, MFB and MLPB achieve similar performance across multiple question types. This is consistent with our previous experiments without attention mechanism, and verifies that MLPB could be effectively employed in different frameworks. We divided those results into two groups: the first group of results are from top-3 solutions in VQA v2.0 challenge. The second group of results are from some attention based methods related to us. From Tab. 4, our proposed MLPB method achieves overall 64.10% overall accuracy, which is better than MCB and MLB, especially on the Other type.
Although the top-3 solutions in the VQA v2.0 challenge show better accuracy than our MLPB, they heavily rely on model ensemble, while their best results are obtained by ensembling dozens or even hundreds of models. Even for the first place solution, their best model is still worse than that of our single model of MLPB.
VI. CONCLUSION
In this paper, we propose the Multimodal Local Perception Bilinear (MLPB) pooling strategy for multimodal feature fusion in the VQA task. In order to retain the secondorder interactions between two modal features and minimize the learning parameters, our MLPB method transforms the bilinear pooling operation between two raw features into multiple local perception operations between kernel features and local features. By adopting parameter-sharing mechanism, the learning parameters are further reduced. We achieved competitive or state-of-the-art performance compared with other multimodal feature fusion approaches. In our future research, we will attempt to employ the MLPB approach into other multimodal learning tasks.
