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Введение
В работах [14]–[19] исследованы краевые задачи дифрак-
ции на областях с неровной границей в случае, когда граница
принадлежит классу C(2) или C(1;), 0 <   1. Этот слу-
чай будем называть случаем с гладкой границей или просто
гладким случаем. Для этого случая в работах [14, 18, 19] до-
казано существование и единственность классических реше-
ний краевых задач, найдено представление решений в виде
обобщенных потенциалов простого и двойного слоев, плот-
ности которых находятся как решения интегральных урав-
нений Фредгольма второго рода.
Если граница области содержит точки нарушения гладко-
сти, то постановка краевых задач дифракции должна учи-
тывать это обстоятельство в виде дополнительных условий,
например, условия на ребре ([9, 22]). Исследование разреши-
мости краевых задач также имеет ряд существенных особен-
ностей.
В этой работе рассматривается задача нахождения элек-
тромагнитного поля, возникающего в результате рассеяния
плоской поляризованной электромагнитной волны, падаю-
щей на бесконечную реше¨тку с конечной нарезанной частью.
Нарезанная часть реше¨тки может иметь конечное число то-
чек нарушения гладкости. Будем предполагать, что точки
нарушения гладкости являются ре¨брами. Отметим, что это
один из случаев в классификации особых точек (см., напр.,
[13, 23]). Вообще говоря, профиль реше¨тки (нарезанный уча-
сток) произволен, с одним лишь ограничением, что размеры
элементов реше¨тки соизмеримы с длиной падающей волны.
Задача дифракции сформулирована в виде краевой задачи
для уравнения Гельмгольца с граничными условиями типа
Дирихле или Неймана, условием на ребре в точках наруше-
ния гладкости и условиями излучения на бесконечности.
Опираясь на исследования в гладком случае [14] – [19],
в данной работе доказано существование и единственность
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обобще¨нного по Винеру решения краевой задачи. Доказа-
но, что полученное решение является классическим. Реше-
ние представлено в виде обобще¨нного потенциала и доказа-
на теорема эквивалентности краевой задачи интегральному
уравнению второго рода. На основе метода сплайн–подоб-
ластей решения интегральных уравнений построен алгоритм
приближе¨нного решения краевой задачи. Для теоретическо-
го обоснования вычислительной схемы привлече¨н аппарат,
разработанный Б.Г. Габдулхаевым (см., напр., [5]), а также
использованы результаты Ю. Р. Агачева [1].
Постановка краевых задач
Рассматривается следующая дифракционная задача. На
реше¨тку под углом  падает плоская электромагнитная вол-
на длины . Схематично геометрия дифракционной задачи
представлена на рис. 1. Считаем, что угол  ( 2 <  < 2 )
отсчитывается от положительного направления оси z к на-
правлению падения волны.
В области над реше¨ткой среда однородна и характеризу-
ется параметрами " и  (подробности см., напр., [2, 9]). Коле-
бания совершаются в гармоническом режиме, и зависимость
от времени t имеет вид e i!t. Требуется найти рассеянное
реше¨ткой электромагнитное поле.
Падающее поле можем записать в виде (см., напр., [7, 28])
u0(x; z) = e
i k (x  z)  e i ! t;
где  = sin ,  = cos  — составляющие волнового вектора,
а k = !p" — волновое число. В дальнейшем временной
множитель будем опускать.
Согласно основным законам электродинамики (см., напр.,
[7, 9, 28, 29]) электромагнитное поле характеризуется напря-
женностью электромагнитного поля ~E и напряженностью маг-
нитного поля ~H. При изучении дифракционных явлений, вы-
званных падением плоской электромагнитной волны на гра-
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Рис. 1: Геометрия задачи.
ницу раздела двух сред, выделяют два случая поляризации,
которые принято называть TE (от transverse electric) поля-
ризацией и TM (от transverse magnetic) поляризацией, по-
следний случай обозначают также как TH–поляризацию. В
TE–случае электрическое поле перпендикулярно плоскости
падения волны, т.е. ~E = u(x; z)  ~y0, и задача сводится к на-
хождению единственной составляющей электрического век-
тора
u(x; z) = Ey(x; z):
Остальные составляющие электромагнитного поля определя-
ются из уравнений Максвелла через Ey:
Hx =   i
!
@Ey
@z
; Hz =
i
!
@Ey
@x
:
В случае TH–поляризации, вектор магнитного поля ~H пер-
пендикулярен плоскости падения волны, т.е. ~H = u(x; z)  ~y0
и достаточно найти компоненту магнитного поля
u(x; z) = Hy(x; z);
через которую из уравнений Максвелла вычисляются осталь-
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ные компоненты электромагнитного поля:
Ex =
i
!"
@Hy
@z
; Ez =   i
!"
@Hy
@x
:
С математической точки зрения, эти случаи соответству-
ют краевыми задачам с различными граничными условиями,
а именно, случаю TE–поляризации отвечает краевая задача
с условием Дирихле на границе, а в случае TM–поляризации
исследуется краевая задача с условием Неймана (подробно-
сти, см., напр., [7, 9, 24, 28]).
Пусть a — положительное вещественное число. Обозна-
чим через f(x) — кусочно–гладкую функцию, такую, что
supp f  [ a; a] и рассмотрим в плоскости R2 с координа-
тами x и z область
S = f(x; z) : z > f(x);  1 < x <1g :
Для границы этой области справедливо представление
@S   =  [ f (x; 0) : x 62 [ a; a] g;
где через  обозначен неровный участок границы, который
можно записать в виде
 = f(x; f(x)) : x 2 [ a; a]g:
Предполагаем, что граница области кусочно–гладкая и каж-
дый гладкий участок описывается функцией из класса C(2).
Обозначим через 
 = fwjgmj=1   множество точек наруше-
ния гладкости.
Заметим, что структуры с рассматриваемой здесь геомет-
рией включают в себя широкий класс дифракционных реше¨-
ток (см., напр., [28]), типичные примеры которых приведены
на рис. 2.
Обозначим через ~nP вектор единичной нормали в точке P
границы, а через
@
@~nP
— правильную нормальную производ-
ную в точке P (см., напр., [3]). Эта производная определена
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Рис. 2: Типичные примеры дифракционных реше¨ток.
во всех точках границы, за исключением конечного числа то-
чек нарушения гладкости (ре¨бер).
Сформулируем задачу рассеяния в следующем виде.
Найти функцию u(x; z), такую, что
4u(x; z) + k2 u(x; z) = 0; (x; z) 2 S; (1)
u(x; z) = h(x); (x; z) 2 n
 (2)
(задача Дирихле) или
@u(x; z)
@~nP
= g(x); P = (x; z) 2 n
 (3)
(задача Неймана).
Предполагаем, что в точках нарушения гладкости wj 2

 функция u(x; z) удовлетворяет условию на ребре следую-
щего вида (см., напр., [9, 20, 22]):
lim
!0 Im
Z
C\S
u
@u
@~n
d` = 0; (4)
где C — окружность радиуса  с центром в точке w 2 
.
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Кроме того, требуем выполнения условий излучения
u = eikrO
 
1p
r
!
;
@u
@r
  iku = eikro
 
1p
r
!
; r !1; (5)
r =
p
x2 + z2 !1;
где
u(x; z) = u(x; z)  eu(x; z); (6)
через eu(x; z) обозначено решение краевой задачи для полу-
плоскости [25].
Задача дифракции плоской электромагнитной волны
ei k (x  z)  e i ! t;  = cos ;  = sin  (7)
в случае TE–поляризации соответствует краевой задаче (1)–
(5) с краевым условием (2), в котором
h(x) =  u0 (x; f(x)) ; x 2 [ a; a] :
Случаю TM–поляризованной волны отвечает краевая задача
с условием (3), в котором
g(x) =   @u0
@~nP
(x; f(x)) ; x 2 [ a; a] :
Здесь u0(x; z) = eik(x z) и
eu(x; z) =
8><>:
 eik (x+z); в случае TE–поляризации;
eik(x+z); в случае TM–поляризации:
(8)
Определение 1. Классическим решением краевой за-
дачи (1) – (5) назовем функцию u(P ) 2 C2(S) \ C

S n 


,
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удовлетворяющую в области S уравнению Гельмгольца, од-
ному из граничных условий (2) или (3), условию излучения
(5) и условию на ребре (4) в точках нарушения гладкости.
Здесь через 
 обозначено объединение произвольно малых 
– окрестностей точек wq 2 
, q = 1; : : : ;m.
Такое определение классического решения возможно толь-
ко в случае конечного числа точек нарушения гладкости и
является общепринятым (см., напр., [26]). Вместо термина
классическое решение в кусочно–гладком случае использу-
ется также термин квазиклассическое решение (см., напр.,
[10]).
Единственность решения
Аналогично методу выметания (см., напр., [8]) введе¨м об-
ласти Sj с границами j 2 C(2), так что
Sj  Sj+1  S; j = 1; 2; : : : ;
1[
j=1
Sj = S:
Области Sj (j 2 N) можем выбрать, например, следующим
образом. Пусть M = max
 axa
f(x) и 0 <  < M=2, обозначим
через eC;` — круг радиуса  = =j с центром в точке w` 2 
,
` = 1; : : : ;m. Положим
Sj = eSj[
 
m[
`=1
( eC;` \ S)
!
;
где eSj = Sn Sm`=1( eC;`) и C;` — окружность радиуса  с
центром в w`, ` = 1; : : : ;m.
Рассмотрим также ограниченные области Sj;R, определе¨нные
для вещественных R > a (см. рис. 3):
Sj;R = f(x; z) : x2 + z2  R2; z > fj(x)g;
где fj(x) — функции, определяющие границы областей Sj
(т.е. @Sj = (x; fj(x))), j 2 N.
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Этот пример показывает, что последовательность обла-
стей fSjg11 можем выбрать так, что границы @Sj областей
Sj принадлежат   @S, за исключением участка 0j   n
(@Sj \ ), длина которого стремится к 0 при j ! 1. Кроме
того, аппроксимирующие области можно выбрать так, что
0j  Sj+1, j 2 N.
Определение 2. Пусть краевая задача (1) – (5) раз-
решима в областях Sj (j = 1; 2; : : :) и fuj(P )g11 — после-
довательность решений. Обобще¨нным по Винеру решением
краевой задачи назовем функцию
u(P ) = lim
j!1
uj(P ); P 2 S;
если предел существует и не зависит от выбора аппрокси-
мирующей последовательности областей.
Более подробную информацию о обобще¨нных решениях по
Винеру можно найти в [13, 21].
Рис. 3: Аппроксимация гладкими областями.
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Лемма 1. Если функция u(P ) 2 L2(S) удовлетворяет
условиям краевой задачи (1) – (5) и Im k  0; Re k 6= 0, тоZ
+R
u(P )
@u(P )
@~nP
dsP ! 0; при R! 1:
Здесь через +R обозначен лежащий в S участок окружно-
сти радиуса R с центром в начале координат.
Доказательство. Для фиксированных вещественного чис-
ла R > a и натурального j рассмотрим область Sj;R. Извест-
но, что C1(Sj;R) плотно в L2(Sj;R). Пусть fu`g — предста-
витель класса u. Применим к функциям u`(x; z) и u`(x; z)
вторую формулу Грина в области Sj;R:Z
Sj;R
Z
(u`4u`   u`4u`) d =
Z
@Sj;R
 
u`
@u`
@~nP
  u` @u`
@~nP
!
dsP :
Переходя к пределу при ` ! 1, получим формулу Грина
для функций u и u:Z
Sj;R
Z
(u4u  u4u) d =
Z
@Sj;R
 
u
@u
@~nP
  u @u
@~nP
!
dsP : (9)
Интегралы в данном случае понимаются в смысле Лебега.
Пусть k =  + i, тогда, учитывая, что 4u =  k2 u и
4u =  k2 u; получаем, что интеграл в левой части (9) равен
i (4  )
Z
Sj;R
Z
u u d:
Интеграл в правой части (9) можно записать как интеграл
по участку границы @Sj \ SR и интеграл по +R, здесь
SR =
n
(x; z) : x2 + z2  R2
o
\ S:
Из граничных условий следует, что интеграл по участку
границы @Sj \ SR в пределе по j !1 стремится к нулю. Из
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условий излучения получаем, что интеграл по +R равен
 2i
Z
+R
juj2 dsP + o( 1
R
)R:
Таким образом, в соотношении (9) в пределе при R ! 1
получаем
i (4  )
Z
SR
Z
juj2 d + i(2 )
Z
+R
juj2 ds ! 0: (10)
По условиям леммы  = Re k 6= 0,  = Im k > 0, поэтому
оба члена в последнем соотношении положительны и, следо-
вательно, в пределе при R ! 1, каждый из них стремится
к 0.
Из условий излучения для функций u и u получаем
@u
@r
=  iku+ o( 1p
r
)e i
kr;
@u
@r
= iku+ o(
1p
r
)eikr:
Поэтому в пределе R!1 интеграл
J =
Z
+R
u
@u
@~nP
dsP =
Z
+R
u
@u
@r
dsP
равен
J =  ik
Z
+R
juj2dsP + e ikRo( 1p
R
)
Z
+R
u dsP :
Учитывая, что при R!1
u = eikRO(
1p
R
); u = e i
kRO(
1p
R
);
получаем
J =  ik
Z
+R
juj2 dsP + o( 1
R
)R:
12
Следовательно, при R!1Z
+R
u(P )
@u(P )
@~nP
dsP ! 0:
Теорема 1. При условии Im k  0 ( и, дополнительно,
Re k 6= 0 в случае граничного условия (3)) краевые задачи (1)
– (5) могут иметь не более одного решения в классе квадра-
тично–суммируемых в смысле Лебега функций.
Доказательство. Предположим, от противного, что су-
ществуют два решения v1(x; z) и v2(x; z) краевой задачи (1)
— (5), принадлежащих пространству L2(S). Пусть u(x; z) =
v1(x; z)  v2(x; z), (x; z) 2 S.
Рассмотрим функции uj(x; z), j = 1; 2; : : :, определе¨нные в
областях Sj следующим образом:
uj(x; z) =
(
u(x; z); (x; z) 2 Sj [ (j \ ) ;
0; в остальных случаях;
т.е. значения функции uj(x; z) совпадают со значениями функ-
ции u(x; z) в области Sj и на общих участках границ  и j, а
на оставшейся части границы доопределены нуле¨м. Очевид-
но, что uj 2 L2(S).
Поскольку функции из C1(Sj;R) плотны в L2(Sj;R), суще-
ствует последовательность непрерывных функций fuj;`g1`=1,
сходящихся к uj по норме пространства L2(Sj;R).
Для фиксированных целого j и R > a применим в области
Sj;R первую формулу Грина к функциям uj;` и uj;` и перейдем
к пределу при `!1, в результате получимZ
Sj;R
uj uj d +
Z
Sj;R
jrujj2 d =
Z
@Sj;R
uj
@uj
@~nP
dsP : (11)
Интеграл в правой части (11) представим в виде суммы ин-
тегралов по составляющим границы @Sj;R = j [+R. Соглас-
но определению функций uj(x; z), справедливо утверждение
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леммы 1 (поскольку в области S функция uj(x; z) совпадает
с u(x; z), удовлетворяет на границе j условию Дирихле или
Неймана, а на бесконечности — условиям излучения), поэто-
му в пределе при R!1 формула (11) переходит вZ
Sj
uj uj d +
Z
Sj
jrujj2 d =
Z
j
uj
@uj
@~nP
dsP : (12)
В силу граничных условий правая часть формулы (12) равна
нулю. Следовательно, uj(x; z) = 0 при (x; z) 2 Sj. В пределе
при j ! 1 приходим к равенству u(x; z) = 0 для (x; z) 2 S.
Таким образом, решение краевой задачи единственно.
Существование решения
Выберем последовательность областей Sj (j = 1; 2; : : :),
аппроксимирующих область S и обладающих свойствами:
: : :  Sj  Sj+1  : : :  S; j  @Sj 2 C(2): (13)
Как было замечено ранее, последовательность областей мо-
жем выбрать так, что
; 6= @Sj \  j 2 N (14)
и длина участка 0j   n (@Sj \ ) стремится к 0 при j !1,
т.е. границы областей Sj совпадают за исключением участка
0j. Более того, можем считать, что этот участок содержит-
ся в Sj+1. Будем обозначать через ej участок границы @Sj,
лежащий в S, т.е.
ej =  \ @Sj; j = 1; 2; : : : : (15)
Для каждого j 2 N рассмотрим краевую задачу (1) –
(5) в области Sj (т.е. при  = j и 
 = ;). Согласно ре-
зультатам работ [14, 18, 19], краевая задача в области Sj
имеет единственное решение uj(x; z), принадлежащее клас-
су C2(Sj) \ C (Sj [ j) (в случае граничного условия (3) к
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определению класса добавлено условие существования пра-
вильной нормальной производной на границе). В случае за-
дачи Дирихле функция uj(x; z) представима в виде комбина-
ции вспомогательного решения eu для случая полуплоскости
и обобще¨нного потенциала двойного слоя Wfj ;  g:
u (M) = eu (M) + Wfj ;  g(M); M 2 S; (16)
Wfj ;  g(M) 
Z
j
@ G1 (M; P )
@ ~nP
 () dsP : (17)
Решение краевой задачи Неймана представимо в виде
u (M) = eu (M) + Vfj ;  g(M); (18)
где
Vfj ; 'g(M) 
Z
j
G2 (M; P )'() dsP ; (19)
обобще¨нный потенциал простого слоя. Здесь
Gm(M;P ) =
 i
2
n
H
(1)
0 (k r) + ( 1)mH(1)0 (k r)
o
; (20)
m = 1; 2 и ';  2 _C[ a; a]. Через H(1)0 (z) обозначена функция
Ганкеля первого рода нулевого порядка (см., напр., [7, 24]),
M = (x; z) ; P = (; ) ;
r =
q
(x   )2 + (z   )2; r =
q
(x   )2 + (z + )2:
Плотности потенциалов определяются как решения инте-
гральных уравнений Фредгольма второго рода
  (x) +
Z
j
@ G1 (M; P )
@ ~nP
 () dsP =  (M); (21)
  '(x) +
Z
j
@ G2 (M;P )
@ ~nM
'() dsP = (M): (22)
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Здесь (M) = h(x)   eu(M), (M) = g(x)   eu(M), M =
(x; f(x)) 2 , P = (; f()), а j  j n (@S n ) — неров-
ный участок границы j (j 2 N). Эти уравнения получены
из теоремы о скачке значений обобщенных потенциалов (см.,
напр., [12, 27]).
Таким образом, получаем последовательность функций
fuj(x; z)g1j=1, являющихся классическими решениями крае-
вой задачи в областях Sj (j 2 N). Для каждого j 2 N обозна-
чим через (Sj; uj) пару, состоящую из области Sj и функции
uj(x; z), являющейся решением одной из краевых задач (1) –
(5) в области Sj, j 2 N.
Рассмотрим теперь пары (Sj; uj) и (Sj+1; uj+1) для некото-
рого фиксированного номера j. Согласно выбору аппрокси-
мирующей последовательности областей имеем
Sj  Sj+1; j \ j+1  ; 0j  j n (j \ j+1)  Sj+1: (23)
На общем участке границы областей Sj и Sj+1 выполнено
условие
ujjj\j+1 = uj+1jj\j+1 = hjj\j+1 : (24)
На участке 0 функция uj+1, в силу (23), определена и непре-
рывна (как решение краевой задачи в области Sj+1). Рас-
смотрим теперь в области Sj краевую задачу, состоящую из
уравнения
4u + k2 u = 0; (25)
граничного условия
ujj = uj+1jj (26)
и условия излучения на бесконечности вида (5).
Приведе¨нная краевая задача, вследствие результатов для
случая гладкой границы, имеет единственное классическое
решение. Обозначим решение этой краевой задачи через _uj(x; z).
Таким образом, исходя из последовательности пар f(Sj; uj)g11
получили последовательность функций f _uj(x; z)g11 .
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Заметим, что для каждого j 2 N, функция uj+1jSj также
удовлетворяет условиям краевой задачи (25), (26), (5). В силу
единственности решения этой краевой задачи заключаем, что
_uj(x; z) = uj+1(x; z); (x; z) 2 Sj; j 2 N: (27)
Как следствие последнего соотношения, получаем при k  j,
j; k 2 N
_uk(x; z) = uj+1(x; z); (x; z) 2 Sk; (28)
т.е.
_uk  uj+1jSk при k  j:
Рассмотрим теперь отрезок последовательности
f _u1(x; z); : : : ; _uj(x; z); _uj+1(x; z)g
при фиксированном j 2 N. Заменим функцию _uj(x; z) на ре-
шение краевой задачи (25), (26), (5), в которой граничное
условие изменено следующим образом
ujj = _uj+1jj : (29)
Полученное решение по–прежнему будем обозначать через
_uj(x; z). Точно так же поступим с функцией _uj 1(x; z) и далее,
вплоть до начала отрезка. Из соотношения (28) следует, что
_uk  _ujjSk ; k < j; k; j 2 N: (30)
Аналогично строится последовательность f _uj(x; z)g11 для
краевой задачи с условием Неймана на границе.
Полученные утверждения сформулируем в виде следую-
щей леммы.
Лемма 2. Последовательность f _ujg1j=1 обладает сле-
дующими свойствами:
1) _uk(x; z) = _uj(x; z); (x; z) 2 Sk; k < j; k; j 2 N;
2) _ujjj\j+1 = _uj+1jj\j+1 =   u0jj\j+1 ; j 2 N.
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Из утверждений о эквивалентности интегральных урав-
нений и краевых задач дифракции в гладких областях (см.
[14, 18, 19]) следует, что каждая функция _uj(x; z) (j 2 N)
представима в виде
_uj (x; z) = eu (x; z) + Wfj ; _'jg(x; z) (31)
в случае краевой задачи Дирихле и
_uj (x; z) = eu (x; z) + Vfj ; _'jg(x; z) (32)
в случае краевой задачи Неймана. Плотности _'j(x) (j 2 N)
обобще¨нных потенциалов (17) и (19) получены как решения
интегральных уравнений (21) и (22), при этом функция f(x),
определяющая неровный участок границы @S заменена на
функцию fj(x), определяющую неровный участок границы
@Sj (j 2 N).
Таким образом, наряду с последовательностью пар f(Sj; _uj)g
имеем последовательность функций f _'j(x)g.
Теорема 2. При условии Im k  0, последовательность
f j(x; z)g11 решений интегральных уравнений (21) сходит-
ся в пространстве L2[ a; a] к функции  (x; z), такой, что
функция
u (x; z) = eu (x; z) + Wf; g(x; z) (33)
является решением краевой задачи (1) – (5) с условием Ди-
рихле на границе.
Теорема 3. При условиях Im k  0 и Re k 6= 0 последо-
вательность f'j(x; z)g11 решений интегральных уравнений
(22) сходится в пространстве L2[ a; a] к функции '(x; z),
такой, что потенциал
u (x; z) = eu (x; z) + Vf;'g(x; z) (34)
является решением краевой задачи (1) – (5) с условием Ней-
мана на границе.
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Доказательство. Рассмотрим последовательность функ-
ций f _ujgj2N, построенную по указанной ранее схеме. Каж-
дая из функций _uj(x; z) этой последовательности является
решением краевой задачи дифракции в области с достаточ-
но гладкой границей и, следовательно, как показано ранее,
представима в виде обобще¨нного потенциала, вычисленного
по формулам (31) или (32) в зависимости от поляризации
задачи.
Покажем, что предел последовательности функций f _ujgj2N
существует и является решением краевой задачи (1) – (5).
Пусть i; j — натуральные числа, k = minfi; jg и R > a
— вещественное число. Рассмотрим в области SR функции
_ui(x; z) и _uj(x; z). Согласно лемме 2 имеем
_ui(x; z) = _uj(x; z); при (x; z) 2 Sk: (35)
Пусть для определе¨нности i > j, тогда
( _ui   _uj)jSi = ( _ui   _uj)jSi;R = Ufj;R;'jg   Ufi;R;'ig; (36)
где
Ufj;R;'jg = Wfj;R;'jg
в случае задачи Дирихле и
Ufj;R;'jg = Vfj;R;'jg
— в случае задачи Неймана.
Из соотношения (36) получаем
( _ui   _uj)jSi = Ufi;R;'jg   Ufi;R;'ig + Uf@Sin@Sj ;'ig:
Откуда приходим к равенству
Ufi;R;'i 'jg = (ui   uj)jSi + Uf@Sin@Sj ;'ig: (37)
Первое слагаемое в правой части соотношения (37) рав-
но нулю согласно (35), а второе слагаемое стремится к 0 при
j !1 в силу того, что Sj;R ! SR и @Sj;R ! @SR при j !1.
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Таким образом, последовательность функций f'jgj2N фун-
даментальна.
В пространстве L2 (@SR) существует предел этой последо-
вательности функций, который обозначим через
' = lim
j!1
'j:
Рассмотрим функцию
u(x; z) = eu(x; z) + Uf@SR;'g(x; z): (38)
Поскольку функция u(x; z) является обобще¨нным потен-
циалом, она удовлетворяет уравнению Гельмгольца, и для
нее¨ выполнены условия излучения на бесконечности.
Выполнение условия на ребре в точках множества 
 сле-
дует из соотношения
Uf[C;j ;'g = Uf@Sj;R;'g   Uf@SR;'g
и из того, что Sj;R ! SR при j !1.
Таким образом, найдено ненулевое решение краевой зада-
чи (1) – (5), приче¨м решение представимо в виде, указанном
в формулировке теорем.
Для каждого j 2 N запишем интегральные уравнения (21),
(22) в едином виде
'j(x) +
Z

fKj(x; )'j() dsP = y(x);  a < x < a: (39)
Из теоремы об уравнениях с близкими ядрами (см. [11,
стр. 157]) и теорем 1 – 3 следует
Теорема 4. Существует последовательность f e'j(x)g
решений интегрального уравнения (39), которая сходится
в пространстве L2[ a; a] к такой функции '(x), что обоб-
ще¨нный потенциал двойного слоя (в случае задачи Дирихле)
или обобще¨нный потенциал простого слоя (в случае задачи
Неймана) с плотностью '(x) является решением краевой
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задачи дифракции (1) – (5). При этом функция '(x) удовле-
творяет интегральному уравнению
'(x) +
Z

fK(x; )'() dsP = y(x); (40)
где P = (; f()),M = (x; f(x)), ядро вычислено по формулам
fK(x; ) = 1

@G1(M;P )
@~nP
в TE–случае, fK(x; ) =   1

@G2(M;P )
@~nM
в TM–случае, fK(x; ) = 0, если M 2 
, а при совпадении
аргументов значение ядра равно половине кривизны гладко-
го участка границы. Правая часть интегрального уравнения
вычисляется по формулам
y(x) = 1

[h(x)  eu (x; f(x))] в TE–случае и
y(x) =   1

[g(x)  eu] (x; f(x)) в TM–случае.
Непосредственным следствием теорем 1 – 4, а также свойств
обобще¨нных потенциалов является следующее утверждение.
Теорема 5. В условиях теоремы 1, решение краевой за-
дачи (1) – (5), построенное согласно схеме, указанной в фор-
мулировке теоремы 4, является классическим.
Приближе¨нное решение краевой задачи
Будем решать интегральное уравнение
K'  '(x) +
aZ
 a
fK(x; )'() d = y(x); x 2 [ a; a]; (41)
эквивалентное краевой задаче, методом сплайн–подобластей.
Ядро интегрального уравнения (41) в TE – случае вычисля-
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ется с помощью соотношений
fK(x; ) = ik
2
h H(1)1 (kr)
r
f(x  ) f 0() + (f()  f(x))g+
+
H
(1)
1 (kr
)
r
f(   x)f 0(x)  (f(x) + f())g
i
; (42)
fK(x; ) = 0, если точка M = (; f()) принадлежит множе-
ству 
 (т.е. является ребром). При совпадении аргументов
значение ядра доопределяется значением
f
00
()
2
h
1 + (f 0())2
i :
Правая часть интегрального уравнения (41) в TE – случае
вычисляется по формуле
y(x) =
1

[h(x)  eu (x; f(x))] : (43)
В TM – случае, ядро и правая часть интегрального урав-
нения (41) определяются по формулам
fK(x; ) = ik
2
vuut1 + (f 0())2
1 + (f 0(x))2


h H(1)1 (kr)
r
f(x  ) f 0(x) + (f()  f(x))g+
+
H
(1)
1 (kr
)
r
f(x  )f 0(x)  (f(x) + f())g
i
;
(44)
y(x) =   1

[g(x)  eu (x; f(x))] : (45)
При совпадении аргументов значение ядра доопределяется
значением
  f
00
(x)
2
h
1 + (f 0(x))2
i
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и полагается равным 0, если точка M = (; f()) принадле-
жат множеству 
.
В соотношениях (42) и (44) использованы обозначения
r =
q
(x  )2 + (f(x)  f())2; r =
q
(x  )2 + (f(x) + f())2:
На отрезке [ a; a] рассмотрим произвольную сетку узлов
n :  a  x0 < x1 < : : : < xn  a; n = 1; 2; : : : ; (46)
удовлетворяющую условию
n = max
1jn
(xj   xj 1)! 0; n!1: (47)
Приближе¨нное решение интегрального уравнения (41) ищем
в виде сплайна
'ln(x) =
nX
j=0l
cjs
l
j(x); 0
0 = 1; (48)
где slj(x) — фундаментальные сплайны степени l.
Приближе¨нное решение в случае l = 0 отыскивается в
виде ступенчатой функции
'0n(x) =
nX
j=1
cjs
0
j(x); (49)
где
s01(x) =
(
1;  a  x  x1;
0; x1 < x  a;
s0j(x) =
(
1; xj 1 < x  xj;
0; x 62 (xj 1; xj); j = 2; n:
Неизвестные коэффициенты cj (j = 1; : : : ; n) определяем,
согласно методу подобластей, из системы линейных алгебра-
ических уравнений
cj +
nX
k=1
jkck = j(y); j = 1; n; (50)
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где
j(y) =
1
xj   xj 1
xjZ
xj 1
y(x) dx; j = 1; n; (51)
jk = j
0B@ xkZ
xk 1
fK(x; ) d
1CA =
=
1
xj   xj 1
xjZ
xj 1
xkZ
xk 1
fK(x; ) d dx; j; k = 1; : : : ; n:
(52)
Вычислительную схему (41), (46) — (52) называют (см.,
напр., [6]) ступенчатым методом подобластей.
В случае l = 1 при построении приближе¨нного решения
используются фундаментальные сплайны первого порядка,
определе¨нные соотношениями
s10(x) =
8><>:
x1   x
x1   x0 ; x0 < x  x1
0; x  x1;
s1j(x) =
8>>>>>>><>>>>>>>:
0; x  xj 1;
x  xj 1
xj   xj 1 ; xj 1  x  xj
xj+1   x
xj+1   xj ; xj  x  xj+1
0; x  xj+1; i = 1; n  1;
(53)
s1n(x) =
8>>><>>>:
0; x  xn 1;
x  xn 1
xn   xn 1 ; xn 1  x  xn:
Приближе¨нное решение находим виде полигонального сплай-
на
'1n(x) =
nX
j=0
cjs
1
j(x): (54)
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Неизвестные коэффициенты cj (j = 0; : : : ; n) находим из
условий
xkZ
xk 1
h
K'1n

(x)  y(x)
i
dx = 0; k = 1; : : : ; n: (55)
С помощью функционалов j условия (55) перепишем в
виде системы линейных алгебраических уравнений
cj 1 + cj
2
+
nX
k=1
jkck = j(y); j = 1; n; (c0 = cn); (56)
где
jk = j
0B@ aZ
xk 1
fK(x; ) d
1CA : (57)
Вычислительную схему (41), (46), (54) — (57) называют
(см., напр., [6]) полигональным методом подобластей.
Соотношения (57) можно конкретизировать:
j1 =
1
xj   xj 1
xjZ
xj 1
x1Z
x0
fK(x; ) d dx +
+
1
(xj   xj 1)(x2   x1)
xjZ
xj 1
x2Z
x1
fK(x; ) (x2   ) d dx;
при j = 1; : : : ; n,
jk =
1
(xj   xj 1)(xk   xk 1)
xjZ
xj 1
xkZ
xk 1
fK(x; ) (   xk 1) d dx+
+
1
(xj   xj 1)(x2   x1)
xjZ
xj 1
x2Z
x1
fK(x; ) (xk+1   ) d dx;
(58)
при j = 1; : : : ; n; k = 2; : : : ; n  1,
jn =
1
(xj   xj 1)(xn   xn 1)
xjZ
xj 1
xnZ
xn 1
fK(x; ) (   xn 1) d dx;
25
при j = 1; : : : ; n.
В матричном виде системы линейных уравнений (50), (56)
можно записать в виде
A  c = b; (59)
где
A = [ajk] ; ajk = jk + j;k; j; k = 1; n;
c = [ck]
0 ; b = [bk]
0 ; bk = y(xk); k = 1; n:
Обоснование вычислительной схемы
Для обоснования предложенной вычислительной схемы вос-
пользуемся результатами Б. Г. Габдулхаева [5] и Ю. Р. Ага-
чева [1].
Как только что показано, интегральное уравнение (41) од-
нозначно разрешимо. Для ядра уравнения (41) выполнены
условия, приведенные в работе [1]. В случае ступенчатого
метода подобластей воспользуемся теоремой 1 работы [1], а
в случае полигонального метода подобластей теоремой 3 из
этой же работы. Следовательно, системы линейных алгебра-
ических уравнений (50), (56) однозначно разрешимы начиная
с некоторого n. Таким образом, сплайны нулевого и первого
порядка, определяемые по методу подобластей, существуют
и единственны при всех n, начиная с некоторого.
Из оценок (2.12) и (3.3) работы [1] получаем следующие
оценки погрешности метода подобластей:
k'   '0nk2 = O

!x
fK; n
2
+ !(y; n)2

=
= O

!x
fK; n
2
+ n

;
(60)
k'   '1nk2 = O

!x
fK; n
2
+ !(y; n)2

=
= O

!x
fK; n
2
+ n

;
(61)
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где через ' (x) обозначено точное решение уравнения (41) и
!(y; )2 = sup
0<
8<:
a Z
 a
jy(t)  y(t+ )j2 dt
9=;
1=2
;
!x(fK; )2 = sup
0<
8<:
a Z
 a
aZ
 a
fK(x+ ; )  fK(x; )2 dx d
9=;
1=2
:
Из соотношений (60), (61) следует сходимость ступенчато-
го метода подобластей и полигонального метода подобластей.
Таким образом, справедлива следующая
Теорема 6. В условиях теоремы 1 при достаточно боль-
ших n сплайн–функции 'ln(x), определяемые ступенчатым и
полигональным методами сплайн–подобластей, существу-
ют, единственны и сходятся к точному решению '(x) со
скоростью
k'   'lnk2 = O

!x(fK; n)2 + n :
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