Abstract: A spectral decomposition method is used to obtain solutions to a class of 1 nonlinear differential equations. We extend this approach to the analysis of the fractional 2 form of these equations and demonstrate the method by applying it to the fractional Riccati differential equations are not known, so we evaluate how well the derived solutions satisfy the 7 corresponding fractional dynamic equations. In the three cases we find a small, apparently 8 generic, systematic error that we are not able to fully interpret. 
validity of the analytic results we numerically evaluate how the solutions obtained satisfy the appropriate 48 NFDE. To our surprise the error function measuring this fit is not zero, but varies in time, increasing as 49 t 2α at early times and decreasing as t −α at late times, and reaching a maximum difference of less than a 50 few percent at an intermediate time. This non-monotonic scaling difference is shown to occur with the 51 solutions to the FRE, the FLE, as well as, the FCE, all with the same qualitative behavior in the error.
52
In Section 8 we draw some tentative conclusions including the speculation that this systematic deviation 53 may be generic. 
Integer operator
Let us begin by establishing the nomenclature used in the study of the nonlinear differential equations. Consider the one-dimensional first-order differential equation
where X(t) is the dynamic variable of interest and O is a generic operator acting on X(t). Allowing Eq.
(1) to describe any dynamical system of interest entails the formal solution
where x 0 ≡ X(0) defines the initial condition in the phase space for the dynamic variable and the operator O 0 acts on the initial condition. The exponential operator is formally defined by the series expansion
so that the solution Eq.(2) can be expressed as
where the operator O 0 k acts solely on the initial condition. Note that for a linear equation with a constant rate λ the operator is given by
which when inserted into Eq.(4) and summing the series yields the exponential solution to the scalar rate equation X(t) = e λt x 0 .
It is apparent that Eq.(5) has a form suggestive of an eigenvalue equation and that the solution to the general integer-operator rate equation can be expressed as an eigenfunction expansion over the spectrum of eigenvalues
The quantity φ k (x 0 ) χ k (t) is the eigenfunction, factored into a piece determined by the spectrum of eigenvalues {λ k ; k = 0, 1, 2, ··}, a piece determined by the initial condition x 0 , and the expansion coefficient C k determined by the dynamics and overall initial normalization. Inserting Eq.(7) into (1), allows us to separate out the time-dependence of the components of the expansion
Correspondingly, the eigenvalue equations are given by
and the eigenvalues are determined by the form of the operator.
In the linear case just considered the operator is the same as before, so the equation for the eigenfunction is
0 . The linear eigenvalue spectrum is degenerate λ k = λ and the coefficients are determined from the initial condition to satisfy
The resulting solution is, of course, given by Eq.(6). 
Non-integer (fractional) operator

59
Now assume that this general form of a solution to a differential equation translates to the fractional calculus domain. Thus, we replace Eq.(1) with the fractional differential equation
where 0 < α ≤ 1. We assume the fractional derivative to be defined in the Caputo sense:
where X (τ ) denotes the derivative of X(τ ) with respect to its argument. Eq.(10) can be solved analytically in terms of the MLF by employing the spectral decomposition introduced above in which case we have for the components of the eigenfunction d
to obtain the MLF evaluated over the spectrum of eigenvalues
The MLF is defined by the series [15,16]
Consequently, inserting the MLF into the expansion for the solution yields [12]
and the eigenvalues are determined by the operator in Eq.(9). The MLF reduces to an exponential 60 function when α = 1, reducing the series expansion to the ordinary solution of Eq.(2) in that case.
61
Note that we can adopt the same formal spectral decomposition employed for the integer-derivative 62 case discussed above for the fractional-order dynamics considered here. But, before we explore the 63 fractional case, let us examine an integer-order nonlinear dynamic equation.
Riccati equation
We illustrate the spectral decomposition method, applied to a nonlinear rate equation, using the reduced form of the Riccati equation [17] :
The Riccati equation is put into the form of Eq.(1) by introducing the phase space operator O :
and the formal solution to the Riccati equation can be written as the eigenmode expansion
The dependence of the solution on the initial condition can be described by the eigenfunctions equation
The solution to Eq.(19) is given by
where we need to determine the spectrum of eigenvalues {λ k } .
67
This last expression is inserted into Eq. (18) to obtain
It is straightforward to obtain the eigenvalues λ k = −2k by inserting Eq.(20) into Eq.(16) and equating coefficients of time dependent terms, as well as the coefficients for equal k values
The series solution is then
The final expansion coefficient is determined to be C 1 = −2 from the initial condition, so that the solution to the nonlinear initial value problem becomes
Additionally, for x 0 = 0, Eq.(21) reduces to the well-known solution of Riccati equation [17] X(t) = tanh(t).
For initial values x 0 = 0 the solution to Eq. (16) is obtained by summing the series in Eq.(21) to obtain
also in agreement with the solution obtain by Davis [17] .
68
Since we have an exact solution we can test the series expansion computationally. The error is defined as the difference between the time derivative of the series solution obtained using Eq.(21) and the known exact solution given by Eq.(22) inserted into the right hand side of the Riccati equation:
The sum is estimated by its first 100 terms yielding a difference on the order of 10 −15 , which matches 
Spectral decomposition solution
72
We now establish that a generalization of the spectral decomposition method leads to valid solutions for certain NFDEs. We start from the fractional form of the Riccati equation
where 0 < α < 1. If the fractional derivative is of the Caputo type, Eq.(24) has the operator given by Eq. (17) . Consequently, the solution to the FRE is of the form
and the eigenvalue problem is the same as for the integer-order Riccati equation, that is, given by Eq.(19). Consequently, we have the same spectrum of eigenvalues obtained in the integer-order RE, obtained at early times using the stretched form of the MLF. In the same way the expansion coefficients are the same as previously obtained in order to satisfy the initial condition and we obtain for the solution to the FRE:
We note that the solution obtained to the FRE does not coincide with that obtained by Zhang et al. [14] . However we point out that these authors use Jumarie's modified form of the Reimann-Liouville fractional derivative [18] , which explicitly satisfies the Leibniz condition: for the derivative of the product of two analytic functions f (t) and g(t Applying the Caputo definition of fractional derivative to the analytic solution to the RME yields while the right hand side of the FRE is
Again the potential error is defined in terms of the difference
which for an exact solution should be zero. This error variable is estimated numerically, and its behavior is plotted in Figure 2 for four values of α. It is apparent that the difference variable ∆(t) departs from zero at early times, gradually increasing, reaching a maximum value at t ≈ 1, and finally decreases at long times. The behavior of ∆(t) and its maximum value ∆ max < a few percent, clearly depends on the order of the fractional derivative, α, and on the initial condition x 0 . The precise form of power-law scaling of ∆(t), present at short and long times, is obtained adopting an approximation to the MLF. At early times, the series defining the MLF (Eq. 14) reduces to a stretched exponential function while at late times the MLF has inverse-power law behavior
Thus, at early times the difference ∆(t) scales as t 2α and after some algebra this difference is determined to be
while the long-time behavior of the difference is determined by direct calculation to scale as t −α : Next we examine the fractional logistic equation (FLE)
where X(t) is the normalized population and λ is the population growth rate. As before we define a phase space operator
and write the formal solution as Eq.(25). The eigenvalue equation is slightly different from that for the
After some algebra we obtain for the eigenfunctions
and after some algebra, using the spectral decomposition method, we arrive at the eigenvalues λ k = −kλ α , the expansion coefficients C k = C k 1 and from the initial condition C 1 = −1. Inserting these quantities into the formal solution Eq.(25) yields
where again x 0 is the initial condition.The numerical solutions for various initial conditions, obtained 
98
When α = 1, Eq.(37) reduces to the well-known solution to the logistic equation
yielding sigmoidal population growth from the initial value X(0) = x 0 to the saturation level X(∞) = 1.
99
Note that even though the FRE and the FLE have quadratic nonlinearities, the spectra in the two case 100 are different. The former increasing as 2k and the latter as k, which also determines the difference in the 101 normalization parameter C 1 in the two cases.
102
The solution, given by Eq. (37) Middle row demonstrates the effect of rescaling time, while bottom row achieves complete overlap of ∆(t) curves generated for different λ through rescaling y−axis variable.
Testing the solution
110
Here again we check if the solution given by Eq.(37) satisfies the FLE by examining the difference equation. The left hand side of Eq. (34) is
while the right hand side is
The difference or potential error is defined as before by Eq.(29).
112 Figure 4 demonstrates the behavior of ∆(t) for selected values of the order of the fractional derivative 113 α, the initial condition x 0 and the unperturbed growth rate λ. We observe the same dependence of the difference ∆(t) on time as in the case of the FRE. Note again that the the difference is not monotonic,
115
but has a maximum value of less than 1%, depending on α and x 0 . The location of maximum in time is 116 a function of λ. Rescaling both the x−axis and y−axis as follows
normalizes the ∆(t) curves, making them independent of the growth rate, as shown by the bottom row 118 of curves in the figure.
119
Adopting the short-time and long-time approximations to the MLF we find that at early times the difference ∆(t) scales as t 2α :
while the long time behavior scales as t −α :
The accuracy of the algebraically determined scaling is numerically demonstrated in Figure 5 . Here 120 again, the deviation of the solution determined using the spectral decomposition technique to solve the 121 FLE from the exact numerical solution, is non-monotonic and never exceeds 1%. Thus, the worst case 122 using this technique is better than the best obtained using many approximation techniques. The final equation that we consider is a fractional differential equation with a cubic term (FCE)
The formal solution given by the spectral decomposition requires the solution to the eigenvalue equation
The algebra providing the solution to the eigenvalue problem will be presented elsewhere. Here we record that the solution is given by sum over the eigenvalue spectrum
where we have adopted the notation of double factorial (2k)!! = 2k (2k − 2) (2k − 4) · · · . The solutions For the integer-value case α = 1, the MLF can again be replaced by an exponential in Eq.(48) and the series summed to yield the exact integer-value solution
.
Testing the solution
129
Once again we check how well this solution satisfies the NFDE in question by taking the difference between the two sides of the FCE. The difference or potential error function ∆(t) is illustrated on Figure  6 for a = b = 1. The short-time behavior of ∆(t) is
while the long-time behavior is where C 1 , C 2 and C 3 are coefficients depending on α and x 0 , and there is no need to record their values 130 here.
131
Here again the deviation of the two sides of the FCE using the spectral decomposition analytic solution 132 and the exact numerical calculation of the fractional derivative results in scaling as depicted in Figure 6 .
133
At early times the deviation increases as t 2α whereas at late times the deviation decreases as an inverse Solutions for selected values of α and x 0 are presented on Fig. 1 , together with the solutions obtained with the spectral decomposition. The overlap of both curves in all cases is extremely good. To better visualize how close the spectral decomposition solution X SP (t) is to the numerical solution X N U M (t), on Figure 7 we plot the difference
In all cases the difference δ(t) is smaller than 1% and is characterized by an increase in short time scale, how this comes about and this remains a speculation.
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