Abstract-To make glowworm swarm optimization (GSO) algorithm solve multi-extremum global optimization more effectively, taking into consideration the disadvantages and some unique advantages of GSO, the paper proposes a hybrid algorithm of Broyden-Fletcher-GoldfarbShanno (BFGS) algorithm and GSO, i.e., BFGS-GSO by adding BFGS local optimization operator in it, which can solve the problems effectively such as unsatisfying solving precision, and slow convergence speed in the later period. Through the simulation of eight standard test functions, the effectiveness of the algorithm is tested and improved. It proves that the improved BFGS-GSO abounds in better multi-extremum global optimization in comparison with the basic GSO.
I. INTRODUCTION
The global optimization problems on nonlinear function of continuous variable widely exist in the industrial and agricultural production and scientific experiments, the global optimization method of the functions plays an important role for solving many practical problems and developing many edge disciplines. The traditional global optimization methods are mostly based on the gradient method, the convergence of these methods often depends on the selection of initial points, and the computing process usually terminates the local optimum.
In literature [1] , S. Gao et al. propose a hybrid algorithm, which combine ant colony algorithm with genetic algorithm, to solve the global optimization problem. In 2012, T. Chen et al. propose artificial tribe algorithm to solve the functions optimization problem [2] . To solve the multimodal function problem, D. shen et al. [3] propose a crowding differential evolution algorithm. In [4] , an improved particle swarm optimization algorithm is proposed to find the global optimum solutions with adaptive genetic strategy. In [5] , an invasive weed optimization algorithm is proposed to solve the high-dimensional function optimization problem. The above algorithms are intelligence algorithms, these methods have excellent global search ability but the computing precision is not high. Y. Cheng et al. propose a quasi-Newton method for function minimization [6] . In [7] and [8] , to solve the global optimization problem, the simplex method and the Powell's method are proposed. For global optimization, a metropolis algorithm, which combined with HookeJeeves local search method, is proposed [9] . In [10] , R. Chelouah and P. Siarry combine the Nelder-Mead algorithm with genetic algorithm to solve the continuous minimal functions optimization problem. The above algorithms are mathematical methods, they have nice local search ability but they have weak robustness global search ability.
As a global and local optimization techniquee newly proposed in swarm intelligence, glowworm swarm optimization (GSO) algorithm with speedy searching of extreme range and high efficiency [11] is mainly used to solve the problems of multi-extremum global and local optimization. In view of its good and stable multiextremum optimization, GSO has excellent performance in sound source localization [12] , multi-odor source localization [13] , multiple mobile information source tracking [14] and mobile robot system [15] and is widely applied in numerical optimization [16] [17] and combinatorial optimization [18] [19] . Nevertheless, there are still weaknesses in that the local solving precision and later convergence rate don't work as well as some classic local searching algorithm [20] [21] [22] [23] [24] . Furthermore, its population size shows exponential growth with the increase of searching areas and dimensions, which leads to long computing time and limited performance in optimization.The later oscillation phenomenon also has some effects on the solving precision of the algorithm.
In this paper, we propose a hybrid algorithm, termed BFGS-GSO algorithm. We use GSO algorithm to perform a global search and we use BFGS algorithm for performing a local search. The GSO algorithm can converge quickly and the BFGS algorithm can compute precisely in the BFGS-GSO algorithm. We realize the program of BFGS-GSO algorithm for the first time and the performance of proposed algorithm is tested by the Benchmark functions. The experimental results show that it is a competitive algorithm.
The rest of this paper is organized as follows: we describe the principle of basic GSO and BFGS algorithm in Section II; then we propose the algorithm of BFGS-GSO, in Section III, we present the algorithm steps and flowchart; we perform the simulation experiments and discuss the experimental results in Section IV; at last, we conclude the paper in Section V.
II. PRINCIPLE OF THE ALGORITHM AND BACKGROUND

A. Basic GSO Algorithm
Imitating glowworm's flying, aggregation, courtship, feeding and other natural activity, the basic GSO algorithm is a swarm intelligent bionic algorithm where a group of randomly distributed points in the searching space represent the glowworm swarm, and the proportional value proportionate to the fitness value of point represents the luciferase value glowworms carry. The glowworm swarm move as one with the help of luciferin. The greater the luciferase value the individual glowworm carries and more light it emits, the more attractive it is to its companions [25] [26] [27] [28] .
However, each individual glowworm only attracts companions in decision domain, also called the neighbourhood, the radius value of which is represented by r d . Only when glowworm j is within this range and its luciferase value is higher than glowworm i , is it likely to become glowworm i's neighbour and its moving objects. Besides, the decision domain size is limited in the visual range of glowworms (that is 0<r d <r s , r s represents visual radius of glowworms). GSO algorithm consists of two stages, luciferin renewal and glowworm moving [29] [30] [31] .
1)Luciferin renewal stage:
At the beginning and the end of each iteration, the algorithm uses Formula 1 to update luciferin value of each glowworm, so that glowworm luciferin value will vary with the fitness value and attenuate with the increase of algorithm iteration. Formula 1 is as follows.
In the above formula,
represents the luciferin attenuation factor, γ represents the fitness values of the proportionality constant, and ( ) i l t represents at the moment of t the luciferin value of glowworm i .
2)Glowworm moving stage:
After the phthalein resorcinol is renewed, the algorithm reaches the glowworm moving stage when each glowworm uses the roulette selection to select a neighbor glowworm as its moving object. Use Formula 2 to calculate the probability of each neighbour's being selected, and use formula 3 to calculate the target position after the glowworm's moving. At the end of the stage, use formula 4 to renew decision domain radius of each glowworm.
The selection probability formula is as follows,
In the formula above, ( ) ij p t represents at the moment of t the likelihood of glowworm i moving to glowworm j , and ( ) i N t represents at the moment of t the number of neighbours glowworm i has.
The target position calculation formula is as follows,
In the formula above, ( ) r t represents at the moment of t the decision domain radius of glowworm i , β represents at the moment of t the neighbour set of glowworm i , and t n represents the maximum number of neighbour glowworms.
B. BFGS Theory
Proposed by Broyden, Fletcher, Goldfarb and Shanno, et al in 1970, BFGS method is a quasi-Newton method, characteristic of two terminations, global and super-linear convergence, and the searching direction generated by the algorithm is conjugate. BFGS method is an efficient local algorithm, and the main steps to solve the minimum are as follows,
Step 1 Determine the variable dimension n and BFGS method convergence precision 0 ε ≥ , and take the initial Step 3 Make
Step 5
, and the calculation stops; if not, turn to Step7;
Step 7 Make
Step 8 Make 
III. BFGS-GSO ALGORITHM DESCRIPTION
A. BFGS-GSO Algorithm's Specific Implementing Steps
Step 1 Initialize the parameters ρ , γ , β , t n , s , 0 l in GSO algorithm, and set the maximum iteration numbers max T of BFGS-GSO algorithm;
Step 2 Renew the luciferin value of every individual of the glowworm swarm by using Formula 1;
Step 3 Calculate glowworm the peers of i (any individual in the swarm) within the decision domain and the probability that every glowworm can be chosen as the target by using Formula 2;
Step 4 Determine glowworm i's alternative j(j∈N i (t)) by using roulette rule, and renew the target position of the glowworm by using Formula 3; Step 5 Renew the decision domain radius of glowworm i by using Formula 4;
Step 6 Turn to Step 7 if interval iteration number is reached; otherwise, turn to Step 9;
Step 7 Determine the optimal individual best i in the swarm and its peer number best n in sight, and construct the initial BFGS of BFGS operator by using best i and its peers in sight.
Step 8 Locally optimize the optimal decision region by using BFGS operator;
Step 9 Record the result and exit the iteration if presupposed maximum iteration number is reached; otherwise, turn to Step 2 and continue the iteration.
B. Flowchart of BFGS-GSO Algorithm
The flowchart of BFGS-GSO is as in Figure 1 .
IV. EXPERIMENTAL RESULTSA. TEST FUNCTIONS OF THE EXPERIMENT
A. Benchmark Functions
The eight standard test functions, which are multi-peak, morbid and not declined to achieve ideal optimizing result when using traditional optimizing method, are used to compare the algorithm discussed in this paper with the basic GSO algorithm. The three-dimension images of the four test functions are as follows, the eight standard test functions are the typical global optimization functions, they have an excellent ability to verify the whole performance of each algorithm. 
B. Parameter Setting
As is displayed in Table 1 , the fixed parameter value of BFGS-GSO and GSO algorithm derives from documents so as to guarantee the authenticity and effectiveness of the experiment. Meanwhile, population sizes of the two algorithms are both 100 to make an accurate comparison. In addition, glowworm viewing ranges and moving step lengths of the two vary in accordance with different target functions so that the two algorithms achieve the best optimizing effect according to different target functions. As to 1 f , 2 f , 3 f and 4 f , the glowworm viewing range radius values of the two are 1.5, 30, 5 and 5 respectively, and the moving step lengths are 0.03, 0.3, 0.03, and 0.03 respectively. 
C. Test Platform
Windows XP combined with MatLab2012a is served as the simulation software platform, while Intel® Celeron® CPU 3.06Hz 3.07GHz and PC with memory 4.00GB work as the simulation hardware platform.
D. Result Analysis of the Simulation
The simulation is carried out in two ways so as to prove that BFGS-GSO algorithm abounds in stronger multi-extreme global optimizing ability than GSO. The first being that convergence rates of the two are compared under fixed precision value ε of the experimental result, the second is one which compares solving precisions when the maximum iteration number is fixed. Every standard test function undergoes 100 independent tests in order to eliminate the initial value's effect on the result of the experiment.
As is exhibited in Table 2 , the convergence effect of BFGS-GSO algorithm is preferable than GSO. Within the presupposed maximum iteration number, BFGS-GSO enjoys better solving precision judging from Table 3 . BFGS-GSO achieves theoretially optimum value in terms of f 1 and f 8 shown from both tables. Convergence curves of Figure 6 and Figure 13 manifest that BFGS-GSO enjoys better convergence rate and solving precision in comparison with GSO. 
