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Resumen 
Estado del Arte del Estudio 
Un gran abanico de trabajos realizados desde disciplinas tan diferentes, 
como la Biología, las Matemáticas, la Química, la Ingeniería o la Física, 
por citar sólo algunas, han revelado, en los últimos años, cómo el meca-
nismo de autoorganización propuesto por Alan Turing en 1952 constitu-
ye un modelo universal para entender muchos de los procesos de ruptura 
de simetría que ocurren en la Naturaleza. Véanse, por ejemplo, los proce-
sos involucrados en los diferentes estadios de la embriogénesis, o la pig-
mentación de la epidermis de muchas especies, donde una mórula o un 
conjunto inicial de células, a priori idénticas e uniformes, incluso a nivel 
del material genético, evolucionan hacia un embrión o bien un patrón del 
tipo de las rayas en una cebra. 
 Si bien la compresión profunda y completa del mecanismo responsable 
de que un conjunto de partículas o células, bajo una configuración ini-
cialmente uniforme, se organicen bajo una estructura de escala superior 
con partes claramente diferenciadas, es hoy todavía una cuestión abierta. 
En este sentido, la presente memoria de Tesis intenta, modestamente, 
arrojar un poco más de luz a este asunto. 
 Estudios recientes han revelado que la formación de estructuras de 
Turing es altamente sensible a las características del transporte difusivo 
y de la cinética de los procesos químicos existentes en el sistema en cues-
tión. Con todo, las particulares condiciones requeridas por la inestabili-
dad de Turing, con el añadido de que usualmente los sistemas biológicos 
evolucionan bajo la influencia de factores externos en interacción con el 
medio que los rodea, son responsables de que la reproducción del fenó-
meno bajo condiciones controladas sea una ardua tarea. 
 Fruto de la creciente interdisciplinariedad en la Dinámica de Sistemas 
no Lineales, en los años noventa un grupo de investigación liderado por 
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el profesor De Kepper en Burdeos consigue por primera vez reproducir 
experimentalmente los patrones de Turing. Desde entonces, los patrones 
de Turing han sido observados en reacciones químicas bien diferentes, 
como la CDIMA o la BZ-AOT, a menudo bajo la presencia de ciertos 
forzamientos externos, que tratan de emular las diferentes interacciones 
de dichos sistemas con su entorno en la Naturaleza, por ejemplo: campos 
luminosos, gradientes de temperatura, campos eléctricos… dando lugar a 
toda una riqueza de patrones y morfologías, muchas veces gobernadas 
por un cierto parámetro de control. 
Objetivos del Estudio 
Con todo y existir hoy en día una vasta literatura en relación a la res-
puesta de los patrones de Turing frente a determinadas condiciones ex-
ternas, pocos estudios ofrecen una visión completa del fenómeno de la 
autoorganización en el sentido de cómo se transmite la información desde 
el nivel microscópico, esto es, desde la interacción entre partículas, hasta 
el nivel macroscópico, esto es, la escala donde emerge la ruptura de sime-
tría vía la inestabilidad de Turing. 
 Así pues el principal objetivo de esta Tesis, es estudiar la influencia 
de una perturbación, que modifica la dinámica del sistema en la escala 
microscópica, sobre los patrones de Turing originados a nivel macroscó-
pico. En primer lugar se plantea una perturbación inducida mediante un 
campo externo consistente en una modulación armónica de la intensidad 
de la gravedad. Este tipo de forzamiento, es análogo al empleado en los 
experimentos de ondas de Faraday donde la convección juega un papel 
fundamental, sin embargo, hasta la fecha, no se había estudiado el efecto 
de este tipo de perturbación sobre sistemas puramente difusivos como el 
nuestro. En una segunda fase del trabajo, se ha empleado una perturba-
ción inducida a través de un movimiento de rotación. Este tipo de per-
turbación es capaz de introducir una periodicidad temporal en el sistema, 
así como una cierta anisotropía espacial, ya estudiada en el sistema quí-
mico CDIMA fotosensible sometido a campos de luz, pero no sobre sis-
temas con compartimentación de micelas nanométricas como el BZ-
AOT, los cuales, dicho sea de paso, guardan una mayor similitud con los 
sistemas biológicos. 
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Estructura de la Memoria de Tesis 
En la presente memoria de Tesis Doctoral se presenta un enfoque del fe-
nómeno de la autoorganización, inducida a través de la inestabilidad de 
Turing sometida, a su vez, a perturbaciones externas, basado en diferen-
tes puntos de vista que van: desde la formulación de una teoría del 
transporte que tiene lugar, hasta su evidencia experimental, pasando por 
su modelización numérica. Sendas concepciones son necesarias para lo-
grar una comprensión profunda del tipo de dinámica y procesos que es-
tán teniendo lugar, permitiendo a su vez la conexión entre las diferentes 
escalas implicadas (microscópica, mesoscópica y macroscópica) donde 
toma parte el fenómeno de autoorganización. 
 Así pues en el Capítulo 1, de carácter introductorio, se presentan las 
primeras nociones de autoorganización, sistemas de reacción-difusión, 
reacción de Belousov-Zhabotinsky o estructuras de Turing… todo ello 
guardando una línea temporal, cuyos primeros registros datan del siglo 
XIX y relatan las propiedades oscilatorias de ciertos sistemas químicos, 
continuando con las aportaciones de D’Arcy W. Thomson, Turing, los 
controvertidos descubrimientos de Belousov y Zhabotinsky o las estruc-
turas disipativas de Prigongine, para terminar con los estudios más pun-
teros de autoorganización desarrollados actualmente por grupos de todo 
el mundo. En la última parte de este capítulo, se ofrece también una 
amplia descripción de la formulación matemática de los sistemas de reac-
ción-difusión, de sus regímenes, así como las diferentes estructuras a que 
pueden dar lugar, entre ellas los patrones de Turing. 
 El Capítulo 2 se organiza en tres partes bien diferenciadas. Por un la-
do, la descripción detallada del sistema químico susceptible de originar 
estructuras de Turing, esto es, la reacción química de Belousov-
Zhabotinsky en microemulsiones de aerosol-OT (BZ-AOT). Luego se 
presenta la modelización matemática del sistema químico anterior, así 
como los métodos numéricos empleados en su resolución. La última parte 
del capítulo está orientada a la descripción de los procedimientos y el 
montaje experimental desarrollados para la introducción de los campos 
externos que modifican la dinámica del sistema químico, consistentes en 
una modulación de la intensidad del campo gravitatorio y un movimien-
to rotacional. 
 Debido a ciertas limitaciones encontradas en las técnicas usuales de 
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clasificación de las estructuras de Turing, como por ejemplo la Trans-
formada de Fourier, se plantea en el Capítulo 3 un método alternativo  
para la caracterización morfológica de dichas estructuras, fundamentado 
en la teoría de los funcionales de Minkowski. Este método permite la ca-
racterización unívoca de las diferentes configuraciones que pueden pre-
sentar los patrones de Turing, así como la determinación de posibles 
transiciones entre una configuración u otra, lo cual será de gran interés 
en el caso del estudio de patrones de Turing sometidos a un movimiento 
rotacional. 
 En el Capítulo 4 de esta memoria, se estudia, desde un punto de vista 
teórico, el efecto a escala microscópica de los campos externos aplicados 
sobre el sistema químico BZ-AOT en régimen de Turing, estos son, mo-
dulación armónica de la gravedad y movimiento rotacional. Dicho estu-
dio se sustenta en el formalismo de la Mecánica Estadística en el marco 
de la colectividad canónica, y permite la caracterización del transporte 
difusivo en el sistema, conectando, así mismo, la escala microscópica, a 
nivel de las partículas, con la escala mesoscópica, donde es posible definir 
observables como densidad, coeficientes de difusión, etc. Cabe decir, que 
en este capítulo se han realizado también estudios de capa límite para 
certificar la naturaleza puramente difusiva del transporte en nuestro sis-
tema. 
 El Capítulo 5 se dedica exclusivamente al estudio de la influencia de 
una modulación armónica y homogénea espacialmente de la intensidad 
del campo gravitatorio sobre la inestabilidad de Turing. A lo largo de es-
te capítulo se establece el nexo entre la escala mesoscópica y macroscópi-
ca, en palabras de Haken, esto es, respectivamente, la relación entre la 
escala en que actúa el modelo de reacción-difusión y la escala en que 
emerge el fenómeno de autoorganización o patrones de Turing. Lo más 
relevante en dicho capítulo, tal vez, es el excelente acuerdo entre el mo-
delo teórico y los resultados experimentales, lo cual es una manera de 
testear la validez del formalismo teórico desarrollado. 
 Quedando patente, en el capítulo anterior, la veracidad del modelo 
teórico, se propone en el Capítulo 6 un estudio del fenómeno de autoor-
ganización en presencia esta vez de un campo externo más complejo, esto 
es, someter a los patrones de Turing a un movimiento rotacional. En 
analogía con el capítulo anterior, se realiza también un estudio teórico y 
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experimental del fenómeno. Este campo de fuerzas, ya no es homogéneo 
a diferencia del estudiado en el caso de modulación de la gravedad, sino 
que su módulo y dirección dependen punto a punto del centro de rota-
ción. Por lo tanto, este campo de fuerzas es anisótropo e inhomogéneo. 
Este capítulo, dada su magnitud, se estructura en dos partes. En primer 
lugar, se estudia la influencia de la formación de patrones de Turing en 
presencia de un campo de fuerzas centrífugas de módulo constante. Y en 
segundo lugar, se emplea un campo de fuerzas centrífugas cuyo módulo 
depende, sinusoidalmente de tiempo y de la distancia al centro de rota-
ción. Toda una nueva fenomenología emergente es observada experimen-
talmente y contrastada con la teoría, logrando de nuevo un excelente 
acuerdo. 
 Finalmente, indicar que en el último capítulo de esta memoria, el Ca-
pítulo 7, se recogen las conclusiones de la Tesis, así como, una serie de 
perspectivas futuras del trabajo. 
 Si cabe para concluir este resumen indicar que en la parte final de la 
memoria se encuentra, a modo de Apéndices, el detalle de las estimacio-
nes de la capa límite, los cálculos del transporte difusivo, los análisis de 
estabilidad,… así como, también una relación de publicaciones derivadas 
del presente trabajo. 

  
Capítulo 1 
Introducción 
Resumen. Este primer capítulo introductorio pretende acercar al lector las 
primeras nociones de vocablos tales como autoorganización, morfogénesis, siste-
mas químicos oscilantes o estructuras disipativas. Desde los primeros estudios rea-
lizados en el siglo XIX por D’ Arcy Thompson, hasta el descubrimiento experi-
mental de las estructuras de Turing en la década de los noventa, se presenta la ca-
rrera científica por el entendimiento de la formación de estructuras espacio-
temporales en la Naturaleza mediante mecanismos de ruptura de simetría. Yendo 
un poco más allá, en la última parte, se introducen los fundamentos teóricos que 
dan soporte a la anterior fenomenología, estos son, los sistemas de reacción-
difusión, los cuales a través del análisis de su estabilidad permiten una elegante 
caracterización de los distintos regímenes que gobiernan a dichas estructuras. 
1.1 Motivación e Historia 
Uno de los pilares en que se sustenta la Naturaleza para diseñar y con-
trolar los complejos mecanismos que dan forma al mundo que nos rodea, 
tal y como lo conocemos, es el principio de la autoorganización [Camazi-
ne et al., 2001]. Desde el punto de vista de la Dinámica no Lineal, la au-
toorganización puede definirse como la tendencia espontánea que presen-
tan muchos sistemas a organizarse en estructuras complejas, a partir de 
componentes elementales desordenados que fluctúan en una escala infe-
rior [Mikhailov & Loskutov, 1990; Nicolis & Prigogine, 1997; Yamaguchi 
et al., 2005]. 
 El fenómeno de autoorganización tiene especial importancia en el 
marco de los sistemas biológicos, ya que permite explicar por qué muchos 
de estos sistemas experimentan, por ejemplo, morfogénesis [Perelson et 
al., 1986; Murray & Myerscough, 1991; Schnell et al., 2000;], esto es, la 
ruptura espontánea de la simetría en un sistema para dar lugar a la for-
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mación de estructuras espacio-temporales [Walgraef, 1997] como las mos-
tradas en la Figura 1.1. Así pues, muchos de los patrones presentes en 
las conchas de moluscos marinos [Meinhardt, 1995], o en las pieles de de-
terminados animales [Murray, 2003] y peces [Kondo & Asai, 1995] pre-
sentan esta característica. Más ejemplos de formación de estructuras es-
pacio-temporales, esta vez de tipo espiral, pueden observarse durante el 
crecimiento de algunos hongos como el Dictyostelium discoideum [Tyson 
& Murray, 1989], o en los impulsos eléctricos que se propagan a lo largo 
del músculo cardíaco durante su contracción [Winfree, 1987]; aunque tal 
vez el ejemplo más sorprendente, por su gran escala, lo tenemos en las 
galaxias de tipo espiral [Schulman & Seiden, 1986]. También destacan 
patrones de autoorganización presentes en otros escenarios alejados de la 
Biofísica o la Química, como por ejemplo, el campo de la Epidemiología 
[Johansen, 1994; Sun et al., 2009] o las Finanzas [Witt, 1997; Goldene-
feld & Kadanoff, 1999; Tang & Tian, 1999]. 
 Por lo tanto, todos estos sistemas aún siendo diferentes poseen una 
característica común, independiente del mecanismo operante, bien sea 
una señal química o eléctrica, un morfogén, la propagación de una epi-
demia o la nucleación estelar. Esta universalidad de los fenómenos de la 
autoorganización puede describirse conjugando la Dinámica no Lineal 
con los sistemas de reacción-difusión [Grindrod, 1996; Epstein & Pojman, 
1998]. 
 La complejidad intrínseca de estos sistemas junto con el hecho de que 
suelen interaccionar con el medio que los rodea, han dificultado su com-
prensión creando cierta controversia entre la comunidad científica a lo 
largo del pasado siglo. Según [Epstein et al., 2006] el primer trabajo re-
portado de un medio que exhibía propiedades de autoorganización, data 
de principios del siglo XIX, en él se describía el comportamiento oscilan-
te de una celda electroquímica [Fechner, 1828]. Más adelante, en 1899, 
Friedrich W. Ostwald observó cierto comportamiento periódico en una 
disolución de ión cromo en medio ácido [Ostwald, 1899]. Debido a que 
ambos sistemas eran inhomogéneos, comenzó a forjarse la creencia, erró-
nea, de que no era posible encontrar reacciones químicas oscilantes en 
medios homogéneos.  
 Paralelamente a estos descubrimientos puntuales, un biólogo y mate-
mático escocés, D’Arcy W. Thompson, despierta el interés por entender 
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la diversidad de formas geométricas presentes en la Naturaleza desde la 
perspectiva de la Física y la Matemática [Thompson, 1917]. Como si de 
una continuación de los trabajos de Thompson se tratase, otro matemá-
tico, esta vez inglés, Alan M. Turing, construye una teoría formal [Tu-
ring, 1952] fundamentada en los sistemas de reacción-difusión que explica 
la formación de estructuras estacionarias en el tiempo y con periodicidad 
espacial (ver Figs. 1.1(a)-(c)) mediante mecanismos de ruptura de sime-
tría análogos a los que ocurren en la Naturaleza [Murray, 1988; Maini et 
al., 1997]. 
 Volviendo al ámbito de los sistemas químicos, a mediados del siglo 
XX, ocurre un hecho singular que supuso un punto de inflexión en la Di-
námica de Sistemas no Lineales, un científico ruso, Boris P. Belousov, 
descubre el primer sistema químico oscilante en una solución de broma-
to, ácido cítrico, ácido sulfúrico e iones cerio [Belousov, 1958]. Sin em-
bargo, este increíble hallazgo no consigue atraer la atención de la comu-
nidad científica del momento y es relegado a un segundo plano, en parte 
debido a la falta de conocimiento que se tenía sobre este tipo de siste-
mas. Con todo, en los años siguientes A. N. Zaikin y A. M. Zhabotinsky 
retoman los estudios de Belousov, introduciendo ciertas modificaciones 
en la reacción, así como, ofreciendo un modelo químico de la misma, con-
siguen observar por primera vez ondas químicas o autoondas (Fig. 
1.1(g)) en un medio de este estilo [Zaikin & Zhabotinsky, 1970]. 
 A pesar de que las evidencias teóricas y experimentales del fenómeno 
de la autoorganización eran cada vez más palpables, todavía había un 
gran escepticismo al pensar que los sistemas homogéneos podían exhibir 
una ruptura espontánea de la simetría originando estructuras espacio-
temporales. No se entendía como un proceso difusivo conducido mediante 
gradientes de concentración [Fick, 1855] era capaz de organizarse, en lu-
gar de tender a un estado homogéneo de concentraciones constantes, sin 
violar los principios de la Termodinámica [Lewis & Randall, 1923; Fermi, 
1956; Callen, 1960] o en otras palabras “creando orden del desorden” 
[Rossi et al., 2008]. Esta paradoja fue resulta por Ilya Prigogine a través 
de la teoría de las estructuras disipativas [Glansdorff & Prigogine, 1971; 
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Nicolis & Prigogine, 1977], trabajo por el que se le otorgó el Nobel de 
Química en 1977 [Prigogine, 1977],1 lo que unificó posturas dentro de la 
comunidad científica y supuso la aceptación definitiva de los trabajos de 
Belousov y Zhabotinsky recibiendo ambos el premio Lenin en 1980. 
 
Figura 1.1: Ejemplos de formación de algunas estructuras espacio-temporales en la Natu-
raleza. Patrones en diferentes seres vivos [Murray, 2003]: (a) cebra (Equus Grevyi), (b) 
mariposa (Stichophthalma Camadeva), (e) serpiente (Lampropeltis Getulus), (f) pez ángel 
(Pomacanthus Circulatis) y (h) colonia de bacterias (Bacillus Subtilis). Sistemas bioquí-
micos: (c) patrón hexagonal en reacción CDIMA [Horváth et al., 2010], (d) propagación 
de iones calcio en una mitocondria [Flacke et al., 1999] y (g) ondas en la reacción de Be-
lousov-Zhabotinsky [Sagués & Epstein, 2003]. 
 De acuerdo con Prigogine una estructura disipativa puede definirse 
como una ruptura de simetría en sistemas de reacción-difusión lejos del 
equilibrio, sostenidos mediante un aporte continuo de energía o materia. 
Esta teoría, demuestra que la presencia de autoorganización en los ante-
riores sistemas químicos es debida a la propia energía liberada por la 
reacción que mantiene al sistema en un estado de no equilibrio. 
 La aportaciones de Turing, Belousov y Prigogine, marcaron un antes 
y un después, y constituyen el paradigma de la Dinámica no Lineal mo-
derna. Así pues, el desarrollo de esta ciencia ha venido marcado por una 
fuerte relación de simbiosis entre teoría y experimento, con un carácter 
________ 
1 Ilya Prigogine. Nobel Lecture: “Time, Structure and Fluctuations”. Nobelprize.org. 
(http://www.nobelprize.org/nobel_prizes/chemistry/laureates/1977/prigogine-lecture.html.) 
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cada vez más interdisciplinar. 
 Actualmente, muchos grupos en todo el mundo, se centran en el estu-
dio de las estructuras disipativas, bien en sistemas químicos buscando 
nuevos patrones “exóticos” [Nakao & Mikhailov, 2010; Tinsley et al., 
2011; Feldman et al., 2012;], o sometiéndolas a diferentes acoplamientos 
externos [Zhang et al., 2012; Dähmlow et al., 2013; Szymanski et al., 
2013] con el fin de dar un paso más en el entendimiento de la compleji-
dad del mundo real.2  
 El resto del capítulo se organiza como sigue. En la Sección 1.2 se pre-
senta una breve descripción de las características de los sistemas de reac-
ción-difusión, haciendo especial hincapié en los diferentes regímenes que 
éstos pueden exhibir (excitable, oscilante, etc.). Finalmente, en la Sec-
ción 1.3, se analiza en detalle el caso particular de la inestabilidad de 
Turing, así como las condiciones que un sistema de reacción-difusión ha 
de cumplir para exhibir patrones de Turing mediante un análisis de es-
tabilidad lineal (ver Sec. 1.3.1). 
1.2 Sistemas de Reacción-Difusión 
La complejidad de los procesos de formación de estructuras en la Natura-
leza se puede abordar sobre papel utilizando el formalismo de la Dinámi-
ca no Lineal [Mikhailov, 1990; Nicolis, 1995; Solé & Manrubia, 2001]. So-
lamente así se pueden explicar los sucesos de ruptura de la simetría 
emergentes en este tipo de sistemas. Esta fenomenología se expresa ma-
temáticamente a través de un sistema de ecuaciones diferenciales parabó-
lico tipo reacción-difusión [Rothe, F., 1984; Briton, 1986; Horsthemke et 
al., 2010]. Un sistema de reacción-difusión no es más que un caso parti-
________ 
2 Irving R. Epstein. Nonlinear Dynamics Group at Brandeis University (EEUU) 
(http://hopf.chem.brandeis.edu/). 
 Kenneth Showalter. Nonlinear Chemical Dynamics Group at West Virginia University (EEUU) 
(http://heracles.chem.wvu.edu/contact.html). 
 Patrick De Kepper. Centre de Recherche Paul Pascal (CNRS) at University of Bordeaux (France) 
(http://www.crpp-bordeaux.cnrs.fr/) 
 Alberto P. Muñuzuri. Group of Non Linear Physics at University of Santiago de Compostela 
(Spain) (http://www.usc.es/en/investigacion/grupos/gfnl/). 
 Si bien, existen muchos más. 
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cular del enunciado del teorema de Reynolds [Cohen & Kundu, 1990]. 
Según este teorema, la variación en la concentración de un conjunto de 
especies químicas, c = (c1, c2,…, cn), en un dominio, , es debida a los 
cambios en los términos fuente de cada especie, fi(c), y/o a la presencia 
de fenómenos de transporte, Ti, a través de la frontera del dominio: 
   ( , ) ( )d ·dt i i ic t f  


    r c T n  (1.1) 
donde i = 1, 2,…, n es el índice que denota cada especie, r el vector po-
sición, t la coordenada temporal y n un vector ortonormal a la frontera 
del dominio, . Si tenemos en cuenta las diferentes contribuciones difu-
sivas y convectivas en el transporte [Bird et al., 2006], esto es, Ti = 
v(r,t)ci + Di(r,t)ci, donde el campo de velocidades, v(r,t), y el coefi-
ciente de difusión para una especie determinada, Di(r,t), dependen de la 
posición y del tiempo, entonces la versión diferencial del teorema de 
Reynolds resulta: 
   2( , ) ( ) · ( · ) ( · )
t i i i i i i i i
c t f c c D c D c          r c v v  (1.2) 
 La generalidad de la anterior ecuación, permite la descripción de una 
gran variedad de fenómenos en los que la geometría del campo de veloci-
dades juega un papel fundamental, como por ejemplo, en las ondas de 
Faraday [Fernández-García et al., 2008; Kameke et al., 2011], en las cel-
das de Rayleigh-Bénard [Moore & Weiss, 1973] o en la digitación viscosa 
[Wit & Homsy, 1999; Guiu-Souto et al., 2013a; Escala et al., 2013]. Sin 
embargo, en muchos procesos, como los que son objeto de estudio de esta 
memoria (ver capítulo 4), los fenómenos convectivos no contribuyen sig-
nificativamente a la dinámica del sistema [Gill, 1966; Schlichting & 
Gersten, 2000; White, 2006], por lo tanto, los términos ci·v y (v·)ci 
puede ser ignorados, en cuyo caso se dice que el sistema es de reacción-
difusión: 
   2( , ) ( ) ( · )
t i i i i i i
c t f D c D c      r c  (1.3) 
 Para el caso concreto en que tenemos únicamente dos especies quími-
cas y además los coeficientes de difusión no dependen de la posición ni 
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del tiempo, la Ec. (1.2) se reduce a: 
   
2
1 1 1 2 1 1
2
2 2 1 2 2 2
( , )
( , )
t
t
c f c c D c
c f c c D c
   
   
 (1.4) 
 Este tipo de sistemas de reacción-difusión de dos variables [Gray & 
Buchanan-Morley, 1985; Winfree & Wolfgang, 1989; Shao et al., 2008], 
pese a su aparente simplicidad, permiten explicar muchos de los ejemplos 
de autoorganización comentados en la sección anterior. Ello es debido 
fundamentalmente al carácter no lineal de los términos fuente, que refle-
ja el mecanismo antagónico existente entre las principales especies del 
sistema, esto es, el activador (c1) y el inhibidor (c2). Estas funciones f1 y 
f2, son el “ADN” del tipo de estructuras espacio-temporales que se van a 
formar. Así pues, dependiendo de las diferentes configuraciones que pre-
senten dichas funciones, llamadas nullclines, en un espacio de fases defi-
nido por (c1, c2) 
2, se pueden distinguir tres tipos de regímenes [Hag-
berg & Meron, 1994; Szalai & Kepper, 2005; Ghergu & Radulescu, 2012]: 
oscilante, excitable y biestable. 
 Para el estudio de las características de cada uno de estos estados 
hemos utilizado los términos fuentes del modelo de Fitzhugh-Nagumo 
[Fitzhugh, 1961; Courtemanche et al., 1990]: 
   
3
1 1 1 2
1
2 1 2
( / 3 )
( )
f c c c
f c c

  
  
   
 (1.5) 
donde los coeficientes , , y , toman diferentes valores en función del 
régimen en que se encuentre el sistema. Cabe decir, que éste es un mode-
lo estándar adoptado para estudiar, entre otros, la formación de impulsos 
eléctricos en forma de espiral durante una arritmia cardíaca [Gómez-
Cesteira et al., 1994; Aliev & Panfilov, 1996], o de patrones laberínticos 
en el córtex cerebral [Carlwright, 2002]. 
Régimen excitable: Un sistema presenta la propiedad de ser exci-
table [Showalter et al., 1979; Sendiña-Nadal et al., 2001] cuando 
al someterlo a una perturbación, que lo aleje de su estado de 
equilibrio, emplea un cierto tiempo en decaer de nuevo sobre di-
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cho estado. La representación de esta dinámica temporal puede 
verse en la Figura 1.2. La configuración de las nullclines conduce 
a un estado de equilibrio estable, c0,1 = 0.6 c0,2 = 0.5, de manera 
que cuando se perturba el sistema suficientemente, éste no recu-
pera su estado original hasta transcurrido un cierto tiempo en el 
cual el sistema realiza una trayectoria no trivial en espacio de fa-
ses, tal ciclo se conoce con el nombre de ciclo de excitación. 
 
Figura 1.2: Representación esquemática de la dinámica temporal excitable en el modelo 
de Fitzhugh-Nagumo (Ec. (1.5)) con  = 0.5,  = 0.1, y  = 1. (a) Representación de las 
nullclines, f1(c1,c2) = 0 (rojo) y f2(c1,c2) = 0 (azul) en el espacio de fase (c1,c2). El corte 
entre ambas curvas representa el estado de equilibrio estable (0.6, 0.5), y el punto ver-
de (1, 1) la perturbación. (b) Evolución temporal de las concentraciones de cada especie 
hacia el estado estacionario de equilibrio. 
Régimen oscilante: simplemente con modificar ligeramente el pa-
rámetro  del modelo, el cual retarda o acelera la cinética del ac-
tivador frente al inhibidor, se pasa del régimen excitable al régi-
men oscilante. Un sistema oscilante presenta una dinámica tem-
poral periódica entre sus especies [Field & Noyes, 1974; Field & 
Burger, 1985]. Como vemos en la Figura 1.3 ante una perturba-
ción en el entorno del punto fijo (corte entre f1 y f2) el sistema 
realiza una excursión en el espacio de fases (Fig. 1.3(a)) hacia 
una configuración de ciclo límite. Si se observa la dinámica tem-
poral de cada una de las especies por separado (Fig. 1.3(b)) se ve 
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el comportamiento oscilante así como el antagonismo o competi-
ción entre activador e inhibidor. 
 
Figura 1.3: Representación esquemática de la dinámica temporal oscilante en el modelo 
de Fitzhugh-Nagumo (Ec. (1.5)) con  = 1.3,  = 0.1, y  = 1, (a) Representación de las 
nullclines, f1(c1,c2) = 0 (rojo) y f2(c1,c2) = 0 (azul) en el espacio de fase (c1,c2). El corte 
entre ambas curvas determina el punto fijo (0.6, 0.5), que constituye un ciclo límite, y 
el punto verde (1, 1) la perturbación. (b) Evolución temporal antagónica periódica de 
cada especie. 
Régimen biestable: los regímenes anteriores vinculaban su diná-
mica a solo un punto fijo del espacio de fases, sin embargo, exis-
ten sistemas que pueden acceder a más de un estado estacionario, 
concretamente a dos estados estables y uno inestable, en tal caso 
se dice que el sistema es biestable [Kepper & Boissonade, 1985; 
Careta & Sagués, 1991]. En la Figura 1.4(a) se observa como de-
pendiendo de la perturbación aplicada el sistema puede decaer en 
uno u otro estado de equilibrio estable (P1 y P2), definidos por el 
corte entre las nullclines, en este sentido se puede decir que estos 
sistemas tienen memoria intrínseca [Sagués & Epstein, 2003]. La 
evolución temporal de sendas especies hacia los diferentes puntos 
fijos (ver Fig. 1.4(b)) presenta también un comportamiento anta-
gónico. 
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Figura 1.4: Representación esquemática del régimen biestable en el modelo de Fitzhugh-
Nagumo (Ec. (1.5)) con  = 0.5,  = 0.1, y  = 2, (a) Representación de las nullclines, 
f1(c1,c2) = 0 (rojo) y f2(c1,c2) = 0 (azul) en el espacio de fase (c1,c2). Los cortes entre am-
bas curvas determinan los siguientes puntos fijos: P1(1.28, 0.55) (estable), P2(0, 0) 
(inestable) y P3(1.19, 0.60) (estable). Aparecen diferentes trayectorias (líneas verdes) 
dependiendo de la perturbación. (b) Evolución temporal de las especies c1 (rojo) y c2 
(azul) hacia los puntos fijos P1 (líneas continuas) y P2 (líneas discontinuas). 
1.2.1 Carácter Espacial de los Sistemas de Reacción-
Difusión. 
Si bien, en el apartado anterior se definían los diferentes regímenes a 
partir de su dinámica temporal, en esta sección presentamos algunas de 
las posibles configuraciones que tienen lugar cuando se incorpora, ade-
más, una dependencia espacial a través del transporte difusivo. 
Régimen excitable y oscilante. Fundamentalmente, la dinámica 
espacial de estos sistemas consiste en la propagación a través del 
medio de una onda de concentración solitaria, en el caso excita-
ble, o bien un frente con cierta periodicidad.  
 Como se muestra en la Figura 1.5 la geometría de las ondas 
excitables puede variar dependiendo de las propiedades y condi-
ciones del medio, así pues tenemos ondas circulares, spirales, etc. 
Las ondas de excitación se encuentran presentes en la propaga-
ción tridimensional de los impulsos eléctricos a través tejido car-
díaco en episodios de tachycardia [Chay, 1995; Winfree, 1997], o 
también en los procesos de transmisión de los impulsos a través 
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del tejido nervioso, en cuyo caso el fenómeno de sincronización 
[Traub & Miles, 1991; Tass, 2001; Lindnera et al., 2004] es un 
efecto no deseable presente en diversas patologías cerebrales como 
por ejemplo la Epilepsia o el Parkinson. 
 
Figura 1.5: Diferentes formas geométricas para ondas excitables en la reacción de Belou-
sov Zhabotinsky [Muñuzuri, 1996]. (a) Onda plana. (b) Onda circular. (c) Onda triangu-
lar. (d) Onda espiral.  
 A parte de estructuras con dinámica temporal tipo onda como 
las ya comentadas, cabe decir que los medios excitables también 
exhiben estructuras espacialmente estacionarias, tal es el caso de 
los patrones de Turing, que al constituir la base del objeto de es-
tudio de esta memoria serán abordadas con mayor profundidad 
en una sección aparte (Sec. 1.3). 
 La dinámica espacial de los sistemas oscilantes queda reflejada 
en la Figura 1.6, donde se observa la propagación de una serie de 
frentes de ondas originados periódicamente en una o varias regio-
nes del medio. Los sistemas oscilantes gobiernan muchos de los 
procesos que ocurren en la Naturaleza, como por ejemplo, el me-
canismo de competición entre especies predador-presa [Sabelis et 
al., 1991, Provata et al., 1999] o los ciclos de crecimientos celula-
res [Palmeirin et al., 1997; Oates et al., 2012]. Inclusive, algunos 
sistemas como el músculo cardíaco son capaces de combinar sen-
das dinámicas, así pues el nodo sinoatrial presenta un comporta-
miento oscilante mientras que el resto del tejido se encuentra en 
estado excitable [Chay, 1995]. Esta dinámica está presente, tam-
bién, en algunos sistemas químicos, como la conocida reacción de 
Belousov-Zhabotinsky [Zaikin & Zhabotinsky, 1970], la cual, en 
un primer momento, no estuvo exenta de controversia al sugerir, 
de manera poco afortunada, que violaban los principios de la 
Termodinámica (ver Sec. 2.1.1). Hoy en día, se conocen un gran 
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número de osciladores químicos que tienen una dinámica similar a 
la reacción de Belousov-Zhabotinsky, como por ejemplo, la reac-
ción de Briggs-Rauscher [Briggs & Rauscher, 1973], los oscilado-
res de pH [Rabai et al., 1989], la reacción CDIMA [Lengyel et al., 
1990; Muñuzuri et al., 1999] o los osciladores de calcio intracelu-
lares [Berridge & Galione, 1988]. 
 
Figura 1.6: Propagación de ondas concéntricas en la reacción de Belousov-Zhabotinsky en 
régimen oscilante.3 
Régimen biestable. Se define la biestabilidad espacial en sistemas 
de reacción-difusión como la coexistencia de dos estados distintos 
configurando una distribución espacial de concentración estable. 
La importancia de estos sistemas reside pues, al tener dos estados 
estables, en la capacidad de almacenar información. Recientemen-
te, se ha visto que este es el mecanismo empleado por la neuronas 
a la hora de discriminar impulsos nerviosos [Roger et al., 2000]; el 
fenómeno de biestabilidad está presente también en otras áreas 
como la Óptica [Bowden et al., 1980], o la Electrónica [Chua, 
1998; Karahaliloglu & Balkir, 2005], aunque no tanto como en el 
ámbito de los sistemas químicos. Desde su primera evidencia ex-
perimental en la reacción CDI [Blanchedeau et al., 2000], se ha 
encontrado este comportamiento presente en muchos más siste-
mas, como por ejemplo en la reacción FIS [Horváth et al., 2010], 
como se muestra en la Figura 1.7. 
________ 
3 (http://www.scholarpedia.org/article/Belousov-Zhabotinsky_reaction). 
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Figura 1.7: Patrones de Turing laberínticos originados en el sistema FIS [Horváth et al., 
2010], (a) y (b) son los dos estados estables del sistema químico biestable. 
1.3 Estructuras de Turing 
Alan M. Turing, filósofo, matemático y criptógrafo británico, cuyas 
aportaciones a la ciencia de la computación (máquina de Turing, Tesis 
de Church-Turing,…) lo sitúan como el precursor de la informática mo-
derna, dedicó los últimos años de su vida, en la década de los 50´s, al es-
tudio de la morfogénesis de estructuras en la Naturaleza. Así pues, en 
sus trabajos teóricos postula la existencia de unas “exóticas” estructuras, 
que más adelante llevarán su nombre [Turing, 1952]. Turing demostró 
que las especies químicas involucradas en un mecanismo de reacción-
difusión pueden organizarse en una estructura macroscópica estacionaria 
(patrón de Turing) mediante un proceso de ruptura de simetría, si y solo 
si, existe una diferencia sustancial entre las difusividades de dichas espe-
cies. 
 Con todo, este hecho pasará inadvertido hasta llegados los años no-
venta, en parte debido a que muchos de los trabajos de Turing no fueron 
publicados hasta entonces. Si bien, el creciente interés en la formación de 
patrones en no equilibrio [Ben-Jacob & Garik, 1990; Cross & Greenside, 
2009], como explicación a muchos tipos de estructuras presentes en los 
organismos vivos (ver Fig. 1.1), tomó un giro inesperado con el descu-
brimiento experimental de las estructuras de Turing [Castets et al., 
1990].  
 En la actualidad, el mecanismo de Turing [Lengyel & Epstein, 1991; 
Maini et al. 2012] está presente, por ejemplo, en redes neuronales de au-
tómatas celulares (autómata CNNs) [Liviu & Chua, 1995], en sistemas 
predador-presa en Ecología [Baurmann et al., 2007] o en la geometría 
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global del universo [Nozakura & Ikeuchi, 1984, Levin et al., 1998]; pero 
sobre todo constituye una base para el estudio de la morfogénesis en pro-
cesos tales como la diferenciación celular [Koch & Meinhardt, 1994], o la 
pigmentación en la piel de animales y peces [Painter, 2000; Kondo, 
2002]. 
 Siguiendo el trabajo de Castets et al. las principales características 
que definen a los patrones de Turing, y que a su vez nos permiten dis-
tinguirlos de otros procesos de ruptura de simetría en sistemas en no 
equilibrio, son: 
I. Originan patrones de concentración estacionarios en el tiempo pe-
ro inhomogéneos en el espacio. 
II. Se inducen únicamente por el acoplamiento de los procesos de 
reacción-difusión. Por lo tanto, patrones que involucren cualquier 
tipo de hidrodinámica quedan excluidos. 
III. Resultan de un proceso espontáneo de ruptura de la simetría aso-
ciado con la bifurcación de un estado de equilibrio estable, es de-
cir, una transición de fase al no equilibrio o autoorganización. 
IV. Poseen una longitud de onda intrínseca que no depende de la 
geometría del sistema, a diferencia de otras estructuras como las 
celdas de Bérnard o los vórtices de Taylor. 
V. Su cinética incluye un feedback positivo o autocatálisis, entre dos 
especies denominadas activador e inhibidor. 
VI. La especie inhibidora debe difundir un par de órdenes más rápido 
que la especie activadora. 
VII. Surgen a partir de un estado de equilibrio homogéneo que es es-
table ante perturbaciones globales o uniformes, pero inestable an-
te inhomogeneidades espaciales. 
 En la Figura 1.8(a) se muestra una imagen experimental de las tres 
configuraciones más representativas que presentan los patrones Turing: 
hexágonos blancos, laberintos y hexágonos negros. En ausencia de cam-
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pos externos, la morfología de los patrones depende únicamente de los 
parámetros de la reacción, de tal manera que para un valor dado, tanto 
la forma del patrón como su longitud de onda, permanecen inalterables, 
debido en parte a la robustez que ofrece la superposición espacial entre 
activador e inhibidor (ver fig. 1.8(b)). 
 
Figura 1.8: (a) Imágenes experimentales de la tipología de patrones de Turing, para dife-
rentes concentraciones de ácido malónico (MA) en el sistema químico CDIMA [Míguez et 
al., 2005]. Patrones hexagonales de puntos blancos (izq.): H0, de puntos negros (dcha.): 
Hp y laberínticos (centro). El fondo blanco (negro) se corresponde con la el estado oxida-
do (reducido) del catalizador. (b) Ilustración mediante simulación numérica (Ecs. (2.19)-
(2.21)) de la superposición entre activador (rojo) e inhibidor (azul). 
1.3.1 Análisis de Estabilidad Lineal: Condiciones de 
Turing 
Con el fin de entender el mecanismo de ruptura de simetría presente en 
la inestabilidad de Turing, y así mismo, determinar bajo qué condiciones 
aparecen este tipo patrones, se realiza un análisis de estabilidad [Stro-
gatz, 1994] del sistema de reacción-difusión. Para ello se lineariza el sis-
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tema de ecuaciones (1.4) en el entorno del punto fijo, c0 = (c1,0, c2,0):4 
   
0
( )
t i i
c f  c
0
0 2k
ik i i
J c D c     (1.6) 
donde J ik 0  denota los elementos de la matriz jacobiana (J) evaluada en el 
punto fijo c0. 
 El estudio de los autovalores de la Ecuación (1.6) permite la caracte-
rización del punto fijo, lo que a su vez elucida el régimen de la inestabi-
lidad de Turing. Como solución particular del problema de autovalores 
se propone: 
   
·
exp
i i
c A t j
N

      
k r
  (1.7) 
donde Ai es una constante arbritraria,  es el autovalor, j representa la 
unidad imaginaria, k es el vector del número de onda, r es el vector posi-
ción y N el número de dimensiones espaciales en el problema. Resolvien-
do la ecuación matricial del sistema, con c = (c1, c2), esto es: 
   2(J D)k  c c   (1.8) 
donde k es el módulo del número de onda y D la matriz de difusión (con 
elementos dik = ikDk), se ve que los autovalores que modulan únicamente 
la dinámica temporal, es decir, en ausencia de difusión espacial (Dk = 0  
"k), denotados por 
0 , responden a la siguiente expresión: 
   0 2
1
(J) (J) 4 det(J)
2
tr tr
     
  (1.9) 
 Así mismo, los autovalores que gobiernan el proceso global (
ND), esto 
es, dinámica temporal más transporte difusivo, toman la forma: 
________ 
4 Se definen los puntos fijos del sistema de ecuaciones (1.4) como aquellos puntos del espacio de fa-
ses  c0 = (c1,0, c2,0)/ fi(c0) = 0 para toda especie i. 
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    22 2 21 (J) (D) (D) tr(J) 4 ( )
2
ND tr k tr k tr P k           (1.10) 
donde P(k2) es una función polinómica conocida en la bilbiografía como 
el polinomio de Turing [Murray, 2003b]: 
   2 4 2( ) det(D) (D J) det(J)tP k k k tr    (1.11) 
y Dt es una matriz auxiliar definida como Dt = D-1det(D). 
 En este punto enunciamos las condiciones postuladas por Turing en 
[Turing, 1952]. La primera dice que en ausencia de fenomenos difusivos 
los autovalores  del sistema (
0 ) deben ser reales y negativos, con el fin 
de que la dinámica temporal esté gobernada por un punto fijo estable, lo 
cual implica que: 
   det(J) 0  (1.12) 
   (J) 0tr   (1.13) 
 Sin embargo, en una segunda condición se indica que al incorporar los 
fenómenos difusivos la estabilidad del sistema ha de ser modificada y de-
rivar en un estado de equilibrio inestable. Lo cual se traduce en que los 
autovalores para el problema global (
ND) han de ser también reales pero 
positivos. Por lo tanto, dado que tr(D) es mayor o igual que cero por de-
finción de transporte difusivo, se tiene que: 
   2( ) 0P k   (1.14) 
 En esta situación, y al ser el polinomio de Turing una función cuadrá-
tica en k2, se verifica que existe un número de onda cuadrático, k C 2 , semi-
definido positivo que minimiza dicho polinomio: 
   2
(D J)
0
2 det(D)
t
C
tr
k    (1.15) 
 De este análisis concluimos, de un lado, que el polinomio de Turing ha 
de ser una función cóncava, con dominio positivo y recorrido negativo 
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acotado (ver Fig. 1.9(a)). Por otra parte, cabe decir que el número de 
onda crítico, k C 2 , maximiza el autovalor del problema global, ND, esto es 
introduce la mayor perturbación en el sistema, y por lo tanto de entre 
todos los números de onda posibles que verifican la Ecuación (1.4) este 
es el dominante (ver Fig. 1.9(b)) y será el que determine la longitud de 
onda macroscópica del patrón. 
 El conjunto de ecuaciones (1.12)-(1.15), se conocen en la bibliografía 
bajo el nombre de condiciones de Turing [Yang & Epstein, 2000; Neu-
bert et al., 2002], y garantizan que el sistema evolucione a través una bi-
furcación de Turing. Físicamente, estas condiciones se traducen en una 
relación de autocatálisis entre las especies de activador e inhibidor, así 
como una diferencia sustancial entre sus coeficientes de difusión, concre-
tamente el inhibidor debe difundir entorno a un orden de magnitud más 
rápido que el activador. 
 
Figura 1.9: (a) Polinomio de Turing, P(k2), y (b) parte real del autovalor, ND , frente al 
número de onda al cuadrado k2. [ka
2 ,kb2] intervalo de números de onda que satisfacen las 
condiciones de Turing. kC
2  número de onda más probable. 
 
  
Capítulo 2 
Métodos Experimentales y 
Modelización Numérica 
Resumen. En este capítulo describiremos los protocolos, técnicas experimenta-
les y modelos numéricos que se han utilizado a lo largo de esta Tesis. La primera 
sección se centra en la descripción del sistema químico empleado en nuestros ex-
perimentos, esto es el sistema BZ-AOT, así como también en el montaje experi-
mental requerido por las perturbaciones mecánicas que sobre él se efectúan. Di-
chas perturbaciones, adelantamos, consisten, de un lado, en una modulación pe-
riódica del campo gravitatorio, y de otro, en la introducción de una asimetría in-
ducida por el efecto de un campo de fuerzas centrífugas. Ya en la segunda parte, 
nos centramos en la modelización numérica del sistema BZ-AOT y en los métodos 
numéricos empleados en su simulación. 
2.1 Introducción 
Los sistemas químicos de reacción-difusión constituyen el caldo de culti-
vo para el estudio de la formación de estructuras espacio-temporales 
complejas fuera del equilibrio [Kapral & Showalter, 1995]. Desde el des-
cubrimiento de los primeros patrones, en la reacción de Belousov-
Zhabotinsky (BZ), compuestos por trenes de ondas químicas circulares y 
espirales [Zhabotinsky, 1964a; Winfree, 1972], han pasado ya varias dé-
cadas; y sin embargo el interés que despiertan tales fenómenos no ha pa-
rado de crecer desde entonces. Con el paso de los años, nuevos tipos de 
estructuras “exóticas” han sido descubiertas, tal es el caso, de la reacción 
BZ en geles de rutenio, la cual presenta sensibilidad a la luz visible [Yos-
hida et al., 1999], o de la reacción clorito-yoduro-ácido malónico (CIMA), 
donde fueron observados por primera vez los patrones de Turing [Casets 
et al. 1990]. 
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 Sin embargo, ninguno de estos sistemas ha logrado presentar una di-
versidad de estructuras tan rica (ver Fig. 2.6) como la observada cuando 
la reacción BZ es integrada en un solvente no polar mediante el surfac-
tante aerosol-OT (BZ-AOT) [Esptein & Vanag, 2005]. Este sistema está 
compuesto por una microemulsión de micelas nanométricas, en cuyo in-
terior transcurre la reacción BZ. Las micelas difunden y se mezclan a 
través de la fase oleica. La principal característica de este sistema consis-
te en la posibilidad de controlar la difusividad de las micelas, y con ello 
el tipo de estructura que se vaya a formar, sin más que modificando la 
cantidad de surfactante en la mezcla [Vanag, 2004]. Además, debido a su 
relativa complejidad experimental, al ser éste un sistema cerrado, es po-
sible modificar el transporte difusivo también mediante perturbaciones 
externas, como por ejemplo, en los estudios de Carballido-Landeira et al. 
mediante gradientes de temperatura y campos eléctricos, introduciendo 
una direccionalidad dentro del sistema químico. 
 Así pues, en la sección siguiente se procederá a describir las caracte-
rísticas del sistema BZ-AOT. En primer lugar, a lo largo de la Sección 
2.2.1, se describirá el mecanismo de activación e inhibición que gobierna 
la reacción de Belousov-Zhabotinsky; y posteriormente, en las Secciones 
2.2.2 y 2.2.3 se entrará en el detalle de las propiedades de las microemul-
siones de aerosol-OT y del sistema compartimentado completo (BZ-
AOT). Más adelante en la Sección 2.3, se presenta el modelo de reacción-
difusión adecuado para la descripción de la inestabilidad de Turing en 
sistemas BZ-AOT, así como los métodos numéricos necesarios para su 
resolución. Y finalmente, en la Sección 2.4, se describe el reactor químico 
en donde tendrá lugar la reacción BZ-AOT, y el tipo de campos externos 
a los que ha sido sometido, los cuales consisten en: por un lado, una mo-
dulación armónica de la intensidad del campo gravitatorio, y por otro, 
un campo de fuerzas centrífugas axial al reactor. 
2.2 La Reacción de Belousov-Zhabotinsky (BZ) 
en Microemulsión 
2.2.1 Introducción a la Reacción de Belousov-Zhabotin-
sky 
Si bien hoy en día la reacción de Belousov-Zhabotinsky constituye un re-
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ferente dentro del campo de los sistemas químicos oscilantes, su acepta-
ción, hace ya un par de décadas, suscitó cierta controversia entre la co-
munidad científica del momento. Tal fue así que las observaciones rela-
tadas a principios de los años 50 por un biofísico de la U.R.S.S, Boris P. 
Belousov, en relación a cierto comportamiento oscilante entre dos esta-
dos Ce4+ (amarillo) y Ce3+ (incoloro) presentes en una solución constitui-
da por bromato, cerio, ácido sulfúrico y cítrico principalmente, no acaba-
ron sino formando parte de una colección de artículos menores recogidos 
en una conferencia de medicina [Belousov, 1959]. Este primer descrédi-
to en los trabajos de Belousov fue debido, principalmente, al poco cono-
cimiento que se tenía sobre los procesos químicos que estaban teniendo 
lugar; ya que a priori parecían incompatibles con la Segunda Ley de la 
Termodinámica [Winfree, 1984]. 
 Diez años más tarde, un estudiante de doctorado, Anatol M. Zhabo-
tinsky, siguiendo las observaciones de Belousov, da un paso más, modifi-
cando algunos de los reactivos que aparecían en la receta original para 
mejorar los cambios de color y presenta un estudio para la cinética de la 
reacción oscilante. Las aportaciones de Zhabotinsky tuvieron una gran 
aceptación [Zhabotinsky, 1964], sentando las bases de lo que hoy se co-
noce como reacción de Belousov-Zhabotinsky (o reacción BZ). 
 En 1972 tres investigadores de la Universidad de Oregon (USA), 
Field, Körös y Noyes, ofrecen la primera descripción detallada de las re-
laciones entre el total de especies involucradas en la reacción BZ, esto es 
el modelo FKN [Field et al., 1972]. La complejidad de esta reacción invo-
lucra a más de treinta especies químicas diferentes que surgen en varios 
procesos intermedios. Con todo, el mecanismo fundamental de este mo-
delo consiste en la bromación y oxidación de una sustancia orgánica 
(ácido malónico, generalmente) mediante iones bromato, catalizada a 
través de la oxidación-reducción de una pareja de iones metálicos, entre 
los más comunes figuran: Ce3+/Ce4+, Fe2+/Fe3+ o Ru2+/Ru3+. Este meca-
nismo puede dividirse a su vez en tres subprocesos elementales que apa-
recen representados esquemáticamente en la Figura 2.1: 
 Oxidación autocatalítica del ion metálico mediante el ácido bro-
moso (HBrO2). 
 La reacción ácido bromoso (HBrO2) a partir de ion bromo (Br¯). 
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 Reducción catalítica del ion metálico mediante ácido malónico 
(MA) con la consecuente producción de ión bromo (Br¯).  
 
Figura 2.1: Esquema del mecanismo de la reacción BZ. (I) La producción autocatalítica 
del ácido bromoso (HBrO2) activa el proceso de oxidación del ión metálico desde el esta-
do Fe2+ (color rojo) a Fe3+ (color azul tenue). (II) La reacción entre Br¯ y HBrO2 inhibe 
la oxidación del ión metálico. (III) La presencia del ácido malónico reduce el ión metálico 
volviendo al estado original y produce más Br¯ para que tenga lugar el proceso de inhibi-
ción. 
 Los procesos I y III actúan de manera cíclica generando oscilaciones 
en el color de la reacción, de tal forma que si el estado del ion metálico 
es reducido u oxidado la coloración será roja o azul tenue, respectiva-
mente. El Br¯ generado en el curso del proceso III actúa como un fuerte 
inhibidor del proceso I ya que reacciona con HBrO2 mediante II. 
 Con el fin de elucidar este mecanismo supongamos que la reacción se 
encuentra con todo el ion metálico en el estado Fe2+. En este caso, la 
reacción con el HBrO2 activa el proceso de oxidación del metal que pasa 
al estado Fe3+. Una vez que la concentración de Fe3+ tiene un valor alto 
la reacción con el MA libera suficiente Br¯ como para frenar la oxida-
ción, a la vez que devuelve el ion metálico a su estado original comple-
tando el ciclo de oscilación. 
 En la Figura 2.2 se muestran las oscilaciones de la reacción BZ en dos 
sistemas diferentes: en un tanque de reacción sometido a una agitación 
continua y en un plato Petri en reposo. Para el primero, vemos como la 
reacción BZ modifica homogéneamente y en fase el estado de oxidación 
del catalizador debido a la agitación inducida (ver Fig. 2.2(a)). Sin em-
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bargo, en el plato Petri en reposo los fenómenos de difusión combinados 
con inhomogeneidades espaciales provocan que el sistema presente ciertos 
dominios que oscilan desfasados, lo que se traduce en las ondas químicas 
e color [Zhabotinsky & Zaikin, 1973; Zhabotinsky, 1991] que se propagan 
a lo largo del reactor (ver Fig. 2.2(b)).  
 
Figura 2.2: Imágenes del comportamiento oscilante de la reacción de Belousov-
Zhabotinsky. (a) Oscilaciones en fase en un tanque agitado. (b) Autoondas en un disco 
reactor delgado en reposo [Sagués & Epstein, 2003]. 
 Propiedad Ondas Autoondas 
 Conservación de la Energía + - 
 Conservación de la Amplitud - + 
 Aniquilación  - + 
 Interferencia + - 
 Reflexión + - 
Tabla 2.1. Propiedades de las ondas y las autoondas [Krinsky, 
1984b]. 
 Estas ondas son denominadas autoondas por presentar propiedades no 
comunes con las ondas mecánicas convencionales (ver Tabla 2.1), tales 
como la no atenuación o la aniquilación. Estas y otras propiedades pue-
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den verse en detalle en [Kapral & Showalter, 1995]. Por otro lado, la 
reacción de Belousov-Zhabotinsky en tanques agitados, a parte de su ya 
comentada periodicidad temporal [Sagués & Epstein, 2003], ha sido estu-
diada también por presentar un comportamiento caótico [Petrov et al.,]. 
2.2.2  Microemulsiones de Aerosol-OT 
Las microemulsiones son mezclas homogéneas, isótropas, transparentes y 
termodinámicamente estables, que están compuestas por dos fases líqui-
das inmiscibles (una acuosa y otra oleica) estabilizadas mediante una 
monocapa de tensioactivo o surfactante anfifílico [Hoar & Shulman, 
1943; Danielsson & Lindman, 1981]. Las moléculas anfifílicas, también 
llamadas anfipáticas, son aquellas moléculas que poseen un extremo hi-
drofílico que es soluble en sustancias polares y otro hidrófobo que lo es 
en apolares. 
 En el presente trabajo, se utiliza a modo de surfactante la molécula de 
aerosol-OT (AOT) [Nave et al., 2000], esto es, el anión sodio bis(2-
etilhexil) sulfosuccinato. Como se ve en la Figura 2.3 dicha molécula 
consta de una cabeza polar formada por el anión SO3
-2 y dos ramas apo-
lares compuestas de cadenas carbonadas. Este surfactante, además, tiene 
la característica de estabilizar la interfase agua-aceite a temperatura am-
biente lo cual simplifica notablemente los procedimientos experimentales. 
 Debido a la polaridad del surfactante, en una microemulsión pueden 
formarse diferentes estructuras según cuál sea la proporción en que se 
encuentren sus componentes [Chevalier & Zemb, 1990]. En la Figura 2.4 
se muestra un diagrama de fases cualitativo de las posibles configuracio-
nes morfológicas que se pueden dar en una microemusión; cabe decir que 
para un sistema particular no todas las configuraciones aquí mostradas 
son plausibles. Con todo y a pesar de la gran diversidad de estructuras, 
estas se pueden clasificar en tres grandes grupos: estructuras directas, si 
la cantidad de agua es mayor que la de aceite, estructuras inversas si 
ocurre lo contrario y estructuras bicontinuas cuando sendas cantidades 
de agua y aceite son comparables. El hecho de que la concentración de 
surfactante sea baja favorece la formación de agrupaciones esféricas ais-
ladas, llamadas micelas, que pueden ser directas o inversas; por el con-
trario si ésta es alta se forman estructuras altamente conexas (canales de 
cilindros, láminas, etc.), se dice entonces que el sistema se encuentra en 
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el régimen de percolación [Paschalis et al., 1995]. 
 
Figura 2.3: Estructura de la molécula de aerosol-OT. La parte polar está compuesta por 
el el anión SO3
-2 y la parte apolar por cadenas carbonadas. 
 
 
Figure 2.4: Diagrama de fases de las estructuras que aparecen en los sistemas agua-
surfactante-aceite [Larson, 1989]. Cada vértice representa el 100% de un componente 
particular y los lados las mezclas binarias de ambos. 
 Anticipamos ya que la configuración de trabajo elegida en los estudios 
que integran esta memoria es la de micelas inversas constituidas median-
te un sistema tricomponente formado por: una solución acuosa (reacción 
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BZ), aerosol-OT a modo de surfactante y octano como solvente no polar. 
Si bien las razones de elegir dicho sistema se verán en la siguiente sec-
ción, procedemos aquí a la descripción de alguna de sus principales ca-
racterísticas5. Las moléculas de AOT que conforman la micela orientan 
su parte polar hacia el interior de la micela donde se halla la solución 
acuosa, mientras que la parte apolar señala a la fase oleica, tal y como se 
indica en el esquema de la Figura 2.5. 
 El radio del núcleo acuoso de la micela puede estimarse a partir de la 
siguiente relación empírica [Struis & Eicke, 1991]: 
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 (2.1) 
donde 0 es la relación entre los moles de H2O y de AOT y V0 es el vo-
lumen de la molécula de agua. El término del denominador representa el 
área por molécula de surfactante, que según Struis & Eicke depende a su 
vez de 0. Nótese como el tamaño de las micelas no depende de la frac-
ción volúmica de octano. Una estimación más grosera del radio acuoso, 
sugerida por Vladimir. K. Vanag en [Vanag, 2004], es Rw = 0.170 (nm), 
esta es una buena aproximación para el estudio de las estructuras espa-
cio-temporales comentadas en la sección siguiente. Así pues, el radio to-
tal de la micela (ver Fig. 2.5) o radio hidrodinámico (Rh), está formado 
por el radio del núcleo acuoso más la longitud de la molécula de AOT 
(1.1 nm), esto se conoce con el nombre de fase dispersa. 
 Por lo tanto, la cantidad de moléculas de agua frente a las de AOT 
determina el tamaño de las micelas; incluso si la proporción de surfac-
tante es suficientemente elevada las micelas se unirán entre sí para for-
mar agrupaciones conexas. Para caracterizar tal fenómeno se utiliza la 
fracción volúmica de la fase dispersa [Villar-Álvarez et al., 2011], D, que 
puede obtenerse a partir de la fracción volúmica de agua, W = VWa-
ter/VTotal, según la expresión [Vanag, 2004]: 
________ 
5 Un estudio detallado de las propiedades físico-químicas del aerosol-OT en solventes no polares 
puede verse en [Tapas & Maitra, 1995]. 
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 De este modo, por encima de un cierto valor umbral de la fracción vo-
lúmica de la fase dispersa, P, el sistema entra en el régimen de percola-
ción [Bhattacharya et al., 1985], es decir, la topología de las micelas se 
deforma hasta constituir canales que aumentan el grado de conectividad 
de la microemulsión como ya ha sido comentado anteriormente. 
 
Figura 2.5: Esquema de una micela esférica inversa en la interfase agua-aceite. La zona 
polar de la molécula de AOT se orienta hacia la fase acuosa (BZ) mientras que la zona 
apolar apunta a la fase oleica (octano). 
 Si el valor de la fase dispersa es menor que dicho valor umbral 
(D  P) la microemulsión estará compuesta por micelas esféricas de ti-
po inverso que se mueven e interaccionan entre sí en el seno de la fase 
oleica. El coeficiente de difusión de estas micelas puede estimarse a partir 
de la relación de Stokes-Einstein [Einstein, 1905]: 
   


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h
k T
D
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 (2.3) 
donde kB representa la constante de Boltzmann, T la temperatura abso-
luta,  la viscosidad del solvente y Rh el radio hidrodinámico. La difusi-
vidad de las micelas sólo dependerá de la temperatura de la muestra y de 
su radio. 
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 Por el contrario, cuando la fracción volúmica de la fase dispersa al-
canza el umbral de percolación (D  P) las micelas se transforman en 
estructuras bicontinuas (ver Fig. 2.4). En este régimen las propiedades 
de la microemulsión difieren notablemente con respecto al sistema de mi-
celas aisladas, como por ejemplo, la conductividad eléctrica que aumenta 
en torno a cuatro órdenes de magnitud [Feldman et al., 1996].  
2.2.3  El Sistema Compartimentado BZ-AOT 
Durante la década de los ochenta las propiedades de las microemulsiones 
AOT [Langevin, 1988] y de las reacción químicas oscilantes [Field & 
Burger, 1985] eran ya bien conocidas; y ambos eran dos temas de actua-
lidad científica, con lo que su puesta en común no se hizo esperar. En el 
año 1988 dos científicos de la India, Balasubramanian & Rodley, viendo 
el interés biológico que presentaban las estructuras formadas en los osci-
ladores químicos, deciden dar un paso más, encapsulando la reacción de 
Belousov-Zhabotinsky en una microemulsión de micelas inversas. Este 
conglomerado supone un acercamiento sustancial entre las reacciones 
químicas oscilantes y los organismos vivos, ya que la parte activa de mu-
chos procesos que tienen lugar en la Naturaleza se encuentra confinada 
en celdas. 
 Cuando introducimos la reacción BZ en el seno de una microemulsión 
de AOT, debido a que todos los reactivos son polares, esta se aglutinará 
en la fase acuosa. Así pues, los componentes polares de la reacción per-
manecerán en el interior de las micelas inversas. No obstante, con el 
transcurso del tiempo nuevos productos intermediarios son generados, 
algunos de los cuales presentan una polaridad nula, y por lo tanto, po-
drán difundir libremente por la fase oleica atravesando las micelas. Por 
lo tanto, existen dos mecanismos de difusión diferentes [Vanag, 2001], 
por un lado, tendremos la difusión de los intermediarios apolares cuyo 
coeficiente de difusión es del orden de 10–7 m2/s [Schwartz et al., 1999], y 
por otro, el de las sustancias polares con un valor aproximado de 10–9 
m2/s (estos valores pueden ser un poco diferentes dependiendo del valor 
de la D). Esta diferencia, en torno a dos órdenes de magnitud, es debida 
fundamentalmente a que el movimiento de todos los compuestos polares 
está restringido al movimiento global de las micelas, y con ello su difu-
sión a través de la fase oleica. Aún así, se podría pensar que en el inte-
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rior de las micelas los compuestos polares podrían tener cierta libertad 
para difundir, sin embargo, si atendemos a la magnitud del radio de las 
micelas (un par de nanómetros) inmediatamente se ve que este efecto es 
del todo despreciable. 
 
Figura 2.6: Esquema resumen de los patrones encontrados en el sistema BZ-AOT [Eps-
tein & Vanag, 2005] para diferentes concentraciones de los reactivos y fracción volúmica 
de la fase dispersa. 
 El intercambio de materiales entre micelas (mediante procesos de coli-
sión, fusión y/o fisión) es imprescindible para garantizar el mecanismo 
oscilante de la reacción así como su extensión espacial. Los procesos de 
activación e inhibición descritos por modelo de FKN ahora han de ser 
separados en dos grupos dependiendo de las difusividades de las especies 
[Vanag, 1996]. De esta forma, tenemos un par activador-inhibidor apo-
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lar,6 el BrO2¯ y el Br2, que difunden rápidamente a través de la fase olei-
ca; y otro par activador-inhibidor polar, el HBrO2 y el Br¯, que difunden 
(vinculados a la micela) más lentamente a través de la susodicha fase. 
 El confinamiento de reacción BZ en microemulsiones AOT origina 
pues dos escalas difusivas diferentes las cuales pueden ser modificadas 
cambiando la fracción volúmica de la fase dispersa [Alonso et al., 2011]. 
Esta propiedad, estudiada exhaustivamente por el grupo del profesor Ir-
ving. R. Epstein en la universidad de Brandeis (USA), es la clave de la 
gran diversidad de estructuras que el sistema BZ-AOT es capaz de exhi-
bir: patrones de Turing [Vanag & Epstein, 2001a], espirales [Vanag & 
Epstein, 2001b], oscilones [Vanag & Epstein, 2004], ondas segmentadas 
[Vanag & Epstein, 2003; Rossi et al., 2012], así como un largo et cetera 
que pueden verse en el diagrama de la Figura 2.6.  
 Una mención especial se merecen los patrones de Turing, al ser las es-
tructuras estudiadas en esta memoria. Como ya fue comentado en el ca-
pítulo anterior, si bien desde el marco teórico de los sistemas de reacción-
difusión, estas estructuras predichas teóricamente por Alan Turing en los 
años cincuenta [Turing, 1952] como un modelo para entender los meca-
nismos de la morfogénesis, constituyen, en sí mismo, un patrón de con-
centraciones estacionarias que evolucionan a través de un proceso de 
ruptura espontánea de simetría. La base del mecanismo de Turing reposa 
fundamentalmente en los procesos de competición y en las diferentes es-
calas difusivas presentes en dos especies del sistema. Estas propiedades 
tan particulares no fueron alcanzadas experimentalmente hasta cuarenta 
años después, cuando en el grupo del profesor Patrick De Kepper en 
Burdeos (Francia) se observan por primera vez los patrones de Turing 
[Castets et al., 1990]. El sistema químico empleado en aquel momento 
fue la reacción de clorito-yoduro-ácido malónico (CIMA), que conseguía 
la diferencia entre las difusividades de las especies mediante el empleo de 
un gel que ralentizaba el movimiento del activador yoduro [Kepper, 
1991].  
 La principal ventaja de utilizar la reacción BZ-AOT para obtener pa-
________ 
6 Es importante no confundir los términos carácter iónico con carácter apolar. El radical BrO2‾ a 
pesar de ser un anión es apolar. 
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trones de Turing, en contraposición con el sistema CIMA, es que permite 
su estudio en un sistema cerrado, ya que la diferencia entre las difusivi-
dades del activador en inhibidor reside en la propia idiosincrasia del sis-
tema, al ser éste una microemulsión. De esta manera, es relativamente 
sencillo inducir diferentes perturbaciones en el sistema mediante la apli-
cación de campos externos, evitando la complejidad intrínseca presente 
en los sistemas abiertos. La respuesta de estos y otros patrones a campos 
eléctricos y/o gradientes de temperatura ha sido estudiada ya por Car-
ballido-Landeira et al. dejando así abierta la posibilidad de aplicar otros 
campos externos, como por ejemplo, fuerzas centrífugas o modulaciones 
en la gravedad de los cuales se ocupa la presente memoria.  
 En la Figura 2.7 vemos diferentes configuraciones que pueden adoptar 
los patrones de Turing en el sistema BZ-AOT. Desde un punto de vista 
topológico tendremos patrones directos o reversos si el fondo es oscuro o 
claro, respectivamente. En cuanto a su morfología destacamos tres tipos 
principales de estructuras, puntos (spots) típicamente en configuración 
hexagonal (ver Fig. 1.8(a)), bandas alineadas (stripes) y finalmente ban-
das desordenadas o laberintos; todos estos estados pueden presentarse 
como estados puros o bien en un estado mezcla. Un parámetro interesan-
te que caracteriza estos patrones es la longitud de onda que representa 
una medida de la distancia promedio entre dos puntos y/o bandas indi-
viduales. Normalmente, en este tipo de sistemas la longitud de onda sue-
le ser del orden de 100 micras, lo cual hace necesaria la utilización de sis-
temas ópticos para su visualización. 
 
 
Figura 2.7: Diferentes tipos de patrones de Turing en el sistema BZ-AOT [Vanag & Eps-
tein, 2008]. (a) Estructuras inversas, puntos o manchas negras (Black-Spots), (b) laberin-
tos y (c) estructuras directas, puntos o manchas blancas (White-Spots).  
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2.3 Modelización Numérica 
La reacción de Belousov-Zhabotinsky en microemusiones de aerosol-OT 
(BZ-AOT) es tan compleja que no existe un modelo químico genérico 
que responda a toda la gama de estructuras presentadas en la sección 
anterior. El modelo de Field-Körös-Noyes (Sec. 2.1.1) describe la química 
de la reacción de Belousov-Zhabotinsky en medio acuoso satisfactoria-
mente, con todo involucra un gran número de variables. Nuevos modelos 
más sencillos, tales como el Brusselator [Tyson, 1973] o el Oregonator 
[Field & Noyes, 1974], fueron propuestos para abordar la reacción BZ 
computacionalmente. El modelo del Oregonator es capaz de reproducir 
cualitativamente los regímenes oscilatorio, biestable y excitable de la 
reacción de BZ, siendo mucho más realista que el modelo del Brussela-
tor. Sin embargo, estos modelos no tienen en cuenta el mecanismo de ac-
tivación-inhibición de las especies de intermediarios apolares (Br2 y 
BrO2¯) que difunden a través de la fase oleica. 
2.3.1 El Modelo de Oregonator de Dos Variables 
Así pues, partiendo de uno de estos modelos clásicos, concretamente del 
Oregonator, Vladimir K. Vanag incorpora una serie de reacciones quími-
cas que dan cuenta del comportamiento difusivo de los intermediarios 
apolares [Vanag, 2004]. Este modelo reduce la fenomenología del sistema 
BZ-AOT al comportamiento de las especies: HBrO2, Fe
3+, Br2 y BrO2¯, 
aún así un modelo de cuatro variables resulta todavía arduo de resolver 
numéricamente. Por lo tanto, Kaminaga et al. desarrollan un nuevo tipo 
de modelo Oregonator todavía más sencillo indicado para patrones de 
Turing, reduciendo el número de variables a sólo dos [Kaminaga et al., 
2005]. Cabe decir aquí, que el empleo de un modelo de reacción sencillo, 
con pocas variables, es fundamental para luego abarcar computacional-
mente la ecuación de transporte revisitada para los campos externos 
aplicados en esta memoria. 
 Este tipo de modelo de dos variables tiene la particularidad de añadir 
un término fenomenológico que corta el comportamiento autocatalítico 
de la reacción cuando la concentración de catalizador en su estado oxi-
dado es comparable a su concentración total. Las ecuaciones químicas en 
las que se basa el modelo son las siguientes [Vanag, 2004]: 
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   12 ( )P A Y X K    (2.4) 
   20 ( )P X Y K    (2.5) 
   3H 2 2 2 ( )A X R X Z K
       (2.6) 
   42 0 ( )X K  (2.7) 
   5( )B Z hY R K    (2.8) 
donde P = H+, A = BrO3¯, B representa una mezcla entre los ácidos ma-
lónico y bromo-malónico, X = HBrO2 (activador), Y = Br¯ (inhibidor), 
h es un coeficiente estequiométrico, R = [Fe(phen)3]
2+ y Z = 
[Fe(phen)3]
3+ son los estados reducido y oxidado del catalizador, respec-
tivamente, cuya concentración total se denota por C0 = [R]+[Z]. Apli-
cando la ley de acción de masas sobre (2.4)-(2.8) obtenemos el siguiente 
sistema de ecuaciones diferenciales ordinarias: 
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1 2
2 2
3 4
[ ]
[ ][ ][ ] [ ][ ][ ]
[ ][ ][ ][ ] 2[ ]
d X
K A Y P K P X Y
dt
K P A X R K X
  
 
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[ ] [ ][ ] [ ][ ][ ][ ]
d A
K P A X K P A X R
dt
    (2.10) 
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[ ] [ ][ ] [ ][ ][ ] [ ][ ]
dY
K P A Y K P X Y K h B Z
dt
     (2.11) 
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d B
K B R
dt
   (2.12) 
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2[ ][ ][ ][ ] [ ][ ]
d R
K P A X R K B Z
dt
    (2.13) 
   2
3 5
[ ]
2[ ][ ][ ][ ] [ ][ ]
d Z
K P A X R K B Z
dt
   (2.14) 
   2 2
1 2 3
[ ]
2[ ] [ ][ ] [ ][ ][ ] [ ][ ][ ][ ]
d P
K P A Y K P X Y K P A X R
dt
     (2.15) 
 En muchas ocasiones usando el principio de esclavitud (slaving prin-
ciple, en la literatura) [Haken, 1993; Haken, 1996] el número de variables 
de un sistema como el nuestro puede ser reducido considerablemente. Di-
cho principio se basa en despreciar las variables que convergen muy rá-
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pidamente hacia el estado estacionario y por tanto tienen poca influencia 
en la dinámica global. Siguiendo dicho principio en [Kaminaga et al., 
2005] reducen el número de variables a únicamente dos (X e Z), que dan 
cuenta de las concentraciones de activador y el estado oxidado del catali-
zador metálico. Para ello, es necesario introducir el siguiente conjunto de 
variables adimensionales: 
   3 4 3 22
3 4 5 5
[ ] / (2 ), [ ] / ,
[ ] / , / ,
X k x k Y k y k
Z k z k k t k
 
 
 (2.16) 
donde k1 = K1[H
+]2[A], k2 = K2[H
+], k3 = K3[P][A], k4 = K4 y k5 = K5[B] 
conforman las nuevas constantes de reacción. Y definiendo los siguientes 
parámetros:  
   
2
4 1 3
2 3 0 4 5
5
0 3
2
2 , , ,
, ,
k k k
f h q
k k C k k
kc
C k

 
  
 
 (2.17) 
es posible transformar el conjunto de ecuaciones (2.9)-(2.15) que dan 
cuenta de la cinética de la reacción en el siguiente sistema adimensional 
de ecuaciones diferenciales, conocido como el modelo de Oregonator de 
dos variables: 
   2
( ) (1 )1
1
fz q x x zx
x
q x z

   
           
 (2.18) 
   
(1 )
1
x zz
z
z

  
  
  
 (2.19) 
donde x y z representan las concentraciones adimensionales del activador 
y el catalizador oxidado, respectivamente. De acuerdo con [Kaminaga, 
2006], la concentración del catalizador oxidado (z) responde de manera 
lineal a la del inhibidor (y), y por lo tanto asume su papel [Keener & 
Tyson, 1986; Vanag & Epstein, 2002], así pues, de aquí en adelante sin 
pérdida de generalidad nos referiremos a él como inhibidor de la reac-
ción. 
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 Este modelo de reacción (Ecs. (2.18)-(2.19)), no está completo hasta 
que se incluye el comportamiento difusivo en el sistema. Como ya ha si-
do comentado en la sección anterior, el coeficiente de difusión del inhibi-
dor es dos órdenes de magnitud mayor que el del activador cuando el sis-
tema está aislado. Sin embargo, como se detallará más adelante en el ca-
pítulo 4, estos coeficientes pueden variar con la presencia de campos ex-
ternos modificando la dinámica del sistema.  
 En función del tipo de perturbación externa aplicada, resulta adecua-
do trabajar con un tipo de patrón u otro. Por ejemplo, para los estudios 
realizados con modulación de la gravedad empleamos la configuración 
hexagonal H0, y para la aplicación de una fuerza centrífuga empleamos 
una configuración de laberintos, sendos patrones pueden verse en la Fi-
gura 1.8(a). El conjunto de parámetros numéricos que ofrecen dichos re-
gímenes puede verse en la Tabla 2.2. 
   f  q   
 Moludación de la gravedad  1.85 10 0.004 0.02 0.4 
 Fuerza centrífuga  1.2 190 0.001 0.01 0.08 
Tabla 2.2. Valores de los parámetros del modelo numérico. 
 Es importante indicar que este modelo aun siendo capaz de reproducir 
toda la gama de estructuras de Turing, su acuerdo con la realidad no de-
ja de ser cualitativo. Nuevas modificaciones son desarrolladas para mejo-
rar su verosimilitud o dar cabida otros estudios, como por ejemplo una 
modificación desarrollada en [Kaminaga, 2006] para incorporar la in-
fluencia de la luz sobre dichos patrones. 
2.3.2 Integración Numérica 
La resolución numérica de las ecuaciones completas de reacción-difusión 
(Ecs. (1.3), (2.18)-(2.19)) se realiza aplicando un método de integración 
por diferencias finitas, concretamente el método de DuFort-Frankel [Wi-
lliam, 1977]. Éste es un método totalmente explícito incondicionalmente 
estable en ausencia de términos de reacción [Strikwerda, 1989] a tres ni-
veles temporales y centrado espacialmente (ver Fig. 2.8) indicado para la 
resolución de ecuaciones diferenciales parabólicas. 
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Figura 2.8: Esquema de nodos para el método de DuFort-Frankel. 
 La razón de elegir de este método es que, como todo método explícito, 
su implementación numérica es más sencilla que la de cualquier esquema 
implícito o semimpícito; y además, al ser incondicionalmente estable nos 
permite utilizar pasos temporales mayores que los de cualquier otro mé-
todo explícito cuya estabilidad es restringida [Fletcher, 1988]. Por lo tan-
to, la discretización por diferencias finitas de la Ecuación (1.3), en ausen-
cia de flujos convectivos resulta: 
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(2.20) 
donde Ci,j
 n  representa el valor de la concentración de la especie química a 
considerar en el nodo de malla espacial (i, j) para el instante de tiempo 
n, k es el paso de tiempo temporal, h el paso de tiempo espacial y DC el 
coeficiente de difusión de la especie en cuestión. La función (x,y,t) con x 
= ih, y = jh y t= nk, da cuenta de las inhomogeneidades de los procesos 
difusivos, de manera que en el estudio de modulación de la gravedad (ver 
Cap. 5) su valor es nulo, pero para el caso del campo externo de fuerzas 
centrífugas (ver Cap. 6) su valor depende fuertemente de la distancia al 
centro de rotación. FC se corresponde con el término de reacción asociado 
a cada especie química (Ecs. (2.18)-(2.19)), que en nuestro caso depen-
diendo de si se trata del activador o inhibidor toma la siguiente forma: 
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 El dominio computacional está compuesto típicamente por una malla 
cuadrada de 300´300 nodos cuyo paso espacial ha sido variado entre 0.1 
y 0.3 u. e. (unidades espaciales adimensionales), y el paso temporal entre 
0.0001 y 0.005 u. t. (unidades temporales adimensionales). El número de 
máximo de iteraciones temporales alcanzado fue del orden de 108 proce-
sos por simulación numérica. La condición inicial, elegida en ambas espe-
cies para iniciar el mecanismo de Turing, consiste en un ruido uniforme 
aleatorio entorno al 10% del valor de los puntos fijos. Para las condicio-
nes de contorno se utilizan condiciones de tipo Neumann con un valor de 
flujo nulo. 
 
Figura 2.9: Evolución temporal del modelo numérico (2.20), para el rango de parámetros 
de la Tabla 2.2 (Gravedad). (a) Condición inicial ruido aleatorio. (b) Primeras excitacio-
nes. (c)-(e) Ruptura de la simetría, formación de singularidades. (f) Estado estacionario, 
patrón de Turing hexagonal.  
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 Los diferentes estadios de la simulación numérica del esquema de in-
tegración (2.20), desde la condición inicial de ruido aleatorio hasta el es-
tado estacionario final del patrón de Turing bien desarrollado, pueden 
verse en la siguiente figura:  
2.4 Descripción de los Procedimientos Experi-
mentales 
Los montajes experimentales desarrollados en esta memoria se dividen en 
dos piezas fundamentales, por un lado el reactor cerrado donde se aloja 
el sistema BZ-AOT, y por otro, el mecanismo externo que introduce la 
perturbación sobre el sistema, que en un caso consistirá en una modula-
ción de la aceleración de la gravedad y en otro en la aplicación de un 
campo axial de fuerzas centrífugas. 
2.4.1 La Unidad Básica de Reacción 
El procedimiento para la elaboración de la reacción BZ-AOT entraña 
una serie de pasos en los que ha de hacerse hincapié. Para generar la 
reacción se parte inicialmente de dos microemulsiones inertes (ver Tabla 
2.3), denotadas por ME1 y ME2, con idénticas propiedades: ratio molar 
(0 = 18), fracción volúmica fase dispersa (D = 0.72) y radio hidrodi-
námico (Rh ~ 3 nm).7 La microemulsión ME1, está compuesta por una 
solución acuosa de ácido malónico (MA) y sulfúrico (H2SO4) integrada en 
el seno de una fase oleica mediante la disolución del surfactante AOT en 
octano (C8H18). Para la microemulsión ME2 se emplea una solución acuo-
sa de bromato de sodio (NaBrO3) y ferroína ([Fe(phen)3]
2+) disuelta en la 
misma fase oleica. 
 La incorporación de los reactivos en sus respectivas microemulsiones 
(ME1 y ME2) inicialmente no origina una microemulsión como tal, sino 
que  ha de someterse a un proceso de agitación (en torno a 15 min.) has-
ta que la mezcla se vuelve transparente, siendo totalmente incolora para 
ME1 y manteniendo una tonalidad rojiza para ME2 (ver Fig. 2.10(a)). 
________ 
7 La preparación de todos los reactivos que conforman las microemusiones ME1 y ME2 puede verse 
en detalle en el Apéndice F. 
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Posteriormente, ambas son combinadas en igual proporción junto con 
una adecuada cantidad de octano (microemulsión activa), que determi-
narán la estructura final del patrón (ver Fig. 2.10(b)), a la temperatura 
ambiente de 21  2 ºC. La mezcla activa de ME1, ME2 y octano ha de 
ser también agitada para lograr su homogeneización, a partir de ahí, las 
micelas de una y otra microemulsión comenzarán a difundir e interaccio-
nar a través de la fase oleica, vía procesos de colisión, fisión y/o fusión, 
propiciando el intercambio entre los compuestos intramicelares y dispa-
rando así el mecanismo de la reacción. 
 Una pequeña porción de esta microemulsión activa, esto es el sistema 
BZ-AOT, es encapsulada en un reactor cilíndrico cerrado herméticamen-
te cuyo esquema puede verse la Figura 2.11. El cuerpo de dicho reactor 
consta de los siguientes elementos: 
 Dos discos de vidrio óptico de 50 mm de diámetro por 3 mm de 
grosor. Los discos constan de una película de antirreflejante para 
reducir los efectos de reflexión de la luz mejorando la calidad de 
la imagen. 
 Una membrana de politetrafluoroetileno (teflón) en forma de ani-
llo cuyos diámetros externo e interno son 50 mm y 35 mm, respe-
tivamente, y de un grosor de 80 mm. La membrana permite la en-
capsulación de la reacción BZ-AOT en un recinto quasi-
bidimensional. 
 El procedimiento para encapsular la microemulsión consiste primera-
mente en situar concéntricamente la membrana de teflón sobre uno de 
los discos de vidrio, entonces se derrama un volumen de unos 150 mL de 
microemulsión activa (superior al volumen del reactor) en el centro del 
disco. Después, situamos el otro disco sobre la configuración anterior y 
presionamos suavemente evitando la formación de burbujas de aire. Para 
sellar herméticamente el sistema se recubren los bordes exteriores del en-
capsulado con cinta elástica de teflón que evita tanto la evaporación de 
los compuestos más volátiles como el octano como la entrada de aire en 
el sistema. Finalmente, el reactor está listo para su observación libre o 
en presencia de algún campo externo. 
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 ME1 ME2 
 0.75 ml MA (2M) 0.98 ml NaBrO3 (1M) 
 1.00 ml H2SO4 (1M) 1.00 ml [Fe(phen)3]
2+ (25 mM) 
 6.00 ml AOT (1.5M en oct.)  6.00 ml AOT (1.5M en oct.) 
 1.25 ml H20 1.02 ml H2O 
Tabla 2.3: Composición química de las microemulsiones ME1 y 
ME2. La preparación de estos compuestos puede verse en el Apén-
dice E. 
 
 
Figura 2.10: (a) Imagen tomada en laboratorio del reactor y las microemsulsiones ME1 
(incolora) y M2 (rojiza). (b) Imágenes experimentales de las estructuras de Turing (ta-
maño 1 mm). Patrón de Turing puramente laberíntico (izq.). Proporciones ME1 (1) : 
ME2 (1): Octano (1). Patrón de Turing en configuración hexagonal con irregularidades 
de puntos y manchas blancas (dcha.). Proporciones ME1 (1) : ME2 (1): Octano (2). 
 
Figura 2.11: Esquema de la sección axial del reactor cilíndrico. 
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 Es importante indicar que al ser este un sistema cerrado no es posible 
la renovación de los reactivos y por consiguiente los patrones que en él se 
forman tienen un tiempo de vida característico no superior a 1 hora 
[Epstein & Vanag, 2005]. La geometría quasi-bidimensional del reactor 
posibilita la observación de estructuras de Turing bidimensionales como 
las presentadas en la Figura 2.10(b). Cabe decir, que estas imágenes se 
presentan tal y como son observadas directamente con el equipo de ad-
quisición de imagen, presentando gradientes de luz y un bajo contraste 
que dificultan su análisis, por lo que han de ser tratadas digitalmente pa-
ra mejorar su calidad.8 
2.4.2 Montaje para Modulación de la Gravedad 
El montaje experimental desarrollado para inducir una modulación ar-
mónica de la intensidad del campo gravitatorio que actúa sobre el encap-
sulado BZ-AOT puede verse en la Figura 2.12. Dicha perturbación con-
sistirá en una vibración mecánica de tipo sinusoidal aplicada vertical-
mente, o sea, en la dirección del campo gravitatorio, sobre el reactor 
quasi-bidimensional. Así pues, el campo externo toma el mismo valor en 
todos los puntos del sistema BZ-AOT, en otras palabras es homogéneo e 
isótropo. 
 De esta manera, las partes fundamentales del esqueleto experimental 
son, el vibrador (VB), y el reactor (RE) que contiene la reacción BZ-
AOT. El resto de elementos se clasifican en un primer grupo, de cuanti-
ficación y selección del tipo de perturbación, compuestos por el oscilador 
o generador de funciones (OR), el acelerómetro (AC) y el osciloscopio 
(OC); y en un segundo grupo, de observación y estudio de la respuesta 
del sistema BZ-AOT al tipo de perturbación, estos son, la cámara 
(CCD), la matriz de diodos LED (BL) y los difusores de luz (DF). 
 El vibrador electromagnético (TIRAvib S511 GmBH) está conectado 
a un amplificador de potencia (TIRAvib BAA 120 GmbH), que alcanza 
una fuerza pico sinusoidal de 75 N, y ofrece una aceleración angular má-
xima de 50g (g = 9.8 m/s2) y una amplitud, A, de hasta 10 mm para un 
________ 
8 En el Apéndice D puede verse como se ha realizado dicho tratamiento mediante una serie de fil-
tros proporcionados en el paquete de software MATLAB R2010a. 
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rango de frecuencias de 2 a 7000 Hz. Si bien, en el desarrollo de los expe-
rimentos el umbral de frecuencia aplicada, f, fue de 150 Hz, en cuyo caso 
la velocidad característica máxima alcanzada fue 1.4 m/s, con v = 2fA. 
El tipo de señal seleccionado para la vibración se obtiene a partir de un 
generador de funciones (HP-33120A), con todo la señal real a que se ve 
sometido el reactor se recoge mediante un acelerómetro piezoeléctrico 
(PCB piezotronics M353B18) y un condicionador de señal en potencia 
(PCB piezotronics 480C02) que amplifica dicha señal antes de ser reco-
gida en el osciloscopio. 
 El anclaje del reactor al vibrador (ver Fig. 2.12(b)) se realiza por me-
dio de una cabeza cilíndrica hueca, cuya tapa inferior va atornillada al 
vibrador. La tapa superior consta de un disco difusor translúcido y otro 
de metacrilato blanco para homogeneizar el fondo de luz, sobre los cuales 
se acopla el reactor. 
 La evolución de la reacción BZ-AOT sometida a tal perturbación ver-
tical, es capturada mediante un dispositivo de adquisición de imágenes. 
Para maximizar el contraste se empleó un sistema de iluminación mono-
cromático consistente en una matriz de diodos LED azules (BL) de alta 
intensidad, diseñada ad hoc para el experimento. La luz procedente de 
los diodos es dispersada y homogeneizada mediante un conjunto de difu-
sores (DF) antes de atravesar el reactor. La imagen del patrón de Turing 
formada en el reactor es amplificada con un objetivo acromático (DIN 4x 
Edmund Optics) antes de ser captada por la cámara CCD (Guppy 
AVT), posteriormente dichas imágenes son procesadas y analizadas en el 
ordenador (PC). 
 El protocolo de actuación experimental consiste en la observación de 
dos muestras químicamente idénticas, tal que una de ellas es sometida a 
la modulación de la gravedad y la otra se deja evolucionar en reposo. Es-
ta dicotomía se realiza para un amplio barrido de frecuencias y amplitu-
des, durante intervalos de 40 minutos de observación. Por último, indicar 
que la temperatura del laboratorio se mantiene a 21  2 ºC mediante 
climatización. 
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Figura 2.12: Montaje experimental para modulación de la gravedad. (a) Imagen en labo-
ratorio del montaje. (b) Esquema del montaje: vibrador (VB), acelerómetro (AC), osci-
loscopio (OC), oscilador de frecuencias (OR), matriz de diodos LED azules (BL), fuente 
de alimentación (VS), difusores de luz (DF), unidad de reacción (RE), cámara (CCD) y 
ordenador (PC). 
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2.4.3 Montaje para Movimiento Rotacional 
La aplicación de un movimiento rotatorio circular uniforme sobre el sis-
tema BZ-AOT se consigue situando el reactor en un campo de velocida-
des angulares normal a la superficie del mismo (ver Fig. 2.13). La per-
turbación resultante consiste en una fuerza centrífuga que actúa de ma-
nera axial sobre las estructuras de Turing formadas en el reactor. A dife-
rencia del caso anterior, el valor del campo de fuerzas depende fuerte-
mente de la distancia al centro de rotación, lo cual introduce una aniso-
tropía e inhomogeneidad en el sistema. 
 Los elementos principales de este anclaje son el rotor y el reactor 
(RE) donde se aloja la reacción BZ-AOT. El valor del campo de veloci-
dades angulares se regula a través de una fuente de alimentación conti-
nua Instek-GPS-3030D (VS) y un circuito auxiliar (CC) que divide la 
señal en cinco componentes diferentes a la entrada del rotor. Dicho cir-
cuito fue implementado en laboratorio sobre una regleta de 400 puntos a 
partir de constituyentes elementales (resistencias y potenciómetros). Pa-
ra la iluminación del reactor se emplean una matriz de diodos LED- 
SLA560BD2T azules (BL) alimentada por una batería diseñada ad hoc 
para el experimento y un conjunto de difusores de luz Edmund Optics 
83-416 (DF). Por último, la respuesta del sistema BZ-AOT a la pertur-
bación se captura con un equipo análogo al presentado en la sección an-
terior que consta de una cámara CCD (Guppy AVT) conectada a un or-
denador (PC). 
 El anclaje del reactor al rotor es análogo al detallado en la sección an-
terior, con la singularidad de que permite situarlo a diferentes distancias 
del eje de rotación, entre 0 y 20 cm. El rotor (Brushless 24V DC 
80039601) presenta un rango óptimo de trabajo entre 5 y 350 rpm, gene-
rando un torque de 0.6 a 12 Nm. La entrada del rotor consta de 5 cana-
les que permiten seleccionar el rango de velocidades y el sentido de giro: 
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Figura 2.13: Montaje experimental para movimiento rotacional. (a) Imagen en laborato-
rio del montaje. (b) Esquema: el rotor se controla mediante una fuente de alimentación 
(VS) y un circuito auxiliar (CC) que permite la selección de la velocidad angular, . BL 
es una matriz de diodos LED azules de alta intensidad y de DF un conjunto que difuso-
res que constituyen el sistema de iluminación. El centro del reactor (ver Fig. 2.11) dista 
una distancia R variable del eje de rotación. 
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 Canal 1: conectado a voltaje fijo de 0V. 
 Canal 2: conectado a voltaje fijo de 24 V. 
 Canal 3: regulador velocidad, conectado entre 0 y 10V mediante 
potenciómetro. 
 Canal 4: sentido de giro, a 0 V horario y a 12 V antihorario. 
 Canal 5: selector en marcha/parado, siempre encendido mediante 
puente a canal 2. 
 El protocolo experimental consiste, de nuevo, en la comparación de 
dos muestras idénticas una sometida al campo de fuerzas centrífugas y 
otra dejada evolucionar libremente en reposo. El procedimiento se reali-
za, repetidas veces barriendo un amplio rango de velocidades angulares y 
radios, comprendidos en un intervalo de velocidades características (v = 
R) de 0 a 7 m/s. La temperatura del laboratorio fue mantenida tam-
bién a 21  2 ºC. 
 
  
Capítulo 3 
Caracterización Morfológi-
ca de Patrones de Turing 
Resumen. Las estructuras de Turing se presentan en la Naturaleza bajo dife-
rentes configuraciones espaciales, como estados puros de puntos (H0 o Hp) y ban-
das o estados mezcla combinaciones de los dos anteriores. Las herramientas tradi-
cionales para la caracterización de estos patrones, basadas principalmente análisis 
mediante transformadas de Fourier, presentan importantes limitaciones para dis-
criminar entre muchas de las estructuras señaladas anteriormente. Así pues, en 
este capítulo† propondremos un método alternativo, que mediante un único pará-
metro, , permite diferenciar unívocamente las morfologías presentes en las es-
tructuras de Turing. El método ha sido validado sobre patrones estacionarios ob-
tenidos por resolución numérica del modelo de Oregonator de dos variables, sobre 
patrones obtenidos experimentalmente en un sistema CDIMA con una dinámica 
temporal oscilante, y finalmente sobre patrones observados directamente en la Na-
turaleza. 
† Basado en [Guiu-Souto et al., 2012]. 
3.1 Introducción 
Los patrones de Turing bidimensionales aparecen espontáneamente bajo 
tres configuraciones espaciales bien diferenciadas [Dufiet & Boissonade, 
1992; Kaminaga et al., 2006], conocidas tradicionalmente como hexágo-
nos H0 (puntos blancos), Hp (puntos negros) y bandas de laberintos (ver 
Fig. 1.8). Sin embargo, atendiendo a su topología es posible clasificar to-
da esta gama de estructuras en tan solo dos estados puros, puntos y 
bandas blancas (estados directos), y sus respetivos estados opuestos, 
puntos y bandas negras (ver Fig.3.2). Entre los estados puros anteriores 
existe todo un continuo de estructuras combinación de puntos y bandas 
en diferente proporción, estos serán denominados en adelante como esta-
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dos mezcla. 
 Hasta el momento, el procedimiento estándar para caracterizar este 
tipo de estructuras ha sido el empleo de transformadas de Fourier [Bra-
cewell, 1986], las cuales proporcionan de manera cuantitativa informa-
ción sobre la longitud de onda y la ordenación espacial del patrón. Con 
todo, esta técnica es incapaz de discriminar, por ejemplo, entre un estado 
puro de puntos blancos H0 (ver Fig.3.2(a)) y su opuesto (ver Fig. 3.2(d)). 
Además, para el caso de patrones formados por estados mezcla tampoco 
es posible conocer la proporción de un estado puro frente al otro. Esta 
cuestión toma una dimensión mayor cuando el patrón está sometido a 
una dinámica temporal tal que transita de un estado a su opuesto con 
cierta periodicidad [Ouyang & Swinnegy, 1991, Míguez et al., 2004], en 
cuyo caso no se dispone de una herramienta consistente para caracterizar 
dicha transición. Surge así la necesidad de un método complementario 
que permita, por un lado, identificar el tipo de estructura en todo mo-
mento, y por otro, en caso de ser un estado mezcla, cuantificar la pro-
porción de los estados puros implicados. 
 Con el fin de abordar este problema, se introducen un conjunto de va-
riables morfológicas que describen la geometría y la topología de las es-
tructuras de Turing. Algunas de estas variables, como por ejemplo, el 
área, el perímetro y la característica de Euler, pertenecen al grupo de los 
funcionales de Minkowski [Minkowski, 1903]. Estos funcionales son bien 
conocidos en áreas como la Geometría Integral [Serra, 1982], o la Topo-
logía [Adler & Taylor, 2011]; además, constituyen una herramienta fun-
damental para analizar, entre otros, los mapas del fondo cósmico de mi-
croondas [Schmalzing & Górski, 1998] o la geometría de las estructuras 
formadas en sistemas en microemulsión [Likos et al., 1995]. Así pues, a 
partir de estas variables morfológicas, se pueden cuantificar las propie-
dades de cada estructura y consecuentemente obtener una parametriza-
ción de la misma. 
 La definición formal de funcional de Minkowski se presenta en la si-
guiente sección, junto con el conjunto de variables morfológicas emplea-
das en el estudio. La Sección 3.3 recoge los resultados de aplicar los fun-
cionales en tres escenarios diferentes. El primer estudio, Sección 3.3.1, se 
centra en caracterizar la morfología de los patrones de Turing estaciona-
rios, a través de un parámetro de control que mide el ratio entre las di-
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fusividades de las especies de activador e inhibidor. El segundo estudio, 
Sección 3.3.2, aplica los funcionales a la caracterización de la transición 
periódica entre un patrón de puntos hexagonal H0 y su opuesto Hp, obte-
nido experimentalmente en el sistema químico CDIMA. Y finalmente, la 
potencia del método se evalúa también sobre patrones del mundo real 
observados en las pieles de diferentes animales y peces. 
3.2 Funcionales de Minkowski 
Originariamente los funcionales de Minkowski fueron introducidos para 
abordar ciertas cuestiones en el ámbito de la Geometría Estocástica 
[Minkowski, 1911], aunque pronto esta familia de variables morfológicas 
fueron trasladadas al campo de la Geometría Integral [Hadwiger, 1957], y 
ya más recientemente mediante Mecke et al. se formulan en términos de 
descriptores de estructuras espacio-temporales. Formalmente un funcio-
nal de Minkowski se define como sigue:  
 Definición. Sea X un espacio vectorial topológico real o complejo y S 
un conjunto absorbente de X con  l > 0S Ê X y S = {s : s  S}, en-
tonces se define  el funcional de Minkowski M : X  + como M(s) = inf 
{ > 0 : s  S} [Thompson, 1996].  
 Así pues, un ejemplo trivial de funcional de Minkowski es la norma de 
un vector, M(x) = x. Si bien, los funcionales empleados más usualmen-
te en estudios morfológicos sobre sistemas de reacción-difusión para imá-
genes discretas binarias9 son: el área, el perímetro y la característica de 
Euler [Mecke, 1996].  
 El primer funcional para describir los patrones de Turing, previamen-
te binarizados (ver Fig. 3.1), es el área, Aw, definida según:  
   
,w w i
i
A n    (3.1) 
________ 
9 La caracterización de las estructuras de Turing mediante funcionales de Minkowski requiere la 
conversión de las imágenes en color o en escalas de grises a imágenes binarias (blanco y negro). 
Los procedimientos aplicados para obtener dicha conversión pueden verse en el Apéndice D.  
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que al tratarse de una imagen binaría se corresponderá con el número to-
tal de píxeles blancos, nw,i; análogamente podría definirse un área para la 
cantidad de píxeles negros, nb,i, pero conocida la dimensión de la imagen 
ambas son equivalentes. El segundo funcional cuantifica la longitud de 
total de la frontera entre las regiones blancas y negras, esto es perímetro, 
B. 
 Un último funcional es la característica de Euler, E, que ofrece infor-
mación acerca de la topología del patrón, más concretamente acerca de 
la conectividad entre las regiones del mismo tipo blancas, o bien, negras. 
En la literatura [Mecke, 1996] existen dos formas de cuantificar la conec-
tividad, la primera calcula la característica de Euler como,  
   
, ,
1
, ,
w i b i
i i
w i b i
i i
n n
E
n n



 
    (3.2) 
de acuerdo con esta definición la característica de Euler toma un valor 
positivo si domina el área de las regiones blancas frente a las negras y vi-
ce versa. Se introduce aquí el concepto de patrón directo (Fig. 1.8(a) 
izq.) y patrón inverso (Fig. 1(a) dcha.) según E1 tome un valor negativo 
o positivo, o en otras palabras según domine el área negra o la blanca, 
respectivamente. La otra definición de la característica de Euler es: 
   
2 , ,w w i b b i
i i
E e C e C     (3.3) 
que cuantifica el número total de clústeres blancos, Cw,i, y negros, Cb,i, 
asociándoles respectivamente los pesos ew = +1 y eb = –1. Así, por ejem-
plo, un patrón que presente un valor negativo de E2 significa que está 
constituido en su mayor parte por clústeres negros (o agujeros). 
 Además de los funcionales de Minkowski, en el presente estudio, se ha 
utilizado otra variable morfológica la excentricidad media por clúster 
blanco (w) o negro (b). El valor de  se obtiene a partir del cálculo de 
los momentos centrales de segundo orden de la distribución de píxeles 
[Haralick & Sharipo, 1992; Flusser, 2000]. Esta variable toma un valor 
cercano a 0 para clústeres esféricos (o cuadrados ver [Flusser, 2000]) y 
próximo a 1 para clústeres alargados. 
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 En el Apéndice E se presenta el código (desarrollado en MATLAB 
R2010a) para la cuantificación de los funcionales de Minkowski a partir 
de una imagen cualquiera de un patrón de Turing. Y también, los deta-
lles del cálculo de la excentricidad de un clúster formado por una distri-
bución de píxeles. Así mismo, se incluyen los algoritmos para la binariza-
ción y la eliminación de gradientes de luz de imágenes experimentales. 
 
Figura 3.1: Transformación de una imagen de un patrón de Turing directo en escala de 
grises (izq.) a una imagen binaria en blanco y negro (dcha.), a través del algoritmo de 
Otsu [Otsu, 1979]. Dimensión de la imagen N = 150x150 píxeles2. 
3.3 Resultados 
En esta sección se aplicará el conjunto de variables morfológicas detalla-
das anteriormente a la caracterización de las estructuras de Turing en di-
ferentes escenarios. Primeramente, el análisis se focaliza en la descripción 
de estructuras estacionarias obtenidas a partir de un modelo numérico  
que exhibe diferentes configuraciones en función del ratio entre las difu-
sividades del activador e inhibidor. En segundo lugar, se utilizarán los 
funcionales para caracterizar la evolución de un patrón de Turing cuya 
dinámica temporal oscila entre un estado hexagonal de puntos blancos 
(H0) y su opuesto (Hp). Finalmente, comprobaremos la veracidad del mé-
todo aplicándolo a patrones del mundo real presentes en las pieles de di-
ferentes animales. 
3.3.1 Estudio de Patrones Estacionarios 
El modelo numérico de Kaminaga et al., Ecs. (2.18)-(2.19), presenta dife-
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rentes configuraciones de patrones de Turing en función del valor del ra-
tio entre los coeficientes de difusión de activador e inhibidor, d = D1/D2, 
como puede verse en la Figura 3.2. Así pues, distinguimos dos estados de 
hexágonos y bandas blancas (Figs. 3.2(a) y 3.2(b), patrones directos) y 
dos estados de hexágonos y bandas negras (Figs. 3.2(c) y 3.2(d), patro-
nes inversos). Además el hecho de modificar el ratio de difusividades in-
troduce en el sistema una disminución de la longitud de onda del patrón 
[Ouyang et al., 1994], con un perfil de decaimiento exponencial (Fig. 
3.2(e)). 
 De esta manera, en función del parámetro de control d el sistema ex-
perimenta una transición pasando por diferentes regiones donde domina 
un tipo de patrón u otro. En particular, para d = 1–1.83 (región I) se 
observan patrones hexagonales directos, y para d = 1.83–4.32 una es-
tructura laberíntica de bandas también directa (región II). Si continua-
mos incrementando el ratio entre los coeficientes de difusión, d = 4.32–
10.9, los laberintos aumentan su conectividad y se transforman en es-
tructuras reversas (región III). Por encima de d = 10.9 el patrón experi-
menta una transición abrupta hacia el estado inverso de puntos negros, 
el cual es totalmente conexo (región V), hasta que el sistema abandona 
el régimen de Turing para valores de d superiores a 15.46.  
 Ha de notarse, que la transición entre un estado puro de hexágonos a 
otro de bandas laberínticas transcurre mediante un estado mezcla de los 
dos anteriores. Sin embargo, la cuantificación del tamaño de estas regio-
nes no puede ser determinada a partir del estudio de la transformada de 
Fourier de los patrones, ya que como se ve en la Figura 3.2 esta técnica 
tiene serias dificultades para discernir, por ejemplo, entre hexágonos di-
rectos o inversos. 
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Figura 3.2: Simulaciones numéricas de las Ecs. (2.17)-(2.20) para el conjunto de paráme-
tros de Tabla 2.2 (fuerza centrífuga). Parámetro de control d = D1/D2. Malla mapeada 
de 300 x 300 nodos con paso espacial de 0.1 u. e. Condición inicial de ruido aleatorio y de 
flujo nulo en la frontera. (a) y (d) Patrón hexagonal directo (H0) (d = 1) e inverso (Hp) 
(d =  15.46), respectivamente. (b) y (c) Patrón laberíntico directo (d = 3.82) e inverso (d 
= 9.40), respectivamente. Regiones I (d = 1–1.83), II (d = 1.83–4.32), III (d = 4.32–
10.90) y IV (d = 10.90–15.46), se corresponden con configuraciones en que predominan 
los estados de hexágonos blancos, laberintos directos, laberintos inversos y hexágonos ne-
gros, respectivamente. (e) Dependencia de la longitud de onda de los patrones con el pa-
rámetro d. 
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 La transición morfológica experimentada por los patrones de Turing 
(ver Fig. 3.2) en función del ratio entre las difusividades de activador e 
inhibidor, d, es analizada en términos de los funcionales de Minkowski. 
Se ofrece una descripción alternativa al estudio mediante transformadas 
de Fourier, y también un método para cuantificar la proporción de esta-
dos puros que integran el patrón de Turing. 
 En primer lugar, se presenta el valor de funcional área Aw, el cual, 
como se ve en la Figura 3.3(a) experimenta un incremento conforme el 
ratio entre difusividades, d, se hace mayor. Ello es debido a que la tran-
sición entre estados directos e inversos conlleva un aumento de la conec-
tividad del patrón, tal es así que para el caso extremo de los hexágonos 
inversos tenemos un único clúster (blanco) que comprende el 81.33 % del 
área del dominio total; y sin embargo para el caso de los hexágonos di-
rectos tenemos un valor inferior al 30 %. El área blanca está relacionada 
con la conectividad del patrón, sin embargo, no es un buen indicador pa-
ra determinar la transición entre tipos de patrones diferentes. 
 En las Figuras 3.3(b) y 3.3(c), se muestran el número de clústeres 
blancos, Cw, y el área media por clúster, Aw = Aw/Cw, junto con su 
desviación estándar. A valores bajos de d (región I) el patrón mantiene 
su estado de hexágonos H0, en cambio su longitud de onda experimenta 
un decremento abrupto, lo que se traduce en un mayor número de clús-
teres blancos dentro del domino. Sin embargo, por encima de cierto valor 
(región II) la conectividad del patrón aumenta para formar estructuras 
más conexas como los estados de bandas laberínticas, y ello implica una 
disminución sustancial del número de clústeres (de 100 a 40 clústeres), 
aun estando presente el efecto de la disminución en su longitud de onda. 
A valores altos de d el patrón entra en las regiones inversas (III y IV) y 
experimenta un decremento abrupto en Cw (d = 10.9), pasando de 10 
clústeres a solo 1 clúster blanco totalmente conexo. El área media por 
clúster, Aw, refleja un crecimiento, de un par de órdenes de magnitud, 
conforme aumenta el parámetro de control, lo cual está relacionado con 
el hecho de que los clústeres se fusionan para formar estructuras mayores 
aumentado así su conectividad. A lo largo de la región I observamos co-
mo el valor del Aw y su incertidumbre son mínimos, debido a que la 
distribución de clústeres es hexagonal directa y aproximadamente uni-
forme. Pero a medida que comienzan a tomar partido los estados mezcla, 
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(regiones II y III) el valor de la incertidumbre crece significativamente, 
hasta alcanzar el punto de transición entre un patrón laberíntico reverso 
y otro de hexágonos negros (d = 10.90). A partir de este punto, en ade-
lante PIII-IV, solamente se tiene un clúster blanco, y por lo tanto, la incer-
tidumbre de la distribución es nula; sin embargo lo más relevante aquí es 
que el funcional Aw presenta un escalón que caracteriza el punto de 
transición. 
 La Figura 3.3(d) muestra la longitud total de la frontera entre regio-
nes directas e inversas, B, que presenta un comportamiento mucho más 
sensible al punto de transición PIII-IV. Nótese como justo por encima de d 
= 10.90 el funcional decae abruptamente (en torno al 90 % de su valor) 
marcando la transición, PIII-IV, entre laberintos reversos y hexágonos ne-
gros. El hecho de que esta curva no sea simétrica se debe fundamental-
mente a dos razones: primero, que como la longitud de onda sufre un de-
crecimiento exponencial, entonces el perímetro de los hexágonos blancos 
es mayor que el de los negros; y según, la respuesta de la morfología del 
patrón a cambios en la difusividad tampoco es lineal. 
 Las últimas variables analizadas son las excentricidades, w y b, y las 
características de Euler, E1 y E2. Las excentricidades son valores medios 
de las distribuciones de clústeres blancos o negros, y por lo tanto, llevan 
asociadas sus respectivas incertidumbres (ver Fig. 3.3(e)). Esta variable 
guarda cierta relación con B, nótese que ambas tienen un perfil similar, 
ya que en general cuanto más alargado es un clúster mayor es su períme-
tro y también su excentricidad. 
 En la Figura 3.3(e), se muestra como a tasas de difusividad baja, esto 
ocurre en la región I, w es aproximadamente igual a 0.4, lo cual indica 
que nuestra distribución de clústeres blancos tiene una simetría similar a 
la esférica, con ciertas irregularidades, véase la incertidumbre en torno al 
40 %, debido una proporción de clústeres que presentan deformaciones 
laberínticas, esto es, un estado mezcla. Si incrementamos d desde 1.83 a 
3.49 se observa como la w presenta un crecimiento lineal con el ratio de 
difusividades, hasta alcanzar un valor cercano al 0.8. Este incremento es-
tá relacionado con el incremento de estados laberínticos. Así pues, el 
punto d = 1.83, en adelante PI-II, constituye una transición entre los pa-
trones hexagonales directos y las estructuras laberínticas. Por encima de 
d = 3.49 el dominio de las estructuras laberínticas es total y w toma va-
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lores cada vez más cercanos a la unidad, a la vez que la incertidumbre se 
hace menor. Cuando el parámetro de control es tal que el sistema entra 
en el régimen de hexágonos inversos, punto de transición PIII-IV, de tal 
manera que en todo el dominio existe solo un clúster cuadrado blanco 
con un número determinado de agujeros negros, la excentricidad w cae 
bruscamente a 0.1. Obsérvese que este valor es menor que el observado 
para el caso de hexágonos blancos, ello se debe a que el momento central 
de segundo orden de la elipse asociada a una distribución cuadrada es 
análogo al de una circunferencia, es decir, cercano a 0. Además, para 
elucidar, más si cabe, las transiciones en PI-II y PIII-IV se analiza la excen-
tricidad de los clústeres negros, b (ver Fig. 3.3(e)). Para valores bajos de 
forzamiento, el valor de b es cercano a 0 (debido a la presencia de un 
único clúster negro en el domino), conforme el ratio d aumenta su valor 
tiende a la 1 (régimen de laberintos) para luego decaer abruptamente de 
nuevo a b = 0.34 (región de hexágonos negros Hp). 
 Las características de Euler, E1 y E2, se muestran en la Figura 3.3(f). 
Como se ven en la figura los hexágonos directos o punto blancos (región 
I) presentan una baja conectividad con E2 = 100, ello se debe a que los 
clústeres se distribuyen por el domino de manera aislada, unos de otros. 
Además, E1 presenta un valor negativo lo cual indica que el área negra 
domina sobre la blanca, esto es, estamos en la región de patrones direc-
tos. A valores intermedios del ratio de difusividades (d = 4.32) E1 alcan-
za un valor nulo, en este punto el área total de los patrones blancos y 
negros es la misma, por lo tanto este punto, en adelante PII-III, marca la 
transición entre estructuras directas e inversas. Además, a d = 10.92 el 
E2 toma también un valor nulo, esto indica que el número de clústeres 
blancos desconectados es 0, o dicho de otro modo, el patrón cambia del 
régimen de laberintos inversos al régimen de hexágonos inversos (punto 
de transición PIII-IV). Nótese como este funcional toma un valor negativo  
elevado (E2 = –200), reflejo de una superficie totalmente conexa con un 
número finito de agujeros negros. Al igual que en otros casos, el hecho de 
que este funcional no tenga un perfil simétrico se debe a la disminución 
de la longitud de onda en el sistema. 
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Figura 3.3: Variaciones de las variables morfológicas con el cociente entre la difusividad 
de las especies de activador e inhibidor, d = D1/D2. (a) El área blanca, Aw. (b) El núme-
ro de clústeres blancos Cw. (c) El área media por clúster, Aw.. (d) La longitud de la 
frontera entre regiones blancas y negras o perímetro, B. La excentricidad de los clústeres 
blancos y negros (w y b) con sus respectivas incertidumbres. (f) Las características de 
Euler, E1 y E2. 
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 Todo el análisis anterior permite la caracterización completa de las 
transiciones entre patrones (puntos PI-II, PII-III y PIII-IV), sin embargo, es 
obvio que la información extraída a partir de todos los funcionales es re-
dundante y en general ardua de tratar. Así pues, es necesario poner en 
común todos lo funcionales y realizar una comparativa, con el fin de ob-
tener un rasgo o característica común que permita mediante un único 
parámetro, combinación de todos o algunos de los anteriores, caracterizar 
unívocamente toda la gama de patrones observada. 
 La Figura 3.4(a) muestra una comparativa de todas las variables mor-
fológicas anteriores, previamente normalizadas. Como se observa, existen 
fuertes correlaciones entre diferentes pares de variables como son Aw con 
E1, Cw con E2 y B con w. De aquí concluimos que para realizar una des-
cripción completa de las transiciones morfológicas, experimentadas por 
los patrones de Turing, no es necesario el empleo de todo el conjunto de 
funcionales. En este marco se introduce el parámetro  combinación de 
sólo dos variables morfológicas: 
   
1
sgn( )E     (3.4) 
donde  es la excentricidad promedio entre w y b. Con este aparente-
mente simple parámetro se pueden distinguir entre clústeres redondos 
( = 0) o alargados tipo laberinto ( = 1), e incluso cuantificar nu-
méricamente los estados mezcla (0 <  < 1); además la incorporación 
del signo de E1 permite identificar si se trata de un patrón directo o in-
verso. Dado que el parámetro, está normalizado entre –1 y 1, su valor es 
proporcional a la proporción de estados puros que integran el patrón. 
 De acuerdo con esto, el parámetro  es capaz de distinguir todos los 
patrones presentados en la Figura 3.2, discriminado cuatro regiones bien 
diferenciadas (I, II, III y IV) como se muestra en la Figura 3.4(b). En la 
región I y II  > 0 indicando la presencia de estructuras directas, es de-
cir, hexágonos o bandas blancas. Además, en el pequeño valor de  
(~0.2) uniforme a lo largo de la región I indica que está compuesta en su 
mayor parte por clústeres circulares. Sin embargo, conforme entramos en 
la región II (PI-II) el parámetro crece abruptamente hasta un valor de 0.8, 
lo que quiere decir que el patrón ha transitado hasta la configuración de 
bandas laberínticas blancas. 
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Figura 3.4: (a) Comparativa entre todas la variables morfológicas normalizadas por su 
valor máximo absoluto. ½Aw½max = 7.32 x 104 pixeles2, ½B½max = 1.09 x 104 pixeles, ½Cw½max 
= 100, ½E2½max = 248, el resto funcionales están normalizados por definición. (b) Caracte-
rización de las transiciones entre patrones de Turing en función del ratio de difusividades 
d = D1/D2. El parámetro  discrimina entre cuatro configuraciones distintas. Las regio-
nes I (IV) y II (III) se corresponden con patrones directos (inversos) hexagonales y ban-
das blancas (negras), respectivamente. 
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 En torno a d = 4.32,  cambia de signo señalando un transición de 
estados directos a inversos (PII-III), en esta situación el patrón evoluciona 
cara un laberinto de bandas negras. Finalmente, la última transición 
ocurre para d = 10.43 (PIII-IV) donde el patrón pasa de un estado laberín-
tico a otro de hexágonos inversos; nótese como en este punto el paráme-
tro  sufre de nuevo una transición abrupta de –0.9 a –0.2 debido al bajo 
valor de la excentricidad en estas estructuras, como ya ha sido comenta-
do. 
 
Figura 3.5: Caracterización del estado transitorio de los patrones de Turing presentados 
en la Figura 3.2 (a)-(d). White Spots o hexágonos blancos (H0), d = 1 (‘’ rojo). White 
Stripes o bandas blancas laberínticas, d = 3.82 (‘’ rosa). Black Stripes o bandas negras 
laberínticas d = 1.83 (‘’ azul). Black Spots o hexágonos negros (Hp), d = 14.46 (‘’ 
turquesa). 
 El parámetro  puede aplicarse también para caracterizar el transito-
rio en la simulación numérica de los patrones presentados en la Figura 
3.2, esto es, su evolución desde la condición inicial (ruido aleatorio) hasta 
el estado estacionario de patrón de Turing bien definido. Como se mues-
tra en la Figura 3.5 el parámetro  es capaz de describir el momento a 
partir del cual el patrón alcanza el estado estacionario en el tiempo, aco-
tando así el transitorio. La condición inicial es idéntica para todas las es-
tructuras, pero conforme transcurre el tiempo las curvas correspondien-
tes a cada patrón sufren una bifurcación separándose unas de otras de 
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cara su configuración final estacionaria. Obsérvese como las estructuras 
inversas presentan una excursión temporal más suave que las directas, 
las cuales sufren una caída abrupta que señala el final del régimen tran-
sitorio. En coherencia con los resultados mostrados en la Figura 3.4(b) el 
parámetro  diferencia entre los puntos hexagonales, los laberintos y sus 
inversos dibujando en el tiempo cuatro soluciones asintóticas diferentes. 
3.3.2 Estudio de Patrones con Dinámica Temporal 
Con el fin de enfatizar la versatilidad del parámetro , en esta sección se 
utiliza para caracterizar un sistema que presenta una dinámica temporal 
intrínseca, tal que no alcanza una configuración estacionaria final sino 
que presenta oscilaciones periódicas entre dos configuraciones morfológi-
cas bien definidas. El sistema en cuestión se corresponde con la reacción 
química CDIMA [Kepper et al., 1991; Rudovics et al., 1999] sometida a 
campos de luz externos [Míguez, et al., 2004]. 
 Este sistema presenta una oscilación periódica entre dos patrones de 
Turing de tipo hexagonal. Básicamente, la formación del patrón se lleva 
a cabo por procedimientos de ruptura de simetría, análogos a los vistos 
en el Capítulo 1. En la Figura 3.6 se muestran imágenes experimentales 
correspondientes a la transición morfológica experimenta por el sistema. 
Se observan dos estados puros de hexágonos, blancos (Fig. 3.6(a)) y ne-
gros (Fig. 3.6(c)). La transición del estado directo al inverso se efectúa 
en un breve período de tiempo a través de un estado mezcla de bandas 
(Fig. 3.6(b)), lo cual dificulta su caracterización. La dinámica temporal 
se muestra mediante un diagrama espacio-temporal en la Figura 3.6(d), 
donde se observa el carácter oscilante de la estructura. La caracteriza-
ción morfológica del patrón mediante  permite determinar el tipo de es-
tructura presente en cada instante de tiempo (Fig. 3.6(e)). Nótese que el 
funcional salta de la región positiva a la negativa en cada transición del 
estado directo (W-S) al inverso (B-S); dicho tránsito a través del estado 
mezcla (T), cambia la paridad de la estructura. Además, el parámetro  
permite obtener de manera exacta el período de la oscilación (0.72 ho-
ras). 
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Figura 3.6: Evolución temporal de la reacción CDIMA sometida a perturbaciones de ex-
ternas mediante campos de luz (por cortesía del Dr. Míguez). (a) Hexágonos blancos H0 
(W-S). (b) Estado mezcla de transición (T). (c) Hexágonos negros Hp (B-S). (d) Diagra-
ma espacio-temporal de las transiciones periódicas entre las estructuras (a)-(c), con el 
tiempo en horas. (e) Caracterización morfológica mediante  de la dinámica temporal os-
cilante (tiempo en horas) del sistema. 
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3.3.3 Aplicación sobre Patrones en la Naturaleza 
El parámetro  es también útil para caracterizar estructuras con mayor 
grado de complejidad que la que presentan los patrones de Turing obte-
nidos en sistemas tales como las reacciones BZ-AOT o CDIMA. Así 
pues, siguiendo los procedimientos descritos a lo largo de este capítulo, 
en esta sección se realiza una caracterización morfológica en términos de 
 de patrones existentes en las pieles de diferentes animales y peces, las 
cuatro especies tomadas como prototipo son: el tigre (Panthera tigris), el 
leopardo (Panthera pardus), el ancistrus (Ancistrus triradiatus) y la ce-
bra (Equus quagga). En la Figura 3.7 se pueden ver las imágenes corres-
pondientes a los patrones de piel de las especies anteriores, con su co-
rrespondiente binarización. El cálculo de  indica que el patrón de piel 
del tigre sigue una estructura inversa, con un valor de  = –0.82; esta 
cercanía a la unidad remarca el carácter alargado de sus clústeres. Para 
el caso del leopardo,  = –0.44, el valor negativo indica que se trata de 
un patrón de piel también inverso, sin embargo, su magnitud es inter-
media, por lo que el patrón estará formado principalmente por hexágo-
nos negros con ciertas irregularidades. Finalmente, las especies ancistrus 
y cebra, con  = 0.37 y 0.75, están formadas por patrones directos, que 
en el caso del pez su bajo valor indica que se trata de un estado de hexá-
gonos blancos mayoritariamente, y por el contrario para el caso de la ce-
bra tenemos un estado de bandas blancas bien definidas. 
 Estos resultados están en concordancia con los resultados anteriores, y 
enfatizan la versatilidad de este parámetro a la hora de caracterizar mor-
fológicamente cualquier tipo de estructura. 
3.4 Discusión y Conclusiones 
La caracterización morfológica de las transiciones experimentadas por las 
estructuras espacio-temporales es un tema interesante en diversas disci-
plinas, en particular para el caso de la Dinámica no Lineal, donde dicha 
caracterización es fundamental para un buen entendimiento de los meca-
nismos de formación de patrones como la inestabilidad de Turing. En es-
te trabajo, se han considerado diferentes escenarios en los que las técni-
cas tradicionales de caracterización, como la transformada de Fourier, 
presentan limitaciones importantes, no siendo posible determinar de una 
manera cuantitativa el tipo de estructura ni las posibles transiciones ex-
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perimentadas por el patrón. 
 
Figura 3.7: Caracterización morfológica de patrones en el mundo natural. En la primera 
fila se presentan patrones correspondientes a cuatro especies: tigre, leopardo, pez ancis-
trus y cebra. La segunda columna corresponde con las imágenes anteriores transformadas 
en blanco y negro mediante el algoritmo de Ostu [Otsu, 1979]. El tigre y el leopardo pre-
sentan patrones con estructuras inversas (con  = –0.82 y –0.44, respectivamente), mien-
tras el ancistrus y la cebra están formados por patrones directos (con  = 0.37 y 0.75, 
respectivamente). Los términos: Direct (Reverse) patterns, Black (White) Stripes (Spots), 
se refieren a patrones directos (inversos), bandas (hexágonos) negros (blancos), respecti-
vamente.  
 Así pues, para resolver esta limitación, se propone una caracterización 
de los patrones de Turing, fundamentada en los funcionales de Minkows-
ki (área, característica de Euler, etc.). Estos funcionales permiten la ca-
racterización completa de la estructura desde un punto de vista pura-
mente geométrico y topológico. Además, es posible definir un parámetro 
() por composición de los anteriores, que unívocamente discrimina 
cualquier tipo de estructura, ofreciendo a la vez una medida de la pro-
porción de estados puros que componen el patrón. 
 El análisis se aplica sobre diferentes escenarios. En un primer caso se 
aplican los funcionales a la transición experimentada por los patrones de 
Turing en función del ratio entre las difusividades de activador e inhibi-
dor. Dicha transición se simula a partir del modelo (2.18)-(2.20). Se ob-
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serva como los funcionales responden de manera sensible a los cambios 
en la morfología del patrón, permitiendo discriminar diferentes estados 
de hexágonos y laberintos. Además, existe una correlación entre algunos 
de ellos, que permite reducir el número de variables necesarias para la 
caracterización del problema a sólo dos, E1 y . En este punto, se defi-
ne el parámetro , composición de los dos anteriores, que unívocamente 
asocia un valor normalizado entre –1 y 1 a cada tipo de estructura. 
Además, según Mecke et al. las transiciones experimentadas por estos 
funcionales (ver Fig. 3.4) formalmente podrían entenderse como una 
transición de fase morfológica que caracteriza el tipo de sistema, en ana-
logía con las transiciones de fase termodinámicas [Kondepudi, 2008]. 
Desde este punto de vista las transiciones PI-II y PIII-IV serían transiciones 
de primer orden, mientras que la transición PII-III sería de segundo orden. 
 Finalmente, con el fin de testear la versatilidad del parámetro  se 
aplica a otros sistemas con morfologías y dinámicas diferentes. El caso de 
los patrones de Turing desarrollados en la reacción CDIMA sometida a 
campos de luz se observa una dinámica temporal periódica que se detalla 
en la Figura 3.6. El parámetro  ofrece una descripción de los estados 
morfológicos por los que pasa el sistema y además permite la cuantifica-
ción precisa del período de la oscilación. Por otro lado, el estudio realiza-
do sobre los exóticos patrones que configuran las pieles de muchas espe-
cies en la Naturaleza, permite la clasificación unívoca de sus morfologías 
en una escala definida por el parámetro . 
 Concluyendo, este método de caracterización a partir de los funciona-
les de Minkowski, resulta efectivo en diferentes contextos, desde patrones 
con dinámica estacionaria o temporal hasta patrones en la Naturaleza. A 
tenor de la universalidad de los resultados anteriores, el parámetro  re-
sulta susceptible de ser aplicado en otros sistemas que formen estructu-
ras espacio-temporales, tanto para la caracterización del tipo de geome-
tría de los patrones como para la determinación de las posibles transicio-
nes entre uno u otros estados morfológicos. 
 

  
Capítulo 4 
Modelización del Transpor-
te Difusivo Inducido por 
Campos Externos 
Resumen. La presencia de campos externos sobre un fluido reactivo como la 
reacción BZ-AOT, puede originar modificaciones en los mecanismos de transpor-
te. En el presente capítulo†, se caracterizará el régimen del transporte en el siste-
ma BZ-AOT, mediante la determinación del espesor de la capa límite, para las 
dos perturbaciones detalladas en los capítulos anteriores. En ambos casos es posi-
ble realizar una descripción mediante el formalismo de la Mecánica Estadística de 
las colectividades canónicas con el fin de obtener diferentes observables mesoscó-
picos, como el momento cuadrático medio de las partículas del sistema o incluso 
sus coeficientes de difusión. Además, la energía extra suministrada sobre sistema 
puede ser entendida en términos del teorema de equipartición.  
† Basado en [Guiu-Souto et al., 2011] y [Guiu-Souto et al., 2013b]. 
4.1 Introducción. Régimen de Capa Límite 
Como se ha visto a lo largo de los capítulos anteriores el fenómeno de 
autoorganización, y particularmente la inestabilidad de Turing, está go-
bernado por la teoría de la Dinámica no Lineal de los sistemas de reac-
ción-convección-difusión (Ec. (1.2)), siendo altamente sensibles a cambios 
en el transporte difusivo. 
 La introducción de campos externos en un sistema fluido, similar al 
sistema BZ-AOT, puede generar un transporte convectivo comparable o 
incluso que domine sobre los procesos difusivos. Véase el caso de la ines-
tabilidad de Faraday [Kameke et al., 2012] inducida por la aplicación de 
un movimiento oscilatorio normal a la superficie de un sistema fluido 
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cuasi-bidimensional, el cual, dicho sea de paso, guarda una gran analogía 
con el experimento de modulación de la gravedad desarrollado en la pre-
sente memoria (ver Sec. 2.4). Otro ejemplo es la inestabilidad de Ray-
leigh-Bénard [Getling, 1998] donde la convección se debe a un acoplo en-
tre la densidad del fluido y un gradiente de temperaturas; o la inestabili-
dad de digitación viscosa [Homsy, 1987; Gérard & Wit, 2009] generada 
por la interacción de la viscosidad del fluido con el campo de velocidades 
a través de la ley de Darcy [Darcy, 1856]. Así pues, en todos estos casos 
el tipo de estructura final surge exclusivamente por el efecto de la con-
vección. Sin embargo, existen también perturbaciones externas que sola-
mente afectan al transporte difusivo, y donde la teoría de reacción-
difusión es totalmente válida, como es el caso de gradientes de tempera-
tura o campos eléctricos aplicados sobre los sistemas BZ y BZ-AOT 
[Muñuzuri et al., 1996; McIlwaine et al., 2009; Carballido-Landeira et al., 
2010], o también el del empleo campos de luz en sistemas CDIMA [Peña 
et al., 2003; Míguez et al., 2006]. 
 En este punto surge la cuestión de si los campos externos aplicados en 
esta memoria al sistema fluido BZ-AOT son lo suficientemente intensos 
como para generar un transporte por convección importante. Cabe decir, 
que dada la novedad de la utilización de este tipo de forzamientos mecá-
nicos (por modulación de gravedad y por fuerzas centrífugas) en medios 
activos tales como la reacción BZ-AOT o similares, no existen preceden-
tes en la literatura con los que comparar y poder dar una respuesta sen-
cilla a esta cuestión. 
 Por lo tanto, para determinar el tipo de régimen en el que se encuen-
tra nuestro sistema calculamos el espesor de la capa límite del fluido pre-
sente en el reactor (ver Fig. 2.11). Para determinar dicho espesor parti-
mos del modelo de Blasius de capa límite [Blasius, 1908], el cual es váli-
do para fluidos que se encuentran en régimen laminar, incompresibles y 
con geometría de disco plano. La condición de flujo incompresible es 
plausible en un sistema en fase líquida como el BZ-AOT, y las dimensio-
nes del reactor químico también garantizan la aproximación de capa del-
gada. Si bien, para verificar que el flujo es laminar ha de calcularse pre-
viamente el número de Reynolds característico del fluido: 
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uL
Re


  (4.1) 
donde  y  son la densidad y la viscosidad dinámica del fluido y u y L 
son una velocidad y una longitud características del sistema. Según los 
cálculos realizados en el Apéndice A, el número de Reynolds de nuestro 
fluido está acotado entre 14 y 100, con lo cual el flujo puede ser conside-
rado laminar, verificándose así la tercera condición para el modelo de 
Blasius. De esta forma el espesor de capa límite, , de nuestro fluido 
puede ser calculado mediante: 
   4.91
x
u


  (4.2) 
donde x es la dimensión característica longitudinal del sistema, esto es el 
diámetro del reactor. De este modo, se obtiene un espesor de capa límite 
del orden de 10 mm (ver Apéndice A), que resulta unas cien veces supe-
rior al espesor del reactor (80 mm). Esto indica que el fluido se encuentra 
totalmente en régimen de capa límite [Kundu & Cohen, 2002]. Y por lo 
tanto, los fenómenos de convección son despreciables en nuestro sistema, 
de modo que el mecanismo de transporte es debido puramente los proce-
sos difusivos (Ec. (1.3)). 
 Según [Haken, 1984], el comportamiento de un sistema fluido se puede 
describir de manera diferente según cuál sea la escala de aproximación. 
A nivel microscópico, se trataría con el movimiento de cada átomo o mo-
lécula individualmente. A nivel mesoscópico, se consideraría una región 
que contenga suficientes moléculas como para poder definir, concentra-
ciones, densidades, temperaturas, etc. pero tal que ninguna propiedad 
macroscópica pueda ser vista. Y por último, a nivel macroscópico es en 
el que aparecería el fenómeno de autoorganización y la formación de es-
tructuras espacio-temporales como por ejemplo los patrones de Turing. 
En este marco, Haken asume que la transición del nivel microscópico al 
macroscópico se consigue a través de la mecánica estadística clásica ca-
paz de obtener observables extrapolables al nivel mesoscópico, donde ri-
gen las ecuaciones que gobiernan desde la cinética de las especies en una 
reacción química (reacción-difusión), hasta la hidrodinámica del fluido 
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[Acheson, 1990]. Estos modelos de ecuaciones contienen, pues, la no li-
nealidad necesaria para que ocurran los mecanismos de ruptura de sime-
tría responsables del fenómeno de la autoorganización, originando una 
estructura espacio-temporal macroscópica. 
 Por lo tanto, es plausible pensar que la energía extra aportada al sis-
tema por los campos externos ha de repercutir de algún modo en los me-
canismos de trasporte. Además, dado que los fenómenos convectivos son 
despreciables en nuestro sistema, por consideraciones de capa límite, la 
energía extra contribuirá principalmente a los mecanismos de transporte 
difusivo. Así pues, para el estudio de los coeficientes de difusión en el sis-
tema se plantea un tratamiento mecánico-estadístico desde el punto de 
las colisiones entre partículas a nivel microscópico. Posteriormente, dicha 
influencia será trasladada al nivel de las ecuaciones de reacción-difusión 
(mesoscópico) viendo las modificaciones que se generan en la autoorgani-
zación macroscópica, lo cual será desarrollado en los Capítulos 5 y 6. 
 Así pues, en el presente capítulo para la determinación de las propie-
dades de las partículas u observables (momento, recorrido libre me-
dio,…) se realizará mediante los procedimientos de la mecánica estadísti-
ca en el marco de la colectividad canónica [Tolman, 1938]. Se desarrolla-
rán dos estudios paralelos con el fin de entender cómo afectan a las difu-
sividades de las especies de activador e inhibidor dos forzamientos exter-
nos de naturaleza bien distinta. De un lado, en la Sección 4.2, una per-
turbación homogénea que consiste en una modulación periódica de la in-
tensidad del campo gravitatorio; y de otro, en la Sección 4.3, una fuerza 
centrífuga que introduce una anisotropía en el sistema. Con el fin de en-
tender cómo se distribuye la energía extra asociada a estos campos entre 
los grados de libertad del sistema, en la Sección 4.5, se realiza un estudio 
de la equipartición de la energía. 
4.2 Modulación del Campo Gravitatorio. Difu-
sión Homogénea 
La aplicación de una modulación periódica de la intensidad del campo 
gravitatorio normal al sistema cuasi-bidimensional BZ-AOT (ver Fig. 
2.12) introduce una perturbación homogénea en todo punto del medio 
químico. La respuesta del sistema frente a tal perturbación, será estudia-
da en términos de las principales especies que gobiernan el comporta-
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miento global de la reacción, estas son, el activador y el inhibidor. Como 
ya ha sido comentado a lo largo de la Sección 2.2, las difusividades de 
estas especies son diferentes, ya que el activador se asume solidario al 
movimiento de la micela, y por lo tanto, su coeficiente de difusión resulta 
dos órdenes de magnitud menor que el del inhibidor, en ausencia de 
campos externos. 
 El primer paso, para ver cómo influye el campo externo en las difusi-
vidades anteriores, es caracterizar el movimiento de las especies. Así 
pues, se establece como sistema de referencia del estudio el laboratorio, 
de tal manera que la posición de cada partícula se obtiene a partir de la 
composición vectorial del movimiento de oscilación vertical debido a la 
perturbación, más el movimiento de las fluctuaciones térmicas en el inte-
rior del reactor. Véase el esquema en la siguiente figura: 
 
Figura 4.1: Esquema del sistema de referencia en laboratorio (O) para modulación del 
campo gravitatorio. La caja representa el reactor en cuyo interior se encuentran las par-
tículas de activador e inhibidor. A y  son la amplitud y la frecuencia angular de la per-
turbación, h es el semiespesor del reactor y z' es la coordenada vertical del movimiento 
térmico de las partículas. 
 Por lo tanto, el vector posición resultante, de acuerdo con este siste-
ma de referencia es:  
    ˆ ˆ ˆ ˆ ˆ ˆsin( )x y z x' y' z' A t      r x y z x y z  (4.3) 
donde x', y' y z' representan la posición de la partícula en el interior del 
reactor debida a fluctuaciones térmicas, A y  la amplitud y frecuencia 
de la modulación, respectivamente. Obsérvese también que en general se 
72 MODELIZACIÓN DEL TRANSPORTE DIFUSIVO INDUCIDO POR CAMPOS EXTERNOS 
 
puede aproximar z ~ Asin(t), pues Asin(t)  z' salvo en un cierto in-
tervalo de tiempo de medida finita. Por lo tanto, la componente vertical 
de la aceleración del sistema aparece modulada de la siguiente forma: 
   2
0
ˆ ˆ ˆsin( )z g A t   z z z  (4.4) 
donde g0 es el valor de la aceleración de la gravedad. Así pues, a tenor de 
esta expresión se ve que el tipo de perturbación aplicada constituye una 
modulación armónica, con periodicidad temporal, de la intensidad del 
campo gravitatorio. 
 Una vez caracterizado el movimiento queda determinada también la 
energía del sistema. De modo que el hamiltoniano para una partícula 
cualquiera en el reactor, ignorando las contribuciones asociadas al poten-
cial gravitatorio10, es: 
   
2
2 2 2 21
2 2grav z
H p A z m A
m
    p  (4.5) 
donde m es la masa de la partícula (activador o inhibidor), p = (px, py, 
pz) con px = m¶tx (análogo para y, z). El primer término del hamiltonia-
no representa la contribución de las velocidades asociadas al movimiento 
errático térmico, el segundo término da cuenta del acoplo entre la per-
turbación y movimiento libre de las partículas y el último término repre-
senta la energía asociada al movimiento armónico. Este hamiltoniano su-
pone una corrección al hamiltoniando de un gas ideal de partículas aisla-
das [Diu et al., 1989]. 
 El hamiltoniano del sistema contiene toda la información necesaria 
para aplicar los procedimientos de la Mecánica Estadística [Landau & 
Lifshitz, 1988]. Por lo tanto, la función de partición canónica (nótese que 
es factorizable) para una partícula del sistema es: 
________ 
10La energía potencial gravitatoria sufre una variación poco significativa y por lo tanto se puede 
despreciar, pues los cambios en la posición vertical del reactor son inferiores a 1 cm. 
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
 (4.6) 
donde h es la constante de Planck,  = 1/kBT con kB la constante de 
Boltzmann y S la superficie del reactor químico donde se aloja la reac-
ción BZ-AOT. Por otro lado,  es el espacio de posiciones y momentos 
generalizados, tales que  = Q ´ P  V ´ 3, con (x,y,z) Î V, tal 
que (x,y) Ì S y z Ì [-A, A], dQ = dxdydz y dP = dpxdpydpz . Atendien-
do a la expresión anterior, se ve que el integrando es semidefinido positi-
vo, o sea que Z es también positiva, de manera que al aumentar la am-
plitud de forzamiento, A, o la frecuencia de oscilación, , la función de 
partición aumenta de manera monótona. Esto indica que el número de 
microestados compatibles con el macroestado dado es mayor, debido al 
aporte de energía extra en el sistema.  
 Además, es posible encontrar una expresión analítica de Z en serie de 
potencias (ver Apéndice B.1) obteniéndose así: 
   
3/2 2 2
3
0
( )2
2 (2 1) !
n
n
n
m AV m
Z
h n n
 



           (4.7) 
donde V = 2AS es el volumen del espacio de fases de posiciones de las 
coordenadas generalizadas. De una manera similar11 puede calcularse 
también la expresión de otro observable, el momento cuadrático medio: 
    2 2 2123m m A   p  (4.8) 
cuando el forzamiento es cero, éste coincide con el momento de las partí-
culas de un gas ideal libre. En el cálculo de esta expresión analítica se ha 
supuesto que  m2A2  1, lo cual es cierto para nuestras condiciones 
________ 
11Véase el Apéndice B.2 para un mayor detalle en los cálculos. 
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experimentales (véase el Apéndice B.1). Para esta aproximación el orden 
de la teoría es O(2A2). Esta asunción, en otras palabras, quiere decir 
que la contribución de la perturbación es significativamente menor que la 
debida a fluctuaciones térmicas, pues en definitiva m2A2  kBT. Es im-
portante indicar también, que a pesar de que el aporte de energía extra 
se produce sobre la dirección del eje z, los mecanismos de colisión mole-
cular la distribuyen, a través de los grados de libertad internos, por todo 
el volumen, originando un aumento global del momento lineal cuadrático 
medio. 
 Para calcular los coeficientes de difusión de las partículas del reactor, 
es necesario estimar dos observables más: el número de colisiones, B, y el 
recorrido libre medio lmean [Huang, 1987]. Como su nombre indica el nú-
mero de colisiones, B, da cuenta el número de colisiones que ocurren por 
unidad de tiempo y volumen en un punto del espacio. Con el fin de sim-
plificar los cálculos y poder obtener una expresión manejable, se han 
considerado las colisiones entre especies del mismo tipo, esto es, activa-
dor-activador (1-1) e inhibidor-inhibidor (2-2). La contribución debida a 
las colisiones tipo 1-2 ha sido despreciada en el cálculo de B. La razón se 
debe a que el inhibidor puede difundir a través de la micela, sin casi in-
teraccionar, debido a su carácter apolar [Vanag, 2004].  
 De este modo, el número de colisiones que resulta es: 
   
6
, ,
2
2 21
2
( ) ( )
6
(3 )
a b
a a P a b b P b
a b
n f d n f d
m m
n
m m A
   

  
  



p p
p p
  (4.9) 
donde a y b son los subíndices que etiquetan a dos partículas indistingui-
bles del mismo tipo (activador o inhibidor), susceptibles de colisionar, 
por lo tanto, m = ma = mb. La sección eficaz total de colisión se denota 
por  y el número de partículas por unidad de volumen como n (= na = 
nb). El término f(pi)dP,i representa la función de densidad de probabili-
dad de momento de la partícula i = a, b. El desarrollo de los cálculos 
realizados para la determinación de este observable puede verse en el 
Apéndice B.2. 
 La expresión de la distancia promedio que recorren dichas partículas 
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entre dos colisiones sucesivas, o recorrido libre medio, será: 
   2 21
2
1
(3 )
2 12mean
n
l m A
B n
 

    v  (4.10) 
donde v = �p2/m . Obsérvese como dicha distancia es directamente 
proporcional a la magnitud de la perturbación. 
 Finalmente, se presenta el valor para los coeficientes de difusión 
[Huang, 1987] de cada especie: 
    
0
3/2
2 21
2
( , )
3
2 3 3
mean i i
i i
l D m
D m A

 
 
  
v
 (4.11) 
donde el índice i = 1, 2  hace referencia a las especies de activador e in-
hibidor, respectivamente. D i 0(,mi) representa el coeficiente de difusión 
de las partículas libres, en ausencia de perturbación: 
   0
1 3
( , )
8i i
i i
D m
n m

 
  (4.12) 
 Como se muestra en la Figura 4.2 en ausencia de forzamiento (2A2 = 
0) los coeficientes de difusión decrecen conforme aumenta la masa de la 
partícula. Esto justifica el hecho de que el coeficiente de difusión libre 
del activador, D 1 0, sea mucho menor que el del inhibidor, D 2 0 , pues m1  
m2 (ver Apéndice B.1). Sin embargo, conforme aumenta el forzamiento, 
los coeficientes de difusión de la especie más pesada experimentan un 
crecimiento más rápido que el de la especie ligera, llegando a un punto 
en el cual la tendencia se invierte, difundiendo más rápido las especies 
pesadas, como se ilustra en la Figura 4.2. Ello es debido a los grados de 
libertad que la perturbación introduce en el sistema, 1
2
 m2A2, de mane-
ra que las partículas con una masa mayor capturan mayor energía. 
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Figura 4.2: (a) Variación de la difusividad con la magnitud de la perturbación. D1 y D2 
son los coeficientes de difusión de las especies de activador e inhibidor, respectivamente. 
(b) Ratios de difusividades (D2, D1) con el forzamiento respecto de las difusividades li-
bres (D 1 0, D 2 0). La gráfica interior refleja el incremento de la difusividad con el ratio R2 
para el rango de forzamientos experimentales, 2A2 Ì [0, 7] m2/s2, donde la teoría 
(O(2A2)) es válida. R1 = (D2D1)/( D 2 0D 1 0) y R2= 1D2D 1 0/D1D 2 0. El resto de pará-
metros utilizados son D 1 0 = 10-9 (m2/s), D 2 0 = 10-7 (m2/s), T = 293 K, m1 = 2500 uma y 
m2 = 159 uma. 
 Para la caracterización de la variación relativa entre los coeficientes 
de difusión del activador e inhibidor se han definido dos ratios: 
   2 1 2 11 20 0 0 0
2 1 2 1
/
; 1
/
D D D D
R R
D D D D

  

 (4.13) 
R1 da cuenta de la diferencia entre los coeficientes de difusión permitien-
do caracterizar puntos de inversión en los que el activador comienza a 
difundir más rápido que el inhibidor. R2 permite cuantificar el incremen-
to relativo entre los coeficientes de difusión (d = D2/D1), respecto del es-
tado libre. La caracterización de los anteriores ratios es importante ya 
que, como ha sido visto en la Sección 1.3, repercuten directamente en 
formación de los patrones de Turing. 
 Nótese que el punto de inversión (2A2 = 3·104 m2/s2) en el cual el 
coeficiente del activador supera al del inhibidor (ver ratio R1 en Fig. 
4.2(b)), está fuera del rango de validez de la teoría O(2A2), puesto que 
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m12A2 ~ 40. Si bien, la gráfica ilustra el mecanismo por el cual las es-
pecies más masivas experimentan un crecimiento mayor en su difusivi-
dad con la perturbación. 
 Lógicamente, el mecanismo actúa también en el rango m12A2  1, 
en el cual la teoría O(2A2) si es efectiva, aunque los cambios en los coe-
ficientes de difusión son mucho menores. La sutil variación en las difusi-
vidades de activador e inhibidor dentro del rango de los forzamientos al-
canzados en los experimentos (2A2 Ì [0, 7] m2/s2) se puede ver a través 
del ratio R2 en la Figura. 4.2(b). Con todo, como se verá en los siguien-
tes capítulos, debido a la no linealidad de nuestro sistema, pequeñas mo-
dificaciones en los coeficientes de difusión, como las mostradas en la Fi-
gura 4.2(b), son suficientes como para afectar a la autoorganización ma-
croscópica de los patrones Turing. 
4.3 Campo de Fuerzas Centrífugas. Difusión 
Anisótropa 
La aplicación de un campo de fuerzas centrífugas axial sobre el sistema 
BZ-AOT (ver Sec. 2.2), guarda cierta similitud formal con el estudio de 
modulación del campo gravitatorio, si bien, en este caso la perturbación, 
al depender fuertemente de la distancia al eje de giro (R), introduce una 
anisotropía en el sistema. Esto es, para una misma frecuencia de giro () 
los puntos del sistema más alejados del eje de giro experimentarán una 
fuerza centrífuga mayor. 
 De manera similar al desarrollo realizado en la sección anterior, en 
primer lugar se caracteriza el movimiento al que están sometidas las es-
pecies activadora e inhibidora. Como se indica en el esquema de la Figu-
ra 4.3, el sistema BZ-AOT describe circunferencias de radio, R, con una 
frecuencia angular, . Por lo tanto, el movimiento de las partículas de 
activador e inhibidor referenciado al laboratorio, estará compuesto por 
un movimiento circular uniforme más el movimiento debido a las fluc-
tuaciones térmicas inherentes al sistema BZ-AOT. 
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Figura 4.3: Esquema del sistema de referencia adoptado para el estudio del campo de 
fuerzas centrífugas.  es la frecuencia angular del giro, y R la distancia desde el eje de gi-
ro al sistema BZ-AOT. 
 Entonces la posición de una partícula (activador o inhibidor) referida 
al sistema de referencia del laboratorio es: 
   ˆ ˆ ˆ( , , ) ' ( ) ( )rot rotx y z x' x y' y z'      r R r x y z  (4.14) 
donde xrot = Rcos(t) y yrot = Rsin(t). Las coordenadas (x', y', z') indi-
can la posición de la partículas debida a fluctuaciones térmicas, con res-
pecto al reactor. Nótese que el campo de velocidades tiene una compo-
nente térmica y otra de rotación: 
      
'
ˆ ˆ ˆ ˆ ˆsin( ) cos( )
rot
x y z
v' v' v' R t t  
  
     
v v v
x y z x y
 (4.15) 
Por lo tanto, el hamiltoniano del sistema es: 
    
2
21
2 2rot y rot x rot
H m R p x p y
m
    p  (4.16) 
donde p = (px, py, pz) tal que px = m¶tx', R es la distancia al centro de 
rotación,  la frecuencia angular de giro, y m la masa de la partícula. El 
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primer y el segundo término del hamiltoniano representan, respectiva-
mente, la energía cinética de las fluctuaciones térmicas y la debida al 
movimiento rotatorio. El último término es el momento angular de las 
partículas que surge del acoplamiento entre el movimiento de rotación y 
la velocidad térmica de las partículas. 
 Para estimar los coeficientes de difusión de las partículas sometidas a 
la influencia de este campo externo se procederá previamente al cálculo 
de ciertos observables mecánico-estadísticos (ver Apéndice B.3) análogos 
a los obtenidos en el estudio de modulación de la gravedad. 
 Así pues, el primero de estos observables es la función de partición 
canónica del sistema, que para el hamiltoniano (4.16) resulta, además 
factorizable. Entonces para una partícula dada: 
   
3/2
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1 ( ) 2
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Q P rot
S R m
Z d d H
h h
  

          (4.17)
 
 
donde S(R) = 2Rlz, donde lz es el espesor del reactor químico, dQ = 
Rddz y dP = dpxdpydpz . El espacio de fases, está restringido tal que p 
Î 3, z Ì [0, lz] y  Î [0, 2]. 
 El momento cuadrático medio puede obtenerse de manera analítica 
(ver Apéndice B.3) para el hamiltoniano de rotación (4.16): 
   2 2 23
m
m R 

            
p  (4.18) 
 Hasta ahora, Z y p2 han sido obtenidos de manera exacta por lo que 
son válidos para todo orden O(2R2). Véase como al aumentar tanto la 
frecuencia de la oscilación como la distancia al centro de giro, el momen-
to de las partículas es mayor. 
 Para el cálculo de los coeficientes de difusión de las partículas someti-
das a este campo externo, ha de estimarse previamente el número de co-
lisiones, B, y el recorrido libre medio, lmean. Nótese que al tratarse del 
mismo sistema químico que para el caso de modulación de la gravedad, 
la asunción de no interacción entre partículas de especies diferentes (ac-
tivador-inhibidor) es válida también aquí. Así pues, el número de colisio-
nes por unidad de tiempo y volumen entre partículas idénticas (clásicas) 
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de la misma especie es: 
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 (4.19) 
donde se ha considerado la aproximación m2R2  1 (ver Apéndice 
B.3). Si bien, esta expresión es formalmente muy parecida a la obtenida 
con el forzamiento por vibración vertical (Ec. (4.9)), su significado físico 
es totalmente diferente, ya que en el primer caso el parámetro A repre-
senta una amplitud constante, sin embargo, R toma valores diferentes 
dependiendo de la posición al centro de giro, lo que introduce una aniso-
tropía en el sistema. 
 La expresión para el recorrido libre medio de una partícula en presen-
cia de forzamiento ahora es: 
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 Y los coeficientes de difusión para las especies químicas de activador e 
inhibidor resultan: 
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 (4.21) 
donde nuevamente el índice i = 1,2 se refiere al activador y al inhibidor, 
respectivamente, y el coeficiente de difusión libre de forzamiento, 
D i 0(,mi) es idéntico a (4.12). Ha de advertirse que el gran parecido entre 
ambos coeficientes de difusión, para gravedad y para rotación, se debe 
básicamente a que el forzamiento por rotación también es un movimiento 
armónico, y a primer orden de aproximación la distribución energética de 
los grados de libertad guarda una gran similitud, aunque ello será estu-
diado un poco más adelante, en la Sección 4.4. Si bien, existe una dife-
rencia fundamental entre ambos casos, pues el coeficiente de difusión en 
presencia del campo de gravedad modulado es homogéneo e isótropo, 
mientras que para el campo de fuerzas centrífugas es inhomogéneo y an-
isótropo, al depender de la distancia al eje de rotación. 
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Figura 4.4: (a) Comparativa de la variación de los coeficientes de difusión de activador 
(D1) e inhibidor (D2) con el radio de giro R = �x2 + y2. (b) Variación del ratio de difusi-
vidades (1-d/d0) entre activador e inhibidor con R, siendo d = D2/D1 y d0 = D 2 0/D 1 0. Da-
tos: D 1 0 = 10-9 (m2/s), D 2 0 = 10-7 (m2/s), T = 293 K,  = 50 rad/s, m1 = 2500 uma y m2 
= 159 uma. 
 Finalmente, para visualizar como la difusión depende de la posición, 
en la Figura 4.4(a) se presenta un perfil de los coeficientes de difusión de 
activador (D1) e inhibidor (D2), obsérvese como conforme R aumenta el 
valor de los coeficientes también crece. Para posiciones cercanas al centro 
de rotación el valor de los coeficientes es parecido al caso libre, pero a 
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distancias relativamente grandes (R = 3 m) ocurre también una inver-
sión, y el coeficiente de difusión del activador supera al del inhibidor cu-
yo crecimiento es más lento. En la Figura 4.4(b) se presenta la variación 
del ratio de difusividades (d = D2/D1) con respecto al caso libre de for-
zamiento, d0 ~ 100. Se observa como justo en el centro de rotación la va-
riación es nula, sin embargo, conforme nos separamos del eje de giro, el 
coeficiente de D1 comienza a crecer más rápido que el D2 y el ratio tiende 
a la unidad. La variación de este ratio es importante ya que está relacio-
nado con la morfología de los patrones de Turing, como se ha visto en el 
Capítulo 3. 
 Al igual que ocurría con el estudio realizado para el forzamiento por 
modulación de la gravedad, la magnitud de los campos experimentales 
(m2R2  1) nunca alcanza el umbral de inversión, con todo, el meca-
nismo por el cual cambia el ratio de difusividad entre ambas especies es 
significativo también a forzamientos bajos, modificando el régimen de 
inestabilidad de Turing. 
4.4 Distribución de la Energía y Grados de Li-
bertad 
En mecánica estadística clásica el concepto de equipartición de la energía 
en un sistema en equilibrio térmico, atañe a la manera en que la energía 
se distribuye por igual entre los grados de libertad del sistema [Waters-
ton, 1843; Boltzmann, 1876]. 
 Siguiendo a [Huang, 1987] cada término armónico en el hamiltoniado 
del sistema contribuye con 1/2kBT al promedio de la energía total del 
sistema. El enunciado anterior se conoce como el teorema de equiparti-
ción de la energía: 
   
1
2 B
fk T     (4.22) 
donde f denota el número de grados de libertad del sistema, kB la cons-
tante de Boltzmann y T la temperatura absoluta. Así pues, el teorema 
de equipartición relaciona la temperatura de un sistema con su energía 
media. 
 Para el caso de un gas ideal en ausencia de campos externos el mo-
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mento cuadrático medio de las partículas verifica: 
   2 3
free
m

  p   (4.23) 
donde  = kBT. Entonces la energía media del sistema será debida úni-
camente al movimento de traslación de las partículas, de manera que: 
   
2
3
2 2
free
free B
k T
m

 
   
p
  (4.24) 
donde el número de grados de libertad son ffree = 3, correspondientes con 
las tres posibles traslaciones espaciales de una partícula libre. En este ca-
so, toda la energía se debe puramente a fluctuaciones térmicas, ET = 
kBT. 
 En un sistema sometido a una modulación armónica de la gravedad 
(Ec. (3.3)), como la estudiada en la Sección 4.2. El momento de las par-
tículas era tal que: 
    2 2 213
2grav B free T grav grav
m k T m A m f E f E
          
p   (4.25) 
donde ffree = 3, fgrav = 1 y Egrav= 
1
2
 m2A2. Nótese que el número de grados 
de libertad de este sistema se ha incrementado en una unidad (fgrav = 1), 
con respecto al sistema libre, debido a la presencia de la perturbación (en 
la componente del eje z) externa que aporta una energía a mayores en el 
sistema. 
 Entonces, la energía media resulta: 
   
2
2 2
grav grav
grav free grav
f
E
m
 
 
      
p
 (4.26) 
 Finalmente, para el caso del sistema sometido a un movimiento de ro-
tación armónico el momento era: 
      2 2 23rot B free T rot rotm k T m R m f E f E     p   (4.27) 
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donde ffree = 3, frot = 2 y Erot= 
1
2
m2R2. En este caso, el número de grados 
de libertad del sistema aumenta en dos unidades (frot = 2), puesto que el 
movimiento de rotación introduce dos grados de libertad nuevos (xrot, 
yrot) en el plano horizontal. Y de manera análoga al caso anterior, la 
energía media del sistema se puede escribir como: 
   
2
2 2
rot rot
rot free rot
f
E
m
 
 
      
p
 (4.28) 
4.5 Discusión y Conclusiones 
En este capítulo, se ha estudiado el tipo de transporte existente en nues-
tro sistema así como las contribuciones debidas a los campos externos 
aplicados. La magnitud de dichos campos junto con las características 
del sistema son tales que el transporte en el sistema está gobernado úni-
camente por fenómenos difusivos. Estimaciones de la dimensión de la ca-
pa límite del sistema respaldan esta hipótesis. 
 Así pues, dado que el transporte es puramente difusivo, se puede apli-
car el formalismo de la mecánica estadística para estimar la influencia de 
los campos externos sobre los coeficientes de difusión de las especies que 
gobiernan la dinámica del sistema, éstas son, activador e inhibidor. 
 Se realizan dos estudios paralelos, en primer lugar, el efecto de una 
modulación armónica de la intensidad del campo gravitatorio normal al 
sistema, y en segundo lugar, el efecto de un campo de fuerzas centrífugas 
axial al sistema. 
 Para el caso de modulación de la gravedad, se observa que los coefi-
cientes de difusión son isótropos y homogéneos, si bien, su valor depende 
de la amplitud y de la frecuencia de la perturbación. Además, se dilucida 
el mecanismo por el cual la partículas con mayor masa (activador), cap-
turan más energía, y experimentan una mayor tasa de crecimiento en sus 
coeficientes de difusión (ver Fig. 4.2). Ello, se contrapone con el resulta-
do obtenido para un sistema libre de forzamiento en el que la difusividad 
(Ec.( 4.12)) es inversamente proporcional a las masas de las partículas. 
 Cuando se aplica un campo de fuerzas centrífugas, al igual que en el 
caso anterior, las difusividades de las partículas de activador experimen-
tan una tasa de crecimiento mayor conforme la magnitud del forzamien-
to aumenta. Si bien, para esta perturbación los coeficientes de difusión 
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dependen de la posición, (ver Fig. 4.4), y por lo tanto no conservan la 
homogeneidad ni la isotropía espacial. 
 En los dos casos anteriores, se ha supuesto, en concordancia con valo-
res experimentales, que la magnitud del forzamiento aplicado verificaba 
m2A2, m2R2  kBT. Ello quiere decir que la intensidad de las pertur-
baciones es mucho menor que la de las fluctuaciones térmicas. Sin em-
bargo, la no linealidad del sistema conlleva que pequeñas variaciones en 
la difusividad de las especies, a nivel microscópico, originen cambios sig-
nificativos en el patrón macroscópico, como se verá en los capítulos si-
guientes. 
 Finalmente, mediante un estudio de la distribución de la energía por 
grado de libertad en el sistema, se observa que aparte de los tres grados 
de libertad traslacionales que poseen las partículas libres, la energía se 
distribuye a través de uno o dos grados de libertad extra dependiendo de 
si la perturbación es por modulación de la gravedad o por fuerzas centrí-
fugas, respectivamente. 

  
Capítulo 5 
Modulación de la Grave-
dad en Sistemas BZ-AOT 
Resumen. En este capítulo† se realiza un estudio, teórico y experimental, de la 
respuesta de la inestabilidad de Turing a la presencia de una perturbación externa 
consistente en una modulación armónica de la intensidad del campo gravitatorio. 
En capítulos anteriores se ha demostrado que la energía extra correspondiente a 
este forzamiento era capaz de modificar la difusividad a nivel microscópico, ahora 
dicha difusividad revisitada se incorporará en los modelos estándar de reacción-
difusión para sistemas BZ-AOT, con el fin de observar los cambios a nivel ma-
croscópico sobre los patrones de Turing. Los resultados teóricos procedentes de un 
análisis de estabilidad del modelo serán contrastados con simulaciones numéricas 
y con experimentos. El buen acuerdo entre la realidad experimental y el modelo 
mecánico-estadísitco constituye un excelente test de validación de la teoría desa-
rrolada. 
† Basado en [Guiu-Souto et al., 2010] y [Guiu-Souto et al., 2011]. 
5.1 Introducción 
El efecto de vibraciones armónicas acopladas al campo gravitatorio, co-
mo las desarrolladas en esta memoria, ha sido estudiado especialmente 
en el ámbito de la inestabilidad de Faraday, véanse los trabajos de Fér-
nandez-García et al. y Kameke et al., en los cuales el acoplo entre los fe-
nómenos de convección y la reacción BZ da lugar, a fenómenos de super-
difusión y a diferentes escalas de autoorganización. También este forza-
miento se aplica en otros sistemas de diferente índole, como por ejemplo, 
en medios granulares [Laroche et al., 1987], o celdas de conducción del 
calor [Bardan & Mojtabi, 2002]. Si bien, en todos estos sistemas, el cam-
po externo genera un transporte de tipo convectivo que compite con los 
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procesos difusivos y determina el estado final del medio en cuestión. 
 Sin embargo, como hemos visto en el capítulo anterior, en nuestro sis-
tema BZ-AOT los fenómenos convectivos se encuentran fuertemente su-
primidos, debido al pequeño espesor de la capa límite. Por lo tanto, aún 
aplicándose el mismo tipo de perturbación, la dinámica de estos sistemas 
anteriores es completamente diferente a la que exhibe nuestro sistema 
BZ-AOT. 
 Hasta la fecha no existe bibliografía que relate la introducción de una 
perturbación análoga a la que origina la inestabilidad de Faraday en un 
sistema puramente difusivo, homogéneo e isótropo como el que se con-
templa en esta memoria. Si bien, es cierto que existen estudios sobre sis-
temas BZ-AOT en donde se aplican forzamientos capaces de alterar el 
estado de difusión del sistema, y consecuentemente la estructura final de 
los patrones de Turing, como por ejemplo, campos de temperatura va-
riables [McIlwaine et al., 2009; Carballido-Landeira et al., 2010]. En este 
tipo de campos externos se ha encontrado que el patrón responde a la 
temperatura modificando su longitud de onda característica. 
 De acuerdo con las predicciones realizadas en el Capítulo 4, cabe es-
perar que al introducir una energía extra (modulación de la gravedad) 
sobre el sistema BZ-AOT en régimen de capa límite, se produzcan tam-
bién cambios en la difusividad de las especies químicas, y ello modifique 
la estructura macroscópica de los patrones de Turing. En este sentido, en 
la Sección 5.2 se incluyen en el modelo de reacción-difusión los coeficien-
tes de difusión revisitados para el caso del forzamiento por modulación 
de la gravedad, y posteriormente con el fin de estudiar cómo afecta la 
perturbación al régimen de la inestabilidad de Turing se realiza un análi-
sis de estabilidad lineal del modelo completo (ver Sec. 5.2.1). Las obser-
vaciones procedentes del análisis teórico son contrastadas con simulacio-
nes numéricas y resultados experimentales en la Sección 5.3. 
5.2 Modificación del Modelo de Reacción-
Difusión 
En esta sección se incorporan los coeficientes de difusión obtenidos en el 
capítulo anterior, para el caso del forzamiento por modulación armónica 
de la intensidad de la gravedad, a un modelo de reacción-difusión (mode-
lo del Oregonator, ver Sec. 2.3), que describa las características funda-
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mentales de sistema BZ-AOT. En este caso los coeficientes de difusión, 
son homogéneos e isótropos en todo punto del sistema (ver Ec. (4.11)), 
dependiendo únicamente del valor de la frecuencia, , y la amplitud de 
la modulación, A. Así pues, el modelo de ecuaciones de reacción-difusión 
resultante es: 
   
3/20
2 2 21 1
1 1 1
1
3
23 3
c D
F m A c
t
 
          
 (5.1) 
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 
          
 (5.2) 
donde c1 y c2 representan las concentraciones adimensionales de activa-
dor (1) e inhibidor (2); m1 y m2 son sus respectivas masas;  = 1/kBT  
con kB la constante de Boltzmann y T la temperatura absoluta. Las fun-
ciones F1 y F2 se corresponden con los términos de reacción del modelo 
de Oregonator de dos variables (ver Sec. 2.3): 
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 (5.3) 
   1 2
2
2
(1 )
1
c c
F
c

 


 
 (5.4) 
 Los coeficientes de difusión en ausencia de forzamiento toman los si-
guientes valores adimensionales D 1 0 = 1 y D 2 0 = 100, esta diferencia de 
dos órdenes de magnitud está en concordancia con las observaciones ex-
perimentales [Vanag, 2004]. Los valores de las constantes f, q, , , y  
pueden consultarse en la Tabla 2.2.  
 Obsérvese que a forzamiento nulo (2A2 = 0 m2/s2), la especie inhibi-
dora (c2) va a difundir más rápido que la activadora (c1). Sin embargo, 
de acuerdo con el mecanismo detallado en capítulo anterior, conforme el 
forzamiento se hace mayor esta diferencia en las difusividades se hace 
más pequeña, llegando al punto de que el activador comience incluso a 
difundir más rápido. 
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 El modelo de ecuaciones se completa estableciendo el tipo de condi-
ciones iniciales y de frontera: 
   
1 1,0 2 2,0
( , 0) ( ), ( , 0) ( )c c c c r r r r  (5.5) 
   
1 2
ˆ ˆ· 0, · 0
V V
c c
 
   n n  (5.6) 
donde c1,0(r) y c2,0(r) son condiciones tipo Dirichlet, cuyo valor se com-
pone de un ruido aleatorio uniforme, a lo largo de todo el dominio (V), 
en torno al valor de los puntos fijos del sistema. Una configuración ini-
cial de ruido aleatorio en las concentraciones de las especies se asemeja a 
las condiciones experimentales en que arranca la reacción química en el 
reactor, además, ya desde el punto de vista numérico, permite iniciar el 
mecanismo de la inestabilidad en un tiempo razonable. Por otro lado, al 
ser el nuestro un sistema cerrado no existen flujos entrantes y/o salien-
tes, y la condiciones adecuadas para la frontera son de tipo Neumann o 
de flujo nulo, véase la Ecuación 5.6, donde V representa la frontera del 
dominio y nˆ un vector unitario normal a la misma. 
5.2.1 Análisis de Estabilidad Lineal 
Con el fin de entender cómo afecta la perturbación a la formación de pa-
trones de Turing se realiza un análisis de estabilidad lineal (ver Sec. 
1.3.1) del modelo de Ecuaciones (5.1)-(5.4). Dicho análisis permite de-
terminar el rango de números de onda, k, para los cuales se verifican las 
condiciones de la inestabilidad de Turing (Ecs. (1.12)-(1.15)). 
 En la Figura 5.1 se presenta el autovalor, + (Ec. (1.10)), procedente 
del análisis de estabilidad lineal. Se observa como el conjunto de núme-
ros de onda compatibles con las condiciones de Turing12 disminuyen con-
forme la intensidad del forzamiento aumenta, esto es, a energías altas 
existen un menor número de números de ondas capaces de exhibir Tu-
ring que a bajas. Por ejemplo, para el autovalor a forzamiento cero el in-
tervalo de números de onda donde aparece Turing es [0.1, 0.67], sin em-
bargo, conforme aumentamos el forzamiento a 3 m2/s2, este intervalo se 
________ 
12 Estos eran aquellos k2 tales que Re[(k2) > 0]. 
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reduce casi a la mitad. Incluso, por encima de un cierto umbral del for-
zamiento (2A2 = 6.22 m2/s2) no hay números de onda que ofrezcan un 
autovalor positivo, por lo que a partir de este valor la perturbación inhi-
be la formación de patrones de Turing.  
 Además, si atendemos al número de onda crítico, kC (Ec. (1.15)), esto 
es, el que maximiza el valor del autovalor, se observa que la posición de 
dicho máximo se desplaza hacia números de onda menores según el for-
zamiento es más grande: en ausencia de campo externo kC = 0.25, y a 
2A2 = 3 m2/s2 toma el valor kC = 0.20. Esto tiene implicaciones directas 
sobre la estructura macroscópica, ya que el número de onda es inversa-
mente proporcional a la longitud de onda de los patrones ( = 2p/kC); y 
por lo tanto, a este nivel de análisis se infiere que la longitud de onda del 
sistema aumenta de manera creciente con la intensidad de la perturba-
ción.  
 A partir del número de onda crítico, kC, se puede derivar una expre-
sión para evaluar el incremento relativo de la longitud de onda de un pa-
trón sometido a la perturbación, , con respecto de la longitud de onda 
característica de un patrón en reposo, 0: 
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 (5.7) 
donde D 1 0 y D 2 0  son los coeficientes de activador e inhibidor en ausencia 
de forzamiento. J 11 0  y J 22 0  son los elementos diagonales de la matriz jaco-
biana del sistema de ecuaciones (5.1)-(5.2) evaluada sobre los puntos fi-
jos de dicho sistema (ver Sec. 1.3.1). El parámetro 1,2 da cuenta de la 
magnitud de la perturbación, que viene dada por:  
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 (5.8) 
 El carácter adimensional de 1,2 permite la comparación entre resul-
tados teóricos, numéricos y experimentales. Además, dada su definición, 
se ve que en ausencia de forzamiento (2A2 = 0 m2/s2) 1,2 = 1, y por lo 
tanto  = 0. Para forzamientos distintos de cero, 1,2 > 1 y consecuen-
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temente el incremento  > 1. En la Figura 5.2 se ve como la longitud 
de onda aumenta de manera lineal con el forzamiento aplicado, alcan-
zando un incremento máximo del 50%, con respecto de la longitud de 
onda del patrón libre, para valores cercanos al umbral de aniquilación 
(2A2 = 6,22 m2/s2). En el rango de los forzamientos logrados experimen-
talmente, de 1 a 2 m2/s2, el incremento se sitúa entre 8% y el 17%. 
 
Figura 5.1: Parte real del autovalor ++ procedente del análisis de estabilidad lineal de las 
Ecs. (5.1)-(5.2), para diferentes valores del forzamiento. 
 
Figura 5.2: Incremento relativo de la longitud de onda () con el forzamiento. 
 Paralelamente al análisis de autovalores, se realiza también un estudio 
en el espacio de parámetros f-, relacionados con la cinética de las espe-
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cies químicas, para ver el efecto que la perturbación sobre los términos 
de reacción. De este modo, en la Figura 5.3 se presenta un diagrama de 
fases13, para diferentes valores de f y  donde el sistema químico es capaz 
de exhibir patrones de Turing.  
 Al igual que sucedía con el rango de números de onda en la Figura 
5.1, la región de parámetros (f, ) que exhiben Turing también disminu-
ye conforme el forzamiento aumenta. Véase por ejemplo, la pequeña área 
que encierra la región T15, correspondiente con el forzmiento más alto 
(2A2 = 15 m2/s2), y compárese con el gran área que encierra la región 
T0 correspondiente con el caso de forzamiento cero. 
 
Figura 5.3: Diagrama de fases en el espacio de parámetros f- para diferentes intensida-
des del forzamiento. El resto de parámetros del modelo (q, , ) se mantienen constantes 
conforme los valores de la Tabla 2.2. El punto de “parámetros estándar” se corresponde 
con el conjunto de valores de f y  preestablecidos del modelo. Las regiones del diagrama 
donde está presente la inestabilidad de Turing, se denotan por T0, T3, T6, T9, T12 y 
T15, dependiendo del valor del forzamiento 0 m2/s2, 3 m2/s2, 6 m2/s2, 9 m2/s2, 12 m2/s2 y 
15 m2/s2, respectivamente. Nótese que las estas regiones se solapan de la siguiente mane-
ra tal que T0 É T3 É T6 É T9 É T12 É T15. 
________ 
13 Dado el carácter no analítico de los términos de reacción (2.18)-(2.19), resulta necesario obtener el 
valor de los puntos fijos del sistema de manera numérica para cada punto (f, ). Posteriormente, 
una vez determinados los puntos fijos, estos se incorporan al cálculo de las condiciones de Turing 
(1.12)-(1.15). 
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Nótese que la región T0 incluye a todas las demás, la T3 incluye a todas 
las de forzamiento superior (T6, T9,...) y así sucesivamente.  
 En el caso de los  parámetros recomendados [Kaminaga et al., 2005] 
para realizar el estudio numérico (“parámetros estándar”) recogidos en la 
Tabla 2.2, se observa como para el punto estándar (1.85, 10) del diagra-
ma de fases el sistema es capaz de exhibir Turing hasta la región T6, 
equivalente a un forzamiento de 6 m2/s2, lo cual es coherente con el um-
bral determinado en la Figura 5.1 a partir del análisis de estabilidad. Sin 
embargo, otros puntos como por ejemplo el (1.5, 45) es capaz de soportar 
todas las regiones del forzamiento desde la T0 hasta la T15. En esta re-
gión del diagrama de fases, los patrones de Turing son más estables a la 
perturbación. Por el contrario, para la región situada en las proximida-
des del punto (2, 10) se aniquila para cualquier valor de la perturbación. 
La regiones en blanco corresponden a configuraciones en las que el siste-
ma presenta otros regímenes diferentes al de Turing. 
5.3 Resultados Numéricos y Experimentales 
Las predicciones extraídas del análisis de estabilidad lineal se contrastan, 
por un lado, resolviendo numéricamente las ecuaciones del modelo de 
reacción-difusión de Kaminaga corregido para el forzamiento con modu-
lación armónica de la gravedad (Ecs. (5.1)-(5.2)), de acuerdo con los mé-
todos numéricos detallados en la Sección 2.3.2; y por otro, realizando 
una batería de experimentos en los cuales se somete el sistema químico 
BZ-AOT a dicha modulación; con todo, para un mayor detalle, tanto de 
los procedimientos experimentales como del protocolo de adquisición de 
datos, se recomienda consultar la Sección 2.4.2. 
 Simulaciones numéricas. La Figura 5.4 muestra simulaciones numé-
ricas de los diferentes regímenes de la inestabilidad de Turing, en función 
de la magnitud del forzamiento. La Figura 5.4(a) muestra un patrón en 
reposo, esto es a forzamiento cero, en configuración hexagonal. En las 
Figuras 5.4(b) y 5.4(c) se muestran dos patrones a forzamientos de 3 
m2/s2 y 6 m2/s2 también configuración hexagonal, mientras que la 5.4(d) 
se enseña un patrón en el umbral de la inestabilidad (2A2 = 6.2 m2/s2) 
que no consigue desarrollarse totalmente. Por encima de dicho umbral de 
aniquilación (Fig. 5.4 (d)) tenemos un estado de concentración homogé-
neo, lo cual está en buen acuerdo con las predicciones del análisis de es-
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tabilidad, puesto que todos los autovalores son estables. 
 Atendiendo a las transformadas de Fourier incluidas en las Figuras 
5.4(a)-(c), se observa como el número de onda disminuye considerable-
mente conforme el forzamiento aumenta, o en otras palabras, la longitud 
de onda de los patrones aumenta. Por ejemplo, la longitud de onda del 
patrón 5.4(b) ha experimentado un incremento relativo del 18% con res-
pecto a la longitud de onda del patrón en reposo (Fig. 5.4(a)), y para el 
patrón 5.4(c) se obtiene un incremento entorno al 50 %. Cabe decir que 
las transformadas de Fourier no guardan una simetría hexagonal perfec-
ta, sino que más bien conforman un anillo en el espacio de número de 
onda, debido a ciertas irregularidades espaciales o dislocaciones que pre-
senta la estructura del patrón. 
 
Figura 5.4: Patrones de Turing obtenidos por simulación numérica del modelo de Ecua-
ciones (5.1)-(5.2). Parámetros f, q, ,  y  recogidos en Tabla 2.2 (Gravedad). (a) Pa-
trón de Turing en reposo (2A2 = 0 m2/s2). En (b) y (c) el sistema es forzado con una 
magnitud de 2A2 = 3 m2/s2 y 2A2 = 6 m2/s2, respectivamente. (d) Umbral de aniquila-
ción (2A2 = 6.2 m2/s2). (e) Patrón aniquilado totalmente (2A2 = 9 m2/s2). (a)-(c) In-
cluyen transformadas de Fourier. 
 Resultados experimentales. La aplicación de una perturbación por 
modulación de la gravedad sobre el sistema químico BZ-AOT, en régi-
men de capa límite, provoca ciertas modificaciones en la estructura de 
los patrones de Turing. Como se muestra en la Figura 5.5, cuando se in-
troduce la perturbación, el número de onda, k, experimenta un decre-
mento. La Figura 5.5(a) se corresponde con el patrón de Turing desarro-
llado en ausencia de perturbación, mientras que la 5.5(b) hace referencia 
a un patrón que evoluciona en presencia de una perturbación de 1.9 
m2/s2. Los puntos blancos observados en las imágenes experimentales se 
corresponden con la concentración del catalizador oxidado, mientras que 
el fondo negro con su estado reducido. Recordamos que la concentración 
del catalizador era proporcional a la del activador, el resto de especies de 
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la reacción no presentan diferencias aparentes en su pigmentación. En 
ambas figuras se incorpora la representación de los patrones en el espacio 
de Fourier, con el fin de estimar el valor del número de onda, nótese que 
la imagen en el espacio recíproco no se corresponde con una configura-
ción hexagonal perfecta debido a las imperfecciones que presenta la red 
en el espacio real.  
 
Figura 5.5: Variación del número de onda de los patrones de Turing obtenidos experi-
mentalmente en el sistema BZ-AOT. Dimensiones de las imágenes experimentales 
1.6´1.6 mm2. (a) Patrón hexagonal libre de forzamiento (2A2 = 0 m2/s2), con  = 110.3 
 2.8 mm. (b) Patrón hexagonal forzado a 2A2 = 1.9 m2/s2, con  = 125.4  3.1 mm. (c) 
Distribución normalizada la intensidad promediada para cada número de onda radial 
(DPR), versus el valor del número de onda, k, en unidades de píxeles–1 en el espacio de 
Fourier (FSP). Línea de azul (roja) de círculos rellenos (vacíos) se corresponde con el pa-
trón forzado (libre). 
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 En la Figura 5.5(c) se representa la distribución normalizada de la in-
tensidad de los píxeles promediada angularmente para cada radio (k) del 
espacio recíproco (DPR), versus el valor del número de onda, k, en uni-
dades de píxeles–1 en el espacio de Fourier (denotadas como FSP). Para 
cada número de onda se realiza un promedio de la intensidad a lo largo 
la componente polar (de 0 a 2p), y así obtenemos un valor de la intensi-
dad media para cada k, de esta manera los números de onda próximos al 
anillo presentarán un máximo en intensidad como se observa en el perfil 
de las curvas de la Figura 5.5(c). Para el patrón libre de forzamiento di-
cha resonancia ocurre a k = 29.1 FSP y para el patrón sometido a un 
forzamiento de 1.9 m2/s2 se obtiene un k = 25.6 FSP, que se correspon-
den con un valor de longitud de onda de 110.3  2.8 mm y 125.4  3.1 
mm, respectivamente. 
 En la determinación de la longitud de onda para cada forzamiento se 
realizan mediciones repetidas de pares idénticos (patrón libre/patrón for-
zado) con el fin de acumular una muestra suficiente para minimizar la 
incertidumbre experimental. Otras fuentes de incertidumbre provienen 
de la resolución de los equipos experimentales y de la anchura a media 
altura de la distribución promediada de intensidad DPR, la cual para de-
terminar con precisión el valor máximo ha sido previamente ajustada a 
una gaussiana. La incertidumbre combinada total se ha realizado con-
forme los protocolos de la Bureau International des Poids et Mesures 
(JCGM, 2008). 
 El modus operandi aplicado en la Figura 5.5 se ha repetido en idénti-
cas condiciones para un rango de forzamientos de 0 a 2.2 m2/s2, corres-
pondientes con la resolución del montaje experimental. En la Figura 5.6, 
se pueden observar en conjunto los incrementos () experimentados 
por la longitud de onda de los patrones sometidos a modulación de la 
gravedad con respecto a los patrones que se dejan evolucionar libremen-
te, para las predicciones teóricas, así como los obtenidos numérica y ex-
perimentalmente. 
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Figura 5.6: Dependencia del incremento relativo de la longitud de onda, , con respecto 
del forzamiento (2A2). Las predicciones teóricas se representan con una “línea sólida”, 
los resultados numéricos con “cuadrados” y los experimentales con “círculos”. El umbral 
de forzamiento experimental es 2.2 m2/s2. Las contribuciones de las incertidumbres expe-
rimentales se deben a la resolución del osciloscopio y a la realización de medidas repeti-
das. Las incertidumbres numéricas se deben exclusivamente al FWHM de las DPR nu-
méricas. 
 Atendiendo a la figura se observa un buen acuerdo entre las predic-
ciones teóricas y la realidad del laboratorio, los patrones presentan una 
tendencia a incrementar su longitud de onda, tanto más cuanto mayor 
sea la intensidad del forzamiento aplicado, además dicha respuesta es li-
neal. Los incrementos relativos alcanzados experimentalmente se mueven 
en un rango más bien bajo, del 0% al 14%, por lo que para caracterizar 
el fenómeno es necesario disponer de una muestra de datos lo suficiente-
mente grande como para realizar un análisis estadístico. Si bien, las pre-
dicciones teóricas y numéricas apuntan a que es posible lograr un incre-
mento del 35% cuando estamos cerca del umbral de aniquilación de los 
patrones de Turing (6.22 m2/s2). Los intervalos de incertidumbre numé-
rica y experimental, obtenidos a partir de la FWHM de sus correspon-
dientes DPR’s, se solapan con la línea de incremento teórico. Además, 
los datos experimentales cuentan con la incertidumbre asociada a la reso-
lución del forzamiento, la cual crece a medida que éste se hace mayor. 
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5.4 Discusión y Conclusiones 
La formación de estructuras espacio-temporales bajo forzamientos exter-
nos, es un tema de especial interés en la Dinámica de Sistemas no Linea-
les. Un gran número de estudios se han desarrollado en este sentido, 
aplicando perturbaciones que afectan, tanto a la cinética de las reaccio-
nes químicas como al transporte de las especies, como por ejemplo, cam-
pos de luz, gradientes de concentración, fronteras móviles [Peña et al., 
2003; McIlwaine et al., 2009; Gerard & Witt, 2009], etc. 
 En este trabajo se ha estudiado la formación de estructuras de Turing 
en el sistema químico BZ-AOT bajo la presencia de una vibración armó-
nica en el sentido del campo gravitatorio. Este forzamiento, es el respon-
sable de originar inestabilidades como la de Faraday, donde la geometría 
de los campos de velocidad, esto es la convección, juega un papel funda-
mental, en la generación de las ondas de Faraday [Faraday, 1832]. Re-
cientemente, se ha visto como dicha inestabilidad en presencia una reac-
ción química oscilante es capaz de alterar la difusividad del medio, dando 
lugar, por ejemplo, fenómenos de superdifusión [Kameke et al., 2012]. Sin 
embargo, pese a contar nuestro sistema con un montaje muy similar al 
utilizado en los experimentos de ondas de Faraday, existe una diferencia 
sustancial, ya que en nuestro caso el transporte es puramente difusivo, y 
ello es susceptible de conducir a una dinámica totalmente diferente. 
 Así pues, dados los precedentes, se decide estudiar el efecto de una 
modulación armónica de la gravedad, en un sistema tal que, por su geo-
metría, los fenómenos convectivos se encuentran fuertemente suprimidos. 
Estimaciones realizadas en el capítulo anterior indicaban que la pertur-
bación generaba una alteración significativa a nivel microscópico en las 
difusividades de las especies de activador e inhibidor, si bien, aun sa-
biendo que la inestabilidad de Turing es realmente sensible a modifica-
ciones en el transporte difusivo, la respuesta del patrón macroscópico re-
sultaba impredecible a ese nivel de estudio. 
 Por lo tanto, en este capítulo se incorporan al modelo de reacción-
difusión de Kaminaga, un transporte difusivo que da cuenta de la in-
fluencia sobre el sistema de una perturbación externa por modulación de 
la gravedad (Ecs. (5.1)-(5.2)). El tratamiento mecánico-estadístico que 
da lugar a la formulación de los coeficientes de difusión se explica en de-
talle en el Capítulo 4. En un primer lugar, se realiza un análisis de esta-
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bilidad lineal del modelo con el fin de ver cómo afecta la perturbación al 
régimen de la inestabilidad de Turing, concluyendo que la formación de 
patrones presenta un umbral de inhibición en torno a 2A2 = 6.22 m2/s2. 
Además, se observa como la introducción del forzamiento reduce el con-
junto de números de onda susceptibles de generar Turing. Por otro lado, 
mediante la elaboración de un diagrama de fases (Fig. 5.3) se determina 
que la perturbación también afecta a la robustez de los términos de reac-
ción, ya que conforme el forzamiento se hace mayor, el conjunto de pa-
rámetros cinético-químicos (f, ) que es capaz de producir patrones de 
Turing ocupa un área menor. 
 Con el fin de corroborar la veracidad del estudio teórico se resuelve 
numéricamente el modelo de ecuaciones reacción-difusión (5.1)-(5.2) y se 
realiza una batería de experiencias en el laboratorio encaminadas a la de-
tección de cambios en la estructura del patrón, y concretamente, a varia-
ciones en su longitud de onda. Los resultados son concluyentes, el buen 
acuerdo entre teoría y experimentos reluce en la Figura 5.6, las estructu-
ras de Turing experimentan un incremento en su longitud de onda cuan-
do actúa un campo externo homogéneo e isótropo consistente en una vi-
bración armónica en el sentido de la aceleración de la gravedad. La ener-
gía que introduce la perturbación en el sistema se reparte por el sistema 
a través de los grados de libertad internos, de una manera similar a lo 
observado en otros estudios donde el forzamiento es por gradientes de 
temperatura [Carballido-Landeira et al., 2010]. Se confirma, así, que mo-
dificaciones en el transporte a escala microscópica cambian el estado ma-
croscópico de autoorganización de la estructura. 
 
  
 
Capítulo 6 
Movimiento Rotacional en 
Sistemas BZ-AOT 
Resumen. En este capítulo† se estudian los patrones de Turing, originados en 
el medio compartimentado BZ-AOT, en presencia de un campo externo de fuerzas 
centrífugas axial que introduce una anisotropía en el transporte difusivo. En la 
primera parte del capítulo, se considera que la intensidad de la fuerza centrífuga 
es constante, lo cual equivale a un movimiento tipo circular uniforme. Los cam-
bios experimentados por los patrones en cuanto a su longitud de onda y morfolo-
gía, son estudiados desde el punto de vista teórico y experimental. En la segunda 
parte, se presenta un estudio numérico en donde, aparte de la anisotropía existen-
te en el transporte, se introduce también una dinámica temporal en el sistema, 
haciendo oscilar la intensidad de la fuerza centrífuga de manera armónica. Ahora, 
la dinámica temporal de la perturbación puede acoplarse con la escala temporal 
intrínseca a la formación de los patrones en ausencia de forzamiento, dando lugar 
a una rica fenomenología, que va desde inestabilidades de Eckhaus o “zig-zag”, 
hasta la orientación total de las estructuras según la simetría radial de la pertur-
bación, pasando por comportamientos de histéresis, patrones tipo “black eyes”, 
etc. 
† Basado en [Guiu-Souto et al., 2013b] y [Guiu-Souto & Muñuzuri, 2014]. 
6.1 Introducción 
Los patrones generados por un mecanismo de autoorganización, tal como 
la inestabilidad de Turing [Murray, 2003b], son realmente sensibles a 
perturbaciones externas que modifiquen, tanto la cinética de la reacción 
como el transporte difusivo en la microescala [Vanag & Epstein, 2003b; 
Carballido-Landeira et al., 2012].  
 En este sentido, existe una vasta literatura en relación con el estudio 
de los patrones de Turing sometidos a forzamientos externos controlados, 
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por ejemplo, mediante gradientes de temperatura o de concentración, 
fronteras luminosas móviles, etc. que ha permitido mejorar el entendi-
miento de los complejos mecanismos que envuelven el fenómeno de la au-
toorganización [Dulos et al., 1996; Míguez et al., 2006]. Además, tales 
forzamientos, al ser controlados, constituyen una herramienta para tes-
tear el carácter no lineal de los patrones en condiciones de fuera de equi-
librio. Así para ciertos regímenes de los campos externos el sistema pue-
de exhibir patrones de morfología bien diferente (hexagonal, laberintos, 
etc.), o también inestabilidades de onda larga [Dufiet & Boissonade, 
1992; Berestein & Muñuzuri, 2008], como zig-zag o Eckhaus, las cuales 
aparecen cuando el sistema experimenta una alteración brusca en su lon-
gitud de onda característica, de manera que el patrón intenta adaptarse 
lo más rápido posible a la nueva configuración. 
 Por lo tanto, en este capítulo se introduce un forzamiento externo 
consistente en un movimiento rotacional sobre la reacción de Belousov-
Zhabotinski encapsulada en micelas de aerosol-OT (BZ-AOT) en el ré-
gimen de patrones de Turing (ver Sec. 2.4.3). Las fuerzas centrífugas ge-
neradas dotan al medio de una anisotropía espacial, tal que la magnitud 
del forzamiento depende radialmente con la distancia al centro de giro 
del movimiento. Además, como ha sido visto en el Capítulo 4, el trans-
porte de las especies químicas a través del sistema tiene un carácter to-
talmente difusivo debido a las restricciones geométricas del reactor, véase 
el estudio de capa límite en el Apéndice A. 
 En la primera fase del estudio se ha mantenido constante la velocidad 
angular del movimiento rotacional con el fin de centrase en los efectos de 
la anisotropía espacial sobre la autoorganización en los patrones de Tu-
ring. Las observaciones experimentales son contrastadas con análisis teó-
ricos y simulaciones numéricas basadas en el modelo de reacción-difusión 
del Oregonator de dos variables para patrones de Turing en sistemas BZ-
AOT [Kaminaga et al., 2005]. En una fase posterior, se introduce un 
campo de velocidades angulares, cuyo módulo oscila en el tiempo, de 
manera que la magnitud de la perturbación, y por consiguiente la aniso-
tropía, presenta ahora una periodicidad temporal. Así pues, el enfoque 
del estudio consiste en analizar cómo es la interacción entre la escala de 
tiempo característica de la formación de patrones de Turing (libres de 
campos externos) y el período de la fuerza centrifuga oscilante. 
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 El efecto de fuerzas centrífugas en otros sistemas que exhiben autoor-
ganización, ha sido ya objeto de estudio, véanse por ejemplo, los experi-
mentos de celdas de Rayleigh-Bénard [Zhong et al., 1993; Becker et al., 
2006], en los cuales se produce un acoplo entre los flujos de convección 
térmica con la inercia del movimiento rotatorio; o las travelling waves 
observadas medios granulares en suspensión sometidos a un movimiento 
angular [Breu et al., 2003]. También la reacción de Belousov-Zhabotinski 
en fase acuosa presenta una dinámica diferente en presencia de dicho for-
zamiento [Perez-Villar et al., 2006]; o el movimiento de los traveling 
spots en sistemas disipativos los cuales en presencia de fuerzas centrífu-
gas modifican su morfología y con ello la dinámica del sistema [Teramoto 
et al., 2009]. 
 Con todo, el efecto de movimientos rotacionales sobre la inestabilidad 
de Turing continuaba siendo una cuestión abierta. Si bien, la introduc-
ción de una direccionalidad o anisotropía en sistemas que presentan for-
mación de estructuras de Turing ha sido logrado mediante la aplicación 
de campos eléctricos en medios BZ-AOT [Carballido-Landeira et al., 
2012] o el empleo de campos de luz variables en sistemas CDIMA [Mí-
guez et al., 2004]. Cabe decir, que el primero de estos estudios, con cam-
po eléctrico, guarda cierta similitud con el estudio de fuerza centrífuga 
constante, al ser un sistema que presenta una anisotropía puramente es-
pacial; sin embrago, los estudios de Míguez et al. se acercan más a la se-
gunda fase del trabajo en el que dependiendo de la velocidad con que os-
cila la intensidad del forzamiento (fuerza centrifuga en nuestro caso) los 
patrones pueden adoptar diferentes simetrías. 
 Este capítulo se encuentra organizado en dos grandes bloques, las 
Secciones 6.2 y 6.3, dedicadas al estudio de un campo de fuerzas centrí-
fugas de intensidad constante y variable en el tiempo, respectivamente. 
En el primer bloque, se presenta un análisis de estabilidad lineal del mo-
delo de ecuaciones de reacción-difusión (Sec. 6.2.1), así como una serie de 
observaciones experimentales y estudios numéricos (Secs. 6.2.2 y 6.2.3). 
En el segundo bloque, se realiza un estudio numérico del modelo de reac-
ción-difusión a campo lejano donde domina únicamente la componente 
temporal de la anisotropía (Sec. 6.3.1) y finalmente a campo próximo, 
donde las componentes espacial y temporal de la anisotropía compiten 
por igual (Sec. 6.3.2). 
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6.2 Campo de Fuerzas Centrífugas Constante 
La introducción de una perturbación del tipo de una fuerza centrífuga 
que presente una dependencia espacial con la distancia al radio de giro, 
introduce una anisotropía en el modelo de reacción-difusión para el sis-
tema BZ-AOT (2.18)-(2.19). Estimaciones previas llevadas a cabo en el 
Capítulo 4 de esta memoria, concluyeron que los coeficientes de difusión 
de las especies activadoras e inhibidoras involucradas en la reacción, pre-
sentaban un carácter también anisótropo análogo al de la perturbación, 
dependiendo del valor de la distancia al centro de giro del movimiento, 
R, y de la frecuencia angular . Por lo tanto, al incluir estas considera-
ciones en el modelo global Ec. (1.3) resulta: 
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donde el índice i = 1,2 hace referencia a las especies de activador (1) e 
inhibidor (2), respectivamente. Las etiquetas ci y mi se corresponden con 
las concentraciones y las masas de sendas especies. (R·) = xx + yy 
denota el operador escalar gradiente, evaluado en coordenadas cartesia-
nas, con R(x,y) la distancia al centro de rotación. El parámetro (, R) 
da cuenta de la magnitud de las fuerzas centrífugas, así como, de la an-
isotropía del forzamiento: 
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donde  = 1/kBT con kB la constante de Boltzmann y T la temperatura 
absoluta. Las funciones Fi se corresponden con los términos de reacción 
del modelo de Oregonator de dos variables (ver Sec. 2.3): 
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 El segundo término de la Ecuación (6.1) es un término de arrastre 
microscópico que surge de la anisotropía del sistema. Y el último término 
representa el transporte difusivo. 
 Los coeficientes de difusión en ausencia de forzamiento toman los si-
guientes valores adimensionales D 1 0 = 1 y D 2 0 =100, diferencia de magni-
tud acorde con las observaciones experimentales [Vanag, 2004]. Los valo-
res de las constantes f, q, ,  y  pueden consultarse en la Tabla 2.2. 
 En analogía con lo comentado en la Sección 5.2, el tipo de condiciones 
iniciales y de frontera que se utilizan son: 
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donde c1,0(r) y c2,0(r) son condiciones tipo Dirichlet, cuyo valor se com-
pone de un ruido uniforme, a lo largo de todo el dominio (V), en torno al 
valor de los puntos fijos del sistema. Como se puede ver para la frontera 
(V) del dominio se han considerado condiciones de flujo nulo, con nˆ  un 
vector unidimensional normal a la frontera del dominio. 
6.2.1 Análisis de Estabilidad Lineal 
A diferencia del análisis de estabilidad lineal realizado en la Sección 5.2.1 
el modelo de ecuaciones (6.1) presenta un término adicional de arrastre 
microscópico fruto de la anisotropía en el sistema, que imposibilita la 
aplicación directa de los cálculos genéricos de estabilidad lineal desarro-
llados en la Sección 1.3.1, en donde se determinaban las condiciones de la 
inestabilidad de Turing.  
 Así pues, es necesario reformular dicho análisis de estabilidad para 
contemplar los fenómenos de arrastre difusivo. En esta sección se esbo-
zan aquellos resultados fundamentales que conducen a la determinación 
de los autovalores del sistema, si bien, para un mayor detalle en los 
cálculos se recomienda la lectura del Apéndice C.  
 Imponiendo una solución particular análoga a (1.7) sobre el sistema 
de ecuaciones de reacción-difusión (6.1) es posible obtener la ecuación del 
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polinomio característico del sistema: 
   2det( I J Z D) 0ik k      (6.7) 
donde  y k son el autovalor y el número de onda del sistema, respecti-
vamente. La matriz jacobiana del sistema evaluada en el punto fijo es J, 
Z es la matriz de anisotropía y D la matriz de difusión: 
   
0 0
11 12 1 1
0 0
2 221 22
0 0
, y
0 0
J J D
J Z D
DJ J


                              
 (6.8) 
donde Jij
 0 = (/cj)Fi, el parámetro i tal que: 
   
0
2( ) 3 2 ( , )
3
i
i i
D
m x y R        (6.9) 
y los Di coeficientes de la matriz de difusión: 
    
0
3/2
23
3 3
i
i i
D
D m R   (6.10) 
 Desarrollando el determinante (6.7) se obtiene la siguiente ecuación 
característica de segundo grado para los autovalores del sistema: 
   2 2tr(D) tr(Z) tr(J) ( ,D,J,Z) 0k ik k           (6.11) 
donde tr denota el operador traza, y (k,D,J,Z) representa el polinomio 
de Turing (ver Apéndice C): 
   
4 3
2
( ,D,J,Z) det( ) tr(D Z)
tr(D J) det(Z) tr(Z J) det( )
t
t t
k k D ik
k ik J
   
      
 (6.12) 
donde Dt y Zt son matrices auxiliares definidas mediante la operación, Ut 
= U1det(U) siendo U una matriz cualquiera que tenga inversa. Nótese 
que en ausencia de anisotropía, esto es, i = 0, se recupera la expresión 
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estándar de polinomio de Turing [Murray, 2003b].  
 
Figura 6.1: Parte real del autovalor, Re(+), obtenido mediante el análisis de estabilidad 
de la Ec. (6.1), frente al número de onda, k. Las curvas son calculadas para los siguientes 
valores del forzamiento, R = 0, 5, 15, 25 y 40 m/s. El valor más probable del número 
de onda, kC, es el que maximiza cada curva, y el intervalo [kmin, kmax] acota la región en 
que ocurre la inestabilidad de Turing, Re(+) > 0. 
 La resolución de la Ecuación (6.11) es trivial y conduce a la obtención 
de dos autovalores, L+ y L (ver Apéndice C). En la Figura 6.1 se mues-
tra la parte real del autovalor positivo del sistema, Re(+) frente al nú-
mero de onda k., para diferentes forzamientos. La inestabilidad de Tu-
ring ocurre para valores positivos de Re(+), mientras que en la región 
donde el autovalor toma valores negativos el sistema tiene un punto fijo 
estable y los patrones de Turing se encuentran fuertemente inhibidos. 
 En la figura se aprecia como por encima de un forzamiento superior a 
la velocidad característica R = 30 m/s el sistema abandona el régimen 
de Turing. Por lo tanto, para cada curva de forzamiento constante o isó-
taca14, existe un intervalo de números de onda, [kmin, kmax], susceptibles de 
generar patrones de Turing. De entre todos los números de onda del in-
tervalo anterior, el más inestable (kC), esto es, el que maximiza el auto-
________ 
14Línea que une puntos de igual velocidad. 
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valor, es el que tiene una probabilidad más alta de caracterizar la longi-
tud de onda final ( = 2/kC) de la estructura [Murray, 2003b]. A medi-
da que aumenta el forzamiento se observa un decremento en los valores 
de kmax y kC, mientras que kmin permanece aproximadamente constante; lo 
cual indica, a su vez, que la longitud de onda del patrón experimenta un 
crecimiento conforme el forzamiento aumenta. Véanse, por ejemplo, los 
valores de la terna (kmin, kC, kmax) para el caso de forzamiento nulo (0.053, 
0.322, 0.990) y para el caso en que R = 25 m/s (0.067, 0.092, 0.134), 
donde el decremento es sustancial. 
6.2.2 Resultados Numéricos y Experimentales 
El principal efecto, observado experimentalmente, que produce el movi-
miento rotacional sobre el sistema químico BZ-AOT es una orientación 
en los patrones de Turing, como se muestra en las imágenes de las Figu-
ras 6.2(a)-(c).  
 Este estudio en concreto se realiza típicamente lejos del centro de ro-
tación donde el campo de fuerzas centrífugas es aproximadamente uni-
forme. En un primer lugar, se observa el patrón Turing que ha evolucio-
nado en ausencia de forzamiento (ver Fig. 6.2(a)), nótese que este patrón 
adopta una configuración laberíntica formada por un estado mezcla de 
puntos y bandas, sin orientación aparente. Entonces, cuando se introdu-
ce el forzamiento en el sistema (ver Fig. 6.2(b)), se observan dos efectos 
diferentes, por un lado, la orientación del patrón en el sentido de la fuer-
za centrífuga, y por otro, algo más sutil, una predominancia de los pa-
trones tipo raya frente a los de tipo punto. Estos dos efectos se encuen-
tran más intensificados a forzamientos altos, véase por ejemplo la Figura 
6.2(c), en la cual la orientación es total y el número de patrones tipo 
punto es casi despreciable. 
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Figura 6.2: Patrones de Turing sometidos a la acción de una fuerza centrífuga (dirección 
representada por flecha roja) lejos del centro de rotación. Columna superior (inferior) ex-
perimentos (simulaciones numéricas): (a) y (d) R = 0 m/s, (b) y (e) R = 4.7 m/s y 
(c) y (f) R = 7.0 m/s. Las imágenes experimentales tienen un diámetro de 3.02 mm y el 
dominio computacional consiste en una malla de 300´300 nodos, con un paso espacial de 
0.2 s.u. (g) Diagrama de fase experimental en el espacio (, R). Las curvas de velocida-
des características correspondientes a R = 2 m/s y R = 5 m/s dividen al diagrama en 
tres regiones: patrones laberínticos, de transición y patrones orientados.  
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 En la Figura 6.2 (g) se muestra un diagrama de fases experimental de 
los parámetros que han sido variados en este experimento. El par de pa-
rámetros que definen el espacio de fases del diagrama, son la velocidad 
angular de giro, , y distancia a la que se ha situado el sistema respecto 
del centro de giro, R. Cada serie de experimentos ha sido realizada a lo 
largo de una curva isótaca, esto es, a una velocidad característica (R) 
dada, observando siempre el mismo comportamiento, y por lo tanto, ello 
permite acumular una estadística a la hora de hacer el análisis de los da-
tos.  
 Como se ve en la Figura 6.2(g), dependiendo del valor del forzamien-
to, es posible dividir el diagrama en tres regiones (ver discusión en Fig. 
6.5), acotadas entre dos isótacas: Labyrinth Patterns, Transition Stage y 
Orientated Patterns. La primera región comprende forzamientos entre 
R = 0 m/s y R = 2 m/s, y se caracteriza por presentar patrones en 
configuración laberíntica sin una orientación clara. La segunda región, 
desde R = 2 m/s hasta R = 5 m/s, hace referencia a un estado inter-
medio de transición donde el fenómeno de orientación comienza a hacerse 
palpable. Y finalmente, por encima de la isótaca 5 m/s todos los patro-
nes están perfectamente orientados en el sentido de la fuerza centrífuga. 
 Con el fin de contrastar la veracidad del modelo ecuaciones de reac-
ción-difusión, adaptado para un movimiento rotacional, (Ec. (6.1)) se 
procede a la resolución numérica del mismo para un conjunto de pares de 
forzamiento análogos a los del diagrama de fases experimental. Las simu-
laciones numéricas mostradas en las Figuras 6.2(d)-(f), muestran un ex-
celente acuerdo con las observaciones experimentales, la presencia del 
campo de fuerzas centrífugas uniforme produce una orientación sobre los 
patrones de Turing, a priori laberínticos y sin direccionalidad aparente, 
en el sentido de dicho campo. Además, el modelo también reproduce el 
fenómeno por el cual la morfología de los patrones evoluciona desde un 
estado mezcla de puntos y bandas laberínticas a otro de bandas paralelas 
bien definidas. 
 Debido a limitaciones experimentales no es posible alcanzar velocida-
des características del orden de R = 5 m/s cuando se emplaza el siste-
ma en las proximidades del centro de giro, ya que el valor de R es tan 
bajo (inferior a 1 mm) que se requieren velocidades angulares muy supe-
riores a los valores accesibles experimentalmente. Sin embargo, dada la 
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veracidad con que el modelo teórico reproduce el comportamiento expe-
rimental de los patrones de Turing, se procede a realizar una extrapola-
ción numérica en esa región. Nótese además que en las proximidades del 
centro de giro el campo de fuerzas centrífugas ya no guarda una configu-
ración uniforme sino que presenta una simetría radial. 
 En la Figura 6.3 se presentan, mediante simulación numérica, los 
efectos del campo de fuerzas centrífugas en el entorno del centro de giro. 
De esta forma, la escala de radios, R, se varía de 0 a 2 mm, distancias 
que son comparables con de la longitud de onda natural del patrón de 
Turing. Análogamente, en ausencia de forzamiento (Fig. 6.3(a)) se ob-
tiene un patrón de tipo laberíntico sin orientación previa y con una lon-
gitud de onda uniforme en todo el dominio. Sin embargo, cuando la velo-
cidad angular se incrementa hasta  = 6 Krad/s, el patrón muestra un 
incremento considerable de su longitud de onda en las fronteras del do-
minio, además, en esta región la configuración de laberintos domina fren-
te a la configuración de patrones de puntos hexagonales H0 (ver Fig. 
6.3(b)), comenzando el estado transitorio previo a la orientación. A velo-
cidades angulares todavía más elevadas (Figs. 6.3(c)-(d)), el patrón se 
orienta plenamente en el sentido del campo de fuerzas centrífugas, es de-
cir, radialmente. Además, se observan dos nuevos fenómenos, por un la-
do, el forzamiento es lo suficientemente elevado como para que en ciertas 
regiones se consiga la aniquilación de los patrones, y por otro, en las 
proximidades de la frontera de aniquilación aparecen patrones de puntos 
hexagonales negros Hp (black spots). 
 Las diferentes configuraciones observadas anteriormente pueden ser 
clasificadas en un diagrama de fase como el de la Figura 6.3(e). Las cur-
vas de velocidad característica constante o isótacas, R = 2, 5, 20 y 30 
m/s, dividen el espacio de fases en cinco regiones distintas denotadas por 
I, II, III, IV y V. La región I, se corresponde a patrones de Turing en 
donde la magnitud de forzamiento no produce ningún efecto aparente, y 
por lo tanto, conservan su configuración laberíntica así como una longi-
tud de onda constante. El estado de transición previo al fenómeno de 
orientación relatado en la Figura 6.2, se incluye en la región II del dia-
grama; y por lo tanto, la región III se corresponde con el estado de orien-
tación radial plena de los patrones. Los patrones de puntos negros o 
black spots aparecen en la región IV y finalmente el fenómeno de aniqui-
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lación del patrón, donde se violan las condiciones de la inestabilidad de 
Turing (Sec. 1.3.1), toma parte a lo largo de la región V. Obsérvese que 
el umbral de aniquilación del estudio numérico, R = 30 m/s, es cohe-
rente con el obtenido a partir del análisis de estabilidad lineal (ver Fig. 
6.1). 
 Por otro lado, las líneas horizontales que aparecen en el diagrama 
muestran los perfiles radiales de las Figuras 6.3(a)-(d), esto es, las tran-
siciones a lo largo de las diferentes regiones detalladas en el párrafo ante-
rior. Así pues, se observa como el patrón en ausencia de forzamiento se 
encuentra siempre en la región I, independiente del valor de R. Por el 
contrario, el patrón correspondiente con la Figura 6.3(c) muestra un per-
fil radial que va transitando por todas las regiones del diagrama, desde la 
región de patrones libres (I) hasta la de aniquilación (V), pasando por la 
de orientación (III) o la de black spots (IV). 
 Hasta ahora los estudios teóricos y numéricos realizados (Figs. 6.1 y 
6.3) remarcan un cierto incremento (cualitativo) en la longitud de onda 
del patrón cuando este se encuentra en presencia del forzamiento. Sin 
embargo, en las observaciones experimentales de la Figura 6.2 no se 
aprecia un incremento sustancial. Por lo tanto, es necesario realizar un 
análisis cuantitativo de la longitud de onda, con el fin de contrastar las 
predicciones de los estudios anteriores. 
 Así pues en la Figura 6.4 se presenta una comparativa de los incre-
mentos observados en la longitud de onda de los patrones sometidos a la 
perturbación, desde los puntos de vista teórico, numérico y experimental. 
Dicha comparativa es posible debido al reescalado de las magnitudes de 
interés. Por un lado, el factor m2R2 garantiza la adimensionalidad de 
la función (,R) (Ec. (6.2)), y por otro, el hecho de considerar incre-
mentos relativos de la longitud de onda,  = /0  1, respecto de la 
longitud de onda natural del patrón (0), esto es, la del patrón desarro-
llado en ausencia de forzamiento. Las longitudes de onda teóricas se ob-
tienen a partir de la terna de números de onda del análisis de estabilidad 
lineal (2/kmin, 2/kC, 2/kmax), donde kmin y kmax delimitan los valores 
umbrales de intervalo de números de onda posibles, y kC se corresponde 
con el valor central más probable (ver Fig. 1.9). 
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Figura 6.3: Estudio numérico de la formación de patrones de Turing bajo movimiento ro-
tacional. El centro de rotación está situado en el centro del domino computacional. (a) 
Patrón laberíntico en ausencia de forzamiento. (b) Estado de transición a  = 6·103 
rad/s. (c) Patrón orientado radialmente (black spots y aniquilación) a  = 35·103 rad/s 
(d) Patrón orientado en presencia de fuerte aniquilación a  = 57·103 rad/s. (e) Diagra-
ma de fase (, R). Las isótacas R = 2, 5, 20 y 30 m/s, delimitan cinco regiones: I (pa-
trones libres), II (transición), III (orientación), IV (black spots) y V (aniquiliación). Las 
líneas horizontales se corresponden con los respectivos perfiles radiales de (a)-(d). 
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Figura 6.4: Incremento de la longitud de onda,  = /0  1, normalizado respecto del 
patrón en ausencia de forzamiento (0), versus velocidad característica (R). Incremento 
teórico, C, (‘línea roja continua’) procedente del análisis de estabilidad lineal. Incre-
mento obtenido a partir de las simulaciones numéricas, num (“círculos azules”), y las 
medidas experimentales, exp (“cuadrados negros”). La región de incrementos teóri-
cos está delimitada (“líneas discontinuas”) por los incrementos de longitud de onda min. 
(2/kmin), y max. (2/kmax). Las incertidumbres en  se estiman a partir del ancho del 
anillo de números de onda de la transformada de Fourier de las imágenes de los patrones 
de Turing. Las incertidumbres asociadas con la velocidad característica (R) se deben a 
la sensibilidad del arreglo experimental  
 A la vista de la figura se observa un buen acuerdo entre todos los re-
sultados, tal que la longitud de onda experimenta un incremento propor-
cional a la intensidad de la velocidad característica (R) del forzamiento. 
Para el umbral del forzamiento experimental (R = 7 m/s) se obtiene un 
incremento del orden del 20%, por ello es difícil advertir el fenómeno a 
simple vista. Con todo, las predicciones teóricas y numéricas apuntan a 
que en las proximidades de la zona de aniquilación (R = 30 m/s) se 
podrían alcanzar incrementos entre el 150% y el 180%, de manera que la 
longitud de onda del patrón podría llegar a duplicarse. El análisis de in-
certidumbres se ha realizado siguiendo los mismos procedimientos desa-
rrollados a lo largo de la Sección 5.3 del capítulo anterior. 
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 A parte del incremento observado en la longitud de onda, es posible 
cuantificar el grado de orientación que presentan los patrones en función 
de la intensidad de las fuerzas centrífugas. Para ello, se parte de la mues-
tra de imágenes de los patrones de Turing obtenidas numérica y experi-
mentalmente, y se calcula la separación media entre las bandas que con-
forman los laberintos en la dirección longitudinal al forzamiento (L) y en 
la dirección transversal (T), denotados por modo longitudinal, L, y 
transversal, T, de longitudes de onda, respectivamente. Nótese que es-
tos modos, se definen a modo de incrementos respecto de la longitud de 
onda del patrón en ausencia de forzamiento. Entonces, los patrones en 
ausencia de forzamiento (Figs. 6.2(a) y 6.2(d)), al no poseer una orienta-
ción preferente, presentan valores idénticos para los dos modos, L y T, y 
además, el valor de los incrementos relativos (L y T) será nulo, 
pues coinciden con los valores de la longitud de onda del patrón en repo-
so. 
 En la Figura 6.5 se muestra el valor del incremento de los modos L y 
T. Se observa como a medida que la velocidad característica del forza-
miento aumenta, el modo longitudinal (L) experimenta un crecimiento 
mucho mayor, del orden del 1000%, que el modo transversal (T) debi-
do al fenómeno de orientación de los laberintos en el sentido de la fuerza 
centrífuga. Nótese que el modo T también experimenta un cierto aumen-
ta, relacionado con el incremento de la longitud de onda del patrón. 
 Atendiendo a la Figura 6.5(a) se observa como en el rango de forza-
mientos entre R = 0 y R = 2 m/s el incremento de ambos modos, es 
aproximadamente cero, sin embargo, a partir, de ese valor, punto P1 en 
la gráfica, ocurre una bifurcación entre ambos modos, debido al comienzo 
del proceso de orientación. Al aproximarse a un forzamiento de 5 m/s 
(punto P2), se observa de nuevo otra bifurcación, en la cual el modo L se 
separa drásticamente del modo T, lo cual coincide con el caso en que la 
orientación del patrón en el sentido de la fuerza centrífuga es máxima. 
Los puntos de bifurcación P1 y P2 señalan el comienzo de la orientación y 
el momento en que esta es máxima, de manera que el intervalo [2, 5] m/s 
se denota como región de transición. 
 El crecimiento de los modos T-L puede ser caracterizado mediante 
una ley de crecimiento exponencial, tal que log lL,T = aL,TR, donde 
aL,T es el exponente de crecimiento. Dicho exponente de crecimiento se 
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determina mediante un ajuste por mínimos cuadrados (ver Fig. 6.5(b)), 
obteniendo los siguientes valores para cada modo: aL = 1.02  0.16 y aT 
= 0.42  0.09. Según este resultado, el modo longitudinal experimenta 
una tasa de crecimiento al menos dos veces mayor que la del modo longi-
tudinal. Nótese que en dicho ajuste han sido ignorados aquellos puntos 
correspondientes con forzamientos bajos por presentar una dispersión lo-
garítmica importante, maximizando así la correlación del ajuste. 
6.2.3 Discusión y Conclusiones 
Los efectos de un campo de fuerzas centrífugas de intensidad constante 
actuante sobre la inestabilidad de Turing generada en el medio BZ-AOT, 
han sido estudiados a lo largo de esta Sección 6.2. El campo externo ac-
tuando desde la escala microscópica (ver Capítulo 4), es capaz de gene-
rar importantes modificaciones en la morfología de los patrones de Tu-
ring. La estimación de la magnitud de los campos aplicados frente a la 
de las fluctuaciones térmicas que gobiernan el sistema en ausencia de 
forzamiento permite concluir que la energía del campo externo es sólo un 
10% de la energía total atribuida a la componente térmica (m12R2 ~ 0.1 
kBT). Sin embargo, dada la no linealidad del sistema, tal perturbación, a 
nivel microscópico, es más que suficiente como para alterar el régimen de 
la inestabilidad provocando cambios dramáticos sobre los patrones ma-
croscópicos. 
 Además la naturaleza del forzamiento, aplicado en puntos alejados del 
centro de rotación, introduce una anisotropía en el sistema tal que el 
transporte presenta una direccionalidad en el sentido del campo de fuer-
zas centrífugas. De esta forma se adapta el modelo de reacción-difusión 
del Oregonator de dos variables (Sec. 2.3.1) para el caso del movimiento 
rotacional, de tal manera que la anisotropía en el transporte introduce 
un término adicional responsable del arrastre microscópico (Ecs. (6.1)-(6-
4)). Un análisis de estabilidad lineal del modelo, determina que la ener-
gía extra aportada por la perturbación sobre la estructura de Turing, 
conduce a un aumento de su longitud de onda, llegando incluso a provo-
car su aniquilación, cuando la magnitud de forzamiento supera los R = 
30 m/s. 
 Las simulaciones numéricas realizadas a partir del anterior modelo 
teórico presentan un gran acuerdo con las observaciones experimentales. 
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El forzamiento produce cambios significativos en la estructura de los pa-
trones, modificando la configuración del patrón libre, formado por una 
configuración mezcla de bandas laberínticas y hexágonos (Figs. 6.2(a) y 
6.2(d)), en una estructura de bandas orientadas en el sentido de la fuerza 
centrífuga. Es importante, advertir que los mecanismos de organización 
encontrados aquí son similares a los estudiados en el sistema CDIMA 
[Míguez, 2005], donde la anisotropía se introduce por medio de un gra-
diente de luz que determina la orientación final del patrón. 
 Posteriormente, la veracidad del modelo numérico permite hacer ex-
trapolaciones en regiones que no pueden alcanzarse través de los forza-
mientos experimentales. De esta forma, se realiza un estudio numérico a 
radios muy bajos (próximos a la longitud de onda del patrón) y altas 
frecuencias angulares, donde el campo de fuerzas centrífugas presenta 
una simetría radial, en lugar del perfil uniforme que presentaba cuando 
se estudia el fenómeno lejos del centro de rotación. Los resultados del es-
tudio indican que en esta región, los patrones exhiben una simetría radial 
(orientación), hasta llegar a la frontera de aniquilación (ver Fig. 6.3), 
donde el forzamiento es demasiado intenso, y el sistema abandona el ré-
gimen de Turing; cabe decir, que a lo largo de la frontera de aniquilación 
se forma un anillo en el cual los patrones adoptan la configuración de 
hexángonos Hp (black spots). 
 Finalmente, a raíz de las predicciones del análisis de estabilidad se 
realiza un estudio de la longitud de onda de los patrones observados ex-
perimentalmente y en las simulaciones numéricas (ver Fig. 6.4). El estu-
dio revela un incremento relativo sutil en la longitud de onda de los pa-
trones forzados respecto de los patrones libres, del orden del 20%. Para-
lelamente al estudio de la longitud de onda, se realiza una descomposi-
ción de los crecimientos experimentados por el patrón en las direcciones 
longitudinal y transversal al forzamiento (ver Fig. 6.5), lo cual permite la 
caracterización de los puntos en que comienza el fenómeno de orientación 
y en que ésta se hace máxima. 
6.3 Campo de Fuerzas Centrífugas Oscilante 
En esta sección se presenta un estudio numérico para la formación de es-
tructuras de Turing sometidas a la acción de un campo externo de fuer-
zas centrífugas oscilante, en el medio BZ-AOT. Debido a la similitud que 
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guarda este forzamiento con el aplicado en la Sección 6.2 del presente 
capítulo, esto es, un campo de fuerzas centrífugas de intensidad constan-
te, y teniendo en cuenta el buen acuerdo que presentaba el modelo teóri-
co desarrollado en dicho apartado, (Ecs. (6.1)-(6.4)), en el presente estu-
dio se parte de un modelo formalmente igual, bajo las mismas considera-
ciones, si bien, adaptado a las características oscilantes que ahora conlle-
va la perturbación. 
 El carácter oscilante del campo de fuerzas centrífugas se restringe a 
un movimiento armónico con periodicidad temporal, de manera que la 
magnitud de la fuerza se ve modificada según: 
   
2
( )F m t R      (6.13) 
donde la frecuencia angular que lleva asociada la periodicidad temporal 
es: 
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 (6.14) 
con t como la coordenada temporal, T el período de la oscilación y 0 la 
amplitud angular del movimiento. Nótese que la frecuencia angular del 
movimiento rotacional, (t), oscila en un intervalo de [0, 0] rad/s, con 
período T. Cabe decir aquí, que la introducción de dicha dinámica tem-
poral en el módulo de la velocidad angular, es totalmente compatible con 
los tiempos de colisión característicos del sistema a nivel microscópico, 
por lo que el sistema a este nivel puede seguir siendo considerado esta-
cionario, y por lo tanto, las hipótesis desarrolladas a lo largo del Capítu-
lo 4 siguen siendo válidas. 
 Para introducir esta dependencia temporal en el modelo de ecuaciones 
utilizado para el caso de forzamiento por campo de fuerzas centrífugas 
uniforme, basta simplemente con redefinir la función i((t),R) (Ec. 
(6.2)), la cual daba cuenta tanto de la magnitud del forzamiento como 
de su carácter anisótropo. Entonces, a tenor de la periodicidad del for-
zamiento esta función resulta: 
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 Obsérvese como ahora la perturbación presenta una dependencia es-
pacial, con la distancia al radio de giro, R = �x2+y2, y otra temporal, 
con el período de la oscilación (T). Por lo tanto, en el modelo coexisten 
dos escalas temporales diferentes (ver Fig. 6.6(a)): por un lado, la escala 
de tiempos natural de formación de los patrones de Turing (), y por 
otro, el período de oscilación de la intensidad de las fuerzas centrífugas, 
(T). 
 
Figura 6.6: (a) Representación de las diferentes escalas temporales del forzamiento (t). 
T y 0 son el período y la amplitud de la oscilación, respectivamente. Y  el tiempo ca-
racterístico de la formación del patrón. (b) Simetría del campo de fuerzas centrífugas de-
pendiendo de la distancia al centro de rotación. 
 El tiempo característico de formación del patrón Turing es  ~ 500 
u.t. Éste se obtiene, a partir de simulaciones numéricas de los patrones 
de Turing a forzamiento cero, midiendo el intervalo temporal que com-
prende desde la condición inicial hasta la formación de una estructura 
con su longitud de onda bien definida (ver Sec. 2.3.2). 
 Así pues, cuando el período de la perturbación sea mucho menor o 
mayor que la escala de tiempo característico del patrón el acoplamiento 
entre el forzamiento y el patrón será débil. De hecho, el problema del 
campo de fuerzas centrífugas constante puede verse como un caso límite 
de este modelo temporal cuanto el período es tal que T  . En el caso 
contrario, cuando ambas escalas temporales sean comparables, esto es, T 
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~ , existirá un acoplamiento fuerte entre la perturbación y la formación 
natural de los patrones (ver ilustración en Fig. 6.6(a)).  
 Debido a las diferentes contribuciones que presenta la perturbación 
resulta conveniente separar el análisis en dos partes (ver Fig. 6.6(b)). En 
una primera parte, se estudia el efecto del forzamiento sobre los patrones 
alejados lo suficiente del centro de giro como para que el campo de fuer-
zas sea uniforme (campo lejano); así aislamos la dependencia radial  
(anisotropía espacial) del problema, centrándonos únicamente en el efec-
to de la periodicidad del forzamiento sobre el sistema. Y en un segundo 
lugar, se estudia el fenómeno en las proximidades del centro de giro don-
de la perturbación presenta una simetría radial (campo próximo), y tan-
to el efecto de la periodicidad de la perturbación como su dependencia 
espacial aparecen conjuntamente. Nótese, además, que en esta última 
configuración, existe un intenso gradiente de la Fuerza centrífuga a lo 
largo de la componente radial, al ser su valor nulo en el centro del siste-
ma. 
6.3.1 Resultados Numéricos I: Campo Lejano 
Todos los resultados presentados a lo largo de esta sección han sido ob-
tenidos en una configuración de campo lejano con R = 1000 u.e, lo cual, 
como ya se ha indicado anteriormente, permite el estudio separado de la 
dependencia temporal de la perturbación (T) sobre los patrones de Tu-
ring. Además la amplitud de la velocidad angular ha sido fijada en  = 
0.025 rad/u.t.  
 Las dos primeras situaciones que presentaremos son los casos límites 
T   y T  . En el primero de ellos, esto es, cuando el tiempo de ca-
racterístico de respuesta del patrón () es mucho mayor que la rapidez 
(T) con que cambia el la perturbación (Ec. (6.14)), y por lo tanto las os-
cilaciones son tan rápidas que el patrón no es capaz de responder de nin-
guna manera al forzamiento, esto es permanece estacionario. Para dicho 
período de la oscilación el patrón ve un promedio temporal del forza-
miento oscilante, de manera que su estructura no cambia en el tiempo, y 
el resultado es análogo a los presentados en la sección anterior, en que el 
sistema estaba sometido a una fuerza centrífuga de módulo constante. 
 El caso extremo ocurre cuando el período de la oscilación es mucho 
mayor que el tiempo característico del patrón, por ejemplo, T ~ 100 
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(ver Fig. 6.7). En esta situación, la respuesta de los patrones es más rá-
pida que la de las oscilaciones que presenta la intensidad del forzamien-
to, y por lo tanto, el patrón va a adaptarse siempre suavemente a las 
restricciones establecidas por la fuerza centrífuga oscilante. Como se ven 
en las Figuras 6.7(c)-(d), la característica fundamental de este caso es 
que el patrón de Turing, inicialmente bajo una configuración de laberin-
tos (Fig, 6.7(a)), se orienta progresivamente en la dirección de la fuerza 
centrífuga, hasta llegado un momento en que el valor del forzamiento 
grande y el tipo de estructura cambia de bandas a hexágonos Hp (Fig. 
6.7(d)). En el punto de forzamiento máximo (Fig. 6.7(e)) ocurre un fe-
nómeno de aniquilación parcial del patrón con una frontera bien diferen-
ciada. Conforme el tiempo progresa (Figs. 6.7(f)-(h)) y el valor del for-
zamiento comienza a decrecer y el patrón responde de manera simétrica 
respecto del tramo de forzamientos crecientes. 
 
Figura 6.7: Evolución temporal de los patrones de Turing con la oscilación (t) para T ~ 
100. (a)-(h) se corresponden con los valores de /0: 0, 0.4, 0.6, 0.8, 0.9, 0.7, 0.5 y 0.1, 
respectivamente. La dirección de la fuerza centrífuga oscilatoria (Ec. (6.13)) está fijada a 
lo largo de la diagonal del tercer cuadrante (ver flecha Fig. 6.7(a)). 
 Para el caso en que en el que el período del forzamiento es del orden 
del tiempo característico, esto es, T ~ t, los procesos de formación del 
patrón compiten directamente con el forzamiento. Como se muestra en la 
Figura 6.8, los patrones de Turing adoptan configuraciones diferentes a 
las presentas en el caso del Figura 6.7. A valores bajos del forzamiento 
(Fig. 6.8(a)) dominan los patrones estándar, éstos son un estado mixto 
formado por hexágonos blancos H0 y laberintos análogos a la configura-
6.3 Campo de Fuerzas Centrífugas Oscilante 123 
 
 
ción de los patrones libres de forzamiento. Conforme el forzamiento au-
menta los patrones cambian su estado a estructuras inversas (fondo 
blanco), ver Fig. 6.8(b), y al máximo forzamiento (Figs. 6.8(c)-(d)) apa-
recen los patrones hexagonales tipo Hp puntos negros o black spots junto 
a la frontera de aniquilación, a partir de la cual el patrón no puede desa-
rrollarse. 
 Obsérvese que cuando el forzamiento decrece de nuevo (Figs. 6.8 (d)-
(h)), la frontera de aniquilación se desplaza también hacia radios mayo-
res, y en esta excursión el patrón intenta reconstruirse organizándose de 
manera paralela a la frontera de aniquilación, esto es, perpendicular al 
forzamiento; además, en este preciso intervalo es donde produce el fenó-
meno de desdoblamiento de longitud de onda o inestabilidad de Eckhaus 
[Berestein & Muñuzuri, 2008]. La razón de que el patrón adopte esta 
orientación paralela a la frontera de aniquilación se debe a la velocidad 
con que se mueve dicha frontera, la cual, está relacionada a su vez con el 
período de la oscilación mediante una relación de proporcionalidad inver-
sa. Ha de advertirse que si el período (T) es comparable al tiempo carac-
terístico () el patrón no tiene tiempo suficiente para desarrollarse to-
talmente de manera que adapta su forma a la de la frontera de aniquila-
ción. Además, el forzamiento también induce un incremento gradual en 
la longitud de onda siendo máximo en la configuración de hexágonos Hp 
((t) = 0). 
 La generación del desdoblamiento en la longitud de onda está relacio-
nado también con la velocidad de la frontera de aniquilación, ya que al 
ser está comparable al tiempo característico del patrón, el decremento en 
la longitud de onda cuando el forzamiento se reduce (entre 0.90 y 0.40) 
es demasiado abrupto y acaba generando una discontinuidad en la for-
mación del patrón. Cuando el forzamiento está cercano al mínimo (entre 
0.30 y 00) éste ya no varía tan abruptamente y la longitud de onda se 
reajusta a través de una inestabilidad de zig-zag [Peña et al., 2003]. Ob-
sérvese que estas inestabilidades no ocurren en el tramo en el que el for-
zamiento aumenta, ya que el patrón ya está formado. 
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Figura 6.8: Evolución temporal de los patrones de Turing con la oscilación (t) para T ~ 
. (a)-(h) se corresponden con los valores de /0: 0, 0.6, 0.8, 1, 0.8, 0.6, 0.3 y 0, respec-
tivamente. La dirección de la fuerza centrífuga oscilatoria (Ec. (6.13)) está fijada a lo 
largo de la diagonal del tercer cuadrante (ver flecha Fig. 6.8(a)). 
 
Figura 6.9: Evolución temporal de los patrones de Turing con la oscilación (t) para T ~ 
10. (a)-(h) se corresponden con los valores de /0: 0, 0.5, 07, 0.8, 1, 0.7, 0.5 y 0.2, res-
pectivamente. La dirección de la fuerza centrífuga oscilatoria (Ec. (6.13)) está fijada a lo 
largo de la diagonal del tercer cuadrante (ver flecha Fig. 6.9(a)). 
 Ello podría ser indicativo de que la respuesta de lo patrones de Tu-
ring a un forzamiento de estas características presenta un tipo de histé-
resis, de manera que el comportamiento del sistema depende de su pro-
pia historia, esto es, si el patrón se desarrolla o si se aniquila. 
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Figura 6.10: Evolución temporal de los patrones de Turing con la oscilación (t) para T 
~ 0.1. (a)-(h) se corresponden con los valores de /0: 0, 0.3, 0.6, 1, 0.7, 0.5, 0.3 y 0, 
respectivamente. La dirección de la fuerza centrífuga oscilatoria (Ec.(6.13)) está fijada a 
lo largo de la diagonal del tercer cuadrante (ver flecha Fig. 6.10(a)). 
 La situación intermedia entre los dos casos descritos en las Figuras 
6.7 y 6.8 ocurre cuando el período de la perturbación es del orden de T 
~ 10. En este caso el patrón presenta una orientación que se bifurca en-
tre la orientación perpendicular y paralela a la dirección de la fuerza cen-
trífuga, como se ve en la Figura 6.9(g). Así mismo, está presente un des-
doblamiento de la longitud de onda tipo Eckhaus (ver Figs. 6.9(f)-(h)), si 
bien, sin presencia de inestabilidades de zig-zag. El resto de casos es simi-
lar a los ya comentados en las figuras anteriores. 
 Un fenómeno interesante toma lugar en la Figura 6.10, cuando el pe-
ríodo de la perturbación está un orden de magnitud por debajo del tiem-
po característico del patrón, es decir, T ~ 0.1. En este rango de perío-
dos, aún siendo la oscilación más rápida que el tiempo característico, el 
patrón es capaz de responder al forzamiento parcialmente. Así pues, no 
se observa una frontera de aniquilación bien definida como en el caso en 
el que ambas escalas de tiempo eran comparables, de hecho el fenómeno 
de aniquilación es también parcial. Debido a la rapidez de la oscilación 
los patrones mostrados en la Figura 6.10 se alternan periódicamente en-
tre estructuras directas e inversas, mediante el mecanismo de Eckhaus o 
de desdoblamiento de la longitud de onda. A valores elevados del forza-
miento /0 = [1, 0.7] tenemos un patrón difuso afectado por el fenó-
meno de aniquilación que no consigue suprimir la estructura totalmente. 
Conforme el forzamiento decrece /0 = [0.7, 0.3] aparece una estructura 
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inversa del tipo de los black spots. En la etapa /0 = [0.3, 0] la rapidez 
con que disminuye la longitud de onda es mayor que la respuesta del pa-
trón y este rompe (se desdobla) en una estructura de tipo black eyes 
[Gunaratne et al., 1994; Yang et al., 2002]. Cuando el forzamiento au-
menta de nuevo los black eyes se transforman en una estructura difusa. 
 A tenor de los resultados presentados en las Figuras 6.7-6.10, resulta 
plausible realizar una comparativa entre las diferentes respuestas que 
presentan los patrones de Turing en función del valor del ratio T/ a lo 
largo de una oscilación completa de la velocidad angular (t). Para ello 
se presenta en la Figura 6.11 un diagrama de fase semicuantitativo que 
agrupa toda la fenomenología anteriormente descrita. Como se ve en la 
figura, cuando el valor de la velocidad angular es cero la configuración 
del patrón no depende del valor de T/, mostrando un mismo tipo de es-
tructura, esto es, el patrón estándar (ampliamente descrito a lo largo del 
trabajo) en ausencia de forzamiento. Otro fenómeno relevante, son las 
inestabilidades de splitting en la longitud de onda o Eckhaus y zig-zag 
que aparecen notablemente en el rango de T/ = [1, 10].  
 A partir de este diagrama de fase, también, se observan claramente 
los diferentes tipos de orientación que puede presentar el patrón Turing 
en función de las características de nuestro forzamiento. Nótese, por 
ejemplo, como a medida que el ratio T/ disminuye en la excusión de 
100 a 1, la orientación del patrón cambia en 90º, yendo de una orienta-
ción paralela a otra perpendicular con respecto a la dirección de la fuerza 
centrífuga. Ya en el entorno de T/ ~ 0.1 la rapidez con que cambia la 
el valor del módulo de la fuerza centrífuga es tal que no se manifiesta 
ningún tipo de orientación predominando la, ya comentada, estructura 
de black eyes. Finalmente, sobrepasado el umbral T/t ~ 0.001 el patrón 
acaba viendo un valor promedio del valor de w(t), resultando en un valor 
de fuerza centrífuga contante analizado en la sección anterior. 
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Figura 6.11: Diagrama de fase semicuantitativo de patrones de Turing bajo la acción de 
una fuerza centrífuga oscilante (Ec. (6.13)), lejos del centro de rotación. El diagrama re-
presenta el período T, en unidades de , versus el forzamiento oscilante (t). La amplitud 
de la oscilación es 0 = 0.025 rad/u.t. y la distancia al centro de rotación se fija en R = 
1000 u.e. 
 Llegados a este punto y profundizando en la literatura, resulta conve-
niente contrastar los resultados aquí obtenidos con los experimentos rea-
lizados por Míguez, et al. (ver Figura 6.12), en donde se ha utilizado un 
sistema químico totalmente diferente, el sistema CDIMA, si bien en ré-
gimen también de patrones de Turing [Míguez et al., 2006b]. En dichos 
experimentos se empleaba una perturbación consistente en un abrupto 
gradiente de luz, el cual, era desplazado a lo largo del dominio del patrón 
de Turing a diferentes velocidades. En la Figura 6.12 puede verse un fe-
nómeno de orientación en los patrones de Turing muy similar al obser-
vado en la presente memoria. Al igual que ocurre en nuestros resultados 
a velocidades del desplazamiento de la barrera de luz altas (bajas) el pa-
trón se orienta de manera paralela (perpendicular) a la frontera de ani-
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quilación, mientras que en los casos intermedios adopta una configura-
ción oblicua de compromiso. 
 
Figura 6.12: (Por cortesía de Míguez, et al. 2006b) Formación de patrones de Turing bi-
dimensionales en el sistema químico CDIMA, con fronteras móviles luminosas a diferente 
velocidad: (a)-(b) 0.21 mm/h, (c)-(d) 0.43 mm/h y (e)-(f) 1.26 mm/h. La zona iluminada 
avanza de izquierda a derecha. 
 A tenor de lo mostrado en las figuras anteriores se observa que la res-
puesta de la longitud de onda de los patrones de Turing a la perturba-
ción tiene un comportamiento no trivial, por lo que requiere de un análi-
sis por separado. En la Figura 6.13(a) se muestra las variaciones del la 
longitud de onda () de los patrones con respecto a la del patrón libre 
(0), en ausencia de forzamiento, esto es,  = /01. En dicho estu-
dio se consideran tres períodos representativos: T ~ 0.1, T ~  y T ~ 
100. En el primer caso, T ~ 100, la respuesta del patrón es más rápida 
que la de la oscilación, y la longitud de onda del patrón varía gradual-
mente, sin experimentar ningún tipo de discontinuidad vía mecanismos 
de Eckhaus o zig-zag. Consecuentemente, la longitud de onda es una fun-
ción continua. Sin embargo, cuando el período de la oscilación es tal que 
T ~ , la respuesta del patrón y el forzamiento son comparables. Los 
cambios en la estructura del patrón son abruptos, provocando fenómenos 
de desdoblamiento de la longitud de onda en los patrones, como muestra 
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la figura. Finalmente, cuando el período de la oscilación es un orden de 
magnitud inferior a la respuesta del patrón, T ~ 0.1, los patrones origi-
nan estructuras tipo black eyes, y se ve un desdoblamiento en la longitud 
de onda ambos lados del valor máximo del forzamiento (/0 = 1). Ob-
sérvese que a la máxima amplitud de la oscilación se presentan incre-
mentos de en el 150% y el 200%. 
 De acuerdo con los diferentes tipos de patrones observados en las Fi-
guras anteriores 6.7-6.10: laberintos, bandas, black spots, etc. resulta 
plausible realizar aquí una caracterización morfológica, análoga a las 
desarrolladas en el Capítulo 3, del tipo de estructura en función de la 
magnitud del forzamiento. Para ello se emplea el funcional  (ver defini-
ción en Sec. 3.3.1). Así pues, las modificaciones morfológicas que el cam-
po de fuerzas centrífugas oscilante induce en la formación de patrones de 
Turing se presentan en la Figura 6.13(b). 
 En este estudio se ha analizado la transición correspondiente con el 
caso T ~ , al ser la que presenta una fenomenología de patrones más ri-
ca. Los resultados del análisis concluyen que a forzamientos bajos, desde 
(t)/0 = [0, 0.5],  presenta valores positivos que van de 0.4 a 0.6, res-
pectivamente, lo cual indica que los patrones en esta franja son de tipo 
directo (fondo negro). En esta región, las estructuras están compuestas 
de un estado mezcla de laberintos y puntos blancos, cuya tendencia es 
una dominancia creciente de la proporción de estructuras laberínticas 
conforme el forzamiento aumenta. Sin embargo, durante el intervalo 
(t)/0 = [0.5, 1] dicho estado mezcla se transforma en una estructura 
inversa (fondo blanco) y  toma valores negativos. Nótese que conforme 
el forzamiento se aproxima a la unidad (forzamiento máximo) el estado 
mezcla se convierte gradualmente en estructuras tipo hexágonos Hp o 
black spots y el parámetro  cae al valor de 0.1. Una vez alcanzado el 
máximo forzamiento, el ratio (t)/0 decrece de nuevo (de 1 a 0.5), y los 
black spots se transforman en bandas orientadas de manera perpendicular 
la fuerza centrífuga, en este punto  alcanza un valor negativo cercano a 
la unidad, 0.9, indicado que los patrones son realmente alargados e in-
versos. Y ya en este último tramo el forzamiento decrece hasta cero, y 
mediante el mecanismo de zig-zag las bandas se rompen en un estado 
mezcla de laberintos y puntos blancos configurando una estructura direc-
ta de  = 0.6, cerrándose así el ciclo. 
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Figura 6.13: (a) Incrementos relativos en la longitud de onda de los patrones con respec-
to al patrón libre,  = /0  1, versus el forzamiento normalizado, (t)/0, para los 
períodos: T ~ 0.1, T ~  y T ~ 100. (b) Caracterización morfológica de los patrones 
de Turing versus el forzamiento normalizado para T ~ . Donde 0 = 0.025 rad/(u.t.) y 
R = 1000 (u. e). 
6.3.2 Resultados Numéricos II: Campo Próximo 
La presencia de un campo de fuerzas centrífugas de intensidad oscilante 
induce en el sistema BZ-AOT una fuerte dependencia con la distancia al 
centro de rotación, R, (ver Ecs. (6.1)-(6.4)) y ello se refleja directamente 
sobre la inestabilidad de Turing. En la Figura 6.14 se muestra la forma-
ción de estructuras de Turing en las cercanías de centro de giro, esto es, 
en condiciones de campo próximo (ver Fig. 6.6(b)). Recuérdese que en 
esta situación el efecto de la dinámica temporal de la perturbación (con 
periodicidad T) y la dependencia espacial (R) actúan de manera conjun-
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ta, generando a su vez un fuerte gradiente en el módulo de la Fuerza 
centrífuga a lo largo de la dirección radial. La dependencia espacial gene-
ra una estructura de Turing heterogénea que presenta diferente tipología 
de patrones y valor de longitud de onda a medida que nos separamos del 
centro de rotación, hasta entrar en la región de aniquilación. 
 Análogamente a la sección anterior, a bajos períodos de oscilación con 
respecto al tiempo característico, T ~ 0.001, los patrones no son capa-
ces de seguir la rápida oscilación viendo solamente un valor promedio de 
la misma (ver Fig. 6.14(a)). Esta situación es equivalente al caso en que 
los patrones están sometidos a un forzamiento constante. Las imágenes 
desde a.1 hasta a.4 se corresponden con cuatro puntos representativos (1, 
2, 3 y 4) equiespaciados a lo largo de una oscilación completa.15 La es-
tructura de los patrones está formada por una configuración laberíntica 
en el centro y black spots en la frontera. Además, se incluye el diagrama 
espacio-temporal a lo largo de un diámetro que pasa por el centro de ro-
tación (SP.A). La curvatura observada en el diagrama indica un movi-
miento de arrastre global de los patrones en la dirección creciente de la 
fuerza centrífuga, esto será analizado posteriormente. En estos términos 
el centro de rotación puede ser considerado como una singularidad cuyo 
comportamiento es análogo al de una fuente o generador de patrones de 
Turing. 
 Para períodos del forzamiento del orden del tiempo de la respuesta de 
los patrones, esto es, T ~ , se encuentra que las estructuras presentan 
un comportamiento oscilante en fase con la perturbación. A máximo for-
zamiento (imagen b.2) el fenómeno de aniquilación se hace importante 
ocupando la mitad del dominio, mientras que para el mínimo (imagen 
b.4) los patrones llenan todo el espacio con una longitud de onda uni-
forme. Además, se observa que los patrones se organizan en una configu-
ración de anillos concéntricos con el centro de rotación. Ello es debido a 
que los patrones adaptan su morfología a la forma de la frontera de ani-
________ 
15Los cuatro puntos representativos se corresponden con los máximos ((t) = 0) y mínimos ((t) = 
0) de la oscilación (Ec. (6.14)), denotados por 2 y 4, respectivamente; y con los valores a media 
amplitud ((t) = 0.50) para los tramos en que la función crece o decrece, denotados por 1 y 3, 
respectivamente.  
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quilación, la cual para el caso de campo próximo presenta una simetría 
cilíndrica. El diagrama espacio-temporal para este caso dilucida dos res-
puestas diferentes del patrón (ver zoom), dependiendo del si el forza-
miento aumenta (imagen b.1) o si disminuye (imagen (b.3), esto es, un 
fenómeno de histéresis. Por lo tanto, a pesar del carácter sinusoidal de la 
perturbación la respuesta de los patrones no es simétrica, nótese por 
ejemplo, el desdoblamiento de la longitud de onda o inestabilidad de 
Eckhaus ocurre únicamente en el tramo en que el forzamiento decrece. 
Además, el perfil de “flecha” que presenta el diagrama ampliado indica 
que los cambios en el patrón son mucho más abruptos en el intervalo de 
crecimiento de la perturbación. 
 Una dinámica diferente se observa, cuando la respuesta de los patro-
nes es mucho más rápida que el período de las oscilaciones de la pertur-
bación. Así pues en el caso T ~ 100 los patrones son capaces de adap-
tarse a la simetría del forzamiento. Por esta razón, los patrones mostra-
dos en la Figura 6.11(c) presentan una simetría radial, especialmente 
cuando la intensidad de la fuerza es máxima (ver imagen c.2). Además, 
el hecho de que la perturbación varía muy lentamente con respecto al 
tiempo de respuesta del patrón implica que este pueda modificar y adap-
tar su estructura de manera suave no abrupta; ello explica que si aten-
demos al diagrama espacio-temporal (SP.C) las asimetrías detectadas en 
el caso anterior, como por ejemplo, la inestabilidad de Eckhaus, ahora 
han desaparecido. Si se observan las imágenes c.1 y c.3, correspondientes 
a los tramos en que el forzamiento aumenta o disminuye, se ve que son 
prácticamente iguales. De nuevo, si atendemos al diagrama se observa un 
movimiento de arrastre desde el centro de giro hacia los bordes de la 
imagen. 
 Por lo tanto, en los diagramas SP.A y SP.C las trayectorias que si-
guen los patrones presentan una curvatura importante. Ello indica que 
los patrones experimentan un movimiento en el sentido creciente de la 
fuerza centrífuga, si bien dicha curva no responde a la de un movimiento 
rectilíneo uniformemente acelerado. Esta velocidad de arrastre o deriva 
(v) es representada en la Figura 6.15, en escala semilogarítmica, frente a 
la posición (x) del patrón arrastrado en cuestión, a partir del diagrama 
espacio-temporal correspondiente. Nótese que los patrones “nacen” en el 
centro de rotación y son arrastrados hasta la frontera, donde en ciertos 
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casos desaparecen por un mecanismo de aniquilación. Para los patrones 
mostrados en la Figura 6.14(a), cuyo T ~ 0.001, el forzamiento toma un 
valor promedio constante, y se observa como lo patrones migran desde el 
centro de rotación hacia la frontera de aniquilación con una velocidad 
creciente. El ajuste realizado en la Figura 6.15 indica una tasa de incre-
mento de la velocidad constante de b0.001 = 0.041 (u. e.)
1. 
 
Figura 6.14: Patrones de Turing en presencia de una fuerza centrífuga oscilatoria en con-
figuración de campo próximo (ver Fig. 6.6). Las imágenes son tomadas en diferentes 
momentos de la oscilación: crecimiento (1), máximo (2), decrecimiento (3) y mínimo (4). 
La amplitud de la oscilación se mantiene en 0 = 0.40 rad/(u.t). (a) Patrón Valor Pro-
medio, T ~ 0.001. (b) Patrón circular, T ~ . (c) Patrón radial, T ~ 100. SP.A, B y C 
denotan los respectivos diagramas espacio-temporales. 
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Figura 6.15: Representación semilogarítmica de la velocidad (v = Aexp(bx)) de deriva de 
los patrones de Turing sometidos a una fuerza centrífuga oscilatoria frente a la posición. 
La velocidad es medida a partir de los diagramas espacio-temporales SP.A (“cuadrados”) 
y SP.C (“círculos”) para dos trayectorias diferentes (path-1,2). 
 Los patrones mostrados en la Figura 6.14(c), están sometidos a una 
fuerza centrífuga oscilante de período T ~ 100. Consecuentemente, ocu-
rren dos fenómenos simultáneos, por un lado la morfología de los patro-
nes oscila debido al movimiento de la frontera de aniquilación, y por 
otro, el movimiento de arrastre, como se ve claramente en el diagrama 
espacio-temporal SP.C. Para medir la velocidad de deriva, se toma la 
trayectoria seguida por dos (podrían ser más) patrones individuales que 
migran desde el centro de rotación hasta la frontera de aniquilación en la 
ventana temporal que comprende a la semioscilación de crecimiento, esto 
es, de (t) = 0 a (t) = 0. En este caso, debido a que la intensidad de 
la fuerza centrífuga es oscilante, la velocidad de deriva presenta una tasa 
de crecimiento variable (ver Fig. 6.15). Así pues, se divide la curva en 
tres tramos y se ajusta cada uno a líneas de pendiente constante, obte-
niendo las siguientes tasas de crecimiento: b1100 = 0.036 (u. e.)
1, b2100 = 
0.073 (u. e.)1 y b3100 = 0.153 (u. e.)
1. Esto permite comparar la veloci-
dad de deriva a diferentes posiciones del centro de rotación, nótese como 
a radios grandes cercanos a la frontera de aniquilación la tasa de creci-
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miento es 4 veces mayor que para puntos situados cerca del centro, por 
lo tanto, en esa región el arrastre es máximo, y por esta razón, el sistema 
abandona el régimen de Turing y las estructuras son aniquiladas. 
6.3.3 Discusión y Conclusiones 
En esta sección se ha estudiado, desde un punto de vista teórico-
numérico, la inestabilidad de Turing sometida al efecto de un campo de 
fuerzas centrífugas oscilatorio. La dinámica temporal del sistema caracte-
rizada principalmente por el tiempo de respuesta del patrón () y la pe-
riodicidad de la oscilación (T), actúan en una escala diferente de la que 
obedece al movimiento de las partículas a nivel microscópico, por lo tan-
to, las consideraciones asumidas a lo largo del Capítulo 4 continúan 
siendo válidas. 
 Este tipo de forzamiento, en cuestión, modifica el transporte difusivo, 
de tal manera que el régimen de la inestabilidad de Turing se ve modifi-
ficado, tanto en su morfología como en su longitud de onda. Para el es-
tudio de dichos efectos sobre la formación de patrones de Turing, se in-
troduce una anisotropía dependiente del tiempo en el modelo del Orego-
nator de dos variables (Ecs. (6.1)-(6.4)). La periodicidad con que varía la 
intensidad de la fuerza centrífuga (T) es susceptible presentar un aco-
plamiento con la formación del patrón cuando ambas escalas de tiempo 
son comparables. Las configuraciones presentadas por los patrones de 
Turing dependen de la magnitud del forzamiento (0), de la distancia al 
centro de rotación (R) y de la relación entre el período de la oscilación 
(T) y el tiempo característico de la formación del patrón (). Además, 
con el fin de aislar la dependencia espacial (R) del forzamiento se reali-
zan dos aproximaciones: de campo lejano y de campo próximo (ver Fig. 
6.6(b)). Dichas aproximaciones intentan, de un lado, estudiar de manera 
separada el efecto de la periodicidad temporal de la perturbación lejos 
del centro de rotación (campo lejano); y de otro ver el comportamiento 
global del sistema en presencia de sendos factores, esto es, en función de 
la anisotropía espacial R y la periodicidad T (campo próximo). 
 El estudio para campo lejano, al estar suficientemente lejos del centro 
de rotación, permite obtener un campo de fuerzas centrífugas uniforme 
cuya magnitud oscila con un cierto período. Los patrones de Turing pre-
sentan la misma longitud de onda a lo largo de todo el dominio (ver Fig. 
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6.7), y en ese sentido se pueden considerar homogéneos. Dependiendo del 
ratio T/, se observan diferentes configuraciones, por ejemplo, cuando T 
es un par de órdenes menor que  la oscilación es tan rápida que los pa-
trones solamente ven un valor promedio del forzamiento. Si bien, con-
forme la relación se hace más pareja, por ejemplo, T ~ 0.1, el patrón es 
capaz de responder a la perturbación, al menos parcialmente, y aún sien-
do el acoplamiento débil la longitud de onda de los patrones oscila brus-
camente generando patrones del tipo de los black eyes (ver Fig. 6.10). 
Cuando T es comparable a , el acoplamiento entre perturbación y pa-
trón es fuerte. La fenomenología observada va desde la formación de pa-
trones muy diversos, como laberintos, black spots o bandas alineadas 
perpendicularmente al forzamiento, hasta la aparición de inestabilidades 
tipo Eckhaus o zig-zag relacionadas con los cambios producidos en la 
longitud de onda y en la velocidad con que oscila la frontera de aniquila-
ción. Y si el forzamiento es tal que T ~ 100, esto es, que las oscilaciones 
del forzamiento son extremadamente lentas en comparación con el tiem-
po de respuesta del patrón, entonces la adaptación del patrón al forza-
miento es tan gradual que los fenómenos de Eckhaus y zig-zag desapare-
cen; además los patrones se orientan en el sentido de la fuerza centrífuga. 
 Trabajos realizados en el sistema CDIMA [Peña et al., 2003; Míguez 
et al., 2006], en régimen de Turing, bajo forzamientos por campos de luz 
oscilatorios revelan una dinámica muy similar a la observada en el estu-
dio anterior. Por otro lado, las variaciones en la longitud de onda y la ri-
queza morfológica que exhiben estos patrones requieren de un estudio 
por separado, presentado en la Figura 6.13. Las discontinuidades obser-
vadas en el parámetro  indican que la morfología de los patrones expe-
rimenta unas transiciones de fase similares a las sugeridas en [Mecke, 
1996]. 
 En la aproximación de campo próximo, la fuerza centrífuga presenta 
simetría radial. En este caso la estructura de los patrones depende fuer-
temente de la distancia al centro de giro, adoptando configuraciones de 
laberintos cerca del centro de rotación, y anillos circulares o black spots 
en las proximidades de la frontera de aniquilación (ver Fig. 6.14). Análo-
gamente a lo que sucedía en el estudio de campo lejano, a forzamientos 
con un período mucho menor que la respuesta del patrón Turing (T ~ 
0.001), éste solo ve un promedio de la perturbación, y se observa una 
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estructura no oscilante en el tiempo. Sin embargo, conforme el forza-
miento aumenta hasta T ~  los patrones comienzan a oscilar y adaptan 
su estructura a la forma de la superficie de aniquilación, esto es, en for-
ma de anillos concéntricos con el centro de rotación. En este régimen 
tiene lugar un desdoblamiento en la longitud de onda mediante un me-
canismo de Eckhaus. Además, la respuesta del patrón es diferente de-
pendiendo de si el forzamiento aumenta o disminuye, remarcamos aún 
siendo esta una perturbación sinusoidal y por lo tanto simétrica tempo-
ralmente, como se ve en la silueta del diagrama espacio-temporal mos-
trado Figura 6.14 (b). Esto sugiere la presencia de un fenómeno de histé-
resis en el sistema. Hasta nuestro conocimiento, propiedades de histéresis 
en la inestabilidad de Turing han sido observadas en sistemas de redes 
[Nakao & Mikahilov, 2010], pero nunca en sistemas químicos, como el 
BZ-AOT. Finalmente, a períodos suficientemente elevados (T ~ 100) 
dicha asimetría anterior desaparece y los patrones toman una orientación 
radial en el sentido de la fuerza centrífuga. 
 El análisis de los diagramas espacio-temporales de la Figura 6.14, re-
vela que bajo ciertos forzamientos los patrones experimentan un movi-
miento de arrastre desde el centro de rotación, el cual se comporta como 
una fuente de patrones, hasta la frontera de aniquilación, la cual actúa 
de sumidero. La tasa de variación de esta velocidad de deriva es estudia-
da en la Figura 6.15, determinando que los patrones en las proximidades 
de la frontera de aniquilación sufren la máxima aceleración, y por lo tan-
to, los fenómenos de transporte son tales que las condiciones para la 
inestabilidad de Turing son violadas. Cabe decir, que ciertos trabajos re-
lacionados con patrones de Turing en medios BZ-AOT sometidos a la 
presencia de un campo eléctrico han generado fenómenos de arrastre si-
milares [Carballido-Landeira et al., 2012]. 
 

  
 
Capítulo 7 
Conclusiones Generales y 
Perspectiva 
En la presente memoria de Tesis, se ha realizado un estudio acerca de la 
influencia que producen las interacciones entre partículas a nivel micros-
cópico, asociadas con los fenómenos de transporte difusivo, sobre la for-
mación de estructuras de Turing generadas en la escala macroscópica via 
mecanismos de autoorganización. 
 La generación de estructuras de Turing fue realizada a través de la 
reacción química de Belousov-Zhabotinsky en microemulsiones de aero-
sol-OT (BZ-AOT), cuyas características han sido detalladas a lo largo 
del Capítulo 2. Dicho medio permite la posibilidad de controlar la diná-
mica espacio-temporal de las estructuras originadas, a través del ratio 
existente entre las difusividades de dos especies químicas conocidas como 
activador e inhibidor. 
 En primer lugar, debido a la gran diversidad de estructuras de Turing 
que aparecen en la naturaleza y a la poca eficacia que presentan las téc-
nicas tradicionales de análisis, como la transformada de Fourier, en el 
Capítulo 3 se ha desarrollado un método de caracterización morfológica, 
fundamentado en los funcionales de Minkowski. Mediante un único pa-
rámetro normalizado, , se logró, por un lado, la caracterización morfo-
lógica unívoca de cualquier tipo de patrón de Turing, y por otro, la clasi-
ficación del orden de las transiciones morfológicas experimentadas por 
dichos patrones. 
 En una segunda parte del trabajo, y ante la aparente sensibilidad que 
presenta la inestabilidad de Turing frente a cambios en los procesos difu-
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sivos, se aplicaron dos tipos de perturbaciones sobre el sistema: una mo-
dulación armónica de la gravedad, y un campo de fuerzas centrífugas. 
Las características físicas del reactor, garantizaban un transporte en ré-
gimen de capa límite, por lo que, éste se veía afectado únicamente por 
los procesos difusivos originados a nivel microscópico. Así pues, a lo lar-
go del capítulo 4, con el fin de ver cómo afectaban sendas perturbaciones 
al fenómeno de difusión global, se realizó un estudio mecánico-estadístico 
en aproximación canónica. 
 Los coeficientes de difusión de las partículas de activador e inhibidor 
presentaban un incremento sustancial conforme la intensidad de la per-
turbación era mayor. Si bien, las partículas de activador presentaban 
una tasa de incremento mucho mayor que las de inhibidor, debido a que 
su mayor masa les permitía captar una mayor porción de la energía su-
ministrada por la perturbación. Este mecanismo presentaba diferencias 
importantes con respecto del transporte difusivo por fluctuaciones térmi-
cas. 
 La naturaleza de cada campo externo conducía, en el caso de la mo-
dulación de la gravedad, a un transporte de difusivo homogéneo e isótro-
po en todo el sistema; y en el caso, de las fuerzas centrífugas a un trans-
porte inhomogéneo y anisótropo. 
 Por otro lado, el estudio de la distribución de la energía en el sistema 
determinaba que para el caso de modulación de la gravedad, la energía 
extra se repartía a través un grado de libertad a mayores en el sistema, 
mientras que para el caso del movimiento rotacional existían dos grados 
de libertad a mayores. 
 Con el fin de estudiar las implicaciones de estas perturbaciones sobre 
el fenómeno macroscópico de autorganización, se incluyen los anteriores 
coeficientes de difusión revisitados en los modelos estándar de reacción-
difusión para sistemas BZ-AOT en régimen de Turing. 
 En el Capítulo 5 se estudia teórica y experimentalmente la formación 
de estructuras de Turing afectadas por una modulación armónica de la 
intensidad del campo gravitatorio. Por un lado, a nivel teórico se observa 
un valor de la perturbación umbral a partir del cual las estructuras de 
Turing se encuentran fuertemente inhibidas. Y por otro, la energía extra 
suministrada por la perturbación conduce a un incremento en la longitud 
de onda de los patrones, quedando patente el excelente acuerdo entre los 
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resultados experimentales y la teoría. Los cambios experimentados en los 
procesos de autoorganización son en este caso homogéneos, y no afectan 
de manera significativa a la estructura del patrón. 
 En el Capítulo 6, se estudia la influencia de un movimiento rotacional 
sobre la inestabilidad de Turing, desde un punto de vista experimental y 
a partir de un modelo teórico. En este caso, se introduce una anisotropía 
en el sistema, tal que el transporte depende fuertemente de la distancia 
al centro de rotación. El estudio se divide en dos casos, en el primero, se 
considera un campo de fuerzas centrífugas de intensidad constante, 
mientras que en el segundo caso, la intensidad de la fuerza centrífuga es 
modulada armónicamente en el tiempo. 
 El primer caso, mostraba que la anisotropía en el transporte dota de 
una direccionalidad al sistema, tal que las estructuras de Turing presen-
tan una orientación en el sentido de la fuerza centrífuga. Además, tam-
bién se observa un incremento en la longitud de onda de los patrones de-
bido a la introducción de energía en el sistema. El buen acuerdo entre el 
modelo teórico y los experimentos, permite hacer extrapolaciones en un 
rango de velocidades angulares que no son alcanzables experimentalmen-
te en las proximidades del centro de rotación. Este análisis saca a relucir 
la aparición de nuevos tipos de estructuras como los black spots y tam-
bién presenta una cota para el fenómeno de aniquilación. 
 En el segundo caso, se modifica el campo fuerzas centrífugas de mane-
ra que la intensidad de su módulo varíe armónicamente. En esta situa-
ción, existen dos escalas temporales susceptibles de interaccionar, estas 
son, la escala de tiempos natural que interviene en la formación de pa-
trones en ausencia de perturbaciones externas y la periodicidad con que 
oscila la intensidad de la fuerza centrífuga. En este estudio, se realizaron 
dos aproximaciones una de campo lejano, esto es, lejos del centro de ro-
tación donde el campo tiene geometría uniforme, con el fin de desacoplar 
el efecto de la anisotropía espacial de la dependencia temporal; y poste-
riormente otra de campo próximo, esto es, cerca del centro de rotación, 
donde el campo presenta una simetría radial, para ver el efecto ambos 
fenómenos conjuntamente. 
 En el caso de campo lejano, lejos del centro de rotación, cuando la es-
cala de tiempos de la perturbación y de la respuesta del patrón es com-
parable, se observa como a lo largo de una oscilación completa los patro-
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nes de Turing se orientan perpendicularmente a la fuerza centrífuga, tras 
haber transitado entre estructuras de hexágonos blancos, laberintos o 
black spots; además, en este caso se observan inestabilidades de zig-zag o 
Eckhaus, fruto de las variaciones abruptas experimentadas en la longitud 
de onda de los patrones. Sin embargo, cuando el período de oscilación 
era un orden de magnitud inferior al tiempo característico de formación 
de los patrones, el acoplo era débil, y en tal caso aparecía un tipo de pa-
trón muy concreto, esto era, las estructuras black eyes. Otro caso en el 
que el acoplo es débil, ocurría cuando el período de la oscilación era muy 
superior al tiempo característico, aquí, la adaptación del patrón a la per-
turbación era tan gradual que las inestabilidades de onda larga (zig-zag, 
Eckhaus) desaparecían; observándose una orientación de las estructuras 
laberínticas paralela a la dirección de la fuerza centrífuga. 
 Para el estudio de campo próximo, en las proximidades del centro de 
rotación, los patrones exhibían una simetría radial, con una longitud de 
onda creciente a medida que nos alejábamos del centro de rotación, ter-
minando en la región de aniquilación. En este caso, cuando el período de 
la oscilación era comparable al tiempo característico, los patrones adop-
taban una configuración de anillos concéntricos con centro de rotación, 
mientras cuando el período era muy superior, se observaba una configu-
ración radial. Además, se observó también un fenómeno de histéresis 
temporal, en la formación de los patrones durante los intervalos de for-
zamiento creciente y decreciente, a pesar de la armonicidad intrínseca de 
la perturbación. Por último, un estudio espacio-temporal de la dinámica 
del sistema reveló la presencia de un movimiento de deriva en los patro-
nes que iba desde el centro de rotación, el cual funcionaba a modo de 
fuente, a la frontera de aniquilación la cual actuaba de sumidero. 
Perspectiva 
Muchas veces las conclusiones generales extraídas a lo largo de un traba-
jo de investigación, lejos de zanjar el tópico de estudio conducen a la 
formulación de nuevos interrogantes aún más interesantes, si cabe. Así 
pues, aunque resulte paradójico, al finalizar este estudio uno se encuen-
tra con más cuestiones abiertas que las que había al principio. 
 Con respecto a la caracterización morfológica mediante funcionales de 
Minkowski de estructuras espacio-temporales procedentes de un fenó-
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meno de autoorganización, se abre la posibilidad de aplicar esta técnica 
en otros sistema dinámicos con el fin de caracterizar sus transiciones 
morfológicas, lo cual puede ser de gran interés en áreas como las Ciencias 
de Materiales donde la morfología del material determina sus propieda-
des. 
 Por otra banda, los estudios concernientes con la modificación del fe-
nómeno de autoorganización en patrones de Turing, a través de una per-
turbación, homogénea o bien anisótropa, en el transporte a nivel micros-
cópico, constituyen un mecanismo de control del tipo de estructura, sus-
ceptible de ser extendido a otros sistemas en régimen de capa límite que 
también presenten autoorganización, como por ejemplo, la reacción de 
Belousov-Zhabotinsky en fase líquida, cuyos patrones (autoondas, espira-
les, etc.) presentan una dinámica temporal en contraposición con el caso 
estacionario de los patrones de Turing. Además, está formulación tam-
bién puede aplicarse sobre otros campos externos que perturben el siste-
ma, como gradientes de temperatura, campos eléctricos o magnéticos. 
 Finalmente, cabe decir, que una continuación lógica de este trabajo de 
Tesis, sería su extensión a 3D. En dicho caso, es posible que el sistema se 
aleje del régimen de capa límite, y por lo tanto, resulte necesario incluir 
en el transporte los efectos de convección. En tal situación, resulta plau-
sible que durante los procesos de autoorganización ocurra una competi-
ción entre las diferentes contribuciones en el transporte. Incluso, yendo 
un paso más allá, se podría pensar en el estudio del acoplo entre instabi-
lidades hidrodinámicas, como la digitación viscosa, e inestabilidades pu-
ras de reacción-difusión como la de Turing. 
 

  
 
Apéndice A 
Determinación del Espesor 
de la Capa Límite 
En este apéndice se presentan las estimaciones realizadas para el cálculo 
del espesor de capa límite o espesor de la capa viscosa, , existente en el 
sistema reactivo BZ-AOT cuando se somete a los campos externos deta-
llados en la Sección 2.4. Ello permite caracterizar el régimen en el cual se 
haya el transporte en el seno del reactor que contiene al sistema químico. 
La introducción de campos externos de naturaleza mecánica, como los 
aplicados en este trabajo, puede generar en el sistema la aparición de fe-
nómenos convectivos comparables a los procesos de difusión.  
 En un fluido real, el principal efecto de la viscosidad, en las cercanías 
de una pared frontera, es el de disminuir la magnitud de la velocidad. En 
este sentido se define el borde de la región viscosa como el límite por en-
cima del cual la velocidad del fluido se comporta como si estuviese libre 
[White, 2006], esto es, sin efectos de frontera. Así pues, en este apéndice 
se pretende demostrar que tanto el sistema sometido a modulación de la 
gravedad (Sec. 2.4.2) como el sometido a un campo de fuerzas centrífu-
gas (Sec. 2.4.3) se encuentran por debajo de dicho límite, por lo tanto, su 
dinámica viene marcada por la dinámica estacionaria de la pared. 
 En una capa límite el fluido tiende a tomar el valor de la velocidad 
del fluido libre, U, conforme la distancia a la pared frontera se hace ma-
yor (ver Fig. A.1). Convencionalmente, este valor umbral se define como 
aquella distancia respecto del borde en que la velocidad, u, alcanza valor 
del 99% de la velocidad del fluido libre [Kundu & Cohen, 2002]. 
146 APÉNDICE A: DETERMINACIÓN DEL ESPESOR DE LA CAPA LÍMITE 
 
 
 
Figura A.1: Perfil de velocidades de un fluido en régimen de capa límite. U velocidad del 
fluido libre,  espesor de la capa límite del fluido respecto de la frontera.  
 Una estimación del espesor de capa límite, , para nuestro fluido reac-
tivo puede obtenerse a partir del modelo Blasius de capa límite [Blasius, 
1908; He, 1998], siempre y cuando, se verifiquen las condiciones de flujo 
laminar, incompresible y con geometría de disco delgado. La condición 
de flujo incompresible es una buena aproximación para medios en fase lí-
quida tales como nuestro sistema químico, y la condición de geometría de 
disco delgado es plausible atendiendo a las dimensiones del reactor quí-
mico (ver Figs. 2.10-2.11). Por otro lado, de existir algún tipo de flujo, 
éste sería laminar a tenor del orden de las velocidades características (u 
~ 1 m/s) inducidas por los campos externos aplicados en esta memoria, 
véanse los números de Reynolds, Re, presentados en la tabla A.1. Tras 
estas consideraciones previas, es factible aplicar la siguiente ecuación pa-
ra determinar el espesor de la capa límite: 
   
0.99
4.91
x
u


  (a.1) 
donde  es la viscosidad dinámica del fluido, x es la dimensión longitudi-
nal  comparable con el diámetro del reactor (3.5 cm),  es la densidad 
del fluido, y u la velocidad característica longitudinal al tubo. Nótese que 
el perfil de la capa límite no es constante, sino que varía de manera mo-
nótona creciente a lo largo de la dimensión longitudinal, x como se mues-
tra en la Figura A.2. 
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Figura A.2: Esquema de variación del perfil de velocidades, ux, y espesor de capa límite, 
, con la dimensión x. Uinf es la velocidad límite en ausencia de efectos de viscosidad. 
 El sistema considerado en los experimentos desarrollados en esta me-
moria, se compone de un fluido reactivo multicomponente (agua-aceite-
surfactante), con todo a pesar de ser éste un sistema complejo, la deter-
minación de magnitudes tales como la densidad o la viscosidad, necesa-
rias para el cálculo de la capa límite, pueden determinarse realizando un 
estudio de cada componente por separado [Gómez-Díaz et al., 2006] y 
buscando una acotación. 
  Como se ve en la Tabla A.1 los valores estimados de capa límite son 
muy superiores al espesor del reactor, lo que indica que nuestro sistema 
se encuentra en el régimen de capa límite, y por lo tanto, el campo de 
velocidades se encuentra afectado notablemente por las paredes del sis-
tema, pudiendo considerar despreciables los efectos debidos al transporte 
convectivo.  
 Agua Octano AOT 
  (25 ºC  kg/m3) 1000 703 806 
  (25 ºC  Pa·s) 891·10–6 542·10–6 4500·10–6 
 Re 89.79 103.76 14.33 
  (mm) 18.10 16.84 45.31 
Tabla A.1. Estimaciones del número de Reynolds y del espesor de 
la capa límite, . Re = uL/, con  la densidad, u la velocidad ca-
racterística,  la viscosidad y L longitud característica del orden del 
espesor del reactor químico (~ 80 mm). 
 

  
 
Apéndice B 
Cálculos Mecánico-
Estadísticos 
B.1 Masas del Activador e Inhibidor 
Las masas de las especies de activador e inhibidor, denotadas por m1 y 
m2, respectivamente, se han calculado como sigue. El inhibidor (Br2) es 
una especie apolar que básicamente difunde a través de la fase oleica de 
la microemulsión, por lo tanto, su masa es directamente igual a su masa 
molecular (m2 = 159.8 uma). Sin embargo, en el caso del activador 
(HBrO2) su movimiento está anclado al movimiento de la micela como 
un todo, y por lo tanto su masa se estima por la masa promedio de la 
micela. La masa de la micela puede calcularse a partir del radio hidrodi-
námico de la micela, el cual es del orden de ~1 nm (ver Sec. 2.2.2). 
Además, para simplificar cálculos, se supone que la micela está llena de 
agua, lo cual es una buena aproximación dado que la fase acuosa está di-
luida. Por lo tanto, la masa promedio de la micela está dada por: 
   
2
3
H O
4
3Micela h
m R
   (b.1) 
 Bajo estas consideraciones la masa de la micela, y por lo tanto del ac-
tivador, es m1 ~ 2500 uma. De acuerdo con esto, el factor que da cuenta 
del ratio entre la magnitud energética del forzamiento por modulación de 
la gravedad y las fluctuaciones térmicas, toma el siguiente valor m12A2 
~ 0.002, para el umbral de forzamiento experimental, A = 1.4 m/s. 
Nótese que para el caso del inhibidor este ratio es todavía mucho menor. 
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B.2 Observables para Modulación de la Grave-
dad 
En este apartado se presentan en detalle los cálculos mecánico-
estadísticos a los que se refiere la Sección 4.2. Los observables sobre los 
que se incluye la contribución del campo de modulación armónica tem-
poral de la gravedad son: la función de partición, el momento cuadrático 
medio y el número de colisiones, ya que el resto de magnitudes, como re-
corridos libres medios, y sobre todo coeficientes de difusión se infieren di-
rectamente de los anteriores. 
B.2.1 Función de Partición y Momento 
Para el cálculo de la función de partición, Z, se parte del hamiltoniano 
del sistema (Ec. (4.5)) y se resuelve la siguiente integral: 
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donde  = Q ´ P  V ´ 3 es el espacio de posiciones (V = 2AS, 
siendo S la superficie del disco reactor) y momentos generalizados, con 
dQ = dxdydz y dP = dpxdpydpz. Por otro lado, h es la constante de 
Planck,  = 1/kBT con kB la constante de Boltzmann.  
 Con el fin de encontrar una expresión analítica se realiza una expan-
sión en serie de Taylor del integrando: 
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 (b.3) 
de esta manera la integral se transforma en analítica siendo posible ob-
tener una expresión exacta de la función de partición: 
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donde V = 2SA representa el volumen del espacio de fases de coordena-
das generalizadas de nuestro sistema. 
 Para la determinación del momento cuadrático medio, p2, se parte 
de la siguiente definición [Huang, 1987]: 
   2 2 ( )d

   p p p  (b.5) 
donde dP(p) representa la función de densidad de probabilidad de mo-
mento lineal: 
   
 
3
exp ( , )
( ) ( )d dQ
Q
P P
d H
dP f
h Z

 
 

 
 q p
p p  (b.6) 
 Restringida la definición anterior al caso concreto del hamiltoniano 
Hgrav (Ec. (4.5)), el momento resulta: 
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 Para simplificar los cálculos de esta integral se ha hecho el cambio de 
variable en el hamilotinano z = Asin(), lo cual es lícito al ser una osci-
lación armónica. De esta manera el espacio de fases se transforma según 
z Î [A, A]   Î [p/2, p/2]. 
 Obsérvese, además, que el momento puede descomponerse en sus 
componentes cartesianas, p2 = px
2 + py
2 + pz
2. Y que además por 
simetría del problema, px
2 = py
2. Por lo tanto, el problema se reduce 
solo al cálculo de dos integrales px
2 y pz
2: 
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 Para el caso de la componente pz
2 la integral a calcular es más com-
pleja, ya que contiene el término de acoplo:  
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donde si se integra primero sobre el momento, 
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y agrupando términos, 
    2 2 21 ( )z mp m A I       (b.11) 
donde la función I() da cuenta del factor numérico que introducen los 
grados de libertad de la perturbación, que para el caso en que m2A2  
1 toma el siguiente valor: 
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 Agrupando todas las componentes, el momento lineal cuadrático me-
dio total resulta: 
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B.2.2 Número de Colisiones 
Se define el observable número de colisiones, B, como el número de coli-
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siones entre partículas que tienen lugar en un punto del espacio r(x, y, z) 
por unidad de volumen y tiempo [Huang, 1987]: 
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 (b.14) 
donde el dominio de integración es  = P,a ´ P,b Î 6. a y b son los 
subíndices que etiquetan a dos partículas indistinguibles del mismo tipo 
(activador o inhibidor), susceptibles de colisionar, por lo tanto, m = ma 
= mb. La sección eficaz total de colisión se denota por  y el número de 
partículas por unidad de volumen como n (= na = nb). El término 
f(pi)dP,i representa la función de densidad de probabilidad de momento 
de la partícula i = a,b. La función F(pa,pb) da cuenta de la forma de la 
colisión, por lo que en adelante se le llamará factor de forma de colisión: 
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p p
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donde las barras representan el módulo del vector. 
 
Figura B.1: Representación de una colisión estadística en sistema de referencia de la par-
tícula a. La partícula a es el blanco en reposo y la b el proyectil con velocidad v = 
½vavb½. c es el tiempo entre dos colisiones sucesivas y la sección eficaz  ~ Ra2, donde 
Ra es el radio eficaz de la partícula a. 
 Para entender de manera sencilla dicho número, préstese atención a la 
Figura B.1. En esta ilustración, se presenta el número de colisiones como 
resultado de la colisión entre dos partículas, a y b, entendiendo esta co-
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mo un ente estadístico ponderado por las funciones de densidad de las 
partículas con momentos, pa y pb, esto es, f(pa)dP,a y f(pb)dP,b, así co-
mo por la densidad volúmica de las partículas, na y nb; en un volumen 
definido por la sección eficaz, , y la altura característica, |vavb|c, ex-
tendido por integración a todo el espacio de posibles valores de las coor-
denadas generalizadas. 
 Entendida bien la construcción de este observable, procedemos a 
renormalizar la función F(pa,pb) con el fin obtener una expresión analíti-
ca y tratable del número de colisiones. Para comprobar la fiabilidad de la 
renormalización, se estima la diferencia entre los dos factores de forma 
de la colisión, el estándar, F(pa,pb) , y el revisitado, FR(pa,pb). 
 Primero, definimos la función diferencia de momento entre las dos 
partículas indistinguibles, f = pa  pb. Y luego, mediante una composi-
ción de funciones, obtenemos los factores de forma: 
    ( , ) ( , ) a ba b a bF g f m

 
p p
p p p p  (b.16) 
    
2
2
( , ) ( , ) a b
R a b R a b
F g f
m

 
 
p p
p p p p
p
  (b.17) 
 De esta manera, en la primera composición obtenemos el factor de 
forma estándar, y en la segunda el factor de forma revisitado. Obsérvese 
que ambos presentan el mismo perfil dimensional. Así pues, podemos 
realizar una comparativa, en masa unidad, mediante la norma-1 del error 
cometido en la renormalización, esto es: 
   
1 1
( , ) ( , )
a b R a b
E F F p p p p  (b.18) 
 La validez de la aproximación puede verse en la Figura B.2. Se obser-
va como existe un intervalo centrado I = [0.5, 0.5]·104 kgm/s, donde el 
error está acotado y es mínimo. Además, si atendemos a la igualdad en-
tre las masas de las partículas a y b, al bajo valor del forzamiento expe-
rimental, así como el perfil gaussiano de la función de densidad de mo-
mentos la cual indica que partículas con valores muy elevados de mo-
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mento tiene una pequeña probabilidad de ocurrir; se tiene que el momen-
to de la mayor parte de las partículas susceptibles de colisionar se en-
cuentran en un intervalo relativamente pequeño centrado en el cero, aná-
logo al intervalo de error mínimo I. 
 
Figura B.2: Representación gráfica de F(pa,pb), FR(pa,pb) y de la norma del error cometi-
do en la renormalización, E1. 
 De este modo, el número de colisiones puede reescribirse como: 
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 p p p p
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 (b.19) 
 Antes de calcular este observable, es necesario obtener una expresión 
para las densidades de momento de cada partícula: 
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(b.20) 
con el fin de obtener una expresión analítica es necesario realizar la si-
guiente aproximación en la integral anterior, z  A, lo cual es cierto pa-
ra aquellas partículas que se hallan en la proximidad de la zona de equi-
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librio de la oscilación. Esto permite aproximar la siguiente raíz como: 
   
2
2 2
2
z
A z A
A
    (b.21) 
 Por lo tanto, redefinimos el dominio de integración para la variable z : 
[A, A]  [A, A] donde A es una perturbación en torno a la posi-
ción de equilibrio de la oscilación (z = 0). De esta manera la integral an-
terior resulta: 
     22 2 2exp exp exp zA Az zA A zp Adz p A z p A dz

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 
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donde expandiendo la exponencial y quedándonos a primer orden, 
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 
      
p
 (b.23) 
donde V = 2(A)S es el volumen en torno a la posición de equilibrio de 
la oscilación, y hr = p2/2m + pzA + 1/2m2A2. Realizando la misma 
aproximación en el cálculo de la función de partición (Ec. (b.4)) resulta: 
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 (b.24) 
 Incluyendo todas estas consideraciones en la expresión (b.20), el nú-
mero de colisiones se reduce a: 
   2 2( , , , ) ( , )
R R R a b
B C m A I  p p  (b.25) 
donde CR es una constante que no depende del momento de las partícu-
las, 
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 (b.26) 
y IR(pa, pb) una integral 6-dimenasional en el espacio de momentos, 
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(b.27) 
donde el parámetro  y la función K(pa, pb) son tal que, 
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 Para abordar la integral (b.27) procedemos a separarla como suma de 
sus componentes cartesianas, esto es: 
   
,
, ,
R R i
i x y z
I I

   (b.30) 
con IR,i como, 
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 (b.31) 
 En este punto, se procede a la resolución de cada integral IR,i por se-
parado. Primero comenzaremos por IR,x, nótese que de nuevo por simetría 
del problema IR,x = IR,y: 
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con Kx como, 
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 (b.33) 
 Obsérvese que en (b.32) se ha integrado ya sobre las componentes, py,a 
y py,b, por lo que el dominio de integración ha bajado a 
4. Realizando, 
ahora la integración sobre px,a y px,b resulta: 
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con Kz como, 
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 (b.35) 
 Sin embargo, la integral (b.34) es factorizable, ya que las partículas a 
y b son indistinguibles, lo que permite una simplificación considerable: 
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 (b.36) 
 Así pues, resolviendo esta sencilla integral tenemos que el valor de IR,x 
es: 
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 (b.37) 
que a orden O(2A2) y O(A/A)2 se reduce a la siguiente expresión, 
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 (b.38) 
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donde  = m2A2. Ahora, nos centraremos en el cálculo de la segunda 
integral que compone el factor IR del número de colisiones, esta es, IR,z :  
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R z P a P b z k z a z b a b
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I d d p p p K  
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
 (b.39) 
donde integrando sobre px,a(b) y py,a(b) resulta: 
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con Kz análogo a (b.35). 
 La resolución de esta integral (b.40) requiere, a su vez, de la siguiente 
descomposición: 
    22, , , ,a ab bmR z R z R z R zI I I I        (b.41) 
donde de nuevo por razones de simetría del problema al ser las partículas 
indistinguibles, tenemos que IR,z
 a  = IR,z b  . Así pues, véase la expresión de 
estas integrales, primero IR,z  a : 
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 (b.42) 
donde, 
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 (b.43) 
 La última integral (b.42) tiene expresión analítica en pz,a, sin embargo 
ésta se trunca a orden O(2A2) y O(A/A)2: 
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 Ahora seguimos con el cálculo la integral del término cruzado, IR,z
 ab : 
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de nuevo al ser partículas indistinguibles la integral se puede factorizar, 
entonces: 
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resultando, 
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 (b.47) 
que a orden de aproximación O(2A2) y O(A/A)2 se reduce a: 
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 (b.48) 
 Agrupando todos los términos la integral total (b.41) resulta: 
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 (b.49) 
donde el parámetro  = m2A2. Así pues, una vez calculadas todas las 
integrales elementales, se calcula la integral principal, IR: 
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 (b.50) 
 Y finalmente, la expresión completa de número de colisiones es: 
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 (b.51) 
donde si tenemos en cuenta que A  A resulta la siguiente expresión 
más compacta, que será la que se utilice a la ahora de estimar los coefi-
cientes de difusión en el Capítulo 4: 
   
2
2 2
6
1
3
2
R
n
B
m m A

  

     
 (b.52) 
B.3 Observables para Movimiento Rotacional 
Aquí se detallan los procedimientos para el cálculo mecánico estadístico 
de ciertos observables (momento, número de colisiones, etc.) encamina-
162 APÉNDICE B: CÁLCULOS MECÁNICO-ESTADÍSTICOS 
 
 
dos a la estimación de los coeficientes de difusión de las especies de acti-
vador e inhibidor cuando el sistema BZ-AOT es sometido a la acción de 
un campo de fuerzas centrífugas como el estudiado en la Sección 4.3.  
B.3.1 Función de Partición y Momento 
La función de partición del sistema sujeto a un campo de fuerzas centrí-
fugas caracterizado por el hamiltoniano (4.16) se calcula: 
     3
1
exp
Q P rot
Z d d H
h 
     (b.53) 
con el espacio de integración restringido tal que p Î 3, z Ì [0, lz] y  Î 
[0, 2], donde lz es el espesor del reactor químico y los diferenciales dQ 
= Rddz y dP = dpxdpydpz . Las integrales de los momentos generaliza-
dos toman los siguientes valores: 
     22expz zp mmdp  


   (b.54) 
  
2 22 ( sin )
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p m m R
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


        
             (b.55) 
  
2 22 ( cos )
cos
2 2
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y
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p m m R
Rp
m
dp      



         
             
   (b.56) 
Y por lo tanto, la función de partición, agrupando términos, resulta: 
   
3/2
3
( ) 2S R m
Z
h


      
 (b.57) 
donde S(R) = 2Rlz, representa el área del espacio de las posiciones ge-
neralizadas, Q. 
 Para el cálculo del momento cuadrático medio, al igual que en el caso 
del forzamiento anterior, éste se puede expresar tal que p2 = px
2 + 
py
2 + pz
2, donde además se verifica que px
2 = py
2 por simetría, y pz
2 
B.3 Observables para Movimiento Rotacional 163 
 
 
= m/ al no existir forzamiento en esta dirección. Por lo tanto, calcula-
mos sólo una de las componentes del momento, la px
2: 
   
2 2 ( )
P
x x P
p p f d

    p  (b.58) 
 Entonces el momento cuadrático medio se puede reescribir como: 
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           
               


  (b.59) 
 Las integrales sobre los momentos lineales son análogas a las calcula-
das en la expresión (b.9), por lo tanto, 
 
 2 2
2 2 20
2
0
1 ( sin ) 1
1
2x
d m Rm m
p m R
d


   
 
 
          


 (b.60) 
 Y finalmente, agrupando todas las componentes del momentos se tie-
ne: 
    2 2 23m m R    p   (b.61) 
 Obsérvese que esta si es una expresión exacta, a diferencia del mo-
mento estimado para la modulación de la gravedad donde la expresión 
era válida solo para forzamientos pequeños.  
B.3.2 Número de colisiones 
En el cálculo del número de colisiones, B, seguiremos las definiciones y la 
renormalización introducida en el apartado B.2.2 de este apéndice. Según 
el cual, 
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 
 p p p p
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  (b.62) 
donde f(p)dP es la densidad de probabilidad de momento de una partí-
cula, que para el caso concreto del campo externo de fuerzas centrífugas 
se obtiene: 
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(b.63) 
 Para resolver la integral en  de manera exacta se puede utilizar el 
resultado, 
      2 2 21 2 0 1 20 d exp cos sin 2z z I z z

        (b.64) 
donde I0 es la función de Bessel modificada de primera especie, 
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   (b.65) 
 Si bien, en busca de una expresión más manejable, se opta por expan-
dir el integrando en serie de potencias hasta orden O(2R2): 
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           
pp  (b.66) 
 Así pues el número de colisiones resulta: 
   2 2( , , , ) ( , )R T T a bB C m R I  p p   (b.67) 
donde CT es una constante que depende del radio de giro, R, 
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con p2 dado por (b.61). IT representa la integral de colisión: 
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 (b.69) 
 Puesto que los procedimientos para resolución de la integral IT son 
formalmente iguales a los empleados en (b.27), presentamos el resultado 
final para la estimación del número de colisiones, BR, donde se ha tenido 
en cuenta que m2R2  1: 
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  (b.70) 
 

  
 
Apéndice C 
Análisis de Estabilidad Li-
neal para Movimiento Ro-
tacional 
El cálculo del análisis de estabilidad lineal [Strogatz, 1994] para el siste-
ma de ecuaciones reacción-difusión revisitado para el caso en que el sis-
tema BZ-AOT se somete a un movimiento de rotación (Ecs. (6.1)-(6.4)) 
como el que se detalla en la Sección 2.2.3, requiere de un desarrollo dife-
rente al genérico presentado en la Sección 1.3.1 [Murray, 2003a]. La ra-
zón es que este modelo de ecuaciones presenta término adicional de 
arrastre, (cm)·(Dm), debido a la anisotropía del transporte difusivo.  
 Así pues, linealizando el sistema de ecuaciones de reacción-difusión 
(6.1)-(6.2) en el entorno de su punto fijo, c0 = (c1,0, c2,0) y reescribiéndolo 
en notación indicial, tenemos: 
   0( )t m mc f  c   
0
0 2·l l l
ml ml ml
J c D c D c       (c.1) 
donde los índices m,l = 1,2 según se refieran a la especie activadora o in-
hibidora, respectivamente. cm denota la concentración de la especie m. 
J ml 0  denota los elementos de la matriz jacobiana (J) evaluada en el punto 
fijo c0. Y Dml = mlDl son los elementos de la matriz de difusión, donde ml 
representa la delta de Kronecker, y Dl es: 
    
0
3/2
23
3 3
l
l l
D
D m R   (c.2) 
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con Dl
0 como el coeficiente difusión libre (en ausencia de campos exter-
nos) de la especie l (Ec. (4.12)) y R2 = x2 + y2. 
 Como se ha visto en la Sección 1.3.1 el estudio de los autovalores de 
la Ecuación (c.1) permite la caracterización del punto fijo, y por lo tanto  
del régimen de la inestabilidad de Turing. Como solución particular del 
problema de autovalores se propone: 
   
·
exp
m m
c B t i
N

      
k r
  (c.3) 
donde Bm es una constante arbitraria,  es el autovalor, i representa la 
unidad imaginaria, k(kx,ky,kz) es el vector del número de onda, r(x,y,z) es 
el vector posición y N el número de dimensiones espaciales del problema. 
Introduciendo la solución particular en cada uno de los términos de la 
Ecuación (c.1) se tiene: 
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N N N

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k r k r  (c.6) 
donde el índice j = x,y,z da cuenta de las coordenadas cartesianas y ej es 
el vector unitario en la dirección j. Así pues, sustituyendo estas expresio-
nes en (c.1) resulta: 
    0 j jl l j l lml ml ml j mlj
k ki
c J c D k c D c
NN
    e  (c.7) 
donde el gradiente de elemento de difusión es: 
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 Asumiendo que el número de onda es isótropo (kj = kl, " j ¹ l) y que 
el número de dimensiones espaciales es N = 3, se tiene que: kjkj = 3k
2 y 
que ej ej = 1. Entonces, cancelando la solución particular cl se obtiene la 
siguiente ecuación de autovalores: 
   0 2
ml ml ml l ml
J ik k D      (c.9) 
donde la función l viene de la anisotropía espacial del transporte difusi-
vo: 
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2 2 2 2( , ) 3 ( ) ( )
3
l
l l l
D
x y m m x y x y         (c.10) 
 En este punto pasar de la ecuación indicial (c.9) a una matricial es 
sencillo: 
   2I=J Z Dik k    (c.11) 
donde I es la matriz identidad, J la matriz jacobiana del sistema de 
ecuaciones de reacción-difusión evaluada en el punto fijo, Z la matriz de 
anosotropía y D la de difusión, con elementos Iml = ml, Zml = mll y Dml 
= mlDl. Nótese que a excepción de J el resto de matrices son diagonales. 
 El polinomio característico de la Ecuación (c.11) se obtiene anulando 
el determinante del sistema: 
   2det( I J Z D) 0ik k      (c.12) 
 Desarrollando el determinante por los elementos de la matriz resulta: 
    0 2 0 2 0 011 1 1 22 2 2 12 21 0J k D ik J k D ik J J            (c.13) 
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 Expandiendo los productos y agrupando términos se llega a la si-
guiente ecuación característica de segundo grado para los autovalores del 
sistema: 
   2 2tr(D) tr(Z) tr(J) ( ,D,J,Z) 0k ik k           (c.14) 
donde (k,D,J,Z) es el polinomio de Turing revisitado, por analogía con 
(1.11): 
   
4 3 t
2 t t
( ,D,J,Z) det( ) tr(D Z)
tr(D J) det(Z) tr(Z J) det( )
k k D ik
k ik J
   
      
 (c.15) 
 Las matrices Dt y Zt son unas matrices auxiliares definidas mediante 
la  operación: 
   
t 1U U det(U)  (c.16) 
siendo U una matriz diagonal cualquiera que tenga inversa. Nótese que 
en ausencia de anisotropía, esto es, l = 0  " l, se recuperan las expresio-
nes usuales para el polinomio de Turing [Murray, 2003b]. 
 Finalmente, la expresión para el autovalor que caracteriza la estabili-
dad lineal del sistema, resolviendo la ecuación característica (c.14), es 
trivialmente: 
   
2
2
2
2 tr(D) tr(Z) (J)
tr(D) tr(Z) tr(J) 4 ( ,D,J,Z)
k ik tr
k ik k
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
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      
 (c.17) 
 Debido a la naturaleza compleja del autovalor, independientemente 
del valor de su radicando, la interpretación de las condiciones de Turing 
(Sec. 1.3.1) debe de ser redefinida. De manera que en lugar de imponer 
que el autovalor sea positivo, (k) > 0, con el fin de desestabilizar el 
sistema en el entorno de sus puntos fijos; ahora se ha de considerar que 
los números de onda, k, capaces de generar Turing, y verificar por tanto 
la condición anterior, son aquellos que verifican que únicamente la parte 
real del autovalor ha de ser mayor que cero, Re((k)) > 0. 
  
 
Apéndice D 
Tratamiento de Imágenes 
D.1 Optimización de Imágenes Experimentales 
Las imágenes experimentales obtenidas en laboratorio suelen presentar 
gradientes luz que dificultan su análisis posterior, véase por ejemplo, la 
Figura D.1(a). Por esta razón, es necesario aplicar una serie de filtros 
que eliminen dichos gradientes transformando el fondo de la imagen en 
uniforme. Como se ve en la Figura D.1(b) la distribución de la ilumina-
ción no es uniforme, sino que presenta un máximo entorno al centro de 
la figura. Así pues, una vez cuantificada la distribución del fondo de luz 
(ver algoritmo en Sec. D.1.1) que distorsiona la imagen, éste puede ser 
sustraído de la imagen original obteniendo una imagen con iluminación 
uniforme (ver Fig. D.1(c)). 
 
Figura D.1: Optimización de las imágenes experimentales con gradientes de luz. (a) Ima-
gen original. (b) Fondo del gradiente de luz. (c) Imagen con luz uniforme, mediante ex-
tracción del fondo de luz.  
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D.1.1 Algoritmo de Optimización de Imágenes en 
MATLAB (R2010a) 
 
function [B,I2,I3,I4]=LightGradSupress(I) 
  
%ARG IN: 
%==================================== 
% I = experimental image.png  
  
%ARG OUT: 
%==================================== 
% B = background  
% I2 = I - background 
% I3 = high constrast image 
% I4 = black and white image 
  
figure, imshow(I) 
background = imopen(I,strel('disk',20)); 
figure, surf(double(background(1:8:end,... 
    1:8:end))),zlim([0 200]); 
set(gca,'ydir','reverse'); 
I2 = I - background; 
figure, imshow(I2) 
I3 = imadjust(I2); 
figure, imshow(I3); 
level = graythresh(I3); 
I4 = im2bw(I3,level); 
I4 = bwareaopen(I4, 50); 
figure, imshow(I4) 
  
end 
D.2 Binarización de Imágenes en Escala de   
Grises 
Para aplicar los funcionales de Minkowski (ver Sec. 3.1) sobre una ima-
gen de un patrón de Turing en escala de grises es necesario convertir di-
cha imagen en una imagen binaria, es decir, en blanco y negro. Para rea-
lizar la conversión se utiliza el algoritmo de Otsu [Otsu, 1979], el cual 
consiste en convertir a píxeles blancos, nw, todos aquellos cuyo valor en 
escala de grises supera un cierto umbral (ver Fig. D.1(b)), y de la misma 
manera en negros, nb, todos aquellos que se encuentran por debajo del 
umbral. 
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 La Figura D.2 muestra un ejemplo del procedimiento de binarización, 
donde a partir de una patrón ejemplo de hexágonos negros en escala de 
grises (Fig D.2(a)) obtenemos su correspondiente en escala de blanco y 
negro (Fig. D.2(c)). La elección del umbral para la binarización afecta 
sensiblemente al valor de algunos funcionales, como por ejemplo el área 
blanca, Aw, por esta razón es recomendable fijar su valor con un indica-
dor como el FWHM. 
 
Figura. D.2: Transformación de una imagen en escala de grises a una imagen discreta o 
binaria. (a) Imagen en escala de grises correspondiente a una porción (80 x 80 píxeles) de 
la Figura 3.2(d). (b) Representación 3D de la imagen en escala de grises, con el plano de 
valor umbral para la binarización calculado sobre el nivel FWHM. (c) Imagen discreta 
resultante, con la distribución de píxeles negros y blancos. 
D.2.1 Algoritmo de Binarización en MATLAB (R2012a) 
La inclusión aquí de este sencillo código obedece a razones puramente de 
autoconsistencia del capítulo. 
 
function [A]=bandw (a,p) 
 
%ARG IN: 
%==================================== 
% a = original matrix 
% p = threshold parameter 
 
%ARG OUT: 
%==================================== 
% A = black and white matrix 
 
  
[n,m]=size(a);% square matrix! 
A=zeros(n,m); 
174 APÉNDICE D: TRATAMIENTO DE IMÁGENES 
 
 
  
for i=1:m 
    for j=1:n 
        if (a(i,j)>p) 
            A(i,j)=1; 
        end 
    end     
end 
  
end 
 
D.3 Excentricidad Asociada a una Distribución 
de Píxeles 
En procesamiento de imágenes los momentos de una imagen son unas 
magnitudes que ofrecen información de la distribución espacial promedio 
de las intensidades de cada píxel. Además, como se verá a continuación 
permiten calcular la excentricidad asociada a un determinado clúster de 
píxeles. 
 Los diferentes momentos, Mpq, para una imagen discreta dada se defi-
nen como: 
   ,
1 1
( , )
N M
p q
p q
i j
M i j I i j
 
    (d.1) 
donde p, q  0, I(i, j) es la intensidad asociada al píxel de coordenadas 
(i, j) y M y N son las dimensiones de la imagen. Para el caso concreto de 
una imagen discreta en blanco y negro I(i, j) sólo toma los valores 0 o 1, 
respectivamente. 
 Obsérvese que el momento M00 coincide con el número total de píxeles 
blancos, esto es el primer funcional de Minkowski, Aw, el área blanca. Así 
mismo, las coordenadas del centroide de la imagen pueden obtenerse se-
gún: 
   10 01
00
( , )
( , )
M M
x y
M
      (d.2) 
 A partir de las coordenadas del centroide se pueden definir los mo-
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mentos centrales de la imagen: 
   
1 1
( ) ( )
N M
p q
pq
i j
i x j y
 
       (d.3) 
 De acuerdo con [Hu, 1962; Flusser, 2000], a partir de los momentos 
centrales de primer y segundo orden se puede obtener información de la 
orientación y de la elongación de la distribución de píxeles. Para ello se 
construye la matriz de covarianza de la distribución: 
   20 11
11 02
cov[ ( , )]
m m
I i j
m m
 
   
  
 (d.4) 
donde mpq son los momentos centrales normalizados según pq/00. Los 
autovalores de la matriz de covarianza se corresponden con el eje mayor 
y menor de la distribución de píxeles: 
   
2
11 20 0220 02
4 ( )
2 2
m m mm m

 
   (d.5) 
 Por lo tanto, una medida de la elongación del clúster, o sea, su excen-
tricidad se obtiene a partir de: 
   1w





   (d.6) 
D.4 Algoritmo para el Cálculo de los Funciona-
les de Minkowski en MATLAB (R2012a) 
 
function [area,peri,euler,exten,excentri]= Minkows_Fun 
(bw,N) 
  
%ARG IN: 
%==================================== 
% N = Number of  Nearest Neighbours 
% bw = Binary Black&White Square Matrix 
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%ARG OUT: 
%==================================== 
% area = White Area Minkowski Functional (MF) 
% peri = Boundary Length MF 
% euler = Euler Characteristic MF 
% exten = Area Divided by the Area of the Bounding Box 
% excentri = Mean Eccentricity for Cluster Distribution 
  
if nargin == 1 
    N=8; 
elseif nargin == 2 
    if N~=4 || N~=8 
    error the number of nearest neigthbours must be 4or8 
    end 
end 
  
cc = bwconncomp(bw, N); 
  
%OPTIONAL 
%=================================== 
% graindata(10).AreA 
% grain = false(size(bw)); 
% grain(cc.PixelIdxList{9}) = true; 
% imshow(grain);clear grain;%para ver los clusters uno a 
uno 
% labeled = labelmatrix(cc); 
% RGB_label = label2rgb(labeled, @spring, 'c', 'shuf-
fle'); 
% imshow(RGB_label) 
  
graindata = regionprops(cc, 'Area','Perimeter',... 
    'Extent','EulerNumber','Eccentricity'); 
  
%OPTIONAL 
%=================================== 
%graindata(10).AreA 
  
area=[graindata.Area]; 
peri=[graindata.Perimeter]; 
exten=[graindata.Extent]; 
euler=[graindata.EulerNumber]; 
excentri=[graindata.Eccentricity]; 
  
%OPTIONAL 
%=================================== 
% [min_area, idx] = min(grain_areas) 
% grain = false(size(bw)); 
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% grain(cc.PixelIdxList{idx}) = true; 
% imshow(grain); 
% nbins = 20; 
% figure(1), hist(area, nbins) 
% title('Area'); 
% nbins = 20; 
% figure(2), hist(exten, nbins) 
% title('Extent'); 
% nbins = 20; 
% figure(3), hist(euler, nbins) 
% title('EulerNumber'); 
% nbins = 20; 
% figure(4), hist(excentri, nbins) 
% title('Eccentricity'); 
 
end 
 

  
 
Apéndice E 
Elaboración de los Reacti-
vos para la Reacción Quí-
mica BZ-AOT 
En este apéndice se presenta una descripción detallada de los procedi-
mientos utilizados en la preparación de los compuestos que conforman la 
reacción de Belousov-Zhabotinsky en microemulsiones de aerosol-OT 
(BZ-AOT). Algunas de las técnicas presentadas aquí no se encuentran 
fácilmente en la bibliografía general, ya que forman parte de trabajo sis-
temático de laboratorio, sin embargo son del todo necesarias para la co-
rrecta elaboración del sistema químico. 
E.1 Preparación del Ácido Malónico (MA) 
El ácido málonico (MA) o también ácido propanodioco (CH2(COOH)2), 
presenta un estado físico de cristales blancos y una masa molecular de 
104.06 g/mol. La preparación de MA 1M se realiza mediante la disolu-
ción acuosa de 20,81 g de ácido pulverizado (Malonic Acid, M-1750 
SIGMA) en un matraz aforado de 100 mL, en agitación continua hasta 
que se consiga una mezcla totalmente homogénea. 
E.2 Preparación de Bromato de Sodio (NaBrO3) 
El bromato de sodio (NaBrO3) con masa molecular de 150.89 g/mol se 
presenta en forma de un granulado blanco. Para la elaboración de una 
solución acuosa de bromato de sodio (Sodiumbromate, 99% Cat.: 22.487-
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1, ALDRICH) 1M se diluyen mediante agitación 15.09 g de dicha sal en 
un matraz aforado de 100 mL. 
E.3 Preparación de Ácido Sulfúrico (H2SO4) 
Para la elaboración de ácido sulfúrico (H2SO4) 6M se parte de una diso-
lución concentrada de dicho ácido (Sulphuric acid 95.0−98%, Cat.: 
32,050-1, ACS Reagent) de la que se extraen 33.33 mL y se diluyen en 
agua hasta completar un volumen de 100 mL. La naturaleza exotérmica 
del proceso requiere de la utilización de un baño térmico que absorba el 
calor desprendido en la disociación y también del empleo de una bureta 
para derramar el ácido concentrado lentamente sobre el agua. 
E.4 Preparación de Ferroína ([Fe(phen)3]
+2) 
La preparación de 1L de ferroína ([Fe(phen)3]
+2) 25mM se realiza a tra-
vés de una dilución en agua de, por un lado, 1 mol de Sulfato de Hierro 
(II) (Fer (II) sulfate, Cat.: 24244.232 PROLABO) de masa molecular 
151.908 g/mol, y por otro, de 3 moles de phenantrolina (1,10-
phenantroline monohydrate, 99% 77500 FLUKA) de masa molecular 
198.22 g/mol. Ambos componentes, en estado sólido de polvo o cristales, 
se mezclan con el disolvente y se mantienen en agitación un par de horas 
hasta lograr una solución homogénea. 
E.5 Purificación de Octano (C8H18) 
El proceso de purificación de 1L de octano (octane, 98% Cat.: 41.223-6 
ALDRICH) se realiza añadiendo una cierta cantidad de ácido sulfúrico 
concentrado (en nuestro caso 100 mL a 18M), y agitando el sistema du-
rante tres días. Debido a las diferencias entre la densidad del octano y 
del ácido, el sistema consta de dos fases inmiscibles, una que ocupa la 
parte superior del matraz que alberga el octano ya purificado y otra si-
tuada en la parte inferior que contiene el ácido concentrado junto con las 
impurezas procedentes del octano. El proceso de final de separación de 
ambas fases se realiza por decantación. 
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E.6 Preparación de Aerosol-OT (C20H37NaO7) en 
Octano 
El aerosol OT (C20H37NaO7) (Sodium bis(2-ethylhexyl sulfosuccinate, 96 
%, FLUKA), se presenta comercialmente en tiras maleables de color 
blanco. Para la elaboración de 166,67 mL de AOT 1.5M es necesario la-
minar un cierto número de tiras hasta alcanzar una masa total de 111.14 
g, los cuales se diluyen en 70 mL de octano purificado. La mezcla se deja 
agitando durante 12 horas, tras la cuales se obtiene una disolución ho-
mogénea final de 166 mL de AOT 1.5M en octano. 
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