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C O N T E N T S
1 Introduction 1
2 Outline of the thesis 5
I O N E - B O D Y R E D U C E D D E N S I T Y M AT R I X F U N C T I O N A L
T H E O RY 7
3 Reduced Density Matrices 9
3.1 Spinless RDMs 11
3.2 Orbital expansion 13
3.3 Convergence of the NO based CI expansion 14
4 One-body Reduced Density Matrix Functional Theory and Approx-
imate Functionals 21
4.1 Gilbert Theorem 22
4.2 Towards practical 1RDM functionals 23
4.3 General form of the 1RDM functionals 24
4.3.1 Non primitive elements of the 2RDM 25
4.4 Survey of the existing functionals 25
4.4.1 Exact functional for 2 electron systems 27
4.4.2 Müller/BB/CH 28
4.4.3 GU 29
4.4.4 Holas 29
4.4.5 Power 30
4.4.6 CHF and SIC-CHF 30
4.4.7 CGA and SIC-CGA 31
4.4.8 HYB 31
4.4.9 BBC and AC3 32
4.4.10 ML and SIC-ML 34
4.4.11 PNOF 35
5 The density matrix functional recovering dynamic and nondynamic
correlation along the full dissociation coordinate 39
5.1 Natural orbital based expansion of the wave function: Löwdin-Shull
type functionals for a correlated electron pair in a Hartree-Fock
sea. 41
5.2 The extended Löwdin-Shull (ELS) functionals 43
5.3 Comparative analysis of DMFT functionals 47
5.3.1 Post CI DMFT results 48
5.3.2 Functionals for self-consistent DMFT calculations 53
5.3.3 Quantitative comparison of the curves 57
5.3.4 Occupation number distributions 58
5.4 Conclusions 59
i
ii contents
II PA I R D E N S I T Y A P P R O A C H T O I N T E R M O L E C U L A R I N -
T E R A C T I O N S 63
6 A Brief Introduction to the Theory of Intermolecular Interac-
tions 65
7 Reliability assessment of the counterpoise correction along the
potential energy curve of Helium dimer 71
7.1 Computational Details 72
7.2 Results and Discussion 73
7.3 Conclusions 78
8 Dispersion interaction between two hydrogen atoms in terms of
the two particle reduced density matrix 81
8.1 H2 molecule in the triplet 3Σu state 82
8.2 H2 molecule in the singlet 1Σg state 83
8.3 The interaction potential of singlet H2 at long range 83
8.4 Natural Orbital Analysis of singlet H2 at long distance 87
8.5 Unoccupied natural orbitals? 94
8.6 Conclusion 99
9 The formulation of a density matrix functional for Van der Waals
interaction of like- and opposite-spin electrons in the helium dimer 103
9.1 Identification of the excitations leading to the Van der Waals pair
density. 106
9.2 Contributions to the dispersion pair density from the excitations of
types A and C 114
9.3 Remark on the single excitations 116
9.4 Convergence of the van der Waals bonding energy of the helium
dimer with primitive basis set 116
9.5 Convergence of the van der Waals bonding energy of the helium
dimer with the number of NOs used in the CI 119
9.6 Asymptotic regime of the potential energy curve 124
9.7 Discussion and conclusions 127
10 The localized 2RDM approach 131
10.1 Identification of the vdW type excitations 133
10.2 E′(a) excitations 134
10.3 E′(b) excitations 136
10.4 Spin components and dispersion energy 137
10.5 Preliminary results and discussion 139
10.6 Conclusions 140
11 Summary 143
12 Samenvatting 147
III A P P E N D I X 151
a Effect of single excitations in helium dimer 153
a.1 2RDM contributions 153
a.2 Dispersion energies 156
Acknowledgements 157
contents iii
List of Figures 159
List of Tables 161
List of Acronyms 163
List of Publications 165
Bibliography 167
1
I N T R O D U C T I O N
One of the greatest achievements of the XX century physics is indisputably quan-
tum mechanics. It provides the laws that govern the dynamics of elementary par-
ticles constituting all matter. It allowed scientists to take a huge leap forward in
understanding the micro-scale world of atoms and molecules by helping to explain
such puzzling phenomena as discrete energy levels of matter. Furthermore it even-
tually led to remarkable discoveries in the fascinating domain of many-particle
physics.
Already at the dawn of quantum theory it was clear that quantum mechanics
will serve as an invaluable tool both in physics and chemistry since it grants di-
rect access to the world of atoms, molecules and their interactions. The status of
the early days of quantum mechanics with a glimpse at the future prospects is
insightfully summarized in the words of P. A. M. Dirac [1] from 1929:
The underlying physical laws necessary for the mathematical theory of a large
part of physics and the whole of chemistry are thus completely known, and
the difficulty is only that the exact application of these laws leads to equations
much too complicated to be soluble. It therefore becomes desirable that approx-
imate practical methods of applying quantum mechanics should be developed,
which can lead to an explanation of the main features of complex atomic sys-
tems without too much computation.
The demand for the „practical methods” mentioned by Dirac led to the emergence
of a new domain of scientific activity, namely the development of the robust and
accurate electronic structure methods. New approximate models that were able to
reduce the complexity of the underlying calculations and still allowed to recover
the interesting information about the system reliably, became a central theme for
quantum physics and chemistry. With every successful model the spectrum of pos-
sible applications was vastly extended. Although substantial progress was being
made and the approximations were being developed the computations required
to get accurate results were still quite complex. A status change didn’t come un-
til the first programmable computers were employed in the calculations and al-
lowed quantum mechanical treatment of relevant systems to become accessible for
chemists. Almost forty years after Dirac’s comment, inspired by the dynamic evo-
lution of computer systems, Robert Mulliken made a famous remark in his Nobel
lecture [2]
I would like to emphasize strongly my belief that the era of computing chemists,
when hundreds if not thousands of chemists will go to the computing machine
instead of the laboratory for increasingly many facets of chemical information,
is already at hand.
As we can already testify this prediction gradually became more and more true
to a point when currently electronic structure calculations are routinely employed
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alongside traditional experiments in solving important problems relevant to both
academic and industrial efforts. It is also hard to imagine a complete chemistry or
physics curriculum without a course in quantum mechanics. The ongoing search
for accurate and predictive models is still a paramount challenge and its signifi-
cance is probably best proven by the acknowledgement form the Nobel committee
by recently awarding a prize to M. Karplus, M. Levitt and A. Warshel [3]
for the development of multiscale models for complex chemical systems.
Thanks to their contributions it is now possible to simulate complex chemical reac-
tions involving huge systems such as proteins or enzymes.
Developing new models starts usually by considering the most fundamental
objects introduced by quantum mechanics. One such object is the wave function,
usually assigned the symbol Ψ, which contains all the information about the sys-
tem being described. In other words any valid question about a system such as a
photon or electron, an atom or a molecule can be answered based on the knowl-
edge of the corresponding wave function. For N particles the wave function de-
pends on 3N spatial variables, and N spin variables. An important characteristic
of a quantum mechanical description is that the particles rather that having a defi-
nite position and momentum are described in terms of probability distributions of
those quantities. This is a consequence of the Heisenberg’s uncertainty principle
and is reflected in the wave function itself since it provides only probabilistic infor-
mation about the system. It is the square of its modulus multiplied by the volume
elements corresponding to each particle that gives the probability of finding the
particles 1, . . . , N simultaneously in their respective volume elements.
The physically acceptable wave functions are obtained as the solutions of the
Schrödinger equation which can be cast into a deceivingly simple form
HˆΨ = EΨ.
As mentioned by Dirac in practical applications the above equation is too com-
plicated to solve and it is necessary to resort to approximations. Different routes
were taken to introduce models that come close to the true solution but make the re-
quired computational effort manageable. These models are at the center of modern
quantum mechanics and are largely responsible for the successes of computational
molecular sciences. They can be roughly divided into key categories based on the
object for which the approximations are introduced. First category would consist
of models that rely on constructing approximate Hamiltonians Hˆ and are designed
to extract only the interesting information about the physics of the studied system.
Among the well known examples there are: the Hückel method primarily used
in studies of the conjugated hydrocarbon systems, Hubbard model applied in the
solid state physics and the Heisenberg Hamiltonian utilized to study magnetism.
Second class of approximations applies simplifications into the wave function.
These models to a large extent share a common approach of trying to design an
expansion of Ψ in terms of simpler functions.
A very basic approximation that has far reaching consequences rests on the as-
sumption that each electron interacts only with an averaged potential of all the
remaining electrons resulting in a specific form of the independent particle model.
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With such a setup the whole problem can be partitioned into single particle equa-
tions for the so called orbitals. The product of those orbitals will then constitute the
model wave function. Taking into account the proper antisymmetry constraint by
writing the wave function in terms of the Slater determinants [4] we will arrive at
what is called the Hartree-Fock (HF) approximation [5–7]. Although very crude this
model already establishes a good first order wave function and is usually utilized
as a reference point. It can be easily extended by adding extra Slater determinants
created by substituting the occupied orbitals with the ones from the unoccupied
space. If the expansion is carried out in the form of a linear combination of deter-
minants which are in turn variationally optimized we obtain a family of configu-
ration interaction (CI) wave functions than can be classified based on the level of
orbital exchanges. A possible variation of this method is multi-configurational self-
consistent field (MCSCF) approach where next to searching for optimal expansion
coefficient of the (usually small number of) determinants the orbitals composing
them are also being optimized. A more elaborate expansion is realized utilizing the
cluster Ansatz in the coupled cluster (CC) method where an exponential operator
is used to obtain wave function expansion.
Based on the observation that quite rarely we are interested in the wave function
itself but more commonly the focus is on the expectation values of particular op-
erators such as total electronic energy or dipole moment, an alternative approach
to solving the Schrödinger equation may be formulated. Density functional theory
(DFT) is a prominent example of a successful theory that uses the density instead
of wave function as the main variable. It was made possible after Hohenberg and
Kohn [8] had proven the mapping between the ground state wave function, the
electron density and the external potential, therefore allowing the electronic en-
ergy and related properties to be expressed as functionals of the density.
Although DFT has been largely successful at describing molecular systems at
equilibrium geometries it fails to a great extent to reliably describe elongated or
dissociating bonds. Since the electronic density is not the only reduced quantity
that can be used in the functional expression of the electronic energy, alternative
approaches based on reduced density matrices (RDMs) were developed. One pos-
sibility is to rewrite the expectation value of the energy as a functional of the
two-body reduced density matrix (2RDM) and try to employ the variational prin-
ciple to arrive at a solution. In practice however such a procedure would require
the knowledge of constraints called the N-representability conditions [9] which
are known only partially. Therefore one has to resort to parametrizations of 2RDM
and special optimization techniques known as semidefinite programming. Another
possibility is to use the simpler one-body reduced density matrix (1RDM) as the ba-
sic variable. The advantage is that in this case the N-representability conditions
are known, but similarly to density functional theory (DFT) the exact form of the
general 1RDM functional needs to be found or approximated.
In this thesis I will focus mainly on the techniques relying on the RDMs as the
central objects for building approximate models. In particular I will be concerned
with the applications regarding the one-body reduced density matrix (1RDM) and
the two-body reduced density matrix (2RDM). I will concentrate on developing new
functionals for the one-body reduced density matrix functional theory (1RDMFT).
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Although similar to DFT, 1RDMFT offers substantial benefits over the former theory
since, as will be demonstrated, the 1RDM functionals can reliably describe breaking
of a chemical bond and accurately account for electron correlation. Furthermore
the developments of new approximations are simplified since the artificial non-
interacting system is not an unavoidable construct in 1RDMFT. Moreover knowledge
of the exact two electron functional is a major advantage and can help guide the
investigations.
Simplification of the information carried by the wave function is another impor-
tant property of RDMs. I will therefore explore the potential of RDMs for the purpose
of analyzing and interpreting complex CI expansions. In particular I will take ad-
vantage of the properties of the 2RDM to investigate the intermolecular interactions
with the goal of utilizing this knowledge to design better 1RDM functionals.
2
O U T L I N E O F T H E T H E S I S
The contents of the thesis are organized into two parts.
Part I tackles the problem of designing 1RDM functionals accurately describing
the electron correlation. It starts by introducing the 1RDM and the 2RDM and review-
ing their fundamental properties in chapter 3. In section 3.1 it is shown how to
separate the spin from the spin dependent RDMs and obtain their spinless counter-
parts. The following section 3.2 presents how can the RDMs be reformulated using
an orbital expansion. The last section of chapter 3 namely section 3.3 contains an il-
lustration of the difference between the CI expansion in terms of Hartree-Fock (HF)
canonical orbitals and natural orbitals (NOs).
In the next chapter (chapter 4) major concepts allowing the formulation of 1RDMFT
are reviewed. First the Gilbert Theorem which establishes a linear mapping be-
tween the wave function and the 1RDM is presented in section 4.1. Then in sec-
tion 4.2 approximations leading to a practical 1RDM functional are outlined. Next
section (section 4.3) introduces the general form for the 1RDM functionals that will
be used throughout the thesis. In section 4.4 most important functionals are intro-
duced and shortly characterized. This includes the exact two electron functional as
well as an array of available approximate functionals.
Inspired by the exact functional for two-electron systems a new approximate
1RDM functional is presented in chapter 5. The development of the new functional
is stimulated by the insight gained from careful analysis of the exact two-body
reduced density matrix and the model extended Löwdin-Shull (ELS) wave function
that can be considered a generalization of the Löwdin-Shull two-electron wave
function for many-electron systems (section 5.1). In section 5.2 the functional is
formulated and its applications are demonstrated in section 5.3. The functional it
is not only capable of accurately recovering both dynamical and nondynamical
correlation but also reproducing the spectra of occupation numbers and spectro-
scopic parameters of the studied potential energy curves of LiH, BeH+, and Li2
molecules.
The focus of the Part II of the thesis is on description of intermolecular inter-
actions in the framework of reduced density matrices and its consequences for
1RDMFT. In particular small, paradigmatic systems of diatomics that are bound by
the van der Waals interaction are studied. First an introduction to the theory of
intermolecular interactions with a short historical overview is presented in chap-
ter 6 to provide context. Then in chapter 7 basis set artifacts associated with the
supermolecule method for calculating binding energies will be introduced and ex-
amined for the case of Helium dimer. Since the interaction potential for He2 is
known very accurately a careful study is conducted investigating the convergence
of the finite basis calculations with the basis set size monitoring the errors and
their possible corrections.
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6 outline of the thesis
In chapters 8 and 9 I will address the important question whether it is possible
to formulate density matrix functionals able to recover the dispersion energy. The
studies will explore the natural orbital expansion of the CI wave functions and
subsequent analysis of the corresponding 2RDMs. In those chapters I will also chal-
lenge the established views that accurate description of noncovalent interactions
requires the most sophisticated methods for including electron correlation at very
high level and basis sets that are close to being complete.
In chapter 8 potential energy curves of the H2 molecule will be investigated. First
the 2RDM accounting for the van der Waals interaction in the lowest triplet state
(3Σu) of H2 is established. Then in section 8.2 difficulties in performing the same
procedure for the ground state (1Σ+g ) of H2 are outlined. The potential energy
curve of the singlet state is carefully assessed in section 8.3 and in section 8.4
the 2RDM corresponding to the NO expanded wave function is formulated and
the relevant van der Waals terms are identified. The possibility of existence of the
unoccupied natural orbitals is discussed in section 8.5 and the chapter is concluded
in section 8.6.
Chapter 9 deals with the extension of the conclusions presented in chapter 8 to
cover He2 system. After the problem in outlined, the double excitations from the
full configuration interaction (FCI) expansion are analyzed in terms of 2RDM in or-
der to identify the ones that lead to the van der Waals attraction (section 9.1). For
excitations leading to a coupled van der Waals (vdW) – atomic correlation terms a
method to estimate the vdW contribution is presented in section 9.2. Results regard-
ing the convergence of the van der Waals bonding with the primitive basis set are
presented in section 9.4 whereas convergence with the number of NOs included in
the CI expansion is presented in section 9.5. Conclusions and consequences of this
analysis for 1RDMFT are discussed in section 9.7.
Based on the findings from chapters 8 and 9, in chapter 10 an attempt at devel-
oping a robust technique for calculating the binding energy of molecules bound
by dispersion forces is shown. After the relevant double excitations are identi-
fied in section 10.1 they are briefly shown to produce the vdW contributions in
sections 10.2 and 10.3. Lastly preliminary result are presented and discussed in
section 10.5.
Part I
O N E - B O D Y R E D U C E D D E N S I T Y M AT R I X F U N C T I O N A L
T H E O RY
I’d take the awe of understanding over the awe of ignorance any day.
— Douglas Adams
The Salmon of Doubt
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R E D U C E D D E N S I T Y M AT R I C E S
Due to their size and complexity the accurate wave functions are difficult to handle
and interpret directly. However a convenient framework for working and explor-
ing the wave functions is provided by the reduced density matrices (RDMs). They
were introduced by Dirac [10, 11] and their formal properties and possible ap-
plications were further explored and conveniently summarized in the literature
[9, 12–14]. RDMs offer a compact representation of the information carried by the
wave function. In particular for Hamiltonians containing operators involving no
more than two-body interactions the two-body reduced density matrix contains
all the significant physical information about the stationary state of the system be-
ing described. The compactness offered by the RDMs simplifies the wave function
analysis and convergence studies of correlated wave functions. Moreover RDMs fa-
cilitate calculation of molecular electronic properties especially those available as
expectation values of electronic operators. In this chapter I will shortly explore the
most important features of the reduced density matrices to establish a framework
for further investigations.
For an N-particle wave function that is a valid solution of the Schrödinger equa-
tion the corresponding (N-body) density matrix ΓN can be expressed according to
the following definition
ΓN
(
x1, x2, . . . , xN ; x′1, x
′
2, . . . , x
′
N
)
= Ψ (x1, x2, . . . , xN)Ψ∗
(
x′1, x
′
2, . . . , x
′
N
)
.
(3.1)
Variables xi are a shorthand notation for the composite spatial and spin variables
xi = riσi where ri stands for the spatial variables and σi for the spin variable of
the particle i. According to the definition Equation (3.1) the number of variables is
doubled with respect to the wave function since primed variables are distinguished
form the unprimed ones. This may seem as a increase in complexity but in fact, as
I will shortly present introducing RDMs instead of the wave function has several
advantages.
It is further possible to define a range of p-body reduced density matrices by
integrating over N− p space variables and summing over the corresponding N− p
spin variables:
Γp
(
x1, x2, . . . , xp; x′1, x
′
2, . . . , x
′
p
)
=
p!
(
N
p
) ∫
ΓN
(
x1, x2, . . . , xN ; x′1, x
′
2, . . . , x
′
N
)
dxp+1 . . . dxN . (3.2)
Here and throughout the thesis it is assumed that the integration over x is equiv-
alent to integrating over the spatial variable dr and summation over the spin vari-
able σ. Of particular importance are the reduced density matrices with p = 1
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and p = 2 which are called one-body reduced density matrix (1RDM) and two-
body reduced density matrix (2RDM) respectively. I choose to denote 1RDM by γ
and 2RDM by Γ (dropping the superscript). The related definitions follow naturally
from Equation (3.2)
γ
(
x1, x′1
)
= N
∫
Ψ (x1, x2, . . . , xN)Ψ∗
(
x′1, x2, . . . , xN
)
dx2 . . . dxN , (3.3)
Γ
(
x1, x2; x′1, x
′
2
)
= N (N − 1)
∫
Ψ (x1, x2, . . . , xN)Ψ∗
(
x′1, x
′
2, . . . , xN
)
dx3 . . . dxN .
(3.4)
With the current choice of normalization specified in Equation (3.2) it is easy to
verify that the 1RDM integrates to the total number of particles in the system∫
γ
(
x1, x′1
) ∣∣∣
x′1=x1
dx1 = N, (3.5)
whereas the 2RDM integrates to the total number of electron pairs
∫
Γ
(
x1, x2; x′1, x
′
2
) ∣∣∣∣x′1=x1
x′2=x2
dx1dx2 = N(N − 1). (3.6)
The meaning of additional vertical line with assigned symbols is that right before
the integration is carried out the primes in the indicated variables are dropped.
Note that some authors choose the normalization differently e. g. the 2RDM can be
normalized to the number of unique electron pairs (N(N− 1)/2) as in the work of
Löwdin [12].
Two-body reduced density matrices have to obey several important relations:
they have to be Hermitian
Γ
(
x1, x2; x′1, x
′
2
)
= Γ∗
(
x′1, x
′
2; x1, x2
)
, (3.7)
antisymmetric in each set of indices
Γ
(
x1, x2; x′1, x
′
2
)
=− Γ (x2, x1; x′1, x′2)
=− Γ (x1, x2; x′2, x′1) , (3.8)
and symmetric with respect to the particle permutations
Γ
(
x1, x2; x′1, x
′
2
)
= Γ
(
x2, x1; x′2, x′1
)
. (3.9)
Another useful property allows to obtain 1RDM from the 2RDM (e. g. contract the
2RDM) according to the following relation
γ
(
x1, x′1
)
=
1
N − 1
∫
Γ
(
x1, x2; x′1, x
′
2
) ∣∣∣
x′2=x2
dx2. (3.10)
3.1 spinless rdms 11
By setting primed variables equal to non-primed ones we obtain the diagonal
parts of both matrices which are required to be positive semidefinite:
γ (x1) ≡ γ (x1, x1) > 0, (3.11)
Γ (x1, x2) ≡ Γ (x1, x2; x1, x2) > 0. (3.12)
The resulting quantities can be given a simple physical interpretation since they
both relate to the probability of finding an electron. In more detail γ (x1)dv1 is
the electron density and may be interpreted as the probability of finding a particle
in the volume element dv1 around r1 with spin σ1 averaged over the positions
and spins of all remaining particles. Analogously Γ (x1, x2)dv1dv2 represents the
probability of finding one particle in the volume element dv1 around r1 with spin
σ1 and another particle in the volume element dv2 around r2 with spin σ2 averaged
over the positions and spins of all remaining particles.
3.1 spinless rdms
In applications when spin considerations are not important (e. g. systems with no
spin polarization) it is advantageous to introduce the spinless RDMs i. e. density
matrices being functions of spatial variables only. It is achieved by summing RDMs
over spin variables σi
γ
(
r1, r′1
)
=∑
σ1
γ
(
x1, x′1
) ∣∣∣
σ′1=σ1
, (3.13)
Γ
(
r1, r2; r′1, r
′
2
)
= ∑
σ1,σ2
Γ
(
x1, x2; x′1, x
′
2
) ∣∣∣∣σ′1=σ1
σ′2=σ2
. (3.14)
To explore the explicit structure of Equations (3.13) and (3.14) we can first review
the 1RDM in its expanded form and then proceed analogously with the 2RDM. Let
us start from the 1RDM with explicitly specified spin components
γ
(
x1, x′1
)
= γαα
(
r1, r′1
)
α(σ1)α
∗(σ′1) + γ
αβ
(
r1, r′1
)
α(σ1)β
∗(σ′1)
+ γβα
(
r1, r′1
)
β(σ1)α
∗(σ′1) + γ
ββ
(
r1, r′1
)
β(σ1)β
∗(σ′1).
(3.15)
As shown by McWeeny and Mizuno [15] the only non vanishing terms for any
state with definite spin are the γαα and γββ terms and for simplicity those terms
will be relabelled as γα and γβ respectively. An observation can be made here that
upon setting the primed variables equal to the unprimed ones in Equation (3.15)
we arrive at the familiar partitioning of the density into its spin components
γ (x1) = γα (r1) |α(σ1)|2 + γβ (r1) |β(σ1)|2 , (3.16)
where γα and γβ integrate to the number of electrons with spin α (Nα) and β (Nβ)
respectively∫
γα (r1)dr1 = Nα, (3.17)
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∫
γβ (r1)dr1 = Nβ. (3.18)
Now we can write the spinless 1RDM using Equation (3.13) as
γ
(
r1, r′1
)
= γα
(
r1, r′1
)
+ γβ
(
r1, r′1
)
. (3.19)
As a complementary object the spin density matrix can also be defined
qz
(
r1, r′1
)
=
1
2
[
γα
(
r1, r′1
)− γβ (r1, r′1)] , (3.20)
and upon dropping the primes spin density is obtained.
An equivalent expansion into explicit spin components as for 1RDM in Equa-
tion (3.15) can be written for the 2RDM. In general there are 16 possible terms [15],
however only 6 of them are nonzero for spin eigenstates (S, M):
Γ
(
x1, x2; x′1, x
′
2
)
= Γαααα
(
r1, r2; r′1, r
′
2
)
α(σ1)α(σ2)α
∗(σ′1)α
∗(σ′2)
+ Γαβαβ
(
r1, r2; r′1, r
′
2
)
α(σ1)β(σ2)α
∗(σ′1)β
∗(σ′2)
+ Γβαβα
(
r1, r2; r′1, r
′
2
)
β(σ1)α(σ2)β
∗(σ′1)α
∗(σ′2)
+ Γαββα
(
r1, r2; r′1, r
′
2
)
α(σ1)β(σ2)β
∗(σ′1)α
∗(σ′2)
+ Γβααβ
(
r1, r2; r′1, r
′
2
)
β(σ1)α(σ2)α
∗(σ′1)β
∗(σ′2)
+ Γββββ
(
r1, r2; r′1, r
′
2
)
β(σ1)β(σ2)β
∗(σ′1)β
∗(σ′2).
(3.21)
Out of those six terms only four survive the spin integration and are sufficient for
calculating expectation values of spinless operators. Again to reduce the length of
superscripts I will omit the repeating spin indices and write
Γ (x1, x2) = Γαα (r1, r2) |α(σ1)|2 |α(σ2)|2 + Γββ (r1, r2) |β(σ1)|2 |β(σ2)|2
+ Γαβ (r1, r2) |α(σ1)|2 |β(σ2)|2 + Γβα (r1, r2) |β(σ1)|2 |α(σ2)|2 . (3.22)
Finally after spin integration we can write the spinless 2RDM in terms of its compo-
nents
Γ
(
r1, r2; r′1, r
′
2
)
= Γαα
(
r1, r2; r′1, r
′
2
)
+ Γββ
(
r1, r2; r′1, r
′
2
)
+ Γαβ
(
r1, r2; r′1, r
′
2
)
+ Γβα
(
r1, r2; r′1, r
′
2
)
.
(3.23)
For completeness the normalization of the different spin components present in
Equation (3.22) is also given∫
Γαα (r1, r2)dr1dr2 = Nα(Nα − 1),
∫
Γαβ (r1, r2)dr1dr2 = NαNβ,∫
Γβα (r1, r2)dr1dr2 = NβNα,
∫
Γββ (r1, r2)dr1dr2 = Nβ(Nβ − 1).
(3.24)
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3.2 orbital expansion
Since most of the modern electronic structure methods are based on expansions
in terms of finite basis sets and subsequent solution of the algebraic problems it
is important to make a connection and provide expressions for the RDMs in this
framework. Provided a complete, linearly independent, and orthonormal set of
one-electron functions { φi(x) } the RDMs can be written as follows:
γ
(
x1, x′1
)
=∑
ij
γij φi (x1) φ∗j
(
x′1
)
, (3.25)
Γ
(
x1, x2; x′1, x
′
2
)
=∑
ijkl
Γijkl φi(x1)φj(x2)φ∗k (x
′
1)φ
∗
l (x
′
2). (3.26)
The elements γij and Γijkl are the discrete representations of the respective RDMs in
the basis { φi(x) }. Since both γij and Γijkl are Hermitian it is possible to formulate
the corresponding eigenproblems [12, 16–18]. The solutions of the eigenproblem
for the spin-dependent 1RDM γ (x1, x′1) are the eigenvectors called natural spin
orbitals (NSOs) and the eigenvalues called natural spin orbital occupation numbers
ni
γ
(
x1, x′1
)
=∑
i
niχi(x1)χ∗i (x
′
1). (3.27)
However from a practical point of view more important are the eigenvectors and
eigenvalues of the spinless 1RDM γ (r1, r′1) called natural orbitals (NOs) and natural
orbital occupation numbers (ONs) respectively. In the following chapter I will be
concerned mostly with NOs rather than NSOs and symbols χi will be used to denote
both. Also the symbol ni will be used for occupation number irrespective of its
origin (spin-dependent vs. spinless 1RDM). The distinction will be made clear from
the context or by using explicit variables for the orbitals.
Analogously, the eigenfunctions of the 2RDM are two-particle functions called
natural (spin) geminals ξi and the eigenvalues are called pair occupation numbers
λi. Using functions ξi and the corresponding λi the 2RDM can be expanded as
Γ
(
x1, x2; x′1, x
′
2
)
=∑
i
λiξ(x1, x2)ξ∗(x′1, x
′
2). (3.28)
Since the geminals and pair occupation numbers are not relevant to the issues pre-
sented in this thesis they will not be discussed beyond this point. On the contrary
natural orbitals play a substantial role as a very convenient representation for the
1RDM and will be extensively employed in this work.
It turns out that not every Hermitian matrix γij is an admissible matrix cor-
responding to an ensemble of physical, antisymmetric wave functions. In order
for a 1RDM to fall into that category it must satisfy the so-called ensemble N-
representability conditions [19]:
∑
i
ni = N, (3.29a)
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∀
i
0 6 ni 6 1, (3.29b)
∀
i,j
〈
χi
∣∣ χj〉 = δij, (3.29c)
where the first condition requires that the occupation numbers sum to the number
of particles in the system. The second condition restricts the values of the occupa-
tion numbers to the range [0, 1]. If the functions { χi } were orbitals the restricting
range would change to [0, 2] since individual occupation numbers would contain
α and β terms from different spins. The last equation demands that the natural
orbitals form an orthonormal set.
The 1RDM and 2RDM in their respective spectral representations defined in Equa-
tions (3.27) and (3.28) are still bound to obey the sum rules and conditions pre-
sented in Equations (3.7)–(3.10). However those relations can now be rewritten in
terms of the discrete matrix elements γij and Γijkl rather than continuous variable
functions. The resulting relation may differ depending on the particular definition
of the order and assignment of variables in the definition of the 2RDM. The exact
form of those relations is also dependent on the choice of the working domain:
spin-dependent vs spinless quantities, complex or real orbitals. Here I will limit
my attention to the most general case only, namely spin-dependent RDMs expanded
over a set of complex orbitals. The Hermiticity condition from Equation (3.7) can
now be restated as
Γijkl = Γ∗klij, (3.30)
analogously the antisymmetry from Equation (3.8)
Γijkl = −Γijlk = −Γjikl , (3.31)
particle permutation from Equation (3.9)
Γijkl = Γjilk, (3.32)
and finally the contraction of the 2RDM defined in Equation (3.10)
γij =
1
N − 1∑k
Γikjk. (3.33)
3.3 convergence of the no based ci expansion
The significant interest devoted to the properties and applications of NOs is stimu-
lated by the expectation that these orbitals should provide the fastest convergence
of the CI expansion. Moreover recently there have been examples of other methods
such as coupled cluster or symmetry adapted perturbation theory exploring the
possibility of using NOs to increase convergence and reduce the overall cost [20–22].
The accelerated convergence is understood here as the ability of the NOs to achieve
comparable accuracy of the results with fewer determinants used in the expansion
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with respect to any other choice of orbitals. This is certainly true for two-electron
systems for which a proof by Löwdin [23, 24] exists, showing that indeed NOs pro-
vide the most compact CI expansion. Unfortunately the above considerations are
rarely of large practical value since routine calculations are based on converging
the energy (or some other property) to a desired accuracy rather than the wave
function. However there is substantial evidence in the literature [25, 26] indicating
that significantly faster convergence of the energy can be achieved using natural
orbitals.
The view that the NOs constitute the optimal basis set guaranteeing the fastest
convergence was challenged by Bytautas et al. [27] who have shown numerical
evidence that NOs cannot generally by regarded as an optimal basis set when con-
vergence of the energy or normalization deficiency is considered. Recently also
Giesbertz [28] provided additional evidence that NOs are not optimal for approxi-
mating the wave function by a reduced orbital space expansion.
In relation to the arguments presented above, in this section I will demonstrate
the convergence properties of the NO expansion focusing on the convergence of the
CI coefficients belonging to particular excitations spaces. For illustration purposes
the 6-electron BH system was chosen. All of the excitations up to fourfold for the
BH system are partitioned into subclasses together with the sum of squares of their
respective CI coefficients in MO and NO basis sets are presented in Table 3.1.
The results are obtained using configuration interaction with single, double,
triple and quadruple excitations (CISDTQ) from the restricted Hartree-Fock (HF) ref-
erence determinant while keeping the 1s core orbital on boron (φ1 orbital) frozen.
The convergence threshold of the iterative diagonalization was set to 10−6 which
is proportional to the accuracy of the coefficients of the CI eigenvector. The aug-
mented correlation consistent triple zeta quality basis set of Dunning [29] was
used in all calculations. All calculations were performed using spin adapted con-
figuration state functions (CSFs) by using the guga-ci [30] program implemented
in gamess-us package [31].
Figures 3.1a–3.1i show a comparison of the CISDTQ level coefficients belonging
to different excitation types gathered in Table 3.1. Specifically in Figures 3.1a–3.1i
the decimal logarithm of the absolute value of the coefficients is plotted against the
ordinal number of the coefficients. Those are ordered according to the descending
absolute value of the coefficients. The coefficient are obtained either in the HF
canonical MO basis (red curves) or NO basis (black curves).
In Figure 3.1a it is demonstrated that transformation to NO basis leads to a pre-
cipitous drop in the single excitation coefficients, although they do not become
identically zero as in the two-electron case. In Table 3.1 it can be observed that
the sum of squares of CI coefficients of single excitations drops from 1.50 · 10−3 to
5.30 · 10−6 upon transformation to the NO basis. Moreover the single excitations
even become much less important than the quadruple excitations. On the other
hand the transformation to NO basis considerably enhances the importance of the
first diagonal double excitations ((φi)2 → (φa)2). By the first diagonal double exci-
tations I mean the excitations to virtual NOs with still sizable occupation numbers.
This enhancement does not occur for all diagonal double excitations: the CI expan-
sion in NO basis converges more rapidly, so diagonal double excitations to higher
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NOs (with lower occupation numbers) become smaller. Figure 3.1b indeed shows,
that the first diagonal double excitation coefficients in NO increase, and at the same
time the later coefficients decrease. In Table 3.1 it can be observed that the enhance-
ment of the first diagonal double excitation coefficients in NO has the overall effect
of increasing the sum of the squares of those CI coefficients roughly by a factor of
4. For the offdiagonal double excitations the effect of switching to the NO based
expansion depends on the spin coupling. The offdiagonal doubles of type A and
F (Figures 3.1c and 3.1f respectively) become less important in NO basis as can be
seen by drop of the sum of the squares of the coefficients by roughly an order of
magnitude. On the other hand offdiagonal double excitations of types B and E (Fig-
ures 3.1d and 3.1e respectively) seem almost unaffected by the change of basis. The
same can be said about the triple excitations of both types (Figures 3.1g and 3.1h)
since their total contributions hardly change. Similarly to the diagonal doubles the
importance of diagonal quadruples plotted in Figure 3.1i, is emphasized upon the
change to the NO basis.
In conclusion the replacement of the standard canonical HF molecular orbitals by
natural orbitals strongly influences not only the convergence of the CI expansion
coefficients but also the relative importance of excitations that differ in the num-
ber of particle exchanges and spin couplings. Most dramatic change is observed
by the decreased of importance for single excitations and an enhanced importance
the first diagonal double and diagonal quadruple excitations. Those findings indi-
cate that to design an accurate and compact CI, the choice of orbitals should be
accompanied by a careful selection of excited determinants or CSFs to maximize
the effect.
The features of the NO expansion highlighted in this section will be extensively
used in the following chapters. For example in chapter 5 the fact that single exci-
tations are diminished in the NO basis will be used to simplify the wave function
for the studied systems, which will in turn allow additional insight in the relation
between the occupation numbers and the 2RDM.
It is not difficult to realize that such a substantial difference of the magnitudes
and convergence properties of the CI coefficients induced by NOs will influence also
the 2RDM representation Γijkl in this basis. One can expect that a more compact CI
expansion will result in a 2RDM representation with fewer important or relatively
large elements. For that reason all further considerations regarding the 2RDM will
refer to its NO representation.
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Figure 3.1: Comparison of expansion coefficients from valence FCI for BH system in HF
and NO orbital basis sets for different excitation types. Each plot compares
the decimal logarithm of the absolute values of the coefficients sorted in the
descending order.

4
O N E - B O D Y R E D U C E D D E N S I T Y M AT R I X F U N C T I O N A L
T H E O RY A N D A P P R O X I M AT E F U N C T I O N A L S
Before formally introducing the one-body reduced density matrix functional the-
ory (1RDMFT) I would like to highlight some basic properties of the RDMs con-
nected to calculating expectation values of operators. Let me start by considering
the more straightforward functional, namely the electronic energy as a functional
of the wave function
E [Ψ] =
〈
Ψ
∣∣ Hˆ ∣∣Ψ〉 . (4.1)
With additional constraints imposed on Ψ so that it is properly normalized the
functional (4.1) can be variationally minimized to obtain the ground state energy.
Hamiltonian Hˆ that will be considered in this thesis is the non-relativistic, clamped-
nuclei electronic Schrödinger Hamiltonian that I will deliberately partition into
one- and two-body operators hˆ1 and hˆ2 respectively. Then the Hamiltonian be-
comes
Hˆ = hˆ1 + hˆ2. (4.2)
One-electron part hˆ1 of the Hamiltonian Hˆ is given by the sum of kinetic and the
external potential (Coulombic interaction with fixed nuclei) operators, which in
atomic units (h¯ = 1, me = 1, e = 1), assumed here and throughout, takes the
following form
hˆ1 =∑
i
hˆ1 (ri) = −12∑i
∇2ri −∑
i
∑
I
ZI
|ri − RI | , (4.3)
where ∇2ri is a differential operator with respect to coordinates of i-th electron, ZI
is the charge of I-th nucleus and RI its position. Two-electron operator hˆ2 describes
the electron-electron repulsion energy
hˆ2 =
1
2 ∑i,j 6=i
1∣∣ri − rj∣∣ . (4.4)
Without much effort it can be shown that the energy defined in terms of the
wave function in Equation (4.1) can be equivalently rewritten in terms of the RDMs.
To illustrate this point let me consider the right hand side of Equation (4.1) first
and separate the one- and two-particle operator expectation values〈
Ψ
∣∣ Hˆ ∣∣Ψ〉 = 〈Ψ ∣∣∣ hˆ1 ∣∣∣Ψ〉+ 〈Ψ ∣∣∣ hˆ2 ∣∣∣Ψ〉 = 〈hˆ1〉+ 〈hˆ2〉 . (4.5)
The procedure for calculating the expectation values of hˆ1 and hˆ2 follows through
the same steps therefore only the former will be shown explicitly. Before contin-
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uing I introduce a convention that the operator will work only on the unprimed
variables x1, x2, . . . but not on x′1, x
′
2, . . .. After the action of the operator is carried
out the primed variables can be equated with the corresponding unprimed ones.
Now the expectation value of hˆ1 can be written as:〈
hˆ1
〉
=
∫
Ψ∗
(
x′1, x2, . . . , xN
)
∑
i
hˆ1(ri)Ψ (x1, x2, . . . , xN)dx1 . . . dxN
= N
∫
Ψ∗
(
x′1, x2, . . . , xN
)
hˆ1(r1)Ψ (x1, x2, . . . , xN)
∣∣∣∣
x′1=x1
dx1 . . . dxN
= N
∫
hˆ1(r1)
[
Ψ∗
(
x′1, x2, . . . , xN
)
Ψ (x1, x2, . . . , xN)dx2 . . . dxN
] ∣∣∣∣
x′1=x1
dx1
=
∫
hˆ1(r1)γ
(
x1, x′1
) ∣∣∣∣
x′1=x1
dx1.
(4.6)
Analogous reasoning applied to calculating the expectation value of the two-electron
part hˆ2 of the Hamiltonian leads to the expression in terms of the 2RDM〈
hˆ2
〉
=
1
2
∫
hˆ2 (r1, r2) Γ
(
x1, x2; x′1, x
′
2
) ∣∣∣∣x′1=x1
x′2=x2
dx1dx2. (4.7)
This allows us to write the total electronic energy as the functional of the RDMs
E [γ, Γ] = E1e [γ] + E2e [Γ] , (4.8)
where E1e and E2e are the one and two electron energies obtained as the expectation
values according to Equations (4.6) and (4.7) respectively. Moreover by recalling
that the 2RDM can be contracted to 1RDM (Equation (3.10)) we can write the energy
purely in terms of the 2RDM
E [Γ] = E1e [Γ] + E2e [Γ] . (4.9)
To take a step further and obtain an expression for the energy purely in terms of
the 1RDM, first it has to be proven that γ carries the same amount of information
as the wave function and can be used instead. This is the focus of the following
section.
4.1 gilbert theorem
In order to establish the one-body reduced density matrix functional theory on
firm foundations and be able to express all the properties of the system through
1RDM a mapping between the wave function and the 1RDM needs to be proven. The
proof was first given by Gilbert [32] and it can be considered an equivalent of the
Hohenberg-Kohn theorem [8] for 1RDM. Although there is no one to one mapping
between the nonlocal external potential and the wave function there is a one to one
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mapping between the ground state wave function and the ground state one-body
reduced density matrix
v
(
x, x′
)→ Ψ↔ γ (x, x′) . (4.10)
The proof can be constructed as follows. Consider two nonlocal external potentials
v and v′ that give two distinct one-particle Hamiltonians hˆ1 and hˆ′1. Associated
with those potentials are nondegenerate ground state wave functions Ψ and Ψ′.
From the variational principle we have
E =
〈
Ψ
∣∣∣ hˆ1 + hˆ2 ∣∣∣Ψ〉 < 〈Ψ′ ∣∣∣ hˆ1 + hˆ2 ∣∣∣Ψ′〉 = 〈Ψ′ ∣∣∣ hˆ′1 + hˆ2 ∣∣∣Ψ′〉
+
∫∫ [
v
(
x, x′
)− v′ (x, x′)] γ′ (x, x′)dx′dx, (4.11)
or more clearly
E < E′ +
∫∫ [
v
(
x, x′
)− v′ (x, x′)] γ′ (x, x′)dx′dx. (4.12)
Permuting the symbols v and v′ we obtain
E′ < E +
∫∫ [
v′
(
x, x′
)− v (x, x′)] γ (x, x′)dx′dx. (4.13)
By adding Equations (4.12) and (4.13) we obtain the following inequality∫∫ [
v′
(
x, x′
)− v (x, x′)] [γ′ (x, x′)− γ (x, x′)]dx′dx < 0. (4.14)
Which concludes the proof since if the ground state wave functions Ψ and Ψ′
would produce the same 1RDM we would arrive at a contradiction 0 < 0 therefore
distinct wave functions must have distinct 1RDMs.
Existence of a universal, variational functional of γ can also be proven using
Levy’s constrained search formalism [33]. General properties of such functionals
were then investigated by several authors and variational equations for such func-
tionals were also presented [34–37].
4.2 towards practical 1rdm functionals
Thanks to Gilbert Theorem the energy can now be expressed as a functional of γ
E[γ] = E1e[γ] + E2e[γ]. (4.15)
It can immediately be recognized that the one-electron part is already known since
its explicit form was established in Equation (4.6). This shows a substantial differ-
ence with respect to DFT where the one-electron energy is not known explicitly as
a functional of the density due to the kinetic energy term.
The exact form of E2e[γ] is not known in general except for the case of two-
electron systems which will be introduced in section 4.4.1. For that reason the
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symbol W[γ] will be used to denote the unknown functional whereas E2e will be
reserved for the exact value of the electron-electron repulsion energy.
The biggest challenge of the one-body reduced density matrix functional theory
or simply density matrix functional theory (DMFT) is to find suitable approxima-
tions to the W[γ] functional. Alternatively the problem may be formulated as a
search for the reconstruction of the 2RDM by means of of the 1RDM Γ[γ], then the
unknown functional W can written as
W[γ] =
1
2
∫
hˆ2 (r1, r2) Γ[γ]
(
x1, x2; x′1, x
′
2
) ∣∣∣∣x′1=x1
x′2=x2
dx1dx2. (4.16)
Since hˆ2 is a simple multiplicative spin-independent operator, it is instructive to
note that to evaluate its expectation value it is necessary to know only the diagonal
part of the spinless 2RDM i. e. Γ(r1, r2) called the pair density.
4.3 general form of the 1rdm functionals
As shown in sections 3.2 and 3.3 it is advantageous to work with the 1RDM repre-
sented in terms of natural orbitals given by Equation (3.27). Although in general it
is possible to formulate the 1RDMFT for the spin polarized systems in the scope of
this thesis only spin compensated systems will be considered and therefore it will
be sufficient to consider γ expanded over natural orbitals
γ
(
r1, r′1
)
=∑
i
niχi(r1)χ∗i (r
′
1). (4.17)
where all the occupation numbers will assume values from the range 0 ≤ ni ≤ 2.
Most of the approximate 1RDM functionals for the electron-electron interaction
adopt the expansion Equation (4.17) and appear in a form where Γ is approximated
by a function F which depends on the NO occupation numbers
W[{χ}, {n}] =∑
ijkl
Fijkl({n}) 〈kl | ij〉 , (4.18)
where 〈ij|kl〉 are the elements of the two-electron integral supermatrix,
〈ij | kl〉 =
∫∫ ψ∗i (r1)ψ∗j (r2)ψk(r1)ψl(r2)
|r1 − r2| dr1dr2. (4.19)
Equation (4.18) may be simplified considerably, taking into account that we are
not looking for exact solutions in a given basis set, but for approximations which
approach the exact solution to sufficient precision, and which qualitatively describe
energy curves for the potential energy of interaction between atoms (PECs) along
the entire dissociation coordinate. As a first simplification we retain only terms
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having at most two different indices corresponding to the following two-electron
integrals:
Jij =
∫ φ∗i (r1)φ∗j (r2)φi(r1)φj(r2)
|r1 − r2| dr1dr2 = 〈ij|ij〉 , (4.20a)
Kij =
∫ φ∗i (r1)φ∗j (r2)φj(r1)φi(r2)
|r1 − r2| dr1dr2 = 〈ij|ji〉 , (4.20b)
Lij =
∫ φ∗i (r1)φ∗i (r2)φj(r1)φj(r2)
|r1 − r2| dr1dr2 = 〈ii|jj〉 . (4.20c)
The integrals Jij, Kij and Lij are usually called Coulomb, exchange and exchange-
time inversion integrals respectively. Then function Fijkl can be partitioned accord-
ingly, explicitly introducing FJ , FK and FL terms corresponding to the primitive
integrals
W[{χ}, {n}] =∑
k,l
FJ(nk, nl)Jkl +∑
k,l
FK(nk, nl)Kkl +∑
k,l
FL(nk, nl)Lkl . (4.21)
In the above expression one further restriction was applied to the functions FJ , FK
and FL allowing them to depend only on the occupation numbers whose indices
coincide with those of the accompanying two-electron integral.
4.3.1 Non primitive elements of the 2RDM
Retaining only the primitive part of the approximate 2RDM means that, all the
terms with 3 and 4 different indices (which will be called non-primitive) will not
be taken into account. This might seem as an oversimplification since in general
for large systems they may sum up to a large energetic contribution. However for
few-electron systems it is a valid approximation since in the limit of 2-electrons all
the 3- and 4-index terms vanish. The energy contributions coming from the non-
primitive elements of the accurate 2RDM are illustrated on Figure 4.1. The values
were obtained from accurate CISDTQ calculations in aug-cc-pVTZ basis for LiH and
HF and cc-pVTZ for CO [29]. In the calculations for HF and CO 1 and 2 lowest
orbitals respectively were kept doubly occupied in all the determinants.
It can be observed from Figures 4.1a–4.1c that the total contribution from 3- and
4-index terms (black line) is quite small and does not vary upon bond elongation.
In fact for all presented systems the non-primitive terms account for only roughly
1% of the total electron-electron energy. Moreover the energy from the 4-index
terms (red curve) is much larger than the one from 3-index terms and shows more
variation with interatomic distance.
4.4 survey of the existing functionals
Significant effort devoted to developing new approximations for the 1RDMFT re-
sulted in a variety of available functionals. Here most notable functionals will be
briefly reviewed and presented using a common form defined in Equation (4.21).
For practical reasons the presentation of the explicit forms of the functionals will
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Figure 4.1: Non primitive 2RDM contributions along the dissociation coordinate of LiH,
HF and CO molecules from accurate CI expansion.
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be limited to the spin-restricted formalism where the total number of particles is
N and the Fermi level is denoted NH and NH = N/2.
4.4.1 Exact functional for 2 electron systems
It has been shown by Löwdin and Shull [23] that for a two-electron, closed shell
system wave function expanded over NOs reduces to a simple summation over
configurations
ΨLS0 = c0|χ1χ¯1|+ ∑
a>1
caa¯11¯Φ
aa¯
11¯. (4.22)
This wave function is exact for two-electron systems (the transformation to NOs
removes the singly excited determinants completely in the case of two-electron
systems). For the two-electron system an exact functional in terms of the NOs and
occupation numbers can then be derived. The expansion coefficients of ΨLS of
Equation (5.5) can be directly expressed through the NO occupations nk and the
phases fk = ±1
nk = 2|ck|2,
c0 = +
√
n1
2
,
caa¯11¯ ≡ ca = fa
√
na
2
, fa = ±1.
(4.23)
Note that we use orbital populations, not spin-orbital populations: ni = niα + niβ,
so ni = 2 for a maximally occupied closed shell. Introducing the phase-including
natural orbitals (PINOs) [38–40], upslopepik = eiθkχk, and performing the expansion Equa-
tion (4.22) in determinants on PINO basis, we can choose all coefficients in the CI
expansion positive, ca =
√
na/2, and the positive or negative factor can be rep-
resented with the PINO phase: |upslopepiaαupslopepiaβ| = fa|χaαχaβ| with fa = ei2θa = ±1 for
θa = 0,pi/2 respectively. The introduction of PINOs is important for response cal-
culations [38–40], but here we may simply choose the phases according to the
known rules that they usually obey. Specifically, for simple two-electron systems
(atoms, molecules at Re) the phase of the first (strongly occupied) NO is typically
θ1 = 0, f1 = +1, and for all "virtual" NOs θa>1 = pi/2, fa = −1. (This is no longer
true for the infinite number of very small coefficients for excited determinants with
extremely weakly occupied NOs [41–43]). We can then express the functionals as
just functionals of the NOs and ONs. Taking the expectation value of the Hamilto-
nian for ΨLS we arrive at the functional of the form
WLS [{ψ}, {n}] =∑
p
FLSJ (np, np)Jpp + ∑
p,q
p 6=q
FLSL (np, nq)Lpq. (4.24)
The J integrals arise from the diagonal matrix elements
〈
Φ0
∣∣ Hˆ ∣∣Φ0〉 and〈
Φaa¯11¯
∣∣ Hˆ ∣∣Φaa¯11¯〉, and the L integrals from the off-diagonal matrix elements〈
Φ0
∣∣ Hˆ ∣∣Φaa¯11¯〉 and 〈Φaa¯11¯ ∣∣∣ Hˆ ∣∣∣Φbb¯11¯〉 yielding L1a and Lab, respectively. In particu-
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lar, FLSJ (np, np) = np/2, so that the diagonal term in Equation (4.24) has a linear
dependence on the NO occupation. The PINO LS functional (PILS) for two-electron
systems now reads
FLSJ (ni, nj) =
 12 ni if i = j0 otherwise
FLSK (ni, nj) = 0 (4.25)
FLSL (ni, nj) =

0 if i = j
− 12
√
n1na if i = 1∧ j = a > 1
1
2
√
nanb otherwise(i, j > 1)
It is of course a requirement for functionals of N-electron systems that they reduce
to (or closely approach) this exact functional if N = 2.
4.4.2 Müller/BB/CH
Historically the first successful many-electron 1RDM functional was presented by
Müller [44] who investigated the reconstruction of the 2RDM from 1RDM by mini-
mizing the violation of the Pauli principle by a suitable trial 2RDM. Independently
Buijse and Baerends arrived at the same formula by approximating the exchange
hole as the square of the hole amplitude expanded in the natural orbitals [45, 46].
For that reason the functional is sometimes referred to as BB, which will be adapted
here. Third route for deriving the same functional was given by Csányi and Arias
upon considering tensor product expansions of the 2RDM.
The explicit form of the functional can be presented according to the introduced
partitioning as
FBBJ (ni, nj) =
1
2
ninj (4.26a)
FBBK (ni, nj) = −
1
2
√
ninj (4.26b)
FBBL (ni, nj) = 0. (4.26c)
An important characteristic of this functional is that it correctly predicts the disso-
ciation limit of simple molecules however it is also known that it tends to overesti-
mate the correlation energy [45–47]. In fact it was shown by Frank et al. [48] that
the BB functional for two-electron systems provides a lower bound for the energy.
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4.4.3 GU
Goedecker and Umrigar [49, 50] proposed to remove the diagonal elements of the
reconstructed 2RDM resulting in the following modification of the BB functional
FGUJ (ni, nj) =
 12 ninj i 6= j0 otherwise (4.27a)
FGUK (ni, nj) =
− 12
√ninj i 6= j
0 otherwise
(4.27b)
FGUL (ni, nj) = 0. (4.27c)
This improvement was aimed at removing the so-called electron self-interaction
error and for that reason the functional is also called self-interaction corrected
corrected Hartree functional (SIC-CH) [51, 52]. This alteration improved the cor-
relation energies with respect to the BB functional for atoms and molecules in
equilibrium geometries but it introduced a rather large error when predicting the
dissociation limit of prototype molecules [52, 53]. Inclusion of the GU correction
also results in violation of the sum rule from Equation (3.10) by the approximate
2RDM which is satisfied in the case of BB.
4.4.4 Holas
Upon investigating the properties of the GU functional Holas suggested an exten-
sion of the GU by allowing for different powers of occupation numbers in FK, other
than the square root [54]:
FHolasJ (ni, nj) =
1
2
ninj (4.28a)
FHolasK (ni, nj) = −
1
4
[
nαi n
1−α
j + n
1−α
i n
α
j
]
(4.28b)
FHolasL (ni, nj) = 0, (4.28c)
where α is an empirical parameter from the range 0 < α ≤ 12 . Even further gener-
alization was pointed out by Holas in a form of linear combination of functionals
4.28 with different α parameters
WHolas =∑
κ
cκWHolasακ , (4.29)
and a condition that ∑κ cκ = 1. Although no numerical results were shown it was
suggested that energies corresponding to functional (4.29) should be improved
with respect to GU. Furthermore it was established that the 2RDM reconstructed
according to Equation (4.29) is Hermitian, properly normalized and embodies the
proper particle permutation symmetry. However it violates the antisymmetry and
for some arguments its diagonal elements do not stay non-negative.
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4.4.5 Power
Another functional with a fractional power dependence on the occupation num-
bers in the FK term was introduced by Sharma et al. [55].
FPowerJ (ni, nj) =
1
2
ninj (4.30a)
FPowerK (ni, nj) = −
1
4α
nαi n
α
j (4.30b)
FPowerL (ni, nj) = 0. (4.30c)
with α being an empirical parameter. The functional was originally developed for
solids and for finite systems it was shown to produce accurate energies as a func-
tion of particle number and the correct band-gap for conventional semiconductors
and strongly correlated Mott insulators. Additionally respectable performance was
demonstrated for correlation and atomization energies for molecules from the G2
set and correlation energy of the homogeneous electron gas (HEG) [56]. Unfortu-
nately the optimal value of α for solids, finite systems and HEG was different.
4.4.6 CHF and SIC-CHF
An alternative proposed by Csányi and Arias based on the tensor product of one-
particle operators is called corrected Hartree-Fock (CHF) functional [53, 57] and
it differs from BB by the replacement of the pure square root dependence on the
occupation numbers in FK by bilinear form with a correction term taking into
account the hole occupation in each orbital:
FCHFJ (ni, nj) =
1
2
ninj (4.31a)
FCHFK (ni, nj) = −
1
4
[
ninj +
√
ni(2− ni)nj(2− nj)
]
(4.31b)
FCHFL (ni, nj) = 0. (4.31c)
In the spirit of GU correction Herbert et al. introduced the self-interaction cor-
rected variant (SIC-CHF) of the CHF functional [58]
FSIC-CHFJ (ni, nj) =
1
2
ninj (4.32a)
FSIC-CHFK (ni, nj) = −
1
4
[
ninj +
√
ni(2− ni)nj(2− nj)− δijni(2− ni)
]
(4.32b)
FSIC-CHFL (ni, nj) = 0. (4.32c)
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4.4.7 CGA and SIC-CGA
Driven by the realization that the BB functional overestimated the correlation en-
ergy while the CHF underestimates it, Csányi et al. [59] introduced a functional
that is an average of the two
FCGAJ (ni, nj) =
1
2
ninj (4.33a)
FCGAK (ni, nj) = −
1
4
[
1
2
ninj +
1
2
√
ni(4− ni)nj(4− nj)
]
(4.33b)
FCGAL (ni, nj) = 0. (4.33c)
As a result they were able to obtain very accurate energies for the high-density
limit of the homogeneous electron gas and molecular correlation energies at the
level of generalized-gradient approximation of DFT.
A self-interaction-corrected version of the CGA functional (SIC-CGA) was also
introduced [58]
FSIC−CGAJ (ni, nj) =
 12 ninj i 6= j0 otherwise (4.34a)
FSIC−CGAK (ni, nj) =
− 14
[
1
2 ninj +
1
2
√
ni(4− ni)nj(4− nj)
]
i 6= j
0 otherwise
(4.34b)
FSIC−CGAL (ni, nj) = 0. (4.34c)
4.4.8 HYB
Similarly to the composite CGA functional, Staroverov and Scuseria [60] proposed
a functional they labeled as hybrid (HYB). The term hybrid doesn’t have the same
meaning here as in DFT but relates to the fact that HYB is a linear combination
of FK terms from GU and CHF functionals. It can be presented in the notation
adapted here as
FHYBJ (ni, nj) =
 12 ninj i 6= j0 otherwise (4.35a)
FHYBK (ni, nj) =

−1
2
c0
√
ninj − 14 (1− c0)
×
[
ninj +
√
ni(2− ni)nj(2− nj)
] i 6= j
0 otherwise
(4.35b)
FHYBL (ni, nj) = 0. (4.35c)
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where the empirical parameter c0 was obtained from considerations regarding he-
lium atom and is equal to 0.6. As could be anticipated the HYB functional produces
results that lie between the results for GU and CHF. For small atoms HYB gives
a reasonable performance reproducing occupation numbers and correlation ener-
gies. However it fails in describing the dissociation of HF and N2 only slightly
improving upon the CHF functional which doesn’t even bind the HF molecule.
4.4.9 BBC and AC3
A series of repulsive corrections to the BB functional was proposed by Gritsenko
et al. resulting in a hierarchy of functionals referred as BBC1, BBC2 and BBC3. The
corrections are designed to counteract the overestimation of correlation energy by
the BB functional. As a result significant improvement is achieved not only for the
dissociation curves of small systems [47] but also the improvement can be observed
for the correlation energy of the homogeneous electron gas [56].
4.4.9.1 BBC1
First correction to BB functional is rooted in the LS functional and restores the
positive sign in front of the offdiagonal products for weakly occupied orbitals. The
functional has the following form [47]
FBBC1J (ni, nj) =
1
2
ninj (4.36a)
FBBC1K (ni, nj) =
 12
√ninj i 6= j ∧ i, j > NH
− 12
√ninj otherwise
(4.36b)
FBBC1L (ni, nj) = 0. (4.36c)
4.4.9.2 BBC2
Second correction is applied on top of the first one and changes the interaction of
different strongly occupied orbitals from square root form to the HF-like expres-
sion − 14 ninj. The motivation for this correction can be explained considering the
limiting case of strongly occupied orbitals (ni ≈ nj ≈ 2.0). When the occupation
numbers approach 2.0 but still are fractional the appropriate BBC2 FK term will be
less negative than the corresponding square root term − 12
√ninj compensating for
the overcorrelation
FBBC2J (ni, nj) =
1
2
ninj (4.37a)
FBBC2K (ni, nj) =

− 14 ninj i 6= j ∧ i, j ≤ NH
1
2
√ninj i 6= j ∧ i, j > NH
− 12
√ninj otherwise
(4.37b)
FBBC2L (ni, nj) = 0. (4.37c)
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4.4.9.3 BBC3
Final correction in the BBC series is introduced in BBC3 which again is applied
on top of both BBC1 and BBC2 corrections. It restores the HF-like exchange for the
interaction of the antibonding orbital (NH + 1) with the strongly occupied orbitals
(< NH) except the bonding orbital (NH). Also the GU-like correction is applied
to all diagonal elements except the bonding and antibonding orbitals. However
unlike the GU correction here the diagonal FK term cancels only half of the so-
called self interaction. The BBC3 functional can be expressed as follows
FBBC3J (ni, nj) =
1
2
ninj (4.38a)
FBBC3K (ni, nj) =

− 14 ninj i 6= j ∧ i, j 6 NH
1
2
√ninj i 6= j ∧ i, j > NH
− 14 n2i i = j ∧ i 6= NH, NH + 1
− 14 ninj (i = NH + 1∧ j < H) ∨ (j = NH + 1∧ i < NH)
− 12
√ninj otherwise
(4.38b)
FBBC3L (ni, nj) = 0. (4.38c)
Non empirical corrections introduced in the BBC functionals greatly improved
the agreement of the correlation energies of exemplary atoms and molecules with
accurate CI compared to BB. Moreover the form of the corrections did not disturb
the terms responsible for the description of the dissociating bond and therefore
BBC3 is able to provide good quality potential energy curves (PECs).
An immediate drawback of the BBC3 can be identified by realizing that the bond-
ing and antibonding orbitals are singled out and have to be assigned in advance
which can result in discontinuities in the potential energy surfaces.
4.4.9.4 AC3
Problems with the BBC3 functional are addressed and solved by the functional
incorporating the automatic C3 correction called the AC3 functional [61]. It intro-
duces occupation driven weighing of terms in the approximate pair density
FAC3J (ni, nj) =
1
2
ninj (4.39a)
FAC3K (ni, nj) =

− 14 ninj i 6= j ∧ i, j 6 NH
Λii i = j
Λij (i 6 NH ∧ j > NH) ∨ (j 6 NH ∧ i > NH)
1
2
√ninj i 6= j ∧ i, j > NH
(4.39b)
FAC3L (ni, nj) = 0, (4.39c)
34 1rdmft and approximate functionals
where for brevity of notation Λ function was introduced:
Λij =
− 12 ni + ( 12 ni − 12 n2i )Ξ(mc,i) i = j− 12√ninj + (− 12√ninj − 14 ninj)Ξ(me,i) i 6= j (4.40)
In Equation (4.40) the Ξ function is the Padé approximant the given by
Ξ(mi) =
P2(mc/e,i)
1+ P2(mc/e,i)
,
where P is the fourth order polynomial
P(mc/e,i) = ac/e
(
m4c/e,i −
4
3
bc/em3c/e,i −
1
2
m2c/e,i + bc/emc/e,i
)
,
and the argument for the diagonal part is mc,i = ni− 1 and for the offdiagonal part
me,i = ni + nj − 1. Empirical parameters ac/e, bc/e are determined by a fit based on
suitable training set of systems.
4.4.10 ML and SIC-ML
A functional based on a Padé approximant in x = ninj was developed by Marques
and Lathiotakis (ML) [62]:
FMLJ (ni, nj) =
1
2
ninj (4.41a)
FMLK (ni, nj) = −
1
2
ninj
a0 + a1ninj + a2(ninj)2 + · · ·
1+ b1ninj + b2(ninj)2 + · · · (4.41b)
FMLL (ni, nj) = 0. (4.41c)
In practice the expansion was truncated at second terms in numerator and de-
nominator accounting to 3 empirical parameters. The parameters were determined
by a fit to reproduce the correlation energies of the G2-1 set (including hydro-
gen molecule). In accordance to the anticipations the functional outperforms other
1RDM functionals for calculating the correlation energy and equilibrium geometry
of the molecules from the G2-1 set in 6-31G*basis. It fails however when tasked
with reproducing the dissociation limit correctly [61].
In the spirit of the GU also a self-interaction corrected ML (SIC-ML) functional
was proposed [62]:
FSIC−MLJ (ni, nj) =
1
2
ninj (4.42a)
FSIC−MLK (ni, nj) = −
1
2
[
ninj
a0 + a1ninj + · · ·
1+ b1ninj + · · · + δij
(
n2i
a0 + a1n2i + · · ·
1+ b1n2i + · · ·
− n2i
)]
(4.42b)
FSIC−MLL (ni, nj) = 0. (4.42c)
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4.4.11 PNOF
A set of Piris natural orbital functional (PNOF) actively developed by Piris and
coworkers constitutes another branch of functionals where the authors try to ob-
tain suitable approximations to the reconstruction of the 2RDM [63–65] by consid-
ering the two-body cumulant reduced density matrix (2CRDM) and its possible
constraints using the known N-representability conditions.
4.4.11.1 PNOF1
First member belonging to the PNOF family is the PNOF0 functional [66]. It may
be considered a variation of the BB functional that restores the positive phase for
the K term involving the orbitals above the Fermi level (in agreement with the LS
functional) and applies the linear dependence on the occupation numbers to the
diagonal FK terms also present in the LS functional:
FPNOF0J (ni, nj) =
 12 ninj i 6= j0 i = j (4.43a)
FPNOF0K (ni, nj) =

1
2 ni i = j
− 12
√ninj i 6= j ∧ i, j 6 NH
− 12
√ninj i ≤ NH ∧ j > NH
1
2
√ninj i 6= j ∧ i, j > NH
(4.43b)
FPNOF0L (ni, nj) = 0. (4.43c)
In the same article a modification of PNOF0 [66] was presented that was de-
signed to prevent the occupation numbers from getting too close to being fully
occupied (ni = 2). This functional will be referred to as PNOF1
FPNOF1J (ni, nj) =
 12 ninj i 6= j0 i = j (4.44a)
FPNOF1K (ni, nj) =

1
2 ni i = j
− 12
√ninj − 12
√
(2− ni)(2− nj) i 6= j ∧ i, j 6 NH
− 12
√ninj i ≤ NH ∧ j > NH
1
2
√ninj i 6= j ∧ i, j > NH
(4.44b)
FPNOF1L (ni, nj) = 0. (4.44c)
Due to their similarity to the GU functional PNOF0 and PNOF1 share the same
defects and fail to reproduce the correct behavior of the PECs at long internuclear
distances [61].
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4.4.11.2 PNOF2
Subsequent attempt made by Piris et al. aimed at extending the two-electron
Löwdin-Shull functional to many-electron system in a way enabling the descrip-
tion of the van der Waals interaction. The result of that effort is the PNOF2 func-
tional [67]
FPNOF2J (ni, nj) =

1
2 ninj − 12
√
(2− ni)(2− nj) i 6= j ∧ i, j 6 NH
1
2 ninj − 12 2−SS (2− ni)nj i ≤ NH ∧ j > NH
0 i = j ∨ (i 6= j ∧ i, j > NH)
(4.45a)
FPNOF2K (ni, nj) =

− 12
√ninj − 12
√
(2− ni)(2− nj) ni ≥ 1∧ nj ≥ 1
− 12
√ninj + 12
√
(2− ni)nj ni ≥ 1∧ nj < 1
0 otherwise
(4.45b)
FPNOF2L (ni, nj) = 0, (4.45c)
where S is the total hole below Fermi level of equivalently the total occupation
above Fermi level defined as:
S =
NH
∑
i=1
(2− ni) = ∑
i=NH+1
ni. (4.46)
PNOF2 was applied to describe the He2 and was shown to recover 57% of the bind-
ing energy for this molecule. Although this result is quite remarkable it cannot be
reconciled with the detailed analysis of the vdW interaction that will be presented
in chapter 9.
4.4.11.3 PNOF3
Next generation of PNOF functionals is represented by PNOF3 [68]
FPNOF3J (ni, nj) =

1
2 ni i = j
1
2 ninj − 14 (2− ni)(2− nj) i 6= j ∧ i, j 6 NH
1
2 ninj − 14 2−SS (2− ni)nj i ≤ NH ∧ j > NH
1
2 ninj i 6= j ∧ i, j > NH
(4.47a)
FPNOF3K (ni, nj) =

− 14 ninj i 6= j ∧ i, j ≤ NH
− 14 ninj − 12
√
(2− ni)nj i ≤ NH ∧ j > NH
− 14 ninj i 6= j ∧ i, j > NH
(4.47b)
FPNOF3L (ni, nj) = 0, (4.47c)
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where S was defined in Equation (4.46). PNOF3 was shown to perform well for pre-
dicting isomerization reaction barriers of of small molecules. However it was also
shown that the PNOF3 relative energies are slightly lower than the ones calculated
by CCSD(T) level of theory indicating a substantial lack of correlation energy.
4.4.11.4 PNOF4
Further effort for improving the PNOF functionals resulted in PNOF4 [69]. It is
the first functional of the PNOF family that explicitly tried to model the L terms
separately from the K terms:
FPNOF4J (ni, nj) =

1
2 ni i = j
1
2 ninj − 12 (2− ni)(2− nj) i 6= j ∧ i, j 6 NH
1
2 ninj − 12 2−SS (2− ni)nj i ≤ NH ∧ j > NH
0 i 6= j ∧ i, j > NH
(4.48a)
FPNOF4K (ni, nj) =

− 14 ninj + 14 (2− ni)(2− nj) i 6= j ∧ i, j ≤ NH
− 14 ninj + 14 2−SS (2− ni)nj i ≤ NH ∧ j > NH
0 i 6= j ∧ i, j > NH
(4.48b)
FPNOF4L (ni, nj) =

− 12
√
(2− ni)(2− nj) i 6= j ∧ i, j ≤ NH
− 12
√
(2−ni)nj
S
√
ni − nj + (2−ni)njS i ≤ NH ∧ j > NH
1
2
√ninj i 6= j ∧ i, j > NH
(4.48c)
PNOF4 significantly improved the correlation energies over the previous PNOF
functionals for a representative set of two- to 6-electron systems. A satisfactory
agreement with the benchmark values was demonstrated for equilibrium bond
lengths, dissociation energies, harmonic vibration frequencies, anharmonic con-
stants and dipole moments.
4.4.11.5 PNOF5
In PNOF5 [69] a certain orbital pairing is introduced between orbitals in a way
that each orbital form below the Fermi level is paired with an orbital from above
it. A pair (i, i˜) is related according to i˜ = N − i + 1 and the functional takes the
following form:
FPNOF5J (ni, nj) =

1
2 ni i = j ∧ i ≤ N
1
2 ninj i 6= j ∧ i 6= j˜ ∧ i, j ≤ N
0 otherwise
(4.49a)
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FPNOF5K (ni, nj) =

− 12
√ninj i = i˜ ∧ i ≤ N
− 14 ninj i 6= j ∧ i 6= j˜ ∧ i, j ≤ N
0 otherwise
(4.49b)
FPNOF5L (ni, nj) = 0. (4.49c)
Compared to standard wave function methods (CASSCF, CASPT2), the functional
was shown to perform well for multi-configurational problems such as homolitic
dissociation of diatomic molecules or rotation barrier of ethylene. Later it was
shown by Pernal [70] that PNOF5 is equivalent to the antisymmetrized product of
strongly orthogonal geminal theory. As a consequence it inherently lacks a sizeable
portion of dynamical correlation energy.
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T H E D E N S I T Y M AT R I X F U N C T I O N A L R E C O V E R I N G
D Y N A M I C A N D N O N D Y N A M I C C O R R E L AT I O N A L O N G T H E
F U L L D I S S O C I AT I O N C O O R D I N AT E
In this chapter developments leading to the formulation of a new 1RDM functional
will be presented. The new functional is designed to accurately approximate to the
exact electron-electron interaction energy
WFCI =
〈
ΨFCI
∣∣∣ hˆ2 ∣∣∣ΨFCI〉 = 12∑ijkl Γijkl [γ] 〈kl | ij〉 , (5.1)
where hˆ2 is the electron-electron interaction operator defined in Equation (4.4). The
Γijkl are the elements of the reduced density matrix (RDM) of the ground state. The
exact values of the Γijkl can be obtained from the full configuration interaction
wave function ΨFCI of the following form
ΨFCI = c0Φ0 +∑
i,a
caiΦ
a
i + ∑
i<j,a<b
cabij Φ
ab
ij + · · · , (5.2)
by the use of the standard relation [14]
Γ
(
x1, x2; x′1, x
′
2
)
= N(N − 1)
×
∫
ΨFCI(x1, x2; x3 . . . xN)
[
ΨFCI(x′1, x
′
2; x3 . . . xN)
]∗
dx3 . . . dxN . (5.3)
The search for the approximate form will be limited to the following form of the
electron-electron interaction functional as
W[{χ}, {n}] =∑
k,l
FJ(nk, nl)Jkl +∑
k,l
FK(nk, nl)Kkl +∑
k,l
FL(nk, nl)Lkl . (5.4)
Obviously, we cannot reproduce the exact energy (which would contain contribu-
tions from 3- and 4-index integrals), and have to accept that some degree of mod-
eling has to be done in order to incorporate such contributions with the JKL terms.
Even if one restricts oneself to closed shell systems, with at most one dissociating
bond, as we will do here, this would not be a viable approximation if Hartree-Fock
orbitals would be used to express the expansion Equation (5.2). Many coupling
matrix elements between the ground state determinant Φ0 and singly excited de-
terminants Φai would yield non-zero three-index 2RDM matrix elements, and the
same would hold for coupling of “diagonal" doubly excited determinants Φaa¯ii¯ and
triple excitations (which represent a single excitation with respect to Φaa¯ii¯ ). How-
ever, the transformation to natural orbital basis is particularly beneficial here. It
is known from the work of Löwdin and Shull [23] that in two-electron systems
the transformation to NOs removes all single excitations exactly. This does not hold
exactly for many-electron systems, but the transformation to NOs still reduces the
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contribution of the single excitations enormously. Let us call the first N/2 = H
strongly occupied NOs in a closed shell system simply the “occupied" NOs, and
the weakly occupied ones the “virtual" NOs. Transforming the Hartree-Fock MO
basis to a basis of NOs dramatically reduces the significance of single excitation
determinants in the wave function, and also of other seniority Ω = 2 determinants
(e. g. off-diagonal doubles (χi)2 → (χa)1(χb)1). The seniority number is defined as
the number of unpaired electrons in the determinant [71, 72], and seniority 0 wave
functions (only closed shell CSFs) have been investigated in quantum chemistry
[73, 74] and in the field of DMFT by Kollmar and coworkers [75–77]. Off-diagonal
matrix elements in the one-particle density matrix arise from cross terms of e. g. the
ground state determinant and a single excitation. That the off-diagonal elements in
the density matrix are zero in the NO basis does not imply that single excitations
have to have coefficients zero in a wave function expansion in NO basis. Many
higher excitations can contribute to a given off-diagonal 1RDM matrix element to
make it ultimately zero.
These remarks were illustrated by the analysis of the convergence properties
of coefficients corresponding to different CI excitation levels in BH molecule in
section 3.3.
On the basis of these findings we take guidance from a seniority zero wave func-
tion with diagonal double excitations and possibly diagonal quadruple and higher
excitations (for size consistency), which we call extended Löwdin-Shull (ELS)
ΨELS = c0Φ0 +∑
i
∑
a
caa¯ii¯ Φ
aa¯
ii¯ + ∑
i,j( 6=i)
∑
a,b( 6=a)
caa¯bb¯ii¯j j¯ Φ
aa¯bb¯
ii¯j j¯ + · · · , (5.5)
Indices i, j, k, l, . . . correspond to the occupied orbitals, a, b, c, d, . . . to the unoccu-
pied (virtual) orbitals, and we use indices p, q, r, s, . . . as general orbital labels. The
energy corresponding to this wave function can be expressed in two-electron in-
tegrals, but not only those of the well-known J and K types (leading to JK-only
functionals), also so-called L integrals occur (see Equation (4.20)). It is to be noted
that the energy belonging to wave function (Equation (5.5)) has two-electron in-
tegrals in the combination (2Jpq − Kpq) from all Hamiltonian matrix elements be-
tween two identical determinants, while integrals Lpq arise from matrix elements
between two determinants that differ in just one closed shell〈
Φ0
∣∣ Hˆ ∣∣Φaa¯ii¯ 〉 = Lia, (5.6a)〈
Φaa¯ii¯
∣∣∣ Hˆ ∣∣∣Φbb¯ii¯ 〉 = Lab, (5.6b)〈
Φaa¯ii¯
∣∣∣ Hˆ ∣∣∣Φaa¯jj¯ 〉 = Lij, (5.6c)〈
Φaa¯ii¯
∣∣∣ Hˆ ∣∣∣Φbb¯jj¯ 〉 = 0. (5.6d)
Clearly, the L integrals arise in matrix elements between two determinants that
differ by one diagonal double excitation (determinants that differ in one doubly
occupied orbital). With real orbitals the L integrals are numerically the same as the
K integrals. However, it has become clear from the work on response properties
(time-dependent 1RDMFT) that the choice of complex phase for the orbitals in the
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two-electron integrals is very important [78]. We retain the distinction between K
and L integrals in view of application of the functionals in response calculations.
We do note that ΨELS of Equation (5.5) is in principle size-consistent, so the
present modeling does not preclude size-consistency, in spite of the fact that (im-
proved) pair-excitation SCF wave functions (PEMCSCF) appear to fail in this respect
[76]. While the current DMFT approximate functionals provide decent estimates of
the energy E itself, they produce qualitatively incorrect excitation energies for pro-
totype two-electron systems [38, 78–80]. For correct excitation energies it is very
important that good approximations are obtained to the second derivatives of the
functional with respect to the χi, χ∗i and ni. Clearly, the distinction between K and L
integrals is then crucially important [78]. We therefore develop in this work further
improvements on the DMFT functionals with due consideration of this important
distinction. In principle, this development can be put on firm ground by evalu-
ating the elements FJ(nk, nl), FK(nk, nl), and FL(nk, nl) in (4.21) from the relevant
elements of the 2RDM ΓCI obtained with a reference CI wave function.
This chapter is organized as follows. In section 5.1 a generalization of the Löwdin-
Shull functional is presented for the case of two electrons describing a dissociating
bond in a Hartree-Fock sea of other electrons. Also in this case an exact functional
of NOs and ONs can be written, which serves as a limiting case for general function-
als for dissociating bonds, which would include dynamical correlation of all the
electrons. In section 5.2 our proposals for extended Löwdin-Shull functionals are
formulated. They are tested with non-self-consistent calculations, using the exact
NOs and ONs as they follow from FCI or CISDTQ calculations (section 5.3.1). They
are then updated and tested for self consistent calculations. The PECs along the
dissociation coordinate for LiH, Li2 and BeH+ are compared to the FCI curves
(section 5.3.2). The spectroscopic parameters Re, ωe and De are evaluated and
compared to experimental values in section 5.3.3. We also compare the NO oc-
cupation number distributions for the various functionals to the exact (FCI) ones
(section 5.3.4). Conclusions are formulated in section 5.4.
5.1 natural orbital based expansion of the wave function : löwdin-
shull type functionals for a correlated electron pair in a
hartree-fock sea .
We have seen that a direct consequence of the particular form of ΨELS of Equa-
tion (5.5) is that only certain elements will appear in the corresponding 2RDM,
namely only the so-called primitive terms with at most two distinct indices cor-
responding to the indices characterizing the (4.20a), (4.20b), (4.20c) integrals. Due
to their interesting features similar expansions (CID, PEMSCF) were already ex-
plored in the 1RDMFT field by Kollmar and coworkers [75–77]. Using the notation
introduced in equation (4.21) we can write the two-electron energy corresponding
to the equation (5.5) wave function as
WELS =∑
p
FELSJ (np, np)Jpp + ∑
p,q( 6=p)
FELSJ (np, nq)Jpq
+ ∑
p,q( 6=p)
FELSK (np, nq)Kpq + ∑
p,q( 6=p)
FELSL (np, nq)Lpq,
(5.7)
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The (2Jpq − Kpq) terms with p = q reduce to just Jpp, which originates from the
Coulomb repulsion between the two electrons (with opposite spin) in one shell.
These important intrashell repulsion terms Jpp (the first sum) are separated out for
convenience and weighted with the FJ function. The separation of the Jpp terms im-
plies that FK and FL will have diagonal elements equal to zero. We can immediately
note that the result FJ(np, np) = np/2 of Equation (4.25) for two-electron systems
can be generalized to N-electron systems with the wave function Equation (5.5).
The sum of the squares of the coefficients CD of the determinants D in which a
shell p is occupied, is equal to the occupation number np/2. Now Jpp results from
each diagonal Hamiltonian matrix element between two determinants that contain
the shell p, which is weighted with the square of the corresponding coefficient.
Hence
∑
D(p∈D)
|CD|2 = 12np,
∀pFELSJ (np, np) =
1
2
np.
(5.8)
Since the J and K integrals arise only from diagonal Hamiltonian matrix elements,
in the combination (2Jpq−Kpq), we necessarily have FJ(np, nq) = −2FK(np, nq). We
consider in this section the second case where the F factors can be determined rig-
orously as functions of the ONs, namely one correlated electron pair in the HOMO
orbital (only double excitations out of this orbital, labeled H) while the other or-
bitals remain fully occupied. The more general N-electron case (see next section)
should reduce to this case in the limit of only correlation of the (HH¯) pair of
electrons. So we take an active subset consisting of just the highest occupied PINO
(HOPINO, abbreviated H), and all virtual orbitals
ΨELS0 = c0Φ0 +∑
a
caa¯HH¯Φ
aa¯
HH¯. (5.9)
We write the coefficients simply as caa¯HH¯ = c
a
H (and in general c
aa¯
ii¯ = c
a
i ). Now we
have
nH = 2|c0|2, c0 =
√
nH
2
, (5.10)
na = 2|caH |2 caH = ±
√
na
2
(−sign prevails and will be chosen), (5.11)
with normalization:
|c0|2 +∑
a
|caH |2 = 1→
nH
2
= 1−∑
a
na
2
. (5.12)
We can then collect all contributions to the energy (both diagonal and off-diagonal
Hamiltonian matrix elements) with these values for the coefficients. The diagonal
matrix elements lead to (singling out the Jpp integrals)
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∑
p
np
2
Jpp +
H−1
∑
i,j(i 6=j)
(2Jij − Kij) + nH2
H−1
∑
i
(2JHi − KHi + 2JiH − KiH)
+
H−1
∑
i
∑
a
na
2
(2Jia − Kia + 2Jai − Kai). (5.13)
Note that the fully occupied shells (i < H) give just the normal HF contribution.
The other HF type terms are just weighted with the occupation of the not fully
occupied orbitals (either H or a). Obviously, we could use as prefactor for the 2JHi
and 2Jai etc. terms the familiar product form nHni/4, and −nHni/4 for KHi etc.,
since all ni = 2, i < H. Numerically this would not make any change. This point
will be discussed below.
The most important off-diagonal contributions come from the couplings
c0caH
〈
Φ0
∣∣ Hˆ ∣∣Φaa¯HH¯〉+ c.c., (5.14)
and smaller contributions come from the elements
caHc
b
H
〈
Φaa¯HH¯
∣∣∣ Hˆ ∣∣∣Φbb¯HH¯〉+ c.c.. (5.15)
They give:
∑
a
c0caH
〈
Φ0
∣∣ Hˆ ∣∣Φaa¯HH¯〉+ c.c. = −∑
a
√
nH
2
√
na
2
(LHa + LaH), (5.16)
and
∑
a,b(a 6=b)
caHc
b
H
〈
Φaa¯HH¯
∣∣∣ Hˆ ∣∣∣Φbb¯HH¯〉 = ∑
a,b(a 6=b)
√
na
2
√
nb
2
(Lab). (5.17)
There are no Lij and Lia integrals in this case. We recognize in the minus square
root in front of the LHa integrals the important terms of the two-electron Löwdin-
Shull functional Equation (4.25), which will be a guideline for the development of
further functionals.
5.2 the extended löwdin-shull (els) functionals
In this section, an approximate extended Löwdin-Shull functional of the NOs and
their occupations WELS[{χ}, {n}] is introduced, keeping in mind that we limit our-
selves to the simple case of a dissociating electron pair bond in an N-electron
molecule. The nondynamical correlation of this electron pair has obviously to be
covered. However we strive for an accurate representation of also the dynamical
electron correlation of the other electrons (and the “active" electron pair as well),
in order to obtain energy curves that follow the benchmark full CI curves as closely
as possible. In the general case of a wave function (5.5) we are no longer able to ob-
tain rigorous analytic expressions for the CI coefficients in terms of the occupation
numbers. Although it is not possible to give an analytic expression for the excita-
tion coefficients cai , a reasonable expectation is that c
a
i is large when the virtual χa
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becomes significantly occupied and simultaneously the depletion of the occupied
orbital χi is significant. One might then assume that proportionality to
√
na/2 (as
in the Löwdin-Shull wave function) and proportionality to
√
(1− ni/2) might be
a good guess. In the wave functions with only diagonal double excitations this
would lead to an estimate
cai = −
√
na
2
√
1− ni
2√
Nc
, (5.18a)
√
Nc =
√
∑
a
na
2
=
√
∑
i
(1− ni
2
), (5.18b)
∑
i
|cai |2 =
na
2 ∑i
(1− ni
2
)
Nc
=
na
2
, (5.18c)
∑
a
|cai |2 =
∑a
na
2
(1− ni
2
)
Nc
= 1− ni
2
, (5.18d)
where the normalization with 1/
√
Nc makes the coefficients obey the sum rules
that must hold in this case. Of course, this Ansatz is correct only when orbital χa
is only occupied by depletion of orbital χi, or in general when occupied-virtual
orbitals occur in pairs that interact by a double excitation (as in the limiting case
of a wave function consisting of geminals each consisting of such a correlated or-
bital pair). It is not well founded if occupation of χa comes from a large set of
orbital depletions and depletion of an orbital χi occupies a range of virtual or-
bitals. Nevertheless, using this Ansatz as a guideline we obtain a first guess of the
np-dependence of the F factors, which should then be refined using other require-
ments and numerically tested in order to obtain a reliable functional. We give in
Table 5.1 a catalog of the final F factors that define the investigated functionals. The
various rows contain different (p, q) pairs. We single out the HOMO as the “active"
orbital in the cases of a single dissociating bond we are considering here, and de-
note as “inner occupied" (or just “inner") the almost fully occupied orbitals below
the HOMO. We distinguish the inner occupied-inner occupied pairs i, j < H (row 2),
the unoccupied-unoccupied pairs a, b > H (row 3), HOMO-unoccupied (H, a) pairs
(row 4), HOMO-inner occupied pairs (i, H) (row 5a) and inner occupied-unoccupied
pairs (i, a) (row 5b). The H and virtual orbitals together are sometimes called the
set of outer orbitals; rows 5a and 5b describe the inner-outer pairs. Note that in
rows 4 and 5 the indices in the table are restricted to only half of the possible
range (e. g. in row 4 we use for a pair (p, q) only p = i = H, q = a > H and not the
reverse (p = a > H, q = i = H), therefore the entries in the table are multiplied
with a factor 2. Since the orbitals are real we do not keep track of the complex
conjugation, e.g. 2JiH is used for (JiH + JHi) etc. (keeping track of the complex
conjugation will be relevant in response calculations).
In the first place the intrashell repulsion terms Jpp have rigorously the prefactor
np/2 (row 1 of Table 5.1) for all orbitals. The (2Jij − Kij) terms (i.e. for the occu-
pied orbitals, both inner and H) turn out to get a prefactor (ni + nj − 2) if the
Ansatz of Equation (5.18) is used. On the other hand, a different prefactor would
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Table 5.1: Definition of the functionals ELS1-6 as introduced in the text. Entries Jpq, Kpq, Lpq
stand for (Jpq + Jqp)/2 etc., which are numerically the same for real orbitals.
Index ranges in rows 4 and 5 cover only half of the allowed ones (e. g. in row 4
not only p = i = H, q = a > H but also p = a > H, q = H would be possible),
therefore the entries are multiplied by 2.
FJ FK FL
common ELS
1) p = q
1
2
np Jpp 0 0
2) i 6= j ∧ i, j < H 1
2
ninj Jij −14 ninjKij 0
3) a 6= b ∧ a, b > H 0 0 1
2
√
nanbLab
4) i = H ∧ a > H 0 0 −√nHnaLHa
ELS1
5-1a) i < H ∧ j = H ninH JiH −12 ninHKiH 0
5-1b) i < H ∧ a > H nina Jia −12 ninaKia 0
ELS2
5-2a) i < H ∧ j = H ninH JiH −12 ninHKiH −
√
ninH LiH
5-2b) i < H ∧ a > H nina Jia −12 ninaKia −
√
ninaLia
ELS3
5-3a) i < H ∧ j = H ninH JiH −12 ninHKiH
(
1
2
ninH −√ninH
)
LiH
5-3b) i < H ∧ a > H nina Jia −12 ninaKia
(
1
2
nina −√nina
)
Lia
ELS4
5-4a) i < H ∧ j = H ninH JiH −12 ninHKiH α
(
1
2
ninH −√ninH
)
LiH1
5-4b) i < H ∧ a > H nina Jia −12 ninaKia α
(
1
2
nina −√nina
)
Lia
ELS5
5-5a) i < H ∧ j = H ninH JiH −12 ninHKiH
(
1
4
ninH − (14 ninH)
β
)
(2LiH)2
5-5b) i < H ∧ a > H nina Jia −12 ninaKia
(
1
4
nina − (14 nina)
β
)
(2Lia)
ELS6
5-6a) i < H ∧ j = H ninH JiH −12 ninHKiH (1−D(nH−1))
(
1
2
ninH−√ninH
)
LiH3
5-6b) i < H ∧ a > H nina Jia −12 ninaKia (1− D(na − 1))
(
1
2
nina −√nina
)
Lia
be obtained if one would write the total wave function as an antisymmetrized
product of geminal wave functions. Suppose each geminal is represented with a
two-electron CI wave function consisting of all excitations out of a specific occu-
pied shell (ii¯) to a subset Si of the virtual orbitals (all sets Si disjunct because
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of the strong orthogonality requirement). Then according to the results of the
group function approach [16] (each geminal is a group function) the 2RDM con-
sists of the correlated 2RDMs for each group, plus the Hartree-Fock like Coulomb-
exchange products of the group 1RDMs, γi(x1, x1)γj(x2, x2) − γi(x1, x2)γj(x2, x1)
(there is no correlation between the groups). Expanding the 1RDM of each group in
NOs, γi(x1, x2) = ∑p∈Si npχp(x1)χ
?
p(x2), leads in the closed shell case to 2Jpq − Kpq
integrals with the prefactors npnq/4. Remarkably, when ni ≈ nj ≈ 2 for occupied
orbitals, the difference between the linear and quadratic forms is very small. For
the occupied-virtual cases (2Jia − Kia) (cf. row 4 and row 5b in Table 5.1) also
expressions would result from the Ansatz Equation (5.18) that differ from the
quadratic form, but again numerically they are close to the quadratic form. We
therefore adopt the quadratic form npnq/4 throughout, for all combinations (inner-
inner, inner-H, H-virtual, inner-virtual, etc.) and recognize that deviations from it
may have to be established from more extensive test sets. This defines the FJ and FK
factors in the J and K columns of Table 5.1. Note that we have omitted the virtual-
virtual terms (2Jab − Kab), which are zero if only double excitations are considered
and prove to be negligible in the actual wave functions.
Turning next to the L terms in the last column of Table 5.1, we first observe
that the inner-inner terms Lij (row 2) can be expected to be small, since the main
contribution, which should come from the diagonal doubles wave function, leads
to a prefactor proportional to
√
1− ni/2
√
1− nj/2. This will be negligible if the
inner shells remain approximately occupied (ni ≈ nj ≈ 2). Indeed, the inner-inner
Lij terms prove to be negligible in the FCI wave functions for our systems and
have been put to zero. For the unoccupied-unoccupied (a, b) pairs (row 3) propor-
tionality to the Löwdin-Shull like form (1/2)
√
nanb follows for the FL for the Lab
terms from Equation (5.18), and we have fully adopted it. Similarly in row 4 for
the (H, a) terms we fully adopt the Löwdin-Shull factor −(1/2)√nHna. The more
complicated expression that can be deduced from the diagonal doubles wave func-
tion (and the cai Ansatz Equation (5.18)) can be shown to go to this simple square
root form in the limit of the system of two correlated electrons in a Hartree-Fock
sea (section 5.1) and also in the limit of the two-electron system (section 4.4.1),
for which this is the exact Löwdin-Shull two-electron functional. This is a crucial
term, since it is responsible for the correct dissociation behavior of the two-electron
bond, which is our primary goal here. Finally, in the last rows (5a for the inner-H
pairs and 5b for the inner-virtual pairs) one can deduce from the diagonal doubles
wave function that the FL for these terms has a
√
1− ni/2 factor and therefore
can be expected to be small (the FL for the Lij had two such small factors, for
both i and j, and could be neglected). We have started with just omitting these L
terms (functional ELS1). As we will see in the next section, this leads to too high
energies (not sufficiently stabilizing). The other extreme of simply taking the full
−(1/2)√ninH/a form (functional ELS2, see Table 5.1), leads to too low energies. In
order to find a suitable parametrization, we have in the third place investigated a
mitigation of the too stabilizing LS form −(1/2)√ninH/a by introducing a repul-
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sive term +ninH/a/4 in FL, which would actually cancel the K terms and leave for
the K and L terms together just the LS form. This creates the functional ELS3,
∑
i<H,o≥H
FELS3L (i, o)Lio = ∑
i<H,o≥H
(
1
2
nino −√nino)Lio. (5.19)
The functional ELS3 will be shown to approximate the full potential energy curves
much better. Further refinement of the L contribution is then performed with the
ELS4-6 functionals to be discussed in the next section. It is to be noted that for
two-electron systems, where there are no i < H, rows 2 and 5 disappear and the
exact Löwdin-Shull functional for two-electron systems is recovered with rows 1, 3
and 4.
5.3 comparative analysis of dmft functionals
In this section the improvement in the performance of the proposed ELS functionals
compared to the functionals BBC3, AC3 and PNOF4 is investigated for the follow-
ing set of molecules: LiH, BeH+, and Li2. These molecules have been chosen for
several reasons. From the computational point of view, accurate FCI calculations in
the correlation-consistent basis cc-pVTZ [29] representing reasonable accuracy, are
affordable. Such accurate calculations are essential for benchmarking total energies
along the dissociating bond as well as obtaining reasonably accurate 2RDMs. From
the DMFT point of view, they represent the next step in complexity compared to
two-electron systems, for which the accurate functional (LS) is known. A successful
DMFT approximation should reproduce not only the reference total energy E(R) as
a function of the bond distance R, but also be correct for various components that
can be defined with limited summations over the orbital indices (see below for def-
initions). These can be calculated with the resultant NOs and their occupations and
should indeed be close to the same calculations with CI NOs and ONs. Furthermore,
functionals accurately reproducing dynamical and non-dynamical correlation in
the case of a dissociating single bond would provide an essential tool for chem-
istry and would be a suitable platform for further developments.
Benchmark CI results were obtained with the gamess-us suite of programs [31,
81], where full configuration interaction (FCI) was employed as a benchmark for
four electron systems. For the six electron Li2 a CISDTQ expansion was used. Non
self-consistent as well as self-consistent DMFT calculations were performed using
in-house codes interfaced with gamess-us for obtaining the relevant data needed
for further processing.
A comparison of a selection of existing DMFT functionals with the newly pro-
posed ELS-type functionals will be presented in the remainder of this section. First,
in order to test the initial hypotheses underpinning our current developments
concerning the functional forms, we evaluate the approximate ELS energies using
“exact" (FCI or CISDTQ) natural orbitals and their respective occupation numbers,
neglecting the self-consistent optimization. This scheme is intended to reveal pos-
sible flaws or confirm the accuracy of the approximate 2RDM reconstructed from
the functional formulas. After this initial screening the best approximations will be
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tested using self-consistent DMFT evaluation with full optimization of the NO and
NO occupations.
5.3.1 Post CI DMFT results
5.3.1.1 Potential energy curves
A first performance test of the ELS1-3 functionals and selected representatives
of previously proposed functionals (BBC3, AC3, PNOF4) is based on a compar-
ison of potential energies (PE) of interaction along the dissociation coordinate
where total energies are composed of the exact (FCI) one-electron part (EFCIoe =〈
ΨFCI
∣∣ Tˆ + Vˆne + Vˆnn ∣∣ΨFCI〉) and the electron-electron repulsion energy is evalu-
ated using the appropriate functional forms and exact (FCI) NOs and occupation
numbers (E = EFCIoe +WX, where X=ELS1, ELS2, ELS3, BBC3, AC3, PNOF4). The
benchmark curve is the total FCI curve. The initial approximations ELS1 - ELS3
for the L terms between the inner occupied and HOMO plus virtual orbitals are
tested (all our functionals have the approximation of the J and K terms with the
quadratic form npnq/4). The remaining three variants of the ELS functional will be
introduced and evaluated in the following section.
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Figure 5.1: LiH potential energy curves, where the exact xc energy was substituted by
the xc energy computed from 1RDM functional expressions using NOs and
occupation numbers from FCI.
Potential energy curves for LiH, Li2 and BeH+ from the post-CI procedure are
presented in Figures 5.1–5.3, respectively. For LiH and Li2 the potential energy
curves appear in the same order, near the equilibrium geometry, namely (starting
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Figure 5.2: Li2 potential energy curves, where the exact xc energy was substituted by
the xc energy computed from 1RDM functional expressions using NOs and
occupation numbers from FCI.
from the lowest) ELS2, FCI, ELS3, BBC3, AC3, PNOF4, ELS1. For BeH+ the order of
the FCI and ELS3 curves is interchanged and the ELS3 falls below the benchmark
FCI result. The BBC3 and AC3 curves behave similarly around the equilibrium
distance, where they come close together, but further along the dissociation coor-
dinate they deviate from each other. For Li2 the BBC3 curve is, except for a small
hump around 6.5 bohr, for all R shifted upward with respect to the FCI by an
almost uniform constant. The behavior of BBC3 for BeH+ is analogous to the be-
havior for LiH, displaying best agreement with respect to the FCI benchmark in the
intermediate region and being shifted upwards around equilibrium and complete
dissociation. The AC3 PE curve for Li2 is shifted upwards by an approximately
uniform constant (as was the BBC3 curve) but only to around 8 bohr, further on
the AC3 curve starts to drift in the direction of less negative values which wors-
ens the agreement with FCI at complete dissociation. In LiH and BeH+ we observe
the artificial hump of AC3 known from earlier work at intermediate lengths (6-
7 bohr in LiH, 4-5 bohr in BeH+). It is less pronounced but also visible in Li2.
The peculiar shapes of the AC3 curves can be attributed to the particular form
of the parametrization used in the functional. It is possibly enhanced because the
optimal parameters were found for the self-consistently optimized NOs and occu-
pation numbers and therefore might not be optimal for the exact density matrix
used in this case.
The ELS1-3 functionals exhibit much improved behavior, see Figures 5.1–5.3,
in the sense that the shapes of the potential energy curves follow accurately the
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Figure 5.3: BeH+ potential energy curves, where the exact xc energy was substituted by
the xc energy computed from 1RDM functional expressions using NOs and
occupation numbers from FCI.
shape of the benchmark FCI curve for all distances. They exhibit only constant
shifts, which is actually small for ELS3. Only in the case of BeH+ is the ELS3 curve
just below the FCI benchmark, slightly more so toward the dissociation limit. Ap-
parently, the ELS1 curve, with complete neglect of the stabilizing inner-outer L
terms (row 5 of Table 5.1) is much too high. On the other hand, if we use just the
Löwdin-Shull square root form −(1/2)√ninH,a for the L terms of row 5 in ELS2,
the PEC becomes (much) lower than the FCI curve. As mentioned above, from wave
function results one can infer that the factors in front of the Li,H/a should be much
smaller than −(1/2)√ninH,a. The PE curve ELS3 resulting from modeling of these
terms with (+(1/4)ninH/a − (1/2)
√
ninH/a) is consistently the closest of all the
presented curves to the FCI result at all distances for LiH and Li2. For BeH+ it fol-
lows closely the FCI curve only up to around 3 atomic units where BBC3 exhibits
better agreement. ELS1 omits the stabilization from LiH/a terms and is, although
having the correct shape, moved by a constant in the direction of less negative
energies. PNOF4 is quite close to ELS1, so the PE curve has a good shape, but is
always too high. The most significant observation is that the common part of both
ELS1 and ELS3 (see rows 1-4 of table 5.1) correctly captures electron correlation
effects described by the summations over inner-inner and virtual-virtual NO pairs,
as well as H-virtual pairs (rows 2-4), which seem to be most important for deter-
mining the correct shape of the curves. Moreover, changing the inner-outer form
of the functional (row 5) results only in constant shifts of the curves with respect
to the FCI curve.
5.3 comparative analysis of dmft functionals 51
5.3.1.2 Energy components with ELS partitioning
A more detailed investigation of the ELS functionals was performed exploiting
the partitioning introduced in section 5.2, where the electron-electron repulsion
energy was partitioned into components by restricting the summations to inner-
inner pairs, (EELSi ), outer-outer pairs (E
ELS
o ) and inner-outer (EELSio ) pairs (”outer”
means all NOs beyond the inner NOs, i. e. H and the virtuals). Only for the inner-
outer pairs (row 5) the distinction between the functionals matters; we present
results for ELS1 and ELS3. Figures 5.4a–5.4c compare the energy components for
LiH, Li2 and BeH+ respectively, where the components are evaluated according to
the following expressions
EELSi = ∑
i<H
FELSJ (ni, ni)Jii + ∑
i,j<H
i 6=j
(
FELSJ (ni, nj)Jij + F
ELS
K (ni, nj)Kij
)
, (5.20)
EELSo = ∑
p>H
FELSJ (np, np)Jpp + ∑
p,q>H
p 6=q
FELSL (np, nq)Lpq, (5.21)
EELSio = ∑
i<H,p>H
(
FELSJ (ni, np)Jip + F
ELS
K (ni, np)Kip + F
ELS
L (ni, np)Lip
)
. (5.22)
The comparison is to exact results obtained from FCI calculations (the various
integrals are multiplied with the corresponding 2RDM matrix elements, cf. Equa-
tion (5.1)). The most important component from the chemical point of view is the
outer system since it is responsible for the description of the dissociation process
(static correlation) and a large portion of the dynamical correlation. As the middle
plots on Figures 5.4a–5.4c indicate, the energy associated with this component is
recovered accurately in the whole range of distances investigated. This is to be ex-
pected since the outer components represent, essentially, two electron systems and
are described by the exact functional for such systems. The EELSi curves present a
small deviation from FCI for LiH (leftmost plot on Figure 5.4a) and BeH+ (leftmost
plot on Figure 5.4c) but they preserve the qualitative features of the benchmark
curve. The inner component for Li2 shows the best agreement of all three molecules
and is essentially exact. The inner-outer energy component presents the largest de-
viation in the case of the ELS1 functional, which is about two orders of magnitude
larger than the error in the inner component. However the ELS3 functional offers a
much better approximation and for all three molecules it overlaps with the bench-
mark curve in the whole range of the investigated distances. The behavior of ELS1
(too high) and ELS3 (close to FCI) observed for the total curves presented in the
previous section clearly arises from the inner-outer part. This holds even in the
detail that the ELS3 curve is slightly shifted upwards with respect to the exact one
for LiH and Li2 whereas in the case of BeH+ the ELS3 curve is slightly below the
exact one. Our further efforts (see next section) are concentrated on the inner-outer
part of the energy.
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Figure 5.4: Components of the electron-electron energy partitioned according to Equa-
tion (5.20).
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5.3.2 Functionals for self-consistent DMFT calculations
Potential energy curves computed with the functionals ELS1 and ELS3 where NOs
and ONs were optimized self-consistently are shown in Figures 5.5–5.7 for LiH,
Li2 and BeH+ respectively. As can be easily noted the curves are consistent with
the non self-consistent treatment as far as the qualitative behavior is concerned:
both the ELS1 and ELS3 curves have the correct overall shape, however the self-
consistency effects lower the energies, so the ELS1 curve approaches the FCI curve
more closely from above, while the ELS3 curve now is clearly lower than the FCI
curve for all three molecules. But the ELS1 and ELS3 curves are virtually parallel
to the FCI curve, only shifted. The ELS2 curve, which was already too low, is now
shifted down further and is no longer considered.
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Figure 5.5: Self consistent DMFT potential energy curves for LiH (see text for details).
To improve the agreement of the 1RDMFT results with the FCI benchmark, three
further approximations (ELS4, ELS5, ELS6 in Table 5.1) are investigated. They mod-
ify the inner-outer terms in the approximate 2RDM. Based on the conclusions from
the previous sections we will assume the ELS1 and ELS3 are limiting cases since
ELS3 overestimates and ELS1 underestimates the electron correlation in the self-
consistent treatment. Therefore suitable approximations to the inner-outer terms
will be in the form of interpolations between these extremes. A simple form of the
interpolation is the linear scaling of the L terms between the two limits
∑
i<H,o≥H
FELS4L (i, o)Lio = ∑
i<H,o≥H
α(
1
2
nino −√nino)Lio, (5.23)
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Figure 5.6: Self consistent DMFT potential energy curves for Li2 (see text for details).
where α is an empirical parameter, which is restricted to the interval between 0 and
1 (α = 0 corresponds to ELS1, α = 1 to ELS3). (Note that we follow the convention
of Table 5.1 of having F(i, o) stand for both the (i, o) and (o, i) values of the (p, q)
indices.)
Our second variant is based on a representation of the L integrals contribution
with a power of (nino)
∑
i<H,o≥H
FELS5L (i, o)Lio = ∑
i<H,o≥H
(
1
4
nino −
(
1
4
ninj
)β/2)
(2Lio), (5.24)
where β is an empirical parameter from the interval between 1 and 2. Finally the
third variant uses a rational function involving a Padé approximant to scale be-
tween the ELS1 and ELS3 forms,
∑
i<H,o≥H
FELS6L (i, o)Lio = ∑
i<H,o≥H
(1− D(no − 1))
(
1
2
nino −√nino
)
Lio, (5.25)
where
D(x) =
P2(x)
1+ P2(x)
, (5.26)
P(x) = γ1
(
x4 − 4
3
γ2x3 − 12 x
2 + γ2x
)
. (5.27)
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Figure 5.7: Self consistent DMFT potential energy curves for BeH+ (see text for details).
The interpolations between ELS1 and ELS3 present in ELS4 and ELS5 have a
fixed ratio between the limiting cases of 0 and (1/2)nino −√nino for the FL, which
does not depend on the values of the occupation numbers and stays constant along
the dissociation. On the contrary, the interpolation in ELS6 introduces a depen-
dence on the occupation number. The empirical coefficients of D(x) are fitted in
such a way that D(na − 1) ≈ 0 for relatively large na ∼ 1, see Figure 5.8. This is
the case for the anti-bonding NO in a dissociating molecule (let us call it the LUMO).
Then the L contribution cancels the K terms and leaves just a −√nina factor for
the L term, so this contribution to the (inner-outer) electron-electron interaction
energy in row 5 becomes
WELS6inner−outer = ∑
i<H,a=LUMO
nina Jia − 12
√
ninaLia,≈ 12nina −
√
nina ≈ FELS3L (i, a).
(5.28)
For weakly occupied PINOs with small na << 1 (typically for all a > LUMO),
D(na − 1) attains sizable values, 1 − D(na − 1) ≈ 0.65 for na ≈ 0, so that the
"Coulomb-minus-exchange" interaction pattern of ELS1 is more closely approxi-
mated in that case.
We optimized the parameters present in the three interpolating schemes using
a training set composed of all three molecules, taking three internuclear distances
corresponding to the equilibrium, intermediate and complete dissociation (R(Li-
H)=3.0, 5.0, 9.0; R(Li-Li)=5.05, 8.0, 12.0; R(Be-H)=2.5, 4.0, 8.0). The optimization
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Figure 5.8: Occupation number dependent interpolation function D(x) based on a Padé
approximant.
was performed using independently Nelder-Mead and BFGS algorithms as imple-
mented in the Python’s SciPy package [82]. Both optimization schemes resulted in
the same values of the optimal parameters (α = 0.6943, β = 0.5594, γ1 = 4.9758,
γ2 = 0.2493).
Figures 5.5–5.7 compare potential energy curves obtained with the various vari-
ants of the ELS functional for LiH, Li2 and BeH+ respectively. They are compared
to the benchmark FCI curves. It is clear that all the of the proposed interpolation
schemes provide an improvement in performance over ELS1 and ELS3 for the
studied systems.
It is remarkable, in view of the rather different modeling, that the ELS4 and
ELS5 curves almost coincide for all values of R for all molecules. For both LiH
and Li2 both curves exhibit only a small constant upshift with respect to the FCI
benchmark curve (much smaller than the upward shift of ELS1). In the case of
BeH+, the ELS4 and ELS5 curves are slightly below rather than above the FCI
curve. Around equilibrium they show an accuracy similar to the LiH and Li2 cases,
but after around 4 bohr the lowering with respect to FCI increases. In this case a
stable dissociation (flat energy curve at long R) is achieved but the agreement with
the FCI energy in the long distance limit is not as spectacular as in the case of LiH
and Li2. The opposite shifts of the LiH, Li2 and BeH+ curves with respect to FCI
are reminiscent of the same phenomenon in the non self-consistent investigation
(Figures 5.1–5.3) where only for BeH+ the ELS3 curve is below the exact curve
and exhibits an increasing discrepancy with the benchmark for the intermediate
internuclear distances, which turns to a constant shift in the limit of complete
dissociation.
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The ELS4 and ELS5 interpolation schemes use a constant ratio between two lim-
iting cases for all values of R, independent of the values of the occupation numbers.
This approximation works well at the single molecule level, where it seems to be
possible to find such values of the ratio that provide very good agreement with the
benchmark curve. It is apparently also possible to find good compromise values,
so that with one α or β parameter, or one set of γ1,γ2 parameters in D(no − 1), for
all three molecules the agreement with experiment is satisfactory. ELS6 offers only
a small improvement around equilibrium of the studied species where the ELS6
curves are adjacent to the ELS4 and ELS5 and slightly shifted towards more posi-
tive values. It is a desired shift only for BeH+ for which it improves the agreement
with the FCI result. Most importantly, in the dissociation region (R(Li-H) > 8 bohr,
R(Li-Li) > 10 bohr, R(Be-H) > 5 bohr) the ELS6 curves for LiH and Li2 exhibit the
same dissociation limit as the exact result, the ELS6 curve in this region overlaps
with the benchmark. For BeH+ the agreement is diminished and the large R limit
is further away from the benchmark than in the case of ELS4 and ELS5.
5.3.3 Quantitative comparison of the curves
In order to assess the accuracy of the ELS1-6 PECs, and compare their performance,
energy values were computed at points R as
V(R) = EXM(R)− EXM(R∞), (5.29)
where X = FCI, ELS1-6, and the R∞ was approximated by the following finite dis-
tance values for each molecule: LiH R∞ = 15 bohr, Li2 R∞ = 25 bohr and BeH+
R∞ = 15 bohr. Potential energy curves from equation (5.29) were then fitted into
the standard Morse potential [83] using the curve fitting package from Python’s
SciPy library [82]. Fitted curves allowed for a determination of spectroscopic pa-
rameters: equilibrium distance (re), well depth (De) and harmonic constant (ωe),
which are collected in table 5.2.
Inspection of the results reveals that all functionals provide a good approxima-
tion of the binding FCI potential. For all molecules the calculated well depths are
no further off than 5% except for the ELS6 values for Li2 and BeH+. The best agree-
ment in De for LiH and BeH+ is obtained with the ELS1 functional, which agrees
at the level of 1%. For Li2 ELS1 is also good (2.6% deviation) but the best result
for Li2 is found in in the case of ELS4 functional with error ca. 1.5%. It should be
noted here that although ELS6 has an additional flexibility in that the scaling is
occupation number dependent, it does not constitute a clear improvement. It gives
the smallest well depths and largest deviation in De. This is a direct consequence
of the shapes of ELS6 curves. As was already observed in section 5.3.2 ELS6 is
characterized by a relative down shift for large values of R, while around equilib-
rium there is no significant change with respect to ELS4 and ELS5. Therefore the
De values become too small. The geometric parameters Re and ωe are determined
by the shape of the curve around equilibrium geometry. Since it is rather good for
all functionals, the Re and ωe are obtained with an accuracy at the level of 1–2% (in
the case of LiH <1%) by all functionals. There is not a clear winner, maybe ELS4
is overall the best, but by a small margin.
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Table 5.2: Comparison of spectroscopic parameters.
Molecule Functional De [eV] Re [a.u.] ωe [cm−1]
LiH
FCI 2.4935 2.989 1501
ELS1 2.4723 3.008 1491
ELS3 2.4639 2.975 1507
ELS4 2.4644 2.989 1500
ELS5 2.4356 2.989 1498
ELS6 2.3766 2.982 1505
Li2
FCI 1.0569 4.855 376.4
ELS1 1.0294 4.926 369.7
ELS3 1.0941 4.725 379.2
ELS4 1.0700 4.824 373.0
ELS5 1.0370 4.814 371.4
ELS6 0.9046 4.785 373.2
BeH+
FCI 3.1895 2.436 2357
ELS1 3.1412 2.451 2336
ELS3 3.0496 2.447 2305
ELS4 3.0757 2.454 2304
ELS5 3.0079 2.461 2285
ELS6 2.9031 2.444 2326
5.3.4 Occupation number distributions
Occupation numbers, being variables in the functional expressions, play a crucial
role in determining the 1RDMFT energy. In the non self-consistent treatment the
functional formulas were tested using the exact NOs and ONs. On the other hand
during self-consistent 1RDMFT calculation the NOs and ONs are optimized to mini-
mize the total energy with a particular functional. It means that in principle the ONs
after optimization will differ from the exact ones. Inspection of the final ONs may
lead to identification of potential flaws in the functional and/or in the optimiza-
tion process since the ONs reflect how static and dynamic correlation is recovered.
To check how different functional forms affect the final distributions of occupa-
tion numbers, the ONs (not smaller than 10−10) were collected for two geometries
for each molecule: equilibrium and complete dissociation for each of the ELS1-6
functionals and contrasted with the FCI ONs (see Figures 5.9–5.11).
At the equilibrium of LiH (see Figure 5.9) all functionals are able to reproduce
accurately the occupation structure of FCI. At Re there are two ONs close to 2.0
and all other ONs fall well below 10−1. There is a set of 3 ONs around 10−2. For
this set of 5 highest occupied NOs very similar ONs are produced by all functionals.
The next lower ON is still higher than 10−3 and is replicated by ELS3 and with
somewhat smaller value by ELS4-6, but not by ELS1. Close to 10−4 and for lower
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Figure 5.9: Comparison of exact (FCI) occupation numbers with occupation numbers op-
timized under different functionals for LiH (black: R(Li-H)=3.0 bohr, red: R(Li-
H)=9.0 bohr).
occupations, the FCI pattern is reasonably reproduced. Functionals ELS1, ELS4-6
produce very similar occupations where the differences are most pronounced for
occupations < 10−4. At dissociation there are three highly occupied NOs, the Li 1s
with ON ≈ 2.0 and the LiH bonding orbital and antibonding orbital (which reduce
to Li 2s and H 1s with both occupations ≈ 1.0. There is a 4th NO with occupation
between 10−2 and 10−3 in FCI and with the functionals ELS3-6, but not with ELS1,
which again seems to be unfavorable in this respect. Also the pattern of lower
occupations of ELS1 does not appear to match that of FCI very well. ELS3 offers
some improvement over ELS1 but the best results are obtained with the functionals
ELS4-6, which give very similar occupation distributions.
Similar conclusions hold for Li2 and BeH+ where at equilibrium bond length the
occupation structure of FCI is recovered most accurately by the ELS4-6 functionals,
with only minor differences between these three interpolation schemes.
The poor performance of the ELS1 functional may be related to the complete
absence of the square root dependent L terms. In the case of very small ONs the
square root depends more sensitively on the ON than the quadratic expression in
occupation numbers.
5.4 conclusions
In this chapter N-electron 1RDMFT functionals have been developed, inspired by the
exact Löwdin-Shull functional for two-electron systems. As the LS functional they
are based on expansion of the wave function in a natural orbital basis. We demon-
strated that in such a basis a CI wave function of seniority Ω = 0 (only closed shell
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Figure 5.10: Comparison of exact (FCI) occupation numbers with occupation numbers
optimized under different functionals for Li2 (black: R(Li-Li)=5.05 bohr, red:
R(Li-Li)=12.0 bohr).
determinants) is much more accurate than in a Hartree-Fock MO basis. It affords
a correct description of the dissociation limit. Refinements for the functionals are
proposed based on test (data) driven development where the functional forms are
thoroughly tested using CI NOs and occupation numbers as well as self-consistently
optimized ones. All functionals have 2Jpq − Kpq terms with the standard prefactor
(1/4)npnq which may be thought to stem from the diagonal Hamiltonian matrix
elements (between two identical determinants) when using the CI expansion of the
wave function to calculate the expectation value of the energy. We modulate the
contribution of the L integrals arising from off-diagonal matrix elements. Proper
dissociating behavior is generated by the LS form −√nHnaLHa of this contribution
for the HOMO-virtual pairs (H is the HOMO, a > H denote the “unoccupied" or “vir-
tual" NOs). The remaining inner-outer (i < H, o ≥ H) contributions are varied from
0 (functional ELS1) to LS form (−√ninoLio) (pure LS form for Kio and Lio terms
combined in functional ELS2) with various forms of the scaling, with parameters
that are empirically determined by a best fit to the potential energy curves (PECs)
of the target molecules LiH, Li2, BeH+. The three resulting functionals ELS4-6 all
have an intermediate strength of the Lio contributions and provide PECs that devi-
ate only slightly form the benchmark FCI PECs. ELS4 and ELS5 exhibit comparable
accuracy for the whole potential energy curve, being slightly shifted upwards with
respect to FCI (LiH, Li2) or downwards (BeH+). ELS6 displays better long range be-
havior for LiH and Li2 and worse in the case of BeH+, at the same time offering no
improvement around the equilibrium. An important feature worth emphasizing is
that by its construction, the ELS functionals reduce for two-electron systems to the
exact LS functional.
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Figure 5.11: Comparison of exact (FCI) occupation numbers with occupation numbers
optimized under different functionals for BeH+ (black: R(Be-H)=2.5 bohr, red:
R(Be-H)=8.0 bohr).
Comparison of the spectroscopic parameters based on a fit to a Morse curve
provided a quantitative criterion for comparing the quality of the curves. It showed
that all introduced functionals except ELS6 recover the De obtained with FCI with
an error not larger than 5% and the other parameters (Re and ωe) with errors less
than 2%.
Comparison of self-consistently optimized occupation numbers revealed a clear
inferiority of the ELS1 functional, which lacks Lio contributions completely. It does
not reproduce the ON distributions as accurately as the remaining ELS functionals
do. Functional ELS3 tends to overestimate the largest occupation numbers. Again
the functionals based on interpolation schemes (ELS4-6) give superior performance
and reproduce the exact occupation numbers accurately around equilibrium and
near dissociation, with very small differences amongst them.
The results of this work suggest the extension of the LS functional as a promising
direction of the 1RDMFT development. Further work is due on development and as-
sessment of the ELS inspired schemes for chemical systems with more challenging
electronic structure (multiple bonds, lone pairs etc.).

Part II
PA I R D E N S I T Y A P P R O A C H T O I N T E R M O L E C U L A R
I N T E R A C T I O N S
We are stuck with technology when what we really want is just stuff that
works.
— Douglas Adams
The Salmon of Doubt

6
A B R I E F I N T R O D U C T I O N T O T H E T H E O RY O F
I N T E R M O L E C U L A R I N T E R A C T I O N S
The first part of this dissertation was focused on describing what can be collectively
termed chemical processes in molecular systems in the framework of 1RDMFT. Main
attention was concentrated on accurate description of potential energy surfaces
and processes underlying covalent bond formation and breaking. Such electronic
energy changes under nuclear rearrangements are an exciting discipline by itself
and provide vital information about electronic structure, potential energy land-
scapes and mechanisms of chemical reactions. In the remainder of this thesis I will
turn my attention to the phenomena that arise when the internuclear distance is
extended beyond the reach of a standard covalent bond or when the constituents
of a system do not form a covalent bond at all. These phenomena fall into the
broader category of intermolecular interactions of atoms and molecules.
To distinguish these interactions from the covlent interactions leading to bond
formation, they are sometimes collectively termed noncovalent interactions. Estab-
lished view of a covalent bond is based on the concept of electron pair being shared
between atomic or molecular fragments [84]. By contrast in the case of noncova-
lent interactions there is usually no overlap between the electron densities of the
interacting fragments and the underlying interaction is electrostatic in nature. Be-
cause of this noncovalent interactions are usually much weaker than the covalent
ones by one to three orders of magnitude [85]. Despite their strength, it is hard to
exaggerate their importance in nature.
An interesting thought experiment would be to try to imagine the world with-
out noncovalent interactions. Certainly it would be an easier world to describe in
terms of physical laws since in the absence of the interactions between molecules
all matter would be in the form of an ideal gas. However there would probably
be no physicists or chemists to try to benefit from those simplifications since life
as we know it depends crucially on noncovalent interactions. The structure of two
macromolecules essential to life, namely DNA and RNA is shaped and stabilized
by two kinds of noncovalent interactions namely planar hydrogen bonds and verti-
cal pi−pi interactions of the nucleic acid bases. Furthermore, when the information
stored in DNA is translated to a long chain of amino acids the noncovalent inter-
actions drive the folding of such sequence first into its secondary structure (alpha
helix, beta sheet, etc.), then to the tertiary structure which is responsible for most
of the functions of the protein in an organism. The tertiary structures can further
interact with each other to form quaternary structures. At every stage of these
processes the noncovalent interactions are of utmost importance.
Another biological process that would not be possible without the noncovalent
interactions is molecular recognition, where biological molecules that exhibit cer-
tain complementarity are brought together to form a host-guest complex. This
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mechanism is also exploited in designing novel drugs that will selectively bind to
a certain protein and either activate or deactivate its active site.
At the cellular level dispersion interaction was found to play a key role in build-
ing the strength and rigidity of the cellular membranes of anaerobic bacteria Candi-
datus Brocadia Anammoxidans [86]. Because of their unusual degree of compactness
those membranes are able to separate toxic nitrogen cycle byproducts from the rest
of the cell.
Maybe the least striking but by far the most evident manifestation of the non-
covalent interactions is the existence of liquids and structure of solids. The liquid-
vapor condensation depends on the strength of the interaction between molecules
and crystal packing is governed by the orientation, strength and nature of the
underlying intermolecular interactions [87, 88].
On the other hand probably the most remarkable manifestation of the attractive
intermolecular forces in the macro world is the ability of gecko setae to support its
full body weight while being adhered to smooth vertical surfaces independently
of the surface’s hydrophobic or hydrophilic character [89]. Research conducted on
the underlying phenomena enabled the development of strong, reusable, “gecko-
inspired” adhesives that can stick to a wide variety of surfaces [90].
It is important to stress here that despite their unquestionable importance the in-
termolecular forces are not directly available in any experiment. Some experimen-
tal techniques are able to provide data from which the properties of interacting
complexes can be extracted and the most notable examples are scattering exper-
iments in atomic-molecular beams, spectroscopic measurements, thermophysical
measurements and nuclear magnetic resonance. However processing of the exper-
imental data usually requires a semi-empirical model potential. Such potential is
usually a function that depends on the coordinates describing the relative orienta-
tion of the interacting fragments and some adjustable parameters which are fitted
to obtain the best match with the experimental findings. The potential itself should
be flexible enough to accommodate all the possible interactions between the con-
stituents of the studied system. The analytical form of the potentials should ide-
ally be determined from theoretical considerations of the underlying forces which
would in turn guarantee the reliability of the constructed models. However the-
oretical developments in the field of intermolecular interactions were from the
beginning closely linked to the state of knowledge about molecular and atomic
structure thus early attempts to formulate such a theory were very ambitious and
required tremendous effort and physical intuition.
One of the first attempts to introduce and quantify the intermolecular interac-
tion was made by Clairaut [91] in his treatise Théorie de la Figure de la Terre from
1743. Trying to explain the rising of liquids in capillaries he introduced two kinds
of forces: those between the liquid and the tube surface and those between liquid
particles themselves. His ideas were further developed by Laplace [92] and Gauss
[93]. Considering the capillary effect Gauss included also the force of gravity next
to forces introduced by Clairaut and using the principle of virtual work was able to
show that in order for the appearing integrals to remain finite under the assump-
tion that the intermolecular potential in the form 1/Rn as R → ∞, the exponent n
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has to be at least 6 with R being the intermolecular distance. Obviously this agrees
with modern findings but at that time it was only an assumption.
The classical concepts introducing the notion that molecules repel each other at
short distances and attract each other at long distances were introduced through
the kinetic theory of gases by Clausius [94] Maxwell [95, 96] and Boltzmann [97] in
the second half of the nineteenth century. Although Maxwell was convinced that
molecules only repel each other with a force proportional to the inverse fifth power
of the distance Clausius and Boltzmann were advocating that particles repel each
other at short distances and attract in the large separations regime. Boltzmann
in particular repeated Maxwell’s calculations utilizing several interaction models
including the attractive forces and showed that they are equivalent and consistent
with empirical data. It is worth noting that still at that time Boltzmann was one of
the few physicists advocating the existence of atoms as real objects and not only
theoretical constructs simplifying calculations.
Inspired by the papers of Clausius on the kinetic theory of gasses the dutch
physicist J. D. van der Waals made an attempt to include the effect of the attrac-
tive forces on pressure. He disagreed with Maxwell and claimed that there are no
repulsive forces between molecules but only the attractive interactions are present.
Starting from that supposition and treating atoms as rigid objects of finite size in
his thesis [98] he modified the ideal gas law and presented an equation of state
for gases and liquids where the pressure is corrected by the term proportional to
the square of the molecular density (p + aV2 ) in order to account for the attractive
interparticle forces. He also introduced a term correcting total volume available to
the particle by excluding the space taken by the particle itself. Although he did
not manage to explain the origin of the those attractive forces his findings linked
the effect of gas cooling upon expansion observed by Joule and Thomson to the
existence of attractive forces between molecules. The importance of his discoveries
was acknowledged by the Nobel comity and he received the prize in 1910. Fur-
thermore the attractive forces between neutral atoms and molecules are now often
referred to as van der Waals (vdW) forces.
After considerable success in the efforts to find laws that govern the intermolec-
ular interactions the progress was decelerated by the lack of a coherent theory
of atomic and molecular structure. A more pragmatic route was taken by sev-
eral researchers trying to develop more phenomenological approaches in a semi-
empirical manner. The resulting model potentials contained adjustable parameters
to account for unexplained forces. Among other the most notable were the efforts
by Sutherland [99–102] and the famous Lennard-Jones potential [103].
An important contribution was added by Debye who in his theory of dielectric
permittivity investigated alignment of molecular dipoles in an external electric
field [104]. Later on he also proposed that charges in a molecule are not immobile
and are able to move when exposed to the presence of the field produced by the
permanent electric moments of other molecules [105].
The true understanding of the origins of the intermolecular forces came with
the discoveries of quantum mechanics and subsequent explorations of the elec-
tronic structure of atoms and molecules. The short range repulsive interaction was
traced back to the antisymmetry of the wave function following from the Pauli ex-
68 a brief introduction to the theory of intermolecular interactions
clusion principle. The resulting interaction is called the exchange interaction and
it vanishes exponentially with the distance. The above conclusions were possible
through the calculations performed by Heitler and London for the H2 molecule
[106]. The same system was studied by Wang [107] who has shown that the at-
tractive forces depend on the distance like 1/R6 and have a quantum mechan-
ical origin. Later on London [108, 109] formulated and presented the quantum-
mechanical theory of the attractive forces between neutral species which explained
the origin of the attractive forces and laid the necessary foundations for the theory
of intermolecular interactions.
The preceding paragraphs only highlight the most important steps in the theo-
retical advancements and for a more elaborate account of the history of the devel-
opments in the theory of intermolecular interactions refer to the excellent mono-
graphs by Margenau and Kestner [110] and Rowlinson [111].
In modern theory of intermolecular interactions a classification of all forces into
“short-range” and “long-range” is introduced based on their dependence on the in-
termolecular distance R [112, 113]. Although this distinction might seem arbitrary
at first sight it is deeply rooted in the theory and follows naturally from perturba-
tion theory. The “short-range” forces originate from the effects arising when the
densities of the interacting monomers overlap significantly and therefore decay
exponentially with increasing R. It is the region where the interacting fragments
cannot be treated as separate entities because of the overlap and resulting inter-
action is mostly repulsive. Here the dominant term is the exchange-repulsion but
other contributions such as charge transfer or penetration might contribute as well.
The “long-range” forces on the other hand behave as inverse integer powers of
intermolecular distance and amongst them we can single out electrostatic, induc-
tion, dispersion, resonance and magnetic terms. The electrostatic effects describe
the classical interactions between permanent molecular multipole moments, there-
fore are pairwise additive and don’t contribute when one of the monomers is a
spherically symmetric atom. Depending on the mutual orientation of the multipole
moments this term can be either positive or negative. The induction term takes
into account the density distortion (polarization) of one molecule by the static
electric field of the other. This effect always results in attraction and is strongly
non-additive. A very important characteristic of the dispersion forces is that they
are always present between two molecules even if they do not possess any charge
or permanent electric moments. The interpretation of the origin of those forces is
that even in a neutral system the movement of electrons produces fluctuation in
the charge density leading to an instantaneous multipole moment. The field pro-
duced by this moment can then induce a change in the density of the other system
and the interaction of those two instantaneous moments lead to attraction that we
know under the name of dispersion interaction. The dispersion forces are sometimes
called London dispersion forces to acknowledge London’s contribution. In this thesis
I will use terms van der Waals forces, dispersion forces and London dispersion
forces interchangeably.
Despite the fact that the theoretical aspects of intermolecular interactions are
well understood the development of reliable electronic structure methods being
able to efficiently handle large chemical or biochemical systems is still an ongo-
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ing effort. The challenges include developing unambiguous benchmarks, compact
basis sets and robust practical, computational procedures that would provide ac-
curate description of weakly interacting systems.
Methodological developments in the description of intermolecular interactions
in terms of electronic structure methods resulted in several approaches for calculat-
ing intermolecular forces. As indicated above the long-range interactions depend
on the electronic structure of individual interacting molecules and their response
to the electric field. Therefore knowledge of the electric properties such as multi-
pole moments and polarizabilities can be used to obtain the long range interaction
potential. This approach utilizes the asymptotic series expansion of the intermolec-
ular potential in terms of intermolecular distance. In the alternative and probably
most commonly applied approach the interaction potential is calculated as the dif-
ference between the energy of the system and the energies of its constituents. This
approach is usually referred to as the supermolecule method and can be applied
with a vast array of standard wave function, density functional and semi-empirical
methods. In such calculation inclusion of electron correlation is vitally important
especially when binding between molecules is dominated by the dispersion interac-
tion. Amongst wave function techniques second order Møller-Plesset perturbation
theory (MP2) [114] gives reliable data for hydrogen bonded systems but notoriously
overestimated the dispersion contributions. Because of considerable deficiencies of
MP2 when applied to noncovalent interactions several improved schemes were pro-
posed: spin component scaled MP2, MP2.5, MP2C [115–117]. Higher level meth-
ods from the coupled cluster (CC) family [118, 119] offer a considerable improve-
ment with respect to MPn methods and coupled cluster with iterative single and
double excitations and perturbative triples (CCSD(T)) performed with a well satu-
rated atomic basis set is often considered to be a benchmark for more approximate
methods. The application of CI method is rarely used to calculate intermolecular
potential since FCI has a very steep scaling with the system size and truncated CI
expansions suffer from the size-inextensivity which makes them ill fitted for calcu-
lating energy differences. Although in cases of small systems containing roughly
4–6 electrons FCI is often used to obtain reliable benchmarks and refine existing po-
tentials. Unfortunately for the least computationally expensive density functional
theory (DFT) category of methods it has proven impossible so far to formulate a
simple density functional that would incorporate the dispersion energy. Because
of the great importance of the van der Waals interaction in chemistry and physics,
there is currently a large effort to develop procedures of varying degrees of semi-
empiricism to obtain reasonable estimates for the dispersion energy [120–127]. Per-
formance of the wave function, density function and semi-empirical methods was
assessed in several studies for carefully designed test sets of molecular complexes
[85, 116, 117, 128–136].
A critical issue connected with the supermolecule approach is the problem of
artifacts originating from the use of finite basis sets. An established view is that
extensive basis sets with high angular momentum functions and diffuse functions
are necessary to obtain accurate results. To arrive at chemical accuracy (∼ 1kcal/-
mol) it is often advised to extend the basis set by including the so called mid-bond
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functions [137–139] or resort to basis set extrapolation techniques [140–143] to ac-
count for the effect of basis set incompleteness.
A third group of methods is based perturbation theory where the interaction
itself is treated as a perturbation with respect to the non-interacting Hamiltonian
which is a sum of monomer Hamiltonians. This category is well represented by the
symmetry adapted perturbation theory (SAPT) methods [144–146] with its modifi-
cations relying on density functional theory [147–151]. An important feature of
these approaches is that they provide various, physically well defined energy com-
ponents of the total interaction energy and therefore can simplify construction of
model potentials. Moreover since the interaction energies are obtained directly it
removes some of the troublesome basis set artifacts.
In the following part of the thesis first the influence of the finite basis set artifacts
on interaction energies will be addressed in chapter 7. Then in chapter 8 I will show
how the dispersion interaction can be described in terms of the two-body reduced
density matrix (2RDM) starting from the simple H2 system in the triplet state and
then moving towards more complicated systems as the singlet state of hydrogen
molecule where next to dispersion the dissociating bond contributes significantly
to energetics and the shape of the potential energy curve. Based on guidelines
established in both cases involving H2 in chapter 9 the very accurate 2RDM of the
helium dimer will be analyzed and a orbital mechanism of the vdW interaction
will be established. Finally in chapter 10 an attempt to generalize the technique
for calculating the dispersion energy using a localized 2RDM will be introduced
formally and illustrated with preliminary examples.
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R E L I A B I L I T Y A S S E S S M E N T O F T H E C O U N T E R P O I S E
C O R R E C T I O N A L O N G T H E P O T E N T I A L E N E R G Y C U RV E O F
H E L I U M D I M E R
When aiming at an accurate determination of the interaction energy of a van der
Waals (vdW) complex within the supermolecule approach, the basis set superposi-
tion error (BSSE) and basis set convergence error (BSCE) must be accounted for. Both
of these errors are consequences of the incompleteness of the basis set. The BSSE
was introduced by Liu and Mclean in 1973 [152], although it was first reported in
1968 by Kestner [153] for the helium dimer and by Jansen and Ros [154] for the
protonation of carbon monoxide. The BSSE arises when two (or more) fragments
approach to form a supermolecule. The description of fragment A within the com-
plex is improved by the basis functions of fragment B and vice versa, while such
extension of the basis is absent in the calculation of the isolated fragments. There-
fore, the energy of the fragments in the complex becomes lower than in the isolated
fragments. So the BSSE error results in an overestimation of the interaction energy.
This effect becomes stronger at shorter distance, when the basis functions of the
other fragment get closer and are more effective. A conceptually simple way of
accounting for BSSE is the counterpoise correction (CPC) method [155], in which the
energies of the fragments are calculated in the full basis of the complex, and these
counterpoise-corrected energies are used for the energies of the fragments when
computing the interaction energy. The accuracy of the simple counterpoise correc-
tion as a measure of BSSE has been the subject of some debate [156–165]. There
are arguments that the fragments cannot take advantage of the full dimer basis as
the Pauli principle prevents them from using the occupied orbitals of the partner
[166–168]. However, there appears to be a consensus that the CPC method at least
gives a correct estimate of BSSE. Duijneveldt et al. [169] argue that the CPC method
does provide a pure, BSSE-free interaction energy at the FCI level. In this chapter, I
will use this method to estimate the BSSE error.
In any finite basis there is a basis set incompleteness error, namely the difference
between FCI in the complete basis set versus incomplete basis. It is called the basis
set convergence error [170]. It is expected that this error is larger in the complex
than in the fragments. In a recent study, Alvarez-Idaboy et al. [171] stated:
“The error arises when two fragments A and B (or more) approach.
The ... London dispersion forces ... are attractive but with truncated
basis sets, these interaction energies are underestimate.”
One can define the difference in these basis set errors for the dimer and for the
two fragments as the basis set convergence error or the basis set correlation error
(BSCE) of the interaction energy. In this chapter, I will study the BSCE by using the
prototype He2 dimer, for which FCI calculations up to large basis sets are nowadays
possible. As reference energy I take the exact nonrelativistic Born-Oppenheimer
(VBO) interaction energy presented by Przybytek et al. [172] where also estimate
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of uncertainties can be found. It is clear from Ref. 172 that adiabatic, relativistic and
QED corrections are much smaller (< 0.1 µhartree) than the investigated BSSE error
in the bonding region of the potential curve. For a specific basis set X a definition
of the BSCE is given as the exact interaction energy minus the CPC corrected full CI
interaction energy in that basis. This quantity is negative in all investigated cases.
The BSSE and BSCE have opposite signs, so BSCE can cancel (part of) the BSSE. It
may therefore be unbalanced to account for one of these basis set errors but not
for the other one. Dunning [170] stated:
“It is quite possible and even probable that the binding energies com-
puted without the counterpoise correction, are closer to the complete
basis set limit than the corrected values. This frustrating (or lucky) sit-
uation (depending on your proclivities) is due to the fact that the BSSE
and the basis set convergence error are often of opposite sign”.
Alvarez-Idaboy et al. [171] have also reported that the counterpoise corrected bind-
ing energies are not systematically better than uncorrected ones. These authors
therefore do not recommend calculating the interaction energies including the BSSE
correction. However, these conclusions have to be qualified if one considers the in-
teraction potential over a larger range than just the bottom of the vdW well. In the
present chapter I will show that the BSSE does become the dominating error with
increasing internuclear distance. The BSCE compared with the BSSE can be ignored
in the long range. So including the BSSE correction in the calculation of the inter-
action energies becomes important in the tail of the interaction potential, which is
governed by the dispersion coefficients C6, C8 and C10.
In the subsequent section 7.1, I describe the procedure used to obtain the un-
corrected and counterpoise corrected interaction potential of He2 and to obtain
an estimate of the BSSE and BSCE. The results are reported and discussed in the
section 7.2. The conclusions are given in section 7.3. The calculated energies and
distances are given in atomic units (hartree and µhartree for energies, bohr for
distances).
7.1 computational details
The main body of this work consists of ab initio electronic computation of the total
energy of He2 and He and the calculation of estimates of the BSSE and BSCE. In
order to study the BSSE, the total energy of the helium atom has been calculated
with and without the counterpoise correction, respectively. We define the following
quantities. The uncorrected dimer bond energy in basis set X is
∆EXdimer = E
X
dimer(FCI)− 2EXHe(FCI). (7.1)
The BSSE is
∆EXBSSE = 2
(
EXHe − EXHe(CP)
)
, (7.2)
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twice the CPC correction for one atom. It is defined as a positive quantity that will
reduce the bond energy to the counterpoise corrected value
∆EXCPdimer = ∆E
X
dimer + ∆E
X
BSSE. (7.3)
The BSCE is the basis set error for the dimer interaction energy, which is the dif-
ference between the exact bond energy for the dimer (or the FCI calculation in a
complete basis) and the counterpoise corrected FCI interaction energy in basis set
X,
∆EXBSCE = ∆E
exact
dimer − ∆EXCPdimer. (7.4)
The “exact” bond energy of the Helium dimer has been reported in many pa-
pers [120, 172–180]. The reported values are rather close therefore the value from
Ref. 172 will be chosen. The calculations of the total electronic energy were per-
formed with the gamess(us) package of programs[31, 81] with correlation-consistent
basis sets aug-cc-pVXZ (X= D, T, Q, 5) [29, 181–183] at the FCI level.
7.2 results and discussion
From Table 7.1, it is obvious that at the listed internuclear distances the counter-
poise corrected interaction energies systematically approach the exact ones with
increasing basis set size. This is to be expected. The counterpoise corrected ener-
gies only leave the BSCE, which is an error arising from basis incompleteness. So
with increasing basis set this error should diminish gradually. The basis set incom-
pleteness error is larger for the dimer than for the monomers. Accordingly, ∆EXCPdimer
approaches the exact value always from above. The situation is more complicated
for the uncorrected interaction energies. While at long range (distances 7.0 and 8.0
bohr) and at short range (3.0 and 4.0 bohr) improvement with basis set size is also
occurring for the uncorrected interaction energies, this is not at all evident around
the vdW minimum (5.0 and 5.6 bohr). Actually, with all basis sets the uncorrected
bond energies are at those distances better than the CPC corrected ones. For the
smaller basis sets the uncorrected bond energies are at these distances even far bet-
ter than the corrected ones. This is caused by considerable cancellation of the BSSE
and BSCE, which are both present in the uncorrected bond energies. The BSSE leads
to overestimation of the interaction energies and the BSCE to underestimation. They
can cancel to a large extent if their absolute magnitudes are similar. However, from
Table 7.2, one can see that the BSCE and BSSE only have similar magnitudes close
to the vdW minimum. The cancellation-to-a-large-extent is no longer operative at
short and at long distances, but the situation is rather different in those two cases.
At short distance the BSSE is relatively small, for instance at 3.0 bohr BSSE is close to
5 times smaller than the BSCE. But it still counteracts the BSCE, so it is favorable to
retain it, i. e. the uncorrected bond energies are better than the BSSE corrected ones,
see the bold numbers for the “best” value from a ∆EXdimer, ∆E
XCP
dimer pair in Table 7.1.
At long distance, on the other hand, the BSCE is most of the time smaller than the
BSSE. It is considerably smaller with the “small” X=D and X=T basis sets, both at
7.0 and 8.0 bohr. For the large basis sets it is smaller at 8.0 bohr, though not yet at
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7.0 bohr, but the differences are not large. So the cancellation effect, which makes
the uncorrected energies with small and medium basis sets perform rather well
around the vdW minimum, also helps in the short range, though not much. In the
long range it does not help with the small basis sets, where it is most wanted. So
there it is better to correct for BSSE, i. e. the CPC energies are the best, see Table 7.1.
There is a cancellation effect at long distance with large basis sets, but in fact the
corrected and uncorrected bond energies are about equally close to the exact value.
Correcting for BSSE at the long distance also for the large basis sets does not really
improve, but is harmless. The different ratio between the (positive) BSSE and (nega-
tive) BSCE in the long range and the short range also explains why the uncorrected
interaction energies approach the exact energies from above in the short range and
the vdW range, and approach the exact ones from below in the long range.
Figures 7.1a–7.1f depict the behavior of the BSSE and BSCE as a function of basis
set size at the various distances that have been considered. The BSCE (blue lines)
is always present. The BSSE is represented with the red lines. If we add BSSE and
BSCE, as given with the green lines, we obtain the error in the uncorrected bond
energies, ∆EXBSSE + ∆E
X
BSCE = ∆E
exact
dimer − ∆EXdimer. The basic question is whether the
green lines (no counterpoise correction applied to ∆EXdimer) are better (closer to
zero) than the blue lines (counterpoise correction applied, so only BSCE left). The
figures demonstrate clearly that always the BSCE is negative and the BSSE is posi-
tive, and that their magnitudes decrease uniformly to zero with increasing basis
set. They also show that the BSSE increases with shorter bond distance (note the
different scales of the plots): the basis functions on the second monomer are more
effective the closer the second monomer will be. The BSCE similarly increases (the
total energies and the effect of basis set deficiency on it become both larger at
shorter distance). The error in the uncorrected bond energy, ∆Eexactdimer−∆EXdimer (red
lines) is markedly closer to zero at the distances 5.0 and 5.6 bohr than the error in
the CPC corrected bond energy ∆Eexactdimer−∆EXCPdimer (= ∆EXBSCE, blue lines). As the fig-
ures demonstrate, this is an effect of the switching of the error in the uncorrected
energies from being negative (∆Eexactdimer lower than ∆E
X
dimer) at short range to being
positive (∆Eexactdimer higher than ∆E
X
dimer) at long range. Of course, the effect is most
significant with the smaller basis sets. Evidently, around the vdW minimum not ap-
plying the CPC correction does yield energies in closer agreement with exact. Since
the BSSE can become larger than BSCE at long distance, one does no longer benefit
from a cancellation of errors between BSCE and BSSE. Only for the small basis sets
D and T it becomes better to apply the CPC correction (the uncorrected green curve
deviates more from zero than the corrected blue curve). At short distance the BSSE,
although its absolute magnitude is increasing, is small compared to the BSCE. Since
it has opposite sign to the BSCE, it is still better to keep it, since it will, when added
to the BSCE, diminish its negative value: the errors in the CPC corrected bond en-
ergies (blue lines) are larger than those of the uncorrected bond energies (green
lines).
Figures 7.2a and 7.2b summarize the above results with potential energy curves
along the entire distance range considered. From Figure 7.2a we can see that in
the small basis the uncorrected potential (blue line) is closer to the exact potential
(black line) than the corrected one (red line) from very short distances, around
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Table 7.1: The total energy of He2 and He with various basis sets from the aug-cc-pVXZ
series. ∆EXBSSE is the basis set superposition error 2(E
X
He − EXHe(CP)), ∆EXCPdimer is
the counterpoise corrected bond energy EXdimer(FCI) − 2EXHe(CP) and ∆EXdimer
is the uncorrected bond energy EXdimer(FCI) − 2EXHe(FCI). Of those two bond
energies, the one closest to ∆Eexactdimer is in bold. All energy values are in µhartree
units and distances are in bohr.
R X EXdimer(FCI) E
X
He(FCI) ∆E
X
BSSE ∆E
X
dimer ∆E
XCP
dimer ∆E
exact
dimer
3.0
D -5766089.397 -2889548.485 228.533 13007.573 13236.107
11931.550
T -5789009.617 -2900597.923 62.540 12186.229 12248.768
Q -5793051.804 -2902533.599 26.282 12015.395 12041.677
5 -5794434.803 -2903200.529 13.324 11966.256 11979.580
4.0
D -5778007.361 -2889548.485 62.291 1089.610 1151.901
926.515
T -5800223.948 -2900597.923 33.655 971.897 1005.552
Q -5804120.287 -2902533.599 9.495 946.912 956.407
5 -5805466.768 -2903200.525 4.766 934.284 939.050
5.0
D -5779088.067 -2889548.485 39.754 8.904 48.657
-1.505
T -5801191.684 -2900597.923 12.063 4.161 16.225
Q -5805063.845 -2902533.599 4.616 3.353 7.969
5 -5806399.687 -2903200.529 1.938 1.372 3.309
5.6
D -5779139.867 -2889548.485 28.691 -42.896 -14.205
-34.837
T -5801227.851 -2900597.923 4.704 -32.006 -27.301
Q -5805100.283 -2902533.599 2.754 -33.084 -30.330
5 -5806434.508 -2903200.529 1.317 -33.449 -32.133
7.0
D -5779114.768 -2889548.485 6.196 -17.797 -11.600
-14.639
T -5801212.499 -2900597.923 3.317 -16.653 -13.336
Q -5805081.783 -2902533.599 0.754 -14.584 -13.830
5 -5806415.421 -2903200.529 0.283 -14.362 -14.079
8.0
D -5779104.902 -2889548.485 2.365 -7.931 -5.566
-6.545
T -5801203.560 -2900597.923 1.589 -7.715 -6.126
Q -5805074.004 -2902533.599 0.525 -6.805 -6.281
5 -5806407.675 -2903200.529 0.256 -6.616 -6.361
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Table 7.2: The basis set superposition error BSSE: fifth column; the error in the BSSE cor-
rected bond energy (only BSCE present): fourth column; and the error in the
uncorrected bond energy (BSSE+BSCE): third column.
∆Eexactdimer − ∆EXdimer ∆Eexactdimer − ∆EXCPdimer 2(EXHe − EXHe(CP))
R X BSSE+BSCE BSCE BSSE
3
D -1076.0236 -1304.5568 228.5332
T -254.6789 -317.2185 62.5396
Q -83.8451 -110.1267 26.2816
5 -34.706 -48.0298 13.3238
4
D -163.095 -225.3862 62.2912
T -45.3823 -79.0369 33.6546
Q -20.3964 -29.8914 9.495
5 -7.7689 -12.5349 4.766
5
D -10.4092 -50.1628 39.7536
T -5.667 -17.7304 12.0634
Q -4.8589 -9.4747 4.6158
5 -2.8772 -4.815 1.9378
5.6
D 8.0593 -20.6315 28.6908
T -2.8313 -7.5357 4.7044
Q -1.7527 -4.5067 2.754
5 -1.3874 -2.704 1.3166
7
D 3.1583 -3.0381 6.1964
T 2.0144 -1.3028 3.3172
Q -0.0548 -0.8088 0.7540
5 -0.2769 -0.5595 0.2826
8
D 1.3859 -0.9795 2.3654
T 1.1692 -0.4196 1.5888
Q 0.2599 -0.2649 0.5248
5 0.0709 -0.1849 0.2558
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Figure 7.1: The BSSE, BSCE and BBSE+BSCE versus cardinal number X=D, T, Q, 5 of the
aug-cc-pVXZ series at various bond lengths R (bohr). All energies in µhartree.
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the vdW minimum till ca. 7.0 bohr. The CPC corrected curve is better than the
uncorrected one in the long range. But if the basis set is large enough, we can see,
from Figure 7.2b, that the uncorrected potential curve is better than the corrected
one over the whole range.
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Figure 7.2: Comparison of CP corrected and uncorrected potential energy curves of He2 in
aug-cc-pVDZ and aug-cc-pV5Z basis sets and exact curve.
The total recommendation is then to not apply counterpoise correction until well
beyond the vdW minimum, but this recommendation cannot be extended to the
complete potential energy curve. Of course one should not create discontinuities in
a potential energy curve. But if specifically the tail behavior is relevant, accounting
for the BSSE substantially improves the interaction potential (percentagewise).
7.3 conclusions
It is known that the (negative) basis set convergence error (BSCE) and the (positive)
basis set superposition error cancel partly around the vdW minimum. In the present
chapter I have investigated the BSSE and BSCE of He2 not only at the point of great-
est vdW well depth but over an extended distance range, from 3.0 bohr to 8.0 bohr.
With small and medium sized basis sets, it is unbalanced to leave the BSCE error in
(necessarily), but destroy the counteraction by the BSSE error by taking that error
out via the counterpoise correction technique. Only for an accurate calculation of
the long-range tail of the vdW interaction potential, it is recommended to include
the counterpoise correction in that distance range. With very large basis sets it is
better to not use the BSSE correction over the full range, not even in the long range
tail. These conclusions have been obtained from a study of the prototype system
He2, which has played a pivotal role in the debate on the BSSE [169].
This system gives unequivocal results, since FCI benchmark calculations can be
done up to the largest basis sets considered in this work. I should note that the
results are perfectly in line with results for larger systems with more limited CI
treatments. For instance, Alvarez-Idaboy and Galano [171] have done a similar
analysis for Ar2 based on CCSD(T) calculations with the aug-cc-pV(X+d)Z basis
sets. Their conclusions agree completely with those presented in this chapter. The
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counterpoise correction can be sensitive to the use of diffuse basis functions [184].
Diffuse basis functions can considerably reduce the BSSE. However, at the same
time they will also reduce the BSCE. The same arguments, invoking the partial
cancellation of these errors, continue to apply, and the (extensive) use of diffuse
basis functions does not lead to a different conclusion.
It is gratifying to find that the super-molecule method affords a quite good esti-
mate of the vdW well depth with reasonably small basis sets such as aug-cc-pVXZ,
X = D or T, if the counterpoise correction is not applied. This may be of some
convenience in calculations on larger systems, since the CPC requires additional
large basis set (dimer size) calculations. The uncorrected energies have the disad-
vantage that they do not systematically approach the exact potential energy curve
from above, as the CPC energies do, see Figure 7.2. There are of course also ba-
sis set extrapolation (BSE) techniques to avoid the basis set errors. One can obtain
atomic or molecular properties close to the basis set limit with a number of cal-
culations with basis sets of varying size if one can find a proper extrapolation
formula which correctly represents the basis set convergence behavior of the given
property. Many papers have investigated this method [140, 143, 185–193], but it is
of course also not free from some problematic features. One should use different
extrapolation formulae for the Hartree-Fock energies and the correlation energies,
since Hartree-Fock energies and correlation energies always display different con-
vergence properties [140, 185–187]. Different types of correlation may also require
different extrapolation formulas. This is why the recommendation [171] has some-
times been:
“The best way of dealing with basis set superposition error (BSSE) is not
to use CPC , but to make a computational effort for increasing the basis
set. This approach does not eliminate BSSE but significantly decreases it,
and more importantly it proportionally decreases all the errors arising
from the basis set truncation”.
This, of course, is the best way to eliminate the errors arising from the basis set
truncation altogether. However, it is obvious that this is not a general method,
being only applicable to small molecules. Our present results give some reason for
optimism about the CPC uncorrected supermolecule method, even with moderately
large basis sets.

8
D I S P E R S I O N I N T E R A C T I O N B E T W E E N T W O H Y D R O G E N
AT O M S I N T E R M S O F T H E T W O PA RT I C L E R E D U C E D
D E N S I T Y M AT R I X
A simple system consisting of two hydrogen atoms is probably among the most
studied molecular systems primarily because of the abundance and importance
of H atoms in the universe but also because it belongs to a class of two electron
systems which falls into an important category of problems in quantum mechanics
in general and in quantum chemistry in particular. The reason for this importance
is that those kind of systems serve as a link between relatively non complicated
one electron systems and complex many electron systems. The most significant
feature, however is that they can be considered as the paradigmatic species for
studying the electronic correlation. Although underlying equations for two elec-
trons in the presence of one or more nuclei do not fall into the category of exactly
solvable problems it is still possible to achieve outstanding accuracy using conven-
tional methods and approximations. Those high quality results combined with a
simplified picture provide valuable insight into understanding of the underlying
physical phenomena.
Electrons in the hydrogen molecule can have two possible mutual orientations
of their spins resulting in two different spin states of the system namely spin sin-
glet and triplet state. The change of the spin state has a dramatic influence on
the nature of the interaction between the atoms. At short interatomic distances
the interaction becomes increasingly repulsive due to kinetic energy increase and
(at very short distance) the diverging nucleus-nucleus repulsion. Then a large dif-
ference can be observed moving to the mid-range of the potential energy curve.
The singlet curve exhibits an attractive well due to the covalent electron pair bond
whereas the triplet one is purely repulsive and exhibits only a shallow minimum
caused by the dispersion interaction at larger distance of 7.8 bohr. In singlet H2 the
interaction between the H atoms at very long distance should be determined by the
dispersion interaction as well and become equal to that in triplet H2. The disper-
sion coefficients for the H-H interaction have been determined from the asymptotic
limit of perturbation theory approaches for the interaction, as for instance in the
early work by Pauling and Beach [194] and Hirschfelder and Löwdin [195, 196].
Recent work with the asymptotic approach using the H atom polarizability has
enabled extremely accurate calculation of the dispersion coefficients, see Ref. [197]
and references therein.
Although this system was under extensive investigations since the early dawn of
the quantum mechanics and served as a paradigmatic molecule for the intermolec-
ular interactions as indicated in chapter 6 I would like to once again reiterate the
description but this time in the framework of reduced density matrix functional
theory (RDMFT).
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8.1 h2 molecule in the triplet 3Σu state
The description of the hydrogen molecule in the triplet 3Σ+u state in terms of the
2RDM state was studied by Gritsenko and Baerends [198]. They have found that
in the case of the “pure” vdW interaction in 3H2, apart from the ground state con-
figuration Φ0 = |1σgα1σuα | just two doubly excited CSFs (in a NO basis) were re-
quired for an accurate description of the vdW interaction: the first excited 3Σ+u state
Φσ = |2σgα2σuα | and the first excited 3Σ+u state corresponding to the double ex-
citation to the (1pigα1piuα) configuration, Φpi = (1/
√
2)[ |(1pig ,xα1piu ,xα | +
|(1pig ,yα1piu ,yα | ]. The dispersion energy calculated with just these two excited
CSFs in the NO basis recovers 98% of the vdW binding energy Eb of 3H2 calcu-
lated with FCI, proving that the NOs are a singularly economic basis to express the
CI wave function incorporating the vdW interaction. Using the ground state wave
function Ψ0 = C0Φ0 + CσΦσ + CpiΦpi + . . . it is possible to write the dispersion
part of the diagonal two-particle density matrix (pair density) for the two up-spin
electrons as
Γ↑↑disp(r1, r2) ≈ 2
∫
C0Φ0(x1x2)∗
× [(CσΦσ(x1, x2) + CpiΦpi(x1, x2)] dx2ds1 + c.c., (8.1)
or more explicitly
Γ↑↑disp(r1, r2) = 2(1+ P12){
√
n1σn2σ[1σg(r1)2σu(r1)1σu(r2)2σg(r2)
− 1σg(r1)2σg(r1)1σu(r2)2σu(r2)]
+ ∑
t=x,y
√
n1σn1pi[1σg(r1)1piut(r1)1σu(r2)1pigt(r2)
− 1σg(r1)1pigt(r1)1σu(r2)1piut(r2)]},
(8.2)
where the fact that the expansion coefficients of the CSFs are in this system directly
related to the square roots of the NO occupation numbers was used. It is elementary
to show that this pair density corresponds precisely to the picture of the dispersion
energy as an attractive interaction of instantaneous multipolar charge distributions
on different H atoms (see Ref. 198 and section 9.1 below). The corresponding dis-
persion energy E↑↑disp is expressed as
E↑↑disp ≈
1
2
∫
dr1dr2
Γ↑↑disp(r1, r2)
|r1 − r2|
≈ 2√n1σn2σ[
〈
1σg1σu
∣∣ 2σu2σg〉− 〈1σg1σu ∣∣ 2σg2σu〉]
+ 2 ∑
t=x,y
√
n1σn1pi[
〈
1σg1σu
∣∣ 1piut1pigt〉− 〈1σg1σu ∣∣ 1pigt1piut〉].
(8.3)
It is important to note that the above formula is expressed using different integrals
than the usual Coulomb (J) and exchange (K) integrals and if follows that obtained
dispersion energy is a non-JK (non-primitive) functional of the NOs (and ONs).
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8.2 h2 molecule in the singlet 1Σg state
Analogously to the triplet state one might try to explore the possibilities of ob-
taining a description of the hydrogen molecule in the singlet state in terms of the
2RDM. This would however require a separation of the 2RDM, to an available de-
gree, into the terms accounting for chemical bonding and the terms building up
the vdW interaction. In the distance range of 5-9 bohr where the vdW interaction is
strong enough to lead to a minimum in the energy curve for triplet H2, the chemi-
cal bonding and the vdW interaction are in competition in singlet H2, and the vdW
interaction may be expected to modify significantly the shape of the interaction po-
tential, although one can find that it does not lead to a secondary weak minimum
in the energy curve.
I will discuss what consequences this may have for the formulation of a (natural)
orbital dependent functional for the vdW interaction, which would be required in
density matrix functional theory [67, 199–201]. I will also show that the physics
of the dispersion interaction requires that the occupancy amplitudes of the (2σu)2
and (1pig)2 configurations be positive when the dispersion interaction outweighs
the chemical bonding. This provides a physical explanation for the peculiar pos-
itive behavior of these occupancy amplitudes in stretched singlet H2, which was
predicted and demonstrated by Cioslowski and Pernal [202]. This positive nature
of the occupancy amplitudes is remarkable because the predominant on-site cor-
relation energy at shorter distances leads to negative occupancy amplitudes. The
importance of positive occupancy amplitudes at larger (van der Waals) distances is
a signature of the transition from the on-site correlation dominated distance range
to the dispersion correlation dominated distance range (the left-right correlation is
accounted for at all distances by the negative coefficient for the (1σu)2 configura-
tion).
With finite basis sets there are actually specific NO occupation amplitudes that
switch from negative to positive, going through zero, which has led Cioslowski
and Pernal to the general conclusion that zero occupation numbers do exist. This
is an interesting finding, which is in disagreement with the existing opinion that
for Coulombically interacting electrons such zero occupation numbers do not occur
[203–205]. However, in this work I will argue that the observed zero occupations
disappear upon extension of the basis set, and discuss how it could be possible
that in a complete basis occupation number zeros do not exist in spite of the noted
positive occupancy amplitudes at vdW distances and beyond.
8.3 the interaction potential of singlet h2 at long range
The total energy of H2 is here obtained using the F full configuration interaction
method combined with a large basis, namely Dunning’s augmented, correlation-
consistent, polarized sextuple zeta (aV6Z) basis [206]. I choose to express the en-
ergy curve of singlet H2 (the interaction potential of H2) as the sum of two contri-
butions. The first is the energy resulting from the chemical bonding, defined as the
Hartree-Fock plus nondynamical correlation energy. The nondynamical correlation
energy is calculated with a simple MCSCF calculation with the two configurations
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(1σg )2 and (1σu )2. Such a two-configurational expansion is a proper dissociation
wave function since in the infinite distance limit it can describe the exact Heitler-
London wave function for two completely dissociated H atoms.
It can describe the incipient chemical bonding at long distance, and even near
equilibrium distance it can recover the chemical bond energy reasonably well. The
remainder, the difference between the FCI energy and the two-configuration MCSCF
energy, is the dynamical correlation energy, which I will often just denote as “the
correlation energy”. The total wave function is written as
Ψ = ΨMCSCF +Ψdyncorr, (8.4)
where ΨMCSCF = C0
∣∣1σg∣∣2 + C1 |1σu|2, and Ψdyncorr is the sum of all possible ex-
citations out of the determinants of ΨMCSCF that generate 1Σ+g configuration state
functions CSFs. The energy can be written as the sum of the MCSCF energy, which
includes the chemical bonding effects, in particular at long distance, and the dy-
namic correlation energy,
E =
〈
Ψ
∣∣ Hˆ ∣∣Ψ〉 = EMCSCF + Edyncorr, (8.5)
EMCSCF =
〈
ΨMCSCF
∣∣ Hˆ ∣∣ΨMCSCF〉 , (8.6)
Edyncorr = 2
〈
ΨMCSCF
∣∣ Hˆ ∣∣Ψdyncorr〉+ 〈Ψdyncorr ∣∣ Hˆ ∣∣Ψdyncorr〉 . (8.7)
The CI calculations are performed with the gamess(us) package [31, 81]. The cor-
relation energy is calculated as the difference between the total energy E and the
“chemical bonding only” energy EMCSCF. From these energies, one can derive the
corresponding contributions to the interaction potential V(R),
V(R) = E(R)− E(∞), (8.8)
VChB(R) = EMCSCF(R)− EMCSCF(∞), (8.9)
VvdW(R) = Edyncorr(R)− Edyncorr(∞), (8.10)
V(R) = VChB(R) +VvdW(R), (8.11)
where for convenience of further discussion I will call the two contributions to
the interaction potential the chemical bonding part, VChB, and the van der Waals
bonding part, VvdW. For singlet H2, the above formula can be simplified based on
the following exact identities,
E(∞) = EMCSCF(∞) = −1 H + 1.447 µEH, Edyncorr(∞) = 0 EH. (8.12)
(which takes into account that in the aug-cc-pV6Z basis the energy of a H atom is
0.7236 µEh above −0.5 H). The analysis then proceeds in two steps. First I analyze
the contributions of VChB(R) and VvdW(R) to the V(R) at long distance. Next I
will give a natural orbital analysis of the vdW bonding, highlighting the qualitative
difference of this type of correlation with other dynamical correlation components,
in particular the on-site correlation.
In Figure 8.1 one can see that the FCI calculations with the aug-cc-pV6Z basis
are consistently higher, by some 20 µEh , compared to the benchmark results of
Kołos and Wolniewicz [207]. This error is of the order of magnitude of the van
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der Waals well in triplet H2, which is 19.7 µEh according to Ref. 207. Of course
cc-pV5Z is even further off. However, the FCI results for the total energy E in the
aug-cc-pV6Z basis are in very good agreement (at ca. 1 µEh level) with the Kołos
and Wolniewicz benchmark. Apparently, van der Waals bonding effects can be
studied with conventional CI calculations in a basis set of aug-cc-pV6Z quality.
Figure 8.2 shows a breakdown of the total interaction potential V(R) of singlet
H2 into VChB(R) and V
singlet
vdW (R). Obviously, the chemical bonding energy has a
shorter range, as expected from its exponential decay at long distance. At short
distances the chemical bonding energy is dominant, but Figure 8.2 shows that
the VvdW(R) becomes the largest contribution to the total interaction when the
interatomic distance goes beyond 7 bohr (see last column of Table 8.1). As shown
in Table 8.1 and Figure 8.2 at distances of 8.5 bohr and larger the chemical bonding
is a small contribution compared to the dispersion energy embodied in VvdW. In
contrast to the case of singlet H2, there is no nondynamical correlation (chemical
bonding) in triplet H2.
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Figure 8.1: The interaction potential between two H atoms from full CI (FCI) calculations
in three basis sets compared to the Kołos and Wolniewicz [207] reference curve,
plus two limited CI calculations in NO basis. 8NO: only CSFs from (1σg)2,
(1σu)2, (2σg)2, (2σu)2, (1pig)2, (1piu)2 configurations. 2NO: only CSFs from
(1σg)2, (1σu)2 configurations.
The Hartree-Fock wave function is the simple single determinant |1σgα1σuα|,
which is a good zero-order wave function that yields a purely repulsive curve due
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to the Pauli repulsion. Since the Pauli repulsion is short ranged (also exponentially
decaying since it is based on orbital overlaps) the dispersion energy with its dom-
inant R−6 long range behavior can create a van der Waals well in triplet H2 at the
outer edge of the repulsive curve (vdW minimum at 7.8 bohr). In Figure 8.2 also
the dynamical correlation (difference of total FCI energy and Hartree-Fock energy)
in triplet H2 is shown. It becomes purely dispersion energy at long distance. The
same long range R−6 behavior is expected as in singlet H2, beyond the range of the
chemical bonding. Indeed it can be seen that the dynamical correlation in singlet
H2 at long distance coincides with that of triplet H2. It is to be noted that the vdW
interaction does not create a weak vdW minimum in the interaction potential of sin-
glet H2. The tail of the chemical bonding interaction is strong enough at the vdW
distance to make the interaction potential go down monotonously upon shorten-
ing the distance. Equivalently, the Van der Waals interaction is not sufficiently far
outside the exponential tail of the chemical bonding to lead to a distinct secondary
minimum, which would have been a clear signature of the dispersion interaction.
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Figure 8.2: The total interaction potential V (R) and the chemical bonding contribution
VChB(R) = EMCSCF(R) − EMCSCF(∞) for singlet H2 . The dynamical correla-
tion contribution V sin gl etvdW in the singlet state, V
singlet
vdW = V − VChB as well as the
dynamical correlation contribution in the triplet state, V tripletvdW = V
triplet − VHF
are also shown. All calculations based on MCSCF (HF) or FCI in aug-cc-pV6Z
basis.
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From consideration based on perturbation theory [112] we can assume that the
leading terms of V(R) are C6/R6 + C8/R8 + · · · , and therefore we can expect a
straight line when R6 × VvdW is plotted as a function of 1/R2 with intercept C6
at 1/R2 → 0. Indeed Figure 8.3, shows the curve of R6 × VvdW for singlet H2 as
function of 1/R2 and fully agrees with the above assumption. The values of C6 and
C8 are then obtained as the intercept and slope of a linear least-squares fit. The C6
and C8 obtained from the present fitting range, i. e. , R = 12.0− 14.0 bohr, are C6 =
6.27 and C8 = 148.18. Taking into account that the fitted C8 accumulates also higher
order terms, the coefficients are in reasonable agreement with the known values
C6 = 6.499 and C8 = 124.399, which are obtained from (variation-)perturbation
treatments of the interaction between two H atoms [194, 195] or polarizability sum
rules for the atoms [197]. Our calculations at the given distances still include some
amount of on-site nondynamical correlation energy (see section 8.4). More accurate
estimates of the dispersion coefficients can be obtained by extending the distance
range over which the fitting of our results to the asymptotic expressions with
dispersion coefficients is done, but it is not our purpose to reproduce to more
digits the accurately known values. I will proceed by analyzing the natural orbital
representation of the wave function and demonstrate that the NO basis yields a very
compact and accurate description of the dispersion energy. The special behavior of
the CI coefficients (the “phase” of the NO occupation numbers) of the 2σu and 1pig
orbitals, which turn firmly positive at large R in the singlet H2 system, as noted by
Cioslowski and Pernal [202], will be shown to be a consequence of the dispersion
interaction.
8.4 natural orbital analysis of singlet h2 at long distance
According to Löwdin and Shull [23] the real spatial wave function Ψ(1, 2) of a
two-electron system such as singlet H2 can, in the basis of natural orbitals χk , be
expanded exactly in just double excitations (”diagonal double excitations”) of the
type (1σg )2 → (χk )2 with coefficients given by the NO occupations nk (nk =
nαk + n
β
k ),
Ψ(1, 2) = ∑
k
Ck |χk (r1 )αχk (r2 )β | , (8.13)
nαk = n
β
k = |Ck |2 , (8.14)
nk = 2 |Ck |2 . (8.15)
So the complete CI expansion also can be simplified as
Ψ(1, 2) = ∑
k
f k
√
nk
2
|χk (r1 )αχk (r2 )β | , (8.16)
where the phase factors obey f k = ±1.
The two-particle density matrix and its diagonal, the pair density, are the basic
quantities with which the electron correlation can be described. The two-particle
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Table 8.1: The energy E with respect to two isolated H atoms (i. e. V(R)) and the dynamical
correlation energy (the van der Waals bonding) VsingletvdW with full CI and with
limited CI (in a basis of 8 NOs) from calculations in aug-cc-pV6Z basis. Energies
in µEh .
V(R) VsingletvdW % of
R FCI 8NOs FCIi 8NOsii VsingletvdW (FCI)
iii V(R)iv
7.0 -195.339 -192.870 -93.174 -90.704 97.35 46.43
7.2 -148.727 -146.975 -76.184 -74.433 97.70 50.05
7.4 -114.098 -112.851 -62.661 -61.414 98.01 53.83
7.6 -88.264 -87.373 -51.841 -50.950 98.28 57.72
7.8 -68.898 -68.259 -43.139 -42.499 98.52 61.68
8.0 -54.298 -53.837 -36.102 -35.641 98.72 65.64
8.2 -43.219 -42.885 -30.381 -30.047 98.90 69.52
8.4 -34.752 -34.509 -25.704 -25.461 99.05 73.26
8.6 -28.230 -28.051 -21.860 -21.682 99.18 76.80
8.8 -23.162 -23.031 -18.682 -18.551 99.30 80.09
9.0 -19.190 -19.092 -16.042 -15.944 99.39 83.09
9.2 -16.047 -15.973 -13.836 -13.763 99.47 85.77
9.4 -13.535 -13.480 -11.984 -11.929 99.54 88.13
9.6 -11.509 -11.467 -10.421 -10.379 99.60 90.18
9.8 -9.859 -9.826 -9.096 -9.064 99.64 91.94
10.0 -8.502 -8.477 -7.968 -7.943 99.68 93.42
i E(FCI)-E(2NOs)
ii E(8NOs)-E(2NOs)
iii 100×VsingletvdW (8NOs)/V
singlet
vdW (FCI)
iv 100×VsingletvdW (8NOs)/V(R)(FCI)
density matrix and the electron-electron interaction energy can be written for two-
electron systems as:
Γ(1, 2; 1 ′ , 2 ′ ) = 2∑
k , l
Ck C lΦk (1, 2)Φ l (1 ′ , 2 ′ ) (8.17)
Eee =
1
2
∫ Γ(1, 2)
r12
dr1 dr2 ds1 ds2 (8.18)
where Φk(1, 2) = |ψk(r1)αψk(r2)β| and the Ck are taken to be real. In the natural
orbital-based CI (NOCI) expansion of the wave function there are only a few im-
portant types of excitations, those to closed shells of σg and σu orbitals, and those
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Figure 8.3: The interaction potential as a function of 1/R2 over the R interval from R = 12
bohr (1/R2 = 0.0069) till R = 14 bohr (1/R2 = 0.0051). The least squares fit
to a straight line, R6VsingletvdW = C6 + C8/R
2 gives C6 ≈ −6.37± 5.4 · 10−5 and
C8 ≈ −148.18± 1.5.
to configuration state functions of (npig)2 and (npiu)2 configurations which have
1Σ+g symmetry,
Ψ(1, 2) = C0
∣∣1σgα1σgβ∣∣+ C1 |1σuα1σuβ|
+∑
n
[
Cσgn
∣∣nσgαnσgβ∣∣+ Cσun |nσuαnσuβ|
+ Cpign
[∣∣npigxαnpigxβ∣∣+ ∣∣npigyαnpigyβ∣∣] /√2
+ Cpiun
[|npiuxαnpiuxβ|+ ∣∣npiuyαnpiuyβ∣∣] /√2] + . . .
(8.19)
Inserting Equation (8.19) into Equation (8.17), the two-particle density matrix is
obtained. Only the coefficients C0 and C1 are large, describing the nondynamical
correlation (eventually these coefficients tend to C0 = −C1 = 1/
√
2). The other
coefficients of the doubly excited determinants are very small (at any distance the
largest is of the order of 10−4). Therefore quadratic terms in these small coefficients
can be safely neglected and only products with at least one of the coefficients C0,
C1 are considered. Let us first discuss the
∣∣nσgαnσgβ∣∣ excited determinants. The
other types of excited determinants can be analyzed in a similar way. Now one
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can proceed to calculate the 2RDM contributions arising from above mentioned
excitations and perform a qualitative analysis to establish their character.
The contribution to the Γ coming from the product of the ground determinant
Φ0 =
∣∣1σgα1σgβ∣∣ with ∣∣nσgαnσgβ∣∣ is:
Γ0,nσg(1, 2; 1
′, 2′) = C0C
σg
n [1σgα(1)1σgβ(2)nσgα(1′)nσgβ(2′)
−1σgα(1)1σgβ(2)nσgβ(1′)nσgα(2′)
−1σgβ(1)1σgα(2)nσgα(1′)nσgβ(2′)
+1σgβ(1)1σgα(2)nσgβ(1′)nσgα(2′)].
(8.20)
Expanding each of the above four terms in atomic orbital contributions allows,
to determine which terms survive after the spatial distance has been taken into
account. At large distance, the NOs can be written in terms of local components
which can be defined by a localizing transformation
sa =
1√
2
[
1σg + 1σu
]
, sb =
1√
2
[
1σg − 1σu
]
,
pa =
1√
2
[
nσg + nσu
]
, pb =
1√
2
[
nσg − nσu
]
.
(8.21)
Subscripts a and b refer to functions centered on the different H nuclei. The “AOs”
sa etc. are normalized and orthogonal and strongly localized on H atom a or b.
They become perfectly localized when, at very long distance, the σ orbitals reduce
to simple symmetry combinations of the hydrogen NOs. I have denoted the local
atomic content of the nσg,u orbitals as pa and pb since the most interesting case
will occur for nσ orbitals that are composed of atomic npz orbitals, but arguments
presented above hold generally, also for purely d or f atomic AO character, or
strongly mixed character. Note that the sign convention used implies that pa and
pb are mirror images, i. e. in case of pz atomic orbitals, pa = paz and pb = −pbz (if
the z-axis points from atom a to atom b). Since the NOs are
1σg =
1√
2
[sa + sb] , 1σu =
1√
2
[sa − sb] ,
nσg =
1√
2
[pa + pb] , nσu =
1√
2
[pa − pb] ,
(8.22)
the Equation (8.20) for the two-matrix can be expanded in terms of these local
atomic (hybrid) orbitals, AHOs. The first line of Equation (8.20) gives
Γ1st0,nσg(1, 2; 1
′, 2′) =
C0C
σg
n
4
[
(sa + sb)(1)(sa + sb)(2)(pa + pb)(1′)(pa + pb)(2′)
]
× α(1)β(2)α(1′)β(2′)
=
1
4
[(sa(1)sa(2) + sa(1)sb(2) + sb(1)sa(2) + sb(1)sb(2))
× (pa(1′)pa(2′) + pa(1′)pb(2′) + pb(1′)pa(2′) + pb(1′)pb(2′))]
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× α(1)β(2)α(1′)β(2′), (8.23)
Γ1st0,nσg(1, 2; 1
′, 2′) =
C0C
σg
n
4
[sa(1)sa(2)pa(1′)pa(2′) + sa(1)sa(2)pa(1′)pb(2′)
+sa(1)sa(2)pb(1′)pa(2′) + sa(1)sa(2)pb(1′)pb(2′)
+sa(1)sb(2)pa(1′)pa(2′) + sa(1)sb(2)pa(1′)pb(2′)
+sa(1)sb(2)pb(1′)pa(2′) + sa(1)sb(2)pb(1′)pb(2′)
+sb(1)sa(2)pa(1′)pa(2′) + sb(1)sa(2)pa(1′)pb(2′)
+sb(1)sa(2)pb(1′)pa(2′) + sb(1)sa(2)pb(1′)pb(2′)
+sb(1)sb(2)pa(1′)pa(2′) + sb(1)sb(2)pa(1′)pb(2′)
+sb(1)sb(2)pb(1′)pa(2′) + sb(1)sb(2)pb(1′)pb(2′)].
×α(1)β(2)α(1′)β(2′)
(8.24)
When the pair density is taken (1′ = 1 and 2′ = 2), and the two-electron integrals
are considered, the relative magnitudes of the integrals depend on the charac-
ter (one-center or two-center) of the charge distributions involved. The terms on
the diagonal have charge distributions consisting of a one-center product of AHOs,
both for electron 1 and for electron 2. The off-diagonal terms have at least one
charge distribution that is two-center, or even two charge distributions that are
two-center (the latter are on the counter-diagonal). The off-diagonal terms that
have a two-center product for only one electron cancel by symmetry. So only the
counterdiagonal, with for both electrons a two-center charge distribution, survives.
These two-electron integrals are much smaller than the diagonal ones, in partic-
ular at large distance, therefore they can be neglected. The four diagonal terms
(without a two-center product) give
Γ1st0,nσg(1, 2) =
C0C
σg
n
4
[sa(1)pa(1)sb(2)pb(2) + sb(1)pb(1)sa(2)pa(2) → vdW
+sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2)]→ on-site
×α(1)β(2)α(1)β(2). (8.25)
In the above equations, the term sa(1)pa(1)sb(2)pb(2) + sb(1)pb(1)sa(2)pa(2) is de-
noted as the van der Waals term, since it has the dipole - (induced) dipole form
between the two centers that is typical for the dispersion type of stabilization en-
ergy. The term sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2) which describes two
electrons on one center is obviously an on-site correlation term. It will be much
larger than the vdW terms. For the remaining three terms in Equation (8.20), one
can proceed analogously. The result is exactly the same except for the plus and
minus signs and the spin factors. The second and third line of Equation (8.20) dis-
appear upon spin integration, so the total result can be conveniently represented
as:
Γ0,nσg(1, 2) = 2
C0C
σg
n
4
[sa(1)pa(1)sb(2)pb(2) + sb(1)pb(1)sa(2)pa(2) → vdW
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+sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2)]→ on-site
×(|α(1)|2|β(2)|2 + |β(1)|2|α(2)|2). (8.26)
In the same way, one can obtain the contributions to the two-particle density ma-
trix from other excitations. It is instructive to consider the terms arising from the
product of Φ1 = |1σuα1σuβ| with |nσgαnσgβ|:
Γ1,nσg(1, 2) = 2
C1C
σg
n
4
[−sa(1)pa(1)sb(2)pb(2)− sb(1)pb(1)sa(2)pa(2) → VdW
+sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2)]→ on-site
×(|α(1)|2|β(2)|2 + |β(1)|2|α(2)|2). (8.27)
Adding up Equations (8.26) and (8.27) one obtains
Γ0+1,nσg(1, 2) =
2
(C0 − C1)
4
Cσgn [sa(1)pa(1)sb(2)pb(2) + sb(1)pb(1)sa(2)pa(2)]→ vdW
+2
(C0 + C1)
4
Cσgn [sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2)]→ on-site,
(8.28)
the vdW terms with coefficient factor (C0 − C1) and the on-site correlation terms
with factor (C0 + C1). We always choose C0 positive, so that C1 is negative. At
short distances where |C0|  |C1|, the on-site correlation terms are by far the
largest, which requires the CI coefficient Cσgn to be negative. In the asymptotic
limit C1 → −C0, the on-site correlation terms will cancel while the vdW terms will
add up. Again, since (C0 − C1) is positive, the coefficients Cσgn have to be negative
to describe an attractive dispersion interaction. So we expect the NO occupations
nnσg = 2|Cσgn |2 to be large at short distance, and therefore to be still significant
at typical vdW distance, and to trail off to zero eventually, when the distance be-
comes too large for a finite dispersion energy. The occupancy amplitude should be
negative throughout. This is exactly the behavior observed in Ref. 202, Fig. 1.
It is interesting to compare this behavior with the one for the nσu occupations.
In exactly the same way as before one obtains for the cross terms of Cσun Φnσu =
Cσun |nσuαnσuβ| with C0Φ0 and C1Φ1
Γ0+1,nσu(1, 2) =
2
(−C0 + C1)
4
Cσun [sa(1)pa(1)sb(2)pb(2) + sb(1)pb(1)sa(2)pa(2)]→ vdW
+2
(C0 + C1)
4
Cσun [sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2)]→ on-site.
(8.29)
Clearly, for the on-site correlation terms to lower the energy, the coefficient Cσun
has to be negative. This will be the case at short distances. But when the vdW in-
teraction becomes the dominant energy contribution, the coefficient Cσun has to be
positive. So from the distance onwards where the exponentially decaying chemi-
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cal bonding energy has become much smaller than the dispersion interaction, the
nσg, nσu pair of NOs will have opposite occupancy amplitudes. Precisely the same
analysis can be done for the CI coefficients for npiu, npig pairs. The first being al-
ways negative, the second becoming positive when the dispersion energy exceeds
the on-site correlation. When one analyzes the dispersion part of the pair density
(e. g. the first line of Equation (8.29)), see Refs [198, 201], it is useful to consider the
conditional density Γ(1, 2)/ρ(1) of finding the second electron around nucleus b
(2 ∈ Ωb) when the first is known to be near nucleus a (1 ∈ Ωa). The contribution
to the conditional density from the pair density of Equation (8.29) has an induced
dipolar contribution for the second electron around b (which comes on top of the
large spherical probability density of the second electron around b) [198, 201]. This
is in agreement with London’s description of the dispersion interaction as a dipole
- induced dipole effect. The conditional density Γ0+1,nσu(1, 2)/ρ(1) with 1 ∈ Ωa de-
scribes a dipolar distortion of the density in the region Ωb around nucleus b in the
direction of the internuclear axis (“σ”). The pig,piu NOs bring in the dispersion cor-
responding to polarization perpendicular to the bond axis (“pi”). Figure 8.4 shows
the behavior of the CI coefficient of the |2σuα2σuβ| determinant (i. e. the occupation
of the 2σu NO) with various basis sets. To be specific: the figure plots the largest Cσun
CI coefficient except for the Cσu1 → −1/
√
2. Largest means Cn > Ck, n 6= k. When
all coefficients are negative, this is actually the smallest coefficient in an absolute
sense, so it does not correspond to the 2σu NO in the usual ordering of NOs accord-
ing to decreasing magnitude of the occupation number, but to the NO with the
smallest occupation number, i. e. the “highest” NO. But in the energy range where
the positive coefficient becomes significant, beyond roughly 5 bohr, it is also larger
in an absolute sense than the other (negative) coefficients, so it belongs to the 2σu
in the ordering of NOs according to occupation number. We note the switch from
negative to positive sign at ca. 4.44 bohr for the cc-pV5Z basis (in agreement with
Ref. [202]), where the change-over to dispersion dominated interaction energy oc-
curs. There is a maximum at approximately the vdW distance of ca. 7 bohr, which
increases with increasing strength of the vdW interaction, afforded by the increas-
ing basis sets (see basis set effects in Figure 8.1). At larger R values, the coefficient
will of course tend to zero with the diminishing dispersion interaction, exhibiting
the asymptotic behavior derived in [202, Ref. ]. We note that the behavior of the 2σu
(and 1pig, not shown) coefficients in H2, i. e. both the signs and the maximum at
ca. 7 bohr, can be understood from the dispersion interaction acting “in the outer
tail” of the chemical bonding interaction.
We note that the polarization is not just dipolar, the NOs acquire significant d, f ,
etc. character, accounting for the higher multipole terms. In the same way as was
demonstrated for the triplet H2 case [198], these higher multipole terms do not re-
quire more NOs to become involved: with just the 2σg, 2σu pair and the 1piu,x, 1piu,y
and 1pig,x, 1pig,y sets, virtually complete dispersion energy calculations can be done.
This is shown in Figure 8.1. A FCI calculation with just 8 NOs (the 6 just mentioned
plus the 1σg, 1σu pair) practically coincides with the full CI calculation. As is clear
from Table 8.1 the energy is accurate to about a µEh at all distances with just 8 NOs.
The 2NO calculation (using just the (1σg)2 and (1σu)2 configurations) is equal to
within 0.5 µEh to the MCSCF calculation. It can be concluded that the physics of the
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Figure 8.4: The CI coefficient of the determinant |nσuαnσuβ|, Cn > Ck, k 6= n, in various
basis sets.
dispersion type of correlation explains and requires that at large R at least some of
the CI coefficients, which are denoted here Cσun and C
pig
n , be positive.
It is clear from Figure 8.4 that the point where this positive occupation number
turns negative, upon shortening R, i. e. where it goes through zero, is heavily de-
pendent on the basis set. Actually, it is only with the smaller basis sets (cc-pVTZ,
cc-pVQZ and cc-pV5Z) that a zero occupation number is found. Augmentation
of the basis to aug-cc-pV5Z and aug-cc-pV6Z results in a positive occupation am-
plitude all the way down to R = 2 bohr. This raises the question whether zero
occupation numbers really do exist, which I will discuss in the next section.
8.5 unoccupied natural orbitals?
It is generally assumed that, with a positive leading coefficient for the Hartree-
Fock determinant Φ0 = |1σgα1σgβ|, the remaining CI coefficients will be negative.
Simple physical arguments can be put forward for this behavior, at least for the
first determinants in the CI expansion. Those describe simple correlations like the
atomic angular correlation in He, which requires negative CI coefficients for the
double excitations to the 2p shell [46], and the left-right correlation in the chemical
bond (note the negative CI coefficient for the double excitation to |1σuα1σuβ|). One
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Table 8.2: The contribution of atomic 2p and 3p orbitals to selected σu and pig(y/x) orbitals.
The 1σu (not shown) is always approximately (1sa− 1sb)/
√
2 and has occupation
number close to 1. At 4 and 5 bohr the 3σu is the second NO with negative
occupancy amplitude, at 6 bohr and beyond the orbital with sizable positive
occupancy amplitude is the 2σu.
R Natural Orbitals 2p 3p
7.0 2σu 60% 36%
1pig(y/x) 74% 22%
8.0 2σu 64% 32%
1pig(y/x) 74% 20%
9.0 2σu 68% 26%
1pig(y/x) 75% 18%
may wonder if this is universal behavior, and if for instance all CI coefficients of He
would exhibit this behavior.
Cioslowski and Pernal [202] have assumed this to be the case on the basis of
the arguments put forward by Goedecker and Umrigar [50]. Then they infer from
the positive signs they deduced for the σu and pig NOs at large R, that for some
finite R between R = 0 (the united atom limit, i. e. He) and the asymptotic limit of
R → ∞ the sign must switch from negative to positive for these NOs. Hence there
should be distances R at which an NO with zero occupation number occurs. On
the other hand, it has been argued that for electrons with Coulombic interaction
zero occupation numbers probably do not exist [203–205].
Our numerical results do not confirm that zero occupation numbers occur at spe-
cific distances R. Of course our finite basis sets only provide a very limited picture
of the true occupation amplitude spectrum. Nevertheless, the results of the previ-
ous section show that the positive CI coefficients Cσun and C
pig
n in the region where
the van der Waals interaction is the main contribution to the bonding, do not re-
quire a zero coefficient at a distance R at the onset of the van der Waals region. In
Figure 8.5 the σu CI coefficients are plotted for the largest basis used (aug-cc-pV6Z).
The physics of the dispersion effect is manifested in the pz character (mostly 2pz
and 3pz) of the σu NO with positive occupation amplitude, cf. Table 8.2. At shorter
distance, when the CI coefficient is still negative, the 2pz, 3pz character accounts for
the on-site correlation. In Figure 8.5 the maximum pz character is indicated with
a dashed red line. At 4 bohr the 3σu with negative CI coefficient has ca. 80% pz
character (the 2σu NO at that distance is mostly 2s). At this and shorter distances
there is (in the aug-cc-pV6Z basis) one positive occupation amplitude, for the 21σu.
There is in this basis at 4 bohr only one NO, the 22σu that has an occupation num-
ber with absolute value still smaller than that of 21σu (it has negative occupation
amplitude). These highest NOs have very small occupation amplitudes (in the or-
der of 10−6 – 10−7), they contribute very little to the correlation energy. When R
becomes longer than 4 bohr the pz character first distributes itself over these NOs
with CI coefficients close to zero, and next accumulates in the NO with positive oc-
cupation amplitude. This positive amplitude increases continuously to ca. 2.10−3
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Figure 8.5: All CI coefficients for the |nσuαnσuβ| determinants except |1σuα1σuβ| (C1 tends
to −1/√2). The red dashed line indicates, as a guide to the eye, in which NOs
the p character mostly resides.
at 7 bohr, the pz character reaching already 96% at that distance, in agreement with
the dipole-dipole dispersion energy it represents. The same holds true for the 1pig,u
orbitals, which represent the dipoles perpendicular to the bond axis.
Clearly, the question whether one can prove if ever an occupation number be-
comes zero hinges on the character of the occupation amplitude spectrum close to
zero when R→ 0. The NOs form a complete set and one can expect the occupation
amplitude spectrum of the NOs of Σu symmetry to be dense towards zero. It may
be definite negative, but it might also exist in the positive domain. The Goedecker-
Umrigar (GU) argument [50] is not a strict proof that positive occupation numbers
are impossible. The total energy for the Löwdin-Shull wave function can be written
E = 2
∞
∑
i=0
C∗i Cihii +
∞
∑
i,j=0
C∗i Cj 〈ij|ji〉 . (8.30)
GU considered the gradient of the total energy with respect to a natural amplitude
C∗k under the normalization constraint ∑i |Ci|2 = 1,
∂E
∂C∗k
= 2Ckhkk +
∞
∑
j=0
Cj 〈jk|kj〉 − CkE. (8.31)
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If one considers the gradient at the “Hartree-Fock" point, where C0 = 1 and Ck =
0, k > 0, the gradient for any k > 0 will have only one term from the second
summation, C0 〈0k|k0〉, which is positive. Hence the optimization from this point
onwards, which will bring in other occupation numbers, is expected to lead to
negative occupation amplitudes Ck, k > 0. As noted by GU, this argument appears
to be valid in situations of weak correlation, where the Hartree-Fock point is close
to the optimized situation, and they speculated it might even hold in cases of
strong correlation. However, it was already demonstrated that it breaks down for
H2 in the van der Waals region. This may be attributed to the fact that also the
coefficient C1 ≈ −C0 is then important, invalidating the above argument. However,
even in general cases, as for instance for He where the correlation is supposedly
weak, the proof for only negative occupation amplitudes (except for C0) is not
conclusive. In that case one might consider a trial wave function that is closer to the
exact wave function, such as an expansion in the leading determinant C0Φ0 plus a
large number (M say) of determinants with negative occupation amplitudes, CjΦj.
The question is if one can prove that when the wave function is extended with
further determinants Φk with more weakly occupied NOs, the coefficients of those
determinants will be negative. In that case the question becomes if
C0 〈0k|k0〉+
M
∑
j=1
Cj 〈jk|kj〉 > 0 or < 0. (8.32)
If ψk is a high NO (with very low occupation number) it may be very diffuse. The
NOs form a complete set and the infinitely many NOs with very small occupation
numbers will contain extremely diffuse members. It is then impossible to say if the
positive term C0 〈0k|k0〉, with possibly very small two-electron integral 〈0k|k0〉, will
outweigh the negative sum ∑Mj=1 Cj 〈jk|kj〉, which may consist of very many small
terms. This argument is equivalent to a perturbation theory argument, where the
admixing of the higher determinants Φk, k > M into the trial wave function is
considered. Whereas the sign of such admixture to the C0Φ0 determinant can be
shown to be negative, it is not clear what the sign would be if we would consider
admixing to the full set of determinants ∑Mj=0 CjΦj. I therefore feel it is not yet
established that the occupation number spectrum at the united atom limit does
not contain a large (infinite?) number of positive occupation amplitudes close to
but different from zero. In that case the positive occupation number of Figure 8.5
will not exist only down to some finite R (smaller than 2 bohr) and then become
zero, but it will exist till R = 0, connecting to one of the many positive occupation
amplitudes close to zero at R = 0.
In order to investigate this possibility numerically, I have carried out CI calcula-
tions on He with increasing basis set sizes. I have used standard basis sets for some
heavy element, i. e. the uncontracted ANO-RCC basis set of Roos and coworkers
for the Yb atom [208] and the aug-cc-pVnZ Dunning basis sets for He, to provide
very large basis sets with both very tight and very diffuse functions, which do not
suffer from overcompleteness. Due to the size of the bases many occupation ampli-
tudes are obtained. The aug-cc-pV5Z (105 functions) [183] and aug-cc-pV6Z (140
functions) [209] basis sets give the usual pattern of a leading positive amplitude
and further only negative amplitudes. However, upon extending the basis to t-aug-
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cc-pV7Z (retaining all basis functions including l = 4, 180 functions) [210] the
occupation spectrum already comprises 26 positive amplitudes in the range 10−7 -
10−8. It is important to make sure that these small occupation amplitudes are nu-
merically significant. To that end a number of numerical precision thresholds were
increased: computed integrals to 10−30 (default 10−9); SCF convergence threshold
10−10 (default 10−5); integral transformation threshold 10−14 (default 10−9); preci-
sion of (Davidson) diagonalization 10−20 (default 10−5). The last one is found to be
the most crucial change, since the numerical precision of the CI coefficients (i. e. of
the occupation amplitudes) directly depends on it. The coefficients are accurate at
least through 10−12, so the signs and the leading digits of the positive coefficients
are numerically significant. We can conclude that it is likely that the true occupa-
tion amplitude spectrum for He (and H2 for R → 0) will be partly positive, even
if only in the neighborhood of zero. It is then possible that the “large” positive
occupation amplitude that exists at the vdW length never goes to zero but simply
ends up, at decreasing R, in the manifold of positive occupancy amplitudes close
to zero.
I now consider the limit R→ ∞. At very large values of R it has been deduced by
Cioslowski and Pernal [202] that the occupation amplitudes occur in negative/pos-
itive pairs of two NOs with different parity. They found σg,u pair with σu positive
and σg negative occupation amplitude, and a pig,u pair with pig positive and piu
negative. If in e. g. the σu occupation amplitude spectrum the signs have all to be
positive at R → ∞, while there are clearly negative amplitudes at short distance,
inevitably they would have to go through zero in order to become positive. How-
ever, it is not proven that all the σu occupation amplitudes have to be positive for
R → ∞. It is possible that many (an infinite number) of σu amplitudes is also neg-
ative at R → ∞, as can be seen as follows. It is clear that for kσu, k > 1 they will
all tend to zero for R → ∞, since the exact wave function can then be described
with just the two determinants Φ0 and Φ1. Suppose a σu NO can be written as
kσu = N(ha − hb). Here ha and hb stand for AOs or some linear combination of AOs
(atomic hybrid orbital (AHO)) that is assumed orthogonal to the 1s AO. The sign of
the σu NO occupation amplitude is determined, according to the results of Ref. 202,
by
Ckkσu(1) = −2−1/2∑
pq
Ωpq 〈kσu|φaq〉 (φap(1)− φbp(1)),
Ωpq =
〈
φap(1)φbq(2)
∣∣∣ 1r12 ∣∣∣ sa(1)sb(2)〉
ep + eq − 2e0 , (8.33)
where p runs over the AO {φa,bp } that make up the ha and hb of kσu, the coefficients
being determined by the sum over q. q runs over all φnlm AO with m = 0, which
will enter the σu NO on account of nonzero overlap 〈kσu|φaq〉 and coupling matrix
element Ωpq. Ωpq is the coupling matrix element for admixture of the VB con-
figuration (φap(1)φbq(2) + φbp(1)φaq(2)) into the ground configuration (sa(1)sb(2) +
sb(1)sa(2)), which is typically negative. Take as an example the 2σu ≈ N(2paσ −
2pbσ) = N(2paz + 2pbz) NO around the van der Waals distance of ca. 7 bohr. The
leading term will be the diagonal one with φp = φq = 2pz, and 〈2σu|2paz〉 ≈
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N 〈2paz|2paz〉 = N. Then the occupation amplitude will be proportional to −ΩppN,
i. e. positive, in agreement with Ref. 202 and our findings. However, this does
not prove that always the occupation amplitude for a σu NO must be positive. A
“high” NO with very small occupation number may consist of many contributions
of very diffuse H AOs. In that case not only a single diagonal term −Ωpp 〈kσu|npaz〉
will play a role, but possibly many off-diagonal terms −Ωnpz,n′ l0 〈kσu|φan′ l0〉 will
contribute. Singling out a contribution (npaz + npbz) with high n to kσu, then the
overlaps 〈npaz + npbz|φan′ l0〉 ≈ 0 + 〈npbz|φan′ l0〉 will be negative if n′l 6= n1, so the
contribution to the occupation amplitude will be negative. So a complete proof
that all σu occupation amplitudes have to be positive for R → ∞ is still lacking.
Such a proof would be needed if one wants to argue that all σu amplitudes that are
negative at intermediate R have to turn positive at R → ∞ and therefore have to
go through zero. It is possible that at any finite distance R there is, apart from the
positive σu occupation amplitudes, a small but finite negative interval (0,−δ] with
an infinite number of σu occupation amplitudes. The negative σu occupation am-
plitudes that exist at R → 0 may connect to these negative amplitudes at R → ∞
without ever going through zero. The nature of the occupation amplitude spectrum
close to zero, both in the positive and the negative domain, is crucial.
I have numerically tested the occupation amplitude spectrum at large R by CI
calculations in large basis sets. At all investigated distances (until 80 bohr) a dense
spectrum of occupation amplitudes close to zero is observed, both negative and
positive ones. It is thus not possible to rule out the case when the negative am-
plitudes at short distance connect to the manifold of small negative amplitudes at
long distance without ever going through zero. In particular one has to note that
the number of NOs and the number of occupation numbers is infinite. Also both
the positive part of the amplitude spectrum at R = 0 and the negative part of the
spectrum at R→ ∞ may both contain a (countably) infinite number of amplitudes.
It is then possible that the positive and the negative amplitudes at either end of
the R range (0 and ∞) can be connected without ever going through zero. This
cannot be checked with any finite basis, however large. A finite basis may exhibit a
different number of positive and negative amplitudes at the extremes of R = 0 and
R → ∞, in which case crossing(s) through zero at some finite R must occur. That
is then an artifact of the incompleteness of the (finite) basis. One might speculate
that with increasing Z for the two nuclei the positive domain at R = 0 and the
negative domain at R → ∞ will decrease. There is no proof, however, that at any
finite Z, however large, these domains would reduce to zero.
I conclude that the occurrence of zero occupation numbers in H2 is not yet es-
tablished; definitive results would require further analytical treatment of the occu-
pation amplitude spectrum. Following this work an attempt by Giesbertz and van
Leeuwen [42, 43] was made to alleviate the remaining doubts on existence of zero
occupation numbers.
8.6 conclusion
Van der Waals bonding is very important in the case of nonbonded or noncova-
lent interaction and has been much studied in that case. I have investigated the
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relative importance of the dispersion type of dynamical correlation in the opposite
case where there is chemical bonding, taking the singlet H2 molecule as proto-
type. I have observed that the dispersion interaction is not only important at the
asymptotic limit R→ ∞ but is noticeable in the tail of the chemical bonding inter-
action. The interaction potential of H2 has a longer range due to the van der Waals
bonding, although this type of bonding is not strong enough to cause a secondary
minimum in the interaction potential in the distance range of 5-9 bohr where van
der Waals bonding is strong.
A natural orbital analysis of the van der Waals bonding shows that the disper-
sion interaction has a quite marked effect on the occupation numbers of two σ NOs,
the 2σu and the 2σg, and two pi NOs, the 1piu and the 1pig. Most conspicuous is the
relatively large positive occupation amplitude of the 2σu and 1pig NOs [202]. This can
be understood from the physics of the dispersion interaction. The whole dispersion
interaction can be described with these few NOs. This implies that the dispersion
energy can be written as a (natural) orbital dependent functional. Different from
the case of triplet H2, where this NO functional turns out to be nonprimitive (i. e.
to consist of other integrals than the well known Coulomb (J) and exchange (K)
integrals), in the case of singlet H2 only J and K integrals arise. It has been sug-
gested to use a primitive, JK-only, functional for dispersion interaction [67, 200],
but only the dispersion interaction between opposite-spin electrons that are pair-
ing up in a chemical bond can be treated with a JK only functional. The same-spin
dispersion energy, as in triplet H2, requires a non-JK functional. In the common
case of nonbonded interaction between two closed shell systems, with He2 as the
prototype, a full description of the dispersion interaction then naturally requires
both JK and non-JK terms [201]. It is unfortunate that the JK part of the functional
comprises both on-site correlation and dispersion correlation, the former persisting
at all R and being of a completely different order of magnitude than the disper-
sion interaction if the interacting fragments are many-electron systems [201]. It has
been shown that a proper disentangling of the dispersion interaction and on-site
correlation effects can still be achieved with a pure non-JK functional [201].
I have also discussed the issue of the possible existence of zero occupation num-
bers at specific internuclear distances and found that such zeros occur with small
basis sets, up to reasonably large ones such as cc-pV5Z. However, they disappear
when the basis sets are enlarged. When a very large basis set is used for the united
atom limit (He), even in that case the assumption of a purely negative amplitude
spectrum is no longer true, many positive occupation number amplitudes appear.
This implies that the positive amplitude in the van der Waals region does not have
to go through zero when the limit for short R is considered. Concerning the limit
in the other direction (R → ∞), I have deduced from the physics of the disper-
sion interaction that at least two occupancy amplitudes, of the 2σu and 1pig NOs,
must be positive in the van der Waals region. These two NOs cover virtually the
complete dispersion effect, as was the case in triplet H2 [198]. It may be that, de-
pending on the basis set, a few more NOs will have very small positive amplitudes
at van der Waals distances, but most of the σu amplitudes are found to be still
negative at those distances. The arguments of Ref. [202] lead us to expect positive
σu amplitudes when R → ∞, but the complete occupation amplitude spectrum is
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not necessarily definite positive. Indeed, it was noted that with very large basis
sets the occupation amplitude spectrum at large R for nσu NOs has some negative
amplitudes, so again there is not yet conclusive evidence that the negative ampli-
tudes at short distance have to go through zero for R → ∞. Of course, with any
finite basis set only a very limited representation of the true infinite occupation
number spectrum, with a high density close to zero, is obtained. Definitive conclu-
sions concerning the (non)existence of zero occupation numbers should come from
analytical considerations concerning the eigenvalue spectrum of the one-particle
reduced density matrix.
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T H E F O R M U L AT I O N O F A D E N S I T Y M AT R I X F U N C T I O N A L
F O R VA N D E R WA A L S I N T E R A C T I O N O F L I K E - A N D
O P P O S I T E - S P I N E L E C T R O N S I N T H E H E L I U M D I M E R
Many problems of DFT are connected with long-range phenomena, in particular the
lack of present day functionals to get good bond dissociation curves, see the pro-
totypical systems H+2 [211] and H2 [212]; and the break-down of excitation energy
calculations (hence excited state surfaces) with time dependent density functional
theory (TDDFT) in stretched bonds (weak interaction situations) [213, 214]. In sim-
ple prototype systems it has proven possible to solve just those problems, both for
the ground state and for the excited state energy curves, with RDMFT [38, 80]. This
raises the question if the typical long-range correlation phenomenon of dispersion
interaction can also be described with density matrix functionals. As it was shown
in chapter 8 for the simplest paradigmatic vdW system, two hydrogen atoms at long
distance, this has indeed proven to be possible [198]. This system is simple in the
sense that it lacks intra-monomer correlation. In this sense the He dimer is a more
realistic prototype [169, 215–218]. Our study of the vdW mechanism in this case
serves a twofold purpose. First of all, it provides a rigorous quantum-mechanical
representation, in terms of pair densities deduced from the wave function, of the
phenomenological picture of the vdW stabilization as a dipole-induced dipole effect
[219]. In the second place the analysis will show how it is possible to formulate
the dispersion part of the pair density in terms of NO products, which leads to an
expression for the dispersion energy in terms of an NO functional.
The four-electron He2 molecule, the prototype system for vdW interaction, is
indeed a much more realistic system. While the atomic fragments of H2, the one-
electron H atoms, evidently lack electron correlation, the ab initio calculation of the
vdW interaction in He2 requires a balanced description of intra- and interatomic
correlation [215]. Elucidation of the vdW interaction in this system will serve the
purpose of further development of one-body reduced density matrix functional
theory (1RDMFT) (introduced in the Part I of this thesis) for dispersion interactions.
RDMFT uses the exact explicit functional Eoe[γ] of the 1RDM γ(r1, r′1) for the one-
electron energy, while in the expression for the electron-electron interaction energy
Eee of an N-electron system
Eee =
1
2
∫
dr1dr2
Γ(r1, r2)
|r1 − r2| ≈
1
2
∫
dr1dr2
Γ[γ](r1, r2)
|r1 − r2|
≈ 1
2
∫
dr1dr2
Γ[{χi[γ]}, {ni[γ]}](r1, r2)
|r1 − r2| , (9.1)
various approximations are used for the total pair density Γ(r1, r2) as an explicit
1RDM functional or an implicit functional of the 1RDM and an explicit functional
of the NOs χi(r) and their occupations ni. As demonstrated in section 4.4 virtually
all current members of the growing family of approximate 1RDM functionals are of
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the “primitive” or “JK” type, i. e. their expressions for Eee include only two-index
integrals of the J type, Jlm = 〈χlχm|χlχm〉, or of the K type, Klm = 〈χlχm|χmχl〉,
with pairs χl ,χm of the NOs.
The 1RDMFT developments mentioned in section 4.4 did not involve vdW inter-
action and the same is true for the 1RDMFT-inspired orbital-dependent function-
als in density functional theory (DFT) as well. Although DFT calculations have re-
cently been used with considerable success [148, 149, 220] to simplify and speed
up the calculation of vdW interaction using the symmetry adapted perturbation
theory (SAPT) [144]. In this respect, besides the above mentioned Ref. 198, there
were, to our best knowledge, only two other exceptions in the RDMFT literature. In
Ref. 200 a primitive 1RDM functional based on the theory of antisymmetrized prod-
ucts of strongly orthogonal geminals (APSG) was proposed and the remark was
made, that it accounts for dispersion interactions. However, no actual results were
reported in [200]. Another primitive functional, PNOF2, (see section 4.4.11.2) of the
PNOF family was applied to calculation of vdW interaction in He2. As was shown in
[67], PNOF2 recovers 57% of the binding energy of the He2 molecule, but as was
already noted, primitive functionals do not seem to be suitable for vdW interaction.
Our representation of vdW instantaneous multipoles with the Equation (8.3) for the
dispersion energy goes beyond primitive functionals, since it includes four-index
integrals 〈χiχj|χkχl〉 with four different NOs.
In this chapter, the simple pair density analysis of vdW interaction carried out
previously for 3H2 is extended to the He2 molecule. In a NO basis again a limited
number of double excitations from the reference HF configuration account for the
dispersion interaction. The double excitations are partitioned into 6 types, A: di-
agonal excitations from the (1σg)2 shell to the (nσg)2, (nσu)2, (npiu)2 and (npig)2
shells; B: offdiagonal excitations from the (1σg)2 shell to the (nσgmσg), (nσumσu),
(npiumpiu) and (npigmpig) (n 6= m) configurations; C: diagonal excitations from the
(1σu)2 shell to the (nσg)2, (nσu)2, (npiu)2 and (npig)2 shells; D: offdiagonal excita-
tions from the (1σu)2 shell to the (nσgmσg), (nσumσu), (npiumpiu) and (npigmpig)
(n 6= m) configurations; E: excitations of both a σg and a σu electron to (nσgnσu),
(nσgmσu), (npiunpig) and (npiumpig) configurations, where both the electrons in the
remaining (1σg1σu) configuration are triplet coupled, and the two excited electrons
are triplet coupled (overall coupled to a singlet); F: the same excitations, but now
with the two sets of electrons singlet coupled. In section 9.1 it is demonstrated that
the type E of off-diagonal double excitations, which resemble closely those of 3H2,
are the most important for the vdW interaction. They produce a pair density which
represents exclusively dispersion forces through interacting instantaneous atomic
multipoles. Two thirds of the contribution Edisp(E) of the E excitation type repre-
sents vdW interaction of same-spin electrons. This amounts to −31.55 µEh , which
is very close to the complete dispersion interaction of the same-spin electrons full
configuration interaction (FCI) calculations, −30.7 µEh . One thirds of the E dis-
persion energy is for vdW interaction of opposite-spin electrons, so the E type of
excitations only yield half of the opposite-spin vdW interaction. The remaining part
of the opposite-spin vdW interactions has been traced to two types of diagonal dou-
ble excitations (see section 9.2): excitations 1σ2g → nχ2g/u (type A) and 1σ2u → nχ2g/u
(type C). These excitations bring a major contribution to the intra-atomic Coulomb
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correlation and, as by-product, they also produce the rest of the opposite-spin vdW
energy, which was not yet covered by the E excitations. So, using only the E type
excitations, which are purely dispersion type, not contaminated with other types
of correlation, we find that adding the missing half of the opposite spin vdW en-
ergy by simply taking (4/3)Edisp(E) gives−63.1 µEh for the dispersion energy, very
close to the FCI benchmark value (in the same aug-cc-pV5Z basis) of −61.4 µEh . It
is advantageous to use only the E type excitations to calculate the dispersion en-
ergy, since then there is no contamination with other types of correlation. This also
affords the formulation of a RDMFT exchange-correlation functional (dependent on
NOs and ONs) for the dispersion energy.
The dependence of the dispersion energy on the quality of the primitive basis
set (section 9.4), and on the number of NOs that are used in the E type CI expansion
(section 9.5) will now be investigated. It will be demonstrated that the dispersion
energy does not make strong demands on the quality of the primitive basis. This
is because the dispersion energy is hardly affected by the cusp behavior of the
wave function, while other types of correlation, such as the atomic dynamic cor-
relation energy, are. Already in the augmented correlation-consistent triple-zeta
(aug-cc-pVTZ) basis of Woon and Dunning [183] FCI recovers 92% of the reference
He2 bonding energy Eb of -34.84 µhartree [172] (this is the sum of the (negative)
dispersion energy and the positive exchange repulsion). With the extension of the
basis to aug-cc-pV5Z this coverage increases to 96%. This can only be exploited if
it is possible to single out the dispersion energy from other types of correlation
energy, which converge much more slowly with the size of the primitive basis.
This is done with the E type excitations, or a RDMFT functional based on them. In
section 9.5 it is shown that it is advantageous to carry out the CI expansion for the
dispersion energy in an NO basis. It is found that the NO basis allows to shorten
significantly the number of double excitations of E type that are required to ob-
tain a good approximation to Eb. For the diagonal E-type excitations (to (nχgnχu)
electron configurations) just two particular excitations produce 91% of the total
contribution of those excitations. Unlike this, the contributions of the offdiagonal
E-type excitations (to (nχgmχu, m 6= n) electron configurations) are much more
dispersed and inclusion of 68 excitations out of the total number of 552 such exci-
tations is required to recover 80% of the total contribution of those excitations to
Edisp.
The results and conclusions are discussed and summarized in section 9.7. It was
demonstrated that it is possible to formulate a 1RDMFT functional for the disper-
sion energy, based on the analysis of the pair density for the dispersion energy
as arising from E type excitations. This dictates the NO dependence of the disper-
sion functional. However, precise modelling of the dispersion energy also requires
knowledge of the dependence of the functional on the NO occupation numbers,
which as always in RDMFT cannot be determined from first principles. The depen-
dence on the ONs will be determined in future work.
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9.1 identification of the excitations leading to the van der waals
pair density.
It will be demonstrated here that among the many excitations that describe the
electron correlation effects in He2, it is possible to single out specific ones that give
rise to (exclusively!) van der Waals interaction in He2. In an NO representation the
number of such excitations is rather limited. Both these observations are reminis-
cent of the case of 3H2 mentioned in the previous chapter (chapter 8), and indeed
the type of excitations responsible for the vdW interaction resembles that of the 3H2
case: excitations to triplet coupled electron pairs 3(nχgmχu), which are coupled to
a triplet electron pair 3(1σg1σu) left behind in the ground state orbitals to generate
an overall singlet.
Table 9.1 lists all possible double excitations from the ground state determinant
Φ0
Φ0 (x1, x2, x3, x4) =
∣∣1σgα1σgβ1σuα1σuβ∣∣ , (9.2)
to σ and pi type orbitals that generate CSFs of overall Σ symmetry and spin sym-
metry S = 0, MS = 0. These excitations yield, in an NO basis, in this type of system
virtually all of the correlation energy, and indeed almost completely account for
the dispersion forces in He2. They are partitioned into the six types mentioned in
the introduction. The excitations can be further subdivided in σ and pi type: e.g.
E(σ) for excitations to σ configurations (nσg)1(mσu)1, and E(pi) for excitations to
pi configurations (npig)1(mpiu)1. Occasionally the diagonal σ and pi excited config-
urations will be distinguished with m = n (A, C, E(a) and E(b)) and “off-diagonal”
ones with m 6= n (B, D, E(c) and E(d)).
It is found, in remarkable analogy with the situation in 3H2, that the E type
excitations are the important ones for the dispersion interaction. The contribution
ΓE to the total pair density Γ can be written in terms of the E(λ, m, n) type CSFs
where λ = σ,pi (higher irreducible representations prove to yield negligible contri-
butions) as follows
ΓE(x1, x2) =N (N − 1) ∑
λ=σ,pi
∑
m,n>1
CλmnC0
×
∫
ΦE(λmn) (x1, x2, x3, x4)Φ
∗
0 (x1, x2, x3, x4)dx3dx4 + c.c.,
(9.3)
where Cλmn is the expansion coefficient of ΦE(λmn) in the total ground-state wave
function Ψ0. C0Φ0 is the contribution in the wave function of the Hartree-Fock
like reference configuration Φ0 of Equation (9.2). Inserting in Equation (9.3) the
E(λmn)-type CSFs of Table 9.1, one obtains a partitioning for ΓE in σ and pi compo-
nents.
ΓE (x1, x2) ≈ ΓEσ (x1, x2) + ΓEpi (x1, x2) . (9.4)
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Table 9.1: Doubly excited configuration state function types for He2 with spin symmetry
ms = 0 involving σ and pi orbitals. (t = x, y)
label spatial prod spin coupling
A
a 1σu1σunσgnσg
αβαβ
b 1σu1σunσunσu
c 1σu1σunpiutnpiut
d 1σu1σunpigtnpigt
B
a 1σu1σunσgmσg
1√
2
(αβαβ− αββα)b 1σu1σunσumσu
c 1σu1σunpiutmpiut
d 1σu1σunpigtmpigt
C
a 1σg1σgnσgnσg
αβαβ
b 1σg1σgnσunσu
c 1σg1σgnpiutnpiut
d 1σg1σgnpigtnpigt
D
a 1σg1σgnσgmσg
1√
2
(αβαβ− αββα)b 1σg1σgnσumσu
c 1σg1σgnpiutmpiut
d 1σg1σgnpigtmpigt
E
a 1σg1σunσgnσu √
3
3
(ααββ+ ββαα)−
√
3
6
(αβαβ+ βαβα+ αββα+ βααβ)
b 1σg1σunpiutnpigt
c 1σg1σunσgmσu
d 1σg1σunpiutmpigt
F
a 1σg1σunσgnσu
1
2
(αββα+ βααβ− αβαβ− βαβα)b 1σg1σunpiutnpigt
c 1σg1σunσgmσu
d 1σg1σunpiutmpigt
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The σ part is
ΓEσ (x1, x2) = 4(4− 1)C0∑
n,m
Cnσg,mσu1σg,1σu
×
∫
dx3dx4
[∣∣1σg(r1)1σg(r2)1σu(r3)1σu(r4)∣∣∗ (αβαβ)∗
× ∣∣1σg(r1)1σu(r2)nσg(r3)mσu(r4)∣∣
×
[√
3
3
(ααββ+ ββαα)−
√
3
6
(αβαβ+ βαβα+ αββα+ βααβ)
]]
+ c.c., (9.5)
where
∣∣1σg(r1)1σg(r2)1σu(r3)1σu(r4)αβαβ∣∣ etc. stands for the normalized determi-
nant
∣∣1σg(r1)α(s1)1σg(r2)β(s2)1σu(r3)α(s3)1σu(r4)β(s4)∣∣ and the vertical bars de-
noting the antisymmetrization and normalization imply that permutations are per-
formed of the combined space-spin coordinates {xi}, xi = ri, si. Quadratic terms in
the small coefficients Cnσg,mσu1σg,1σu have been neglected. The pi part is
ΓEpi (x1, x2) = 4(4− 1)C0∑
n,m
∑
t=x,y
Cnpigt,mpiut1σg,1σu
×
∫
dx3dx4
[∣∣1σg(r1)1σg(r2)1σu(r3)1σu(r4)∣∣∗ (αβαβ)∗
× ∣∣1σg(r1)1σu(r2)npiut(r3)mpigt(r4)∣∣
×
[√
3
3
(ααββ+ ββαα)−
√
3
6
(αβαβ+ βαβα+ αββα+ βααβ)
]]
+ c.c. (9.6)
First let us consider the contribution to ΓEσ from the product of the ground state
determinant and the first determinant of an (Eσnm) excited state in Equation (9.5),
|1σg(r1)1σu(r2)nσg(r3)mσu(r4)ααββ|. These determinants differ in two functions,
1σgβ and 1σuβ do not match nσgβ and mσuβ. For two determinants that differ
in two functions, the application of Slater-Condon type of rules shows that four
simple orbital product terms arise in the two-matrix,
Γ(↓↓)Eσnm(r1, r2)|β(s1)|2|β(s2)|2 ≡
2
√
3
3
C0C
nσg,mσu
1σg,1σu (1+ P12)
×
[
1σg(r1)mσu(r1)1σu(r2)nσg(r2)
− 1σg(r1)nσg(r1)1σu(r2)mσu(r2)
]
|β(s1)|2|β(s2)|2,
(9.7)
assuming all orbitals and coefficients to be real. This defines the contribution
Γ(↓↓)Eσnm(r1, r2) to the probability (pair density) of finding two electrons both with
9.1 identification of excitations relevant to the vdw interaction 109
down spin at positions (r1, r2). The second determinant of the (Eσnm) excited
state, |1σg(r1)1σu(r2)nσg(r3)mσu(r4)ββαα|, similarly leads to four terms,
Γ(↑↑)Eσnm(r1, r2)|α(s1)|2|α(s2)|2 ≡
2
√
3
3
C0C
nσg,mσu
1σg,1σu (1+ P12)
×
[
1σg(r1)mσu(r1)1σu(r2)nσg(r2)
− 1σg(r1)nσg(r1)1σu(r2)mσu(r2)
]
|α(s1)|2|α(s2)|2,
(9.8)
which defines the probability Γ(↑↑)Eσnm(r1, r2) of finding two electrons both with up
spin at positions (r1, r2).
The remaining four determinants in Equation (9.5) with the spin factors
(
√
3/6)(αβαβ + βαβα + αββα + βααβ) give the opposite-spin part Γopp.spinEσ (r1, r2)
of the spatial pair density. When the terms that will disappear upon spin integra-
tion are neglected only contributions to opposite-spin pair densities are left from
these determinants
Γ(↑↓)Eσnm(r1, r2)|α(s1)|2|β(s2)|2 + Γ(↓↑)Eσnm(r1, r2)|β(s1)|2|α(s2)|2
≡ 4
√
3
6
C0C
nσg,mσu
1σg,1σu
[
(1+ P12) 1σg(r1)mσu(r1)1σu(r2)nσg(r2)
]
× (|α(s1)|2|β(s2)|2 + |β(s1)|2|α(s2)|2) . (9.9)
All these pair densities are of pure vdW type. In order to show this let us verify
that these contributions to the pair density lead to interaction energies between
multipolar charge distributions on different He atoms. As an example the exci-
tation 1σg1σu → 3σg3σu is taken. It brings the largest individual contribution to
Edisp(E) (see section 9.5 for the partitioning of Edisp(E)). For this qualitative analy-
sis, we approximate the 1σg and 1σu NOs as the bonding and antibonding combi-
nations of just the 1s atomic orbitals
1σg(r) ≈ 1√
2
[1sa(r) + 1sb(r)] , (9.10)
1σu(r) ≈ 1√
2
[1sa(r)− 1sb(r)] , (9.11)
while the 3σg and 3σu NOs are approximated as the bonding and antibonding com-
binations of the 2pz AOs (defining pa = 2pza and pb = −2pzb)
3σg(r) ≈ 1√
2
[pa(r) + pb(r)] , (9.12)
3σu(r) ≈ 1√
2
[pa(r)− pb(r)] , (9.13)
(see Figure 9.1a). Inserting Equations (9.10) and (9.13) in the first orbital product
of Equation (9.7) and neglecting all the terms with two-center charge distributions
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(like sa pb), because they contribute much less than the remaining terms, we can
write this contribution, apart from the coefficient factor 2(
√
3/3)C0C
nσg,mσu
1σg,1σu , as
ΓEσ(Eq9.7)(1, 2) =
1
4
[sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2) → on-site
+sa(1)pa(1)sb(2)pb(2) + sb(1)pb(1)sa(2)pa(2)]→ vdW
× β(1)β(2)β∗(1)β∗(2). (9.14)
Adding up the contributions of all four orbital products of Equation (9.7) one
finds that the (energetically much larger) on-site terms cancel exactly, while the
vdW terms add up. Precisely the same happens for the four orbital products in the
up spin – up spin contribution of Equation (9.8). The spatial parts of the down
spin – down spin and up spin – up spin pair densities are equal, so we can write
the total spatial same-spin pair density as
Γsame spinEσ (1σg1σu → 3σg3σu)(r1, r2)
≈ 4
√
3
3
C0C
3σg,3σu
1σg,1σu (1+ P12)
[
1sa(r1)2pza(r1)1sb(r2)2pzb(r2)
]
. (9.15)
The form of Γsame spinEσ (1σg1σu → 3σg3σu) corresponds closely to the intuitive picture
of the vdW stabilization as a dipole-induced dipole effect. Indeed, when an electron
is known to be at a reference position r1 which is close to Hea, r1 ∈ Ωa, the contri-
bution of this term to the conditional probability Γ(r1, r2)/ρ(r1) of finding another
electron at r2 when one electron is known to be at r1 is
Γcond,same spinEσ (1σg1σu → 3σg3σu)(r1, r2)
≈ Γsame spinEσ (1σg1σu → 3σg3σu)(r1, r2)/ρ(r1)
≈ Γsame spinEσ (1σg1σu → 3σg3σu)(r1, r2)/(2[1sa(r1)]2)
≈ 2
√
3
3
C0C
3σg,3σu
1σg,1σu
2pza(r1)
1sa(r1)
1sb(r2)2pzb(r2),
(9.16)
where ρ(r1) is the electron density at a point r1 on atom Hea, ρ(r1) ≈ 2[1sa(r1)]2.
Equation (9.16) tells us that this contribution to the conditional probability distri-
bution of the second electron is dipolar, 1sb(r2)2pzb(r2). This dipolar distribution
is small or zero when the first electron is close to or at the nucleus a, since then the
prefactor 2pza(r1)/1sa(r1) becomes small or even zero, cf. Figure 9.1b. But when
the first electron is, for instance, along the bond axis at some distance from a,
where 2pza has significant amplitude and 1sa has decayed considerably compared
with the value at the nucleus, the prefactor 2pza(r1)/1sa(r1) is much larger and the
dipolar distribution 1sb(r2)2pzb(r2) does modify the leading spherical contribution
2[1sb(r2)]2 of the probability density of the other electrons on Heb, cf. Figure 9.1c.
The phase of 2pzb is negative towards the nucleus a, see Figure 9.1a, and with the
chosen positive expansion coefficient C0 the coefficient C
3σg,3σu
1σg,1σu proves to be nega-
tive so that it gives an energetically stabilizing modification of the total probability
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density of the second electron in this case. The electron-electron energy contribu-
tion of Equation (9.15)
z
pa pb
(a) Definition of the size and orientation of the pa = pz(Hea) and pb = −pz(Heb) orbitals
on Hea and Heb, respectively.
r1
z
(b) Shape of the small dipolar modification sb((r2)pb(r2) in the total spherical distribution
2|sb(r2|2 of electron density at atom Heb when an electron is known to be close to
nucleus a.
r1
z
(c) Shape of the larger dipolar polarization at Heb when the electron is further away from
nucleus a.
Figure 9.1: Conditional probabilities corresponding the 1σg1σu → 3σg3σu excitation illus-
trating the interacting multipolar change densities leading to the vdW terms.
1
2
∫ Γsame spinEσ (1σg1σu → 3σg3σu)(r1, r2)
|r1 − r2| dr1dr2
≈ 4
√
3
3
C0C
3σg,3σu
1σg,1σu
∫ 1sa(r1)2pza(r1)1sb(r2)2pzb(r2)
|r1 − r2| dr1dr2, (9.17)
is just the interaction of two favorably oriented dipolar charge distributions around
a and b, if the CI expansion coefficient C3σg,3σu1σg,1σu is negative. (The equality of the inte-
grals [1sa(r1)2pza(r1)|1sb(r2)2pzb(r2)] and [1sa(r2)2pza(r2)|1sb(r1)2pzb(r1)] has been
used.). These expressions conform to the standard interpretation of vdW bonding
as a dipole - induced dipole interaction [221].
The opposite-spin part of the pair density from the E excitation, which was ob-
tained in Equation (9.9), similarly has dispersion character. Expanding again the
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1σg,u and 3σg,u orbitals as in Equations (9.10) and (9.13) we obtain from Equa-
tion (9.9)
Γopp.spinEσ (1σg1σu → 3σg3σu)(x1, x2)
≈ 2
√
3
6
C0C
3σg,3σu
1σg,1σu
[
1sa(r1)2pza(r1)1sb(r2)2pzb(r2)
+ 1sb(r1)2pzb(r1)1sa(r2)2pza(r2)
]
× (|α(1)|2|β(2)|2 + |β(1)|2|α(2)|2).
(9.18)
from which follows that the spatial pair density Γ↑↓Eσ(r1, r2) (the prefactor of |α(1)|2|β(2)|2)
is equal to Γ↓↑Eσ(r1, r2) (the prefactor of |β(1)|2|α(2)|2) and
Γopp.spinEσ (r1, r2) = Γ
↑↓
Eσ(r1, r2) + Γ
↓↑
Eσ(r1, r2)
= 4
√
3
6
C0C
3σg,3σu
1σg,1σu (1+ P12)
[
1sa(r1)2pza(r1)1sb(r2)2pzb(r2)
]
.
(9.19)
Remarkably, the E(σ) type excitations lead to a pair density of opposite-spin elec-
trons that is half that for like-spin electrons, cf. Equation (9.15). I will return to this
point in the next section.
For the E(pi) excitations we can follow exactly the same derivation as for the
E(σ) excitations. It is found similarly that the same-spin contribution is twice as
large as the opposite-spin one,
Γsame spinEpi (r1, r2) = 2Γ
opp.spin
Epi (r1, r2)
=
4
√
3
3
C0∑
n,m
∑
t=x,y
Cnpigt,mpiut1σg,1σu (1+ P12)
[
1σg(r1)mpiut(r1)1σu(r2)npigt(r2)
− 1σg(r1)npigt(r1)1σu(r2)mpiut(r2)
]
. (9.20)
These pair densities are again of pure vdW type. Expanding the pig/u orbitals in
AO, one finds that the dipolar charges in the analogue of Equation (9.17) are now
oriented perpendicular to the He-He bond axis.
It is too simplistic to consider, as was done so far, only the contribution of p AOs,
i. e. , just dipolar densities. According to the results presented below in section 9.4,
induced higher multipoles contribute about half of the vdW interaction energy. This
does not lead to involvement of more NOs, but is effected by inclusion of higher
l basis functions in the relevant NOs. One may consider the linear combination of
all basis functions at a single center as an AHO and write the NOs nχg/u as simple
linear combinations of these atomic hybrid orbitals (LCAHO)
nχg(r) =
1√
2+ 2Sng
[
ang(r) + bng(r)
]
, (9.21)
mχu(r) =
1√
2− 2Smu
[amu(r)− bmu(r)] , (9.22)
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where akg/u and bkg/u are the linear combinations of all basis functions on nucleus
Hea and Heb respectively, as they occur in the NO kχg/u. These hybrid atomic or-
bitals include all s, p, d, f , . . . basis functions. They are normalized, and Skg/u is the
overlap integral Skg/u =
∫
akg/u(r)bkg/u(r)dr. Note that here nχ = nσ or npit. I also
use the assumption, implied in Equations (9.10) and (9.11), that for the first 1σg
and 1σu NOs the corresponding atomic orbital (AO) parts are equal to each other,
a1g(r) ≈ a1u(r) ≈ 1sa(r) and b1g(r) ≈ b1u(r) ≈ 1sb(r), which is virtually exact
for He2. Of course 1sa is the mirror image of 1sb and the overlap, which is prac-
tically negligible, is Sab. Inserting Equations (9.21) and (9.22) in the NO products[
1σg(r1)mχu(r1)1σu(r2)nχg(r2)− 1σg(r1)nχg(r1)1σu(r2)mχu(r2)
]
of Equations (9.7)
and (9.8), one finds that all purely on-site terms cancel. Neglecting all terms with
two-center charge distributions akr(r)bls(r) etc., one obtains, apart from normaliza-
tion factors,
(1+ P12)
[
1σg(r1)mχu(r1)1σu(r2)nχg(r2)− 1σg(r1)nχg(r1)1σu(r2)mχu(r2)
]
≈ (1+ P12)
[
sa(r1)ang(r1)sb(r2)bmu(r2) + sb(r1)bng(r1)sa(r2)amu(r2)
]
. (9.23)
The terms in the square brackets represent interacting multipolar charge distribu-
tions around Hea and Heb. The composition of this multipole-multipole interaction
is determined with that of the equivalent AHOs akg/u and bkg/u. Then, insertion of
Equation (9.23) in Equations (9.7) and (9.8) or Equation (9.20) and a further inser-
tion of the resultant expressions for the components Γsame spinEσ/pi and Γ
opp.spin
Eσ/pi in the
energy formula (9.1) yield the corresponding contributions of like- and opposite-
spin electrons to the dispersion energy (restoring the normalization factors)
Esame spindisp (E) = 2E
opp. spin
disp (E)
≈ 2
√
3
3
C0∑
n,m
Cnχg,mχu1σg,1σu
[〈1σg1σu|mχunχg〉 − 〈1σg1σu|nχgmχu〉]
≈ 4
√
3
3
C0∑
n,m
Cnχg,mχu1σg,1σu
[
[saang|sbbmu] + [sbbng|saamu]
]
.
(9.24)
The signs of the expansion coefficients Cnχg,mχu1σg,1σu resulting from the energy opti-
mization guarantee that the corresponding term in Equation (9.24) yields an attrac-
tive vdW interaction. With this, Equations (9.23) and (9.24) represent a generaliza-
tion of the “dipole-dipole” Equations (9.17) and (9.20) and they provide a rigor-
ous quantum-mechanical description of the vdW stabilization as a dipole-induced
dipole viz. multipole-induced multipole effect [219].
It was found that the E type excitations produce solely dispersion type inter-
action. Apparently, the on-site electron correlation energy must be produced by
other types of excitations. Also, the E type excitations cannot be the only ones
responsible for dispersion interaction, since the same-spin dispersion energy was
found to be twice as large as the opposite-spin dispersion energy. In view of the
physical origin of the dispersion effect (purely Coulombic, from polarization of the
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charge on the other monomer by the instantaneous dipole on the first monomer,
i. e. from polarization of the conditional density on the other monomer) one would
expect practically equal contributions from same-spin and opposite-spin pair den-
sities. We will identify in the next section the “missing” part of the opposite-spin
dispersion energy in the other excitations which have not been considered so far.
Those excitations of course must also account for all other types of correlation.
9.2 contributions to the dispersion pair density from the excita-
tions of types A and C
The vdW interaction considered in this paper amounts to a tiny fraction of the main
Coulomb correlation effect in He2, which is almost entirely intraatomic electron
correlation. The latter can be obtained for a very large part with diagonal double
excitations, in particular, with those to the σ and pi NOs, either out of (1σg )2 (the
type A in Table 9.1), or out of (1σu )2 (the type C). We need to investigate whether,
as a by-product, these excitations (and possibly also the off-diagonal ones, types
B and D) bring a contribution to vdW interaction. We first consider the A type
excitations.
When we consider double excitations to closed shell determinants, as in A(a)
and A(b), the contributions to Γ(x1 , x2 ) from e.g. Φ∗0Φ((1σg )2 → (nχh )2 ) +
c .c . , nχh = nσg (A(a)) or nχh = nσu (A(b)), have a simpler spin factor than
the analogous expressions (9.5) and (9.6). Using ∑h=g ,u to run over A(a) and
A(b), the corresponding pair-density component ΓA(a+b) is expressed as
ΓA(a+b) (x1 , x2 ) = 4(4 − 1)C0∑
n
∑
h=g ,u
Cnχh ,nχh1σg ,1σg
×
∫ ∣∣1σg (r1 )1σg (r2 )1σu (r3 )1σu (r4 )(αβαβ) ∣∣∗
× |(1σu (r1 )1σu (r2 )nχh (r3 )nχh (r4 ))(αβαβ) | dx3 dx4 + c .c .
(9.25)
From each product of two determinantal wave functions we obtain again, after the
dx3 dx4 integrations, 4 spinorbital product terms, as in Equations (9.7) and (9.8),
but now all four terms have the same orbital product and different spin factors. The
two terms with negative sign have spin factors that will give zero in the energy
evaluation by the spin integrations ds1 ds2. We are left with two positive terms
with different spin factors, both for ΓAa and for ΓAb
ΓA(a+b) (x1 , x2 ) = C0∑
n
∑
h=g ,u
Cnχh ,nχh1σg ,1σg 1σg (r1 )nχh (r1 )1σg (r2 )nχh (r2 )
× [ |α(s1 ) |2 |β(s2 ) |2 + |α(s2 ) |2 |β(s1 ) |2 ] + c .c . (9.26)
So we find here contributions to the opposite-spin spatial pair density which we
can show bring the additional dispersion contribution of opposite-spin electrons
that was missing from the E type excitations. A rough estimate of the magnitude
of this contribution can be obtained as follows. Let us assume that the pairs of
orbitals nχg = nσg , nχu = nσu consist of the same atomic (hybrid) orbitals,
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which we write as p a , pb : nσg/u ≈ ( p a ± pb )/
√
2 (assuming the overlap of p a
and pb negligible). Expanding Equation (9.26) for a specific Aa type excitation
((1σg )2 → (nσg )2 ), one finds that now both on-site terms and vdW terms remain,
Γopp.spinAa ((1σg)
2 → (nσg)2)(x1, x2)) = 14C0C
nσg,nσg
1σg,1σg
× [sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2) → on-site
+ sa(1)pa(1)sb(2)pb(2) + sb(1)pb(1)sa(2)pa(2)
]→ vdW
× [|α(s1)|2|β(s2)|2 + |α(s2)|2|β(s1)|2] + c.c.,
(9.27)
and similarly for the corresponding Ab excitation ((1σg)2 → (nσu)2),
Γopp.spinAb ((1σg)
2 → (nσu)2)(x1, x2)) = 14C0C
nσu,nσu
1σg,1σg
× [sa(1)pa(1)sa(2)pa(2) + sb(1)pb(1)sb(2)pb(2) → on-site
− sa(1)pa(1)sb(2)pb(2)− sb(1)pb(1)sa(2)pa(2)
]→ vdW
× [|α(s1)|2|β(s2)|2 + |α(s2)|2|β(s1)|2] + c.c.
(9.28)
So these excitations bring a large contribution to the atomic correlation energy,
plus a much smaller vdW contribution. The coefficients for the A(a) excitations
(Cnσg,nσg1σg,1σg ) and for the A(b) excitations (C
nσu,nσu
1σg,1σg ) will not be perfectly equal, so the
vdW contributions of A(a) and A(b) will not cancel. An estimate of the total contri-
bution of the vdW terms of the Aa plus the Ab types of excitations can be obtained,
with the given assumptions and approximations, from the spatial dispersion type
pair density for opposite spin electrons which results from taking the correspond-
ing Aa and Ab excitations together. Taking into account the factors 2 coming from
the c.c. term, from the two spin factors |α(s1)|2|β(s2)|2 and |α(s2)|2|β(s1)|2, and
from the equality of integrals [sa(1)pa(1)|sb(2)pb(2)] and [sb(1)pb(1)|sa(2)pa(2)],
the dispersion energy from these excitations becomes
Eopp.spindisp,A(a+b)(n) = C0(CAa,n − CAb,n)[sa(1)pa(1)|sb(2)pb(2)]. (9.29)
Note that, unlike in the case (9.24) of the E-type excitations of the previous sec-
tion (cf. Equations (9.7), (9.8) and (9.20)), Eopp.spindisp,A(a+b) is not expressed explicitly in
Equation (9.29) in terms of the NOs. So this part of the vdW energy is not obtained
as an NO functional. We can make a rough estimate of its magnitude using the
dispersion energy of the E type excitations. Since from the previous section the
dispersion energy (opposite-spin and same-spin) of the E excitation to the same
set of orbitals (nσgnσu) is
Eopp.spindisp,E (n) = 2
√
3C0CEa,n[sa(1)pa(1)|sb(2)pb(2)], (9.30)
the dispersion energy contribution of Equation (9.29) can be written as
Eopp.spindisp,A(a+b)(n) = (CAa,n − CAb,n)
Eopp.spindisp,E (n)
2
√
3CEa,n
. (9.31)
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When we use this relation we obtain from the Eopp.spindisp,Ea (n) contributions, which
we have all evaluated (see section 9.5), for the contribution from the A(a + b) exci-
tations, plus the A(c+ d), C(a+ b) and C(c+ d) groups of excitations, for which a
similar analysis can be done, the estimate −6.25 µEh . Of course we cannot expect,
with the approximations and assumptions we are using, quantitative agreement
with the half of the opposite-spin dispersion energy obtained with the E excita-
tions, which amounts to −15.78 µEh . But we note that we do obtain the right
order of magnitude and we conclude that the A and C excitations can very well
be the source of the part of the opposite-spin dispersion energy that was missing
from the E excitations. We have also verified that, in the NO basis, the off-diagonal
B and D type excitations, which have much smaller amplitudes, give negligible
contributions. The same holds for quadruple and higher excitations. We will dis-
cuss numerical results for the dispersion energy calculation both from FCI and from
the E excitations in the following sections.
9.3 remark on the single excitations
In section 9.1 we have successfully identified all the double excitations leading to
dispersion type contributions in the pair density and further in the energy. The
notion that double excitations are the most relevant ones for the dispersion inter-
action comes from the investigations presented for H2 in both triplet (section 8.1)
and singlet (section 8.2) states and it also agrees with other approaches. Despite
doubles being the most important excitations for dispersion interaction they are
not the only ones that can contribute. Therefore in this section we would like to
remark only on the other possibilities how the dispersion terms can appear.
Amongst the most important excitations that we neglected are the singles, which
cannot couple directly to the reference determinant and couple indirectly trough
double or triple excitations, nevertheless they can contribute to the same elements
of the 2RDM as E-type excitations. However the importance of single excitations
(measured by the magnitude of their coefficients) is greatly diminished when the
wave function is expanded over NOs as was demonstrated in section 3.3. Therefore
in this particular case we can safely neglect the single excitations and their con-
tribution to the energy. This point however holds only for NO basis, which means
that for any other orbital basis used the contribution coming from singles might
be big enough that it would have to be included in the final vdW energy. Since we
will explore other orbitals than NOs to expand the CI wave function in chapter 10
it is therefore important to perform the analysis of the 2RDM elements that can be
generated from singly excited CSFs which we present in appendix A.
9.4 convergence of the van der waals bonding energy of the he-
lium dimer with primitive basis set
In this section we shall demonstrate that, due to its simple nature analyzed in the
previous sections, vdW interaction can be captured in relatively small basis sets
with restricted (l ≤ 2) angular momenta of the basis functions. This fact has not
been easy to recognize, since the accurate description of the intraatomic electron
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correlation in the He atoms makes much stronger demands on basis set quality,
and the dispersion energy is often considered as an additional correlation effect
that requires first a highly accurate description of the intramonomer correlation
energy. Since the total correlation energy (sum of the monomer correlation ener-
gies) is of the order of 83 000 µEh , and the vdW bonding energy is ca. 35 µEh ,
a small error in the first would easily be much larger than the whole vdW bond-
ing. Indeed, in a restricted CI treatment the size inconsistency of such a method
already may affect the intramonomer correlation energies by a larger amount than
the magnitude of the dispersion energy [215].
Table 9.2 displays the basis set convergence of the HF energy EHF, the total cor-
relation energy Ec (obtained from full CI (FCI) calculations), and the vdW bonding
energy Eb of He2 at the equilibrium He-He distance of 5.6 a.u.. The basis sets are
extended from aug-cc-pVTZ to aug-cc-pV5Z [183], and within each class the re-
sults for an s-only basis are shown, while higher angular momentum functions are
successively included. FCI calculations are performed with the graphical unitary
group approach (GUGA) [30] implementation of FCI within the gamess(us) package
[31, 81]. The importance of basis set superposition error (BSSE) and basis set conver-
gence error (BSCE) for He2 was previously investigated in chapter 7. It was found
that both errors cancel each other to a large extent around the minimum of the vdW
energy curve. For that reason we evaluate Eb without the counterpoise correction
[155], which incidentally is not so large for the basis sets of the sizes used here
(largest for aug-cc-pVTZ with ca. 5 µEh ). For a more elaborate discussion about
BSSE and BSCE we refer to chapter 7 or Ref. 222.
Table 9.2 illustrates, first of all, the well-known trend that the convergence of
EHF is relatively fast, in terms of percentage change. Nevertheless, the change from
aug-cc-pVTZ to aug-cc-pVQZ is in the order of 1 mEh , and from aug-cc-pVQZ to
aug-cc-pV5Z in the order of 0.1 mEh , much larger than the vdW energy. It is to
be noted that the basis set effects for the HF energy are almost entirely from the s
basis, the addition of higher l basis functions only has an effect at the µEh level (for
p functions) or less (for l > 1 basis functions). The basis set effects for Ec are very
different. Here increasing the s basis has little effect, the large step (0.04 hartree)
comes in each of the three sets of functions from addition of the p functions, with
additional improvement from addition of d functions (ca. 4 mEh ) and f functions
(1 mEh ). This is understandable from the fact that the correlation energy is mostly
atomic angular correlation energy.
In view of the fact that the convergence of the Hartree-Fock and the correlation
energies are by no means at the µEh level, it is quite striking that the vdW bonding
energy Eb does exhibit convergence at that level. From aug-cc-pVQZ to aug-cc-
pV5Z the change is only from −33.09 µEh to −33.45 µEh . Most importantly, how-
ever, also in the smallest basis, aug-cc-pVTZ, Eb is practically converged (−32.0
µEh ). Also as a percentage of the reference value Eb = −34.84 µhartree (taken
from Ref. 172) the Eb in the smallest basis is quite good (92%), although of course
slightly worse than with the largest basis (96%). We may conclude that the vdW
binding energy, in spite of being a very small correlation energy contribution, does
not require excessive basis sets for an accurate description. This fits in with the
essentially simple physical nature of this type of correlation, as has been illus-
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Table 9.2: Convergence with primitive basis set of the following energies of He2: Hartree-
Fock energy EHF (hartree), total correlation energy Ec (Hartree), and van der
Waals binding energy Eb (in µhartree and in % of the reference Eb = −34.84
µEh energy.
NBF EHF(H) Ec(H) Eb(µH) Eb(%)
aug-cc-pVTZ
8 [4s] -5.7223374 -0.0333 34.5 -99.0
26 [4s3p] -5.7223390 -0.0753 -19.6 56.1
46 [4s3p2d] -5.7223392 -0.0789 -32.0 91.9
aug-cc-pVQZ
10 [5s] -5.7230148 -0.0342 35.56 -102.1
34 [5s4p] -5.7230155 -0.0770 -16.06 46.1
64 [5s4p3d] -5.7230163 -0.0813 -31.28 89.8
92 [5s4p3d2f] -5.7230165 -0.0821 -33.09 95.0
aug-cc-pV5Z
12 [6s] -5.723224688 -0.0347 35.58 -102.1
42 [6s5p] -5.723225031 -0.0775 -15.32 44.0
82 [6s5p4d] -5.723225312 -0.0819 -30.67 88.0
124 [6s5p4d3f] -5.723225352 -0.0829 -33.12 95.1
160 [6s5p4d3f2g] -5.723225356 -0.0832 -33.45 96.0
trated with the conditional probabilities in the previous section. Of course, since
the vdW bonding comes entirely from polarization of the charge distributions of the
monomers, we may expect a strong dependence on the presence of p and higher
angular momentum basis functions. This is fully borne out by the results in Ta-
ble 9.2. In each of the three basis sets the behavior as a function of l basis functions
is the same: with only s functions available no London type of dispersion energy
(from polarization of the charge distributions) is possible and the energy is repul-
sive by ca. +35 µEh (exchange repulsion). Adding p functions has by far the largest
impact, yielding ca. −50 µEh dispersion energy, in agreement with the importance
of the dipole-dipole interaction postulated as the source of the vdW interaction in
London’s theory. However, l = 2 contributions are nonnegligible, yielding an ad-
ditional −18 µEh . So the dipole-dipole interactions in the atomic sp set produce
about three fourths of the binding effect, when measured from the repulsive en-
ergy obtained in the [ns] basis and this approximately holds for all sets considered.
Addition of the atomic d-functions brings about 90% of Eb. Further addition of
the f -functions in aug-cc-pVQZ and aug-cc-pV5Z yields 95% of Eb, while with the
additional inclusion of the g-functions in aug-cc-pV5Z 96% of Eb is recovered. We
note that for good convergence of the vdW bonding energy it is not necessary to
describe the electron-electron cusp behavior of the wave function very accurately
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(which is a requirement for highly accurate atomic correlation energies). The na-
ture of the electron correlation responsible for the vdW interaction, involving inter-
action between remote charge distributions, shows that accurate cusp behavior is
not required.
We have observed that the E type excitations generate pure vdW energies. The
results of the previous section then suggest that the energy from the E type ex-
citations, which is a part of the dispersion energy, should exhibit very good con-
vergence (at the µEh level) with basis set. (The energy from general excitations
would show the much slower convergence with basis set of the total correlation
energy, Ec.) Table 9.3 demonstrates that this is the case, and provides some insight
in the contributions of the various types of E excitations, see the classification of
the components E(x), x = a, b, c, d corresponding to the four types of E excitations
in Table 9.1. Similar to Eb analyzed in the previous section, all E(x) and the total
Edisp(E) display a good convergence with the primitive basis. We have added the
small aug-cc-pVDZ basis to show that only at that level the deviations from the
converged values become significant.
Table 9.3: Convergence with primitive basis set of the contributions to the dispersion en-
ergy from E type excitations (each entry is the sum over the type of excitations
indicated in the first column). Coefficients for the E type CSFs are extracted from
the FCI calculations. Energies are given in µhartrees
Excitations aVDZ aVTZ aVQZ aV5Z
E(a):
∣∣1σg1σunσgnσu∣∣ -13.9151 -12.6905 -12.6856 -12.9004
E(b):
∣∣1σg1σunpignpiu∣∣ -7.2107 -6.5939 -6.6560 -6.6714
E(c):
∣∣1σg1σunσgmσu∣∣ -10.8834 -15.6198 -16.8664 -17.1400
E(d):
∣∣1σg1σunpigmpiu∣∣ -4.9818 -8.5392 -9.9368 -10.5754
Total -36.9910 -43.4434 -46.1448 -47.2872
Note, that in all basis sets the E-type excitations to the σ-type NOs (E(a) =
E(σnn) and E(c) = E(σnm)) bring a larger contribution than those to the pi NOs
(E(b) = E(pinn) and E(d) = E(pinm)), so that the corresponding sum E(a) +
E(c) constitutes 64% of Edisp(E). Also, the more numerous off-diagonal excitations
to the nχgmχu, m 6= n, NO pairs bring a somewhat larger contribution than the
smaller number of diagonal excitations to the nχgnχu pairs, both for the σ and pi
excitations, so that the corresponding sum E(c) + E(d) constitutes 59% of Edisp(E)
(See Table 9.3).
To sum up, the results of this section reveal that both the form of the instanta-
neous atomic multipoles responsible for vdW interaction in He2 and the magnitude
of this interaction are captured already in relatively small basis sets.
9.5 convergence of the van der waals bonding energy of the he-
lium dimer with the number of nos used in the ci
With a given choice of primitive basis - which does not seem to be very critical
- it remains to be seen how extensive the CI has to be in order to obtain the vdW
120 helium dimer case the e-type version
binding energy. It is well known that the convergence of the CI in general is much
better in an NO basis than in a Hartree-Fock molecular orbital (MO) basis, and for
the 3H2 molecule this was spectacularly so [198], see section 8.1. Table 9.4 makes
such a comparison between convergence in MO basis and NO basis with the aug-
cc-pV5Z primitive basis. One can see from that table that FCI in NO basis provides
much faster convergence of the correlation energy. Already in the basis of 10 NOs
FCI recovers 86% of the full Ec value, while calculation with 10 MOs gives only 1%
of Ec. Extension to 30 NOs allows to obtain 96% of Ec, while FCI in the basis of
30 MOs yields only 25% of Ec. However, since the vdW binding energy is so much
smaller than the total correlation energy Ec, this does not yet imply that a small
NO basis would suffice for vdW calculations. To determine whether that is the case,
we need to investigate what the convergence of the dispersion energy, not the total
correlation energy, is.
Table 9.4: Convergence of the correlation energy with the num-
ber of orbitals in the FCI active space in aug-cc-pV5Z.
EHF = −5.72322536 hartree.
Correlation energy % of exact
#Orb MO NO MO NO
10 -0.00085334 -0.07160245 1.03 86.05
20 -0.00638421 -0.07685391 7.67 92.36
30 -0.02086807 -0.08014597 25.08 96.32
50 -0.03944957 -0.08155324 47.41 98.01
70 -0.06227270 -0.08238777 74.84 99.01
100 -0.07250144 -0.08282951 87.13 99.54
160 -0.08320915 -0.08320915 100.00 100.00
It has been observed that the E type excitations generate pure dispersion ener-
gies. We display in Table 9.5 how fast the convergence is of the various types of
E excitations with the number of NO based CSFs, see the classification of the com-
ponents E(x), x = a, b, c, d of Edisp(E), corresponding to the four groups of E-type
excitations in Tables 9.1 and 9.3. It is seen that the E(x) display a good conver-
gence with the number of NO CSFs, although E(a) and E(b) converge much faster
than E(c) and E(d). Remarkably, in analogy with 3H2 considered in chapter 8, in
the cases of diagonal excitations to the nσgnσu (E(a)) as well as to the npignpiu
orbital pairs (E(b)), just a single excitation produces the dominant contribution to
the corresponding E(x). This single excitation is not necessarily to the first CSF (in
NO basis). In particular, in the E(a) = ∑n E(σnn) case the first excitation, to the
2σg2σu pair, brings a negligible contribution to E(a). This comes out, because both
2σg and 2σu NOs are almost exclusively of s character (2σg/u ≈ (2sa ± 2sb)/(
√
2),
etc.), so that the corresponding excitation does not produce a dipolar (multipo-
lar) conditional density. However, the next excitation to the 3σg3σu pair, the con-
tribution of which to the pair density and Edisp is presented in Equations (9.12)–
(9.17) and analyzed in section 9.1, produces 92% of E(a). Similarly, in the case of
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E(b) = ∑n E(pinn) just the first excitation 1σg1σu → 1pig1piu contributes 90% of
E(b) (see Table 9.5).
Among the offdiagonal excitations 1σg1σu → nχgmχu, m 6= n, there is not such
a single excitation that produces almost the complete effect, neither for the offdi-
agonal excitations of σ type (E(c)) nor for those of pi type (E(d)). However, some
reduction in the number of necessary excitations can be achieved from the obser-
vation that the most important ones are those, in which one of the NOs of the pair
nχgmχu, m 6= n is either the 3σg/u or the 1pig/u NO, see the lower panel of the Table.
Still, the energy contributions of the excitations are much more dispersed than in
the diagonal excitations case. In particular, the inclusion of 38 excitations to the σ
NOs of the types 1σg1σu → 3σgmσu and 1σg1σu → nσg3σu is required in order to
obtain 80% of E(c). Similarly, the inclusion of 30 excitations to the pi NOs of the
types 1σg1σu → 1pigmpiu and 1σg1σu → mpig1piu, m > 1, is required in order to
obtain 79% of E(d). Note, that the contribution of the E-type excitations to the δ
and higher momenta NOs is negligible (see bottom line of Table 9.5).
The resultant Edisp(E) amounts to −47.29 µhartree. Since the E type excitations
only obtain half of the opposite spin dispersion energy, they should only yield 75%
of the total dispersion energy. In fact, adding the missing 25% (−15.76 µEh ) we
obtain −63.05 µEh , very close to the total FCI Edisp = −61.36 µhartree. The latter
quantity is obtained from the expression
Edisp = EFCI(He2)− 2EFCI(He)− ∆EHF, (9.32)
where ∆EHF = EHF(He2)− 2EHF(He) is the HF interaction energy (repulsive due to
the Pauli repulsion between the closed (1s)2 shells). We recall that we could show
that the A and C excitations can account for the missing half of the opposite-spin
dispersion energy.
Finally it is to be noted that the coefficients for the E type CSFs can also be ob-
tained from just configuration interaction with single and double excitations (CISD)
calculations in the NO basis instead of FCI calculations, see column NO-CISD of Ta-
ble 9.5. All partial contributions of the E type excitations calculated with FCI are
reproduced very well with the restricted CISD calculations. The dispersion energy
of the E excitations is changed very little, to −45.0 µEh . This is in line with the intu-
itive notion that vdW interactions could be described to a large degree of accuracy
with certain type of double excitations that are in fact coupled single excitations
on each of the monomers. Those excitations would produce the necessary density
polarization of the interacting fragments that would then lead to attraction. This
opens up a possibility to describe London dispersion forces with quite compact
and inexpensive CI expansions.
So far we only explored the CI expansions based on natural orbitals, however in
practical application they would have to be obtained a priori by some approximate
procedure. Therefore it is justified to further explore the dependence of the Edisp
on the orbital basis used to expand the CI wave function. To provide insight into
this matter we have performed a conventional HFMO based CISD and calculated the
vdW energy contributions coming from E type excitations analogously as for the
NO-CISD case. The results are gathered in the last column (MO-CISD) of Table 9.5.
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Table 9.5: The He2 interaction energy (in µEh ) from E excitations. Contributions from the
various types of E excitation (σ or pi, diagonal or offdiagonal) with the excitation
level (number of NO configuration state functions (CSFs)) used. Σ(n) means the
sum over the first n CSFs of the given type. Basis set: aug-cc-pV5Z.
Energy
Excitation type No. of CSFs NO-FCI NO-CISD MO-CISD
E(a) = ∑n E(σ, nσgnσu)
1 -0.0016 -0.0015 -0.0001
2 -11.8635 -11.2583 -5.4644
3 -11.8696 -11.2635 -5.4643
4 -12.5231 -11.8690 -8.2126
Σ(19) -12.9004 -12.2239 -8.8521
E(b) = ∑n E(pi, npignpiu)
1 -6.0070 -5.7005 -3.7676
2 -6.3576 -6.0275 -4.4518
3 -6.4119 -6.0799 -5.9948
Σ(15) -6.6714 -6.3202 -6.0360
1 -4.4978 -4.1929 -7.7089
10 -13.9815 -13.2942 -17.2291
E(c) = ∑n,m E(σ, nσgmσu), 20 -15.8945 -15.1171 -18.6455
n 6= m 50 -16.9077 -16.1228 -19.4465
Σ(342) -17.1400 -16.3629 -19.5810
1 -1.9470 -1.8267 -2.8070
E(d) = ∑n,m E(pi, npigmpiu), 10 -8.7060 -8.2391 -9.3056
n 6= m 20 -9.9418 -9.4240 -10.0467
Σ(210) -10.5754 -10.0884 -10.2831
E(σ, total) = E(a) + E(c) -30.0404 -28.5868 -28.4331
E(pi, total) = E(b) + E(d) -17.2468 -16.4086 -16.3191
E(σ+ pi, total) -47.2872 -44.9954 -44.7522
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Table 9.6: Importance of 3σg and 3σu, and of 1pig and 1piu The He2 interaction energy (in
µEh ) from E excitations. Contributions from the various types of E excitation (σ
or pi, diagonal or offdiagonal) with the excitation level (number of NO configu-
ration state functions (CSFs)) used. Σ(n) means the sum over the first n CSFs of
the given type. Basis set: aug-cc-pV5Z.
Energy
Excitation type No. of CSFs NO-FCI NO-CISD MO-CISD
E(σ, 3σgmσu), all m -3.6670 -3.4858 -10.8491
E(σ, nσg3σu), all n -10.1178 -10.0716 -3.4894
sum -13.7848 -13.5573 -14.3385
E(pi, 1pigmpiu), all m -6.4060 -6.0958 -2.7818
E(pi, npig1piu), all n -1.9739 -1.8780 -4.9887
sum -8.3799 -7.9738 -7.7705
l ≥ 2 contributions -0.0787 -0.0764 -0.0754
The first and most important observation is that although term by term compar-
ison of MO-CISD and NO-CISD reveals substantial differences the total σ- and pi-type
contributions from MO-CISD are equal to the NO-CISD contributions (the small differ-
ence can be safely neglected due to numerical thresholds used in the calculations).
What follows immediately is that the total dispersion energy (E(σ + pi, total)) is
also unchanged when going from NOs to HF MOs. This observation indicates that
there is an invariance of the dispersion energy with respect to orbital rotations
that affects the convergence of this energy with the number of orbitals used in the
expansion but not the total dispersion energy (when all the orbitals are included
in the expansion). Investigation of the change in the convergence pattern between
MOs and NOs will be the content of the following paragraphs.
Looking closely at the E(a) excitations a substantial difference in a convergence
ratio between NO-CISD and MO-CISD can be revealed. When the CISD wave function
in expanded in NOs there is only one big contribution to E(a) namely the second
one (n = 3) bringing in 92% of the total, however for MO-CISD the second term
gives only 62% of the total but inclusion of the fourth term (n = 5) brings another
31%. Moreover the total contribution from E(a) CSFs in NO-CISD is substantially
larger than the one from MO-CISD (ca. 30% larger). Going to E(b) excitations again
a similar convergence is observed for NO-CISD as for E(a) CSFs since the excitation
to the first pi pair of NOs brings in about 90% of the total E(b) energy and two sub-
sequent terms bring in an additional 6% in both cases. For MO-CISD the first three
terms contribute 63%, 11% and 26% respectively, where the first and third terms
are the excitation to a pair of MOs of p character and the second term correspond
to a pair of MOs of dominant dxz character. In the convergence study of E(c) type of
excitations the terms in the summation were arranged according to the decreasing
absolute value of the energy contribution so that meaningful partial summations
can be performed. First term for both expansions based on NOs contributes around
26% in contrast to the first term in MO expansion which gives 39% of the total E(c)
energy. Including more terms results in a smooth convergence without any signif-
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icant differences. There is however a discrepancy in the total energy coming from
E(c) in NOs and MOs and the latter is ca. 3.2 µEh more negative than the former.
This is exactly the same amount by which NO-CISD and MO-CISD results differed for
the E(a) excitations although the shift was opposite. Also no significant difference
was found in the case of convergence for E(d) contributions and the total numbers
agree very well.
We have also investigated more closely the role of the most important MOs in
the expansion as compared to the NOs. The results in Table 9.6 show an alternative
summation of terms present in the E(c) and E(d) cases, namely with singling out
the contributions involving 3σg, 3σu, 1piu and 1pig orbitals. Interestingly the total
contribution coming from 3σg in NO-CISD is not equal to the corresponding summa-
tion in MO-CISD but rather to the summation involving all the CSFs containing the
3σu orbital. The analogous observation can be made for the 3σu containing terms in
the NO-CISD. It is also worth mentioning that the total contribution from the men-
tioned terms differs only in ca. 1 µEh . When pi orbitals are considered the trend
when going from NOs to MOs is the same as for the σ orbitals but the agreement
between different terms is less striking. Again the total contributions agree very
well differing only in 0.2 µEh .
To complete the discussion about the role of different orbitals used to expand
the CI wave function the plots of the most important orbitals are presented in Fig-
ure 9.2. As can be easily noted all of the NOs are more compact (less spatially
extensive) with respect to canonical HF MOs. They are well localized on the respec-
tive He atoms in contrast to MOs which are delocalized towards the internuclear
space (bonding orbitals) or further away from the center of the dimer.
9.6 asymptotic regime of the potential energy curve
I would like to start the discussion of the asymptotic behavior of the dispersion
energy defined through the pair density based on E type excitations with a remark
about spin components. We first note that it is a physically reasonable assumption
that the dispersion forces between the like- and opposite-spin electrons should
bring equal contributions to Edisp of the closed-shell He2
Esame spindisp ≈ Eopp. spindisp ≈
1
2
Edisp. (9.33)
It is well known that this equality of same-spin and opposite-spin contributions
does not hold for the total correlation energy. In compact finite many-electron
systems the major contribution to Ec comes from the short-range Coulomb corre-
lation of electrons with opposite spins. This is because the short-range Coulomb
correlation of the same-spin electrons is, largely, suppressed due to the screen-
ing effect of the exchange (Fermi correlation) between these electrons. However,
being a long-range Coulomb correlation effect, the dispersion forces between the
same-spin electrons should not be affected by the exchange screening, so that Equa-
tion (9.33) holds.
This qualitative consideration is supported with the results of the present FCI
calculations. Indeed, according to Equation (9.24), interaction between the like-
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(a) 3σg (1σpz ) HFMO (b) 3σg (1σpz ) NO
(c) 3σu (1σ∗pz ) HFMO (d) 3σu (1σ
∗
pz ) NO
(e) 1piu (1pipy ) HFMO (f) 1piu (1pipy ) NO
(g) 1pig (1pi∗py ) HFMO (h) 1pig (1pi
∗
py ) NO
Figure 9.2: Comparison of HF MOs and NOs that are most important for the vdW interac-
tion.
126 helium dimer case the e-type version
spin electrons yields two thirds of Edisp(E) = −47.29 µhartree evaluated in the
previous section, i. e. Esame spindisp (E) = −31.53 µhartree. This is just 51% of the FCI
Edisp = −61.36 µhartree of Equation (9.32), which satisfies Equation (9.33). We
therefore find, consistent with our analysis of all types of double excitations, that
the E type excitations account for virtually all of the like-spin dispersion energy,
which emerges from the pair density of the E type excitations with the simple
(multipole-multipole) structure discussed in section 9.1,
Esame spindisp ≈ Esame spindisp (E) =
1
2
∫
dr1dr2
ΓsamespinE (r1, r2)
|r1 − r2| . (9.34)
The E type excitations only account for half of the dispersion energy of opposite-
spin electrons. Since the other half arises from excitations of A and C type that
carry very much more correlation energy than just the dispersion energy, making
the disentangling of the dispersion part very difficult, it is expedient to incorporate
the full opposite-spin dispersion energy by just doubling the opposite-spin part of
the dispersion energy from E excitations, Edisp(E) or equivalently introducing a
factor of 4/3 to the total dispersion energy Edisp(E).
In order to quantitatively assess the quality of the asymptotic behavior of the
total dispersion energy 4/3Edisp(E) beyond the vdW minimum we have obtained
the results for a range of internuclear separations R(He-He) = 6.0, 6.5, 7.0, 8.0,
9.0, 10.0, 12.0 bohr. These results were then compared to the FCI dispersion energy
defined according to Equation (9.32) and exact long range energies obtained from
a truncated expansion based on perturbation theory, namely
EPTdisp = −
C6
R6
− C8
R8
− · · · , (9.35)
where exact C6 and C8 for helium dimer were taken from Ref. 223. All calculations,
except for the dispersion coefficients, were performed in Dunning’s aug-cc-pVQZ
[183]. The linearized results (R6Edisp vs. R−2) are plotted in Figure 9.3. As could
have been anticipated both curves EFCIdisp and 4/3E
E
disp exhibit proper asymptotics
with R−2 approaching 0 being very close to the benchmark curve therefore our as-
sumptions are fully confirmed. It is easy to notice that 4/3EEdisp is somewhat closer
to the benchmark than EFCIdisp although both results were obtained in the same basis
set. This might be explained by taking into account that EEdisp is less sensitive to
the basis set quality than the supermolecular FCI dispersion energy. Two curves
presented in Figure 9.3 were also fitted using linear least square method to ex-
tract the approximate C6 and C8 coefficients which are tabulated in Table 9.7 for
reference together with benchmark values. The presented results confirm that the
description of dispersion interaction using a pair density based on E type excita-
tions exhibits the same accuracy as the supermolecular FCI and is very close to
exact. Both approximate C6 coefficients show only a small (< 1%) deviation form
the exact values, whereas the deviation of the C8 coefficients is an order of magni-
tude larger (ca. 5%). Those small discrepancies can be traced back to finite basis set
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Figure 9.3: Fit of the long range part of the interaction.
Table 9.7: Comparison of fitted vs exact C6 and C8 dispersion coefficients for He2.
EFCIdisp 4/3E
E-type
disp Exact
i
C6 1.451 1.448 1.461
C8 13.462 15.035 14.118
i Exact C6 and C8 coefficients taken from Ref. 223.
effects, limited amount of data points and in case of approximate C8 accumulation
of higher order effects.
9.7 discussion and conclusions
We have found that the dispersion energy in the He2 case can be represented with
a limited number of specific double excitations. In this section we will discuss
what implications this may have for the question if vdW interaction energies can be
obtained by an orbital functional in 1RDMFT.
In the previous section we have seen that the FCI Edisp(E) is very well repro-
duced with CISD. The vdW binding energy Eb of a closed-shell dimer system can
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then be obtained by adding the total dispersion contribution, obtained from the E
excitations only, to the energy of the repulsive HF interaction ∆EHF as follows
Eb ≈ ∆EHF + 43 E
SDCI
disp (E) = ∆E
HF +
2
3
∫
dr1dr2
ΓSDCIE (r1, r2)
|r1 − r2| . (9.36)
Since ΓSDCIE is the part of the pair density, which is produced with a relatively
simple CISD calculation, Equation (9.36) suggests an efficient method to evaluate
the vdW binding energy Eb.
The present results have important implications for 1RDMFT. In order to properly
describe vdW interaction, a successful 1RDM functional of the exchange-correlation
(xc) energy Exc[γ] of a closed-shell dimer should possess a dispersion component
Edispxc [γ]
Edispxc [γ] = ∑
k∈occ
∑
m∈virt
f dispxc (nkg, nku, nmg, nmu)
× [〈kχgkχu|mχumχg〉 − 〈kχgkχu|mχgmχu〉]. (9.37)
In Equation (9.37) the summation over k runs over all relevant strongly occupied
NOs with the occupations nkg/u > 1 (approaching 2), denoted the occ set, while
the summation over m runs over all relevant weakly occupied NOs with the oc-
cupations nmg/u < 1 (approaching 0), denoted the “virt” set. The coefficients
f dispxc (nkg, nku, nmg, nmu) are functions of the occupations nkg, nku, nmg, and nmu. Note
that the electron-electron repulsion integrals in Equation (9.37) are not the tradi-
tional Coulomb and exchange integrals, so this dispersion part of the exchange-
correlation functional is a non-JK (non-primitive) functional. The only attempt at
building a dispersion functional in RDMFT so far has been by Piris, who achieved
reasonable success (50% of the vdW bonding energy) with a primitive functional
[67, 224]. However, our present analysis does not support a primitive functional for
vdW bonding, which also would fail for the 1/R6 tail behavior of the vdW energy
and our approach clearly does not suffer from those problems as was demon-
strated in section 9.6.
An accurate modelling of the vdW energy with the functional of Equation (9.37)
requires the development of the function f dispxc (nkg, nku, nmg, nmu) of the NO occu-
pation numbers (ONs). This is the situation that prevails in RDMFT in general,
and most efforts in RDMFT have actually been spent in devising similar func-
tions for JK type functionals describing other parts of the correlation energy [44–
46, 56, 61, 66, 69, 225]. Since the ONs are primarily determined by the total corre-
lation energy, which has overwhelmingly other origins than the dispersion energy,
one might envision that Equation (9.37) is used for a “non-self-consistent” estimate
of Eb with the dispersion energy added “on top of” HF,
Eb ≈ ∆EHF + 43 E
disp
xc [γ] = ∆EHF
+
4
3 ∑k∈occ
∑
m∈virt
f dispxc (nkg, nku, nmg, nmu)[〈kχgkχu|mχumχg〉− 〈kχgkχu|mχgmχu〉],
(9.38)
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where the NOs and their occupations are obtained with the corresponding ground-
state calculation with a suitable primitive RDMFT functional. As a next step further
refinement would follow from incorporating the dispersion part of the exchange-
correlation functional in the self-consistent determination of NOs and ONs, which
might result in slight adjustments in these quantities,
Exc[γ] = E
p
xc[γ] + E
disp
xc [γ] =∑
i
∑
j
f pxc(ni, nj) 〈χiχi|χjχj〉
+ ∑
k∈occ
∑
m∈virt
f dispxc (nkg, nku, nmg, nmu)[〈kχgkχu|mχumχg〉− 〈kχgkχu|mχgmχu〉],
(9.39)
where Epxc[γ] is a suitable primitive RDMFT functional. As in the case of the prim-
itive functionals we obtain the dispersion functional here as a product of two-
electron integrals with weight functions f dispxc (nkg, nku, nmg, nmu) depending on the
ONs. As always in DFT, these functions cannot be derived from first principles. In
the special case of the two-electron 3H2 of Equations (8.1) and (8.3), the weight
functions depend on the square roots of the ONs. A square root dependence in a
primitive functional has also been shown to give the nondynamical correlation (left-
right correlation) in the dissociating bond exactly [46]. Apparently, for the disper-
sion functional a square root dependence may also be a good starting point, but as
in RDMFT for other types of correlation, obtaining an accurate non-primitive func-
tional Equation (9.37) for dispersion and its application in both non-self-consistent
Equation (9.38) and self-consistent (Equation (9.39)) approaches will require fur-
ther development and testing.

10
T H E L O C A L I Z E D 2 R D M A P P R O A C H
From considerations presented in chapters 8 and 9 emerges a consistent, and more
importantly, simple picture of the nature of the London dispersion forces based
on the pair density description rather than on the wave function. Pair density
and its corresponding conditional probability density ease the interpretation of
the underlying interaction and its mechanism which agrees perfectly with the
standard interpretation of the nature of the attractive forces as the interaction of
instantaneous–induced multipole moments coming from the fluctuating densities
of the interacting fragments.
Above mentioned considerations open up possibilities for developing new ap-
proaches for obtaining accurate dispersion energies by directly resorting to the
2RDM. It is interesting to consider such an approach since by inheriting all of the
merits of describing the dispersion interaction in terms of the 2RDM it would pro-
vide a robust and accurate method for investigating noncovalently bound molecules.
The first and perhaps most important feature would be the lack of contamination
of the results by the infamous basis set superposition error (BSSE). All methods
based on the supermolecule approach have to deal with this artifact and since
the experts are divided into supporters of correcting for BSSE and opponents the
issue becomes more complicated. Fortunately, as our investigations presented in
chapter 7 and further elaborated in our more recent work [222] show that the
problem might be systematically studied and guidelines for when to apply the
counterpoise correction can be extracted. Despite that, it is still advantageous to be
free from this problem altogether.
The second significant aspect is that only certain types of double excitations
are important for the vdW interaction, which means that at most our model CI
expansion will be of the CISD size. This is already an advantage since robust im-
plementations exist for CISD which scale with the number of orbitals n at most like
O(n6). However in a more favourable case of small number of electrons and large
number of orbitals the scaling is reduced to O(n4). Moreover the computational
effort can further be reduced by limiting the CI expansion to include only the exci-
tations that are important for vdW since not all of the double excitations are. It is
also worth stressing that the dispersion energy is extracted from the dimer calcu-
lation therefore the overall effort is reduced since no correlated monomer energies
are required but only the inexpensive HF level ones.
The practical implementation of the ideas described above could be realized by
carefully designing the configuration interaction expansion in order to include the
relevant excitations with subsequent calculation of the dispersion energy based on
the relevant 2RDM (see Equation (9.36)). By careful design of the CI expansion we
both mean the selection of appropriate excitations as well as the choice of one-
particle functions used to expand the wave function since it can in principle affect
the character of the excitations.
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A notable attempt to utilize the 2RDM for the description of dispersion bound sys-
tems was made by Bories et al. [226] whose effort was to reconstruct the system’s
total 2RDM from CISD level 2RDMs of its constituents for a linear chain of Helium
atoms. The core concept behind this approach is the additive separability of the
2CRDM [64, 65, 227–229] which represents two-body correlations. Earlier investiga-
tions exploring system partitioning based on the expansion of 1RDMs and 2RDMs
in localized orbitals [230, 231] served as the fundamental for the reconstruction
which together with imposed N-representability conditions and a selective exci-
tation selection resulted in respectable accuracy of the studied potential energy
curve. Although successful at reproducing the total energy this study didn’t not
give any insight on which excitations and corresponding 2RDM entries lead to vdW
forces and the smallest fragments exercised were of the size of He2 which does not
explain how the dispersion interaction is build into the its 2RDM.
Additionally several related approaches based on similar guidelines were ex-
plored and are documented in the literature.The category of methods based on
designing a particular CI expansion involving only the relevant excitations lead-
ing to the dispersion interaction is represented by the interacting correlated frag-
ment (ICF) approach of Liu and McLean [216, 232, 233]. In ICF the authors start
from the same principle that simultaneous coupled single excitations from each of
the interacting fragments into the external space account for the dispersion inter-
action.
An alternative approach involves the use of localized molecular orbitals (LMOs)
and subsequent decomposition of correlation contributions to the intermolecular
interaction energy [234–236]. In this type of approach the components are assigned
by analogy to the wave function excitations rather than the pair density as in our
case. These methods fall into a wider family of methods that can be collectively
termed as local correlation (LC) techniques which originate from the pioneering
work of Saebø and Pulay [237–240]. They make use of the rapid decay of the
Coulomb potential between electron pairs and their primary advantage is that
they offer reduced computational scaling with respect to canonical HF molecular
orbitals without a considerable loss of accuracy. The use of LC techniques in not
limited to MP2 and was successfully applied with most of the post HF methods as
coupled cluster [21, 241] or configuration interaction [242–244].
Yet another procedure for calculating interaction energies adopting localized
orbitals was presented by Iwata by using third order single excitation perturbation
theory [245–247].
Usefulness of localized orbitals as a tool for interpretation of HF wave func-
tions resulted in several well established and readily available localization schemes
e.g. Foster-Boys [248], Edmiston-Ruedenberg [249] and Pipek-Mezey [250]. How-
ever the advantages of LC techniques triggered a renewed interest in localization
schemes and greatly expanded the array of robust approaches for localization [251–
260].
In this chapter we would like to focus on the approach for calculating dispersion
energy based on Equation (9.36) to larger systems with more complicated elec-
tronic structure. Unfortunately a straightforward extension of the method based
on recognizing the relevant analogues of the He2 E-type excitations leads to ad-
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ditional complications since it can be shown that when a system contains more
than just two occupied σ orbitals (consider e. g. Neon dimer) not all of the re-
sulting double excitations will be purely of vdW character due to the incomplete
cancellation of the on-site correlation contributions. Therefore to overcome those
limitations two possible generalizations can be conceived. The first one is based on
the conventional CI to calculate the 2RDM and then removing the undesired on-site
contributions by expanding the 2RDM in AOs and carefully analyzing the compo-
sition of the 2RDM entries. By setting to zero all of the one-center AO integrals
and after transforming the remaining integrals to the MO basis and contracting
them with the relevant part of the 2RDM it can be realized that the dispersion en-
ergy would be obtained. The second route to generalization would be to use a set
of orthogonal orbitals localized separately on each of the interacting subsystems
as a one-particle basis for expanding the CI wave function. This will allow for a
meaningful partitioning of the correlation contribution to the interaction energy
in a similar fashion to [234–236] but based on the interpretation in terms of 2RDM
rather than the wave function.
For several reasons we choose to pursue the latter approach. The first might be
that the interpretation of the results will be greatly simplified since we will use
orbitals localized on separate interacting fragments. Secondly we can also benefit
from the improved scaling working in LC domain. From practical point of view we
will also be able to use existing codes for orbital localization. Due to the exploratory
nature of the study we will limit ourselves to Helium dimer but the underlying
reasoning can be effortlessly extended to larger systems.
In section 10.1, in analogy to the analysis from section 9.1, we will explore the
double excitations in LMOs that lead to dispersion terms in the 2RDM. After iden-
tifying the relevant CSFs expressions for dispersion energy coming from different
spin components will be presented. In section 10.4 vdW energies from FCI and CISD
expansion will be calculated using several different localization schemes in order
to test the invariance with respect to orbital rotations and finally compared to
the results from chapter 9 to asses their quality. The conclusions are presented in
section 10.6.
10.1 identification of the vdw type excitations
The starting point of our considerations is the CI expansion for He2 in terms of CSFs
which themselves are expanded in a set of orthogonal orbitals strongly localized
on each of the interacting fragments. In this case our interacting subsystems are
atoms, therefore we can write the localized set of orbitals { χi } as union of two
subsets each belonging to one of the interacting subsystems A and B (centered
respectively on atoms A and B)
{ χi(r) } =
{
χAi (r)
}
∪
{
χBi (r)
}
. (10.1)
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In correspondence to the previous analysis we will start with the complete list
of double excitations and their classification based on their distinct character. The
reference determinant can be written as
Φ0 =
∣∣∣χA1 (r1)χA1 (r2)χB1 (r3)χB1 (r4)∣∣∣ αβαβ, (10.2)
where χA1 is the doubly occupied orbital on HeA atom and χ
B
1 is the analog on HeB
atom. All the remaining χAi and χ
B
i will be considered as virtual orbitals localized
on HeA and HeB respectively.
All double excitations from the Equation (10.2) are summarized in Table 10.1
(a prime has been added to distinguish from the excitation types from those in
section 9.1).
As can be immediately seen, from all those types we can identify only two kinds
of excitations being able to produce the 2RDM contributions that have the necessary
orbital structure to describe dispersion interaction, namely E′(a) and E′(b). The two
CSFs differ only by the spin coupling. We will now proceed and look in detail at
the 2RDM contribution coming from products of those excitations with the reference
determinant and corresponding energies.
10.2 e ′ (a) excitations
We start by reordering the orbitals in the E′(a) CSF in such a way that the orbitals
shared by the E′(a) CSF and the reference Φ0 occupy the same positions in the
determinants (belong to the same electron label) in order to simplify the integration
that will follow. The reordered CSF is of the following form
ΦE ′ (a)nm = CE ′ (a)nm
[
−
√
3
3
∣∣∣χAn αχA1 βχBmαχB1 β ∣∣∣ − √33 ∣∣∣χA1 αχAn βχB1 αχBmβ ∣∣∣
+
√
3
6
∣∣∣χAn βχA1 βχB1 αχBmα ∣∣∣ + √36 ∣∣∣χA1 αχAn βχBmαχB1 β ∣∣∣
+
√
3
6
∣∣∣χAn αχA1 βχB1 αχBmβ ∣∣∣ + √36 ∣∣∣χA1 αχAn αχBmβχB1 β ∣∣∣ .]
(10.3)
The first two determinants when integrated with Φ0 give the same-spin contribu-
tion to the dispersion part of the 2RDM
Γ↑↑+↓↓E ′ (a) (x1 , x2 ) =
√
3
3
C0 ∑
n ,m
CE ′ anm (1 + P12 )
[
χA1 (r1 )χ
B
1 (r2 )χ
A
n (r1 )χ
B
m (r2 )
− χA1 (r1 )χB1 (r2 )χBm (r1 )χAn (r2 )
][
αααα + ββββ
]
. (10.4)
Upon spin integration a factor of 2 is introduced in the same-spin component and
the final form can be written as
Γ↑↑+↓↓E ′ (a) (r1 , r2 ) =
2
√
3
3
C0 ∑
n ,m
CE ′ (a)nm (1 + P12 )
[
χA1 (r1 )χ
B
1 (r2 )χ
A
n (r1 )χ
B
m (r2 )
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Table 10.1: Possible excitations in the local basis set
Label Spatial product Spin coupling
Φ0
∣∣χA1 χA1 χB1χB1 ∣∣ αβαβ
A′
a
∣∣χA1 χA1 χAn χAn ∣∣ αβαβ
b
∣∣χA1 χA1 χAn χAm∣∣ 1√2 (αβαβ− αββα)
c
∣∣χB1χB1χBnχBn ∣∣ αβαβ
d
∣∣χB1χB1χBnχBm∣∣ 1√2 (αβαβ− αββα)
B′ a
∣∣χA1 χA1 χAn χBm∣∣ 1√2 (αβαβ− αββα)
b
∣∣χB1χB1χAn χBm∣∣ 1√2 (αβαβ− αββα)
C′
a
∣∣χA1 χA1 χBnχBn ∣∣ αβαβ
b
∣∣χA1 χA1 χBnχBm∣∣ 1√2 (αβαβ− αββα)
c
∣∣χB1χB1χAn χAn ∣∣ αβαβ
d
∣∣χB1χB1χAn χAm∣∣ 1√2 (αβαβ− αββα)
D′
a
∣∣χA1 χB1χAn χAn ∣∣ 1√2 (αβαβ− βααβ)
b
∣∣χA1 χB1χAn χAm∣∣ 12 (αββα+ βααβ− αβαβ− βαβα)
c
∣∣χA1 χB1χAn χAm∣∣ √33 (ααββ+ ββαα)− √36 (αβαβ+ βαβα+ βααβ+ αββα)
a′
∣∣χA1 χB1χBnχBn ∣∣ 1√2 (αβαβ− βααβ)
b′
∣∣χA1 χB1χBnχBm∣∣ 12 (αββα+ βααβ− αβαβ− βαβα)
c′
∣∣χA1 χB1χBnχBm∣∣ √33 (ααββ+ ββαα)− √36 (αβαβ+ βαβα+ βααβ+ αββα)
E′ a
∣∣χA1 χB1χAn χBm∣∣ √33 (ααββ+ ββαα)− √36 (αβαβ+ βαβα+ βααβ+ αββα)
b
∣∣χA1 χB1χAn χBm∣∣ 12 (αββα+ βααβ− αβαβ− βαβα)
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− χA1 (r1 )χB1 (r2 )χBm (r1 )χAn (r2 )
]
. (10.5)
The remaining 4 determinants contribute to the opposite-spin component
Γ↑↓+↓↑E′(a) (x1, x2) =
√
3
6
C0∑
n,m
CE′(a)nm(1+ P12)
×
[
χA1 (r1)χ
B
1 (r2)χ
A
n (r1)χ
B
m(r2) (αββα+ βαβα+ αβαβ+ βααβ)
−χA1 (r1)χB1 (r2)χBm(r1)χAn (r2) (αβαβ+ βααβ+ αββα+ βαβα)
]
. (10.6)
Performing the integration over spin leads to an overall factor of 2 to be introduced
similarly to the same spin part, and the final form is
Γ↑↓+↓↑E′(a) (r1, r2) =
√
3
3
C0∑
n,m
CE′(a)nm(1+ P12)
[
χA1 (r1)χ
B
1 (r2)χ
A
n (r1)χ
B
m(r2)
− χA1 (r1)χB1 (r2)χBm(r1)χAn (r2)
]
. (10.7)
10.3 e ′ (b) excitations
Analogously to E′(a), E′(b) CSFs can also be written in a form that simplifies inte-
gration with the ground state determinant Φ0, namely
ΦE ′ (b)nm =
1
2
CE ′ (b)nm
[ ∣∣∣χAn βχA1 βχB1 αχBmα ∣∣∣ − ∣∣∣χA1 αχAn βχBmαχB1 β ∣∣∣
−
∣∣∣χAn αχA1 βχB1 αχBmβ ∣∣∣ + ∣∣∣χA1 αχAn αχBmβχB1 β ∣∣∣] .
(10.8)
Integrating over coordinates of electrons 3 and 4 we arrive at the pair density in
the following form
Γ↑↓+↓↑E ′ (b) (x1 , x2 ) =
1
2
C0 ∑
n ,m
CE ′ (b)nm
×
[
χA1 (r1 )χ
B
1 (r2 )χ
A
n (r1 )χ
B
m (r2 ) (αββα − βαβα − αβαβ + βααβ)
−χA1 (r1 )χB1 (r2 )χBm (r1 )χAn (r2 ) (αβαβ − βααβ − αββα + βαβα)
−χB1 (r1 )χA1 (r2 )χAn (r1 )χBm (r2 ) (βαβα − αββα − βααβ + αβαβ)
+χB1 (r1 )χ
A
1 (r2 )χ
B
m (r1 )χ
A
n (r2 ) (βααβ − αβαβ − βαβα + αββα)
]
.
(10.9)
Due to the spin integration terms having different spin components for the same
electron will cancel and the remaining terms will add up introducing a factor of 2.
In addition, for the first and fourth terms the sign is changed to negative and the
second and third terms will survive without the sign change, therefore the overall
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factor resulting from the spin integration will be -2. The final form of the opposite
spin component contribution from E′(a) is
Γ↑↓+↓↑E ′ (b) (r1 , r2 ) = −C0 ∑
n ,m
CE ′ (b)nm (1 + P12 )
[
χA1 (r1 )χ
B
1 (r2 )χ
A
n (r1 )χ
B
m (r2 )
+ χA1 (r1 )χ
B
1 (r2 )χ
B
m (r1 )χ
A
n (r2 )
]
. (10.10)
It is obvious that due to the specific spin coupling term the E′(b) type CSF will only
make a contribution to the opposite-spin part of the pair density. We will now
proceed to compare the resulting spin components of the vdW energy.
10.4 spin components and dispersion energy
Having determined the 2RDM contributions from the relevant E′ excitations we can
now sum up the same- and opposite-spin components. The same-spin component
comes only from the E′(a) CSFs integrated with the reference determinant as shown
above, (Γ↑↑+↓↓disp = Γ
↑↑+↓↓
E′(a) ) therefore we can write
Γ↑↑+↓↓disp (r1, r2) =
2
√
3
3
C0∑
n,m
CE′(a)nm(1+ P12)
[
χA1 (r1)χ
B
1 (r2)χ
A
n (r1)χ
B
m(r2)
− χA1 (r1)χB1 (r2)χBm(r1)χAn (r2)
]
(10.11)
The 2RDM part describing the dispersion contribution from the opposite spins will
be composed of terms coming from both E′(a) and E′(b) excitations
Γ↑↓+↓↑disp (r1, r2) = Γ
↑↓+↓↑
E′(a) (r1, r2) + Γ
↑↓+↓↑
E′(b) (r1, r2)
= C0∑
n,m
{(√3
3
CE′(a)nm − CE′(b)nm
)
(1+ P12)
(
χA1 (r1)χ
B
1 (r2)χ
A
n (r1)χ
B
m(r2)
)
−
(√3
3
CE′(a)nm + CE′(b)nm
)
(1+ P12)
(
χA1 (r1)χ
B
1 (r2)χ
B
m(r1)χ
A
n (r2)
)}
.
(10.12)
In the next step we can evaluate the energies corresponding to both spin compo-
nents separately. Integrating Equation (10.11) leads to the following expression
E↑↑+↓↓disp =
1
2
∫ Γ↑↑+↓↓disp (r1, r2)
r12
dr1dr2
=
2
√
3
3
C0∑
n,m
CE′(a)nm
([
χA1 χ
A
n
∣∣∣χB1χBm]− [χA1 χBm∣∣∣χB1χAn ]), (10.13)
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where the tow electron integrals are expressed in the Mulliken notation. Perform-
ing analogous integration for the opposite spin component from Equation (10.12)
leads to
E↑↓+↓↑disp =
1
2
∫ Γ↑↓+↓↑disp (r1, r2)
r12
dr1dr2
= C0∑
n,m
{(√3
3
CE′(a)nm − CE′(b)nm
) [
χA1 χ
A
n
∣∣∣χBa χBm]
−
(√3
3
CE′(a)nm + CE′(b)nm
) [
χA1 χ
B
m
∣∣∣χB1χAn ]}. (10.14)
Finally the expressions in Equations (10.13) and (10.14) can be summed up to
arrive at the dispersion energy coming from E′ double excitations in localized
orbitals
Edisp = E
↑↑+↓↓
disp + E
↑↓+↓↑
disp
= C0∑
n,m
{(√
3CE′(a)nm − CE′(b)nm
) [
χA1 χ
A
n
∣∣∣χBa χBm]
−
(√
3CE′(a)nm + CE′(b)nm
) [
χA1 χ
B
m
∣∣∣χB1χAn ]}. (10.15)
It is easy to note that the orbital structure of Equation (10.15) is similar to the one
presented in Equation (9.24) for He2 since since in both cases there are two-electron
integrals (or orbital products in the 2RDM) of the form [AA|BB]± [AB|BA] where
A and B denote the fragment to which a given orbital belongs. This is of course
an expected result since we are still describing the same phenomenon. In the case
where interacting fragments are atoms we can make the connection between the
localized orbitals and atomic hybrid orbitals (AHOs) since if we reverse the relations
introduced in Equations (9.21) and (9.22) to get AHOs we establish a localization
transformation.
Although the results of analysis involving LMOs resemble the results obtained
with NOs the important difference in favor of using LMOs is that the vdW can be
decoupled from other types of correlation. This means that most of the dispersion
energy should come from the E′(a) and E′(b) with small corrections from contribu-
tions from other excitations e. g. single-single excitation products.
In order to take into account dispersion contributions arising from excitations
other than double we extend our approach. The simplest scheme taking into ac-
count the above remarks on the structure of dispersion contributions would be to
note that E′(a) and E′(b) excitations having the same spatial part will contribute to
the same Γijkl elements where the value of Γijkl will depend CI coefficients and spin
coupling of the involved CSFs. Other CSFs can in principle contribute to the same
Γijkl elements provided they have the same orbital structure and if they do we can
interpret them as vdW contributions. It is safe to assume that the leading order con-
tributions to Γijkl will come from E′(a) and E′(b) and the remaining ones will only
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account for small correction. Taking into account the procedure described above
we could proceed and calculate the dispersion energy from the following formula:
Edisp =
1
2 ∑
i∈ΩAocc
∑
j∈ΩAvirt
∑
k∈ΩBocc
∑
l∈ΩBvirt
(
Γijkl [ij|kl]− Γilkj [il|kj]
)
. (10.16)
where ΩXS denote the subset of orbitals localized on fragment X being occupied
(S = occ) or unoccupied (S = virt) in the reference determinant. In the next sec-
tion 10.5 some initial results obtained using Equation (10.16) for He2 will be pre-
sented and discussed.
10.5 preliminary results and discussion
To assess the quality of the dispersion energy obtained using Equation (10.16) I
have evaluated it for the prototype system of He2. This system was chosen since it
was already analyzed in chapter 9 and therefore benchmark data is readily avail-
able. Moreover the dispersion in He2 is already analyzed in terms of the 2RDM and
it will serve as a reference point for the calculations presented here.
To calculate the dispersion energy according to Equation (10.16) first we per-
formed a CI calculation where the wave function was expanded over localized
molecular orbitals. The LMOs themselves were obtained in a previous run us-
ing one of the available schemes Foster-Boys (FB) and Piperk-Mezey (PM). Ad-
ditionally a different localization of orbitals was made based on relations Equa-
tions (9.21) and (9.22) where linear combination of pairs of (nφg ± nφu, where
i = 1, 2, . . . , NB/2 and φ = σ,pi, δ, . . .) of HF molecular orbitals (PL-MO) and natu-
ral orbitals (PL-NO) were localized.
The evaluation of the dispersion energy was performed for He2 at internuclear
separation of R = 5.6 bohr and the results are presented in Table 10.2. The bench-
mark total E-type results are also presented for comparison. The E-type results are
the total dispersion energies and compared to the values presented in the Table 9.5
they are multiplied by a factor of 43 to take into account the missing opposite spin
contribution distributed over A, B, C and D type excitations.
In connection to our investigation of the van der Waals (vdW) forces in He2
system a comparison was made between different CI expansions (CISDTQ vs CISD).
FB and PM localization calculations were performed with the QChem [261, 262]
package. The pair localized orbitals (PL-MO and PL-NO) were obtained by localiz-
ing HF MOs and NOs using in house codes. CI calculations were done in a series
of augmented, correlation consistent X zeta basis set aVXZ, (where X =D, T, Q)
of Dunning [183], using graphical unitary group approach GUGA to CI [30] imple-
mented in gamess-us package [31, 81].
First thing to notice from the results in Table 10.2 is that all the dispersion ener-
gies independently of the localization scheme used and length of the CI expansion
are underestimated by around 10-15% with respect to the benchmark dispersion
energies in respective basis sets. Although accuracy at the level of 85-90% seems
sufficient for many purposes more tests would be needed to explain this discrep-
ancy. It is puzzling that the underestimation of the dispersion energy is almost
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Table 10.2: Comparison of dispersion energies for He2 at 5.6 a.u. using different basis sets
for CI expansion. Energies in µEh
Basis
CISD
FB PM PL-MO PL-NO E-type
aVDZ -41.20 -41.57 -39.55 -42.56 -47.34
aVTZ -46.31 -48.69 -49.68 -47.54 -56.11
aVQZ -49.36 -51.27 -49.23 -58.64
FCI
aVDZ -42.85 -43.25 -41.11 -44.38 -49.32
aVTZ -48.55 -51.08 -52.05 -49.83 -57.92
constant in a given basis and independent of the excitation level. This might indi-
cate a potentially missing term or other unknown error which we would like to
investigate in the future.
When we compare different localization schemes independently of the basis set
and level of CI excitations included we see that they give similar energies differing
only in 1-3 µEh between each other. Such a small variation of dispersion energy
with the chosen localization scheme indicates that the localization method plays a
secondary role in the calculation. It is certainly a desired feature since it gives more
confidence about the invariance of the dispersion energy under basis set rotations.
Taking into account the small 1-3 µEh differences one also sees that there is
almost a constant underestimation of dispersion energies in comparison to the
benchmark E-type value, although with increasing basis set size the difference
increases slightly. This trend can be explained by the fact that with increasing
basis set size also the number of diffuse primitive functions increase which makes
the orbitals more difficult to localize which may lead to inclusion of other effects
that the dispersion in the final result.
Another observation, supporting our previous claims that vdW interaction are
mainly driven by double excitations, can be made by comparing the CISD and FCI
dispersion energies in localized basis. In all of the presented cases the dispersion
energy from FCI is consistently lower than the one from CISD by around 2 µEh .
This is in line with the observations made in section 9.5 and further validates our
approach.
10.6 conclusions
In this chapter we have presented a way to generalize the approach for calculating
dispersion energy from the relevant 2RDM describing the interaction. The approach
was outlined in chapter 9 and applied to He2 as a proof of principle. The current
scheme is based on a CI expansion over an orbital basis strongly localized on the
interacting fragment and is applicable to systems beyond 4-electron helium dimer
provided the fragment localization of both occupied and virtual spaces is possible.
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It was shown that there is only a small variation of the results with different
localization schemes which further supports the invariance of the dispersion en-
ergy with respect to orbital rotations. However before going to fragments that are
molecules rather that atoms assessment of the orbital localization should be made
to ensure that the resulting orbitals are truly localized on the separate interacting
molecules.
The relatively small discrepancy between dispersion energies obtained with FCI
and CISD is in line with our previous findings and makes this approach a promising
tool for exploring noncovalent complexes. Further performance improvements can
be sought by truncating the unoccupied orbital spaces on each of the monomers or
selectively including the excitations in the CI wave function which will be explored
by us in the future.
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S U M M A RY
Chemistry can be characterized as a branch of science studying the composition,
structure, properties and transformations of matter. Although 118 different ele-
ments are identified and only first 98 occur naturally on earth the number of
possible molecules coming from their combinations is overwhelming. Therefore
studying how molecules can form, break apart and change into one another is
a crucial mission of chemistry. The molecular changes are described in terms of
chemical reactions during which existing chemical bonds can be rearranged or dis-
sociated and new bonds can be created. Modern description of chemical bonds
relies heavily on the concepts from electronic structure theory rooted in quantum
mechanics. A quantum chemical description of chemical reaction energetics can
be considered from the perspective of electronic energy changes upon atomic re-
arrangements. Variations of the electronic energy with the geometry of the system
are a consequence of a delicate balance of different physical interactions between
the elementary particles composing the system. All of the mutual physical interac-
tions among nuclei and electrons and between electrons and protons depend only
on the mutual distance of the interacting particles.
Although the theory of chemical bonding follows from quantum chemistry only
a limited number of available electronic structure methods can accurately predict
the energy changes upon bond elongation for a wide range of distances. Except
for the prohibitively expensive FCI or full couple cluster expansions usually multi-
reference methods are employed for this purpose.
An alternative approach presented in this thesis is one-body reduced density
matrix functional theory (1RDMFT) where the electronic energy is given as a func-
tional of the one-body reduced density matrix and the approximations for the un-
known electron-electron interaction potential are developed. The great advantage
of density matrix functionals, as opposed to density functionals, is their ability
to describe chemical bonding since they naturally cover both nondynamical and
dynamical correlation. Although as discussed in chapter 4 not all of the 1RDM
functionals can describe bond dissociation accurately there are promising exam-
ples that might be treated as guidelines for improvement. The obvious benchmark
is the Löwdin-Shull functional, which is the exact natural orbital functional for
two-electron systems presented in section 4.4.1. In chapter 5 an extensions of this
functional for the breaking of a single electron pair bond in N-electron molecules,
using LiH, BeH+, and Li2 molecules as prototypes is presented. Attention was
given to the proper formulation of the functional in terms of not just J and K
integrals but also the two-electron L integrals (K integrals with a different distri-
bution of the complex conjugation of the orbitals), which is crucial for the calcu-
lation of response functions. Accurate energy curves are obtained with extended
Löwdin-Shull ELS functionals along the complete dissociation coordinate using FCI
calculations as benchmark.
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In Part II the developments towards a 1RDM functional capable of correctly de-
scribing the intermolecular interactions are presented. Chapter 7 investigates the
errors in super-molecule calculations for the Helium dimer. In a FCI calculation
there are two errors. One is the basis set superposition error (BSSE), the other is the
basis set convergence error (BSCE). Both of the errors arise from the incompleteness
of the basis set. These two errors make opposite contributions to the interaction en-
ergies. The BSCE is the by far the largest error in the short range, and larger than
(but much closer to) BSSE around the van der Waals minimum. Only at the long
range the BSSE becomes the larger error. The BSCE and BSSE largely cancel each other
over the van der Waals well. The proposed recommendation is to not include the
BSSE correction for the calculation of the potential energy curve from short dis-
tance till well beyond the van der Waals minimum, but it may be recommended to
include the BSSE correction if an accurate tail behavior is required.
Chapter 8 gives a natural orbital (NO) based analysis of the van der Waals inter-
action in H2 in singlet and triplet states at long distance. In the triplet state of H2
the van der Waals interaction results in a shallow minimum at 7.8 bohr that can
be accounted for by a configuration interaction expansion containing just 3 CSFs.
The corresponding pair density can be formulated using the NOs and ONs however
the resulting functional contains the non-primitive terms. In the case of the singlet
state although the van der Waals interaction does not lead to a distinct van der
Waals well, it affects the shape of the interaction potential in the distance range of
5–9 bohr and can be clearly distinguished from chemical bonding effects. In the
NO basis the van der Waals interaction can be quantitatively covered with, apart
from the ground state configurations (1σg)2 and (1σu)2, just the 4 configurations
(2σg)2 and (2σu)2, and (1piu)2 and (1pig)2. The physics of the dispersion interac-
tion requires and explains the peculiar relatively large positive CI coefficients of
the doubly excited electron configurations (2σu)2 and (1pig)2 (the occupancy am-
plitudes of the 2σu and 1pigx,y NOs) in the distance range 5-9 bohr, which have been
observed before by Cioslowski and Pernal [202]. We show in section 8.5 that such
positive occupancy amplitudes do not necessarily lead to the existence of zero
occupation numbers at some H-H distances.
In chapter 9 an attempt to extend the treatment of the van der Waals interaction
in terms of RDMs beyond the 2-electron systems is made. In section 9.1 a detailed
analysis of the FCI wave function of the He2 dimer is given. Then from selected
excitations the dispersion part of the two-particle density matrix is obtained. It
emerges that the entirely different physics embodied in the dispersion interaction
leads to an essentially different type of exchange-correlation orbital functional for
the dispersion energy (non-JK). This can be contrasted with various types of non-
dynamical correlation like the left-right correlation in a (dissociating) bond that
can be described accurately with an NO functional employing only J and K inte-
grals (JK-only functional, see chapter 5. The distinct NO integrals for the different
types of correlation imply that they can be used in conjunction without problems
of double counting. The general form of the functional being able to account for
the dispersion interaction is given in section 9.7. Moreover it is established that
the requirements on the (primitive) basis set for vdW bonding appear to be more
modest than for other types of correlation.
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Additional important conclusions from chapter 9 that only certain type of dou-
ble excitations are crucial for the van der Waals interaction and that they can be
readily identified by examining the 2RDM led us to propose a scheme for comput-
ing dispersion energy that can be considered as a generalization of the procedure
presented in chapter 9. The scheme is based on the expansion of the wave function
and corresponding 2RDM in localized molecular orbitals where the benefit is that
in such a basis the van der Waals terms can be recognized from the form of 2RDM
and used to calculate the binding energy directly. A proof of principle application
to He2 provided promising results but the method requires further investigations.
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S A M E N VAT T I N G
Scheikunde kan gekarakteriseerd worden als een wetenschappelijke discipline die
de samenstelling, structuur, eigenschappen en transformatie van materie bestu-
deerd. Ondanks dat er maar 118 verschillende elementen ontdekt zijn, waarvan
er slechts 98 natuurlijk op de aarde voorkomen, is het aantal mogelijke moleculen
door combinaties van elementen overweldigend. Het onderzoek hoe moleculen
worden gevormd, gesplitst en in elkaar kunnen veranderen is daarom eveneens
een cruciaal onderdeel van scheikunde. De moleculaire veranderingen worden
beschreven met behulp van chemische reacties. Tijdens deze reacties kunnen be-
staande chemische bindingen herschikt of verbroken worden en nieuwe bindingen
kunnen worden gevormd. De moderne beschrijving van chemische bindingen is
leunt sterk op de concepten van elektronenstructuurtheorie, welke geworteld is in
de quantum mechanica. Een quantum chemische beschrijving van de energetica
van reacties kan beschouwd worden vanuit het perspectief van veranderingen in
de elektronische energie door de herschikking van atomen. Variaties in de elek-
tronische energie als functie van de geometrie van het systeem, zijn het gevolg
van een delicaat evenwicht tussen verschillende fysische interacties tussen de ele-
mentaire deeltjes van het systeem. Alle wederzijdse fysische interacties tussen de
kernen onderling, de elektronen onderling en tussen elektronen en kernen, hangen
enkel af van de afstand tussen de deeltjes.
Ook al volgt de theorie van chemische binding uit quantum chemie, slechts
een beperkt aantal van de beschikbare elektronenstructuurmethoden is in staat
om de veranderingen in de energie nauwkeurig te voorspellen voor een breed
van scala van afstanden als een chemische binding opgerekt wordt. Behalve de
zeer kostbare FCI of volledige gekoppelde clusterexpansies, worden meestal multi-
referentiemethoden gebruikt voor dit doel.
Ééndeeltjesgereduceerdedichtheidsmatrixfunctionaaltheorie (1RDMFT) wordt als
een alternatieve aanpak in dit proefschrift gepresenteerd. In deze theorie wordt de
energie uitgedrukt als een functionaal van de ééndeeltjesgereduceerdedichtheids-
matrix (1RDM). Benaderingen voor de onbekende elektron-elektron interactiepo-
tentiaal worden ontwikkeld. Het grote voordeel van dichtheidsmatrixfunctionalen
over dichtheidsfunctionalen is hun vermogen om chemische bindingen te beschrij-
ven, omdat ze op een natuurlijke wijze zowel nietdynamische als dynamische cor-
relatie omvatten. Zoals beschreven in hoofdstuk 4 zijn niet alle 1RDMfunctionalen
in staat de dissociatie van chemische bindingen nauwkeurig te beschrijven, maar
er zijn veelbelovende voorbeelden die als leidraad kunnen dienen ter verbetering.
Het meest voor de hand liggende voorbeeld is the Löwind-Shull functionaal: de
exacte natuurlijke-orbitaal-functionaal voor twee-elektronsystemen gepresenteerd
in sectie 4.4.1. Een uitbreiding van deze functionaal naar het breken van enkelelek-
tronenpaarbindingen in N-elektron moleculen wordt gepresenteerd in hoofdstuk 5.
De moleculen LiH, BeH+ en Li2 worden als prototypen gebruikt. Aandacht ging uit
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naar een juiste formulering in termen van niet enkel J en K integralen, maar ook in
termen van de twee-elektron L integralen (K integralen met een andere verdeling
van de complexe conjugatie van de orbitalen). Dit is cruciaal voor de berekening
van responsfuncties. Nauwkeurige energiekrommen langs de gehele brekingscoör-
dinaat zijn verkregen met uitgebouwde Löwdin-Shull ELS functionalen. Resultaten
van FCI berekeningen zijn als nauwkeurigheidscriterium gebruikt.
In deel II worden de ontwikkelingen richting een 1RDMfunctionaal gepresen-
teerd, welke in staat is intermoleculaire interacties te beschrijven. Hoofdstuk 7 on-
derzoekt de fouten in supermoleculaire berekeningen aan het heliumdimeer. In een
volledige CI berekening zijn er twee fouten. De ene is de basissetsuperpositiefout
(BSSE), de andere is de basissetconvergentiefout (BSCE). Beide fouten ontstaan door
incompleetheid van de basisset. Deze twee fouten geven tegengestelde bijdragen
aan de interactie-energieën. De BSCE is verreweg de grootste fout op korte afstand
en rond het Van der Waals minimum hij is nog altijd groter dan de BSSE (maar ligt
wel veel dichter in de buurt). Enkel bij lange afstanden wordt de BSSE de grootste
fout. Rond de Van der Waals put heffen de BSCE en de BSSE elkaar overwegend op.
De voorgestelde aanbeveling is dus om geen correctie voor de BSSE mee te nemen
in de berekening van de potentiaalenergiekromme van korte afstand tot zeker na
het Van der Waals minimum. De BSSE correctie kan wel aanbevolen worden als een
nauwkeurige beschrijving van de staart vereist is.
Hoofdstuk 8 geeft een op natuurlijke orbitalen NO gebaseerde analyse van de
Van der Waals interactie in H2 in zowel de singlet als de triplet toestand op lange
afstand. Voor de triplet toestand van H2 geeft de Van der Waals interactie een on-
diep minimum op 7,8 Bohr, wier beschrijving slechts een configuratie interactie
expansie van slechts 3 CSFs behoeft. De bijbehorende paardichtheid kan uitgedrukt
worden in de NOs en ONs, echter, de resulterende functionaal bevat nietprimitieve
termen. In het geval van de singlet toestand leidt de Van der Waals interactie niet
tot een apart Van der Waals minimum, maar beïnvloedt de vorm van de interac-
tiepotentiaal op afstanden tussen de 5 en 9 Bohr en onderscheidt zich duidelijk
van chemische binding effecten. De Van der Waals interactie kan kwantitatief be-
schreven worden met slechts vier configuraties (2σg)2, (2σu)2, (1piu)2 en (1pig)2
naast de grondtoestandsconfiguraties, (1σg)2 en (1σu)2. De fysica van de dispersie-
interactie vereist en verklaart de relatief bijzonder hoge positieve CI coëfficiënten
van de dubbel aangeslagen configuraties (2σu)2 en (1pig)2 (de bezettingsamplitu-
den van de 2σu en 1pigx,y NOs) op afstanden tussen de 5 en 9 Bohr. Deze hoge CI
coëfficiënten zijn eerder opgemerkt door Cioslowski en Pernal [202]. We laten in
sectie 8.5 dat zulke positieve bezettingsamplituden niet noodzakelijkerwijs tot het
bestaan van bezettingsgetallen gelijk aan nul leiden bij zekere H-H afstanden.
In hoofdstuk 9 wordt een poging gedaan de beschrijving van de Van der Waals
interactie in termen van RDMs uit te breiden naar systemen met meer dan twee
elektronen. In sectie 9.1 wordt een gedetailleerde analyse van de FCI golffunctie
van het He2 dimeer gegeven. Vervolgens wordt uit geselecteerde excitaties het dis-
persiestuk van de tweedeeltjesdichtheidsmatrix verkregen. Het blijkt dat de com-
pleet andere fysica van de dispersie-interactie leidt tot een essentieel ander type
uitwisseling-correlatie-orbitaalfunctionaal voor de dispersie-energie (niet-JK). Dit
moet in het licht gezien worden van andere soorten nietdynamische correlatie,
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zoals de links-rechts correlatie in een (dissociërende) binding, welke nauwkeurig
beschreven kan worden met een NOfunctionaal die enkel van J en K integralen
afhangt (JKenkelfunctionaal, zie hoofdstuk 5). Het feit dat verschillende soorten
correlaties andere NO integralen vereisen, wijst er op dat de functionalen tegelijk
gebruikt kunnen worden zonder het gevaar op dubbeltelling. De algemene vorm
van functionaal die in staat is de dispersie-interactie te beschrijven wordt gege-
ven in sectie 9.7. Er wordt tevens vastgesteld dat de vereisten voor de (primitieve)
basisset voor vdWbinding minder hoog zijn dan voor andere soorten correlaties.
Een van de belangrijkste conclusies in hoofdstuk 9 is dat slechts bepaalde ty-
pen dubbelexcitaties belangrijk zijn voor de Van der Waals interactie. Het feit dat
deze dubbelexcitaties makkelijk geïdentificeerd kunnen worden met behulp van
de 2RDM, heeft geleid tot een voorstel voor een procedure om de dispersie-energie
te berekenen. Deze procedure kan gezien worden als een generalisatie van de pro-
cedure beschreven in hoofdstuk 9. De procedure is gebaseerd op de expansie van
de golffunctie en bijbehorende 2RDM in gelokaliseerde moleculaire orbitalen. Het
voordeel is dat in zo’n basis de Van der Waals termen uit de 2RDM geëxtraheerd
kunnen worden en gebruikt kunnen worden om de bindingsenergie direct te be-
rekenen. Het dimeer He2 wordt gebruikt om aan te tonen dat deze aanpak in
principe werkt. Ondanks dat deze resultaten veelbelovend zijn, dient de methode
verder onderzocht te worden.

Part III
A P P E N D I X

A
E F F E C T O F S I N G L E E X C I TAT I O N S I N H E L I U M D I M E R
In this section I will elaborate on the contributions of single excitations to the
van der Waals interaction in Helium dimer. The CI wave function considered here
is expanded over symmetrized natural orbitals (NOs) in analogy to the analysis
presented in chapter 9. The two possible types of single excitations, allowed by
spatial and spin symmetry can be written in terms of configuration state functions
(CSFs) as follows
Φnσu1σu (x1, x2, x3, x4) = C
nσu
1σu
∣∣1σg1σg1σunσu∣∣ 1√
2
(αβαβ− αββα) , (A.1)
Φnσg1σg (x1, x2, x3, x4) = C
nσg
1σg
∣∣nσg1σg1σu1σu∣∣ 1√
2
(αβαβ− βααβ) . (A.2)
Single excitation to pi orbitals are not allowed for spatial symmetry reasons and
therefore will not be considered. We can distinguish three different ways in which
those excitations can couple to produce respective entries to the 2RDM, namely
Γ(x1, x2; x′1, x
′
2) = 4(4− 1)
∫
Φnσg1σg (x1, x2, x3, x4)
[
Φmσu1σu (x
′
1, x
′
2, x3, x4)
]∗
dx3dx4,
(A.3)
Γ(x1, x2; x′1, x
′
2) = 4(4− 1)
∫
Φnσg1σg (x1, x2, x3, x4)
[
Φmσg1σg (x
′
1, x
′
2, x3, x4)
]∗
dx3dx4,
(A.4)
Γ(x1, x2; x′1, x
′
2) = 4(4− 1)
∫
Φnσu1σu (x1, x2, x3, x4)
[
Φmσu1σu (x
′
1, x
′
2, x3, x4)
]∗
dx3dx4,
(A.5)
where additional factors of 2 will appear when complex conjugate terms are con-
sidered (they were omitted for clarity of presentation).
As demonstrated in section 9.1 vdW terms in the 2RDM have a certain orbital
structure, as shown in Equation (9.23). This structure is necessary for the terms to
be classified and interpreted as bringing the dispersion interaction. Careful exam-
ination of Equations (A.3)–(A.5) reveals that only Equation (A.3) can produce the
contribution of our interest, therefore we will focus our attention on this case and
disregard the remaining ones. In the following section we will calculate the 2RDM
contributions appearing in the first case and its corresponding energy.
a.1 2rdm contributions
Let us start by writing the 2RDM contribution from Equation (A.3) explicitly and
since the vdW interaction depends only on the pair density we decide to drop the
primes in the variables after integration is performed.
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ΓA.3(x1, x2) =
1
2
Cnσg1σg C
mσu
1σu
∫ [∣∣nσgα1σgβ1σuα1σuβ∣∣− ∣∣nσgβ1σgα1σuα1σuβ∣∣]
×
[∣∣1σgα1σgβ1σuαmσuβ∣∣− ∣∣1σgα1σgβ1σuβmσuα∣∣]dx3dx4.
(A.6)
Now by expanding the product in Equation (A.6) we get four integrals with prod-
ucts of determinants that we will need to evaluate
ΓA.3(x1, x2) =
1
2
Cnσg1σg C
mσu
1σu
{∫ ∣∣nσgα1σgβ1σuα1σuβ∣∣ ∣∣1σgα1σgβ1σuαmσuβ∣∣dx3dx4
(A.7a)
−
∫ ∣∣nσgα1σgβ1σuα1σuβ∣∣ ∣∣1σgα1σgβ1σuβmσuα∣∣dx3dx4
(A.7b)
−
∫ ∣∣nσgβ1σgα1σuα1σuβ∣∣ ∣∣1σgα1σgβ1σuαmσuβ∣∣dx3dx4
(A.7c)
+
∫ ∣∣nσgβ1σgα1σuα1σuβ∣∣ ∣∣1σgα1σgβ1σuβmσuα∣∣dx3dx4
}
.
(A.7d)
To evaluate the integrals in Equations (A.7a)–(A.7d) we will employ the standard
Slater-Condon rules. Applying those rules in Equation (A.7a) we get
ΓA.7a(x1, x2) =nσg(r1)α1σg(r1)αmσu(r2)β1σu(r2)β
−nσg(r1)αmσu(r1)β1σg(r2)α1σu(r2)β
−1σu(r1)β1σg(r1)αmσu(r2)βnσg(r2)α
+1σu(r1)βmσu(r1)β1σg(r2)αnσg(r2)α.
(A.8)
Integration of Equation (A.7b) requires a permutation of orbitals first which intro-
duces an overall -1 factor, then we get
ΓA.7b(x1, x2) = −nσg(r1)α1σg(r1)αmσu(r2)α1σu(r2)α
+nσg(r1)αmσu(r1)α1σg(r2)α1σu(r2)α
+1σu(r1)α1σg(r1)αmσu(r2)αnσg(r2)α
−1σu(r1)αmσu(r1)α1σg(r2)αnσg(r2)α.
(A.9)
Integration of Equation (A.7c) proceeds analogously to integration of Equation (A.7b)
and gives
ΓA.7c(x1, x2) = −nσg(r1)β1σg(r1)βmσu(r2)β1σu(r2)β
+nσg(r1)βmσu(r1)β1σg(r2)β1σu(r2)β
+1σu(r1)β1σg(r1)βmσu(r2)βnσg(r2)β
−1σu(r1)βmσu(r1)β1σg(r2)βnσg(r2)β.
(A.10)
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Finally integration of Equation (A.7d) is performed in the same way as Equa-
tion (A.7a) and gives
ΓA.7d(x1, x2) =nσg(r1)β1σg(r1)βmσu(r2)α1σu(r2)α
−nσg(r1)βmσu(r1)α1σg(r2)β1σu(r2)α
−1σu(r1)α1σg(r1)βmσu(r2)αnσg(r2)β
+1σu(r1)αmσu(r1)α1σg(r2)βnσg(r2)β.
(A.11)
It can be easily easily seen now that Equations (A.8) and (A.11)) will contribute to
the opposite spin part of Γ which we will collect and denote as Γ↑↓+↓↑.
Γ↑↓+↓↑(x1, x2) =
1
2
Cnσg1σg C
mσu
1σu
[
nσg(r1)1σg(r1)mσu(r2)1σu(r2)[ααββ+ ββαα]
−nσg(r1)mσu(r1)1σg(r2)1σu(r2)[αβαβ+ βαβα]
−1σu(r1)nσg(r2)1σg(r1)mσu(r2)[βαβα+ αβαβ]
+1σu(r1)mσu(r1)1σg(r2)nσg(r2)[ββαα+ ααββ].
]
(A.12)
At the same time Equation (A.9) together with Equation (A.10) contribute to the
same spin part of Γ denoted as Γ↑↑+↓↓. Let us now collect collect the respective
contributions
Γ↑↑+↓↓(x1, x2) =
1
2
Cnσg1σg C
mσu
1σu
[
nσg(r1)1σg(r1)mσu(r2)1σu(r2)
−nσg(r1)mσu(r1)1σg(r2)1σu(r2)
−1σu(r1)1σg(r1)mσu(r2)nσg(r2)
+1σu(r1)mσu(r1)1σg(r2)nσg(r2)
]
(αααα+ ββββ) .
(A.13)
At this point we can integrate both Equations (A.12) and (A.13) over spin to get
spinless 2RDMs. In the case of opposite spin part second and third terms vanish
and the non vanishing contributions bring a factor of 2:
Γ↑↓+↓↑(r1, r2) = C
nσg
1σg C
mσu
1σu
[
nσg(r1)1σg(r1)mσu(r2)1σu(r2)
+1σu(r1)mσu(r1)1σg(r2)nσg(r2)
]
. (A.14)
Similarly we can perform spin integration on the same spin part but in this case
all the terms survive and spin integration bring and overall factor of 2:
Γ↑↑+↓↓(r1, r2) = C
nσg
1σg C
mσu
1σu
[
nσg(r1)1σg(r1)mσu(r2)1σu(r2)
−nσg(r1)mσu(r1)1σg(r2)1σu(r2)
−1σu(r1)1σg(r1)mσu(r2)nσg(r2)
+1σu(r1)mσu(r1)1σg(r2)nσg(r2)
]
. (A.15)
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a.2 dispersion energies
The main purpose of this chapter is to arrive at the expression for dispersion en-
ergy coming from singles excitations. Before giving the final form we will use the
Equations (A.14) and (A.15) to get respectively opposite and same spin contribu-
tion to the dispersion energy.
Upon integrating Equation (A.14) with r−112 operator we get
E↑↓+↓↑disp = ∑
n,m
Cnσg1σg C
mσu
1σu
[
1σgnσg
∣∣1σumσu] , (A.16)
where we have cancelled the 12 with the factor of 2 from the permutational equiva-
lence of tow electron integrals that appear. Analogous integration of the same spin
part from Equation (A.15) gives
E↑↑+↓↓disp = ∑
n,m
Cnσg1σg C
mσu
1σu
([
1σgnσg
∣∣1σumσu]− [1σg1σu∣∣nσgmσu]) . (A.17)
Comparing both energies Equations (A.16) and (A.17) it can be noticed that the
contributions are not equal and differ by −∑n,m Cnσg1σg
[
1σg1σu
∣∣nσgmσu]. This is an
unexpected result since the vdW should not depend on the spin of the pair of inter-
acting electrons. The discrepancy is not very big since in general
[
1σgnσg
∣∣1σumσu]
integrals should be larger than
[
1σg1σu
∣∣nσgmσu]. Nevertheless one might expect
that terms removing this discrepancy would appear from for example triple ex-
citations. Here we won’t purse finding the missing contribution but rather just
highlight the issue.
Putting aside the unequal spin components issue the final expression for the
dispersion energy is presented by summing the Equations (A.16) and (A.17)
Edisp = ∑
n,m
Cnσg1σg C
mσu
1σu
(
2
[
1σgnσg
∣∣1σumσu]− [1σg1σu∣∣nσgmσu]) . (A.18)
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