Abstract-We derive the mean squared error convergence rates of kernel density-based plug-in estimators of mutual information measures between two multidimensional random variables X and Y for two cases: 1) X and Y are both continuous; 2) X is continuous and Y is discrete. Using the derived rates, we propose an ensemble estimator of these information measures for the second case by taking a weighted sum of the plug-in estimators with varied bandwidths. The resulting ensemble estimator achieves the 1/N parametric convergence rate when the conditional densities of the continuous variables are sufficiently smooth. To the best of our knowledge, this is the first nonparametric mutual information estimator known to achieve the parametric convergence rate for this case, which frequently arises in applications (e.g. variable selection in classification). The estimator is simple to implement as it uses the solution to an offline convex optimization problem and simple plug-in estimators. Ensemble estimators that achieve the parametric rate are also derived for the first case (X and Y are both continuous) and another case: 3) X and Y may have any mixture of discrete and continuous components.
I. INTRODUCTION
Mutual information (MI) estimation has many applications including independent subspace analysis [1] , structure learning [2] , and intrinsically motivated reinforcement learning [3] . A particularly common application is feature selection or extraction where features are chosen to maximize the MI between the chosen features X and the outcome variables Y [4] , [5] . In many of these applications, the predictor labels have discrete components (e.g. classification labels) while the input variables have continuous components. To the best of our knowledge, there are currently no nonparametric MI estimators that are known to achieve the parametric mean squared error (MSE) convergence rate 1/N when X and/or Y contain discrete components. Also, while many nonparametric estimators of MI exist, most can only be applied to specific information measures (e.g. Shannon or Rényi information). In this paper, we provide a framework for nonparametric estimation of a large class of MI measures where we only have available a finite population of i.i.d. samples. We separately consider three cases: 1) X and Y are both continuous; 2) X is continuous and Y is discrete; 3) X and Y may have any mixture of discrete and continuous components. We focus primarily on the second case which includes the problem of feature selection in classification. We derive a MI estimator for this case that achieves the parametric MSE rate when the conditional densities of the continuous variables are sufficiently smooth. We also show how these estimators are extended to the first and third cases.
Our estimation method applies to other MI measures in addition to Shannon information, which have been the focus of much interest. An information measure based on a quadratic divergence that can be estimated more efficiently than Shannon information was defined in [4] . A MI measure based on the Pearson divergence was considered in [6] for computational efficiency and numerical stability. Minimal spanning tree [7] and generalized nearest-neighbor graph [1] approaches have been used to estimate Rényi information.
Many estimators for Shannon MI between continuous random variables have been developed. A popular k-nn-based estimator was proposed in [8] which is a modification of the entropy estimator derived in [9] . However, these estimators only achieve the parametric convergence rate when the dimension of each of the random variables is less than 3 [10] . Similarly, the Rényi information estimator in [1] does not achieve the parametric rate.
Recent work has focused on nonparametric divergence estimation for continuous random variables. One approach [11] - [14] uses an optimal kernel density estimator (KDE) to achieve the parametric convergence rate when the densities are at least d [13] , [14] or d/2 [11] , [12] times differentiable where d is the dimension of the data. These optimal KDEs require knowledge of the density support boundary and are difficult to construct near the boundary. Numerical integration may also be required for estimating some divergence functionals under this approach, which can be computationally expensive. In contrast, our approach to MI estimation does not require numerical integration and can be performed without knowledge of the support boundary.
More closely related work [15] - [19] uses an ensemble approach to estimate entropy or divergence functionals for continuous random variables. These works construct an ensemble of simple plug-in estimators by varying the neighborhood size of density estimators. They then take a weighted average of the estimators where the weights are chosen to decrease the bias with only a small increase in the variance. The parametric rate of convergence is achieved when the densities are either d [15] - [17] or (d + 1)/2 [18] , [19] times differentiable. These approaches are simple to implement as they only require simple plug-in estimates and the solution of an offline convex optimization problem.
Finally, [20] showed that k-nn or KDE based approaches underestimate the MI when the MI is large. As MI increases, the dependencies between random variables increase which results in less smooth densities. Thus this isn't an issue when the densities are smooth [11] - [19] .
In the context of this related work, we make the following novel contributions in this paper: (1) For continuous random variables (case 1), we extend the asymptotic bias and variance results for divergence estimators [18] , [19] to kernel density plug-in MI estimators without boundary correction [21] by incorporating machinery to handle the dependence between the product of marginal density estimators (Section II), (2) we extend the theory to handle discrete random variables in the mixed cases (cases 2 and 3) by reformulating the densities as a mixture of the conditional density of the continuous variables given the discrete variables (Section III), and (3) we leverage this theory for the mixed cases in conjunction with the generalized theory of ensemble estimators [18] , [19] to derive, to the best of our knowledge, the first non-parametric estimator that achieves a parametric rate of MSE convergence of O (1/N ) for the mixed cases (Section IV), where N is the number of samples available from each distribution. We also derive a central limit theorem for this estimator in [22] .
II. CONTINUOUS RANDOM VARIABLES
In this section, we obtain MSE convergence rates of plugin MI estimators when X and Y are continuous (case 1 in Section I). This will enable us to derive the MSE convergence rates of plug-in MI estimators when X is continuous and Y is discrete and when X and Y may have any mixture of continuous and discrete components (respectively, cases 2 and 3 in Section I). These rates can then be used to derive ensemble estimators that achieve the parametric MSE
(e.g. g(t 1 , t 2 ) = log(t 1 /t 2 ) for Shannon information). We define a family of MIs as
When both X and Y are continuous with marginal densities f X and f Y , the MI functional G 1 (X; Y) can be estimated using KDEs. Assume that
The
for estimating f Y and f XY , respectively, are defined similarly using K Y and the product kernel
To derive the convergence rates ofG h X ,h Y we assume that 1) f X , f Y , f XY , and g are smooth; 2) f X and f Y have bounded support sets S X and S Y ; 3) f X , f Y , and f XY are strictly lower bounded on their support sets. More specifically, we assume that the densities belong to the bounded Hölder class Σ(s, H) (the precise definition is included in [22] ) which implies that the densities are r = s times differentiable. These assumptions are comparable to those in similar studies on asymptotic convergence analysis [11] - [17] , [19] . To derive the convergence rates without boundary corrections, we also assume that 4) the boundary of the support set is smooth with respect to the corresponding kernels as in [18] , [19] . The full assumptions are in [22] . Note that this boundary assumption does not result in parametric convergence rates for the plug-in estimatorG h X ,h Y , which is in contrast with the boundary assumptions in [11] - [14] . The estimators in [11] - [14] perform boundary correction, which requires knowledge of the density support boundary and complex calculations at the boundary in addition to the boundary assumptions, to achieve the parametric convergence rates. In contrast, we use ensemble methods to improve the resulting convergence rates ofG h X ,h Y without boundary correction.
Theorem 1. Under assumptions A.0 − A.5 in [22] and for general g, the bias ofG h
The constants in (4) depend only on the densities and their derivatives, the functional g and its derivatives, and the kernels. Under slightly stronger assumptions on g and its derivatives, an expression for the bias can be derived that enables us to achieve the parametric convergence rate under less restrictive smoothness assumptions on the densities (s > d/2 compared to s ≥ d for (4)). See [22] for details.
Theorem 2. If the functional g is Lipschitz continuous in both of its arguments with Lipschitz constant C g , then the variance ofG h
Theorems 1 and 2 are used to derive bias and variance expressions for the MI plug-in estimators under cases 2 and 3 and to derive MI ensemble estimators that achieve the parametric MSE convergence rate. The proofs of Theorems 1 and 2 are similar to the proofs of the bias and variance results for the divergence functional estimators in [18] . The primary difference is in handling certain products of the marginal KDEs that appear in the expansion of the MSE (see [22] ).
Theorems 1 and 2 indicate that for the MSE to go to zero, we require h X , h Y → 0 and Nh
The Lipschitz assumption on g is comparable to other nonparametric estimators of distributional functionals [11] - [14] , [18] and is satisfied for Shannon and Renyi informations when the densities are bounded above and below.
III. MIXED RANDOM VARIABLES
In this section, we extend the results of Section II to MI estimation when X and Y may have a mixture of discrete and continuous components. For simplicity, we focus primarily on the important case when X is continuous and Y is discrete (case 2 in Section I). The more general case when X and Y may have any mixture of continuous and discrete components (case 3 in Section I) is discussed in Section III-B. As an example of the former case, if Y is a predictor variable (e.g. classification labels), then the MI between X and Y indicates the value of X as a predictor of Y. Although Y is discrete, f XY = f Z is also a density. Let S X be the support of the density f X and S Y be the support of the probability mass function f Y . The MI is
We define the plug-in estimatorG h X ,h X|Y of (5) as
A. Convergence Rates
To apply the theory of optimally weighted ensemble estimation toG h X ,h X|Y , we need to know its MSE. 
Proof: It can be shown that 
From [23] , the i-th central moment of N y has the form of
Thus E N 1−γ y has terms proportional to N 1−γ−i+n ≤ N 1−γ− i/2 for i = 0, 1, . . . since n ≤ i/2 . Then since there is an N in the denominator of (6), this leaves terms of the form of N −γ when i = 0, 1 and N −1 for i ≥ 2. This completes the proof for the bias. See [22] for more details.
Theorem 4. If the functional g is Lipschitz continuous in both of its arguments and S Y is finite, then the variance of
Proof: By the law of total variance, we have
Given all of the Y i 's, the estimatorsG h X ,h X|y are all independent since they use different sets of X i 's for each y. From Theorem 2, we know that
Taking the expectation yields O(1/N ).
For the second term, we know from the proof of Theorem 3 that The constants in Theorems 3 and 4 depend on the densities and f Y . These theorems provide the necessary information for applying the theory of optimally weighted ensemble estimation to obtain MI estimators with improved rates (see Section IV).
B. Extension to Other Cases
The results in Section III-A can be extended to the case where X and/or Y may have a mixture of continuous and discrete components (case 3 in Section I). This scenario can be divided further into three different cases: A) X is continuous and Y has a mixture of discrete and continuous components; B) X and Y both have a mixture of discrete and continuous components; C) Y is discrete and X has a mixture of discrete and continuous components. Consider case A first. Denote the discrete and continuous components of Y as Y 1 and Y 2 , respectively. Denote the respective support sets as S Y1 and S Y2 . We can then write
The expression in (9) is very similar to the expression in (5). After plugging in KDEs for the corresponding densities and conditional densities, a nearly identical procedure to that in Section III-A can be followed to derive the bias and variance of the corresponding plug-in estimator. Now consider case B. Denote the discrete and continuous components of X as X 1 and X 2 , respectively. Then if Y 1 is the discrete component of Y, then the expression inside the g functional in (9) y 1 ) . Thus the plug-in estimator must include estimators for
Then the estimator we use for f Y1 (y 1 ) is N y1 /N . The estimators for f X1 (x 1 ) and f X1Y1 (x 1 , y 1 ) are defined similarly. The bias and variance expressions of this plug-in estimator can then be derived with some slight modifications of Theorems 1 and 2. See [22] for an expression for G 3B (X; Y) in this case and a sketch of these modifications. Case C follows similarly as the expression inside the g functional in (9) includes y) where all the terms are probability mass functions.
The resulting bias and variance expressions in these settings are analogous to those in Theorems 1, 2, and 3 as the variance will be O(1/N ) and the bias will depend on expansions of the bandwidths for the various KDEs. Ensemble methods can then be applied as described in the next section.
IV. ENSEMBLE ESTIMATION OF MI
We again focus on the case where X is continuous and Y is discrete (case 2 in Section I). If no bias correction is performed, then Theorem 3 shows that the optimal bias rate of the plug-in estimatorG 
where l ∈ L. Define w to be a weight vector parameterized by l ∈ L with l∈L w(l) = 1 and definẽ
From Theorem 3, the bias ofG w,1 is
where we use θ notation to omit the constants. We use the general theory of optimally weighted ensemble estimation in [19] to improve the MSE convergence rate of the plug-in estimator by using the weights to cancel the lower order terms in (11) . The theory is as follows. Let Ê l l∈L be an indexed ensemble of estimators with the weighted ensemble estimatorÊ w = l∈L w(l)Ê l satisfying:
• C.1. Let c i be constants depending on the underlying density, J = {i 1 , . . . i I } a finite index set with I < L, ψ i (l) basis functions depending only on the parameter l and not on N , φ i (N ) functions of the sample size N that are independent of l. Assume the bias is
• C.2. Assume the variance is 
The optimally weighted MI estimatorG w0, 1 1: Solve for w 0 using (12) with basis functions
2: for all l ∈ L and y ∈ S Y do 3:
for X i ∈ X y do 6:
Calculatef X,h X (l) (X i ),f X|y,h X|y (l) (X i ) as described in the text 7: end for
f X|y,h X|y (l) (X)
9: end for 10:
To apply Theorem 5 to an ensemble of estimators, all φ i (N ) functions that converge to zero slower than 1/ √ N and the corresponding ψ i (l) functions must be known for the base estimator. Otherwise, Theorem 5 can only be guaranteed to improve the bias up to the slowest unknown bias rate. This theorem was applied in [19] to the problem of divergence functional estimation where the plug-in estimator has slowly converging bias but the resulting ensemble estimator achieves the parametric rate for sufficiently smooth densities.
We and ψ i (l) = l i for i ∈ {1, . . . r} as seen in (7) and (11) . If s ≥ d X , then the MSE of the optimally weighted estimator G w0,1 is O(1/N ). A similar approach can be used for the case where X contains a mixture of continuous and discrete components and Y is discrete (or vice versa).
Under stronger conditions on g and its derivatives, we can define an ensemble estimatorG w0,2 that achieves the parametric MSE rate if s > d X /2. See [22] for details.
A similar approach can be used to derive an ensemble estimatorG cont w0,1 for the case when X and Y are continuous (case 1 in Section I). See [22] for details. The case where X and Y both contain a mixture of discrete and continuous components follows similarly.
V. CONCLUSION
We derived the MSE convergence rates for plug-in KDEbased estimators of MI measures between X and Y when they have only continuous components and for the case where Y is discrete and X is continuous. We also showed how convergence rates can be obtained for the case when X and/or Y contain a mixture of discrete and continuous components. Using these rates, we defined ensemble estimators that achieve an MSE rate of O(1/N ) when the densities are sufficiently smooth. To the best of our knowledge, this is the first nonparametric MI estimator that achieves the MSE convergence rate of O(1/N ) in this setting of mixed random variables (i.e. X and Y are not both purely discrete or purely continuous).
