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INTRODUCTION

Consider the two-factors design model
where y ij are observable random variables. The ε ij are unobservable random variables, they are independent and are both normally distributed, furthermore ε σ ij   (0, ). are unknown parameters, and the parameter space is Ω, where Consider that there is interest in testing the hypothesis:
Remark
Let T 1 ,T 2 ,...,T t be the t treatments and let τ i , i = 1,2,...,t be the corresponding associated parameters to each treatment T i . The main effect of the ith treatment is defined as t t j -, where . Thus, formally, the hypothesis of interest in this model is that: the main effects of all t treatments are equal. That is:
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And the alternative hypothesis H a is: at least one equality is an inequality. In addition remember that the mean of the treatment T i is µ + τ i , i = 1,2,...,t.
In this paper it is assumed that certain assumptions about the model (1) are not met. Thereby, alternatively it is assumed that errors ε ij satisfy the following conditions:
These premises on ε ij , establish that the observations are uncorrelated if they are in different blocks; that the variance of the ith treatment observation σ ii ; and that the covariance of the ith treatment observation and kth treatment observation in the same block σ ik . In some instances these premises seem to be more realistic than those generally made, i.e., that the ε ij are distributed independently (0,σ 2 )
Furthermore, it is assumed that the errors are not normally independent and identically distributed, instead it is assumed that errors ε ij have an elliptical joint distribution with covariance structure such that the set of specifications stated by (4) are satisfied, which means that errors are not independent but, perhaps, only uncorrelated. In literature, this problem was addressed by Graybill (1961) under the same assumption of heteroscedasticity of variance, but assuming normality.
The work is presented as follows: the first part gathers some results of matrix algebra and multivariate statistics, while introducing the notation that will be used. The main contribution of this work is developed in advanced, where the methodology used to test the hypothesis (2) is proposed, under the covariance structure specified by (4), i.e. under heteroscedasticity of variance for the two-factors design model (1). The article, concludes with the application of the proposed methodology to a real-life example.
Preliminary results
A comprehensive discussion of matrix algebra and multivariate statistical analysis can be found in Harville (2008) and Muirhead (1982) . For convenience, some notations will be introduced, although in general the authors have adhered to standard notations.
If A is n × m matrix, A′: n × m denotes the transpose of A. Generically, if A is n × m, it shall be written in term of their elements, rows or columns, respectively, as 
where a (i) is a vector m×1, i = 1,2...,n and a j is a vector n×1, j = 1,2...,m. If A is a square matrix of order n it is termed symmetric if A = A′. The identity matrix of order n is denoted by I n . The vector with ones in each position of order n is denotes as … ′ .
▫ Definition 1
If A is a n × m matrix then by vec(A) that is the mn × 1 vector formed by stacking the columns of A under each other; that is, if
where a j is n × 1, j = 1,2,...,m, then
Let A = (a ij ) be an m × n matrix and B = (b ij ) be a p × q matrix. The Kronecker product (also known as direct product or tensor product) of A and B, denoted by A ⊗ B, is the mp × nq matrix 
The relation between Kronecker product and the of a matrix is specified in the following lemma.
▫ Lemma 1
If B is r × m, Y is m × n, and C is n × s then
vec(BXC) = (C′⊗ B)vec(Y)
Now, the generalized multivariate elliptical matrix distributions are introduced in this section. A
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comprehensive and systematic study can be found in Fang & Zhang (1990) and Gupta & Varga (1993) .
▫ Definition 3
It is said that the random matrix Y: n × m has a variate elliptical matrix distribution, denoted as , if its density with respect to the Lebesgue measure is (5) where
and Θ is n × m, Σ is m × m and µ is n × m are constant matrices, such that Θ and Σ are symmetric positive definite matrices. Also, in (5), tr(·) denotes the trace, │A│denotes the determinant of A and in (6), Г[] denotes the gamma function.
Observe that this class of multivariate matrix distributions includes normal, contaminated normal, Pearson type II and VII, Kotz, Jensen-Logistic, power exponential and Bessel distributions, among others; these distributions have tails that are more or less weighted, and/or present a greater or smaller degree of kurtosis than the matrix multivariate normal distribution. In particular, observe that if in Definition 3 h is taken that h(u) = exp(-u/2), from (6) it can be readily seen that C(m,n) = (2π) -mn/2 . Hence, the density obtained is (7) which is named, the multivariate matrix normal distribution and is denoted as . In (7), etr t r {} { ()} º exp . 
Similarly, observe that if in Definition 3 h is taken as
By Fang & Zhang (1990) (see also Gupta & Varga, 1993) it easy verify that under null hypothesis (9) the corresponding statistic test is invariant regarding the family of elliptical distributions (5). Then to determine the statistic test and its null distribution it is sufficient to study the latter under normality.
From Fang & Zhang (1990) and Muirhead (1982) under likelihood ratio criteria or from Srivastava & Khatri (1979) under the union-intersection principle of test construction of Roy, the rejection region for a test of level α is e r s i d a d d e G u a n a j u a t 
The significance of T 2 still leaves the question of which particular equally µ j = µ 0j , j = 1,2,...,m (in H 0 : µ = µ 0 ) unaswered which have probably lead to the rejection of the vector hypothesis. While it might help test the individual hypothesis by referring their univariate t statistics to the Bonferroni critical values, the unionintersection nature of the T 2 test leads directly to a way of controlling the Type I error probability for the tests on all linear functions of the response means a′µ, where is any nonnull vector m × 1. Thus, the family of ¢, i = 1,2,...,t, and 
Now, note that under the assumptions (4), the assumption (12) is modified to (9) and (10) 
t t t t t t t t t t t t t t t t t t
It is emphasised that both the decision rule as well as simultaneous confidence intervals under the null hypothesis are invariant under the family of elliptical distributions, i.e. these results are in accordance with those obtained under the assumption of normality.
Example
An experiment was conducted in a randomised block design model y ij i j ij = µ τ β ε + + + where the assumptions of (4) Table 3 . Analysis of Variance for the transformed data (log(y ij )).
It is interesting to test the hypothesis 
7.566667 9.433333
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and  is 
In which T 2 = 31.9988 with a p-value = 0.313276. This is significant at the 31.3 percent level; then, from an agronomic t traditional point of view, there is no evidence not to reject the hypothesis (15). Note that this conclusion is contrary to the conclusion achieved through the ANOVA tests, both with the original and transformed data.
As an example and even if the null hypothesis was not rejected, below the 100(1 -0.05) percent simultaneous confidence intervals present in all comparisons between means (µ τ µ τ τ τ By the properties of coherence and consonance of the union-intersection principle of Roy (see Gabriel, 1969) , all intervals contain zero, meaning that all means are equal with a 100(1 -0.05) percent simultaneous confidence coefficient, as expected. Table 4 . Simultaneous confidence intervals, α = 0.05.
CONCLUSIONS
Is important to emphasise that the proposed methodology is robust on all families of elliptical distributions; furthermore this can be extended to other design models.
The trick is to find the corresponding matrix  2 that allows testing the hypothesis of interest. In other texts the problem presented in this article has been usually solved through nonparametric tests or by applying one of the diverse transformations recommended on the original data, or a combination of them. See Montgomery (2005) .
