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1. INTRODUCTION 
We consider in this paper trajectories x(t) (0 < t < tr) satisfying 
2 + 4) 2 = W)f@), (1.1) 
where x(t) belongs to a real Banach space X,f(t) belongs to a Banach space Y, 
B(t) is a bounded linear operator from Y into X, and A(t) is a linear operator 
in X, unbounded in general. We prescribe the initial condition 
x(0) = x,, . U-2) 
In addition, we impose the following condition on the end-point x(tl) of 
the trajectory: 
41) E w U-3) 
where W is a fixed set in X. We impose on A(t) the usual conditions which 
guarantee that there exists a fundamental solution S(t, 7). One such set of 
conditions is the following (see [I] or [2-41): 
(I) (i) For 0 < t < 03, A(t) is a closed linear operator with domain 
DA independent of t and dense in X. 
(ii) The resolvent R(h; A(t)) = (A1 - A(t))-’ of A(t) exists for all 
O<t<co,ReA<O,and 
II RN 4)) It G 1 +“; h , (O<ttcqReA<O), 
where C is a constant. 
(iii) For all t, S, 7 in the interval [0, co) 
II P(t) - 441 Hd II G c I t - s Ia, 
where C, (II are positive constants and 01 < 1. 
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(iv) For all t, s, 7 in the interval [0, m), 
II A-l(T) [A(t) - ‘WI x I! G c I t - s Ia /I x II (x E DA), 
where C, 01 are positive constants and OL < 1. 
The condition (iv) is actually not needed here; it will be needed however 
later on (in the proof of Theorem 3.2). 
Another set of conditions which ensure the existence of a fundamental 
solution is given by the Hille-Phillips-Yosida theorem (see, for instance, [5]): 
(II) (i) A(t) is independent of t. 
(ii) Set A =- A(t). Then A is a densely defined closed linear operator. 
(iii) R(/\; A) exists if h < 0, and 
II VV; 4” II G & (A < 0, ?z = 1, Z,...), 
where C is a constant. 
In case (II) holds, the fundamental solution S(t, T) can be written also 
in the form S(t - T). 
We shall need later on the following stronger set of conditions: 
(III) The conditions (i), (ii) of (II) hold, and the condition (ii) of (I) holds. 
We recall that if (I) holds, then the fundamental solution S(t, T) is uniquely 
determined and it has the following properties: 
S(t, T) is an operator-valued function, strongly continuous in (t, T) for 
0 < 7 < t < co; BS(t, 7)/i% exists in the strong topology and in a bounded 
operator, strongly continuous in t for 0 < T  < t < 00; finally, 
w -1 A(t) s(t, T) = 0 (T < t < to), 
S(T, T) = I. 
If B(t)f( t) is Holder continuous in t, then the unique solution of (1 .l), (1.2) 
is given by 
X(t) = s(t, 0) X0 + St s(t, T) B(T)f(T) dT. 
0 
(1.4) 
In case (II) holds, one can only assert that s(t - T) x is continuously 
differentiable, for t > 7, when x is in the domain DA of A. Furthermore, the 
right-hand side of (1.4) is the unique solution of (1. l), (1.2) when B(t)f(t) 
is continuously differentiable. 
The previous remarks motivate the following definition. 
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DEFINITION. I’ B(t)f(t) is a measurable fG.wtion with /I B(t)f(t) (1 locally 
integrable, then we define the solution x(t) of (I. l), (1.2) to be the right-hand side 
of (1.4); the integral is taken in the sense of Bochner [6]. 
Observe that x(t) is a continuous function. 
We fix a set U in Y and call it the control set. A measurable function f (t) 
(0 < t < tJ with jl f (t) (/ integrabl e will be called a control. If, in addition, 
f(t) E U for almost all t, then f will be called an admissible control. The set W 
occurring in (1.3) will be called the target set. 
Denote by Z the set of all admissible controls (each control is defined in 
its own interval (0, tl)) for which the corresponding trajectory (i.e., the solu- 
tion x(t) of (l.l), (1.2)) satisfies (1.3). The basic problems of control theory 
regarding the systems (1 .l)-( 1.3) are the following: 
(PJ Is 2 nonempty? 
(Pa) Suppose 2 is nonempty, and let F = F( f, x, tJ be a given functional 
of the control f, the corresponding trajectory x, and the length of its interval 
0 < t < tl . Show that there exists an optimal solution (with respect to F), 
i.e., an element p of 2 such that 
mpP( f, x, tl) = F(j, 2, iJ. 
(J’s) Is the optimal solution unique ? 
The functional F is called the cost-functional. 
The problem (PI) is that of controllability. For some results in this direc- 
tion, see Fattorini [7]. Problem (Pa) was considered by various authors in 
different settings. The usual approach is to take a minimizing sequence and 
then employ a compactness argument. 
As for (Ps), if one does not impose the end-condition (1.3), then it is 
possible to employ the classical arguments of Calculus of Variations and thus 
obtain an analog of Pontryagin’s maximum principle (see, for instance, [8], 
[9]). However, the end-condition (1.3) makes the problem much more 
difficult. 
In [8], [9] we have considered the special case where 
F(f, x, tJ = tl , (1.5) 
i.e., the problem of time-optimal control. For simplicity we have taken Y = X, 
B(t) = identity. We have also considered time-optimal problems with 
control f(t) satisfying 
I :’ If(t) /I2 dt ,< J,I U-6) 
instead off(t) E U. We have furthermore considered parabolic equations 
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with the control in the boundary conditions. The method we employed was 
based on the following simple procedure: 
If (f; x”) is a time-optimal solution with optimal time T, then one tries to 
show that the set of attainability L$, i.e., the set consisting of all end-points 
.v( T) of trajectories with admissible control, has a tangent hyperplane at g(T). 
The existence of this tangent hyperplane yields an analog of the maximum 
principle of Pontryagin and leads to a bang-bang principle. The latter easily 
yields uniqueness theorems. 
Our purpose in the present paper is to extend the methods of [8], [9] and 
obtain uniqueness theorems for the system (l.l)-(1.3) with respect to the 
cost-functional. 
F(f, x, 4) = f’ II x(t) II2 dt, (1.7) 
0 
where X is a Hilbert space with norm 11 1) . In effect, we can also obtain, by 
the same methods, results for other cost-functionals as well. 
In Section 2 we shall very briefly consider the time-optimal problem. We 
state, without proof, results which reduce to results of [9] in case B(t) E I. 
In Sections 3-5 we give the main results of this paper, which consist primarily 
in deriving a bang-bang principle. In Section 3 we deal with controls for 
which f(t) E U. In Section 4 we deal with controls restricted by (1.6). In 
both cases, the target set W is a convex set with nonempty interior. 
In Section 5 we consider the case where W consists of just one point. But 
we assume that A generates a strongly continuous group. The analogous 
problem for time-optimal controls with f(t) E U and A merely assumed to 
satisfy (II), was treated by Fattorini [lo] and Friedman [9]. 
In Section 6 we give applications to partial differential equations. 
2. TIME-OPTIMAL PROBLEMS 
Denote by a8 the boundary of a set 52. 
Our basic assumption on W is the following: 
(A) W is a closed convex set with nonempty interior. 
We recall (see, for instance, [5; p. 417)): 
LEMMA 1.1. Let V be a closed convex set in a real linear normed space X 
and let W be a subset of X satisfying (A). Zf V n W = {z} and V n (int W) = 
4, then there exists a continuous linear functional g f  0, such that 
g(v) sg g(z) < g(w) for all 2, E v, w E w. 
Concerning B(t), we shall assume: 
(B) B(t) is a bounded operator, continuous in t in the uniform topology. 
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Consider now the problem (Pr). Denote by K+, the set of end-points x(u) 
of the trajectories (1.4) when f(t) is any bounded measurable function in 
0 < t < u. Set 
Kz, = U Kz,,.c y Ko = Ko>o 1 K= u K,. 
o>o O.>O 
If Kn, (KzO,,) is dense in X, we say that we have x0-controllability (at time u). 
When x0 = 0, we speak of null-controllability. 
There are various results asserting x,-controllability under certain condi- 
tions. We state one of them, due to Fattorini [7], which is a consequence of 
the Hahn-Banach theorem: 
LEMMA 2.2. Assume that (I) (or (II)) and(B) hold. The system (l-l), (1.2) 
is null-controllable (at time u) if and only ;f there does not exist any element 
u* # 0 of X* such that 
B*(T) s*(o, T) u* = 0 for o,<T~u<<(foYo~r~u). (2.1) 
As Lemma 2.2 shows, one can hit any target W having nonempty interior 
with some control f (t), provided (2.1) holds. However, if W has no interior 
points, one cannot generally reach W with any controlf(t), even in such a 
simple case as the heat equation. Thus, it is quite natural to assume that W 
does have a nonempty interior. 
We shall now introduce a condition stronger than that of (2.1): 
(C) If, for some 0 > 0, B*(T) S*(u, T) u* = 0 for all 7 on a subset of 
(0, u) of positive measure, then u* = 0. 
If B*(T) is one-to-one for all 7, then (C) reduces to the condition of 
“weak backward unique continuation” for A*(t) introduced in [9], since 
@*(t, T)/at - A*(t) s*(t, T) = 0 (by [l]; here, the condition (iv) of (I) is 
needed). 
Regarding (Ps), we have (Friedman [9]): 
THEOREM 2.1. Assume that (I) (OY (II)) and (B) hold, and that .Z is non- 
empty. If, in addition, X is a reflexive Banach space, U is a bounded closed convex 
set and W is a closed set, then thme exists a time-optimal solution. 
We now state a bang-bang principle: 
THEOREM 2.2. Assume that (I) (or (II)), (B) and(C) hold. Let U be a convex 
set with n&empty interior and let W satisfr (A). If (j x’) is a time-optimal 
solution with optimal time T, then f(t) E alJ for almost all t E (0, T). 
In [8] we assumed a stronger condition on W than (A). But in view of 
Lemma 2.1, the condition (A) is sufficient for the validity of the proof in [8]. 
In [8] we proved Theorem 2.2 in case Y = La, X = L*, A(t) is an elliptic 
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operator and B(t) is the injection map. * The proof extends with minor modi- 
fications to the present case. 
COROLLARY. Let the assumptions of Theorem 2.2 hold and assume that U is 
strictly convex. Then there exists at most one time-optimal solution, i.e., ; f  
( f: a), (3,G) are two time-optimal solutions, then f  = f^ almost everywhere. 
As mentioned in Section 1, in proving Theorem 2.2 one derives an exten- 
sion of the maximum principle. From this one can deduce the smoothness 
of the optimal control f-in case U has a “regular” boundary. For instance, if 
U is a ball then f(t) is a continuous function. 
We finally remark that Theorem 2.2 extends to the case where the admis- 
sible control is defined by the condition (1.6). The assertion is now that 
/.’ iIf(t) ll’dt = M. 
‘0 
From this one concludes the uniqueness of the time-optimal control. 
The proof of the last remarks are similar to the proof of Theorem 2.2 and 
its corollary. In this proof one does not need to assume that the condition (C) 
is valid. 
3. OPTIMAL CONTROL FOR THE COST-FUNCTIONAL Jii x(t)112dt 
In this section we restrict the admissible controls to be such that IIf 11” 
is integrable for some p > 1 (p depending on f ); this is always the case if U 
is a bounded set. We further assume that X is a real Hilbert space. We wish to 
minimize the cost-functional 
g(x) = /I’ (1 x(t) Ii2 dt 
0 
(3.1) 
In the set of all admissible controlsf(t) (0 < t < tl) for which the trajectories 
(1.4) satisfy (1.3). 
For the sake of completeness we state a result concerning the existence 
of an optimal solution: 
THEOREM 3.1. Assume that (I) (or (II)) and (B) hold, that X is a real 
Hilbert space and that Z is nonempty. If  U is a closed bounded convex set and W 
is a closed set, then there exists an optimal solution for the cost-functional (3.1). 
We now state the main result of this section. 
* The precise relation between Q and s is not given correctly in [8]. It should be: 
i/s > 1 /q - 2m/n. The proof is similar to the proof of Theorem 3.1 in our paper 
“Differential games of pursuit in Banach space”, to appear in this Jaurnal, 
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THEOREM 3.2. Let X be a real Hilbert space. Let U be a convex set in Y 
having nonempty interior. Let W satisfr (A). Assume that (I), (B) and (C) hold 
and suppose that each B(t) is a map from Y densely into X. Let (f(t), 5(t)) be an 
optimal solution (for 0 < t < i) with respect to the functional (3.1) and denote 
by T the set (t G (0, t); Z(t) = O}. Then 
f(t) E aU for almost all 
We begin with two lemmas. 
t $ r, t E (0, i). (3.2) 
LEMMA 3.1. If/If(t) Ij isinLp(0, u)fur somep > 1, u > 0, the-n the traject- 
ory x(t) given by (1.4) is uniformly Hiilder continuous in (E, u), for any E > 0. 
PROOF. We can write, for any 0 < y < 1, 
x(t + h) - $1 = X + 12 + .L + J4 (h > 01, 
where 
m/z = fAy s(t + h, d W)f(d d7 - f s(t, 7) By dT, 
t-Ay 
/s = ,:-“’ [s(t + h, 4 - S(t, T)] By dr, 
J., = S(t + h, 0) x0 - S(t, 0) x,, . 
We shall denote various different constants independent of h by the same 
symbol C. Using the fact that /I S(t, T)  1) < C and employing Hiilder’s 
inequality, we get 
II J1 II G C 1:‘” llf(4 II dt < C is”‘” t IIf IID dT/l’P hliq < Chllq, 
Similarly we get 
II Jz II < Chy’q. 
Since (see, for instance [Ill) )I as(t, T)/at 11 < C/l t - 7 I , we have 
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Using this in J3 , we find, 
Finally, (1 J4 / & Ch/t. Taking y = q/(q + 1) we conclude that, for any 
E >o, 
11 x(t + h) - x(t) I/ < cK”‘+*’ (E ,< t 6 0) 
if h > 0. This completes the proof of the lemma. 
We now proceed with the proof of Theorem 3.2. Set 
N= : II.“(t) ji2dt 
.i 
and introduce the set 
for some admissible controlf(t) in (0, i) such that 
LEMMA 3.2. Q, is a cowex set. 
PROOF. Let x, y be two points of 9, , and let 
x(t) = ,I s(t, 7) +)f(T) dT (0 < t d 9, 
J’(t) = l’s@, T) B(T) g(T) dT (0 < t < i), 
0 
wheref(T), g(T) are admissible controls for which x(f) = x, y(i) = y, 
s 
i 
o II+) l12dt <N, /’ o II y(t) II2 dt e N. 
For any 0 < 0 < 1, the function 0x(t) + (1 - 0) y(t) is the trajectory 
corresponding to the control of(t) + (1 - e)g(t). Since U is convex this 
control is admissible. Furthermore, as easily verified, 
1 ’ II ex(t) + (1 - e) y(t) 112 dt G N. 0 
It follows that 0x(i) + (1 - e)y(f) gQN, i.e., 0x + (1 - e)y E ON. 
If Z(f) = 0 ( w IC h’ h can only happen if 0 E IV) then consider the largest 
interval t* < t < i in which Z(t) = 0. This interval belongs to r and 
(3(t), 3?(f)) is an optimal solution in the interval 0 < t < t*. It follows that 
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without loss of generality we may assume, in proving Theorem 3.2, that 
t* = t’. Thus, Z(t) + 0 in any interval t - E < t < t. 
Set z = Z(i). The point x lies in QN as well as in W. This point must lie 
on the boundary of W. Indeed, if z E int W then, by continuity, .C(Z - e) E W 
if l > 0 is sufficiently small. But this contradicts the optimality of (x 2) 
since 
s 
i--F 
/I Z(t) II2 dt < N. o 
(Here we use the fact that Z(t) f 0 if i - E < t < 8.) 
We claim that QN n (int W) = 4. Indeed, suppose there is a point f 
which belongs to 52, and to int W. We may assume that f f 0. Indeed, 
otherwise we replace s by any point lying in the interior of the interval [z, 51 
(all such points lie in Sz, n (int W)). Now we can again derive a contradiction 
to the optimality of (J *) x as b f e ore. In fact, 2 is the end-point of a trajectory 
i(t) with admissible control f(t) in the interval 0 < t < i, and 
I 
i-r 
II a(t) II2 dt < X eqi - c) E w ” 
for any z > 0 sufficiently small. 
Having proved that QN n (int W) = 4, we can apply Lemma 2.1. We 
conclude that there exists a non-zero continuous functional u* such that 
(u*, x) < (u*, z) for all x E Q, . Thus, in particular, we have 
for all the admissible eontrolsf(T) occurring in the definition of 52, . 
Let A’ be any subset of (0, i) having positive measure such that A’ A r = 4. 
We shall prove that 
f(t) E au for almost all tEA’. (3.4) 
This will complete the proof of Theorem 3.2. 
If (3.4) is not true, then there is a subset A of A’ having positive measure, 
such that 
dist(3(2), 80) > 77 > 0 for all ted (3.5) 
where r] is a positive number. Recall that 
for all t?A. (3.6) 
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LEMMA 3.3. Consider the function 
&) =-_ j’ S*(t, T) s(t) dt (0 < 7 < f). 
7 
(3.7) 
If (3.6) holds then ~(7) cannot vanish on a subset of A having a positive measure. 
PROOF. By Lemma 3.1, Z(t) is uniformly Holder continuous in any 
interval (E, i), E > 0. Hence, by results of Sobolevski [l] (here we use the 
condition (iv) of (I)), 
ddd - - A*(T) T(T) = - Z(T) 
dT 
for -7 E (0, i). (3.8) 
Suppose now that ~(7) vanishes on a subset d of A having positive measure 
and let T* be a density point of 6. Then there exists a sequence {TV} such that 
T, E 0; T,, -+ T*. For any x E X, we apply Rolle’s theorem to the function 
($0(T), x), and conclude that d(p(r*), x)/d7 = 0. Thus dq(T*)/dr = 0. Clearly 
also T(T*) = 0. From (3.8) it then follows that n(T*) = 0. This contradicts 
(3.6), since T* E A. 
Let g(t) be an arbitrary bounded measurable function with values in Y and 
with support in A. Set 
f$> = j(t) + q(t) (6 > O), (3.9) 
x,(t) = g(t) + E 1’ s(t, T) B(T)&) dT. 
0 
(3.10) 
From (3.5) it follows thatf,(t) E U for almost all t E (0, t) provided E is suffi- 
ciently small. Consequently, if 
s 
i 
II x,(t) II2 dt d N (3.11) o 
then the point am belongs to Q,V . The inequality (3.3) then yields 
(U*, f  s(i, T) B(r) g(T) dT) < 0. (3.12) 
Suppose now that g(t) is any bounded measurable function with support 
in A, satisfying 
Then 
jr (1’ B*(T) s*(t, T) z(t) dt, g(r)) dT < 0. 
0 * 
(3.13) 
,: (i(t), ,I s(t, T) B(T) g(T) d’) dt < 0. (3.14) 
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From (3.10) it then follows that (3.11) holds for all E > 0 sufficiently small. 
Hence (3.12) is valid, i.e., 
s 
’ (B*(T) S*(i, T) u*, g(T)) dT < 0. 
0 
(3.15) 
We have thus proved that (3.13) implies (3.15). 
From Lemma 3.3 it follows that there exists a bounded measurable func- 
tion g,,(T) with support in d such that 
1’ (/‘B*(T) s*(t, T) it(t) dt,g,(r)) dr < 0. 
a 7 
Suppose now that g is a bounded measurable function with support in A, 
satisfying, instead of (3.13), the weaker inequality 
j; (j%*(r) s*(t, T) n(t) dt,g(T)) dT < 0. 
7 
(3.16) 
Then (3.13) holds with g replaced by g + cg,, , E > 0. Hence also (3.15) holds 
with g replaced by g + cg,, . Taking c 3 0 we obtain (3.15). We have thus 
proved that (3.16) implies (3.15). 
By approximation we find that (3.16) implies (3.15) for any 
g cL2(A; Y) (L2(A; Y) is the space of measurable functions g in A with 
j/g /I2 integrable). It also follows that if the inequality in (3.16) is reversed, 
then (3.15) holds with the inequality reversed. Consequently, the orthogonal 
complement of the element 
s 
i 
B*(T) s*(t, T) z(t) dt 
7 
in L2(A; Y) is contained in the orthogonal complement of the element B*(T) 
S*(t, T) u*. We conclude, since B*(T) is one-to-one, that 
s*(i, T) U* - C S*(t, T) a(t) dt = 0 (7 6 A), (3.17) 
7 
where c is a constant. 
Let 7s be a density point of A. Using Rolle’s theorem, as in the proof of 
Lemma 3.3, we find that we can differentiate (3.17) at the point 7 = 7s. 
Recalling that x”(t) is Hiilder continuous, and applying d/d7 - A*(T) to 
(3.17) at T = Tn , we then obtain 
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In view of (3.6), we conclude that c = 0. Consequently (by (3.17)), 
S*(i, T) u* = 0, for all T E d. But the hypotheses (C)then implies that u* = 0, 
which is impossible. Thus, the assumption (3.5) leads to a contradiction. This 
completes the proof of Theorem 3.2. 
Consider now the special case where A(t), B(t) are independent of t and 
xa = 0. Then trajectories are given by 
x(t) = ft S(t - T) E(T) dr. 
J 0 
(3.18) 
LEMMA 3.4. Letf(t) b e a meusurubZefunctiot2 for 0 < t < 0, with 11 f(t) I/ 
integrable. If the trajectory x(t) giwen by (3.18) is identically zero in (0, u), then 
Bf (t) = 0 for almost uZZ t E (0, CJ). 
PROOF. Extend f (t) by 0 to t > u. Using the semigroup property of S(t), 
we see that 
1 
t s(t - T) Bf (7) d7 = 0 for all o<t<aI. (3.19) 
0 
Taking the Laplace transform we get 
S(A) B!(h) = 0 if ReX>O. 
But (see, for instance, [5]) 
83 = jr eeAtS(t) dt = R(h; - A). 
Hence Bf(/\) = 0. By uniqueness of the inverse Laplace transform it then 
follows that Bf(t) = 0 almost everywhere. 
Observe that if (f(t), Z(t)) is an optimal solution and if 5(t,) = 0 then 
p(t) = 0 for all t E (0, to). Hence the set r of Theorem 3.2 coincides with 
an interval [0, u]. Lemma 3.4 shows that Bf(t) = 0 for almost all t E (0, u). 
Note that if 0 $ U and B maps Y injectively and densely into X, then a = 0. 
Note also (see [l 11) that S(t) is analytic in t(t > 0), so that (C) is satisfied 
if B map Y densely into X. We sum up: 
THEOREM 3.3. Let X be a real Hilbert space. Let U be a conwex set in Y 
having nonempty interior. Let W satisfr (A) and suppose that 0 4 W. Assume 
that (III) hoIds and that B is a bounded operator from Y densely into X. If 
(3(t), z(t)) is an optimal solution (for 0 < t < i) with respect to the functional 
(3.1), then there exists a number (I E [0, i) such that 
B&) = 0 for almost all t E (074, 
f(t) E aU for almost all t E (a, 1). 
If 0 q! U and B is one-to-one, then Q = 0. 
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From Lemma 3.4 it follows that if 0 E W then 3(ct) = 0 for almost all 
t E (0, i). 
DEFINITION. An optimal solution ( f, - 2 is said to be normalized if there is ) 
no interval 0 < t < u such that Bf((t) = 0 for almost all t E (0, cr). 
Note that if 0 $ U and B is one-to-one, then every solution is normalized. 
Theorem 3.3 yields the following corollaries. 
COROLLARY 1. Let the assumptions of Theorem 3.3 hold and let (f; 2) 
be a normalized optimal solution. Then f(t) E aU for almost all t. 
COROLLARY 2. Let the assumptions of Theorem 3.3 hold and let (&C) and 
(j, 5) be two normalized optimal solutions dejned in intervals (0, t) and (0, ?), 
respectively, Suppose f > f. If U is strictly convex and 0 E U, then 
f(t) =J(t - i + t^ ) for almost all t E (i - t^ , i). 
In fact, define 
3ct) = !;(t - i + i) 
if o<t<t--i, 
if i--i<t<t, 
and let n(t) be the corresponding trajectory. Then (f(t), n(t)) is also an optimal 
solution. As easily verified, also (4 [(f(t) +3(t)], S, [s(t) + Z(t)]) is an optimal 
solution. Applying Theorem 3.3 we conclude that the points 
f(t), f(t - t + t^ ) and &f(t) + +f(t - f + t”) 
lie on aU for almost all t in (f - t^ , t). Since U is strictly convex, the assertion 
follows. 
An optimal solution (f(t), Z(t)) with 0 < t < i will be called time-minimal 
if there exists no optimal solutions (f(t), i(t)) with interval 0 < t < i 
such that 2 < t. From Corollary 2 we get: 
COROLLARY 3. Let the assumptions of Theorem 3.3 hold and let U be a 
strictly convex set containing the origin. Then, there exists at most one time- 
minimal optimal solution with respect to the cost-functional (3.1). 
4. OPTIMAL CONTROL FOR THE COST FUNCTIONAL J//x(t)112 dt 
(CONTINUED) 
In this section we define an admissible control to be a control functior 
f(t) (0 < t ,< tJ satisfying: 
i 
. (1 
o IIf II2 tit < M; (4.1) 
M is a positive number fixed throughout this section. 
Theorem 3.1 is easily extended to the present case. We now state an 
extension of Theorem 3.2. 
THEOREM 4.1. Let X be a real Hilbert space. Let W satisfy (A) and 
suppose that x,, $ W. Assume that (I), (R) hold and that each B(t) is a bounded 
linear operator from Y densely into X. If  (f(t), a(t)) is an optimal solution 
(fey 0 < t < f) with respect to thefunctional (3.1) then 
PROOF. Set 
N = j’ /I S(t) /I2 dt 
0 
and introduce a set Q, as in the proof of Theorem 3.2; the admissible 
controls f(t) are now defined by the condition (4.1). Then Lemma 3.2 
remains valid with the proof unchanged. We next obtain also the relation 
(3.3) for all fas in the definition of QN . 
Suppose now that (4.2) is not true. Then 
s 
i 
o II.&, II2 dt < M. 
It follows that for any bounded measurable function g and for any real e 
with / E 1 sufficiently small, f = J + g E is a control satisfying the conditions 
imposed in the definition of QN . We can therefore substitute thisfinto (3.3). 
We then easily get: 
s 
' (B*(T) S*(t, T) u*, g(~)) dT = 0. 
0 
It follows that B*(T) S*(t, T) u * = 0 for all r. Taking T = t and noting that 
B* is one-to-one, we obtain u* = 0, which is impossible. 
We define a normalized optimal solution as in Section 3, i.e., (j, 5) is 
normalized if there does not exist an interval 0 < t < cr such that f(t) = 0 
for almost all t E (0, u). We then have: 
COROLLARY. Let (II) hold and let B be a bounded operator from Y densely 
into X. Then there exists at most one normalized optimal solution with respect 
to the cost-functional (3.1). 
Indeed, suppose (f(t), S(t)) and (3( ) (^ )) t , x t are two normalized optimal 
solutions with intervals (0, i) and (0, a), respectively. We may assume that 
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t > t”. Introducing j(t) as in the proof of Corollary 2 to Theorem 3.3 and 
using Theorem 4.1, we find that 
This implies that f(i) =f(t) f or almost all t. Since (f; 2) is normalized, it 
follows that Z = t”. Hencefjt) -f(t) for almost all t in (0, f). 
From the proof of Theorem 4.1 we can also obtain some information on the 
structure of the normalized optimal control f(t). Indeed, let g(t) be any 
bounded measurable function in (0, i) satisfying: 
(jr 2ct), j' set, T) i3cT) g(T) dTj dt < 0. (4.4) 
0 0 
Then the control f(t) =f(t) + cg(t) satisfies the conditions imposed in the 
definition of Q, provided E > 0 is sufficiently small. Hence we can apply (3.3) 
and obtain, 
(U*, j:, S(t, T) B(T) g(T) d’) < 0. (4.5) 
Suppose that the functionf(7) is not equal to zero almost everywhere in 
(0, t’). Then the function 
$(T) = j] B*(T) s*(t, T) x”(t) dt (4.6) 
is also not equal to zero almost everywhere in (0, i). 
Indeed, otherwise 
- A*(T) v(T) = 0 tw = B*(T) V(T)) 
in (0, i), so that x0 = S(0) = Z(i) E W, which is impossible. 
It follows that there exists a function go(T), bounded and measurable in 
(0, t’), such that 
i 1 (f(7), go(T)) dT < 0, j: (‘b(T), go(T)) dT < 0. 
If g(T) is a bounded measurable function with 
i ’ (f(T), g(T)> dT < 0, j: (‘b(T), g(T)) dT < 0, (4.7) 0 
then (4.3), (4.4) hold with g replaced by g t eg, (E > 0). Hence also (4.5) 
also holds with g replaced by g + l g, . Taking 6 -+ 0 we see that (4.7) implies 
that 
.c ’ (B*(T) S*(i, T) u*, g(~)) d7 ‘>: 0. (4.8) n 
From this we also deduce that if (4.7) holds with inequalities replaced by 
equalities, then also (4.8) holds with the inequality replaced by equality. 
But this fact implies that 
B*(T) s*(i, T) 24” = Clf(T) + C&T) (0 < 7 <. i), (4.9) 
where c 1 , ca are constants. Note that ci f 0, for, otherwise, letting 7 -+ i 
in (4.9) we obtain B*(i)u* = c&(j) = 0 (by (4.6)), which is impossible. 
Substituting 4(T) from (4.6) into (4.9), we get 
f(~) = b$*(T) S*(t, T) U* + b, jr B*(T) S*(t, T) E(t) dt, (4.10) 
T 
where b, , b, are constants. We sum up: 
THEOREM 4.2. Let the assumptions of Theorem 4.1 hold and let (f(t), S(t)) 
be an optimal solution with respect to the cost-functional (3.1) in the interval 
(0, f). Then j(t) has the form (4.10) where b 1 , b, are constants. In particular, it 
follows thatf(t) is continuous in [0, i]. 
5. THE CASE OF A GENERATING A STRONGLY CONTINUOUS GROUP 
In this section we consider the case of A generating a strongly continuous 
group. We then can extend Theorems 3.2, 4.1, 4.2 to the case where W 
consists of just one point. (Theorem 3.1 extends without any change in the 
proof.) These extensions are based on the following two lemmas. 
LEMMA 5.1. If A generates a strongly continuous group S(t), and if the 
origin is an interior point of U, then the convex set QN introduced in Section 3 has 
a nonempty interior. 
LEMMA 5.2. If A generates a strongly continuous group S(t), then the set Q, 
introduced in Section 4 has a nonempty interior. 
In fact, write 
XI= s t S(i - T) [S(T - i) x] dr. 0 
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Now observe that if I/ x 1) is sufficiently small then the control 
f(T) = S(T - i) x satisfies all the conditions imposed in the definitions of Sz, 
in either Section 3 or 4. Hence x E 9, if j/ x I/ is sufficiently small. 
We next recall the following result of iMazur [12], which is actually a special 
case of Lemma 2.1. 
LEMMA 5.3. Let K be a convex set with nonempty interior in a real linear 
normed space X. Then at each boundary point y0 of K there exists a supporting 
functional, i.e., an element g (g f  0) of X* satisfying 4 g(y) < g(y,) for all 
y  E K. 
Suppose now that W consists of just one point x # 0. Then proceeding 
as in the proofs of Theorems 3.2 and 4.1, we have Z(t) = z, where (f(t), S(t)) 
is the optimal solution (with interval 0 < t < i). We next observe that z is a 
boundary point of SJN . Indeed, if not, then (1 + C) x belongs to sl, for some 
E > 0. But then 
(1 + 6) z = 11 S(i - r)f&) d7 
for some control fO satisfying the conditions imposed in the definition of Sz, . 
It follows that 
x = 
s 
’ S(t - T)/(T) d7, where 
0 
j(7) = $$. 
Let a(~) be the trajectory corresponding to J Since f(r) is an admissible 
control, the definition of N implies that 
f 
i 
11 S(T) /I2 d7 2 N. (5.1) 
0 
But i(7) = x,(+(1 + ) h E w ere x0(7) is the trajectory corresponding to fo(T), 
and 
I ’ 11 x0(7) II2 dT ,< N. 0 
It follows that 
This contradicts (5.1). 
Having proved that z is a boundary point of G+,, and recalling Lemmas 5.1, 
5.2, we can apply Lemma 5.3 with K = Sz, , y. = 2. We thus conclude that 
(3.3) is valid where u* is the supporting functional to QN at z. From this 
40’d24/1-12 
point on we can continue similarly to the proofs of Theorems 3.2 and 4.1. 
In order to complete the proof of the analog of Theorem 3.2 (or, rather, 3.3) 
we need the following assumption: 
CD) (9. If f(t) . IS a bounded measurable function then the trajectory 
(3.18) is uniformly Hiilder continuous. 
(ii) If &c(t) is a uniformly Holder continuous function, then the function 
F(T), defined by (3.7), satisfies (3.8). 
\I’e can now state an analog of Theorem 3.3. 
THEOREM 5.1. Let S be a real Hilbert space. Let i7 be a convex set contain- 
ing the origin in its interior. Let W consist of one point z f  0. Assume that A is 
the injkitesimal generator of a strongly continuous group, that B is a bounded 
operator from a Banach space Y densely into X, and that (C), (D) hold. If 
(f(t), Z(t)) is an optimal solution (,for 0 ;/ t < i) with respect to the functional 
(3.1), then there is a number u c- [0, (i)] such that 
Bfjt) = 0 for almost all t E (0, u), 
f(t) E ai7 for almost all t E (a, i). 
The corollaries to Theorem 3.3 obviously extend to the present case. In 
particular we have: 
COROLLARY. Let the assumptions of Theorem 5.1 hold and let U be a strictly 
convex set. Then there exists at most one time-minimal optimal solution with 
respect to the functional (3.1). 
Consider next the situation of Section 4, where the controls are restricted 
by (4.1). We then have the following analog of Theorem 4.1. 
THEOREM 5.2. Let X be a real Hilbert space and let W consists of one point 
z # 0. Assume that A is the infinitesimal generator of a strongly continuous 
group, and that B is a bounded operator from a Banach space Y densely into X. If 
(f(t), g(t)) is an optimal solution (for 0 < t .< i) with respect to the functional 
(3.1), then (4.2) holds. 
The corollary to Theorem 4.1 obviously extends to the present case. Thus 
we have: 
COROLLARY. Let the assumptions of Theorem 5.2 hold. Then there exists 
at most one normalized optimal solution with respect to the functional (3.1). 
Finally, Theorem 4.2 also extends (with the same proof) to the present 
case. Thus we have: 
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THEOREM 5.3. Let the assumptions of Theorem 5.2 hold and let (f(t), Z(t)) 
be a normalized optimal solution with respect to the cost-functional (3.1) in an 
interval (0, Z). Then f(t) has the form (4.10), where b, , b, are constants. In 
particular, it follows that j(t) is continuous in [0, t]. 
The analogs of Theorems 4.1, 5.2 for the time-optimal problem were 
proven in [9]. Theorems 4.2, 5.2, 5.3 also easily extend to the time-optimal 
problem. A weaker form of the analog of Theorem 5.3 for the time-optimal 
problem was given in [9]. 
6. GENERALIZATIONS 
The results of Sections 3-5 obviously 
form 
,tl 
AND APPLICATIONS 
extend to cost-functionals having the 
j II x(t) l/2m 4 
0 
where nl is a positive integer. One can also take other functionals. For 
instance, the results of Section 4 extend to the case where the cost-functional is 
j II x(t) II2 dt + h I Ilf(O II2 dt (A > 0). 
The inequality (3.3) extends to any cost-functional s J(x,f, t) dt where J 
is non-negative and convex in x and in f. 
We now briefly give an application to parabolic equations. Let A(t) be an 
elliptic differential operator x, $I -i rrn a&x, t) D,” of order 2m in a bounded 
n-dimensional domain G. Assume that the a&x, t) and aG are sufficiently 
smooth. The domain of A(t) consists of all the smooth functions satisfying 
the Dirichlet boundary conditions or, in fact, any set of “regular” boundary 
conditions (see, for instance, [13]). Then A(t) can be extended into a closed 
operator in P(G) satisfying the hypothesis (I). From [14] it follows that the 
condition (C) holds if the a,(x, t) are analytic in t and B*(t) is one-to-one. 
It is also known (see references given in [9]) that if the a,(x, t) are sufficiently 
smooth and & w a, D,= can be written as a sum of a self-adjoint operator 
plus a differential operator of order < m, then (C) holds if B*(t) is one-to-one. 
We can thus apply the results of Sections 3-5 to the parabolic system 
g+ c a&, t) Daaw = f (x, t) (x E G, t > 0), (6.1) 
lalG2m 
Bjw = 0 (j = I,..., m) (x E aG, t > 0), (6.2) 
w(x, 0) = 0 (x E G), (6.3) 
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where Bj denote the boundary operators. If the controlf(x, t) is restricted by 
J p(x) f(x, t) 2 dx < 1 (6.4) c 
where p(x) is a posit& continuous function, then we can apply Theorems 
3.2, 3.3, and the corollaries. Note that (6.4) defines, for each t, a strictly 
convex set in L2(G). As for W, we can take it, for instance, to be defined by 
i 
u(x) I w(x) - Z(X) 2 dx < 1, (6.5) 
‘G 
where x(x) is a nonzero element of L2(G) an a x is a positive continuous d ( ) 
function. 
Theorems 3.2, 3.3 extend, with minor changes in the proofs, to the case 
where X = L8(G), Y = Lq(G), provided l/s > l/q - 2m/n. 
If we restrict the controlf(x, t) by 
h 
ss 
P(X) i f l(z,V dx dt < 1 
0 G 
(6.6) 
then we can apply Theorems 4.1,4.2. 
The results of Section 5 can be applied to some hyperbolic equations, such 
as the nonhomogeneous Schrijdinger equation 
2 + i Aw + C(X) w =f(x, t), 
where A is the Laplacian. 
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