Differential operators on smooth schemes play a central role in the study of the multiplicity of an embedded hypersurface. On the other hand, hypersurfaces define finite coverings for sufficiently general projections; and the multiplicity of the hypersurface at a given point is also defined in terms of the ramification of these finite morphisms.
It seems clear that a lot of information of this finite morphism is encoded in the coefficients of the monic polynomial f (Z). The first section of our paper is devoted to this point. It turns out that the higher differential operators in the variable Z are closely related to ramification theoretical methods, particularly with Galois correspondence. This is the objective of Section 1, initiated in [31] , where we present the fundamental results on which our development will rely. The tools developed in this section will open the way for explicit computation in the last section.
Briefly speaking, in this first section we produce a universal morphism π, on which the permutation group acts; and our invariants arise as the invariant subring by this group action.
Our study of hypersurfaces embedded in a smooth n-dimensional scheme, with be reduced to the study of finite coverings defined in terms of one variable Z, name f (Z) ∈ S[Z] as above, where S is a local regular ring at a point of a smooth (n-1)-dimensional scheme, as we shall indicate below.
In the next sections we approach the study of the multiplicity of the embedded hypersurface, with a view on the role of higher order differential operators. Let V be a smooth scheme over a field k, and let J ⊂ O V be a non-zero sheaf of ideals. Define a function ord J : V → Z where ord J (x) denotes the order of J x at the local regular ring O V,x . Let b denote the biggest value achieved by this function (the biggest order of J). The pair (J, b) is the object of interest in Log principalization of ideals. There is a closed set attached to this pair in V , namely the set of points where J has order b; and there is also a notion of transformation of such pairs by blowing up suitable regular centers.
We will attach to (J, b) a graded subring of O V [W ] (sheaf of polynomial rings), namely a graded algebra (Rees algebra) of the form ⊕ r≥0 I r W r , defined uniquely in terms of J and b.
We will show that there is a closed set in V naturally attached to such Rees algebra, and also a notion of transform corresponding to monoidal transformations. The main interest here is on the case of hypersurfaces embedded in smooth schemes over fields of positive characteristic. In this case a weak form of elimination of one variable is discussed.
For any non-negative integer s the sheaf of k-linear differential operators, say Dif f s k , is coherent and locally free over V . There is a natural identification, say The previous observations say that ord J : V → Z is an upper-semi-continuous function, and that the highest order of J (at points
π −1 (Y ) = H denote the blow up of W at a smooth sub-scheme Y , and H is the exceptional hypersurface.
The key point for b-simplification, already used in Hironaka's proof, is a form of induction. In fact, Hironaka proves b-simplification by induction on the dimension of the ambient space V . To simplify matters, assume that J is locally principal, and let b denote the highest order of J along points in V , which is now smooth over a field of characteristic zero. Let {ord J ≥ b} denote the closed set {x ∈ V /ord J (x) ≥ b} (or say = b).
Fix a closed point x ∈ {ord J ≥ b}, and a regular system of parameters {x 1 , x 2 , . . . , x n } at O V,x . For any α = (α 1 , . . . , α n ) ∈ N n , set |α| = α 1 + · · · + α n , and
If J x is locally generated by f ∈ O V,x , then f has order b at O V,x , and
The key point is that the order of (Dif f b−1 (J)) x at O V,x is one. This holds when k is a field of characteristic zero.
Recall that V (Dif f b−1 (< f >)) = {ord J ≥ b} locally at x. One way to check that (Dif f b−1 (J)) x has order one at O V,x , is to check this at the completionÔ V,x , say R = k ′ [[x 1 , .., x n ]]. We may choose the system of parameters so that, for a suitable unit u: 1 , . ., x n−1 ]], and Z = x n .
As k is a field of characteristic zero, S[Z] = S[Z 1 ], where Z 1 = Z + 1 b a 1 , and
In particular the ideal Dif f b−1 (f ) has order one at x, and the closed set {ord J ≥ b} is locally included in a smooth scheme of dimension n − 1.
B)(Elimination.) {ord f ≥ b}(⊂ V (Z 1 )) can be described as
C) (Stability of elimination.) Both A), and the description in B), are preserved by any b-permissible sequence of transformations.
We will not go into the details of A), B) and C). But let us point out the elimination of one variable in (B). In fact the closed set {ord f ≥ b} defined in terms of f , is also described as ∩ 2≤i≤b {ord a ′ i ≥ b − i}, where now the a ′ i involve one variable less. As indicated above, A),B), and C), together, conform the essential reason and argument in resolution of singularities in characteristic zero (see also [18] ). They rely entirely on the hypothesis of characteristic zero. For instance A) does not hold over fields of positive characteristic; so there is no way to formulate this form of induction over arbitrary fields.
The objective of these notes is to report on a different approach to induction, which be formulated over arbitrary fields.
Suppose, for simplicity, that V is affine, that f is global in O V , and that b is the highest order of J = f . We reformulate the study b-sequences of transformations over J. In doing so we replace J by a graded ring subring of O V [W ] . In this case we consider the subring
In general, if V is affine, we define a Rees algebra as a subring of O V [W ] generated by a finite set, say {f 1 W n 1 , f 2 W n 2 , . . . , f s W ns }.
These subrings can also be expressed as k≥0 I k W k , I 0 = O V , and each I k is an ideal. We say that k≥0 I k W k has differential structure, if D(I N ) ⊂ I N −r for 0 ≤ r ≤ N, and D ∈ Dif f r k . An extension of Rees algebras will be an inclusion k≥0 I k W k ⊂ k≥0 I ′ k W k . Of particular interest is the case in which the extension is finite. In fact finite extension of Rees algebras will show up all along the paper. To a large extend we are to consider Rees algebras up to finite extensions. Furthermore, finite extensions of Rees algebras are naturally compatible with extensions to differential structures (see [30] ).
Differential structures appear in Wlodarczyk's work [32] , and they are closely related to the notion of tuning ideals introduced by J Kollár ([23] ). But it is in the work of Hironaka [20] , [21] , [22] where the notion of differential structure is treated systematically in relation to the theory of infinitely close points.
It is easy to show that any Rees algebra spans a smallest differential structure containing it. These structures are known to have important geometric properties, which make them objects of particular interest. In this paper we report on a characteristic free form of elimination defined for differential structures (see (B) above).
As for the notion of stability of elimination (see (C) above), results remain stronger over fields of characteristic zero, where they provide an alternative approach to induction in desingularization theorems.
In the case hypersurfaces over fields of positive characteristic this form of elimination opens the way for new invariants that grow from the development.
I profited from discussions with Ana Bravo, Vincent Cossart, Marco Farinati, and Monique Lejeune.
1. Finite coverings: multiplicity and ramification. 
This finite morphism is said to be purely ramified at a prime P ∈ Spec(S), when the geometric fiber at P has a unique point.
Equivalently, set k(P ) an algebraically closed field extension of the residue field k(P ), then the morphism is purely ramified at P if and only if the class of f (Z) in k(P )[Z] has a unique root.
We begin by describing the set of prime ideals in Spec(S) for which the finite extension is purely ramified.
Our arguments, for this and further properties of this finite morphism, focus on two observations. Since the finite morphism is determined by the monic polynomial f (Z) ∈ S[Z], many properties of the morphism should be encoded in the coefficients. On the other hand, changes of variables of the form Z 1 = Z − s, s ∈ S do not affect the ring extension. 
This defines, for each index k ≥ 0, an operators ∆ k :
The ∆ k are known as differential operators of degree k. These are S-linear operators; ∆ n (Z n ) = 1 and ∆ k (Z n ) = 0 for k > n. Note that the morphism T ay, and the operators ∆ k , are compatible with change of the base ring S, and also with changes of variable, in S[Z], of the form Z 1 = Z − s, s ∈ S.
where K is an algebraically closed field. The following are equivalent:
Proof. That 1) implies 2) is clear. Let f (Z) = (Z − α 1 ) β 1 · (Z − α 2 ) β 2 · · · (Z − α r ) βr be the expression of the monic polynomial in terms of its r different roots; so β i = b. We prove that 2) implies 1) by showing that the class of the ideal
So T ay(f (Z)) = T ay((Z − α 1 ) β 1 ) · T ay(G(Z)) ∈ K[Z, T ], and T ay((Z − α 1 ) β 1 ) is a monic polynomial of degree β 1 in T .
On the other hand, at
and T ay(G(Z)) = G(α 1 ) + terms of degree ≥ 1 in T,
where G(α 1 ) (the class of G(Z) in K[Z]/ Z − α 1 ) is non-zero. This shows that ∆ β 1 (f (Z)) / ∈ Z − α 1 , and hence the class of the element ∆ β 1 (F (Z)) in the ring K[Z]/ f (Z) is not nilpotent.
1.4. Our proof shows that either f (Z) = (Z − α) b for some α ∈ K, or the ideals f (Z) and
This seems to link with a question raised by Eduardo Casas:
If we fix a field k and consider S in the class of k-algebras, then there is a universal monic polynomial of degree b within this class.
Let k[Y 1 , . . . , Y b ] be a polynomial ring over a field k. We will denote by R b the ring of symmetric polynomials in b variables with coefficients in k. Here s b,1 , . . . , s b,b will denote the sym-
the generic polynomial of degree b. Recall that
and note that any monic polynomial of degree b over a k algebra is obtained from 
We shall show that, via Galois correspondence, there are natural R b -isomorphisms
There are various properties of a finite extension S ⊂ S[Z]/ f (Z) , defined by a monic polynomial f (Z) ∈ S[Z], which can be expressed in terms of the coefficients, and are independent of changes of the form Z 1 = Z − s, s ∈ S. Such is the case of the discriminant, which describes the ramification locus of the finite morphism.
The action of S b on k[Y 1 , . . . , Y b ] restricts to an action on the subring
In what follows we denote
the subring of invariants by this action. So
Elements of R b , are elements in R b , that provide, for any monic polynomial f (Z) ∈ S[Z] of degree b, equations on the coefficients which are independent of changes of the form Z 1 = Z−s, s ∈ S.
In the next sections we study generators of R b , and also its weighted structure as subring of the graded ring k
3)
. For the other inclusion check that
where, as before, t b−1,1 , . . . , t b−1,b−1 denote the symmetric polynomials in b − 1 variables, evaluated here at the elements
1.6. Consider the morphism T ay :
, as usual, by setting
In what follows recall the natural identification
and that the ∆ (α) operators are, in a natural sense, compatible with change of base rings R b → S within the class of algebras over the field k.
The coefficients of this polynomial in the variable T , are the symmetric polynomials evaluated on the elements Z − Y j , 1 ≤ j ≤ b. This shows that
Here we extend the action of the permutation group S b , acting on the variables Y j , setting σ(Z) = Z. Note that
b (Z), e = 0, 1, . . . , b − 1], and that each F (e) b (Z) is an homogeneous polynomial. Lemma 1.8. Let the setting be as in 1.5, 4) . Then
In fact:
Proof. This is a consequence of 1.7.1. Note also that the equality
follows from the definition of symmetric polynomials.
with the usual grading. Since the finite group S b preserves such grading, it follows that R b and k[F
where the generators G b,i are homogeneous polynomials. Furthermore,
] is a finite extension of graded rings. Therefore
in (1.9), 1), show that
Remark 1.11. Fix a ring A and two ideals I 1 , I 2 . If I 1 ⊂ I 2 , then for any ring homomorphism
and the universal polynomial of degree b:
Any monic polynomial of degree b, say
, by the k-algebra homomorphism R b → R defined by mapping s b,i to a i . In particular, there is a natural homomorphism
defined by base change, and the result in 1.10 ensures that This property holds if and only if ν S (φ(H i )) ≥ n i , 1 ≤ i ≤ r. This follows from the fact that any homogeneous element H, of degree n, can be expressed as H = G(H 1 , . . . , H r ), where G(Z 1 , . . . , Z r ) ∈ k[Z 1 , . . . , Z r ] is a weighted homogeneous of degree n, provided Z i is considered with degree n i .
The same argument applies for the inclusion in the ring of symmetric polynomials
so H is also weighted homogeneous polynomial of degree m in the s i 's, provided each s i is given weight i. Let (S, M) denote a local regular ring. Recall that a morphism φ : R b → S preserves the grading if, for any homogeneous element H, of degree m, ν S (φ(H)) ≥ m.
As indicated in 1.13 this condition will hold for φ if and only if ν
defines a hypersurface in the regular scheme Spec(R[Z]), and a finite morphism
Let Q be a point of this hypersurface. Set P = π(Q), and S = R P (local regular ring). We first claim that if Q is a point of multiplicity b at the hypersurface, then
It is well known that if Q is a b-fold point of this hypersurface, there is a suitable change of coordinate Z 1 = Z + s, s ∈ S, so that:
So, as indicated in 1.11, it suffices to prove the claim for the universal case.
In 1.10 we show that
, over P . Let K be an algebraic closure of the residue field of (R b ) P , and argue as in Lemma 1.
is not contained in any Q i . In this case Lemma 1.3 asserts that the morphism is not purely ramified at P .
ii) Proved in 1.14.
On normality and graded structure of R b .
In the coming sections we will study invariants that arise from the graded structure of the ring
and a subring is weighted graded when it is generated by homogeneous elements in
In particular an element of a graded subring is homogeneous if and only if it is homogeneous
with the usual grading (1.10).
In particular R b is an intersection of normal rings, so it is also normal.
We now introduce a subring of R b , with integral closure R b . This subring will be useful in our further discussion.
(i.e. the coefficients h i are, up to sign, the symmetric polynomials evaluated at the elements
Proof. The proof follows from the observations:
Note that S b is the the Galois group of the extension
In fact, the action of S b preserves the grading of
The second part of the claim follows from the corollary.
and note that this is a finite ring extension. In fact, the elements F The claim follows now from:
On multi-graded structures.
1.23. Fix r positive integers c 1 , . . . , c r , and set b = i c i . For each index i define
. The product of these polynomials is a polynomial of degree b in Z, say:
In other words, we identify k[Y
The main arguments rely on two simple observations. First, that the permutation groups
respectively, which asserts that the invariant subrings are graded rings. Second, that the inclusion of finite groups
The finite group S c 1 × S c 2 × · · · × S cr also acts on the graded subalgebra
1 ] in a way that preserves the usual grading. Therefore, the ring of invariants, say
is a finitely generated k algebra, and a graded subring of k[Y
cr ] and A c 1 ,...,cr are both polynomial rings, and graded subrings of k[Y
cr ]. In particular both are normal, and so is
..,cr is graded, it is generated by weighted homogeneous polynomials, say
1 , . . . , s (r) cr ), 1 ≤ l ≤ n c 1 ,...,cr , for some positive integer n c 1 ,...,cr .
. According to Theorem 1.15, the purely ramified locus is the closed set in Spec(R) defined by the ideal spanned by all
Here the elements G l c 1 ,...,cr span de subring of S c 1 × S c 2 × · · · × S cr -invariants (1.24.3). And the inclusion S c 1 × S c 2 × · · · × S cr ⊂ S b defines a finite extension of invariant rings, and both are generated by homogeneous elements, say
So the ideal in k[{G l c 1 ,...,cr } 1≤l≤nc 1 ,...,cr ] spanned by all elements G i , is included, and has the same radical, as that spanned by the G l c 1 ,...,cr 's (1.12). As indicated in 1.11 this property is preserved by arbitrary homomorphisms of k-algebras. This proves (i).
ii) Follows by the same argument used in Theorem 1.15 ii).
the coefficients of this polynomial in the variable T , are the symmetric polynomials evaluated
Fix, as in 1.23, positive integers c 1 , . . . , c r so that c 1 + · · · + c r = b, and set, for each index
1) follows from 1.7.1, and 2) from the fact that such rings are the invariants by the finite groups 
Proof. Note that A c 1 ,...,cr , in 1.24.1 can be expressed as a subring of
cr }, and coefficients in k, say
Furthermore, we may assume that G is weighted homogeneous of degree N provided we assign weight c i − j to the variable W (j) c i . On restriction of multi-graded structures.
1.30. We now extend Corollary 1.9 and Proposition 1.22 to this context.
The polynomial
Set i = 1 and let S c 1 −1 denote the subgroup of S c 1 , consisting of those elements fixing Y
1 . Let F (α) (Z) denote ∆ (α) (F (Z)) (as in 1.6).
The natural inclusion
Lemma 1.31. The ring
1 ] S c 1 −1 ×Sc 2 ···×Sc r is a graded k-algebra and a subring of
, generated by the class of the elements 1) , . . . , F cr (Z), F cr (Z) (1) , F cr (Z) (2) , . . . , F cr (Z) (cr−1) } in this quotient ring. In other words,
is a finite extension of graded rings. 2)Let H N ∈ R c 1 ,c 2 ,...,cr be homogeneous of degree N. Then there is a polynomial in variables
Furthermore, we may assume that G is weighted homogeneous of degree N provided we assign weight c i − j to the variable W (j) c i . Proof. 1) Both rings are defined as subrings of invariants of the finite groups
acting linearly on A c 1 ,...,cr (see 1.24.2 and 1.31 ).
2) Same argument as in 1.29. It follows from 1) and the fact that each F 
On normality of multi-graded invariant ring. 
1 ] defines an endomorphism, say φ Θ , with characteristic polynomial, say cr ] generated by the coefficients of the characteristic polynomials (same proof as in 1.21 We can also express U k for each positive index k. Namely, that U (2) c 1 ,c 2 ,...,cr ⊂ U (1) c 1 ,c 2 ,...,cr . Furthermore, Prop 1.37 asserts that this extension is finite.
Note that both algebras U
c 1 ,c 2 ,...,cr and U
c 1 ,c 2 ,...,cr are finitely generated over T . This follows from the fact that the graded algebras R c 1 ,c 2 ,...,cr and H Fc 1 ,Fc 2 ,...,Fc r are finitely generated.
For example U
c 1 ,c 2 ,...,cr is the subring of T [W ] generated over T by: 
, and each f i (Z) is obtained from F c i (Z) by the change of base ring π : k[s
In this way the polynomials f i (Z) ∈ S[Z], 1 ≤ i ≤ r define a morphism of k-algebras: 
). The previous observations show that H fc 1 ,fc 2 ,...,fc r ⊂ R fc 1 ,fc 2 ,...,fc r and that this ring extension is finite.
Note also that both are finitely generated, for instance, the elimination algebra R fc 1 ,fc 2 ,...,fc r is spanned over S by the finite set 2. On graded and differential structures 2.1. Fix a noetherian ring B, and a sequence of ideals {I k }, k ≥ 0, which fulfill the conditions: 1) I 0 = B, and 2) I k · I s ⊂ I k+s . This defines a graded subring k≥1 I k · W k of the polynomial ring B[W ]. We say that I k · W k is a graded structure or a Rees algebra if this subring is a (noetherian) finitely generated B-algebra. In general we will not assume that a graded structure is generated in degree one.
2) Whenever
) is a graded structure, we may define a new graded structure I ′ k · W k by setting
In fact, it suffices to check that given an element g ∈ I k , then g · W k−1 is integral over
Up to integral closure we may assume that a graded structure has the additional condition:
2.3.
In what follows we define a graded structure, say n≥0 I n W n in B[W ], by fixing a set of generators, say F = {g
where F n (Y 1 , . . . , Y m ) is a weighted homogeneous polynomial in m variables, and each Y j has weight n j . ∆ α (f (X))U α .
The operators ∆ α are S-differential operators (S linear). Furthermore, for any positive integer N, the set {∆ α , 0 ≤ α ≤ N} is a basis of the B-module of S-differential operators on B, of order ≤ N. Definition 2.5. Set B = S[X] as before, a polynomial ring over a noetherian ring S. A graded structure
is a differential structure, relative to S, when: i) I k ⊃ I k+1 for any k ≥ 0. ii) For any n > 0 and f ∈ I n , and for any index 0 ≤ j ≤ n and any S-differential operator of order ≤ j, say D j :
D j (f ) ∈ I n−j .
Remark 2.6. Let Dif f N S (B) denote the module of S-differential operators of order at most N. Then
. . For this reason it is natural to require condition (i) in our previous definition. Note also that 2.4 asserts that (ii) can be reformulated as:
ii') For any n > 0 and f ∈ I n , and for any index 0 ≤ α ≤ n:
In fact, (i)+(ii) is equivalent to (i)+(ii'):
as before, and a finite set F = {g n i W n i , n i > 0, 1 ≤ i ≤ m}, with the following properties: a) For any 1 ≤ i ≤ m, and any n ′ i , 0 < n ′ i ≤ n i :
For any 1 ≤ i ≤ m, and for any index 0 ≤ α < n i :
Then the B subalgebra of B[W ], generated by F over the ring B, has differential structure relative to S.
Proof. Condition (i) in Def 2.5 is by 2.2, 2).
Let I N W N be the homogeneous component of degree N of the B subalgebra generated by F . We prove that for any h ∈ I N , and any 0
The ideal I N ⊂ B is generated by all elements of the form (2.7.1) H N = g n i 1 · g n i 2 · · · g n ip n i 1 + n i 2 + · · · n ip = N, with the g n i i W n i i ∈ F not necessarily different.
Since the operators ∆ α are linear, it suffices to prove that ∆ α (a · H N ) ∈ I N −α , for a ∈ B, H N as in 2.7.1, and 0 ≤ α ≤ N. We proceed in two steps, by proving:
We first prove 1). Set T ay : B = S[X] → B[U], as in 2.4. Consider, for any element g n i l W n i l ∈ F ,
Hypothesis (b) states that for each index
and, on the other hand T ay(H N ) = T ay(g n i 1 ) · T ay(g n i 2 ) · · · T ay(g n ip )
in B[U]. This shows that for a fixed α (0 ≤ α ≤ N), ∆ α (H N ) is a sum of elements of the form:
So it suffices to show that each of these summands is in I N −α .
and that some of the integers n is − β s might be zero or negative. Set
Hypothesis (b) ensures that ∆ βr (g n ir ) ∈ I n ir −βr for every index r ∈ G, in particular: 
extends to a smallest differential structure, which is generated by the finite set 
In what follows Z will denote a smooth scheme of a field k, and Dif f r k (Z), or simply Dif f r k , the locally free sheaf of k-linear differential operators of order at most r.
Definition 3.2. We say that a graded structure defined by {I n } n∈N is a differential structure relative to the field k, if:
There is open covering of Z by affine open sets {U i }, and for any D ∈ Dif f (r) (U i ), and any h ∈ I n (U i ), then D(h) ∈ I n−r (U i ), provided n ≥ r.
Due to the local nature of the definition, we reformulate the definition in terms of smooth k-algebras.
In what follows R will denote a smooth algebra over a field, or a localization of such algebra on a closed point ( a regular local ring). A graded structure is defined by a sequences of ideals {I k } k∈N such that: 1) I 0 = R, and I k · I s ⊂ I k+s .
2) I k W k is a finitely generated R-algebra. We shall say that the graded structure has differential structure relative to k, if 3) I n ⊃ I n+1 , and 4) given D ∈ Dif f (r) k (R), then D(I n ) ⊂ I n−r . Theorem 3.4. Assume that I k · W k is a graded structure over a smooth scheme Z. Then there is a natural and smallest extension of it to a differential structure relative to the field k.
The Theorem says that a graded structure on a smooth scheme Z extends to a smallest differential structure (i.e. included in any other differential structure containing it). We refer here to Th 3.4 in [30] for the proof, which follows easily from the argument for the one-variable case (Th 2.7).
It also follows that if locally, at an open affine set of Z, I k · W k is generated by
. . , α n ) ∈ (N) n , and 0 ≤ |α| < n ′ i ≤ n i } generates the smallest extension of I k · W k with differential structure relative to the field k.
Corollary 3.5. Given inclusions of graded structures, say
where G ′′ is the differential structure spanned by G, then G ′′ is also the differential structure spanned by G ′ .
Differential structures and singular locus.
3.6. The notion differential structure relative to a field k, on a smooth k-scheme Z, is closely related to the notion of order at the local regular rings of Z. Recall that the order of a non-zero ideal I at a local regular ring (R, M) is the biggest integer b such that I ⊂ M b .
is the closed set of points of Z where the ideal has order at least b. We analyze this fact locally at a closed point x.
Let {x 1 , . . . , x n } be a regular system of parameters at O Z,x , and consider the differential operators ∆ α , defined on O Z,x in terms of these parameters, as in the Theorem 3.4. So at x, The operators ∆ α are defined globally at a suitable neighborhood U of x. So if I n ·W n ⊂ O Z [W ] is a differential structure relative to the field k and x ∈ Z is a closed point, the differential structure 
It is the set of points x ∈ Z for which all (I r ) x have order at least r (at O Z,x ). 2) If G is a graded structure generated over O Z by F = {g n i W n i , n i > 0, 1 ≤ i ≤ m}, then
3) Let G ′′ = I ′′ n · W n be the extension of G to a differential structure relative to k, as defined in Theorem 3.4, then Sing(G) = Sing(G ′′ ). 4) For any differential structure G ′′ = I ′′ n · W n , Sing(G ′′ ) = V (I ′′ 1 ). 5) Let G ′′ = I ′′ n · W n be a differential structure. For any positive integer r, Sing(G ′′ ) = V (I ′′ r ). Proof. 1) This holds because the order of an ideal in a local regular ring, is the same as the order of the integral closure ([34] Appendix 3).
2) We have formulated 2) with a global condition on Z, however this is always the case locally. In fact, there is a covering of Z by affine open sets, so that the restriction of G is generated by finitely many elements. Let U be such open set, so G(U) = I k (U) · W k is generated by F = {g n i W n i , n i > 0, 1 ≤ i ≤ m}, g n i ∈ O(U).
The claim is that y ∈ Sing(G) ∩ U if and only if the order of g n i at O Z,y is at least n i , for
The condition is clearly necessary. Conversely, if G = I n = O U [{g i W n i } g i W n i ∈F ], and each g n i has order at at least n i at O Z,y , then I n (generated by weighted homogeneous expressions on the g i 's) has order at least n at O Z,y .
3) We argue as in 2), here we may also assume that there is x ∈ U, a regular system of parameters {x 1 , . . . , x n } at x, and differential operators ∆ α as in the Theorem 3.4, defined globally at U.
The differential structure G ′′ in the Theorem 3.4, is a finite extension of the graded structure defined by
Note finally that if the order of g n i at a local ring is ≥ n i , then the order of ∆ α (g n ) is ≥ n i − |α|.
4) The inclusion Sing(G ′′ ) ⊂ V (I ′′ 1 ) holds, by definition, for any graded structure. On the other hand, the hypothesis ensures that Dif f r−1 (I ′′ r ) ⊂ I ′′ 1 , so Sing(G ′′ ) ⊃ V (I ′′ 1 ). 5) Follows from 4). 
Simple structures in smooth schemes and projections
by localization. The differential structure spanned by G induces, at x ∈ Z, the differential structure spanned by G x . And this structure is trivial (i.e. equal to R[W ]), unless x ∈ Sing(G).
, is said to be simple at a point x ∈ Sing(G), if for some n, the order of I n is n at the local ring O Z.x .
4.2.
Here R = O Z.x is a local regular ring, the graded algebra of the maximal ideal, say gr M (R) is a polynomial ring. We attach to G an homogeneous ideal in gr M (R) called the initial (or tangent) ideal of G x , which we define as the ideal spanned by In k (I k ), for all index k. We may view this ideal as defining a graded structure of homogeneous ideals.
The tangent ideal of a differential structure at a closed point x ∈ Sing(G) is zero unless x is a simple point. Furthermore, if gr M (R) = k ′ [Z 1 , . . . , Z n ] (polynomial ring in n variables), it is easy to check that this ideal is closed by homogeneous differential operators of the form ∆ α , for any multi-index α = (α 1 , . . . , α n ), defined by taking Taylor developments in terms of the variables Z i . In other words, if H is an homogeneous element of degree N in the tangent ideal, then ∆ α (H) is homogeneous of degree N − |α| and belongs to the tangent ideal.
In this way we can think of the tangent ideal of a differential algebra as having a graded differential structure. Homogeneous ideals with this property have been largely studied (e.g. [26] ). If k ′ is a field of characteristic zero, then the ideals with this property are exactly those generated by linear forms, which we may take to be Z 1 , .., Z τ . If k ′ is a field of characteristic p, the ideals with this property are generated by elements of the form
where l j is a linear combination of powers Z p t j , for s t ≤ j ≤ s t+1 ; and no l j is in the ideal spanned by the previous elements.
It is said that the initial ideal is spanned by a flags of Frobenius-linear ideals in powers of the characteristic. There are two important invariante that arise in this case: 1) the integer s r usually called the invariant τ of the singularity, and 2) the smallest integer e 0 so that p e 0 is the smallest power which arises in the description of the elements l i in the previous flag. In general, the order (at R) of I n is n iff n is a multiple of p e 0 .
4.3.
Let q be an integer such that, for all natural number m, I mq has order mq at R. Assume that R is complete. Fix a regular system of coordinates {Z, X 1 , . . . X d−1 } so that the line V (< X 1 , . . . X d−1 >) is transversal to the tangent cone. An element f ∈ I n of order n, multiplied by a suitable unit of R, can be expressed as a monic polynomial of degree n in S[Z], where S is regular with local coordinates {X 1 , . . . X d−1 }, say F (Z) = Z n + a 1 Z n−1 + · · · + a n .
It can be noted that I (n) := I n ∩ S[Z] is an ideal spanned by monic polynomials of degree n. To check this, set A = S[Z]/ < F > (= R/ < f >), and note that each g ∈ I n has a class, say: b 1 Z n−1 + b 2 Z n−2 + · · · + b n . On the other hand G(Z) = (Z n + a 1 Z n−1 + · · · + a n ) + (b 1 Z n−1 + b 2 Z n−2 + · · · + b n ) is a monic polynomial in I n ∩ S[Z], and that all monic polynomials arising in this manner span I (n) .
Since I k · W k is a noetherian subalgebra of R[W ], we may assume that so is
In the previous section we have defined a natural projection of a simple graded structure
In fact, given F n ∈ I (n) , and G m ∈ I (m) , monic of degree n and m, then a number of weighted equations on the coefficients have been defined in S.
On graded structures and finite extensions.
In this section we discuss the notion of finite extensions of graded structures, a concept that will arise later with the notion of projection of differential structures. Fix a noetherian ring B and ideals defining graded structure I k · W k ⊂ (⊂ B[W ]) as in 2.1. Set, for simplicity,
An inclusion of graded structures B[I n W n ] ⊂ C[J n W n ], is defined by a ring extension B ⊂ C, and an inclusion of ideals I n ⊂ J n for each n.
Given a graded structure B[I n W n ] and a positive integer m define ] be a graded structure, and assume that A ⊂ B is a finite extension of rings. In such case one could expect that B[I n W n ] is a finite extension of the intersection algebra (4.3.2). Example 4.6 shows that this is not so in general. However this will be the case for our notion of projections of differential structure discussed in the coming sections (see Th 4.11). 
is integral for some m. is such that {In(f ), X 1 , . . . , X n } is a regular sequence.
In such case gr M (S) → gr N (B)(= gr <M,Z> / < In(f ) >) is flat. Note that:
ii) The ring extension in i) is not finite unless f (Z) ∈< M, Z > e .
To prove i), use the fact that flatness ensures that there is an inclusion of graded rings, gr M (S) ⊂ gr N (B).
On differential structures and projections. 4.7. Fix a simple differential structure G in a smooth scheme Z, and x ∈ Sing(G). Define
) by localization, which again is a simple differential-structure. Let S ⊂ O Z,x be an inclusion of regular rings defined by a transversal projection. Set
Recall that the graded structure R fc 1 ,fc 2 ,...,fc r (1.40.1) is defined as the graded S subalgebra of S[W ], generated by the finite set
1 , . . . , a (1) c 1 , . . . , a (r) 1 , . . . , a (r) cr ))W deg G l c 1 ,...,cr } (notation as in Th 1.25), where G l c 1 ,...,cr runs among the generators of the graded algebra R c 1 ,...,cr (1.24.2), and deg G l c 1 ,...,cr is the degree of the weighted homogeneous polynomial G l c 1 ,...,cr .
Here S is a regular local ring, and Sing(R fc 1 ,fc 2 ,...,fc r ) is the closed set in Spec(S) defined by the points where each element G l c 1 ,...,cr (a
cr )) ∈ S has order at least deg G l c 1 ,...,cr (Prop 3.9, 2)). 2) π(Sing(G x )) ⊂ Sing(R fc 1 ,fc 2 ,...,fc r )
Proof. Note that f (Z) ∈ I b , is an element of order b at R = S[Z] <M S ,Z> and hence at O Z,x , so 1) holds by Remark 3.8. In order to prove 2) it suffices to show that the set of points of multiplicity b of V ( f (Z) ) map into Sing(R fc 1 ,fc 2 ,...,fc r ). This follows from part ii) in Theorem 1.25, and Prop 3.9, 2), as indicated above. There are elements f c 1 , . . . , f cr , as in the previous Lemma, such that locally at x: π(Sing(G x )) = Sing(R fc 1 ,fc 2 ,...,fc r ).
Proof. It suffices to prove that, for suitable f c 1 , f c 2 , . . . , f cr as above, Sing(R fc 1 ,fc 2 ,...,fc r ) ⊂ π(Sing(G)). Choose f c 1 any element of order c 1 in I c 1 . Since G x is finitely generated, there is an integer n 0 so that I n 0 has order n 0 at O Z,x , and such that G x is an integral extension
). In such case V (I n 0 ) = Sing(G x ) (Prop 3.9, 5)), and there are elements f c 2 , . . . , f cr ∈ I n 0 , all of order n 0 , that generate the ideal I n 0 in a neighborhood of the point. As indicated in 4.7, Sing(R fc 1 ,fc 2 ,...,fc r ) consists of all primes P in S, such that at the local regular ring S P ν S P (G l c 1 ,...,cr (a 
In particular f c 2 , . . . , f cr = I n 0 ⊂ Q, so Q ∈ V (I n 0 ) = Sing(G), and hence P ∈ π(Sing(G)) as was to be shown. . Note that, as any graded subalgebra, it can be expressed in terms of ideals J k in S, namely:
for suitable ideals J k in S.
There is a natural inclusion of graded algebras R fc 1 ,fc 2 ,...,fc r ⊃ R fc 2 ,...,fc r . So if we fix f c 1 (Z) ∈ I (c 1 ) , monic of degree c 1 in S[Z], we may also define R G as the smallest subalgebra containing all those of the form R fc 1 ,fc 2 ,...,fc r (including the fixed element f c 1 ).
On the other hand we can define B = S[Z]/ f c 1 (Z) , and consider the algebra induced by restriction of G, say:
Theorem 4.11. Set R and S as before, namely R = S[Z] <M S ,Z> ; and a simple differential Z) )), and π(Sing(G)) = Sing(R G ).
ii) The elimination algebra
iv) The algebra G ∩S[W ] is, up to integral closure, independent of the choice of f c 1 (Z) ∈ I c 1 .
Proof. i) The first inclusion is 3.8. The equality follows from Lemmas 4.8 and 4.9.
ii)It suffices to show that each algebra R fc 1 ,fc 2 ,...,fc r (f c 1 as above) is included in G ∩S[W ] as graded algebra. This will follow, on the one hand from 1.32; and, on the other hand, on the fact that G is closed by the action of differential operators in the variable Z. In fact, recall that R fc 1 ,fc 2 ,...,fc r was defined in terms of the universal polynomials F c 1 , F c 2 , . . . , F cr , and the graded structure R c 1 ,c 2 ,...,cr (see Def 1.40) . Fix an homogeneous element of degree m, say G m , in R c 1 ,c 2 ,...,cr . Corollary 1.32, 2) says that G m can be expressed as a polynomial in
c i defined in terms of differential operators) with coefficients in the field k. Furthermore, such expression of
. . , f cr are defined from F c 1 , F c 2 , . . . , F cr by base change, and each f c i is homogeneous if degree c i in G. Therefore the elements f (j) c i (defined in terms of differential operators) are homogeneous of degree c i −j in the differential structure G; and G m (f
is homogeneous of degree m in G. This proves that R fc 1 ,fc 2 ,...,fc r ⊂ G ∩ S[W ] as graded algebras, since R fc 1 ,fc 2 ,...,fc r is the graded algebra generated by all G m (f
iii) Choose a positive integer n 0 with two conditions. First that V (n 0 ) (G) be a usual Rees algebra defined by the ideal I n 0 (i.e. V (n 0 ) (G) = ⊕ k (I n 0 ) k W kn 0 ). And second that the order of I n 0 at the local ring R is n 0 .
Such choice of n 0 and I n 0 is possible since G is finitely generated and simple. The ideal I n 0 can be generated by elements of order n 0 in the local regular ring R; and, replacing R by its completion, we may assume that it is generated by monic polynomials, say f 2 (Z), . . . f r (Z) in the variable Z (I n 0 =< f 2 (Z), . . . , f r (Z) >).
Recall that B = S[Z]/ f c 1 , and set I n = I n B, and f i ∈ I n B as the class of f i . In order to prove that G is finite over the subalgebra R G , it suffices to prove that the finite elements f i are integral over R G . Note that: a) the elements The singular locus of the differential structure G x = I k · W k maps bijectively into the singular locus of the elimination algebra R G , which coincides with the singular locus of H G . In fact R G is a finite extension of H G .
Proof. The elimination algebra R G has been defined as a direct limit of algebras R fc 1 ,fc 2 ,...,fc r (4.10). And R fc 1 ,fc 2 ,...,fc r is the pull-back of R fc 1 ,fc 2 ,...,fc r viewed as a graded subring in T [W ] (see 1.38) . The claim follows from Proposition 1.37, and Definition 1.40. 
Proof. Recall, as in the proof of the previous corollary, the definition of R G in terms of algebras R fc 1 ,fc 2 ,...,fc r (4.10). And that R fc 1 ,fc 2 ,...,fc r is the pull-back of R fc 1 ,fc 2 ,...,fc r (see 1.38). The claim follows from Prop 1.27, and Corollary 1.29, which show that R fc 1 ,fc 2 ,...,fc r is generated by elements which are weighted homogeneous on elements of ∆ e (f c i )W c i −e , 0 ≤ e ≤ c i − 1; and hence by homogeneous elements in G.
4.14.
We now discuss a property of elimination of one variable, discussed above, which parallels well known properties of elimination (or induction) in desingularization theorems over fields of characteristic zero. To clarify this point recall that the elimination of a variable in passing from a differential structure G to the structure R G , is defined locally at a point x ∈ Sing(G) when this point is a simple point.
Recall that an homogeneous tangent ideal is defined at the point in this simple case, and that τ = s r is strictly positive in (4.2.1). In the case of characteristic zero s 0 = s r , and the algebra obtained by elimination will also be simple, unless τ = s 0 = 1. In fact if τ > 1 at x ∈ Sing(G), the invariant τ ′ in the elimination algebra is τ − 1. The following results shows that this also holds in the context of positive characteristic. Proposition 4.15. If, in the previous setting τ (G x ) > 1, then the elimination structure R G is a simple structure.
Proof. In what follows we assume that R is the completion of the local ring at a closed point. After change of base field, which does not affect our arguments, we may assume that the closed point is rational over the field k. Let {z, x 1 , . . . , x d−1 } be a regular system of parameters at M (the maximal ideal of R), and set
the graded ring, so the variables are the initial forms of the parameters.
In this case we may assume that the ideal of the tangent cone is generated by p-th powers of these variables. Assume that there are at least two elements, say Z p e ′ , X p e ′′ 1 ∈ k[Z, X 1 , . . . , X d−1 ], in the tangent ideal.
For a suitable p-th power, say n, there is an element F n (z) ∈ I n (n = p e ), and an element g n ∈ I n , such that: i) In p e (F p e (z)) = Z p e , and ii) In p e (g p e ) = X p e 1 . Weierstrass Preparation Theorem allows us to assume that
is a monic polynomial in the variable z, where (S, N) is the formal power series ring, and the maximal ideal N is generated by the regular system of parameters {x 1 , . . . , x d−1 }. In fact, multiplication by a unit modifies the initial form by multiplication by a non-zero constant in the field. Set F p e (z) = z p e + a 1 z p e −1 + · · · + a p e ∈ S[z], and note that ν S (a i ) > i. We claim that the class, say
This can be checked at the formal power series ring R. In fact the class is obtained by replacing the powers z N , for all N > p e , in the formal expression of g p e , by smaller powers. And this is done by means of the relation:
z p e = −a 1 z p e −1 − · · · − a p e . But −a 1 z p e −1 − · · · − a p e ∈ M p e +1 , so this operation does not affect the initial form of g p e . The ring S[z]/ < F p e (z) > is a free S module, and multiplication by g p e has a characteristic polynomial. The norm, say
is defined formally as this product, where z i are (formally) the images of z in the different embeddings. The product is a linear combination on the symmetric functions on z i , which in turn are weighted functions on the coefficients a i . Since ν S (a i ) > i, the order of these elements is higher then the expected order, so
, and the weight of the norm |g p e | ∈ S is precisely (p e ) 2 (i.e. |g p e |W (p e ) 2 ∈ H G ).
This shows that H G is simple, and hence R G is simple (4.12).
Monoidal transformations of structures and examples.
The exceptional locus is a smooth hypersurface, say H ⊂ V ′ . Since I n has order at least n along Y , I n O V ′ ⊂ I(H) n . In particular , there is a factorization, say
for a unique sheaf of ideals I (1) n , which we call the weighted transform of I n . The weighted transform of G will be the graded structure:
Assume that, after restriction to an affine open set of V , G is generated by F = {g n i W n i , n i > 0, 1 ≤ i ≤ m}. The total transform of g n i is an element of I(H) n i (i.e. vanishes along the hypersurface H with order at least n i ). And the total transform of G is generated by F in
There is an open covering of V ′ , so that locally g n i O V ′ =< g ′ n i > I(H) n i for a principal ideal spanned by some g ′ n i . This defines g ′ n i locally, and up to a unit. Any such g ′ n i will be called a weighted transform of g n i .
) be a graded structure on V , generated by elements {g N 1 W N 1 , . . . , g Ns W Ns }; and let V ← V ′ be a permissible monoidal transformation. Then the weighted transform of G is (locally) generated by {g ′
, then Sing(G) = Sing(G ′ ) (3.9), and there is an inclusion of the weighted transforms, say (G) 1 ⊂ (G ′ ) 1 which is a finite extension on V ′ . Remark 5.4. It is convenient to pass from an arbitrary graded structure to a differential structure, say to the differential extension. For one thing the differential extension does not affect the singular locus. On the other hand the weighted transform of a differential structure is not necessarily a differential structure. This rises some question of compatibility of these extensions and with monoidal transformations.
Suppose that a hypersurface X, embedded in a smooth scheme V , has points of multiplicity b and no point of multiplicity b+ 1. In order to study the b-fold points we consider the graded structure, say G = O V [I(X)W b ]. Note that Sing(G) is the closed set of points where the hypersurface has multiplicity b. V ← V 1 a monoidal transformation at Y ⊂ Sing(G). Let G 1 be the weighted transform of G, and set X 1 as the strict transform of X. Then G 1 is the
Consider again the situation at V . It is very convenient to pass from an ordinary graded structure, to a differential structure. For example, under our hypothesis the differential structure spanned by G, say G ′ , is simple. So locally at x ∈ Sing(G), we have defined a projection R G .
The monoidal transform V ← V 1 defines a transform of G ′ , say G ′ 1 , and clearly G 1 ⊂ G ′ 1 . Our interest is on the b-fold points of X 1 , namely on Sing(G 1 ) . We can consider the differential structure generated by G 1 . It is therefore clear, that in a step by step argument, we would like to relate the differential structure spanned by G 1 , with that spanned by G ′ 1 . In Theorem 5.6 we address this form of compatibility of monoidal transformations and extensions by differential operators.
5.5.
Fix three graded structures on smooth scheme V , say G = I n W n ⊂ G ′ = I ′ n W n ⊂ G ′′ = I ′′ n W n , as in Corollary 3.5, so that G ′′ is the differential structure spanned by G. Then Sing(G) = Sing(G ′ ) = Sing(G ′′ ).
In particular, a monoidal transformation V ←− V ′ , at a smooth center Y ⊂ Sing(G), defines weighted transforms, say G (1) , G ′ (1) , and G ′′ (1) .
The following result is the so called Giraud's Lemma, formulated here in the context of graded and differential structures.
) be an inclusion of graded structure as above, so that G ′′ is the differential structure generated by G. Fix a monoidal transformation V ←− V ′ with center Y ⊂ Sing(G). Then 1)
, and 2) all three graded structures in 1) span the same differential structure in V ′ . In particular, the condition on the inclusion G ⊂ G ′ in Corollary 3.5, is preserved by weighted transformations of graded structures.
Projection of differential structures and monoidal transformations. 5.7. Consider a simple graded structure G and a closed point x ∈ Sing(G). Set
Since the structure is simple, there is an index c 1 and an element f c 1 ∈ I c 1 of order c 1 at O V,x . At a suitable etale neighborhood, or at the completionÔ V,x , we can assume that f c 1 is a monic polynomial of degree c 1 in S[Z], and of order c 1 in R = S[Z] <M S ,Z> , where S is regular, R ⊂ O V,x , andR =Ô V,x . In these conditions there is a finite morphism π : Spec(S[Z]/ f c 1 (Z) ) → Spec(S) .
Here we view X = Spec(S[Z]/ f c 1 (Z) ) as a hypersurface in V . Theorem 4.11, (i), asserts that, locally at x, Sing(G) is included in the c 1 -fold points of this hypersurface (i.e. in V (Dif f c i −1 ( f c 1 (Z) )).
Under these conditions π is one to one on the closed set V (Dif f c i −1 ( f c 1 (Z) )). Furthermore, if Y is a closed and smooth subscheme of V (Dif f c i −1 ( f c 1 (Z) )), then Y is isomorphic to π(Y )(⊂ Spec(S)). So both Y in V , and π(Y ) in Spec(S), are regular centers.
Let now V ← V ′ , and Spec(S) ← U ′ , denote the monoidal transformations at Y and π(Y ) respectively; and let X ′ denote the strict transform of X. The hypersurface X ′ has at most points of multiplicity c 1 . Let F (⊂ X ′ ) denote the closed set of points of multiplicity c 1 . After replacing X ′ by a suitable neighborhood of F , we may assume that there is a finite morphism, say X ′ → U ′ , compatible with π.
If the regular center Y was chosen in Sing(G), then a weighted transform, say
) is defined, and Sing(G 1 ) ⊂ F . So locally at a point y ∈ Sing(G 1 ) there is a finite morphism π ′ : Spec(S ′ [Z]/ f ′ c 1 (Z) ) → U ′ , where f ′ c 1 is a weighted (or strict) transform of f c 1 . Let G ′ 1 be the differential structure generated by G 1 . According to Theorem 4.11, locally at π ′ (y), there is an elimination algebra, say
. On the other hand, since Y ⊂ Sing(G), π(Y ) ⊂ Sing(R G ), so there is also a weighted transform
. The question now is to relate the graded structure (R G ) 1 with R G ′ 1 , locally at the point π(y). Here (R G ) 1 is the transform of R G by one monoidal transformation. If we could guarantee that Sing(R G ) 1 = π ′ (Sing(G 1 ), we could identify the singular locus of G 1 (i.e. of G ′ 1 ) with the singular locus of the transform of R G . If furthermore, this link between G and R G is preserved by any sequence of monoidal transformations, then we have achieved a way of representing the singular locus of G which is stable by monoidal transformations.
This will be the case when the invariant e 0 attached to the simple point x in 4.2 is one. In this case f c 0 can be taken to be a monic polynomial of degree 1, defining therefore a smooth hypersurface, and R G is the restriction of G at such hypersurface in the sence of [30] .
(5.7.1)
Sing((R G ) 1 ) = Sing(R G ′ 1 ) = π ′ (Sing(G 1 )). A similar argument holds for any sequence of, say r monoidal transformations, namely that (5.7.2) Sing((R G ) r ) = Sing(R G ′ r ) = π ′ (Sing(G r )). This is not the case, at least in general, when the invariant e 0 is a power of the characteristic.
The following examples illustrate this pattern of behaviour.
Example 5.8. The following is an example in characteristic zero, which illustrates that (R G ) 1 and R G ′ 1 span the same differential structure; as indicated above. In characteristic zero, e 0 is always 1, in particular (5.7.1) always holds.
Set R = Q[Y, Z]. Consider the graded structure in R[W ] generated (over R) by the element (Z 2 + Y 5 )W 2 . Let G = I k · W k (⊂ R[W ]) be the differential structure generated by this graded algebra. According to Theorem 3.4 and formula (3.4.1), G is generated by {2ZW, 5Y 4 W, (Z 2 + Y 5 )W 2 }, or say {ZW, Y 4 W }.
The projection in S = k[Y ], namely R G is generated by {Y 4 W }.
Consider the quadratic transformation at the relevant chart Q[Y, Z 1 ], where Y · Z 1 = Z. Here G 1 is generated by {Z 1 W, Y 3 W } which is already a differential structure. The projection, say R G 1 is the S subalgebra in S[W ] generated by {Y 3 W }. One can check now that R G 1 = (R G ) 1 in this case.
Example 5.9. The following is an example in which (R G ) 1 and R G ′ 1 do not span the same differential structure.
Fix a field k of characteristic two, and set R = k[Y, Z]. Let G = I k · W k (⊂ R[W ]) be,as before, the differential structure generated by (Z 2 + Y 5 )W 2 . Here G is generated by
The projection in S = k[Y ], namely R G is generated by {Y 8 W 2 }, so up to integral closure it is generated {Y 4 W }. To check this fact consider π : Spec(S[Z]/ f c 1 (Z) ) → Spec(S) ,
where f c 1 = Z 2 + Y 5 . This is a purely inseparable extension, and the projection R G is (up to integral closure) generated by the coefficients of the characteristic polynomial of multiplication by Y 4 in the free S-module B = S[Z]/ f c 1 (Z) (see Corollary 4.12) . In this case H G is generated by Y 8 W 2 , so up to integral closure R G is generated by Y 4 W .
Consider the quadratic transformation at the relevant chart k[Y, Z 1 ], where Y · Z 1 = Z. Here G 1 is generated by {Y 3 W, (Z 2 1 + Y 3 )W 2 }. Let G ′ 1 be the differential structure generated by G 1 . Then the projection R G ′ 1 is, up to integral closure, generated by {Y 2 W }. So in this case R G ′ 1 spans a differential structure different from that of (R G ) 1 . In fact (R G ) 1 is generated by Y 3 W . 5.10. The situation in 5.9, in which in which (R G ) 1 and R G ′ 1 do not span the same differential structure, can only occur when the invariant e 0 is not 1. In this case p = 2 and e 0 = 2 for the differential structure G = I k · W k (⊂ R[W ]). An interesting case, also computable from our invariants, is that of Z 3 + X 13 Z + X 16 in characteristic 3. The invariant e 0 at the origin is 3. This curve is analytically irreducible, the singularity is resolved with five quadratic transformations.
In this case R G ′ 1 spans the same differential structure as (R G ) 1 for the first transformation, but not for the next 4 quadratic transformations.
