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ABSTRACT. We study exact recovery conditions for convex relaxations of point cloud clustering problems, fo-
cusing on two of the most common optimization problems for unsupervised clustering: k-means and k-median
clustering. Motivations for focusing on convex relaxations are: (a) they come with a certificate of optimality,
and (b) they are generic tools which are relatively parameter-free, not tailored to specific assumptions over the
input. More precisely, we consider the distributional setting where there are k clusters in Rm and data from
each cluster consists of n points sampled from a symmetric distribution within a ball of unit radius. We ask:
what is the minimal separation distance between cluster centers needed for convex relaxations to exactly re-
cover these k clusters as the optimal integral solution? For the k-median linear programming relaxation we
show a tight bound: exact recovery is obtained given arbitrarily small pairwise separation  > 0 between the
balls. In other words, the pairwise center separation is ∆ > 2 + . Under the same distributional model, the
k-means LP relaxation fails to recover such clusters at separation as large as ∆ = 4. Yet, if we enforce PSD
constraints on the k-means LP, we get exact cluster recovery at center separation ∆ > 2
√
2(1 +
√
1/m). In
contrast, common heuristics such as Lloyd’s algorithm (a.k.a. the k-means algorithm) can fail to recover clus-
ters in this setting; even with arbitrarily large cluster separation, k-means++ with overseeding by any constant
factor fails with high probability at exact cluster recovery. To complement the theoretical analysis, we provide
an experimental study of the recovery guarantees for these various methods, and discuss several open problems
which these experiments suggest.
1. INTRODUCTION
Convex relaxations have proved to be extremely useful in solving or approximately solving difficult
optimization problems. In theoretical computer science, the “relax and round” paradigm is now standard:
given an optimization problem over a difficult (non-convex) feasible set, first relax the feasible set to a larger
(convex) region over which the optimization problem is convex, then round the resulting optimal solution
back to a point in the feasible set. Such convex relaxations generally serve a dual purpose: (i) they can be
solved efficiently, and thus their solution gives a good starting point for the rounding step [56], and (ii) the
value of the optimal solution to the convex relaxation serves as a good bound on the true optimal solution,
and this can be used to certify the performance of the overall algorithm. Often, the feasible set is non-convex
due to integral constraints of the form xi ∈ {0, 1}, so that the relaxed convex set is given by the interval
constraints xi ∈ [0, 1].
The study of convex relaxations in theoretical computer science has typically focused on how well such
relaxations can approximate the objective function. This is captured by the approximation factor that can
be obtained, i.e., how much worse in cost the integer rounded solution can be be in terms of the cost of the
optimal fractional solution to the convex relaxation. However, in many practical scenarios, the choice of
using a particular objective function is only a means to recovering the true hidden solution. For instance,
when solving a clustering problem, the goal is to find an underlying ground truth clustering of the given
data set. Modeling this problem via minimizing a particular objective function (such as k-median, k-means
etc.) is a convenient mathematical choice, albeit the true goal still being to approximate the ground truth
rather than the objective. In such scenarios, it is natural to ask if one can use convex relaxations directly
to obtain the underlying ground truth solution and bypass the rounding step. In practice, optimal solutions
of convex relaxations are often observed to also optimal for the original problem. As a result, one no
longer needs the rounding step and the optimal solution can be recovered directly from solving the relaxed
problem [52, 54]. We refer to this occurrence as exact recovery, tightness, or integrality, of the convex
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relaxation. Currently, there is very little theoretical understanding of this phenomenon (see e.g. [52, 54]).
Motivated by this question, our goal is to understand whether and when convex relaxations can in fact lead
to exact recovery, i.e. yield the optimum solution for the underlying discrete optimization problem. This
question also motivates the study and comparison of different relaxations for the same problem, in terms of
their ability to produce integral optimum solutions. This is different from the typical goal of choosing the
relaxation which yields algorithms with the best approximation factor. We believe that this is an interesting
lens for examining convex relaxations that yields different insights into their strengths and weaknesses.
The phenomenon of exact recovery is understood in certain cases. A classical result says that network
flow problems (e.g. maximum flow or minimum cost flow problems), or more generally any integer pro-
gramming problem whose constraints are totally unimodular, all vertex solutions in the feasible set of the
linear programming relaxation are integral, and hence the optimal solution (necessarily a vertex solution) is
also integral [53]. Integrality of convex relaxations have also been studied in LP decoding, where linear pro-
gramming techniques are used to decode LDPC codes [7, 26, 31, 32]. More recently, in the statistical signal
processing community, the seminal papers on compressive sensing [18, 19, 28] set a precedent for proving
“with high probability” tightness results: many optimization problems, while NP hard in the worst case,
have tight convex relaxations with high probability over a distributions on input parameters. Subsequently,
similar phenomena and guarantees have emerged in low-rank matrix completion problems [20,22,34,50,51],
and in graph partition problems [1, 5, 6, 23, 24, 27, 30]. Some other examples include multireference align-
ment and the study of MIMO channels [14, 44]. Among these works, the graph partitioning problems are
most closely related to the clustering problems considered here; still, there are fundamental differences as
discussed in Section 1.5. Convex relaxations have also been shown to recover optimal solutions to cer-
tain “stable” instances of graph partitioning problems such as Max-Cut [43] and for inference in graphical
models [39, 52, 54, 55].
1.1. Geometric clustering. We will focus on integrality for convex relaxations of geometric clustering
problems: given an initial set of data, map the data into a metric space, define an objective function over the
points and solve for the optimal or an approximately optimal solution to the objective function. Then we can
assume we are given a finite set of points P = {x1, . . . , xn} in a metric space (X, d) which we would like
to partition into k disjoint clusters. Two of the most commonly studied objective functions in the literature
are k-median and k-means, depicted in Figure 1. In the k-median (also known as k-medoid) problem,
clusters are specified by centers: k representative points from within the set P denoted by c1, c2, . . . , ck.
The corresponding partitioning is obtained by assigning each point to its closest center. The cost incurred
by a point is the distance to its assigned center, and the goal is to find k center points that minimize the sum
of the costs of the points in P :
(k-median) minimize
{c1,c2,...,ck}⊂P
n∑
i=1
min
j=1,...,k
d(xi, cj)
Alternatively, in the euclidean k-means problem, the points are in Rm and the distance d(xi, xj) is the
euclidean distance. The goal is to partition a finite setP = {x1, . . . , xn} in k clusters such that the sum of the
squared euclidean distances to the average point of each cluster (not necessarily a point in P ) is minimized.
Let A1, A2, . . . , Ak denote a partitioning of the the n points into k clusters; if ct = 1|At|
∑
xj∈At xj , then the
k-means problem reads
minimize
A1∪···∪Ak=P
k∑
t=1
∑
xi∈At
d2(xi, ct)
The identity
∑
xi∈At d
2(xi, ct) =
1
2
1
|At|
∑
xi,xj∈At d
2(xi, xj), allows us to re-express the k-means problem
as the following optimization problem:
(k-means) minimize
A1∪···∪Ak=P
k∑
t=1
1
|At|
∑
xi,xj∈At
d2(xi, xj)
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1.2. Prior work. The k-median and the k-means problems and their LP relaxations have been extensively
studied from an approximation point of view. Both problems can be expressed as integer programming
problems – see (1) and (2) below – which are NP-hard to optimize [4, 35]. There exist, for both problems,
approximation algorithms which achieve a constant factor approximation [38, 41]. The k-median objective
is closely related to the well studied facility location problem [10, 35] and the best known algorithms use
convex relaxations via a rounding step. For k-means there also exist very effective heuristics [42] that
although having provable guarantees in some cases [21, 40], may, in general, converge to local minima of
the objective function. SDP relaxations of the k-means optimization problem were previously introduced
[48, 49], albeit without exact recovery guarantees.
The question of integrality for convex relaxations of geometric clustering problems –in which case no
rounding step needed – seems to have first appeared only recently in [29], where integrality for an LP relax-
ation of the k-median objective was shown, provided the set of points P admits a partition into k clusters
of equal size, and the separation distance between any two clusters is sufficiently large. The paper [46] also
studied integrality of an LP relaxation to the k-median objective (with squared euclidean distances d2(·)
in the objective), and introduced a distribution on the input {x1, x2, . . . , xn} which we will also consider
here: Fix k balls in Rm of unit radius in arbitrary position, with a specified minimum distance between
centers ∆ > 2. Draw n/k random points uniformly1 and independently from each of the k balls. In [46],
it was shown that the LP relaxation of k-median will recover these clusters as its global solution with high
probability once ∆ ≥ 3.75 and n is sufficiently large. Note that once ∆ ≥ 4, any two points within a
particular cluster are closer to each other than any two points from different clusters, and so simple thresh-
olding algorithms can also work for cluster recovery in this regime. In Theorem 1, we contribute to these
results, showing that the LP relaxation of k-median will recover clusters generated as such w.h.p. at optimal
separation distance ∆ ≥ 2 + ε, for n sufficiently large given ε.
FIGURE 1. The k-median objective (left) minimizes the sum of distances from points to
their representative data points. The k-means objective (right) minimizes the average of the
squared euclidean distances of all points within a cluster.
1.3. Our contribution. We study integrality for three different convex relaxations of the k-median and
k-means objectives:
(i) A standard linear programming (LP) relaxation of the k-median integer program,
(ii) A linear programming (LP) relaxation of the k-means integer program, and
(iii) A semidefinite programming (SDP) relaxation of the k-means integer program (closely related to a
previously proposed SDP relaxation for k-means [48]),
1More generally, any rotationally-symmetric distribution where every neighborhood of 0 has a positive measure.
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min
z∈Rn×n
∑
p,q∈P
d(p, q)zpq(1)
subject to
∑
p∈P zpq = 1 ∀q ∈ P
zpq ≤ yp ∀p, q ∈ P∑
p∈P yp = k
zpq, yp ∈ {0, 1}
min
z∈Rn×n
∑
p,q∈P
d2(p, q)zpq(2)
subject to
∑
q∈P zpq = 1 ∀p ∈ P
zpq ≤ zpp ∀p, q ∈ P∑
p∈P zpp = k
zpq ∈ {0, 1|Ap|}
FIGURE 2. IP formulations for the k-median (1) and k-means (2) problems. In the k-median
formulation, the variable yp indicates whether the point p is a center or not, while zpq is 1 if the
point q is assigned to p as center, and 0 otherwise. The solution for this integer programming
problem corresponds to the adjacency matrix for a graph consisting of disjoint star-shaped graphs
like the one shown in Figure 1. For k-means, an integral solution means that zpq = 1|Ap| if both
p and q are in the cluster Ap, otherwise zpq = 0. So in fact we are using the word “integral” in a
broader sense. The solution corresponds to the adjacency matrix of k disjoint complete graphs, were
each edge is weighted by the inverse of the number of vertices in its connected component as shown
in Figure 1.
Each of these relaxations produces integer solutions if the point set partitions into k clusters and the intra-
cluster separation distance (distance between cluster centers) is sufficiently large. As the separation distance
decreases to 2 (at which point clusters begin to overlap and the “cluster solution” is no longer well-defined),
a phase transition occurs for the k-means relaxations, and we begin to see fractional optimal solutions. We
now present informal statements of our main results; see specific sections for more details.
Theorem 1. For any constant  > 0, and k balls of unit radius inRm whose centers are separated by at least
∆ > 2 + , there exists n sufficiently large that if n random points are drawn uniformly and independently
from each of the k balls, then with high probability, the natural k-median LP relaxation is integral and
recovers the true clustering of the points.
Theorem 2. Under the same setting as above and with high probability, a simple LP relaxation for the
k-means objective fails to recover the exact clusters at separation ∆ < 4, even for k = 2 clusters.
Theorem 3. Under the same setting as above and with high probability, an SDP relaxation for the k-means
objective recovers the clusters up to separation ∆ > 2
√
2(1 +
√
1/m).
Theorems 1 and 2 are tight in their dependence on the cluster separation ∆. Theorem 3 is not tight and
we conjecture the result should hold for separation ∆ > 2 + .
Conjecture 4. Under the same setting as in Theorem 1 the SDP relaxation for the k-means objective recov-
ers the clusters at separation ∆ > 2 +  with high probability.
Under the assumptions of the theorems above, popular heuristic algorithms such as Partitioning around
Medoids (PAM) and Lloyd’s algorithm (for k-median and k-means, respectively) can fail with high proba-
bility. Even with arbitrarily large cluster separation, variants of Llody’s algorithm such as k-means++ with
overseeding by any constant factor fails with high probability at exact cluster recovery. See Section 5 for
details.
Remark 1. In section 4 we derive a deterministic geometric condition on a set of points for tightness of the
k-means SDP called “average separation” (see Definitions 4 and 5), and Theorem 3 follows by proving that
this condition holds with high probability for the random point model. We believe that a more refined set of
deterministic conditions should exist which will lead to the proof of Conjecture 4.
Remark 2. As an addition to Theorem 1 we show that the popular Primal-Dual approximation algorithm
for k-median [36] also recovers the true clustering under the same assumptions. In fact, in this case, when
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executing the algorithm one does not need to run the second stage of choosing independent sets among the
set of potential centers. See Appendix F for details.
The main mathematical ingredients to establish the results above consist in the use of concentration of
measure results, both scalar and matrix versions, to build appropriate dual certificates for these problems.
That is, we construct deterministic sufficient conditions for the convex relaxations to be integral, and then
demonstrate that with high probability, such conditions are satisfied for the random input at sufficiently high
cluster separation. At the same time, the complementary slackness conditions for the k-means LP reveal
that exact recovery for the k-means LP is possible with high probability if and only if the cluster separation
satisfies ∆ ≥ 4.
1.4. Why Study Convex Relaxations? At this point, we reiterate why we focus on exact recovery guar-
antees for convex relaxations in particular, as opposed to other popular algorithms, such as the k-means
heuristic (a.k.a. Lloyd’s algorithm [42]). In fact, there has been substantial work on studying exact recovery
conditions for such heuristics [3,9,40,47]. However, one disadvantage of using these heuristics is that there
is typically no way to guarantee that the heuristic is computing a good solution. In other words, even if
such a heuristic is recovering an optimal solution to the underlying combinatorial optimization problem, we
cannot ascertain such optimality just by looking at the output of the heuristic. Indeed, a crucial advantage
of convex relaxations over other heuristics is that they come with a certificate that the produced solution
is optimal, when this is the case. This property makes convex relaxations appealing over other iterative
heuristics. There is also a large body of work on studying clustering problems under distributional or de-
terministic stability conditions [2, 8, 11–13, 17, 25, 37, 37]. However, the algorithms designed are usually
tailored to specific assumptions on the input. On the other hand, the convex relaxation algorithms we study
are not tied to any particular data distribution, and only depend on k, the number of clusters.
Nevertheless, it is natural to ask how well the commonly-used heuristics for k-means and k-median
perform on the instances we analyze. Toward this end, we show (see Section 5) that heuristics such as
Lloyd’s algorithm and kmeans ++ (even with initialization procedures like overseeding) can fail to recover
clusters with exponentially high probability, even when the cluster separation is arbitrarily high, far within
the regime where Theorems 1 and 3 imply that the k-means and k-median convex relaxations are guaranteed
(with high probability) to recover the clusters correctly.
1.5. Comparison with stochastic block models. The stochastic block model (SBM) with k communities
is a simple random graph model for graph with a community behavior. Each edge is random (similarly to an
Erdo˝s Re´nyi graph) where the edges are independent and the probability of each depends on wether it is a
intra- or inter-community edge. The task consists of recovering the hidden communities, and is often known
as community detection or graph partitioning; in the particular case of two communities this is also known
as planted bisection. Recently, [1] and [45] have obtained sharp thresholds for which problem parameters it
is, in the k = 2 case, possible to correctly recover the labels of every point. Moreover an SDP relaxation is
proposed in [1] and shown to be integral and perform exact recovery close to the optimal threshold.
Although sharing many characteristics with our problem, the stochastic block model differs from the
clustering problems we consider in many fundamental ways. Our objective is to cluster a point cloud in
euclidean space. Although our results are for specific models, they are obtained from establishing conditions
on the point clouds that could potentially be established for other, perhaps even deterministic, point clouds
as the methods we analyze are not tied to the point model; they are clustering methods widely used in
many settings. In contrast, the convex relaxation mentioned above for the SBM is based on the maximum
likelihood estimator for the graph model. Moreover, while the SBM produces graphs whose edges are
independent, our random model is on the vertices, which creates non-trivial dependencies in the edges
(distances). Another technical difficulty in the clustering problems we study, that is not present in the SBM,
is the inhomogeneity of the points; the points in the SBM are fairly uniform, even though there might be
small variations, the inner and outer degree of every node will be comparable. On the other hand, in our
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min
z∈Rn×n
∑
p,q∈P
d(p, q)zpq(3)
subject to
∑
p∈P zpq = 1, ∀q ∈ P
zpq ≤ yp, ∀p, q ∈ P∑
p∈P yp = k
zpq, yp ∈ [0, 1], ∀p, q ∈ P
max
α∈Rn
∑
q∈P
αq − kz(4)
subject to αq ≤ βpq + d(p, q) ∀p, q ∈ P∑
q βpq ≤ ξ ∀p ∈ P
βpq ≥ 0 ∀p, q ∈ P
setting, points close to other clusters have a very different distance profile from points near the center of
their own cluster.
2. INTEGRALITY FOR THE k-MEDIAN LP RELAXATION
The k-median problem, expressed in the form of an integer programming problem (1), has a natural
linear programming relaxation given by relaxing the integral constraints to interval constraints. This linear
program is given in (3); its dual linear program is given in (4).
In the integer programming problem (1) the variable yp ∈ {0, 1} indicates whether the point p ∈ P is a
center or not. The variable zpq ∈ {0, 1} for p, q ∈ P indicates whether or not the point p is the center for
the point q. Each point has a unique center, and a cluster is the set of points sharing the same center. The
solution z ∈ Rn×n of (3) is a clustering if and only if it is integral (i.e. zpq are integers for all p, q ∈ P ).
This solution is generically unique since no constraint is parallel to the objective function, hence motivating
the following definitions.
Definition 1. For Aj ⊆ P , let cj the center of Aj
cj = argminp∈Aj
∑
q∈Aj
d(p, q) and OPTj = min
p∈Aj
∑
q∈Aj
d(p, q).
We will ensure optimality of a particular integral solution to (3) by showing the existence of a feasible so-
lution to the dual problem (4) whose dual objective value matches the primal objective value of the intended
integral solution - a so-called dual certificate. When the solution of (3) is integral, it is also degenerate,
since most of the variables are zero. In fact we experimentally observed that the dual (4) has multiple solu-
tions. Indeed, motivated by this observation and experimental evidence, we can essentially enforce an extra
constraint in the dual by asking that the variables α be constant within each cluster. Given α’s as such, the
β’s and ξ’s are then easily identified. We now formulate a sufficient condition for integrality based on these
observations:
Lemma 5. Consider sets A1, . . . , Ak with n1, . . . , nk points respectively. If ∃α1, . . . , αk s.t for each
s ∈ A1 ∪ . . . ∪Ak,
(5)
1
k
 k∑
i=1
niαi − min
p∈Ai
∑
q∈Ai
d(p, q)
 ≥ ∑
q∈A1
(α1 − d(s, q))+ + . . . +
∑
q∈Ak
(αk − d(s, q))+ ,
then the k-median LP (3) is integral and the partition in clusters A1, . . . , Ak is optimal.
Proof. By strong duality, the intended cluster solution is optimal if the corresponding LP objective value
min
p∈A1
∑
q∈A1
d(p, q) + . . .+ min
p∈Ak
∑
q∈Ak
d(p, q)
is less than or equal to the dual objective for some feasible point in the dual problem. By restricting the
dual variables αq to be constant within each cluster, and by setting ξ to be equal to the RHS of the Lemma
statement, we can verify that the dual objective is at least the cost of the intended clustering. Moreover, it is
also easy to see that for this setting of ξ and αq’s, the dual constraints are trivially satisfied. 
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Note that the sufficient condition in (5) is similar to the sufficient condition considered in [46], but turns
out to be more powerful in the sense that it allows us to get down to cluster separation ∆ = 2 + .
A possible interpretation for the dual variables (which has been exploited by the current primal-dual based
approximation algorithms for the k-median problem) is as distance thresholds. In the RHS of equation (5)
in
∑
q∈Aj (αj − d(s, q))+ a point s ∈ P gets positive contribution from points q ∈ Aj that are at a distance
smaller than αj . In this sense, a point in the set Aj can only “see” other points within a distance αj .
Following this intuition, one way to prove that inequality (5) holds is to show that we can choose feasible
dual variables α1, . . . , αk to satisfy
• Each center sees exactly its own cluster
i.e. (αj − d(cj , q))+ > 0 if and only if q ∈ Aj .
• The RHS of (5) attains its maximum in the centers c1, . . . , ck.
• Each of the terms niαi −minp∈Ai
∑
q∈Ai d(p, q) in the average in the LHS of (5) are the same.
Our strategy is to provide a set of conditions in our data points that guarantee such feasible dual variables
exist. Assume the sets A1, . . . , Ak are contained in disjoint balls Br1(c1), . . . , Brk(ck) respectively (where
we use the notation Br(c) to indicate a ball of radius r centered at c), and suppose that α1, . . . , αk, αj > rj ,
are such that for all i 6= j, Bαj (cj)∩Bri(ci) = ∅. Given the α’s there exist τ1, . . . , τk > 0 sufficiently small
that any x ∈ Bτj (cj) is seen only by points in its own ball (see Definition 3 for a precise statement). We
now define conditions on the sets A1, . . . , Ak which imply integrality of the linear programming relaxation
(3). For simplicity, we assume for the remainder of the section n1 = . . . = nk = n and r1 = . . . = rk = 1.
Roughly speaking, our conditions ask that a) The clusters are separated, being contained in disjoint balls, b)
Outside of a certain neighborhood of the center, no point is a good center for its own cluster and c) No point
gets too much contribution from any other cluster. More precisely, we require the following separation and
center dominance conditions:
Definition 2 (Separation). Let the sets A1, . . . , Ak in X , |A1| = . . . = |Ak| = n, such that
OPT1 ≤ . . . ≤ OPTk
We say such sets satisfy the separation condition if they are included in k disjoint balls: A1 ⊂ B1(c1), . . . ,
Ak ⊂ B1(ck), d(ci, cj) = 2 + δij for i 6= j where δij > 0, and the distance between B1(ci) and B1(cj)
satisfies:
(6) Θ := min
1≤i,j≤k
δij >
OPTk−OPT1
n
.
Remark 3. The expression OPTk −OPT1n provides a way of measuring how different the clusters are from
each other. For example, if the clusters are symmetric, then OPTk −OPT1n = 0. This condition requires
bigger separation when clusters are different.
We also require a center dominance condition. Consider the contribution function P (α1,...,αk) : X → R
as the sum of all contributions that a point can get:
P (α1,...,αk)(y) =
k∑
i=1
∑
x∈Ai
(αi − d(y, x))+.
The center dominance condition essentially says that the contribution function attains its maximum in a
small neighborhood of the center of each ball, as long as the parameters α are chosen from some small
interval.
Definition 3 (Center dominance). A1, . . . , Ak satisfy center dominance in the interval (a, b) ⊂ (1, 1 + Θ)
if
b− a > OPTk−OPT1
n
(7)
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and for all α1, . . . , αk ∈ (a, b) there exist τ1, . . . , τk > 0 such that for all x ∈ Bτj (cj), j = 1, . . . , k
Bαi(x) ∩Bri(ci) =
{
Brj (cj) if i = j
∅ otherwise(8)
max
y∈Aj\Bτj (cj)
P (α1,...,αk)(y) < max
y∈Bτj (cj)
P (α1,...,αk)(y)(9)
Note that, in particular this condition requires the existence of a point of Aj in Bτj (cj).
We now state our main recovery theorem, and show that very natural distributions satisfy the conditions.
Theorem 6. If A1, . . . , Ak are k sets in a metric space (X, d) satisfying separation and center dominance,
then there is an integral solution for the k-median LP and it corresponds to separating P = A1 ∪ . . . ∪ Ak
in the clusters A1, . . . , Ak.
Indeed, a broad class of distributions are likely to satisfy these conditions. The following theorem shows
that with high probability, such conditions are satisfied by a set of nk points in Rm (for n sufficiently
large) drawn from each of k clusters which have the same (but shifted) rotationally symmetric probability
distribution which is such that the probability of any ball containing 0 is positive.
Theorem 7. Let µ be a probability measure in Rm supported in B1(0), continuous and rotationally sym-
metric with respect to 0 such that every neighborhood of 0 has positive measure. Then, given points
c1, . . . , ck ∈ Rm such that d(ci, cj) > 2 if i 6= j, let µj be the translation of the measure µ to the cen-
ter cj . Now consider the data set A1 =
{
x
(1)
i
}n
i=1
, . . . , Ak =
{
x
(k)
i
}n
i=1
, each point drawn randomly and
independently with probability given by µ1, . . . , µk respectively. Then, ∀ γ < 1, ∃N0 such that,∀n > N0,
the k-median LP (3) is integral with prob. at least γ.
The proof of this theorem can be found in Appendix A. The main idea is that given k balls with the same
continuous probability distribution, for large values of n, the separation condition is just a consequence of the
weak law of large numbers. And one can see that center dominance holds in expectation, so it will hold with
high probability if the number of points n is large enough. Note that the condition that all measures be the
same and rotationally symmetric can be dropped as long as the expectation of the contribution function at-
tains its maximum in a point close enough to the center of the ball and limn→∞ OPTk −OPT1n < d(ci, cj)−2
for all i 6= j.
3. AN INTEGRALITY GAP FOR THE k-MEANS LP RELAXATION
We now show that, in contrast to the LP relaxation for the k-median clustering problem, the natural LP
relaxation for k-means does not attain integral solutions for the clustering model presented in Theorem 7,
unless the separation between cluster centers exceeds ∆ = 4. In particular, this shows that the k-median LP
relaxation performs better (as a clustering criterion) for such data sets.
The natural LP relaxation for k-means uses the formulation of the objective function given by equa-
tion (k-means). The natural LP relaxation for (2) is given by (10) below, whose dual LP is (11):
min
z∈Rn×n
∑
p,q∈P
d2(p, q)zpq
subject to
∑
q∈P
zpq = 1, ∀p ∈ P
zpq ≤ zpp, ∀p, q ∈ P(10) ∑
p∈P
zpp = k
zpq ∈ [0, 1]
max
α∈Rn,ξ∈R
β∈Rn×n
∑
p∈P
αp − kξ
subject to αp ≤ d2(p, q) + βpq, ∀p, q ∈ P∑
q∈P
βpq = ξ, ∀p ∈ P(11)
βpq ≥ 0
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In an intended integral solution to (10), the variable zpq = 1/|C| if p, q belong to the same cluster C
in an optimal clustering, and zpq = 0 otherwise. It is easy to see that such a solution satisfies all the
constraints, and that the objective exactly measures the sum of average distances within every cluster. The
following theorem shows the LP relaxation cannot recover the optimum k-means cluster solution if the
distance between any two points in the same cluster is smaller than the distance between any two points in
different clusters.
Theorem 8. Given a set of points P = A1 ∪ . . . ∪ Ak, if the solution of (10) is integral and divides the set
P in k clusters A1, . . . , Ak then for all p, q in the same cluster Ai and r in a different cluster Aj ,
(12) d(p, q) < d(p, r).
Proof. If the solution of (10) is integral and divides the set P in the clusters A1, . . . , Ak, complementary
slackness tells us that
αp = d
2(p, q) + βpq if p, q are in the same cluster(13)
βpr = 0 if p, r are in different clusters(14)
if and only if α, β are corresponding optimal dual variables. Combining (11), (13) and (14), since βpq > 0
we obtain that if p, q are in the same cluster and r is in a different cluster,
(15) d2(p, q) + βpq = αp ≤ d2(p, r)

The result in Theorem 8 is tight in the sense of our distributional model. The following theorem shows
separation ∆ = 4 is a threshold for cluster recovery via k-means LP.
Theorem 9. Fix k balls of unit radius inRm, and draw n points from any rotationally symmetric distribution
supported in these balls. If n is sufficiently large, then the solution of the LP relaxation of k-means (10) is
not the planted clusters with high probability for ∆ < 4 and it is the planted clustering for ∆ > 4.
Proof. For ∆ < 4 the result in Theorem 8 implies that the solution of the LP will not be the planted
clustering with high probability if enough points are provided.
For ∆ > 4 we show zpq =
{
1/|C| if p, q belong to the same cluster C
0 otherwise is the solution of the LP.
If we have feasible α’s and β’s for the dual problem we have
∑
q∈P βpq = ξ ∀p ∈ P im-
plies
∑
p,q∈P βpqzpq = kξ; we also have (as a consequence of (13) and the definition of zpq) that
αp =
∑
q∈P (d
2(p, q) + βpq)zpq. Then for any dual feasible solution,∑
p,q∈P
d2(p, q)zpq =
∑
p∈P
αp − kξ
Therefore, the existence of a feasible solution for the dual implies that our planted solution is optimal. Then
it remains to show that there exists a feasible point for the dual. The solution is generically unique because
no constraint in (10) is parallel to the objective function.
Existence of feasible solution of the dual
A feasible solution of the dual is {αp}p∈P , {βpq}p,q∈P such that (13), (14) are satisfied together with
βpq ≥ 0 for all p, q ∈ P and
∑
q∈P βpq = ξ for all p ∈ P . For p ∈ P let Cp its cluster, |Cp| = n, then
summing (13) in q ∈ Cp we get
nαp =
∑
q∈Cp
d2(p, q) + ξ
Let avg(p) = 1n
∑
q∈Cp d
2(p, q)
αp = avg(p) +
ξ
n
9
Let min(p) = maxq∈Cp d2(p, q) and mout(p) = minr 6∈Cp d2(p, r). Assuming there exists a feasible point
for the dual we know the solution for the LP is integral (i.e. our planted clustering) then we know (15) holds.
In other words:
min(p) ≤ αp ≤ mout(p) for all p ∈ P
Equivalently,
(16) min(p)− avg(p) ≤ ξ
n
≤ mout(p)− avg(p) for all p ∈ P
Then, a feasible solution for the dual problem exists if there exists ξ that satisfies (16) for all p ∈ P . A
sufficient condition is:
max
r∈P
min(r)− avg(r) ≤ min
s∈P
mout(s)− avg(s)
Since this condition does not depend on the position of the cluster we can assume that the cluster Cr where
the LHS is maximized is centered in 0. Let f(r) = min(r)− avg(r) = 1n
∑
l∈Cr ‖r−min(r)‖2−‖r− l‖2.
In order to find its maximum consider
∂f
∂r
=
1
n
∑
l∈Cr
2(r −min(r))− 2(r − l) = 1
n
∑
l∈Cr
−2min(r) since Cr has mean 0
But min(r) 6= 0 for all r ∈ P since the center of the cluster cannot maximize the distance square (unless
the trivial case where all the points in the cluster coincide with the center). Then f is maximized in the
boundary of the unit ball. Then we need
4− min
r∈∂C
avg(r) ≤ (∆− 2)2 − max
s∈∂C
avg(s)
which holds for ∆ > 4 with high probability when n → ∞ since the points come from a rotationally
symmetric distribution. 
4. INTEGRALITY FOR THE k-MEANS SDP RELAXATION
In contrast to the negative results for the k-means LP relaxation, we now show that by adding positive
semidefinite constraints, the resulting SDP relaxation of the k-means problem is integral at a closer range:
for unit-radius clusters inRm whose centers are separated by distance at least 2
√
2(1+
√
1
m). We conjecture
this result could be pushed to center separation ∆ > 2 +  for all  > 0.
The idea is to construct a dual certificate and find deterministic conditions for the SDP to recover the
planted clusters. Then we check for what separation the conditions are satisfied with high probability using
bounds on the spectra of random matrices. We explain the general idea in this section and we present full
proofs in Appendix C and D.
To fix notation for this section, we have k clusters in Rm, each containing n points, so that the total
number of points is N = kn. We index a point with (a, i) where a = 1, . . . , k represents the cluster it
belongs to and i = 1, . . . , n the index of the point in that cluster. The distance between two points is
represented by d(a,i),(b,j). We define theN ×N matrixD given by the squares of these distances. It consists
of blocks D(a,b) of size n × n such that D(a,b)ij = d2(a,i),(b,j). For ease of dual notation, the k-means SDP
(17) and dual (18) are presented using slightly unconventional notation:
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X∈RN×N
− Tr(DX)(17)
subject to Tr(X) = k
X1 = 1
X ≥ 0
X  0.
min
z∈R,α
kz +
k∑
a=1
n∑
i=1
αa,i(18)
subject to Q = zIN×N +
k∑
a=1
n∑
i=1
αa,iAa,i
k∑
a,b=1
n∑
i,j=1
β
(a,b)
i,j E(a,i),(b,j) +D
βi,j ≥ 0
Q  0
Here, 1 ∈ RN×1 has unit entries, and ea,i ∈ RN×1 is the indicator function for index (a, i). Also,
Aa,i =
1
2
(
1eTa,i + ea,i1
T
)
and E(a,i),(b,j) = 12
(
eb,je
T
a,i + ea,ie
T
b,j
)
.
The intended primal optimal solution X ∈ RN×N which we will construct a dual certificate for is block-
diagonal, equal to 1/n in the n×n diagonal blocks for each of the clusters, and 0 otherwise. Defining 1a as
the indicator function of cluster a (that is, it has a 1 in coordinates corresponding to the points in cluster a),
we can write the intended solution as X = 1n
∑k
a=1 1a1
T
a .
Recall the dual certificate approach: if we can construct a set of feasible dual variables (z, α, β,Q) with
dual objective function (18) equal to the primal objective (17) corresponding to X , then we can be assured
that X is an optimal solution. If, in addition, rank(Q) + rank(X) = N , then we can be assured that X
is the unique optimal solution. Towards this end, complementary slackness tells us that QX = 0, which
means that
(19) Q1a ≡ 0, ∀a.
Complementary slackness also tells us that, over each n× n diagonal block,
(20) β(a,a) ≡ 0, ∀a.
We thus have, for each n× n diagonal block of Q,
(21) Q(a,a) = zIn×n +
1
2
n∑
i=1
αa,i
(
1eTi + ei1
T
)
+D(a,a).
Note that here ei are n-length vectors and before they were N -length (we shall switch between vectors of
length n and N when necessary, this makes our notations easier).
In fact, these constraints implied by complementary slackness suffice to specify the α(a,i) values. Since
the total dual objective is equal to the clustering cost of the intended solution, it remains to complete the Q
matrix and the β matrix such that β ≥ 0 (entry wise), and Q  0 (in the positive definite sense). To this
end, consider the non-diagonal n× n blocks:
Q(a,b) =
1
2
n∑
i=1
(αa,iei1
T + αb,i1e
T
i )−
1
2
β(a,b) +D(a,b), a 6= b
Since we want to ultimately arrive at a sufficient condition for integrality which depends on within-
and between-cluster pairwise distances, and we know that Q must be positive semi-definite and satisfy the
constraints (19), we impose a slightly stronger condition on the off-diagonal submatrices Q(a,b) (a 6= b)
which will imply all required constraints on Q: we set
(22) Q(a,b)r,s =
1
n
eTr D
(a,b)1 +
1
n
1TD(a,b)es − eTr D(a,b)es −
1
n2
1TD(a,b), a 6= b
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Writing Q(a,b) also in terms of the β(a,b) and solving for β(a,b), the non-negativity of β gives us the
following constraints that these parameters need to satisfy: for all clusters a 6= b, and all r ∈ a, s ∈ b,
2D(a,b)rs −
eTr D
(a,b)1
n
− 1
TD(a,b)es
n
+
1TD(a,b)1
n2
≥
eTr D
(a,a)1
n
+
eTsD
(b,b)1
n
− 1
2
(
1TD(a,a)1
n2
+
1TD(b,b)1
n2
)
+
1
n
z.
Notice that the above constraints essentially compare (for two points r, s in clusters a, b respectively) (i) the
average distance of r to the cluster b, the average distance of s to cluster a, the distance between r and s,
and finally the average distance between the two clusters, indicating that these are reasonable conditions.
Now, note by (21) that Q  0 automatically holds once z is sufficiently large; It remains to find a lower
bound on z for which this holds. Since Q1a = 0 for all a, it is sufficient to check that xTQx ≥ 0 for
all x perpendicular to Λ; that is, for all x in the span of {1a , a ∈ [k]}. But if x is perpendicular to these
cluster indicator vectors, xTQx ≥ 0 greatly simplifies to2 zxTx + 2xT (∑aD(a,a))x − xTDx > 0. This
suggests setting z > z∗ =
(
2 maxa maxx⊥1
∣∣∣xTD(a,a))xxT x ∣∣∣+ maxx⊥Λ ∣∣∣xTDxxT x ∣∣∣), so that the null space of
Q only consists of Λ, thus ensuring that rank(Q) + rank(X) = N . Decompose the squared euclidean
distance matrix D = V + V T − 2MMT where V has constant rows, every entry of row i is equal to
the squared norm of xi, and the ith row of M correspond to the actual coordinates of the point xi. Then
by observing that xT (V + V T )x = 0 for x ⊥ Λ and that MMT is positive semidefinite we can instead
set z > z∗ = 4 maxa maxx⊥1 x
TM(a)M(a)T x
xT x
. This combined with the non-negativity of β gives us the
following deterministic separation condition:
Definition 4 (Average Separation). A clustering instance satisfies average separation if for all clusters a, b,
and all r ∈ a, s ∈ b:
2D(a,b)rs −
eTr D
(a,b)1
n
− 1
TD(a,b)es
n
+
1TD(a,b)1
n2
>
eTr D
(a,a)1
n
+
eTsD
(b,b)1
n
− 1
2
(
1TD(a,a)1
n2
+
1TD(b,b)1
n2
)
+
1
n
z∗,
where z∗ = 4 maxa maxx⊥1 x
TM(a)M(a)T x
xT x
.
The above condition essentially compares (for two points r, s in clusters a, b respectively) (i) the average
distance of r to the cluster b, the average distance of s to cluster a, the distance between r and s, and finally
the average distance between the two clusters. Using the parallelogram identity this condition can be greatly
simplified to:
Definition 5 (Average separation equivalent formulation). For cluster c define xc =
∑
y∈c y the mean of the
cluster. A clustering instance satisfies average separation if, for all clusters a 6= b and for all indices r, s we
have
(23) 2‖xr − xs‖2 − ‖xr − xb‖2 − ‖xs − xa‖2 − ‖xr − xa‖2 − ‖xs − xb‖2 + ‖xa − xb‖2 >
1
n
(
4 max
a
max
x⊥1
∣∣∣∣∣xTM (a)M (a)T )xxTx
∣∣∣∣∣
)
Hence, we have the following theorem.
Theorem 10. If a euclidean clustering instance with the squared distance matrix D satisfies average sepa-
ration as defined above, then the corresponding k-means SDP for the instance has unique integral solution
equal to the k-means optimal solution, and corresponding to this clustering.
2this uses our choice of Q(a,b) above, which ensures that most terms cancel
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In Appendix D we show that for our distributional instances consisting of clusters whose centers are
separated by at least 2
√
2(1 +
√
1/m), average separation is satisfied for large enough n. Putting this
together, we get the following:
Theorem 11. For the k-means objective, if n points are drawn from k distributions in Rm, where each
distribution is isotropic and supported on a ball of radius 1, and if the centers of these balls are separated
at a distance at least 2
√
2(1 +
√
1/m), then there exists n0 such that for all n ≥ n0, the k-means SDP
recovers the exact clusters with probability exceeding 1− 2mk exp
(
−cn
(logn)2m
)
.
5. WHERE CONVEX RELAXATIONS SUCCEED, LLOYD’S METHOD CAN FAIL
The well-known heuristic algorithm for solving the k-means optimization problem known as Lloyd’s
algorithm 3 (also known as the k-means algorithm or Voronoi iteration) can fail to find global optimum
solutions in the setting of separated isotropic clusters where, as shown in Theorem 7 and Theorem 11
respectively, the k-median LP and k-means SDP are integral. The construction of a bad scenario for Lloyd’s
algorithm consists of 3 balls of unit radius, such that the centers of the first two are at a distance of ∆ > 2
from each other, and the center of the third is far away (at a distance of D  ∆ from each of the first two
balls). Generate the data by sampling n points from each of these balls. Now we create l copies of this
group of 3 clusters such that each copy is very far from other copies. We will show that with overwhelming
probability Lloyd’s algorithm will pick initial centers such that either (1) some group of 3 clusters does not
get 3 centers initially, or (2) some group of 3 clusters will get 3 centers in the following configuration: 2
centers in the far away cluster and only one center in the two nearby clusters. In such a case it is easy to see
the the algorithm will never recover the true clustering.
The same example can also be extended to show that the well known kmeans++ algorithm [9] which uses
a clever initialization will also fail with high probability when the number of clusters and the dimension of
the space is large enough, even in the setting with overseeding proposed in [47]. In particular, we prove the
following theorem in Appendix E.
Theorem 12. Given an overseeding parameter c > 1 and minimum separation ∆ > 2, there exist inputs
with center separation at least ∆ for which kmeans++, overseeded with ck initial centers, fails with high
probability to exactly recover the clusters.
6. SIMULATIONS
In this section we report on experiments conducted regarding the integrality of k-median LP (3), k-means
LP (10), and k-means SDP (17). Our input consists of k disjoint unit-radius balls inRm such that the centers
of distinct balls are separated by distance ∆ ≥ 2. We then randomly draw N = kn points; n points i.i.d.
uniformly within each ball. We implement and solve the convex optimization problems using Matlab and
CVX [33]. An experiment is considered successful if the solution of the convex optimization is integral and
separates the balls into their respective clusters. Note that this is the same experimental set-up as in [46]. For
each value of ∆ and n we repeat the experiment 10 times and plot, in a gray scale, the empirical probability
of success.
Figure 3 shows the simulation results for k = 2 clusters in R3. The number of points N ranges from 4 to
50 and ∆ ranges from 2 to 3.5. It is clear that the k-median LP and k-means SDP are superior to the k-means
LP in achieving exact recovery at lower threshold ∆. In fact, as predicted by our theoretical analysis, the
k-means LP integrality is very infrequent for ∆ < 3. The k-median LP and k-means SDP seem to have
comparable performance, but the k-median LP is much faster than the k-means SDP.
3We recap how the Lloyds algorithm proceeds: initialize k centers uniformly at random from among the data points. Then, in
each iteration, two steps occur: (i) using the currently chosen centers, each point assigns itself to the nearest center; (ii) now, given
the assignment of data points to clusters, new centers are computed as being the means of each cluster (i.e., the average of the data
points assigned to a cluster). The algorithm terminates at the first step when the clustering does not change in successive iterations.
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FIGURE 3. Empirical probability of integrality of convex relaxation-based clustering.
Lighter color corresponds to higher probability of success. We consider 2 clusters in
R3, 4 ≤ N ≤ 50, 2 ≤ ∆ ≤ 3.5.
FIGURE 4. For this simulation we generate 3 clusters in R3, 6 ≤ N ≤ 42, 2 ≤ ∆ ≤ 3.5.
Lighter color corresponds to higher probability of success.
Remark 4. If instead of requiring integrality and recovery of the planted clusters, we only test for integrality
(i.e. the result of the simulation should just be some clustering, not necessarily the clustering corresponding
to the disjoint supports from which we draw the points) we see a very interesting but distinct behavior of the
phase diagrams:
k-median LP: We observe that k-median LP obtains integral solutions on every instance of our exper-
iments. That is, the failure instances in our experiments shown in Figures 4 and 3 still coincide with
clusterings, just not the clusters corresponding to the planted disjoint supports. Indeed, a different
clustering can make sense as being more “optimal” than the planted distribution when N is small.
We refer to Section 7 for a discussion of an open problem regarding this.
k-means SDP and LP: For all instances of our experiments, every time we obtain an integral solution,
the integral solution corresponded to the underlying expected clustering. The failure instances in
Figures 4 and 3 correspond to matrices that do not represent any clustering as represented in Figure 5.
We have not explored whether it is possible to recover the expected clustering via rounding such a
fractional solution.
7. CONCLUSIONS AND FUTURE WORK
In this work we studied convex relaxations for popular clustering objectives and gave sufficient deter-
ministic conditions under which such relaxations lead to exact recovery thereby bypassing the traditional
rounding step in approximation algorithms. Our results also shed light on differences between different
relaxations. For instance, our theoretical and empirical results show that the k-median LP is much better at
recovering optimal solutions than the k-means LP. In fact, we show that the k-means LP is integral only in
the regime ∆ ≥ 4 where a simple thresholding algorithm could also be used to distinguish clusters.
Our analysis for the k-median LP shows that for any separation 2 +  and any number of clusters k, the
solution of the k-median LP is the planted clusters with high probability if n is large enough. It remains to
quantify how large n needs to be in terms of the other parameters.
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FIGURE 5. A solution of k-means LP or SDP that corresponds to a clustering can be seen
as the adjacency matrix of a graph with k complete connected components as represented
in the left image. In this graph each edge has weight 1/|C| and |C| is the number of vertices
in its connected component. When the solution of k-means LP or SDP is not the expected
clustering, we observe cliques corresponding to the ground truth clustering and extra edges
between clusters as represented in the right figure.
In contrast, for the k-means SDP shows that for center separation ∆ ≥ 2√2(1 +√1/m), the solution
corresponds to the planted clusters with high probability for n sufficiently large, where we give a precise
bound on n. We conjecture the same result should hold for separation ∆ > 2 +  with high probability.
Several possible future research directions come out of this work. Although we study only a specific
distribution over data – points drawn i.i.d. from disjoint balls of equal radius – it is of interest to investigate
further to determine if the exact recovery trends we observe are more general, for example, by relaxing cer-
tain assumptions such as equal radii, equal numbers of points within clusters, etc. A particularly interesting
direction is the setting where the balls overlap and/or when the points are drawn according to a mixture of
Gaussians. These two examples share the difficulty that there is no longer a “ground truth” clustering to
recover, and hence it is not even clear how to build a dual certificate to certify an integral solution. Despite
this difficulty, we observe in experiments that the k-median LP relaxation still remains integral with high
probability, even in extreme situations such as when the points are drawn i.i.d from a single isotropic dis-
tribution but parameter k > 1 clusters are sought in the LP relaxation. As in most practical applications,
hoping for ground truth recovery is overly optimistic; understanding the integrality phenomenon beyond the
exact recovery setting is an important problem. Recently, the same phenomenon was observed [15] in the
context of the Procrustes, alignment, and angular synchronization problems and referred to as rank recovery.
A third direction would be to relax the notion of integrality, asking instead that a convex relaxation
produce a near-optimal solution. There has been recent work on this for the k-means++ algorithm [3].
Another by-product of our analysis is a sufficient condition under which the primal-dual algorithm for k-
median leads to exact recovery. It would be interesting to prove similar exact recovery guarantees for other
approximation algorithms.
Finally, convex relaxations are a very powerful tool not just for clustering problems but in many other
domains. The questions that we have asked in this paper can also be studied for various other domains such
as inference in graphical models [54], graph partitioning [16, 43], and more.
8. ACKNOWLEDGEMENTS
We would like to thank Ulas Ayaz, Dustin Mixon, Abhinav Nellore and Jesse Peterson along with the
anonymous referees for helpful comments and corrections which greatly improved this paper. Part of this
work was done while ASB and RW were participating in Oberwolfach’s workshop “Mathematical Physics
meets Sparse Recovery”; these authors thank Oberwolfach’s hospitality.
REFERENCES
[1] E. Abbe, A. S. Bandeira, and G. Hall. Exact recovery in the stochastic block model. arXiv preprint arXiv:1405.3267, 2014.
[2] D. Achlioptas and F. McSherry. On spectral learning of mixtures of distributions. In Proceedings of the Eighteenth Annual
Conference on Learning Theory, 2005.
15
[3] M. Agarwal, R. Jaiswal, and A. Pal. k-means++ under approximation stability. The 10th annual conference on Theory and
Applications of Models of Computation, 2013.
[4] D. Aloise, A. Deshpande, P. Hansen, and P. Popat. NP-hardness of euclidean sum-of-squares clustering. Mach. Learn.,
75(2):245–248, May 2009.
[5] B. Ames. Guaranteed clustering and biclustering via semidefinite programming. Mathematical Programming, pages 1–37,
2012.
[6] B. Ames. Robust convex relaxation for the planted clique and densest k-subgraph problems. arXiv preprint arXiv:1305.4891,
2013.
[7] S. Arora, C. Daskalakis, and D. Steurer. Message passing algorithms and improved LP decoding. In Proceedings of the Forty-
first Annual ACM Symposium on Theory of Computing, STOC, 2009.
[8] S. Arora and R. Kannan. Learning mixtures of arbitrary gaussians. In STOC, 2005.
[9] D. Arthur and S. Vassilvitskii. k-means++: the advantages of careful seeding. In Proceedings of the eighteenth annual ACM-
SIAM symposium on Discrete algorithms, 2007.
[10] V. Arya, N. Garg, R. Khandekar, A. Meyerson, K. Munagala, and V. Pandit. Local search heuristics for k-median and facility
location problems. SIAM Journal on Computing, 33(3):544–562, 2004.
[11] M. Balcan, A. Blum, and A. Gupta. Approximate clustering without the approximation. In SODA, 2009.
[12] M. Balcan, A. Blum, and S. Vempala. A discriminative framework for clustering via similarity functions. In STOC, 2008.
[13] M.-F. Balcan and Y. Liang. Clustering under perturbation resilience. ICALP, 2012.
[14] A. S. Bandeira, M. Charikar, A. Singer, and A. Zhu. Multireference alignment using semidefinite programming. ITCS 2014,
2014.
[15] A. S. Bandeira, Y. Khoo, and A. Singer. Open problem: Tightness of maximum likelihood semidefinite relaxations. Conference
on Learning Theory (COLT 2014), Open problem session, 2014.
[16] Y. Bilu and N. Linial. Are stable instances easy? In Proceedings of the First Symposium on Innovations in Computer Science,
2010.
[17] S. C. Brubaker and S. Vempala. Isotropic PCA and affine-invariant clustering. In Proceedings of the 2008 49th Annual IEEE
Symposium on Foundations of Computer Science, 2008.
[18] E. Cande`s, J. Romberg, and T. Tao. Stable signal recovery from incomplete and inaccurate measurements. Communications
on Pure and Applied Mathematics, 59(8), 2006.
[19] E. J. Cande`s, J. Romberg, and T. Tao. Robust uncertainty principles: Exact signal reconstruction from highly incomplete
frequency information. IEEE Trans. Inf. Theor., 2006.
[20] E. J. Cande`s and T. Tao. The power of convex relaxation: Near-optimal matrix completion. IEEE Trans. Inf. Theor., 56(5),
May 2010.
[21] K. Chaudhuri, S. Dasgupta, and A. Vattani. Learning mixtures of gaussians using the k-means algorithm. arXiv preprint
arXiv:0912.0086, 2009.
[22] Y. Chen, S. Bhojanapalli, S. Sanghavi, and R. Ward. Coherent matrix completion. Proceedings of The 31st International
Conference on Machine Learning, pages 674–682, 2014.
[23] Y. Chen, S. Sanghavi, and H. Xu. Clustering sparse graphs. In NIPS, pages 2204–2212, 2012.
[24] Y. Chen and J. Xu. Statistical-computational tradeoffs in planted problems and submatrix localization with a growing number
of clusters and submatrices. arXiv preprint arXiv:1402.1267, 2014.
[25] S. Dasgupta. Learning mixtures of gaussians. In Foundations of Computer Science, 1999. 40th Annual Symposium on, pages
634–644. IEEE, 1999.
[26] C. Daskalakis, A. Dimakis, R. M. Karp, and M. Wainwright. Probabilistic analysis of linear programming decoding. Informa-
tion Theory, IEEE Trans. on, 54(8), Aug 2008.
[27] A. Decelle, F. Krzakala, C. Moore, and L. Zdeborova´. Asymptotic analysis of the stochastic block model for modular networks
and its algorithmic applications. Phys. Rev. E, 84:066106, 2011.
[28] D. Donoho. Compressed sensing. Information Theory, IEEE Transactions on, 52(4):1289–1306, April 2006.
[29] E. Elhamifar, G. Sapiro, and R. Vidal. Finding exemplars from pairwise dissimilarities via simultaneous sparse recovery.
Advances in Neural Information Processing Systems, pages 19–27, 2012.
[30] L. Elkin, T. Pong, and S. Vavasis. Convex relaxation for finding planted influential nodes in a social network. arXiv preprint
arXiv:1307.4047, 2013.
[31] J. Feldman, T. Malkin, R. Servedio, C. Stein, and M. Wainwright. LP decoding corrects a constant fraction of errors. Informa-
tion Theory, IEEE Trans. on, 53(1), Jan 2007.
[32] J. Feldman, M. Wainwright, and D. Karger. Using linear programming to decode binary linear codes. Information Theory,
IEEE Transactions on, 51(3):954–972, March 2005.
[33] M. Grant and S. Boyd. CVX: Matlab software for disciplined convex programming, version 2.1. http://cvxr.com/cvx, Mar.
2014.
[34] D. Gross. Recovering low-rank matrices from few coefficients in any basis. Information Theory, IEEE Transactions on,
57(3):1548–1566, 2011.
16
[35] K. Jain, M. Mahdian, and A. Saberi. A new greedy approach for facility location problems. In Proceedings of the 34th Annual
ACM Symposium on Theory of Computing, 2002.
[36] K. Jain and V. V. Vazirani. Approximation algorithms for metric facility location and k-median problems using the primal-dual
schema and lagrangian relaxation. JACM, 48(2):274 – 296, 2001.
[37] R. Kannan, S. Vempala, and A. Vetta. On clusterings: good, bad and spectral. JACM, 51(3):497–515, 2004.
[38] T. Kanungo, D. M. Mount, N. S. Netanyahu, C. D. Piatko, R. Silverman, and A. Y. Wu. A local search approximation algorithm
for k-means clustering. In Proceedings of the eighteenth annual symposium on Computational geometry, New York, NY, USA,
2002. ACM.
[39] N. Komodakis and N. Paragios. Beyond loose lp-relaxations: Optimizing mrfs by repairing cycles. In Computer Vision–ECCV
2008, pages 806–820. Springer, 2008.
[40] A. Kumar and R. Kannan. Clustering with spectral norm and the k-means algorithm. In FOCS, 2010.
[41] S. Li and O. Svensson. Approximating k-median via pseudo-approximation. In STOC, 2013.
[42] S. Lloyd. Least squares quantization in pcm. Information Theory, IEEE Transactions on, 28(2):129–137, 1982.
[43] K. Makarychev, Y. Makarychev, and A. Vijayaraghavan. Bilu-linial stable instances of max cut and minimum multiway cut.
In SODA, 2014.
[44] A. Man-Cho So. Probabilistic analysis of the semidefinite relaxation detector in digital communications. In SODA, 2010.
[45] E. Mossel, J. Neeman, and A. Sly. Consistency thresholds for binary symmetric block models. arXiv preprint arXiv:1407.1591,
2014.
[46] A. Nellore and R. Ward. Recovery guarantees for exemplar-based clustering. arXiv:1309.3256, 2013.
[47] R. Ostrovsky, Y. Rabani, L. Schulman, and C. Swamy. The effectiveness of lloyd-type methods for the k-means problem. In
Proceedings of the 47th Annual IEEE Symposium on Foundations of Computer Science, 2006.
[48] J. Peng and Y. Wei. Approximating k-means-type clustering via semidefinite programming. SIAM Journal on Optimization,
18(1):186–205, 2007.
[49] J. Peng and Y. Xia. A new theoretical framework for k-means-type clustering. In Foundations and advances in data mining,
pages 79–96. Springer, 2005.
[50] B. Recht. A simpler approach to matrix completion. JMLR, 12:3413–3430, 2011.
[51] B. Recht, M. Fazel, and P. A. Parrilo. Guaranteed minimum-rank solutions of linear matrix equations via nuclear norm
minimization. SIAM review, 52(3):471–501, 2010.
[52] A. M. Rush, D. Sontag, M. Collins, and T. Jaakkola. On dual decomposition and linear programming relaxations for nat-
ural language processing. In Proceedings of the 2010 Conference on Empirical Methods in Natural Language Processing
(EMNLP), 2010.
[53] A. Schrijver. Theory of Linear and Integer Programming. John Wiley & Sons, Inc., New York, NY, USA, 1986.
[54] D. Sontag, T. Meltzer, A. Globerson, T. Jaakkola, and Y. Weiss. Tightening LP relaxations for MAP using message passing.
In UAI, 2008.
[55] D. A. Sontag. Approximate inference in graphical models using LP relaxations. PhD thesis, Massachusetts Institute of Tech-
nology, 2010.
[56] V. V. Vazirani. Approximation Algorithms. Springer-Verlag New York, Inc., New York, NY, USA, 2001.
[57] R. Vershynin. Introduction to the non-asymptotic analysis of random matrices. arXiv:1011.3027v7, 2011.
APPENDIX A. PROOF OF THEOREM 6
Theorem 6. If A1, . . . , Ak are k sets in a metric space (X, d) satisfying separation and center dominance,
then there is an integral solution for the k-median LP and it corresponds to separating P = A1 ∪ . . . ∪ Ak
in the clusters A1, . . . , Ak.
Recall Lemma 5. We need to show there exists α1, . . . , αk such that for each s ∈ A1 ∪ . . .∪Ak equation
(5) holds:
1
k
n1α1 − min
p∈A1
∑
q∈A1
d(p, q) + . . .+ nkαk − min
p∈Ak
∑
q∈Ak
d(p, q)
 ≥
∑
q∈A1
(α1 − d(s, q))+ + . . .+
∑
q∈Ak
(αk − d(s, q))+
First, note that by the center dominance property (Definition 3), that among all points within a cluster
Aj , the maximum RHS is attained for s ∈ Bτj (cj), i.e., for s in a small ball around cj . Moreover, from the
separation property (Definition 2), it is easy to see that points in Bτj (cj) don’t receive any contribution (in
the LHS) from points in other clusters, therefore the following holds:
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max
s∈Aj
∑
q∈A1
(α1 − d(s, q))+ + . . .+
∑
q∈Ak
(αk − d(s, q))+ = max
s∈Bcj (τj)
∑
q∈Aj
αj − d(s, q)(24)
= njαj −
∑
q∈Aj
d(s, q)
≤ njαj − min
p∈Aj
∑
q∈Aj
d(p, q)
= njαj −OPTj
Now, the RHS of (5) maximizes s over all clusters j, so we additionally enforce:
(25) n1α1 −OPT1 = n2α2 −OPT2 = . . . = nkαk −OPTk
Under this condition, it is easy to see that (5) holds for all s ∈ A1 ∪ . . . ∪ Ak. Since the points and the sets
are given, this is a system of linear equations with one degree of freedom.
APPENDIX B. PROOF OF THEOREM 7
Theorem 7. Let µ a probability measure inRm supported in the unit ballB1(0), continuous and rotationally
symmetric with respect to 0 such that every neighborhood of 0 has positive measure. Then, given the points
c1, . . . , ck ∈ Rm such that d(ci, cj) > 2 if i 6= j, let µj be the translation of the measure µ to the center
cj . Now consider the data set A1 =
{
x
(1)
i
}n
i=1
, . . . , Ak =
{
x
(k)
i
}n
i=1
, each point drawn randomly and
independently with probability given by µ1, . . . , µk respectively. Then, for each γ < 1 there exists N0 such
that if n > N0, the k-median LP (3) is integral with probability at least γ.
Proof sketch. The proof of this theorem consists of showing that separation and central dominance condi-
tions holds with high probability when the points are drawn from the distribution specified in the theorem
statement.
Step 0: For z ∈
k⋃
j=1
B1(cj) and (α1, . . . , αk) ∈ Rk let the random variable
P (α1,...,αk)(z) =
k∑
j=1
∑
x
(j)
i ∈Aj
(
αj − d(z, x(j)i )
)
+
=
n∑
i=1
P
(α1,...,αk)
i (z) where
P
(α1,...,αk)
i (z) =
(
α1 − d(z, x(1)i )
)
+
+ . . .+
(
αk − d(z, x(k)i )
)
+
We need to show that for some α1, . . . , αk satisfying (25) the maximum of
{
P (α1,...,αk)(x
(j)
i )
}n
i=1
is attained in some x(j)i ∈ Bτj (cj) for every j = 1, . . . , k with high probability.
Step 1: In the first step we show that for some specific α = α1 = . . . = αk, the function EP
(α,...,α)
i (z)
restricted to z ∈ B1(cj) attains its maximum at z = cj for all j = 1, . . . , k.
The proof is done in Lemma 13. This is the step where we use that the measure is rotationally
symmetric. In fact, this assumption is not strictly needed: any continuous probability distribution
that satisfies the thesis of Step 1 and has positive probability in every neighborhood of the center
would guarantee asymptotic recovery.
Step 2: We use that P (α1,...,αk)i (z) is continuous with respect to (α1, . . . , αk) and µj is continuous
with respect to the Lebesgue measure to show that there exists some ξ > 0 with the following
property: if α1, . . . , αk ∈ (α− ξ, α+ ξ) then the maximum of EP (α1,...,αk)i (z) restricted to B1(cj)
is attained at z = cj .
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Step 3: The weak law of large numbers implies that for all i, j ∈ {1, . . . , k}, the random variable
OPTi−OPTj
n converges to zero in probability, i.e.:
For every ν > 0, lim
n→∞Pr
(∣∣∣∣OPTi−OPTjn
∣∣∣∣ < ν) = 1
For every γ0 < 1 if we have n large enough, we can assure that with probability greater than γ0,
α1, . . . , αk can be chosen to be in (α− ξ, α+ ξ). In particular for (α1, . . . , αk) satisfying (25) the
maximum of EP (α1,...,αk)i (z) restricted to B1(cj) is attained at z = cj .
Step 4: In this step we use concentration inequalities to convert the claim in Step 3 aboutEP (α1,...,αk)i (z)
to the claim we need to show about P (α1,...,αk)(z) with high probability. Given γ1 < 1 if the number
of points n is large enough, and the probability of having a point close to the center of the ball is
greater than zero, then with probability greater than γ1, the maximum of
{
P (α1,...,αk)(x
(j)
i )
}n
i=1
is
attained in some x(j)i ∈ Bτj (cj) for every j = 1, . . . , k. Which proves the theorem.

Lemma 13. In the hypothesis of Theorem 7 there exists α > 1 such that for all j = 1, . . . , k, EP (α,...,α)(z)
restricted to z ∈ B1(cj) attains its maximum in z = cj .
Proof. Let z ∈ B1(cj).
EP (α,...,α)(z) = nEP (α,...,α)i (z) = n
∫
B1(cj)∩Bα(z)
α− d(x, z)dµjx+
∑
i 6=j
∫
B1(ci)∩Bα(z)
α− d(x, z)dµix

Define α(z) > 1 the maximum value of alpha such thatBα(z)∩
⋃
i 6=j B1(ci) can be copied isometrically
inside B1(cj) along the boundary without intersecting each other and without intersecting Bα(z) as demon-
strated in Figure 6. Let α = max{α(z) : z ∈ ∪kj=1B1(cj)}. We know α > 1 since the balls are separated:
d(ci, cj) > 2 whenever i 6= j.
Let τj = τj(α, . . . , α). For every z ∈ Bτj (cj) it only sees its own cluster and nothing of the rest. Let
v ∈ Rm, ‖v‖ = 1 and consider the partial derivative with respect to v along the line tv : t ∈ (−τj , τj).
EP (α,...,α)i (z) =
∫
B1(cj)
α− d(x, z)dµjx
∂
∂v
EP (α,...,α)i (z) =
∫
B1(cj)
〈x− z, v〉
‖x− z‖ dµj(x)
> 0 if z = tv : −τj < t < 0= 0 if z = 0
< 0 if z = tv : 0 < t < τj
(26)
Then cj = argmaxz∈Bτj (cj) EP
(α,...,α)(z). And because of the way α was chosen, since the measures µi
are translations of the same rotationally symmetric measure, if z ∈ B1(cj)\Bτj (cj) we have
EP (α,...,α)i (z) =
∫
B1(cj)∩Bα(z)
α− d(x, z)dµjx+
∑
i 6=j
∫
B1(ci)∩Bα(z)
α− d(x, z)dµix
<
∫
B1(cj)
α− d(x, 0)dµjx = EP (α,...,α)i (0)
This proves the claim in Step 1. 
Lemma 14. There exists some ξ > 0 with the property: if α1, . . . , αk ∈ (α − ξ, α + ξ) then the maximum
of EP (α1,...,αk)i (z) restricted to B1(cj) is attained at z = cj .
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FIGURE 6. Let the circles B1(ci) be represented by the solid lined circles and the dashed
lined circle be Bα(z). In the left image, α = 1. Since the circles B1(ci) do not intersect
each other, then we can consider Bα(z) ∩
⋃
i 6=j B1(ci) copied symmetrically along the
boundary inside B1(cj) without intersecting each other or Bα(z) as in the left image. By
continuity that can also be done for slightly bigger alphas. Let α(z) the biggest value of α
for which that can be done. For the value of z in this example and the position of the balls
B1(ci), we have α(z) ≈ 1.1, and the intersections copied inside B1(cj) are represented in
the image at the right.
Proof. By continuity of EP (α1,...,αk)(z) with respect to the parameters α1, . . . , αk given ε > 0 there exists
ξ > 0 such that if α− ξ < αj < α+ ξ for all j = 1, . . . , k, then argmaxz∈B1(cj) EP
(α1,...,αk)
i (z) ∈ Bε(cj).
Let choose ε > 0 and ξ > 0 small enough such that it is also true that ε < τj(α1, . . . , αk) for all
α1 . . . , αk ∈ (α − ξ, α + ξ). Then the derivative computation in 26 applies, and can conclude that for
all α1, . . . , αk ∈ (α− ξ, α+ ξ) argmaxz∈B1(cj) EP
(α1,...,αk)
i (z) = cj . 
Lemma 15. Let α1, . . . , αk be such that argmaxz∈B1(cj) EP
(α1,...,αk)(z) = cj . Let also assume there exists
some x(j)i ∈ Bτ (cj) where τ < τj .
Then the maximum of P (α1,...,αk)(x(j)1 ), . . . , P
(α1,...,αk)(x
(j)
n ) is attained for an x
(j)
s inBτj (cj) with prob-
ability at least β(n) where limn β(n) = 1.
Proof. Let M such that 0 < P (α1,...,αk)i (z) < M . Then we use Hoeffding’s inequality,
Pr
(
|P (α1,...,αk)(z)− EP (α1,...,αk)(z)| > r
)
< 2 exp
(−2r2
nM2
)
We know argmaxz∈B1(cj) EP
(α1,...,αk)(z) = cj then by continuity there exists 0 < τ ′ < τj such that
infz∈Bτ ′ (cj) EP
(α1,...,αk)(z) ≥ supz∈B1(cj)\Bτ ′ (cj) EP (α1,...,αk)(z). Without loss of generality say τ ′ = τj .
Every point inside Bτj (cj) only sees its own cluster, the function EP (α1,...,αk)(z) is rotationally symmet-
ric since the measure is rotationally symmetric, and if we consider z = te1 then it is increasing in t for
t ∈ (−τj , 0) and decreasing for t ∈ (0, τj).
Let r and n satisfy
nEP (α1,...,αk)i (τj)− r < nEP (α1,...,αk)i (τ) + r (i.e. r < Cn),(27)
2 exp
(−2r2
nM2
)
< 1− β (i.e. r > C ′√n).(28)
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Condition (27) is illustrated in Figure 7. The horizontal dashed line corresponding to y = EP (α1,...,αk)(τj)
intersects the lower blue function EP (α1,...,αk)(t)− r in t0 ≥ τ .
With high probability, the bigger P (α1,...,αk)(z) is for z outside Bτj (cj), the smaller the same function
can be for z ∈ Bτ (cj). In other words, if x ∈ Bτ (0) and x′ ∈ B1(cj)\Bτj (cj)
Pr
(
|P (αA,αB)(x) > P (αA,αB)(x′)|
)
> β.
This completes the proof of Theorem 7.
FIGURE 7.

APPENDIX C. EXACT RECOVERY USING THE k-MEANS SDP
The setting is that we have k clusters, each of size n, so a total of N = kn points. We index a point
with (a, i) where a = 1, . . . , k represents the cluster and i = 1, . . . , n the index of the point in that cluster.
The distance between two points is represented by d(a,i),(b,j). We define the N ×N matrix D given by the
squares of these distances. It consists of blocks D(a,b) of size n× n such that D(a,b)ij = d2(a,i),(b,j).
Recall the k-means SDP and its dual:
max−Tr(DX)
s.t. Tr(X) = k
X1 = 1
X ≥ 0
X  0.
min kz +
∑k
a=1
∑n
i=1 αa,i
s.t. Q = zIN×N +
∑k
a=1
∑n
i=1 αa,iAa,i
−∑ka,b=1∑ni,j=1 β(a,b)i,j E(a,i),(b,j) +D
β ≥ 0
Q  0
The intended solution is X which is 1/n in the diagonal blocks and 0 otherwise. Defining 1a as the
indicator function of cluster a the intended solution is
X =
1
n
k∑
a=1
1a1
T
a .
We want to construct a dual certificate to show that this solution is the only optimal solution.
Complementary slackness tells us that
(29) Q1a = 0, ∀a.
It also tells us that
β(a,a) = 0, ∀a.
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We thus have, for the diagonal blocks of Q,
Q(a,a) = zIn×n +
1
2
n∑
i=1
αa,i
(
1eTi + ei1
T
)
+D(a,a),
note that here ei are n-length vectors and before they were N -length.
For the non-diagonal blocks,
Q(a,b) =
1
2
n∑
i=1
(αa,iei1
T + αb,i1e
T
i )−
1
2
β(a,b) +D(a,b),
By (29) we know that
Q(a,a)1 = 0.
which means that
eTr
[
zIn×n +
1
2
n∑
i=1
αa,i
(
1eTi + ei1
T
)
+D(a,a)
]
1 = 0, ∀r
This is equivalent to
(30) z +
1
2
n∑
i=1
αa,i +
1
2
nαa,r + e
T
r D
(a,a)1 = 0, ∀r
Summing this expression over all r = 1, . . . , n we get
nz +
1
2
n
n∑
i=1
αa,i +
1
2
n
n∑
r=1
αa,r + 1
TD(a,a)1 = 0,
which is equivalent to
n∑
i=1
αa,i = −z − 1
n
1TD(a,a)1.
Plugging this in (30) we get
z +
1
2
(
−z − 1
n
1TD(a,a)1
)
+
1
2
nαa,r + e
T
r D
(a,a)1 = 0, ∀r,
which means that
(31) αa,r = − 1
n
z +
1
n2
1TD(a,a)1− 2 1
n
eTr D
(a,a)1.
Our dual certificate will satisfy equalities (31). Note that summing (31) over a and r gives
kz +
k∑
a=1
n∑
r=1
αa,r =
k∑
a=1
n∑
r=1
(
1
n2
1TD(a,a)1− 2 1
n
eTr D
(a,a)1
)
= − 1
n
k∑
a=1
1TD(a,a)1,
which states that the objective value of the dual solution matches the objective value of the intended primal
solution. By ensuring that the null space of Q only consists of linear combinations of the vectors 1a we can
get a uniqueness result.
Lemma 16. Suppose there exists z and βa,b such that βa,b ≥ 0, a 6= b. Define αa,r as
(32) αa,r = − 1
n
z +
1
n2
1TD(a,a)1− 2 1
n
eTr D
(a,a)1
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Let Q be such that
Q(a,a) = zIn×n +
1
2
n∑
i=1
αa,i
(
1eTi + ei1
T
)
+D(a,a),(33)
Q(a,b) =
1
2
n∑
i=1
(αa,iei1
T + αb,i1e
T
i )−
1
2
β(a,b) +D(a,b), a 6= b.(34)
Then if Q(a,b)1 = 0, Q  0 and the nullspace of Q has dimension exactly k, the k-means SDP has a unique
solution and is the intended cluster solution.
Let us rewrite Q in terms of z and β. We have
Q(a,a) = zIn×n +
1
2
n∑
i=1
(
− 1
n
z +
1
n2
1TD(a,a)1− 2 1
n
eTi D
(a,a)1
)(
1eTi + ei1
T
)
+D(a,a)
equivalently,
Q(a,a) = z
(
In×n − 1
n
11T
)
+
1
2
n∑
i=1
(
1
n2
1TD(a,a)1− 2 1
n
eTi D
(a,a)1
)(
1eTi + ei1
T
)
+D(a,a)
On the other hand,
Q(a,b) =
1
2n
n∑
i=1
[(
−z + 1
n
1TD(a,a)1− 2eTi D(a,a)1
)
ei1
T +
(
−z + 1
n
1TD(b,b)1− 2eTi D(b,b)1
)
1eTi
]
−1
2
β(a,b) +D(a,b).
Equivalently,
Q(a,b) = −z 1
n
11T +
1
2n
n∑
i=1
[(
1
n
1TD(a,a)1− 2eTi D(a,a)1
)
ei1
T +
(
1
n
1TD(b,b)1− 2eTi D(b,b)1
)
1eTi
]
−1
2
β(a,b) +D(a,b).
With a bit of foresight, we now impose a condition on Q that implies the conditions in this Lemma. We
will require that
(35) eTr Q
(a,b)es =
1
n
eTr D
(a,b)1 +
1
n
1TD(a,b)es − eTr D(a,b)es −
1
n2
1TD(a,b)1 ∀a6=b.
Note that Q(a,b)1 = 0 and Q(b,a)1 = Q(a, b)T 1 = 0. This means that we will require, ∀r, s, that
eTr Q
(a,b)es =
1
n
eTr D
(a,b)1 +
1
n
1TD(a,b)es −D(a,b)rs −
1
n2
1TD(a,b)1
= −z 1
n
+
1
2n
[(
1
n
1TD(a,a)1− 2eTr D(a,a)1
)
+
(
1
n
1TD(b,b)1− 2eTsD(b,b)1
)]
(36)
−1
2
β(a,b)rs +D
(a,b)
rs
This is satisfied for non-negative β’s precisely when
2D(a,b)rs −
1
n
eTr D
(a,b)1− 1
n
1TD(a,b)es +
1
n2
1TD(a,b)1 ≥ e
T
r D
(a,a)1
n
+
eTsD
(b,b)1
n
− 1
2
(
1TD(a,a)1
n2
+
1TD(b,b)1
n2
)
+
1
n
z, ∀a6=b∀r,s.(37)
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It remains to ensure that Q  0.
By construction, Q(a,b)1 = 0 ∀a,b so we just need to ensure that, for all x perpendicular to the subspace
Λ spanned by {1(a)}ka=1 that
(38) xTQx > 0.
Since in particular x ⊥ 1, as a consequence of (33) and (35) the expression greatly simplifies to:
(39) zxTx+ 2xT (
∑
a
D(a,a))x− xTDx > 0,
which means that we simply need
(40) z >
xTDx
xTx
− 2x
T (
∑
aD
(a,a))x
xTx
, ∀x⊥Λ.
Now, we can decompose the squared euclidean distance matrix D as
D = V + V T − 2MMT ,
where V is a rank-1 matrix with each row having constant entries (the squared norms of the data points)
and where the coordinates of the data points x(k)j ∈ Rm constitute the rows of M ∈ RN×m. In particular
zT [V+V T ]z
zT z
= 0 for z ⊥ Λ. Since MMT is positive semidefinite (40) can be stated as
(41) z > 4 max
a
max
x⊥1
xTM (a)M (a)Tx
xTx
Since we need the existence of a z to satisfy both (41) and (37) we need that ∀a6=b∀r,s,
(42) 2D(a,b)rs −
1
n
eTr D
(a,b)1− 1
n
1TD(a,b)es +
1
n2
1TD(a,b)1 >
eTr D
(a,a)1
n
+
eTsD
(b,b)1
n
− 1
2
(
1TD(a,a)1
n2
+
1TD(b,b)1
n2
)
+
1
n
(
4 max
a
max
x⊥1
∣∣∣∣∣xTM (a)M (a)T )xxTx
∣∣∣∣∣
)
This gives us the main Lemma of this section:
Lemma 17. If, for all clusters a 6= b and for all indices r, s we have
(43) 2D(a,b)rs −
1
n
eTr D
(a,b)1− 1
n
1TD(a,b)es +
1
n2
1TD(a,b)1 >
eTr D
(a,a)1
n
+
eTsD
(b,b)1
n
− 1
2
(
1TD(a,a)1
n2
+
1TD(b,b)1
n2
)
+
1
n
(
4 max
a
max
x⊥1
∣∣∣∣∣xTM (a)M (a)T )xxTx
∣∣∣∣∣
)
then the k-means SDP has a unique solution and it coincides with the intended cluster solution.
Remark 5. For cluster c define xc =
∑
y∈c y the mean of the cluster. By using the parallelogram identity in
(43) one can rewrite the condition of Lemma 17.
If, for all clusters a 6= b and for all indices r, s we have
(44) 2‖xr − xs‖2 − ‖xr − xb‖2 − ‖xs − xa‖2 − ‖xr − xa‖2 − ‖xs − xb‖2 + ‖xa − xb‖2 >
1
n
(
4 max
a
max
x⊥1
∣∣∣∣∣xTM (a)M (a)T )xxTx
∣∣∣∣∣
)
then the k-means SDP has a unique solution and it coincides with the intended cluster solution.
The question remains: what is the necessary minimal separation between clusters so that the conditions
(43) or (44) are satisfied. In the next subsection, we will make this statement more precise for a general
class of probabilistic models for clusters.
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APPENDIX D. THE k-MEANS SDP DISTINGUISHES CLUSTERS
In this section we consider a probabilistic models for clusters. For simplicity, we assume in this section
that the number of points in each cluster is the same and the radii of all clusters are the same and equal to 1.
More precisely, let µ a probability measure in Rm supported in the unit centered ball B1(0), continuous
and rotationally symmetric with respect to 0.
Given a set of points c1, . . . , ck ∈ Rm such that d(ci, cj) > 2 if i 6= j, we consider µj the translation of
the measure µ to the center cj .
Consider A1 =
{
x
(1)
i
}n
i=1
, . . . , Ak =
{
x
(k)
i
}n
i=1
, each point drawn randomly and independently with
probability given by µ1, . . . , µk respectively. Denote by
{
x˜
(1)
i
}n
i=1
, . . . ,
{
x˜
(k)
i
}n
i=1
the centered points,
x˜
(j)
i = x
(j)
i − cj .
Proposition 18. If clusters a and b are supported in two disjoint euclidean balls and their respective means
xa and xb are the centers of their respective balls, then the LHS of (44) has minimum
(45)
{
∆2/2− 4 if ∆ ≤ 4
(∆− 2)2 if ∆ > 4
In particular it is positive for center separation ∆ > 2
√
2.
Proof. Without loss of generality assume xa = (0, . . . , 0) ∈ Rm and xb = (∆, 0, . . . , 0) ∈ Rm then we
search for
min 2‖xr − xs‖2 − ‖xr − xb‖2 − ‖xs − xa‖2 − ‖xr − xa‖2 − ‖xs − xb‖2 + ‖xa − xb‖2
subject to
‖xr − xa‖2 ≤ 1
‖xs − xb‖2 ≤ 1
By using Lagrange multipliers one finds that if ∆ ≤ 4 then the minimum is attained at points such that
xr(1) = ∆/4, xs(1) = ∆/2 and xr(i) = xs(i) for all i = 2, . . . ,m. When ∆ > 4 the minimum is attained in
xr = (1, 0, . . . , 0), xs = (∆− 1, 0, . . . , 0). By substituting in (44) we obtain the desired result. 
Now, we bound the RHS of (44). As discussed in the previous section, the coordinates of the points
x
(k)
j ∈ Rm constitute the rows of M ∈ RN×m. Given our distributional model, we can then write
M = M˜ + C where M˜ has independent and identically distributed rows drawn from µ, and C is a rank
k matrix whose rows are constant within any cluster: the ((r, a), (s, b))th row is the shift cb − ca, and the
((r, a), (s, a))th row is zero.
Recall that Λ is the k-dimensional subspace spanned by {1(a)}ka=1. Since CT z = 0 for z ⊥ Λ we have,
1
n
[
4 max
z⊥Λ
zTM (a)M (a)T z
zT z
]
=
1
n
[
4 max
z⊥Λ
zT M˜ (a)M˜ (a)T z
zT z
]
≤ 4
n
σmax(M˜
(a))2.
The rows of M˜ are the centered points, x˜(j)i . Let θ be the expectation θ = E(‖x˜(j)i ‖2). The rows of
√
m
θ M˜
are independent isotropic random vectors and ‖√mθ x˜(j)i ‖2 ≤ √m/θ. We have quantitative bounds on the
spectra of such matrices: by Theorem 5.41 of [57], we have that for every t ≥ 0,
(46) P
[
σmax
(√
m
θ
M˜ (a)
)
>
√
n+ t
√
m
θ
]
≤ 2m exp(−ct2),
where c > 0 is an absolute constant. Taking t = s
√
nθ
m , we find that
4
nσmax(M˜
(a))2 ≤ 4θ(1 + s)2 1m with
probability at least 1− 2m exp(−cns2/m).
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By a union bound, we have that
1
n
(
4 max
a
max
z⊥1
zTM (a)M (a)z
zT z
)
≤ 4θ(1 + s)2 1
m
with probability exceeding 1− 2mk exp(−cns2/m)
We conclude that the inequality in (44) sufficient for integrality of the k-means SDP is satisfied with
probability exceeding 1− 2mk exp(−cns2/m) if
∆2
2
− 4 > 4(1 + s)2 θ
m
which holds once the centers of the clusters are separated by euclidean distance ∆ >
√
8(1 + s)2 θm + 8.
Fixing parameter s = 1logn , the above analysis implies the following theorem.
Theorem 19. Let µ be a probability measure in Rm supported in B1(0), continuous and rotationally sym-
metric with respect to 0. Given a set of centers c1, . . . , ck ∈ Rm such that d(ci, cj) > ∆ > 2
√
2 for all
i 6= j, we consider µj the translation of the measure µ to the center cj .
Consider A1 =
{
x
(1)
i
}n
i=1
, . . . , Ak =
{
x
(k)
i
}n
i=1
, each point drawn randomly and independently with
probability given by µ1, . . . , µk respectively. Suppose that the centers of any two balls are separated by
euclidean distance ∆ >
√
8(1 + 1logn)
2 θ
m + 8 where θ = E(‖x
(j)
i − ci‖2) < 1. There is a universal
constant c > 0 such that with probability exceeding 1 − 2mk exp
(
−cn
(logn)2m
)
the k-means SDP has a
unique integral solution which coincides with the intended cluster solution.
Remark 6. In the limit n → ∞, the probability of success goes to 1 and the separation distance goes to
2
√
2(1 +
√
θ
m).
APPENDIX E. WHERE CONVEX RELAXATIONS SUCCEED, LLOYD’S METHOD CAN FAIL
As mentioned in Section 5, it is not difficult to construct a bad scenario for Lloyd’s k-means algorithm;
consider 3 balls A, B, and C of unit radius such that the centers of A and B are at a distance of ∆ > 2
from each other, and the center of C is far away (at a distance of D  ∆ from each of the first two balls).
Generate data by sampling n points from each of these balls. Now consider this group of 3 clusters as a
unit, and create l copies i = 1, . . . , l of such units, {Ai, Bi, Ci}, such that each group i is sufficiently far
from others. We will show that with overwhelming probability, Lloyd’s algorithm picks initial centers such
that either (1) some group of 3 clusters does not get 3 centers initially (i.e. there exists i such that there are
fewer than 3 centers among Ai, Bi, Ci), or (2) some group of 3 clusters i will get 3 centers in the following
configuration: 2 centers in Ci and 1 center in Ai ∪ Bi. In such case, it is easy to see the the algorithm
cannot recover the true clustering. The same example can also be extended to show that the well known
kmeans++ [9] algorithm which uses a clever initialization will also fail.
We first analyze a single group of 3 clusters Ai, Bi, Ci. Since Lloyd’s method chooses the initial centers
at random, there is a constant probability event of two centers being chosen from Ci, and only one center
chosen among the first two balls. The probability of this event is 29 . Now consider any iteration where two
centers p, q lie in the Ci and only one center r lies in Ai ∪ Bi. The first step of Lloyd’s method computes
new clusters by assigning each point to the nearest current center. Note that because Ci is far away from Ai
and Bi, each point in the first two balls still gets assigned to the center r, and the data points from the third
ball get assigned to either p or q. Then, when the new centers are computed (by taking the average of the
newly formed clusters), once again there will be two centers lying in Ci, and only one center from Ai ∪Bi.
Inductively, we can conclude that, if the random assignment of centers in the first iteration chooses two
centers from Ci, then the final clustering will also have two centers from Ci. Consequently, the clustering
will not be optimal. Therefore, this example shows that the Lloyds method fails with constant probability.
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We can in fact make the probability of success exponentially small by increasing the number of clusters,
taking ` disjoint copies of the 3-cluster instance above and placing each 3-cluster suitably far apart. In this
setting, the algorithm fails if any copy is not assigned 3 centers initially. If all ` copies are assigned 3 centers,
then the algorithm fails at distinguishing the clusters if it is initialized incorrectly in any of the ` copies; so
the algorithm succeeds with probability at most
(
1− 29
)`.
Failure of kmeans++: There exist configurations for which kmeans++ fail with high probability, even its
versions with overseeding and pruning. Let’s take for instance the algorithm from [47], that consists in
k-means preceded by the following initialization
(1) Given an overseeding parameter c > 1, sample ck points as centers with the following distribution:
if Z = {c1, . . . , cj} are centers the probability of x being added to the set of centers is proportional
to minci∈Z ‖x− ci‖2.
(2) While we have more than k centers, greedily remove a center from Z which leads to the minimum
increase in the k-means cost.
(3) Output the final k centers.
The argument we use to show the failure of Lloyd’s algorithm can be adjusted to this setting. Let’s say we
have 3k clusters arranged in groups of three {Ai, Bi, Ci}ki=1 such that the groups are far apart from each
other and in each group the clusters Ai and Bi are very close to each other and Ci is far away as before. If
after the seeding step there is only one center among Ai ∪ Bi for any i ∈ {1, . . . , k}, then the algorithm
deterministically fails in recovering the clusters. The idea is illustrated in figures 8 and 9.
FIGURE 8. Initialization of the centers for which k-means fails with constant probability.
FIGURE 9. Final configuration of the clusters after the initialization as in Figure 8.
We show that given c > 1, ∆ > 2 and 0 < γ < 1 one can choose K = 3k centers such that the minimum
distance between any two of them is ∆ and the probability of failure of kmeans++ with overseeding and
pruning is at least γ.
Let (Ai, Bi, Ci)ki=1 the unit balls from where our clusters are drawn such that the distance between Ai
and Bi is ∆ for all i = 1, . . . , k and all the other distances between clusters are at least 100∆. We assume
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also that the data points are in Rd where dimension of the space is d cK, such that if we have cK centers
in a unit ball, the balls with radii 1/2 centered in those centers cover at most half of its volume.
We can bound the probability of selecting zero centers at A1 and one center at B1. Each time we select a
center, the probability of not selecting a center in A1 ∪ B1 is greater than the probability of not selecting it
given that there is one center at B1 and there is at least one center in the rest of the balls. For that case,
• If x ∈ A1 then minci∈Z ‖x− ci‖2 < (2 + ∆)2 < 4∆2.
• If x ∈ B1 then minci∈Z ‖x− ci‖2 < 4.
• If x in a cluster X different from A1 and B1 then our dimensionality assumption implies
minci∈C ‖x− ci‖2 > 1/4 for at least half of the volume of X .
Then, after the normalization, if K is large enough the probability of selecting cK centers such that there
is exactly one at A1 ∪B1 is at least(
K − 2
32∆2 + 32 + (K − 2)
)cK
≈
(
1− ∆
′
K
)cK
≈ exp(−c∆′)
Then, if we let K be in the order of exp(c∆′), the probability of having exactly one center in Ai ∪Bi for
i = 1, . . . k can be made arbitrarily close to 1.
APPENDIX F. RECOVERY GUARANTEES THROUGH PRIMAL-DUAL ALGORITHM
As mentioned in the introduction our results for the k-median LP also imply that the Primal-Dual algo-
rithm of Jain and Vazirani [36] converges to the exact solution whenever separation and center dominance
conditions are satisfied.
In the primal-dual based algorithm, T is the set of medians and S is the set of points that have not been
assigned to a median yet. The parameter z plays the role of the cost of setting a median. We can see the dual
variable αj as the amount point j ∈ P will pay for the solution; a βij can be thought as the amount j ∈ P
is willing to pay to have i ∈ P as a median. The algorithm increases the dual variables until some median
i is paid off. When that happens, i is assigned as a median, and the algorithm freezes the set of points that
contributed to i.
When all points had been assigned to medians, the algorithm assures that no point is paying for two
different medians by iteratively selecting one element from T and removing all other elements that share
contributors with it. This removing phase is what makes this an approximation algorithm. If no point
contributes to two different medians in T , then the solution given by this algorithm is exact.
F.1. Exact recovery via the Primal-Dual algorithm. LetA andB be defined as in Section 2. In Theorem 6
we proved not only that the LP (3) has an integral solution but also that there is a solution to the dual problem
(4) with the dual variables constant within each cluster. This suggests that the primal-dual algorithm will
freeze all the points in one cluster at once when z is chosen to be the solution to (3) (and (4)).
Let’s say αA < αB . When all αj (j ∈ P ) get to be αA then mA becomes a center and all points in A
freeze. This occurs because if k ∈ A then the RHS of (5) attains its maximum (equal to z) in the median
mA. Then we have
∑
j∈P
βkj =
∑
j∈A
(αA − d(k, j))+ +
∑
j∈B
(αA − d(k, j))+≤nαA −OPTA = z∑
j∈P
βmAj =
∑
j∈A
(αA − d(mA, j))+ +
∑
j∈B
(αA − d(mA, j))+=
∑
j∈A
αA − d(mA, j) = z
Since d(mA, i) > αB > αA for all i ∈ B, no point from B contributes to mA. After all points in A
freeze, when the remaining α reach αB, the rest of the points freeze and mB becomes their median. For
k ∈ B and j ∈ A, (j 6= mA) βkj = (αA − d(k, j))+ since it has not increased once mA is a median. For
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Algorithm 1 Primal-Dual algorithm
procedure PRIMAL-DUAL(P, z)
αj ← 0 for all j ∈ P
βij ← 0 for all i, j ∈ P
S ← P
T ← ∅
while S 6= ∅ do
increase αj for all j ∈ S uniformly until:
if αj ≥ d(i, j) for some i ∈ S ∪ T then
increase βij uniformly with αj .
end if
if αj ≥ d(i, j) for some j ∈ S, i ∈ T then
S ← S − {j} . The point j gets assigned to the medoid i.
end if
if
∑
j∈P βij = z for some i ∈ P then
T ← T ∪ {i}
S ← S − {j : αj ≥ d(i, j)}
end if
end while
while T 6= ∅ do Pick i ∈ T ; T ′ ← T ′ ∪ {i}
. Remove all mediods h where some point contributed to both i and k.
T ← T − {h ∈ T : ∃j ∈ P, βij > 0 and βhj > 0}
end while
return T ′ . T ′ is the set of mediods. The point j is assigned to the medoid i if and only if
αj ≥ d(i, j).
end procedure
j = mA we have (αB − d(k,mA))+ = 0 = (αA − d(k,mA))+. Then
∑
j∈P
βkj =
∑
j∈A
(αA − d(k, j))+ +
∑
j∈B
(αB − d(k, j))+≤nαB −OPTB = z∑
j∈P
βmBj =
∑
j∈A
(αA − d(mB, j))+ +
∑
j∈B
(αB − d(mB, j))+=
∑
j∈A
αB − d(mB, j) = z
We have argued the following:
Proposition 20. If A and B are two sets satisfying separation and center dominance conditions, then the
primal-dual algorithm with parameters P = A ∪ B and z = nαA − OPTA = nαB − OPTB assigns xA
to mA for all xA ∈ A and xB to mB for all xB ∈ mB .
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