Let g be a finite-dimensional semisimple Lie algebra and (· , ·) its Killing form, σ an elliptic automorphism of g, and a a σ-invariant reductive subalgebra of g, such that the restriction of the form (· , ·) to a is non-degenerate. Let L(g, σ) and L(a, σ) be the associated twisted affine Lie algebras and F σ (p) the σ-twisted Clifford module over L(a, σ), associated to the orthocomplement p of a in g. Under suitable hypotheses on σ and a, we provide a general formula for the decomposition of the kernel of the affine Dirac operator, acting on the tensor product of an integrable highest weight L(g, σ)-module and F σ (p), into irreducible L(a, σ)-submodules.
Introduction
Let g be a finite-dimensional semisimple Lie algebra and (· , ·) its Killing form, let σ be an elliptic automorphisms of g (i.e. σ is semisimple with modulus one eigenvalues). Let a be a σ-invariant reductive subalgebra of g such that (· , ·) is still nondegenerate when restricted to a. Let g 0 and a 0 be the fixed point sets of σ and σ |a respectively. Then we can choose a σ-invariant Cartan subalgebra h of g, such that h 0 = h ∩ g 0 is a Cartan subalgebra of g 0 . The aim of this paper is to establish a formula describing the kernel of the Kac-Todorov affine Dirac operator, provided that there exists an elliptic automorphism µ of g, commuting with σ, such that h 0 is the centralizer of a Cartan subalgebra h µ 0 in the algebra (g 0 ) µ , the fixed point set of µ in g 0 , and h µ 0 is a Cartan subalgebra of a 0 . This formula is a generalization of the formula proved in [12, Theorem 5.4] , where it was assumed that the rank of a 0 equals the rank of g 0 . To state the result precisely, let L(Λ) be a integrable irreducible highest weight module over the twisted affine Lie algebra L(g, σ), and let F σ (p) be the σ-twisted Clifford module (see (5.2) ), p being the orthocomplement of a in g. Let D be the Kac-Todorov affine Dirac operator, which we regard as an operator on X = L(Λ) ⊗ F σ (p). The main result of the present paper is the following: Here ϕ * a , ρ σ , ρ aσ , and W ′ are as defined in (2.9), (2.6), and (4.3) respectively. Theorem 1.1 encompasses a long series of results which have their roots in the finite dimensional theory, as we presently explain.
In his seminal paper [21] , Parthasarathy pointed out a remarkable connection between the Atiyah-Bott Dirac operator and the discrete series for a real semisimple group G with an equal rank maximal compact subgroup K. His results can be recast in the following algebraic setting. Let g 0 be the Lie algebra of G and g = k ⊕ p be the (complexified) Cartan decomposition for the complexification g of g 0 . Let h be a common Cartan subalgebra for g and k. Fix a positive system ∆ + for the set of roots ∆ g of (g, h) and let ∆ + k = ∆ k ∩ ∆ + . Let ρ, ρ k be the corresponding half sums of positive roots, and let W, W k be the Weyl groups of (g, h), (k, h), respectively. Denote finally by W ′ the set of minimal right coset representatives of W k in W . Parthasarathy proved that the spin representation S of p decomposes, as a k-module, as follows:
(cf . [21, Lemma 2.2]), and used this decomposition to calculate the kernel of the Dirac operator. In turn he derived from this description an explicit realization of the discrete series [21, Theorem 3] .
Later on, Kostant realized that, upon a suitable modification of the Dirac operator, one could decompose directly its kernel into collections of representations which he named multiplets (see the r.h.s. in formula (1.3) below). At the same time he generalized the decomposition to the non-symmetric case, changing the setting as follows. Let a be an equal rank reductive subalgebra of g. Consider the Dirac operator with cubic term
where p is the orthocomplement of a in g, {z i } is an orthonormal basis of p and v is the image in the Clifford algebra Cl(p) of p of the fundamental 3-form ω ∈ ∧ 3 (p * ), ω(X, Y, Z) = (X, [Y, Z]) under the skewsymmetrisation map. This Dirac operator acts naturally on the a-module L(Λ) ⊗ S, where L(Λ) is an irreducible finite dimensional highest weight g-module and S is, as above, the space of spinors for p. Kostant proved in [16] that Ker( ∂ g/a ) admits the following decomposition into irreducible a-modules Ker( ∂ g/a ) = w∈W ′ V (w(Λ + ρ) − ρ a ).
(1.3)
(Notation is as above with a in place of k). Since in the symmetric case the kernel of the Dirac operator is the whole spin module S, putting Λ = 0 in (1.3) one recovers formula (1.2). Decomposition formulas for the spin module S into irreducible k-modules, when k is the fixed point set of an involution (but not necessarily of the same rank as g) have been found in [23] , [20] , [9] . The formula given in [23, Lemma 9.3.2] is S = 2
Here C(P k ) is the set of positive subsets of ∆ g , compatible with ∆ + k . This means that P ∈ C(P k ) if 1. P is stable w.r.t the Cartan involution; 2. if α ∈ ∆ + k then there exists β ∈ P such that the restriction of β to a fixed Cartan subalgebra of k equals α.
Formula (1.4) does not show explicitly the emergence of multiplets. The obvious difficulty is that W k is not naturally a subgroup of W . This problem has been overcome in [20] with a case by case approach and, in a uniform fashion, in [9] . Let us describe the main idea. Let t be a Cartan subalgebra of k, contained in h. Let W k be the Weyl group of (k, t) and W comm the subgroup of W formed by the elements commuting with the Cartan involution. It turns out that W comm is a Coxeter group containing W k as a reflection subgroup, and if W ′ is a set of minimal right coset representatives of W k in W comm , one has [9, Proposition 1.2]
The generalization of the previous results to the affine setting has many different aspects. One has first to remark that in the infinite-dimensional case there are essentially two types of spaces of spinors for the affinization so(V ) of the special orthogonal algebra. They are called basic+vector and spin representations, and correspond to certain (sums of) fundamental representations of so(V ). For any symmetric pair (g, k), one has an isotropy representation k → so(p) which gives rise to an embedding k → so(p). Therefore it is natural to investigate the decomposition of the basic+vector and spin representations into irreducible k-modules. This analysis has been performed in [5] , deepening previous work of Kac and Peterson [13] . The formulas we obtained, which can be considered the infinite-dimensional analogues of (1.2) and (1.5), show the presence of multiplets, but fail to make it clear why multiplets appear. On the other hand, formula (1.3) has been generalized by Landweber [18] to the affine case using a suitable analogue of the cubic Dirac operator, still obtaining multiplets.
Formula (1.1) connects all these items in the setting of twisted affine Lie algebras and provides a general framework for the emergence of multiplets.
The basic tool is the Kac-Todorov (cubic) affine Dirac operator D (which was introduced in [14] before [18] ). This operator was used in [12] to obtain a generalization of (1.3) in the twisted affine equal rank setting, therefore providing a conceptual explanation of the emergence of multiplets in the equal rank case. Indeed, in [12, Theorem 5.4] we proved that that upon replacing ∂ g/a by D, g by the twisted loop algebra L(g, σ), a by L(a, σ) and L(Λ) ⊗ S by X, one gets a decomposition formula which looks exactly like (1.3).
The missing element for treating the non equal rank case was the identification of the affine analogue of W comm . It turns out that the correct choice is the subgroup W comm of the Weyl group of L(g, σ) formed by the elements commuting with µ. The last ingredient for the proof of (1.1) is Proposition 5.2, which is the non equal rank version of a standard result which goes back to n-cohomology theory in the finite dimensional case.
Let us briefly describe the organization of the paper. After a thorough explanation of the setup in Section 2, we review in Section 3 some basic material on twisted affine Lie algebras. In particular we construct explicitly the root data of L(g, σ) in terms of σ (cf. Proposition 3.2), also treating the case of semisimple g. These results for arbitrary semisimple g seem to be new (in [11] only simple g are treated). Section 4 is the most technical one. The upshot is the machinery of minimal coset representatives for the symmetry groups naturally appearing in the picture. It is a kind of affine analogue, in the framework of Steinberg's abstract approach to reflection groups, of the construction of [9] outlined above. The main results here are Corollary 4.6 and Lemma 4.7. In Section 5 we prove Theorem 1.1 and in Section 7 we apply it to recover from a new point of view the decomposition formulas for the basic+vector and spin representations found in [5] . To accomplish this, we need a detailed analysis of the decomposition of Clifford modules as representations of orthogonal affine algebras. This is done in Section 6. In Section 8 we deal with asymptotic dimensions of multiplets, providing formulas for their signed sum in the equal rank case. We are also able to determine the cases in which the Dirac operator vanishes identically on X. In these cases we provide a formula for the sum of the asymptotic dimensions of the elements of the multiplet.
Setup
For a finite-dimensional reductive Lie algebra g over C with a given symmetric non-degenerate invariant bilinear form (.,.) denote by C g the corresponding Casimir operator and let 2g i (i = 1, . . . , T ) be the eigenvalues of C g on g, g i being the corresponding eigenspaces.
Let σ be an elliptic automorphism of g leaving the bilinear form (·, ·) invariant. For j ∈ R, let j denote the class of j modulo Z and g j the σ-eigenspace with the eigenvalue e 2πij . Set
The latter is a central extension of the Lie algebra L(g, σ) with the Lie algebra bracket defined by
. The Lie algebra L(g, σ) is called the σ-twisted affinization of g with respect to (·, ·).
Let µ be an elliptic automorphism of g, preserving the invariant bilinear form and commuting with σ. Then µ(g j ) ⊆ g j . In particular µ induces an automorphism of g 0 (still denoted by µ). Consider the set (g 0 ) µ of µ-fixed points in g 0 . Let h µ 0 be a Cartan subalgebra of (g 0 ) µ and let h 0 be centralizer of h µ 0 in g 0 . Then h 0 is a Cartan subalgebra of g 0 . Let ∆ 0 be the set of roots of (g 0 , h 0 ) and fix a set ∆ + 0 of positive roots that is µ-stable. Let Π 0 be the corresponding set of simple roots.
Assume from now that g is semisimple and that the form (·, ·) is a positive multiple of the Killing form. It follows that C g acts on g as 2gI g with g > 0. Let a be a σ-stable reductive subalgebra of g such that the invariant form (· , ·) is still nondegenerate when restricted to a. Set a j = a ∩ g j . Assume furthermore that h µ 0 is a Cartan subalgebra of a 0 . Let p be the orthocomplement of a in g.
Let ∆ a be the set of h Let L(a, σ) be the σ-twisted affinization (with respect to (·, ·) |a ) of a. Set, using standard notation,
(K being the central element corresponding to the unique eigenvalue of C g ) and
Let ∆ be the set of h-roots of L(g, σ). As a set of positive roots for ∆ we choose
Analogously, if ∆ a is the set of roots for L(a, σ) then we choose ∆
as a set of positive roots. Let Π σ , Π a be the corresponding sets of indecomposable roots.
Let Λ 0 be the element of h
In [10, Ch. 10, § 5] it is shown that (·, ·) |h 0 ×h 0 is nondegenerate, thus we can define dually a form (·, ·) on h * 0 . Extend (·, ·) to all of h * by setting
* as a subspace of h * 0 by extending functionals to h p by zero. In turn, we may view ( h µ ) * as a subspace of h * . Notice that both Λ 0 and δ are in ( h µ ) * , thus our formulas define also a bilinear form (·,
α. Let ∆ j be the set of h 0 -weights of g j and define, for j = 0
(1 − 2j)ρ aj , (2.5)
Set b = h 0 ⊕ n to be the Borel subalgebra of g 0 corresponding to our choice of ∆
highest weight module with highest weight Λ ∈ h * if there is a nonzero vector
Given a weight Λ in h * , we let L(Λ) be the irreducible highest weight module for L(g, σ) with highest weight Λ.
Similarly, setting n
Given a weight ξ in h * a , we let V (ξ) be the irreducible highest weight module for L(a, σ) with highest weight ξ.
We retain the setting of [12] . In particular, by specializing to A = p in the construction of [12, Section 3.2], we obtain a Clifford module that we denote by F σ (p) (see also (5.2) below). This module is denoted by F τ (p) in [12] .
As observed in Remark 3.1 of [12] , if M is a highest weight module for L(g, σ), then the module X = M ⊗F σ (p) acquires a natural action of L(a, σ).
Remark 2.1. This last property can be restated as follows. Consider the map ϕ a : h a → h µ , defined by
Let D be the Kac-Todorov (relative) affine Dirac operator acting on X. This is the operator (G g,a ) X 0 defined in Section 4 of [12] . It has the following properties:
2. If N is a highest weight module over L(a, σ) with highest weight ξ occurring in X and v ∈ N, then
Notice that 2. above makes sense because of Remark 2.1.
Twisted affine Lie algebras
In the rest of the paper we assume that g is semisimple.
We now review the theory of twisted affine Lie algebras assuming σ indecomposable. In particular we show that L(g, σ) is an affine Kac-Moody Lie algebra. We follow the approach outlined in Section 8.8 of [11] as exposed in [10, Ch. 10, § 5] . It is shown in [2] that there is a regular element of g that is fixed by σ. This in turn implies that in any Cartan subalgebra of g 0 (in particular h 0 ) there is a g-regular element. Hence its centralizer is a Cartan subalgebra h of g and there is a positive system Φ + for the set Φ of roots of (g, h) having the property that the automorphism of Φ induced by σ stabilizes Φ + . Let η be the corresponding diagram automorphism of g (cf. [11, §8.1]). We can write σ = ηe 2πiad(h) with h ∈ h 0 . Let Π σ = {α 0 ,α 1 , . . . } be the set of indecomposable roots in ∆ + . Set ∆ to be the set of h 0 -weights of g and set
Following [10, Ch. 10, § 5] we have 1. Π σ is finite having precisely dim h 0 + 1 elements.
is an indecomposable Cartan matrix of affine type.
As shown in the proof of Lemma 5.10 i) of [10] , this implies that L(g, σ) is isomorphic to the Kac-Moody algebra g(A). We denote by W σ be its Weyl group. Remark that in [12, Lemma 5.3] we have proved that
We turn now to the determination of the set of simple roots of L(g, σ). As a first case we assume σ = η. Let k η be the fixed point set of η in g. Let Φ η be its set of h 0 -roots. Then Φ
is a set of positive roots for Φ η . Let Π η = {α 1 , . . . , α l } be the corresponding set of simple roots. Let r be the order of η and set g 1 to be the η-eigenspace in g with the eigenvalue e −2πi/r .
Lemma 3.1. The space g 1 is irreducible as a k η -module. Moreover, if θ is its highest weight, then
Proof. It is clear that the simple roots of k η are indecomposable in Φ + η hence Π η ⊂ Π η . By property 1 above we deduce that Π η \Π η has only one element that we denote by α 0 . In order to compute α 0 , we argue as in the proof of Lemma 5.10 of [4] . Set u = j>0 t j ⊗ gj and u
is the adjoint of ∂ w.r.t. the Hermitian form defined in [17] ) is zero on t
On the other hand, if W ′ η is a set of minimal right coset representatives of the Weyl group of k η in W η then, by the Kostant-Garland-Lepowsky theorem (see e.g. [17] ) and (3.2), we have
Use now the identification g 1 ∼ = t − 1 r ⊗ g −1/r as k η -modules to deduce at once that g 1 is irreducible and that its highest weight θ is equal to −(α 0 ) |h 0 and in turn that α 0 = 1 r δ − θ.
We now turn to the general case. Let W η be the Weyl group of k η , and consider
a lattice in h 0 . Define, for α ∈ M, the corresponding "translation" in h * by
and the translation in h by the contragradient action:
As in [11, Chapter 6] one proves that if α ∈ M, then t α ∈ W η and that
given by the natural projection to define an affine action on (h 0 ) R . It is clear that t λ (h) = h + λ for λ ∈ M and that the linear reflection w.r.t. 
is a fundamental domain for this action. Therefore, if σ = ηe 2πi ad(h) , there exists w ∈ W η such that
This map is a bijection between the roots of L(g, η) and the roots of L(g, σ).
If we decompose w −1 as w
In particular, if we set
then we have w
is a set of simple roots for L(g, σ). In particular, the set Π ′ 0 of the roots in Π ′ such that s i = 0 is a set of simple roots for g 0 . By finite dimensional theory (see [3] 
. If s i = 0 then we can substitute w with s α i w, thus we can choose w so that
We have proven the following Proposition 3.2. Write σ = ηe 2πiad(h) with η a diagram automorphism and
. We can choose w in such a way that, if
then the set of roots in Π such that s i = 0 is equal to Π 0 . Then the set Π in (3.9) is the set Π σ of simple roots of L(g, σ) corresponding to ∆ + .
Preparation on Weyl groups
In the rest of the paper we assume that g is semisimple and that σ is an elliptic automorphism (not necessarily indecomposable) of g.
Recall that we introduced another automorphism µ of g and assumed that µσ = σµ. Extend µ to h * by setting µ(δ) = δ and µ(
Observe that µ induces an automorphism of the diagram of L(g, σ). Indeed µ( ∆) ⊂ ∆, since µσ = σµ. Since we chose ∆ + 0 to be µ-stable, we deduce from (2.3) that µ( ∆ + ) ⊂ ∆ + , as desired. If J is a µ-orbit in Π σ and the root system ∆ J generated by J is of finite type, we let (w 0 ) J be the the longest element of the Weyl group of ∆ J . If ∆ J is not of finite type, we set (
From now on we assume for simplicity that the action induced by µ on the set of components of Π σ has a single orbit.
Lemma 4.1. The set {α J } is linearly independent, hence it is a basis of (h µ 0 ) * ⊕ Cδ.
Proof. Let {Γ 1 , . . . , Γ t } be the components of Π σ and set
Cd i (e stands for "extended"). Then extending α ∈ Γ i to an element α e of ( h e ) * by setting α
Let W comm be the group of linear transformations of h µ generated by the set of reflections
(Here, if α is isotropic, we mean s α to be the identity). If w ∈ W (µ), we letw be the restriction of w to h µ .
Proposition 4.2. The map w →w defines an isomorphism between W (µ) and W comm .
Proof. First of all we prove that the map w →w from W (µ) to the set of linear maps on h µ is injective. In fact, if w = 1 then there is α j such that
Next we show that the image of the map contains W comm . If ∆ J is of finite type, then arguing as in Proposition 9.17 of [3] , we see that (w 0 ) J is in W (µ) and that (w 0 ) J = s α J . We now check that, if ∆ J is not of finite type then α J is isotropic, so that (w 0 ) J = s α J in this case too. Fix a component J 0 of J and let µ 0 be the subgroup of the cyclic subgroup µ generated by µ that stabilizes J 0 . Since J is an orbit of µ , we have that J 0 is an orbit of µ 0 . If µ k is any generator of µ 0 , we have that µ k is a diagram automorphism of J 0 having a single orbit. Browsing Tables Aff 1-3 of [11] , we see that J 0 is of type A
It remains to show that the image of the map is precisely W comm . This is accomplished by showing that W (µ) is generated by
Suppose that w ∈ W (µ) and that w = 1. Then there exists a simple root α j such that w(α j ) ∈ − ∆ + . We claim that if J is the µ-orbit to which α j belongs, then ∆ J is of finite type. If not, we would have that w(∆ J ∩ ∆ + ) ⊂ − ∆ + , which is impossible for ∆ J ∩ ∆ + is infinite. But then we can argue as in Proposition 9.17 of [3] by induction on ℓ(w) to conclude.
Proof. We shall prove that if h ∈ h is regular w.r.t. ∆, fixed by µ and such that Re(δ(h)) > 0, then
Since by (3.2) h = λ + ρ σ is regular and (δ, λ + ρ σ ) > 0, the claim follows from (4.1) and Proposition 4.2.
To prove (4.1), remark that, since σµ = µσ, we have that µ( ∆) = ∆. Since µ preserves the form (·, ·), we have that
Corollary 4.4. Write σ = ηe 2πiad(h) with h ∈ h 0 and assume that µη = ηµ and that Π η is µ-stable. Then we can choose h and the element w ∈ W η given by Proposition 3.2 in such a way that µ(h) = h and wµ = µw.
Proof. Write explicitly Π η = {α 1 , . . . , α l }. Since σµ = µσ and µη = ηµ, we have that e 2πiad(h) = e 2πiad(µ(h)) , hence
Let w ∈ W η be the element given by Proposition 3.2. The map from h * to h * given by α → α − α(h)δ maps Π σ to w −1 ( Π η ). Since Π σ is µ-stable by construction and µ(h) = h we see that w −1 ( Π η ) is µ-stable. In particular w −1 ( ρ η ) |hp = 0. Since we are assuming that Π η is µ-stable, we also have that ( ρ η ) |hp = 0 , hence, by Corollary 4.3, wµ = µw.
We now prove that W comm is a Coxeter group. This is done using the abstract approach of Steinberg [22] .
2. The elements of Σ are nonisotropic.
3. The elements of P are linearly independent.
Σ = Σ
+ ∪ Σ − , where each element of Σ + (resp. Σ − ) is a linear integral combination with positive (resp. negative) coefficients of elements of P .
5. If α ∈ Σ then −α ∈ Σ but no other multiple of α belongs to Σ.
Proof. First of all observe that, if there is an orbit J such that ∆ J is not of finite type, then, this orbit contains a component of Π σ . By our assumption on µ this implies that there is only one orbit, thus, in this case, there is nothing to prove.
We can therefore assume that ∆ J is of finite type for any orbit. In this case:
1. This is an obvious consequence of the definition of Σ.
2. It suffices to show that the elements of P are nonisotropic and this is clear since the invariant form restricted to ∆ J is positive definite being ∆ J of finite type.
3. This follows from Lemma 4.1. 4. If α ∈ Σ, then, by Lemma 4.2, there is u ∈ W (µ) and a root for L(g, σ) , then u(β) is an integral linear combination of the elements of Π σ such that all the coefficients have the same sign. Restricting to h µ we obtain the result. 5. Suppose that α = w(β) with w ∈ W comm and β ∈ P . Then −α = ws β (β). Suppose now that α and cα are in Σ with c = ±1. We can clearly assume that α ∈ P . Thus we can write cα = w(β) with α, β ∈ P . It is clear that β = α. By 3. and 4. above we can assume that c ∈ N, c > 1. Then
β. By 4. this says that 1 c β = γ∈P x γ γ with x γ ∈ Z and this contradicts 3. above. Proof. Properties 1-5 in the above Lemma allow us to apply Deodhar's "root system condition" (cf. [6, §2] ). The hypothesis of part 2) of the Main Theorem of [6] follow at once from Lemma 4.5 and the definition of Σ, possibly with the exception of (ii) in Deodhar's statement. This last condition follows from 4. and 5.
Let W a be the Weyl group of L(a, σ). We need to realize W a as a subgroup of W comm . This is accomplished by the next Lemma. Proof. First remark that the α J are simple roots for an affine root system Σ af f , whose set of real roots is Σ. Take
We prove then that β is isotropic, by showing that it is an imaginary root of Σ af f . We use Lemma 5.3 of [11] , where it is shown (in our context) that the set
consists of positive imaginary roots. We have only to verify that Supp(β) is connected. Suppose this is not the case. Then we can write β = β 1 + β 2 with Supp(
and
In turn we get that Supp(α) is not connected, and this is a contradiction (see e.g. [11, Proposition 1.6]).
2. There exists I such that (β, α I ) > 0.
We have
Since (β, α I ) > 0, we have that c > 0, and in turn ht r (β − cα I ) < ht r (β). If β − cα I ∈ J Z ≥0 α J we are done by induction. Otherwise s α I (β) ∈ − J Z ≥0 α J and this implies (w 0 ) I (α) ∈ − ∆ + . Hence α ∈ i∈I Zα i and in turn it restricts to a multiple of α I , as wished.
If β ∈ ∆ | b h µ and it is not isotropic, then we set Red(β) to be the unique element of Σ such that β = cRed(β) with c > 0. By Lemma 4.7, W a is a reflection subgroup of the Coxeter group W comm generated by the reflections in Red( Π a ). Let W ′ be the set of minimal right coset representatives of W a in W comm . Recall from [7] that W ′ can be characterized as
where ∆ re,+ a is the set of positive real roots in ∆ + a .
Main result
We first recall (e.g. from [12] ) the construction of the Clifford module F σ (p). Suppose that V is a complex finite dimensional vector space endowed with a simmetric bilinear form (·, ·) and σ is an elliptic linear operator on V (i.e. diagonalisable with modulus one eigenvalues), leaving the form invariant.
where V j is, as usual, the σ-eigenspace with the eigen-
endowed with the bilinear form < t i ⊗ a, t j ⊗ b >= δ i+j,−1 (a, b). Let Cl(V ) be the corresponding Clifford algebra. We choose a maximal isotropic subspace V + of V as follows: fix a maximal isotropic subspace U of V 0 , and let
We specialize to the case when V = p, the orthocomplement of a in g, and σ is an elliptic automorphism of g restricted to p. We then make the following specific choice for U: let ∆(p j ) be the set of h
Thus we can write
Choose a maximal isotropic subspace h
is a basis of h + p and (v i , v L−j+1 ) = δ ij . Fix weight vectors X α ∈ p j α and set, for j ∈ j, i ∈ Z and s = 1, . . . , L,
Set also
Putting any total order on J − , the pure spinors 
It is easy to see (cf. [17, Lemma 3.2.3]) that ρ σ − S is stable under the action of W σ . In the following lemma we adapt the proof of Lemma 3.2.4 of [17] to the present situation.
Proof. Clearly
Comparing these two observations we find that (Λ − v(τ )) | b h µ = 0 and v(ν) = ρ σ . Since Λ − v(τ ) is a sum of positive roots, we find that v(τ ) = Λ.
To simplify notation we set λ = (ϕ * a ) −1 (λ) whenever λ ∈ ϕ * a (( h µ ) * ). In the following proposition we need to exploit the assumption we made that the form (·, ·) is positive definite when restricted to the real space (h 0 ) * R defined in (3.1). Moreover observe that, since µ stabilizes h 0 , it permutes the set ∆ of h 0 -weights of g, hence µ((h 0 ) R ) = (h 0 ) R . In particular we have the orthogonal decomposition
Recall that a weight Λ ∈ h
* is said to be dominant if (Λ, α) ∈ R for any α ∈ ∆ and (Λ, α) ≥ 0 for α ∈ ∆ + . If we write Λ = kΛ
It is shown in [10, Ch. 10, § 5] that ∆ generates h 0 over C. This implies that λ ∈ (h 0 ) * R if and only if (λ, α) ∈ R for any α ∈ ∆. In particular if Λ ∈ h * is such that (Λ, α) ∈ R for any α ∈ ∆, then Λ |h 0 ∈ (h 0 ) * R . Thus we have an orthogonal decomposition
Recall that Λ ∈ h * is said to be integral if 2
∈ Z for any simple root α.
Then there is w ∈ W σ such that
with λ a weight of L(Λ) and s ∈ S. Since (λ + ρ σ − s)(K) = k + g > 0, we can find v ∈ W σ such that v(λ + ρ σ − s) is dominant. The set of weights of L(Λ) is W σ -invariant and the same holds for ρ σ − S, hence we can write
Since Λ − λ ′ + s ′ is a sum of positive roots and Λ + ρ σ , λ ′ + ρ σ − s ′ are both dominant, we obtain that
On the other hand
so, since ν + ρ aσ = Λ + ρ σ , we obtain equalities. Since Λ + ρ σ is regular we find that
Taking w = v −1 we obtain (5.6), as wished.
We are now ready to prove our main theorem.
Proof of Theorem 1.1. By Proposition 5.2, there exists w ∈ W σ such that w(Λ + ρ σ ) = (ϕ * a ) −1 (ν + ρ aσ ). By Corollary 4.3 we may assume that w ∈ W (µ). We claim thatw ∈ W ′ and that for anyw ∈ W ′ the corresponding submodule occurs with the prescribed multiplicity. The proof of the first statement follows from (4.3). For the second statement we first observe that, (5.3)). Recalling that
we see that all these vectors have weight ν. By Lemma 5.1, if a vector in X has weight ν then it is a linear combination of vectors x ⊗ y i . We end the proof by showing that they are highest weight vectors. If not, there exists a simple root α i ∈ Π a such that ν + α i is a weight of X, and so
On the other hand, by complete reducibility, a weight vector v of weight ν + α i should belong to an irreducible highest weight L(a, σ)-module of highest weight η. It is a general fact that ||ν + ρ a σ + α i || 2 ≤ ||η + ρ aσ || 2 , hence, by (5.7), we have
Since v ∈ Ker(D), this relation contradicts (2.10).
Remark 5.1. If rank(g 0 ) = rank(a 0 ), formula (1.1) specializes to formula (5.5) in Theorem 5.4 of [12] . This latter theorem is a generalization to arbitrary σ of [18, Theorem 16 ].
Decomposition of Clifford modules as representations of orthogonal affine algebras
Given any complex finite dimensional vector space V , a nondegenerate symmetric bilinear form (·, ·) on V , and an elliptic automorphism T of V ,leaving (·, ·) invariant, we can construct the Clifford modules F T (V ). In this section we use Theorem 1.1 to describe the decomposition of F T (V ) as a L(so(V ), Ad(T ))-module. This is accomplished by considering the symmetric pair (so(n + 1), so(n)).
We now describe this in full detail. SetṼ = V ⊕ C and extend ( , ) tõ V by setting (v, 1) = 0, (1, 1) = 1. Then so(V ) embeds in so(Ṽ ). We endow so(Ṽ ) with the invariant form X, Y = Extend T to an automorphismT ofṼ by settingT (1) 
. Set also µ = Ad( −I V ) and note that µσ = σµ. Observe that µ is an involution of so(Ṽ ) and, if so(Ṽ ) = a ⊕ p is the corresponding eigenspace decomposition, then a = so(V ) and p = {X v | v ∈ V }. In particular the pair (so(Ṽ ), so(V )) is a symmetric pair. Note that, identifying V with p, the adjoint action of so(V ) on p gets identified with the natural action of so(V ) on V . Since F T (V ) is precisely F σ (p), by applying our machinery we can turn it into a L(so(V ), σ)-module. We wish to compute its decomposition into irreducible factors. In order to accomplish this, we observe that, by the explicit formula for the Dirac operator D given in [12, Lemma 4.5], D acts trivially on F σ (p), hence Theorem 1.1 provides the desired decomposition.
Recall that Ad(T ) is an automorphism of so(V ) that is not of inner type if and only if dim V is even and det(T ) = −1. Recall also that det(T ) = det(T ). The L(so(V ), σ)-structure of F T (V ) depends on the type of σ and of σ |a : we now discuss the various cases.
Suppose first that dim V is even and that det(T ) = 1, so σ |a is of inner type, hence there is a Cartan subalgebra h of a fixed by σ. Since dimṼ is odd, a Cartan subalgebra of a = so(V ) is also a Cartan subalgebra of so(Ṽ ). Thus, in this case, h = h 0 = h µ 0 , hence h = h µ (i.e., we are in an affine equal rank setting). In this case W comm = W σ . We need to compute the coset representatives of W a in W σ . Write σ as e 2πiad(h) with h ∈ h 0 . Let {α 1 , . . . , α l } be the set of simple roots of so(Ṽ ), let Θ be the highest root of both so(V ) and so(Ṽ ). Observe that the Weyl group of L(so(V ), I V ) has index two in the Weyl group of L(so(Ṽ ), IṼ ) and {1, s α l } is the set of minimal length coset representatives. Choose w as in Proposition 3.2 and observe that the Weyl group of L(so(Ṽ ), IṼ ) stabilizes the set of roots of L(so(V ), I V ). It follows that the map α → w −1 (α) + w −1 (α)(h)δ is a bijection between the roots of L(so(Ṽ ), IṼ ) and the roots of L(so(Ṽ ), σ) that maps the roots of L(so(V ), I V ) onto the roots of L(so(V ), σ). This implies that W a has index two in W σ and, if β l = w −1 (α l ) + w −1 (α l )(h)δ, then {1, s β l } is the set of minimal length coset representatives. This implies that
Since the simple roots of L(so(V ), I V ) are
we have that the simple roots of L(so(V ), σ) are {β 0 , . . . , β l−1 , s β l (β l−1 )} where
Suppose now that dim V is odd and that det(T ) = 1. Then σ is an inner automorphism of so(Ṽ ), hence h 0 is a Cartan subalgebra of so(Ṽ ). Since σ |a is of inner type, we have that h µ 0 is a Cartan subalgebra of so(V ). This time h 0 = h µ 0 , thus we need to identify the group W comm . Since all the orbits of µ on the set of simple roots of so(Ṽ ) are made of orthogonal roots, the restriction of the set of roots of so(Ṽ ) to h µ 0 is the set of roots of so(V ). In particular, since the highest root Θ of so(Ṽ ) is fixed by µ, Θ |h µ 0 is the highest root of so(V ). This implies that, if Π = {α 1 , . . . , α l } is the set of simple roots of so(Ṽ ) and Π = {δ − Θ, α 1 , . . . , α l }, then Π | b h µ is the set of simple roots of
2πiad(h) and let w ∈ W be the element given in Proposition 3.2. Since h µ 0 is a Cartan subalgebra of so(V ) and h 0 is its centralizer in so(Ṽ ), we can choose Π to be µ-stable. We can therefore apply Corollary 4.4 to have h ∈ h µ 0 and wµ = µw. Hencew = w | b h µ is an element of the Weyl group of L(so(V ), I so(V ) ) and the map α → w
Assume that we labeled simple roots so that
is the short simple root of so(V ). Then
If dim V is odd and det(T ) = −1, then σ |a is of inner type while σ is not. This implies that h µ 0 is a Cartan subalgebra of so(V ) and, since rk(so(Ṽ )) = rk(so(V )) + 1, its centralizer h 0 in g 0 must be h µ 0 . Hence h = h µ and W comm = W σ . Write as usual σ = ηe 2πiad(h) with h ∈ h 0 . Since µ(h) = h we have that µη = ηµ. By inspection one checks readily that this implies η = µ, thus we can write σ = µe 2πiad(h) . Let Π = {α 1 , . . . , α l } be the set of simple roots of so(V ) and θ the highest weight of V as a so(V )-module, so that Π = { 1 2 δ − θ, α 1 , . . . , α l } is a set of simple roots for L(so(Ṽ ), µ). Assume that the roots are labeled so that (θ, α 1 ) = 1. Then, since θ = l i=1 α i , we have that s θ (α 1 ) = −Θ, where Θ is the highest root of so(V ). This implies also that δ−Θ = s 1 2 δ−θ (α 1 ). It is known (see [4] ) that index of the Weyl group of L(so(V ), I V ) in the Weyl group of L(so(Ṽ ), µ) is two and that the set of minimal coset representatives is {1, s 1 2 δ−θ }. Since a set of simple roots for α 1 ), α 1 , . . . , α l } we see that W µ stabilizes the roots of L(so(V ), I V ). Hence, arguing as in the previous cases, we can choose w ∈ W µ as in Proposition 3.2 and find that W a has index two in W σ and the set of minimal length coset representatives is
.
we find, arguing as above, that
In the last case we have that det(T ) = −1 and dim V is even. In this case σ |a is not of inner type, so dim h µ 0 = dim V − 1, while, since σ is of inner type, dim h 0 = dim V . By Proposition 3.2 we can write Π σ = {s 0 δ − Θ, s 1 δ + α 1 , . . . , s l δ + α l }, where {α 1 , . . . , α l } is a set of simple h 0 -roots for so(Ṽ ) and Θ is the corresponding highest root. We now prove that if α ∈ Π σ then α | b h µ is a root of L(so(V ), σ). Since µ induces a nontrivial automorphism of the diagram of L(so(Ṽ ), σ) we see that µ exchanges s 0 δ−Θ with s 1 δ+α 1 and fixes all the other simple roots. This implies that s 0 = s 1 and that µ(α 1 ) = −Θ. Let X be a nonzero element of so(Ṽ )
if and only if v and w are linearly dependent. In turn, this implies X α i ∈ h p which is absurd. It follows that t
Since in this case the orbits of µ on Π σ are made of orthogonal roots, the proof of Lemma 4.7 implies that ∆ | b h µ ⊂ Σ. Having shown that ( Π σ ) | b h µ is a set of roots of L(so(V ), σ) we deduce that Π a = ( Π σ ) | b h µ . In particular W comm = W a and W ′ = {1}. Theorem 1.1 implies in this case that
Let us apply the above discussion to the special cases when T = ±I V . Since σ |a = I so(V ) in these cases,
. . , α l } be the set of simple roots for so(V ) labeled as in [11, TABLE Fin] and let Θ be the corresponding highest root. Setting α 0 = δ − Θ, then Π a = {α 0 , . . . , α l }. LetΛ i be the corresponding fundamental weights.
If T = −I V , it follows from Lemma 3.1 (or rather from its proof) that, if θ is the highest weight of V , then Π σ = { 
(Note the different labeling of the roots in (6.1).) If T = I V and dim V is even, we can choose a root β for so(Ṽ ) so that {α 1 , . . . , α l−1 , β} is a set of simple roots for so(Ṽ ) and α l = s β (α l−1 ). Since in this case Π σ = {δ − Θ, α 1 , . . . , α l−1 , β} we deduce from (6.1) that
The previous discussion explains why the Clifford modules F −I V (V ), F I V (V ) are also called the basic+vector and the spin representation of L(so(V ), I so(V ) ), respectively.
7 Decomposition rules of level 1 modules for symmetric pairs.
We now assume that µ is an indecomposable involution of g and write g = k ⊕ p for the corresponding (complex) Cartan decomposition. In this section we apply Theorem 1.1 with Λ = 0 to the following two special cases. In the first case we take σ = µ and a = k, while in the second case we take σ = I g and a = k. In the first case F σ (p) = F −Ip (p) thus it realizes the basic+vector representation of L(so(p), I p ), while in the second case F σ (p) = F Ip (p) so it is its spin representation. Since the pair (g, k) is symmetric, it follows from the explicit expression for D given in [12, Lemma 4.5] 
is just the restriction of the action of L(so(p), I so(p) ) to it, Theorem 1.1 provides the decomposition rules for the basic+vector and the spin representation of L(so(p), I so(p) ) when restricted to L(k, I k ). In this way we recover the formulas we already found in [12] .
Decomposition of basic+vector representations
Since in this case σ = µ we have clearly h 0 = h µ 0 , so W comm = W σ and
Since ρ σ = gΛ 0 + ρ 0 and ρ k,σ = i g i Λ i 0 + ρ 0 we see that
(See [5, Theorem 3.5] ).
Decomposition of spin representations
We consider four cases:
1. g is simple and µ of inner type.
2. g is not simple.
3. g is simple of type A 2n+1 , D n , E 6 and µ not of inner type.
4. g is simple of type A 2n and µ not of inner type.
Case 1.
In this case h = h µ thus W comm = W Ig and
Let ρ, ρ k be half the sum of the positive roots of g and k respectively. Then
α).
Case 2.
In this case g = s ⊕ s is the sum of two copies of a simple algebra s, σ = I g and µ is the flip automorphism µ(X, Y ) = (Y, X). It follows that k is the diagonal copy of s in s ⊕ s. If h s is a Cartan subalgebra of s, then h = h s ⊕ h s and h µ 0 is the diagonal copy of h s in h. It follows that P = Π | b h µ = Π k , hence W k = W comm . Let (·, ·) s be the form (·, ·) restricted to the first factor of g = s ⊕ s. Since the form is µ-invariant, we see that (·, ·) = (·, ·) s ⊕ (·, ·) s . If 2g s is the eigenvalue of the Casimir of s when acting on s then the eigenvalue of the Casimir of g when acting on g is 2g s . Hence g = g s . On the other hand, identifying s and k, since (·, ·) |k = 2(·, ·) s , we see that the eigenvalue of the Casimir of k when acting on k is g s . Letting ρ be half the sum of the positive roots of s, we deduce that ρ Ig = g s Λ 0 + 2ρ, while ρ k,I k = gs 2 Λ 0 + ρ, i.e. ρ Ig = 2 ρ k,I k . Thus Theorem 1.1 (with Λ = 0) in this case gives that
Case 3.
First note that h µ 0 is a Cartan subalgebra of k (since in this case σ = I g ). Write as usual µ = ηe 2πiad(h) with η a diagram automorphism and h ∈ h µ 0 . If l is the rank of k set Π η = {β 1 , . . . , β l } and let ̟ i be the unique element of h µ 0 such that β i (̟ j ) = δ i,j . Set also ̟ 0 = 0. Since µ 2 = I g Kac's classification of finite order automorphisms implies that there is i such that µ = ηe 
Set ρ = ρ Ig . If β is a simple root of P then β = α | b h µ with α ∈ Π Ig . Using the fact that g is simply laced we find that ( ρ, β) = ( ρ, α) =
, it follows that ρ = a 0 ν( ρ ′ ). Here ν is the isomorphism from h µ to ( h µ ) * induced by the form (·, ·) and ρ ′ is the unique element in Cd ⊕ h µ 0 such that β( ρ ′ ) = 1 for all β ∈ P . The final outcome in this case is that
Case 4.
If g is of type A 2n then µ is a diagram automorphism of g. Recall that we are setting σ = I g so h µ 0 is a Cartan subalgebra of k. Let ∆ k be the set of roots of k and ∆ + k a set of positive roots. Let ∆ s , ∆ l be as in the previous case. Set also ∆ s = {mδ + α | α ∈ ∆ s , m ∈ Z}.
Note that in this case P coincides with the set given in [11, (8.3.6 )] (and called Π there). In [11, § 8.3] it is shown that this set corresponds to a set of simple roots for the set {mδ
As shown in Section 4.2.2 of [5] , we have that, if Φ is the set of roots of g, then Φ |h µ 0 = ∆ k ∪ 2∆ s and, if ∆ p is the set of nonzero weights in p, then
It follows that Σ k is a subset of Σ and
Defining ρ, a 0 , ρ ′ , and ν as in the previous case, we find in the same way that ρ = a 0 ν( ρ ′ ). The final outcome in this case is that 
Asymptotic dimensions
The asymptotic dimension of an integrable irreducible highest weight module over an affine algebra is a positive real number, which has all properties of the usual dimension (e.g., it is well-behaved under tensor products and finite direct sums). In this section we discuss some results on the asymptotic dimension of multiplets, and we take the occasion to correct the proof of a result which has been (correctly) stated in [12] .
Let V = V (Λ) be an integrable irreducible highest weight module with highest weight Λ over the affine algebra L(a, σ), with a semisimple Lie algebra and σ indecomposable. The series
converges to an analytic function of the complex variable τ , if Im τ > 0, for each h in a Cartan subalgebra of a 0 . The asymptotics of this function is as follows:
as t ∈ R + , t → 0. Here k = Λ(K) is the level of Λ, c(k) is the conformal anomaly [11, (12.8.10) ] and a(Λ) is a positive real number independent of h called the asymptotic dimension of V (Λ).
We want to extend the notion of asymptotic dimension to the reductive case. Hence, let now a be a reductive Lie algebra and let a = s j=0 a j be its decomposition into the direct sum of the eigenspaces for the action of the Casimir of a. We assume that a 0 corresponds to the zero eigenvalue, i.e., a 0 is abelian. For each j we can write a j = ⊕ i a ji for the decomposition of a j into σ-indecomposable ideals.
Since V is irreducible, then it is an outer tensor product of irreducible L(a ji , σ)-modules with highest weights Λ ji of level k j . We define the asymptotic dimension of V as asdim(V ) = Let us now return to the setting of the previous sections and assume furthermore that a 0 is an equal rank subalgebra of g 0 so that h 0 is a Cartan subalgebra of a 0 . On the algebra Cl(V ) (see (5.1)) there is a unique involutive automorphism such that x → −x for x ∈ V . Then, denoting by Cl(V ) ± the ±1 eigenspace for this automorphism, we can write
It follows that
where F σ (V ) ± = Cl(V ) ± /(Cl(V )V + ∩ Cl(V ) ± ). In Section 5.2 of [12] we proved that F σ (V ) ± are Cl(V ) + -stable. Then F σ (V ) ± are L(a, σ)-modules and, moreover, the so-called "homogeneous Weyl-Kac character formula" holds:
We want formula (8.3) to make sense also when the representatives w in the r.h.s. are not minimal. To accomplish this goal, if λ ∈ h * a is dominant integral for ∆ In [12, Proposition 5.7] we proved that W ′ f in is finite. The following result was also stated in [12] , but the proof there wasn't quite correct, so we provide here a corrected proof. (1 + e −α ) multα .
Hence, setting ch ± = ch F σ (p) ± , we have that Choose now any β ∈ ∆ + (p) such that β |h 0 = 0. Then we can find h ∈ h 0 such that β(d + h) = 0 so that, for this particular choice of h, we have that Since, by definition,
we are done.
We now provide a formula affording, as a special case, the sum of the asymptotic dimension of multiplets which occur in the decomposition of the basic+vector and spin representation of L(so(p), Ad(σ)).
We need preliminarily to sum up the discussion of Section 6 and to add the information about the asymptotic dimension of F σ (p), which can be obtained from [15, 2.2] . We collect all these data in Table 1 where we denote byΛ 0 ,Λ 1 , . . . .Λ l the fundamental weights of L(so(p), Ad(σ)). Table 1 implies that C = 0. It is a general fact that if k > 0 then C(g) ≥ C(a) (see the discussion in Section 2 of [1] ). Since we are assuming that L(Λ) is an integrable module, we have k ≥ 0. Hence relation (8.16) forces k = 0, so that
In turn, this relation tells us that the Symmetric Space Theorem [8] applies, hence (g, a) is a symmetric pair.
