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Abstract
With an estimated 4.1 billion subscribers around the world, the mobile phone offers a unique
opportunity to sense and understand human behaviour from location, co-presence and com-
munication data. While the benefit of modelling this unprecedented amount of data is widely
recognised, a number of challenges impede the development of accurate behaviour models. In
this thesis, we identify and address two modelling problems and show that their consideration
improves the accuracy of behaviour inference.
We first examine the modelling of long-range dependencies in human behaviour. Human be-
haviour models only take into account short-range dependencies in mobile phone time series.
Using information theory, we quantify long-range dependencies in mobile phone time series for
the first time, demonstrate that they exhibit periodic oscillations and introduce novel tools to
analyse them. We further show that considering what the user did 24 hours earlier improves
accuracy when predicting user behaviour five hours or longer in advance.
The second problem that we address is the modelling of temporal variations in human be-
haviour. The time spent by a user on an activity varies from one day to the next. In order to
recognise behaviour patterns despite temporal variations, we establish a methodological connec-
tion between human behaviour modelling and biological sequence alignment. This connection
allows us to compare, cluster and model behaviour sequences and introduce novel features for
behaviour recognition which improve its accuracy.
The experiments presented in this thesis have been conducted on the largest publicly available
mobile phone dataset labelled in an unsupervised fashion and are entirely repeatable. Further-
more, our techniques only require cellular data which can easily be recorded by today’s mobile
phones and could benefit a wide range of applications including life logging, health monitoring,
customer profiling and large-scale surveillance.
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Chapter 1
Introduction
With 4.1 billion subscribers throughout the world [Try09], the mobile phone is creating new
opportunities to collect, understand and utilise data about human behaviour. Through their
many sensors, today’s mobile phones can unobtrusively record location, co-presence and com-
munication information throughout the day of their users. The layman usually has a limited
view of what can be achieved through the analysis of this data. Mobile phone users often
express certain privacy concerns over service providers being able to locate them at any point
in time and inspect their phone calls or text messages. The range of applications is actually
broader. Analysing mobile phone data provides rich information about how people spend their
time on different activities. Travel, for example, can be recognised from fluctuations in cellular
signals [AM06a] and time at work can be estimated by detecting colleagues’ Bluetooth-enabled
mobile phones or desktop computers [EP06]. Furthermore, the networked nature and comput-
ing capabilities of mobile phones make them much more than just logging devices and opens
the way to new applications. In particular, the analysis of human behaviour from mobile phone
data is expected to impact three areas profoundly:
• Marketing. With direct access to mobile phone data, operators and service providers
have naturally been at the forefront of behaviour analysis. Communication logs and
location information is for example being utilised to target certain categories of customers
– such as international travellers – and advertise tailored calling plans and services to
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them. Mobile phone data analysis can actually provide finer-grained customer profiling
based on users’ weekly schedule, lifestyle, journeys and acquaintances. If mobile phone
users agreed to disclose part of this information, a wide range of businesses could benefit
from it.
• Security. Defense and homeland security departments have also been among the first
to explore phone and location data [Sha03]. The ability to determine the behaviour of
mobile phone users continuously indeed offers new possibilities for investigators. Cases
of successful use of mobile phones to track suspects, victims and witnesses in police
investigations already abound around the world [Bar09]. Mobile phone data analysis
could provide law enforcement agencies with continuous access to the activities and co-
presence of suspicious individuals.
• Social networking. Mobile social networking services have boomed in recent years.
For example, the micro-blogging service Twitter [Twi06], created in 2006, enables its
users to send and receive short updates about their activities via a website, SMS or
external applications. Twitter’s website passed 50 million unique worldwide visitors in
July 2009 [Rao09]. Other major Internet companies such as Facebook[Fac09] and Google
[Goo09a] are entering the market of mobile social networking. For example, Google
Latitude [Goo09b] allows its users to share their location with others, as estimated by
their mobile phone. In the future, diaries and blogs could be generated automatically by
recognising a mobile phone user’s activities throughout the day.
Research in automated human behaviour analysis has also been driven by other applications
which will have a significant social and economic impact:
• Logistics. Production can be increased by identifying a worker’s actions and delivering
just-in-time instructions about what has to be done next [AMS02]. Boeing has pioneered
activity-aware assembly [BC01] while wearable behaviour recognition systems have been
tested on Skoda’s car manufacturing process [SRO+08]. In office environments, meetings
and conferences can be detected with high accuracy from audio and video [OH04]. Mobile
19
phones can then be turned to silent mode in a meeting or set to vibrate for a longer period
of time when the carrier is walking outdoors, to ensure that call notifications are not
missed between strides [AM06b]. Recognising workers’ activities provides a clear picture
of time utilisation and can help make working environments more efficient [OBB08].
• Healthcare. Recognising simple activities such as walking, running and staying station-
ary can already help calculate a mobile phone user’s energy expenditure through daily
step counts [SVL+06]. By also considering the user’s location and encounters, one can
easily imagine estimating exposure to pollutants, noise and infections in the near future.
Automatically-generated behaviour logs can serve as memory aids for aging populations
[VB04] and help doctors monitor their patients continuously. Mobile activity-aware de-
vices can also assist patients suffering from mild cognitive impairment in public trans-
portation [LPFK07] and help patients suffering from diabetes to maintain stable blood
glucose levels [PB08].
• Policy and planning. Since the 1970s, policy makers, urban planners and economic
analysts have shown a growing interest in human behaviour data. In 2000, the UK’s first
official time use survey took place [Sta04]. Nine thousand addresses were sampled across
the country and diaries were collected for two days of the week from all individuals over the
age of ten within each household. Whilst surveys of this kind provide useful information,
they place a heavy burden on respondents and are expensive to execute. This naturally
limits their scale, duration and frequency. Mobile phones allow the collection of behaviour
data on samples larger than those of surveys by several orders of magnitude. Importantly,
the automatic collection of mobile phone data circumvents human reports, giving direct
and real-time access to people’s activities.
• Energy saving. There is growing awareness of environmental issues throughout the
world. Predicting when a house’s inhabitants will return from work or school helps
determine an optimal heating strategy [GIL09]. The energy footprints of home and office
buildings can also be reduced by automatically switching on electronic devices when they
are likely to be used and switching them off otherwise.
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• Entertainment. Activity-aware music players aim to play music that fits the user’s cur-
rent level of activity [DEO+07], [PYC06], [ET06]. Industry leaders such as Nike and Apple
have integrated awareness of human activities into portable music players by equipping
running shoes with sensors and wireless interfaces [App06]. Other activity-aware enter-
tainment experiments include the Sonic City wearable jacket that creates music based
on ambient light, noise and user movements [GH04], [GMH03]. Mobile games are also
beginning to sense players’ locations and actions [HPDC08], [Gro00].
1.1 Objectives
All the applications mentioned above assume that a system is capable of understanding auto-
matically what a user is doing or will do in the future. Implementing this capability is the main
focus of this thesis. Specifically, we aim at determining what a mobile phone user is doing or
will do in the next few hours from a sequence of data points recorded at successive times by his
mobile phone. As detailed in the next chapter, this process is called behaviour inference and
the particular type of data taken as input here is referred to as mobile phone time series.
In order to predict what the user will do in the next few hours as accurately as possible,
considering all available clues in data is often beneficial. These clues include recent information.
For example, knowing that the user was at work at 2pm is a strong indication that he will still
be at work at 3pm. However, in some cases, information about the user’s future activities can
also be found several hours back in time. For instance, knowing that the user left home for work
in the morning indicates that he will come back home in the evening with high probability,
whatever he may do in the meantime. These long-range dependencies in human behaviour are
easy to accept qualitatively but have never been quantified. If long-range dependencies are to
be integrated into predictive behaviour models, it is essential to evaluate their significance and
worth. One of our objectives is to quantify long-range dependencies in human behaviour using
mobile phone time series and assess their benefit in predictive modelling.
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The second problem that we address is the recognition of behaviour patterns from mobile phone
time series. The time spent by a user on different activities varies from one day to the next,
even if these days follow the same pattern. For example, a person may stay at work longer
than usual on a particular working day for a variety of reasons, such as having a deadline
or being stuck at work because of a problem in the public transport system. These reasons
may not be detectable in mobile phone data. In order to recognise days following the same
pattern, behaviour recognition techniques must accommodate for temporal variations in human
behaviour. Designing behaviour recognition techniques which are robust to temporal variations
is our second objective.
All the experiments presented in this thesis were designed to be repeatable. They are carried
out on the largest publicly available mobile phone dataset which has been widely used for
behaviour inference. However, unlike previous work, we do not interpret the inputs in natural
language that were provided by the users during the experiment. Instead, we label data in an
automatic fashion. By doing so, we aim to free our analysis of mobile phone data from any
subjective bias. Also, we allow others to compare their behaviour prediction and recognition
techniques to ours on the same data. In a field where repeatability is not the rule for a variety
of reasons including obvious privacy concerns, it is hoped that this approach will help build
upon our results and make further progress.
1.2 Thesis Statement
By taking an information-theoretic approach to the analysis of mobile phone time series, we
quantify probabilistic dependencies between human activities from 1 to 64 hours distant. We
show that these probabilistic dependencies, called long-range dependencies, exhibit periodic os-
cillations which can be explained through decomposition. Integrating long-range dependencies
between activities 24 hours distant is shown to improve the accuracy of a Bayesian model when
predicting human behaviour five or more hours in advance. We also suggest a correspondence
between the analysis of human behaviour and the sequence alignment problem in biology to
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recognise human behaviour patterns in spite of temporal variations. We present a proof-of-
concept application of a set of sequence alignment techniques to human behaviour recognition
from mobile phone time series and show that integrating alignment information into a Boosted
classifier improves its accuracy in the recognition of weekdays and weekends.
1.3 Contributions
The contributions we make in this thesis fall into four main categories:
• Literature Survey. We present the first literature survey on behaviour inference from
mobile phone data. We show that current systems can be divided into two categories
depending on whether they address locational or motional activities. We classify existing
systems based on their inputs, inference model, inferred activities, implementation and
evaluation method. We analyse their limitations, anticipate forthcoming changes in the
task and provide some directions for future research.
• Data Analysis. Human behaviour models only take into account short-range depen-
dencies in mobile phone time series. Typically, what a person does at a given time is
indeed strongly related to what he did a few minutes earlier. However, recent informa-
tion about the user’s behaviour is not always available, for example, when the user turns
off his device for several consecutive hours. In order to predict the user’s behaviour over
these long missing intervals, one must rely on longer-range dependencies. We quantify
probabilitic dependencies in mobile phone time series for the first time using an unsuper-
vised labelling strategy. We introduce a set of novel information-theoretic tools to analyse
and decompose probabilistic dependencies in human behaviour. These tools allow us to
demonstrate the existence of long-range dependencies in mobile phone time series and
explain them. Long-range dependencies are shown to exhibit periodic oscillations which
can also be decomposed.
• Behaviour Prediction. We demonstrate the practical benefit of long-range depen-
dencies in human behaviour prediction on data of thirty users from the Reality Mining
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dataset [EP06] over 121 consecutive days. We take a Bayesian approach and show that
considering what the user did the 24 hours earlier improves accuracy when predicting user
behaviour 5 hours or more in advance. We further show that the improvement obtained
depends on the time of the day. These results suggest a new dynamic modelling strategy
in which the range of modelled dependencies changes across the day.
• Behaviour Recognition. The time spent by a user on a given activity varies from
one day to the next, even if those days follow the same pattern. In order to recognise
behaviour patterns in spite of temporal variations, we establish a methodological con-
nection between human behaviour recognition and the sequence alignment problem in
biology. This connection allows us to repurpose a set of sequence alignment techniques
to compare, cluster and model human behaviour sequence in spite of temporal variations.
We introduce novel features computed using models from biology and show that they
improve the accuracy of weekday and weekend recognition.
1.4 Publications
Initial results and findings related to this thesis have been published in:
• D. Choujaa and N. Dulay, Aligning Activity Sequences for Continuous Tracking of Cell-
phone Users, 2nd International Workshop on Intelligent Pervasive Devices (PerDev 2009),
Galveston, Texas, USA, Adjunct Proceedings of PerCom 2009. This paper identifies the
problem of temporal variations in human behaviour which are quantified and analysed in
Chapter 3 of the present thesis. It also presents a first application of sequence alignment
techniques from biology to the problem of behaviour recognition from mobile phone data.
As such, it was the starting point of the behaviour recognition techniques developed in
Chapter 5.
• D. Choujaa and N. Dulay, Activity Inference through Sequence Alignment, Proceedings
of the 4th International Symposium on Location and Context Awareness (LoCA 2009),
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Tokyo, Japan. This paper includes an initial analysis of long-range dependencies in human
behaviour using information theory. However, this analysis was preliminary and limited to
a single user from the Reality Mining dataset. In Chapter 3, we develop the idea of using
information theory to quantify dependencies in mobile phone time series, introduce novel
tools to analyse dependencies and validate our results on thirty users. Furthermore, we
examine the practical benefit of long-range dependencies in human behaviour prediction
in Chapter 4.
• D. Choujaa and N. Dulay, Routine Classification through Sequence Alignment, Proceed-
ings of the 17th ACM International Conference on Multimedia (ACM-MM 2009), Beijing,
China. In this paper, we integrate alignment information into behaviour recognition to
overcome temporal variations in human behaviour. The behaviour recognition techniques
presented in this paper are close to the techniques presented in Chapter 5 but are evalu-
ated on a different set of users from the Reality Mining dataset. Also, the users’ datasets
are labelled based on user reports whereas we do not require user labels any longer in this
thesis.
1.5 Thesis Outline
This chapter has presented and motivated behaviour inference from mobile phone data. The
remaining of this thesis is divided as follows:
• Chapter 2 reviews the literature in human behaviour recognition and prediction from
mobile phone data and discusses prospects and open problems in the task.
• Chapter 3 presents an analysis of mobile phone time series from the point of view of
modelling and inference. In particular, we demonstrate the existence of long-range de-
pendencies and temporal variations in mobile phone time series.
• Chapter 4 evaluates the benefit of considering long-range dependencies in a Bayesian
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model for behaviour prediction. We show that modelling long-range dependencies im-
proves prediction accuracy and that this improvement varies throughout the day.
• Chapter 5 shows how techniques initially developed to align biological sequences help
overcome temporal variations in human behaviour recognition. We introduce novel fea-
tures computed using models from biology and show that they improve the accuracy of
behaviour recognition.
• Lastly, Chapter 6 concludes the present thesis. We summarise our achievements, analyse
the limitations of our work and discuss future work.
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Chapter 2
Using Mobile Phones to Infer Human
Behaviour: The State of the Art
In this thesis, human behaviour inference refers to the process of identifying what a user is
doing from a series of observations. Following the current trend in the ubiquitous computing
literature, we decompose human behaviour into atomic activities [Lia06] but other views have
also been taken in the past including determining an agent’s plan [Kau87] or goal [LE95]. The
mobile phone is an obvious opportunity for behaviour inference. People carry their mobile
phone with them for communication purposes. Therefore, the many sensors embedded in this
device can capture data about its user’s activities unobtrusively throughout the day. However,
mobile-phone-based behaviour inference also faces specific challenges which impede its large-
scale deployment.
The objective of this chapter is twofold. First, it provides an entry point for those who may
be interested in learning about behaviour inference from mobile phone data. The increasing
programmability of mobile phones indeed makes these platforms accessible to a larger audience
than ever before. We give an overview of the task along two directions – inferred activities
and inference techniques. We also show that existing systems can be classified in two main
categories depending on whether they are location- or motion-driven. A new generation of
smartphones – popular through the commercial success of the Apple iPhone [App09] – offers
27
advanced sensing, processing and connectivity capabilities which are inspiring many research
efforts in both industry and academia. However, the current framework for mobile-phone-
based behaviour inference seems to have reached certain limits. We therefore believe that it
is particularly timely to identify challenges in this domain and consider the next directions of
research. In order to serve this second objective, we anticipate forthcoming changes in the field
and determine obstacles to further development.
2.1 Overview of the Task
In general terms, behaviour inference consists in associating sensor readings and other inputs to
a label taken from a set of distinguishable activities. The task therefore involves (i) determining
a set of activity labels and (ii) assigning sensor readings and other inputs to the appropriate
activity labels.
2.1.1 Activity Labels
Most behaviour inference systems output activity labels which represent the different classes of a
machine learning classifier. Defining a set of activity labels therefore sets a target which directs
the entire design of a system from sensing to modelling. In this section, we review activity
labels assigned by current behaviour inference systems and classify them into two categories.
Defining Activity Labels
The Merriam-Webster dictionary [Mer09] defines an activity as (i) the quality or state of be-
ing active or (ii) a vigorous or energetic action. Activity thus encompasses both state and
energy. In mobile and ubiquitous computing, authors generally avoid defining activities out of
context. Indeed, most often, the set of activity labels considered is constrained by the sensors
at hand and depends on the final application. A fitness monitoring system will define station-
ary, walking and running as activities whereas an automatic diary application will use just
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one travelling activity and divide the stationary state into several depending on the location
of the user, for instance, staying at home and working in the office. For certain applications,
sets of activities can be borrowed from other disciplines. For example, Activities of Daily Liv-
ing (ADLs) [KFea63], [Kat83] have been shown to be relevant in many healthcare situations
and several behaviour inference systems have attempted to address them specifically [TIL04],
[PK08], [PFP+04]. Examples of ADLs are eating, dressing, getting into or out of a bed or chair,
taking a bath or shower, and using the toilet. Historically, mobile-phone-based systems have
focused on a smaller set of activities because of the limited sensing capabilities of early mobile
phones. In many cases, human activity is approximated with two proxies, namely location and
motion, which correspond to two orthogonal types of behaviour inference.
Locational versus Motional Behaviour Inference
The best way of introducing locational behaviour inference may be to compare it to the better
known and closely related localisation task [HB01]. In the latter, the objective is to estimate the
position of a device anywhere as accurately as possible using techniques such as multilateration
or assisted GPS. In contrast, locational behaviour inference is interested in the meaning of the
user’s location rather than its coordinates. Typical locations which reflect the user’s activity
are workplace, home, restaurant, shopping centre, etc. In other words, a locational behaviour
inference system distinguishes between locations only if it helps determine what the user is
doing.
In motional behaviour inference, the user’s activity is abstracted as a motion state or a mode
of transportation. Certain motion states can be identified from cellular signals even without
any knowledge about the location of observed cell towers. For examples, fluctuations in GSM
signals have been shown to be sufficient to determine with reasonable accuracy whether a mo-
bile phone carrier is walking, driving in a motor car or staying stationary [AM06a], [AM06b].
Accelerometers embedded in recent smartphones can serve the same purpose and further dis-
tinguish between finer movements such as sitting, standing or running [MLEC07], [MLF+08].
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2.1.2 Inference Techniques
Activity labels are assigned based on context information and background knowledge. Context
information [Dey01] includes sensor data, time and user inputs. Background knowledge can
either be provided by experts or mined automatically, for example from the Web [PPFP04]. The
set of activities that may be performed at a specific location is an example of useful background
knowledge. All behaviour inference systems match some context information to activity labels.
However, the range of techniques employed during the labelling can vary substantially.
Where is Inference Performed?
The architecture of a behaviour inference system usually comprises three main components
[CBC+08]:
1. The sensing module collects raw sensor data such as audio, video, or communication
signals. On mobile phones, GSM/3G and Bluetooth signals can be collected throughout
the day.
2. The preprocessing module transforms raw data into a reduced representation called a
feature vector. The accuracy of the system depends strongly on how data is represented.
Features should help differentiate between activities. They can be low-level, for example
mean and variance computed on a specific physical signal or high-level, for example the
user’s abstracted location as estimated from cell tower signals.
3. The inference module takes as input selected features and background knowledge to
infer the users’ activities for example staying stationary, walking and driving.
Figure 2.1 shows the three components above in two types of architecture. In current systems,
sensing is typically limited to the phone’s own sensors. Preprocessing and inference can be
performed either locally on the phone 2.1(a) or remotely, for example by sending sensor data
over 3G to a server 2.1(b). Thanks to the increasing computational power of mobile phones,
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many recent systems make inferences directly on the phone [AM06b], [AM06a], [MLEC07],
[MLF+08]. In both cases, the inference module is the core of a behaviour inference system and
the place where machine learning models are implemented.
(a) Embedded architecture
(b) Distributed architecture
Figure 2.1: Architectures of mobile-phone-based behaviour inference systems.
Behaviour Recognition and Prediction
Depending on the time interval over which observations are made and inferred activities take
place, several types of behaviour inference can be undertaken. Most behaviour inference tech-
niques focus on either of two particular cases. In behaviour recognition (Figure 2.2(a)), ob-
servations are available for the time interval over which inferred activities are performed. In
behaviour prediction (Figure 2.2(b)), inferred activities are ahead of observations in time. Be-
haviour recognition is particularly useful to determine what the user is doing and take real-time
actions or update logs. Behaviour prediction provides information ahead of time which can be
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used for anticipation and pro-activeness but usually achieves lower accuracy. In behaviour pre-
diction, observations generally include activities previously recognised by behaviour recognition.
Although specific models exist for recognition and prediction, machine learning techniques em-
ployed in the two tasks are extremely close in practice and the line between them can be very
fine, for example when predicting the user’s activity in the next few minutes.
(a) Behaviour recognition
(b) Behaviour prediction
Figure 2.2: Two types of behaviour inference.
Early Logic-based Approaches
Although behaviour inference is now considered a research area of its own, it is historically
related to plan and goal recognition. Early plan recognition techniques from the late 1970s
and early 1980s were consistency-based and made inferences through first-order logical reason-
ing. In [SSG78] Schmidt et al. used a simple plan recognition process based on psychological
theories of how human observers understand the actions of others. In this process, a single
hypothesis is pursued until the observations cannot be matched to expected actions. This trig-
gers a hypothesis revision process. In [Kau87], Kautz et al. developed a formal theory of plan
recognition and presented a framework in which the minimum sets of independent plans that
entail the observations are inferred. However, the closed-world reasoning they used assumed
knowledge of the complete plan library and was unable to adapt to changes in the observed
agent’s behaviour. Later, Lesh et al. presented a framework based on version space algebra
which could recognise novel plans [LE95]. By repeatedly pruning inconsistent plans and goals
when new actions arrived, they also achieved better scalability.
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However, none of these logic-based frameworks was used in practice. They indeed had two
important limitations. First, they considered all consistent explanations equally and therefore
could not determine which one is the most likely. Secondly, they did not handle the noise
and uncertainty of real-world data. This is particularly important in our research since there
are many sources of noise and uncertainty in mobile phone data. Devices can be turned off,
not recharged or forgotten. There are issues with radio communication such as poor indoor
reception and fluctuating connections. Cell tower allocation obeys the operator’s strategy
which is not known a priori. Bluetooth errors include detecting people who are not physically
proximate through certain types of windows or doors. There is also a probability that Bluetooth
will not discover other proximate devices [EP06]. In order to handle noise and uncertainty, most
mobile-phone-based behaviour inference systems use statistical models.
Generative versus Discriminative Models
Models implemented in inference modules fall in either of two categories. Generative models
specify a joint probability distribution PY X1X2...Xn over the inferred activity Y and features
X1, X2, . . . , Xn. They can either model data directly or be used to form a conditional distri-
bution PY |X1X2...Xn through the use of Bayes’ rule. Model parameters are usually estimated to
maximise the likelihood of training data and new instances are classified to the most probable
class given the features. Generative models which have been implemented in inference modules
include Bayesian Networks [CKHS07], Hidden Markov Models [EP06], [AM06b] and Dynamic
Bayesian Networks [EQC09]. In particular, Hidden Markov Models have been learnt directly
on a phone using the Baum-Welch Expectation-Maximisation algorithm [AM06b].
Discriminative models provide a model only of activities conditional on features. This can either
be done by specifying the conditional probability distribution PY |X1X2...Xn , or by specifying
decision boundaries. Discriminative models which have been implemented in inference modules
include Support Vector Machine (SVM)[FGP08b], Artificial Neural Network (ANN )[AM06a]
and C4.5 Decision Tree (DT) [MLF+08]. In particular, C4.5 Decision Trees have been learnt
directly on a mobile phone [MLF+08].
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Although generative models usually require more training data and are sometimes outperformed
by discriminative models, they hold a major advantage over the latter in their ability to generate
values of any variable in the model. Therefore, generative models can simulate data and provide
better understanding of underlying processes.
Supervised versus Unsupervised Learning
Early logic-based plan and goal recognition systems used predicates and atoms to represent
behaviour in a structured fashion. However, in the recent literature, behaviour inference is
approached as a classification problem which can be addressed using statistical machine learning
techniques. Labels represent the different class values of the classification problem. Depending
on how labels are acquired, two learning modalities can be distinguished.
Most activity behaviour systems rely on supervised learning. In this type of learning, training
data is collected by the sensing module and other inputs and transformed into a set of instances
by the preprocessing module. These instances are then labelled for the user’s true activities.
The supervised inference model generalises from training data to infer the activity labels of
unseen instances in test situations. One way to acquire the ground truth is to prompt for
activity labels on the fly as the user performs his daily activities [EP06]. This method has the
advantage that the information collected is fresh in the user’s mind and therefore more accurate.
However, providing labels using the interface of a mobile phone is not easy in practice. Also,
not all activities can be labelled as they are performed. For instance, interrupting a meeting
to input an activity label is not realistic. An alternative approach is to label data a posteriori,
for example at the end of the day using a diary application or a paper notebook [SVL+06].
The issue with this method is clearly its low temporal accuracy and the limitations of human
memory. In either case, activity labels provided by the user are subjective. For example, one
user may interpret being at work as working while another user may only label as working
time intervals during which he is actively engaged in his work. Secondly, training an activity
behaviour system in a supervised fashion requires considerable involvement from the part of
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the user who not only has to regularly charge his device and carry it with him for several weeks
but also needs to spend some time labelling his data.
Unsupervised learning aims to relieve the user from the burden of labelling. This is sometimes
achieved by using time and date information. For example, the user can be assumed to be
stationary at certain times of the night [SVL+06] and weekends can be assumed to be days
off [FGP08b]. However, most often, labels are determined by clustering data based on some
distance measure. One of the most common clustering technique is K-Means, which tries to
minimize the total intra-cluster variance [Llo82]. K-Means takes as a parameter the number of
clusters, for example three clusters for stationary, walking and driving [AM06b]. However, in
many cases, the exact number of clusters depends on the user’s personal habits. In particular,
this is the case for locational activities. For example, a child may have the three significant
locations home, school and park while other users may have many more including workplace,
restaurant, supermarket and library. More recent algorithms, such as DBSCAN have been
used in that context [ZLTG07]. DBSCAN finds the number of clusters automatically from the
estimated density distribution of data points [EKSX96]. In either case, devising an appropriate
distance measure is a difficult problem and can be quite subjective.
2.2 Behaviour Inference Systems Using Mobile Phones
In this section, we review the design and performance of selected locational and motional
behaviour inference systems making use of mobile phone data. Each system is categorised
according to the criteria stated in the previous section.
2.2.1 Locational Systems
The first main category of behaviour inference systems for mobile phones determines the user’s
activity in terms of location. We review below the major behaviour inference systems for mobile
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phones which fall into that category. Each system is named after the project in which it was
developed followed by a short description.
Reality Mining: Hidden Markov Model over Cellular and Bluetooth Data
In the Reality Mining project [EP06], Eagle and Pentland investigate how cell tower information
and Bluetooth proximity data can complement each other to help infer important locations and
social relationships. The Reality Mining project collected 330,000 hours of continuous data over
the course of nine months on 94 mobile phones. Participants, staff and faculty from the MIT
Media Laboratory and Sloan Business School, were provided with Nokia 6600 Bluetooth-enabled
mobile phones running the ContextLogger. This piece of software, developed by the Context
Group at the University of Helsinki [ROPT05] records different bits of information including call
logs, Bluetooth devices in proximity, the cell tower to which the phone is connected, application
usage and phone status, for example, charging or idle. An anonymised version of the dataset
collected during the Reality Mining project is the largest set of mobile phone data publicly
available to date.
A significant part of the work carried out in the Reality Mining project falls into the scope of
localisation and locational behaviour inference. Eagle and Pentland fuse two types of informa-
tion to determine the user’s location. First, relatively high location accuracy is achieved by
estimating cell tower probability density functions. When a mobile stays at one place for a long
period of time, it connects to different cell towers successively depending on several variables
which include signal strength and network traffic. The distribution of detected cell towers varies
substantially with changes in location. In order to improve the user’s localisation, the authors
also incorporated the use of static Bluetooth devices as ’cell towers’. Bluetooth provides spa-
tial accuracy of about 10m and static Bluetooth devices can often be detected in places where
cellular signals are weak. For example, Bluetooth desktop computers can be detected in office
buildings. Therefore, static Bluetooth devices supplement GSM cell towers in localisation.
In locational behaviour recognition, Eagle and Pentland consider three activity states – home,
work and elsewhere – which correspond to three location clusters in cell tower and Bluetooth
36
data. They build a first-order Hidden Markov Model (HMM) conditioned on both the hour of
the day and the day of the week (weekday or weekend) to capture daily and weekly routines in
user behaviour. A Hidden Markov Model [Rab89] is a generative model in which the system
being modelled is assumed to be a Markov process whose state is hidden but whose output
are observed and probabilistically dependent on the state. Hidden Markov Models are widely
used in speech recognition [Rab89] and natural language processing tasks [LGB94] to model se-
quential patterns. However, the first-order Markov assumption can be an important limitation.
According to this assumption, a state is conditionally independent of all earlier states given
the immediately previous state. By modelling activities as the hidden states of their first-order
Hidden Markov Model, Eagle and Pentland make a user’s activity at a given time slice only
depend on his activity at the previous time slice. Any longer-range dependency is therefore
ignored.
The authors report an accuracy typically greater than 95% after training the model on one
month of data from several subjects. However, this figure is difficult to interpret because
neither the exact subset of the dataset used in the evaluation nor the criteria which guided
the selection of subjects, training and test periods are detailed. In addition, results are not
compared to any baseline. Lastly, the Reality Mining dataset was collected on users from the
same academic community. Therefore, generalising results obtained on this dataset is not easy.
Students for example can have uncommon daily behaviours such as staying much later than
other workers ’at work’ on campus.
Reality Mining: Principal Component Analysis over Cellular Data
In a subsequent paper [EP09], the same authors uncover some similarities between the be-
haviours of different participants from the Reality Mining dataset. Structure in daily human
behaviour is represented by the principal components of the complete dataset called eigenbe-
haviours. A user’s day is then approximated by a weighted sum of his primary eigenbehaviours.
Calculating weights half way through the day of selected users, the authors predict the day’s
remaining behaviours with 79% accuracy. In addition, it is shown that users of similar demo-
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graphics can be clustered into a ’behaviour space’ spanned by a set of their aggregate behaviours
and classified into their correct group affiliation with 96% accuracy. Reported accuracy figures
obtained using eigenbehaviours are high but certain users such as staff members are not con-
sidered for evaluation. It would be interesting to see how the technique performs on this group
of users as they may not share similar routines.
Principal Component Analysis (PCA) is an orthogonal linear transformation that performs a
coordinate rotation around the data mean to align the transformed axes with the directions
of maximum variance called principal components. In the new coordinate system, the first
coordinate accounts for as much of the variance as possible, the second coordinate accounts
for as much of the remaining variance and so on. PCA is commonly used for dimensionality
reduction and modelling. In particular, it has been successfully applied to computer vision tasks
such as face recognition [TP91]. However, PCA has certain limitations for behaviour inference.
Rare activities for example are almost certainly always missed by the first eigenbehaviours and
considered noise although they could be the most interesting ones. Also, eigenbehaviours are
not robust to variations in the durations of users’ activities.
MULTI: Support Vector Machine over Cellular and Bluetooth Data
In [FGP08b], Farrahi and Gatica-Perez compute both location and proximity features at two
different time scales (a fine-grained one every 30 minutes and a coarse-grained one every 3-4
hours) and investigate their prediction power in two classification tasks. Features are tested
alone and in pairs of one location and one proximity feature. Using a Support Vector Machine
(SVM) [BGV92] with a Gaussian kernel, the authors aim at (i) classifying a user’s day as
weekday or weekend and (ii) classifying a user as a business or engineering student.
Support Vector Machines perform binary classification by constructing a separating hyper-
plane which maximises the distance to neighbouring data points from both classes. These
neighbouring data points are called support vectors. Multiclass classification can be performed
by reducing the multiclass problem into several binary problems. Support Vector Machines
have been shown to be competitive with many state-of-the-art classifiers notably in computer
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vision [OFG97] and finance [HNW05]. However, training a Support Vector Machine requires
to solve a Quadratic Programming (QP) problem which can be computationally demanding.
In [FGP08b], SVMs are not learnt on a mobile phone but on a standard computer.
Evaluation is performed using leave-one-user-out strategy. Specifically testing on all the days
for one unseen person while training on the data for all other people. Week days were best
recognised by detecting work cell towers whereas weekends were best identified from proximity
data (absence of colleagues). Overall, combining location and proximity yielded to over 80%
accuracy, outperforming both location and proximity alone. Unsurprisingly, group affiliation
was best recognised from the identity of people in proximity of the user. The generic locations
considered (home, work and elsewhere) were found to be largely uninformative for that purpose.
It is likely that considering exact cell towers rather than generic location labels would have
been more useful to recognise people’s group affiliations but this was not attempted in the
experiment. Overall, affiliations were correctly classified with nearly 90% accuracy. However,
given that only 6 of the 23 students considered were business students, a most frequent baseline
already provides 74% accuracy.
The X-Factor: Dynamic Bayesian Network over Cellular Data
In [EQC09], Eagle et al. repurpose unsupervised clustering techniques originally developed for
community detection to identify salient locations within the network generated by cell tower
transitions. Clustering is then validated using data from Bluetooth beacons positioned in the
homes of 215 randomly sampled subjects in a U.S. urban city. Clusters are used as states within
several Dynamic Bayesian networks to predict dwell times within locations and each subject’s
subsequent movement with over 90% accuracy with an average of 6.88 locations.
A Bayesian Network (BN) [Pea85] is a probabilistic graphical model in which nodes represent
variables and arcs encode conditional dependencies. The structure of a Bayesian Network can
therefore reflect expert knowledge about the classification task. However, static Bayesian Net-
works do not capture temporal relations in data. A Dynamic Bayesian Network (DBN) [Gha98]
is a Bayesian Network that models a dynamic system by representing its state at subsequent
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time slices. Arcs joining nodes at consecutive time slices encode probabilistic temporal rela-
tions between them. Dynamic Bayesian Networks can be viewed as a generalisation of Hidden
Markov Models and inherit the limitations of the first-order Markov assumption. Also, learning
the structure of a Bayesian Network is an NP-hard problem which is only addressed in practice
through search heuristics.
In order to detect behaviours that deviate from a given routine, [EQC09] introduces the X-
Factor model. This model is really a Dynamic Bayesian Network with a latent variable corre-
sponding to abnormal behaviour. By calculating the entropy of the transition matrix from the
X-Factor model, the authors quantify the amount of structure in the daily routines of different
demographics and find that there are individuals across demographics who have a wide range
of routines in their daily lives. This result runs contrary to previous findings restricted to an
academic community [EP06].
The study presented in [EQC09] contrasts with the authors’ previous work based on the Reality
Mining dataset in that it uses a larger and potentially more representative set of users. Also, it
is important to notice that the users’ locations are clustered in an unsupervised fashion. Unlike
other approaches presented in this chapter, [EQC09] does not require user labels. However, the
exact meaning of clustered locations is unknown. A user may stay at a location for a long time
or come back to it regularly even if this location has no particular meaning to him for example
at traffic lights. The second limitation of the technique is that long-range dependencies in
data are largely disregarded. Long-range information about what the user did several hours
ago is captured by a latent variable which only switches between two modes corresponding to
normal and abnormal behaviour. In addition, transition probabilities in the abnormal mode
are actually smoothed versions of transition probabilities in the normal mode. The objective
of this approach is to give abnormal behaviour a broader distribution which allows behaviours
not seen in training data. Abnormal behaviour is here modelled relative to normal behaviour
and no attempt is made to understand the rationale behind different abnormal behaviours such
as going to the hospital or police station after an accident.
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2.2.2 Motional Systems
The second main category of behaviour inference systems for mobile phones outputs the user’s
activity in terms of motion state. We review below the major behaviour inference systems for
mobile phones which fall into that category. As previously, each system is named after the
project in which it was developed followed by a short description.
EQUATOR: Artificial Neural Network over Cellular Data
Certain motion states can be recognised from cellular signals even without knowing where the
cell towers that emitted those signals are actually located. Anderson and Muller, from the
Mobile and Wearable Computing group at the University of Bristol have developed techniques
for the inference of motional activities using GSM mobile phones. In [AM06a], they propose
to determine whether a mobile phone carrier is walking, driving in a motor car or staying
stationary. In order to allow their system to run on any mobile phone, the authors avoid
the use of accelerometers. Instead, they rely on two simple observations. First, in a given
environment, the rate of cell change increases with speed. Secondly, the level of signal strength
fluctuation at the same physical position and the variance of signal strength levels at different
physical positions are greater when the phone carrier is moving compared to when the phone
is left stationary.
The method presented in [AM06a] is built around an Artificial Neural Network (ANN) [JMM96].
Artificial Neural Networks are non-linear statistical models which simulate the function of a
biological neural network. Due to their ability to model complex relationships between inputs
and outputs, ANNs have been applied to many pattern recognition problems including face
detection [RBK98] and handwritten text recognition [GWB98]. However, the architecture of
an ANN makes the integration of background knowledge and the understanding of a learnt
ANN arduous in general. The structure of the ANN used in [AM06a] comprises an input layer,
an output layer and a single hidden layer of eight units. Following the authors’ observations,
the ANN is fed with two features, computed over a time interval ranging from 15 to 30 seconds:
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(i) the number of distinct cells monitored over the time interval and (ii) the sum of signal
strength fluctuation across currently serving and neighbouring cells. Given these two input
features, the network outputs the user’s current activity. The authors observe that, at times,
the patterns of fluctuation while driving match those observed while walking. This happens in
urban areas because of traffic lights and traffic congestion which force vehicles to slow down
and stop. The effect of such events on the performance of the classifier is mitigated by applying
a simple averaging filter to the input.
The ANN is trained in a supervised fashion, by repeatedly presenting the system with data
corresponding to each activity. The weights of the ANN are then learnt using back-propagation,
a gradient-based method in which errors in classification of training data are propagated back-
wards through the network to adjust the bias weights of the network elements until the mean
squared error is minimized. Due to the computational cost of the algorithm, the authors were
not able to train the ANN directly on a mobile phones and had to use a desktop computer.
One of the shortcomings of the technique is that the ANN must be retrained in every type of
environment. Indeed, network capacity in dense urban environments is increased by using a
higher number of short-range cells. Therefore, the same rate of cell change and level of signal
fluctuation can correspond to different activities in a dense and in a sparse urban environment.
In the absence of a scheme to share data across users, collecting and labelling training data while
walking, driving and staying stationary in each visited place could rapidly become intractable.
Also, in real life, certain sequences of motion states are more likely than others. For example,
a short walk followed by a long drive followed by another short walk occurs almost every time
the carrier uses a car. In contrast, a succession of numerous short drives of a few seconds
interrupted by short walks of the same duration may not be as common. Since the approach
does not take into account temporal patterns of activities, any sequence of activities can be
output, no matter how inconsistent or unlikely it is.
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EQUATOR: Hidden Markov Model over Cellular Data
In a subsequent paper [AM06b], Anderson and Muller present an unsupervised behaviour recog-
nition technique in which the user is still required to spend about 15 minutes walking, driving
and stationary in each environment but does not have to record his activities anymore. The
authors propose to delimit environments by Location Area Code (LAC). In a cellular network,
the LAC is a part of the full cell tower identifier which groups together cells belonging to the
same geographic zone.
As a calibration step, K-means [Llo82] is applied to partition the data into three clusters
according to cell fluctuation and signal strength fluctuation. The three means are then assigned
to the three activities using an ordering which has been consistently observed (background
knowledge). Each activity instance is then labelled with the label of its cluster and a 5-state
Hidden Markov model is learnt from these data instances using the Baum-Welch algorithm
[BPSW70]. The most likely state sequence given a sequence of observations is inferred using
the Viterbi algorithm [Vit67]. In comparison with the authors’ previous approach, the use of
an HMM gives an important advantage in that it models not just a single activity but temporal
sequence of activities such as driving followed by walking.
Both this method and the previous are implemented on an Orange SPV C500 mobile phone
capable of monitoring up to six neighbouring cells in addition to the current serving cell. This
phone model has a 200Mhz ARM OMAP 730 processor. Unlike the ANN used in the previous
method, the HMM could be learnt directly on the phone. K-means and Baum-Welch were both
implemented on the phone and training took approximately 2 minutes to complete. Both the
trained ANN and HMM were able to recognise activities on the phone in real time.
Both the ANN and the HMM were evaluated on a set of observations collected in two different
areas of Bristol. The first area is a busy metropolitan area with a high density of micro-cells.
The second is an urban environment with a lower population density and hence a lower density
of cells. We observe that no data was collected in rural areas. As such regions are covered by
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macro-cells with ranges of up to several kilometres, a method based on cell and signal strength
fluctuations is unlikely to work properly there.
For each activity and environment, the HMM and the ANN are presented with 15 minutes
of training data and 3 hours of test data, collected over three weeks at different times of the
day. The only exception is the driving activity in the metropolitan area, for which only one
and a half hours of test data was collected. This is actually quite unfortunate, as it is also the
setting in which the poorest results were obtained. Recognition accuracy for the ANN varied
from 73% for driving in the metropolitan area to 96% for walking in the urban environment.
The results of the HMM varied between 74% and 98%, respectively, in the same two settings.
The performance of both techniques was significantly higher in the metropolitan area than in
the urban area. An explanation for this might be that cell and signal strength fluctuations
were uneven within the metropolitan area, due to high concentrations of micro-cells in high-
traffic areas. As a result, a number of stationary states were misclassified as walking. For both
techniques and in both environments, the poorest results were obtained for the driving activity.
In towns, cars often have to slow down. As a result, it is sometimes difficult to distinguish
between driving and walking fast. The authors claim that the HMM performs better than the
ANN when sensing if the carrier of a mobile phone is stationary in a metropolitan environment.
However, more walking and driving instances were also misclassified as stationary by the HMM.
Therefore, these results may be due to a bias of the model in favour of the stationary activity.
Overall, the unsupervised method achieved the same level of performance as the ANN without
the need of manually labelled data. This is a key advantage for mobile users who cannot label
their data easily.
However, the unsupervised calibration process relies on a hard-coded ordering of the means
associated to each cluster. If, as the authors suggest, more activities were inferred including for
example running and cycling, signal strength fluctuations associated to certain activities may
be much closer and difficult to order consistently over all observations.
It also seems that the authors were slightly over-optimistic about the extension of their strategy
to 3G networks. 3G networks use smaller cells because they have to support the transmission of
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large amounts of information and operate at a higher frequency. In that respect, the decrease
in performance observed when the density of GSM cells increases raises some concerns. 3G cells
also expand and contract in size depending on the number of simultaneous calls being made.
Signal strength fluctuations will therefore not always be indicative of motion.
Anderson and Muller showed three interesting things. First, motion information could be
captured on a GSM mobile phone without the need of additional sensors. Secondly, the burden
of data labelling could be avoided by using unsupervised calibration. Lastly, HMMs could
be both learnt and used for inference on a mobile phone. Nevertheless, in comparison to
accelerometer-based techniques, the methods they propose are significantly slower. This is due
to the length of the time interval over which features are computed (15 to 30 seconds). As
more and more mobile phones embed accelerometers, Bluetooth and GPS, using GSM data
only may be an unnecessary constraint. Patterson et al. [PLG+04], for example, have been
able to distinguish between more modes of transportation using a GPS receiver.
Place Lab: Boosted Logistic Regression with Decision Stumps over Cellular Data
Place Lab is software developed by Intel Research Seattle and academic research partners for
device positioning. The approach is to allow mobile devices to locate themselves by listening for
radio beacons such as 802.11 access points, GSM cell towers, and fixed Bluetooth devices. Sohn
et al., at the University of San Diego have contributed to Place Lab and proposed a mobility
detection method based on GSM traces [SVL+06]. Similarly to Anderson and Muller, they
propose to recognise if the carrier of an unmodified mobile phone is walking, driving, or staying
stationary. The classification scheme and the features used in this work are more elaborate
than previous approaches and achieve a high overall accuracy (85%). In the same paper, the
authors explain how their technique can be used to build a GSM-based step counter. However,
none of their methods are actually implemented on a mobile phone.
The mobility detection method is based on the same principle as fingerprint-based location
systems: namely, radio signals observed from fixed sources are consistent in time, but variable
in space. Given a series of GSM observations, a change in the set of nearby towers and signal
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strengths is interpreted as motion. A Euclidean distance is used to capture the similarity
between consecutive GSM measurements. The authors find a proportional relationship between
their measure and the speed of movement. However, it can be observed that fast walks and
slow drives correspond to almost the same average values.
Using a window size of 10, 60, and 300 seconds, they compute seven different statistical measures
as features. Three of them compare two consecutive measurements, while the other four use
a sliding window of measurements. Averages computed on large windows are more robust to
noise; however, they are also less affected by speed variations. The window size is therefore a
trade-off between robustness to noise and responsiveness.
Seven features feed a two-stage classification scheme. A first classifier categorises an instance as
stationary or not. If the instance was not classified as stationary, a second classifier determines
if the user was walking or driving. Both classifiers implement Boosted Logistic Regression with
Decision Stumps [FHT00]. Boosting is a general method to construct an accurate classifiers
by combining the output of so-called weak classifiers and has been used successfully in face
detection [VJ04]. In [SVL+06], weak classifiers are depth-one Decision Trees equivalent to
an if-then-else decision rule. The authors used the Weka machine learning toolkit [WF99] to
compare their method with several machine learning classifiers and selected the one technique
which achieved the highest accuracy.
GSM data was collected on an Audiovox SMT mobile phone running a custom logging appli-
cation. Each reading includes identifiers, signal strength values and channel numbers of up to
seven nearby cell towers. In addition, the application recorded the channel numbers and asso-
ciated signal strength values of up to 15 additional channels. The sample rate was high (1Hz).
If people are to carry a powered mobile phone for most of their days, battery consumption
becomes a major issue. However, the authors do not discuss the impact of the sampling rate
on the phone battery.
Data was collected by three members of the research team as they went about their daily
lives for one month. This choice is justified by the very tedious and error-prone self-reporting
protocol. Each user had to report his walks, drives, and stays using a custom diary application
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and a paper notebook. This ground truth is necessary to train the supervised machine learning
classifiers. However, the fact that an external user could not train the supervised algorithm
raises some doubts on the possibility to deploy the system in the real world.
The three test researchers captured 249 walking events with an average length of 9.1 minutes,
and 171 driving events with an average length of 18.5 min in urban/suburban environment and
three different metropolitan areas. Again, rural environments were avoided. Every second of
an event was used to form an instance. In order to make sure that the phone was not moving,
stationary events were collected between 2am and 5am. In our opinion, the data collected
during that interval is not representative of all stationary states. Indeed, at this time of the
day, usage and traffic is very low. Therefore, the allocation of cells is particularly stable. In
addition, people tend to be at home most of the time between 2am and 5am. As a consequence,
the data which was collected may be relatively homogeneous.
There is little surprise, then, that the method achieved very high precision and recall when
detecting stationary activities (95.4% and 92.5%, respectively). These results were obtained by
training the classifier and evaluating it using a 5-fold cross validation over the entire data set1.
Walking and driving were also quite well recognised (recalls of 80% and 81.7%, respectively).
However, the precision figure for walking was much lower (70.2%). As in [AM06b], many walks
were misclassified as driving activities because slow driving speeds are similar to fast walking
speeds. Despite these misclassifications, the authors suggest their scheme could be used in a
person’s daily life to provide an accurate diary of motional activities.
Building on their behaviour inference method, the authors also design a step counter. The
application is based on a simple heuristic obtained by performing linear regression with a 5-
fold cross validation on their dataset. The accuracy of the step count method was evaluated
against the measurements of a highly-rated commercial pedometer (Omron Healthcare HJ-
112). Overall, 50 days of data were collected. The heuristic predicted daily step counts ranging
from 1,500 to 12,000 steps, with an average of 5,000 steps. Comparing with the Omron step
counts, an average difference of 1,400 steps per day (with a standard deviation of 900 steps)
1In k-fold cross-validation, the dataset is partitioned into k folds and each fold is used once for testing while
the other folds are used for training.
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was observed. The correlations between measured and estimated step counts for the three data
collectors were relatively low. Therefore, the step count method is really a gross walking time
estimate. In particular, a specific effort from the user is very likely to go unnoticed (the average
error is equivalent to almost an hour of walk). As a result, it seems that the technique is only
able to tell if a person had a sedentary day or an active day.
CenceMe: Supervised Decision Tree over Accelerometer Data
The CenceMe System [MLEC07], [MLF+08] combines inference of activities, travel, conversa-
tions and presence of individuals using Nokia N95 mobile phones. This information can then be
shared through social networking application such as Facebook [Fac09] and MySpace [MyS09].
CenceMe implements a split-level classification scheme whereby inference is run in part on the
phone and in part on the backend server to improve scalability. Behaviour inference is per-
formed directly on the phone using on-board accelerometer data to determine whether the user
is sitting, standing, walking or running. The accelerometer sensor and event detector are Sym-
bian C++ modules that act as daemons producing data for corresponding JME client methods.
A preprocessing module fetches raw accelerometer data from the local storage component and
extracts lightweight features including the mean, standard deviation and number of peaks of
the accelerometer readings along the three axes of the accelerometer. The inference module is
based on a C4.5 Decision Tree [Qui93] which is trained off-line on a desktop machine because of
computational requirements. Decision Trees are tree-like graphs in which each node represents
a test on the value of a feature and each branch represents a possible outcome of a test. Leaves
of the tree represent the classification of an instance. Decision Trees are easy to interpret and
quick heuristics exist to build them. However, Decision-Tree learning can produce large trees
which overfit training data and do not generalise well. In practice, pruning techniques are used
to avoid overfitting. In [MLF+08], the output of the training algorithm is a small depth-three
tree which classifies test instances in less than a second on average on a Nokia N95.
CenceMe was evaluated in a small-scale supervised experiment involving eight users, student
and faculty from Dartmouth College. These users annotated their actions over a one week
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period at intervals of approximately 15 to 30 minutes. These annotations act as the ground
truth against which the Decision Tree’s outputs are compared. However, these annotations are
only approximations which can be incomplete or inaccurate at times according to the authors
themselves [MLF+08]. With an average accuracy of 78.89%, reported figures are up to 20%
lower than those reported using custom hardware [LCB06]. In particular, the system has
difficulties differentiating between sitting and standing and walking and running. The position
of the phone was found to impact accuracy. Specifically, holding the phone in a trouser’s pocket
or at the belt produces similar results but having it at a lanyard position yields poor accuracy
when classifying sitting and a relatively lower accuracy for running. The length of the lanyard
cord and its type were also found to affect the results.
The CenceMe system is one of the existing implementations which actually runs on a mobile
phone. However, the techniques implemented are relatively rudimentary and therefore achieve
low accuracy even on a custom small-scale controlled experiment.
2.2.3 Summary Table
For each system we reviewed in this section, Table 2.1 summarises sensor inputs, inference
technique, output and evaluation details. It is striking to observe that behaviour inference
systems for mobile phones can achieve relatively high accuracy but only address a small set
of human activities. Consequently, many of the applications mentioned in the introduction
chapter cannot be implemented properly. For example, an automatic diary unable to recognise
meetings would be of little use in an office environment. In most cases, locations and motion
states act as substitutes for activities. The problem for potential applications is that these
approximations can be quite inaccurate. For example, staying at home does not tell us much
about what the user is doing and being at work is not equivalent to working. It is often believed
that finer behaviour inference will be achieved through augmented sensing capabilities. Existing
systems do not actually take full advantage of mobile phone sensors. Mobile phones have been
supporting Bluetooth for several years. In theory, short-range communication could provide
very useful information for behaviour inference including the co-presence of two individuals at
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a given time. However, Table 2.1 shows that few behaviour inference systems use Bluetooth
inputs. In the next section, we examine prospects in behaviour inference using mobile phones.
Table 2.1: Comparison of mobile-phone-based behaviour inference techniques.
2.3 Prospects
Each new generation of mobile phones brings advances in both hardware and software. Looking
at trends in high-end models gives an insight into what may be available for behaviour inference
on every mobile phone in the near future. In this section, we review some work carried out in
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behaviour inference using technologies which are expected to be widely available on standard
mobile phones in the short term.
2.3.1 Extended Sensing Capabilities
High-end mobile phones are equipped with an increased number of sensors. Many of those
sensors have been used for behaviour inference on non-mobile-phone-based systems. We give
below some examples of how the GPS, accelerometers and RFID technologies have helped in
behaviour inference and discuss their added-value in mobile-phone-based behaviour inference.
Accurate Outdoor Localisation and the Global Positioning System
The Global Positioning System (GPS) is a global navigation system relying on a constellation
of satellites around the Earth that transmit radiowave signals. GPS positioning has a precision
of about 15 metres on the surface of the earth and is widely used for navigation purposes.
Anticipating a boom in localisation services, smart phone manufacturers have equipped an
increasing number of high-end models with GPS receivers. However, few behaviour inference
systems for mobile phones make use of GPS information at the present stage. One notable
exception is AniDiary [CKHS07] which summarises a user’s day in a cartoon-style diary based
on GPS localisation mapped to the nearest building. GPS has also been utilised independently
of any mobile phone. Assuming the availability of a street map, Patterson et al. [PLG+04]
propose to predict both a person’s location and mode of transportation to help guide cognitively
impaired people safely using a portable GPS unit. In [LPFK07], Liao et al. segment a GPS
trace in order to generate a discrete sequence of activity nodes. Specifically, a person’s activity
is labelled everytime he passes through or stays at a 10 metre patch of the environment. The
technique they present is capable of detecting both motional activities such as walking, driving
car and riding bus and locational activities including work, leisure, sleep, visit, drop off/pickup.
In semi-urban areas, GPS provides an outdoor position with a precision of about 20 metres
which allows the systems mentioned above to recognise more varied locational activities than
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GSM-based systems. For example, AniDiary attempts to infer events such as doing sport, eating
out and shopping. The higher accuracy of GPS in outdoor environments makes it possible to
delimit finer-grained locations including shops, hospitals or schools [CKHS07]. Some of those
fine-grained locations such as parking lots, bus stops, roads and bus lines help in turn determine
fine-grained motional activities including whether the user is in a car or riding a bus [PLG+04],
[LPFK07].
Unfortunately, GPS has been shown to be available for less than 5% of a typical user’s day
[SVL+06]. Also, GPS signal is affected by a number of factors including atmospheric conditions
and the local built environment. In particular, GPS signals reflect off buildings in cities in what
is known as the multipath effect. As a result, the accuracy of behaviour recognition can be very
low. AniDiary for example was tested on 27 days of real data from one student equipped with
a Nokia Series 60 smart phone running the ContextPhone application [ROPT05]. Its correct
detection ratio was only 34.1%. In [PLG+04], vehicular journeys are much better recognised
than pedestrian ones. The multipath effect is indeed known to be easier to eliminate when the
user is in a moving vehicle.
Some applications such as Google Latitude [Goo09b] illustrate the high interest that service
providers have in the GPS technology. However, the use of GPS in behaviour inference is con-
ditioned on the availability of high-capacity batteries. The 1Hz update rate used in [LPFK07]
could indeed easily drain the battery of a mobile phone in a few hours. In addition, GPS
must be supplemented by other technologies in indoor environments. Lastly, the cost of GPS
receivers is still high and GPS-enabled mobile phones are therefore unlikely to be common
around the globe in the short term. With multilateration, GSM positioning achieves relatively
high precision at no supplementary cost and already has billions of potential users.
Recognising Body Postures and Motions Using Accelerometers
Beside GPS, another technology could well bring new advances in motional behaviour inference.
Many high-end smart phones are now equipped with accelerometers which measure the phone
acceleration in several directions to allow more natural forms of interaction with the user.
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Moving the phone upwards or downwards can for example scroll the screen on the Apple iPhone.
Accelerometers help recognise body movements such as standing up, sitting down, laying down,
climbing stairs or taking a lift which cannot be achieved using cellular signals alone. CenceMe,
for example, recognises when the user is sitting, standing, walking and running [MLEC07],
[MLF+08]. Accelerometers have also been used for behaviour recognition on body-sensors
[WLTS06] and custom behaviour recognition platforms such as the Mobile Sensing Platform
(MSP) [CBC+08]. However, wearing body-sensors can be inconvenient for the user and custom
sensing platforms represent an additional investment and device to carry.
The most important technical challenge with accelerometers is their sensitivity to placement.
Body-worn accelerometers were shown to achieve higher posture recognition when worn at the
hip [BI04] whereas a mobile phone is often left in a pocket, in a bag or on a desk. Therefore,
CenceMe has difficulties distinguishing between sitting and standing or walking and running
when the phone is held in a trouser’s pocket, at the belt or at a lanyard position.
Processing accelerometer data also induces a significant computational overhead. In order to
make their system work on mobile phones, the designers of CenceMe used lightweight fea-
tures and a very simple classification technique which performs 20% lower than state-of-the-art
accelerometer-based behaviour recognition [LCB06].
Accelerometer-based behaviour inference is primarily motivated by healthcare and assembly
applications. In both cases, wearing special equipment is a reasonable assumption. For everyday
behaviour inference using mobile phones, placement seems to be an important constraint which
strongly affects recognition accuracy. In addition to uncertainty relative to the user’s activity,
mobile phone systems would have to handle uncertainty about the placement of the phone.
Behaviour Inference through Object Uses and Radio-frequency Identification
Radio-frequency Identification (RFID) is a technology which allows the detection of an object
using radio waves. Integrated circuits called RFID tags are incorporated into objects in order
to make them detectable by an RFID reader. There are two types of tags. Active tags embed
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a battery and can be read from several metres away while passive tags are inexpensive, have
no battery and a shorter range of about 10 centimetres. Commercial applications of the RFID
technology have been in the field of logistics and include the detection and tracking of products,
animals or people.
RFID has recently been used to infer activities from object uses in smart homes [WOC+07],
[PFKP05]. Detecting that the user has been close to certain ingredients and kitchenware,
for example, is an indication that he is currently cooking. The sequence in which objects
are used is also useful information which allows the distinction between close activities such
as preparing different meals. No other existing technology allows such a fine granularity in
behaviour inference.
Certain recent phone models such as the Nokia NFC (Near Field Communication) embed an
RFID-compatible reader and tag which allows its users to make contactless payments, share
media, read tagged posters or use their mobile phones as tickets. Although no behaviour
inference system for mobile phones makes use of the RFID technology at the moment, it is very
likely that the new opportunities offered by RFID-enabled phones will be exploited in the near
future.
As in the case of accelerometers, the placement of RFID readers may be a problem on mobile
phones. Passive tags only have a very short range of a few centimetres. Therefore, detecting
objects used when the user has his phone in his trouser’s pocket is very unlikely. The recent
availability of watch phones could however make embedded RFID readers much closer to the
objects the user has in their hand.
2.3.2 Multimedia Behaviour Inference
Mobile phones have become multimedia platforms capable of recording audio and video streams.
Many mobile phones are already equipped with one or two cameras and the number of camer-
aphones is expected to boom in coming years [Maw08]. Cameras and microphones have both
been shown to help identify a person’s activity. However, for a variety of reasons, few mobile-
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phone-based behaviour inference systems take advantage of audio and video at the moment.
In this section, we give an overview of what is currently achieved in video and audio-based be-
haviour inference, analyse why these techniques have not been used so far together with mobile
phones and anticipate future applications.
Vision-based Behaviour Inference Using Cameraphones
The literature in vision-based behaviour recognition is so rich that vision-based behaviour
recognition can be considered a domain of its own. Vision-based systems apply computer
vision techniques to detect human bodies and their activities usually on videos from standard
surveillance cameras [RR06], [NLHW04], stereo-cameras [HL04] or infra-red cameras [HB05].
Many vision-based systems such as [PK08] focus on Activities of Daily Living which have been
shown to be useful in a number of healthcare situations. One other typical application is to
detect falls [NCM04], [WGH07] in home settings. A third set of vision-based systems address
office situations and recognise activities in meetings [WZR04], [MGPB+05]. Lastly, a large
part of vision-based systems attempt to track pedestrians and detect abnormal or suspicious
behaviours for example on critical sites [BJP03].
Although many of the phones sold each year around the world are now camera phones, cameras
are still little used by behaviour inference systems for mobile phones. There are several reasons
for this. First, unlike surveillance cameras, embedded cameras are not turned on continuously to
preserve the battery of the phone. Therefore, images available for inference are either captured
occasionally by the user [CKHS07] or can be captured at regular intervals [MLF+08]. In any
case, most visual inputs are fixed images, not video streams. In practice this makes computer
vision problems such as body or face detection much harder because many false alarms cannot
be filtered out. Secondly, certain image processing tasks such as segmentation or body detection
and tracking are computationally expensive. Running them in the background of a mobile phone
together with another application in the foreground is challenging. Lastly, images captured by
camera phones are unconstrained. This is a very important difference with surveillance cameras
which are usually fixed or have a predefined movement. On such cameras, the background can
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be subtracted to identify new elements in the image. This cannot be performed on pictures
taken anywhere, at any time and in varying lighting conditions.
Integrating visual information into behaviour inference on mobile phones is a challenge which
has not been seriously taken up so far. The only use of visual information has been limited
to reading the metadata of a photograph [CKHS07] and computing the overall brightness
of an image captured from a mobile phone using a back-end processing tool on a desktop
computer [MLEC07], [MLF+08]. With a large proportion of mobile phones embedding one
or two cameras and featuring high computational capabilities, a lot more could be achieved.
However, capturing images automatically throughout the day raises important privacy issues.
In addition, many images would be of little use for example when the phone is in a pocket or in
a bag. Opportunistic strategies could be implemented to take advantage of any image or video
captured by the user himself. Alternatively, the time interval between consecutive snapshots
could vary dynamically depending on context. A better idea may however be to integrate into
the behaviour inference process visual information captured by other cameras such as fixed
surveillance cameras or webcams.
Listening to Activities through the Mobile Phone Microphone
One sensor which has been present in mobile phones since their inception is the microphone.
The amount of information about a person’s activity that can be inferred by a human listener
from a conversation or an audio record is considerable. Bugging has therefore become com-
mon in espionage and police investigations. With its communication capabilities and built-in
microphone, the mobile phone has all the properties of a covert listening device. Surprisingly,
built-in microphones have been very little used in behaviour inference. CenceMe [MLF+08]
uses Matlab processing on the back end to generate a noise index from audio samples captured
from N80 and N95 microphones. Using a voice detection algorithm on audio streams captured
from a phone in the user’s pocket in custom experiments, the system correctly detects if the
user is engaged in a conversation with an accuracy of almost 80%. Other examples of mobile
microphones used for behaviour inference include the MSP [CBC+08] and body-worn micro-
56
phones [WLTS06] in industrial environments where certain activities such sawing, hammering,
or drilling have a distinctive audio fingerprint. However, low recall and precision rates of 66%
and 63%, respectively, were obtained.
Capturing and processing audio faces similar privacy and technical issues as processing video
streams. Capturing audio through the phone’s built-in microphone is battery-consuming and
processing the input to detect speech or activity fingerprints involves heavy signal process-
ing. However, unlike cameras, microphones do not necessarily need to be oriented accurately
and their placement seems to be less critical for certain tasks such as conversation detection
[MLF+08]. The main obstacles to activity listening are therefore the battery capacity and
processing capabilities of mobile phones which will inevitably increase in the coming years. It
can therefore be expected that built-in microphones will be used for behaviour inference in the
short term with great benefits.
2.3.3 Discussion
As more and more sensing technologies are integrated into high-end mobile phones, the question
of their use in behaviour inference cannot be avoided. GPS, accelerometers and RFID used
independently of any mobile phone, have been shown to allow the distinction of activities which
have not been distinguished using cellular, Bluetooth or Wi-Fi signals alone. It can be expected
that in the coming years, fine-grained locational and motional activities will be distinguished
using GPS and accelerometers, respectively. The case of RFID is somewhat different since
integrated RFID readers are constrained by the fact that mobile phones are most often carried
in a pocket or handbag and therefore out of RFID range for passive tags incorporated in
everyday objects. In addition, the use of RFID is actually conditioned on the wide integration
of RFID tags in everyday objects, which is still to happen.
In order to go beyond locational and motional behaviour inference, multimedia technologies
already present in today’s phones seem to be the best way. Today’s smart phones feature
computational capabilities equivalent to that of standard desktop machine only ten years ago.
It therefore becomes possible to process video and sound signals directly on the device. The
57
major limitations then become battery power and privacy issues. The increase in the capacity
of mobile phone batteries in recent years indicates that it is only a matter of time before
continuous audio streams can be recorded and processed throughout the day. Audio processing
could provide not only voice and event detection but also speaker and speech recognition,
opening the way to text mining on transcriptions – even if those transcriptions are incomplete
or noisy. The Google Voice application for mobile phones already allows the transcription of
voicemail into text [Goo09c]. Having access to the content of conversations would allow the
recognition of new activities such as talking about a particular topic but also raises important
privacy issues.
Existing behaviour inference systems for mobile phones only capture information from embed-
ded sensors. For certain sensors, such as cameras, the built-in placement may not be optimal.
Integrating external sensors such as webcams or computer microphones into behaviour inference
through network connectivity may need to be considered. Such an approach actually better
corresponds to the original visions of ubiquitous computing [Wei91] and would be a sign of the
shift from mobile to ubiquitous computing.
In any case, the integration of additional sensors has a cost in terms of battery, memory
and computational resources. It is therefore necessary to balance this cost with expected
benefits for behaviour inference. In certain cases, the information provided by two sensors
can be redundant. GSM localisation for example can achieve high accuracy in cities through
multilateration without the need of GPS. In other cases, sensor readings can be complementary.
For example, multimodal sensing has been shown to offset the information lost when sensor
readings are collected from a single location [MRSS06], [LCB06]. Also, combining two cues
can help differentiate between more activities. For example, combining accelerometer data and
GSM localisation can help differentiate between several sitting activities such as reading at the
library, working at the office computer, or having lunch at the restaurant. Determining the
subset of sensors which are most useful and least redundant for the inference of a given set of
activities is an important question which has not been methodically addressed yet.
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2.4 Research Challenges
Given the extended sensing and computational capabilities of today’s smart phones and the
potential benefits of behaviour inference, one could legitimately ask why behaviour inference
systems have not made it into the mainstream market yet. There are of course certain privacy
issues associated to following people’s behaviour continuously through their mobile phones.
However, it is striking to observe that location-based services (LBSs), which face similar privacy
issues, are gaining considerable momentum at the same time. In this section, we discuss
obstacles to the development of mobile-phone-based behaviour inference and make out some
directions for future research.
2.4.1 Exploiting Long-range Dependencies
Looking several hours back in time can often help predict a user’s future activities. For example,
the user commuting to work in the morning is a strong indication that he will commute back
home in the evening, whatever he may do in the meantime. Similarly, if the user went out late
at night, he may not wake up early the next morning.
This type of common-sense reasoning performed by early logic-based plan recognition systems
is paradoxically out-of-reach for current statistical behaviour inference models which ignore any
long-range relationship between activities. For example, most probabilistic behaviour inference
models only model dependencies between context items such as location, co-presence and activ-
ity at a small number of subsequent time slices, typically one or two. In particular, this is the
case of first-order Hidden Markov Models and Dynamic Bayesian Networks in which activities
are modelled as hidden states. By ignoring longer-range dependencies, research in behaviour
inference misses out one of the specific advantages of the mobile phone platform, that is, its
ability to record sensor data continuously throughout the user’s day.
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2.4.2 Handling Temporal Variations in Human Behaviour
The time spent on activities varies from one day to the next, even if those days follow the
same daily pattern. For example, a user may stay longer at work on a particular working day
because of extra work or technical difficulties in the public transport system. Similarly, a user
may spend longer at the restaurant if he has a guest. The reasons behind temporal variations
are varied and not necessarily detectable in mobile phone data.
Temporal variations make the comparison of human behaviours more difficult. Simple ap-
proaches such as comparing the user’s activity at fixed times on different days do not work
well. The standard approach to accommodate for temporal variations in human behaviour is
to consider coarse-grained time slots. In [FGP08a], for example, the following eight coarse-
grained time slots are introduced: 0-7am, 7-9am, 9-11am, 11am-2pm, 2-5pm, 5-7pm, 7-9pm,
and 9-12pm. These coarse-grained time slots do remove some minor temporal differences be-
tween daily routines but (i) this is achieved at the price of a much lower temporal resolution
and (ii) the boundaries of these coarse-grained time slots are arbitrary.
2.4.3 Evaluating Behaviour Inference in Applications
The present basis for the evaluation of behaviour inference systems is the exact match. This
criterion is appealingly simple but suffers some serious drawbacks. For example, let us consider a
behaviour inference system that distinguishes between staying stationary, walking and running.
Outputting walking instead of running is considered equally erroneous as outputting staying
stationary. However, if the final application is to estimate the user’s physical expenditure, the
first error is clearly less critical than the second.
Behaviour inference is most often an intermediate task contributing to a larger application.
Therefore, two kinds of evaluations can be carried out. First, one may assess the contribution
of behaviour inference to a specific application. This approach is particularly suited when the
contribution of activities to the final application is indirect or difficult to perceive, for example,
when the user’s activity is an item of context among others. Secondly, behaviour inference
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systems may be tested independently of any application on testbeds specifically designed for
this purpose. Most mobile-phone-based behaviour inference systems are tested using the second
approach which allows deeper understanding of difficulties and guarantees that a behaviour
inference technique can be employed in diverse situations. However, it also demands a certain
consensus on test activities.
2.4.4 Establishing a Standard Set of Activities
Mobile-phone-based behaviour inference is not yet standardised. Many studies in behaviour
inference using body sensors and video cameras focus on a subset of the well-defined Activities
of Daily Living (ADLs) [KFea63], [Kat83] which have been shown to help in healthcare, for
example [eno09]. No consensual set of activities has yet emerged in mobile-phone-based be-
haviour inference. There are at least two reasons to this. First, mobile phone hardware evolves
so rapidly that authors cannot predict what will be achievable medium term. For example, a
whole new range of opportunities will open up if standard mobile phones are equipped with
accelerometers. Secondly, potential applications for mobile-phone-based behaviour inference
are very diverse. Therefore, it is difficult to define a single set of activities that would be suit-
able for all of them. Nevertheless, it seems that identifying some useful activities which can
be recognised using today’s mobile phones would have the benefit of setting an objective and
guiding research efforts.
2.4.5 Collecting Reference Testbeds
Research in mobile-phone-based behaviour inference is short of publicly-available datasets and
reference testbeds. Gathering real-life context and activity data faces four major problems.
First, designing an application which needs to run robustly for long hours on a mobile phone
demands specific programming skills. Secondly, technical difficulties may arise both in hard-
ware and software during data collection. Thirdly, logging activities requires considerable user
involvement and reporting. Typically, users forget to charge or carry their devices and re-
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port sparse or erroneous information [EP06]. Lastly, some pieces of context information are
personal. Considering potential misuses of personal data, logging an individual’s successive
locations, contacts and activities raises legitimate concerns.
Privacy issues are often used as an argument against the public release of an existing dataset.
This situation prevents a lot of experiments from being repeated. As a result, it is difficult
to tell whether research on mobile-phone-based behaviour inference is actually making any
progress. Publishing anonymised versions of existing datasets would be a driver for reasearch
in mobile-phone-based behaviour inference and allow existing systems to be compared on the
same testbed. In that respect, the CRAWDAD initiative [YKH06] for location data is exemplary
but does not currently include any mobile phone dataset labelled for human activities.
2.5 Conclusion
As a research field, the inference of human behaviour from mobile phone data is still immature.
In particular, the absence of reference testbeds and the fuzziness of its objective are revealing.
However, we believe that the task could be instrumental in the realisation of the ubiquitous
computing vision. First, the mobile phone is one of the few truly ubiquitous technologies
and features increasing communication, sensing and processing capabilities. Secondly, human
behaviour inference plays a key role in the initial visions of ubiquitous computing. Virtually
all intelligent interactions envisioned in ubiquitous computing involve inferring what the user
is doing at some point. Taking up the challenges offered by behaviour inference from mobile
phone data could therefore benefit a wide range of researchers in ubiquitous computing.
It is wrong to believe that advances in mobile phone hardware will be sufficient to succeed
in the task. Additional inputs do not always have a positive impact on inference and initial
experiments with expected sensing technologies do not necessarily generalise well to the mobile
phone platform. In order to take full advantage of available context information, new modelling
approaches are required. In the rest of this thesis, we will address two modelling problems that
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we highlighted (i) exploiting long-range dependencies and (ii) handling temporal variations in
human behaviour.
Ultimately, the development of accurate human behaviour inference using mobile phones is
conditioned upon the public availability of large and reliable datasets. In that respect, examples
of collaborations with mobile phone operators for data collection are still very rare. Also, unlike
researchers in certain other fields, researchers in behaviour inference are not accustomed to
making their evaluation data available to other researchers for comparison.
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Chapter 3
Mobile Phone Time Series Analysis
In the previous chapter, we reviewed the state of research in human behaviour inference from
mobile phone data and identified challenges in the task. In particular, we gave qualitative argu-
ments for considering long-range dependencies and temporal variations in behaviour inference.
In this chapter, we analyse these two phenomena quantitatively for the first time using the
Reality Mining dataset.
To a large extent, the analysis of mobile phone time series is still in its infancy. The relative
recency of the mobile phone technology and the proprietary aspect of mobile phone networks
partly account for the limited number of published results. In this chapter, we first present the
Reality Mining dataset that will be used in the rest of this thesis. We then explain how we derive
daily behaviour sequences from it automatically and examine the amount of missing data in
the dataset. Long-range dependencies are quantified using an information-theoretic approach.
We introduce novel analytical tools called routine matrices which allow us to demonstrate
the existence of long-range dependencies in mobile phone time series and decompose them.
We further show that long-range dependencies exhibit periodic oscillations which can also be
decomposed. In order to quantify temporal variations or time shifts in human behaviour, we
focus on a frequent daily pattern of human behaviour and examine commuting journeys and
activity durations.
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3.1 Mobile Phone Dataset
We consider in the following a standard dataset collected during academic year 2004-2005 as
part of the Reality Mining project [EP06] at MIT Media Lab. The anonymised version of
the dataset collected during the Reality Mining project is the largest set of mobile phone data
publicly available to date and has been used widely for behaviour analysis for example in [EP06],
[EP09], [FGP08b] and [FGP08a]. Due to the difficulties of collecting mobile phone data, the
dataset can be sparse for certain users and time periods 1. However, the Reality Mining dataset
is currently the best recognised mobile phone dataset in the community.
3.1.1 Data Collection
The Reality Mining dataset consists of 330,000 hours of continuous data recorded over the course
of nine months on 94 mobile phones. Participants, staff and faculty from the MIT Media Lab
and Sloan Business School, were provided with Nokia 6600 Bluetooth-enabled mobile phones
running a piece of software called the ContextLogger.
The ContextLogger was developed by the Context Group at the University of Helsinki [ROPT05]
and has been used in several experiments [DSC+05], [AKD05], [DSS+06]. It records and times-
tamps different bits of information, notably:
• Phone call information including phone numbers and call durations;
• Periodic Bluetooth scans detecting Bluetooth devices in proximity;
• Phone application usage, for example contact list or calendar ;
• Phone status, for example idle or charging ;
• The ID of the cell tower to which the phone is connected.
1We analyse missing data in the Reality Mining dataset in Section 3.2.
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3.1.2 Cell Towers
In the rest of this thesis, we will focus on the cell tower logs of the Reality Mining dataset.
In urban and suburban areas, mobile phones usually receive signals from multiple cell towers.
However, at any point in time, the phone is connected to one main cell tower through which it
communicates. The identifier of this cell tower, called Cell ID, is logged by the ContextLogger
every time it changes.
A phone is allocated to a cell tower in a process called cell tower hand-over. Handling cell
tower hand-overs is a technical challenge in which the strengths of received signals and network
usage are important factors. However, exact hand-over strategies are usually not disclosed by
operators. Although the two events are often related, a change in the current Cell ID does not
necessarily reflect a change in location and vice-versa.
It is also important to note that the mobile phone’s current cell tower is only a coarse indication
of its location. The range within which a mobile phone can connect to a cell tower varies
depending on the frequency of the signal used, the characteristics of the transmitter and other
factors including weather conditions. There is usually a certain overlap between GSM cell
towers to allow uninterrupted service during hand-over. However, this overlap cannot be too
large to avoid interference. In order to support a greater traffic, a denser network of cell towers
is meshed up in areas of high population density. In dense urban areas, cell towers can be at a
distance of only a quarter of a mile whereas this figure rises to one or two miles in suburban
areas. The maximum range of GSM is imposed by technical limitations and is 25 miles [3GP09].
Fine-grained GSM localisation can be achieved using multi-lateration techniques [Spi01]. How-
ever, the API of the mobile phone used in the Reality Mining experiment does not give access
to all visible cell towers but only to the current cell tower. This limitation is not critical in the
following where only coarse-grained locations are considered. The weak assumptions that we
make on the accuracy of localisation also guarantees that our results will still be applicable in
the future using more powerful APIs and positioning techniques.
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3.1.3 Deriving Daily Sequences
The original Reality Mining dataset provides time intervals over which the phone is connected to
a cell tower and the ID of this cell tower. From these time intervals, we derive daily sequences
of human behaviour. Each day starts at midnight and is divided into 24 hourly time slots.
For each time slot, we determine the cell tower to which the user’s phone was connected the
longest. This strategy has been implemented in previous work on the same dataset for example
in [EP06], [EP09], [FGP08b] and [FGP08a]. Considering hourly time slots eliminates some of
the noise due to the operators’ cell tower allocation strategy (a stationary mobile phone can
switch cell tower several times per hour depending on network usage). We then map cell towers
to activity labels.
3.2 Labelling
In this section, we detail our labelling strategy and specify the subset of the Reality Mining
dataset used in our experiments.
3.2.1 Unsupervised Labelling
Previous work using the Reality Mining dataset for behaviour inference has relied on cell tower
labels provided by mobile phone users manually during the Reality Mining experiment. Every
time a previously-unseen cell tower was encountered during the Reality Mining experiment,
the phone software prompted the user for some cell tower label. In previous work, the large
set of user labels collected by the phone software are typically mapped to a smaller set of
activity labels. In [EP06] and [EP09], five activity labels are considered. These correspond to
the phone being shut down, receiving no signal, the user being at home, at work, or elsewhere.
[FGP08b] and [FGP08a] consider the same labels but do not distinguish between the phone
being shut down and receiving no signal. Unfortunately, no labelling strategy has been described
in sufficient detail to be repeated exactly and the user’s labels can be sparse or subject to
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interpretation, especially for people outside the MIT community. In order to make our results
repeatable we determine the cell tower to which the user is connected the longest (predominant
cell tower) in the subset of the dataset that we consider and use the following labels:
• I means that the phone was connected to the predominant cell tower (in);
• O means that the phone was connected to any other cell tower (out);
• S means that the phone received no signal during the entire time slot;
• D means that the phone was shut down during the entire time slot.
In most cases, the predominant cell tower corresponds to the user’s home. However, in a
small number of cases, the predominant cell tower is the workplace cell tower. The results
presented here are little affected by this because the number of occurrences of predominant cell
towers is subject to an exponential decay. Figure 3.1 is an example of a user’s distribution of
predominant cell towers for the time period of the Reality Mining that we consider in this thesis.
An exponential decay curve is fitted to the distribution with a Pearson correlation coefficent
[RN88] R = 0.99961. The first two cell towers account for 84.53% of all occurrences. Therefore,
the out label mainly represents the second cell tower and labelling the home cell tower with in
or out is partly a matter of semantics.
Figure 3.1: Distribution of predominant Cell IDs for User A.
Manual labelling is known to place a heavy burden on the user. One considerable advantage of
our labelling strategy is that it does not require any user intervention. Its main disadvantage is
68
that we lose the distinction between work and elsewhere which are both labelled as out. Also,
when the user’s home is covered by multiple cells, the serving cell tower may change frequently.
By computing the user’s predominant cell tower over hourly time slots, we most often manage
to obtain relatively stable labels. Alternations can be assimilated to noise in data. This noise
has a limited effect on the probabilistic properties examined in this thesis as long as its level
remains low. However, for a few users, in and out labels may alternate frequently even when
the user is staying stationary, for example, at night. There are essentially three approaches to
eliminating these artifacts. Firstly, one could make additional assumptions about the user’s
behaviour. For example, the user could be assumed to stay stationary at home between certain
hours of the night and all recorded cell towers logged during that period of time could be
labelled with in. Unfortunately, if the user lives on campus, his phone may occasionally be
served by one of his workplace cell towers. The very important distinction between home and
work would therefore be missed by the labelling. Secondly, one could interpret a user’s input
during the experiment in order to identify all cell towers corresponding to his home and label
them with in. However, users often provided obscure inputs such as a few letters, or a name
which could just as well refer to a student hall or a workplace building. This approach would
therefore be rather subjective and difficult to repeat. Thirdly, Cell IDs could be clustered prior
to labelling. Again, the proximity of home and workplace cell towers on a campus would make
it difficult to assign certain Cell IDs to a unique cluster. In order to eliminate alternations of
labels which do not reflect a change in the user’s location, we need to have access not just to
the currently serving cell tower but to multiple visible cell towers and to the strengths of their
signals. This would allow us to locate the user more accurately using fingerprinting techniques.
Unfortunately, the Reality Mining dataset does not provide this information.
3.2.2 Labelled Subset
Due to the very long duration of the experiment, the Reality Mining dataset is relatively sparse
over certain time intervals. In [FGP08b] and [FGP08a], a subset of 30 participants and 121
consecutive days is identified as being the subset of the Reality Mining dataset containing the
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most cell tower information. We consider the same users and time period (from 26th August
to 24th December 2004) and derive daily behaviour sequences, as described above. With its
87120 labels, the resulting dataset is still very large. Figure 3.2 shows an example of applying
our labelling strategy to four users A, B, C and D in the dataset2. The x-axis represents the 24
hourly time slots in the day and the y-axis represents the 121 days considered. Each (x, y) cell
is coloured according to its label. Although we selected users with good data for illustration, a
quick look at Figure 3.2 gives an idea of the large number of time slots labelled with shut down
and no signal in their datasets.
(a) User A (b) User B
(c) User C (d) User D
Figure 3.2: Labelled subsets of the Reality Mining dataset for four users.
2Users A, B, C, and D are Users 39, 10, 95 and 97, respectively, in the original Reality Mining dataset.
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3.3 Missing Data
Missing data is a general problem in modelling and inference and is especially critical here
because human behaviour analysis relies on longitudinal data, that is, repeated observations
over long periods of time. In this section, we quantify missing data in mobile phone time series
and distinguish between time intervals when the phone is shut down and time intervals when
no signal is received. The numerical importance of missing data in mobile phone time series
and the length of missing intervals is found to be incompatible with standard approaches to
behaviour inference based on short-range information.
3.3.1 Missing Data throughout the Day
There are many reasons for a mobile phone to stop updating logs. Some of these reasons are
due to fundamental constraints of mobile phones such as limited battery life. GSM signals may
also be unavailable in certain indoor locations. Lastly, the user himself may decide to shut
down his device, for example, in a theatre. In all these cases, whether logs are kept locally
on the phone or remotely by the operator makes no difference. Local logging also has to face
specific problems such as memory consumption, unstable operating systems and conflicts with
other applications which may cause the logging daemon to crash or malfunction.
The proportion of missing data throughout the day is striking on the four stacked histogram of
Figure 3.3. Each histogram shows the distribution of activities throughout the day for one of
our four users. Although participants may have recharged their phones more often than usual
during the study, the thirty users shut down their phones 27.64% of the time (6 hours and 38
minutes per day) on average.
Figure 3.4(a) is a box plot which shows the distribution of time slots with the phone shut down
for the thirty participants throughout the day. Box plots represent five-number summaries
(sample minimum, lower quartile, median, upper quartile and sample maximum). Important
variations can be observed across participants hence the long boxes of the box plot. For any
time slot, more than 75% of all users have their phones shut down more than 15% of the days.
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(a) User A (b) User B
(c) User C (d) User D
Figure 3.3: Distribution of activities throughout the day for four users.
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Across all users, the total amount of time without signal is less than half the total amount
of time shut down. Figure 3.4(b) shows the distribution of time slots without signal for the
thirty participants throughout the day. On average, no signal could be received 12.47% of
the time (2 hours and 59 minutes per day). Longer upper whiskers indicate positive skew.
Some outliers3, represented by red crosses, can be observed on Figure 3.4(b). An inspection of
the users’ datasets seems to indicate certain difficulties with the logging application on a few
devices which had no signal for several consecutive days while still being recharged.
(a) Phone shut down (b) Phone without signal
Figure 3.4: Distribution of missing data throughout the day for the thirty users.
If we consider time slots shut down and without signal together, the amount of missing data
becomes very significant. In theory, knowing that the phone is shut down or received no signal
can be considered ’negative information’ and used as such. One could for example imagine
detecting tunnels and certain underground locations characterised by an absence of signal.
Also, certain time slots shut down may correspond to specific activities such as cinema sessions.
However, the distributions of time slots shut down throughout the day are almost uniform and
therefore do not seem to correspond to specific activities. In addition, missing intervals can be
very long, long enough for the user to perform any activity.
3Outliers are defined as values above the upper quartile or below the lower quartile by more than 1.5 times
the interquartile range.
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(a) Phone without signal (b) Phone shut down
Figure 3.5: Distribution of the length of missing intervals for the thirty users.
3.3.2 Length of Missing Intervals
For our thirty users, Figure 3.5(a) is a pie chart showing the distribution of intervals without
signal, grouped by length. 69.40% of all intervals without signal are shorter than 4 hours.
These may therefore correspond to certain locations inside buildings. A peak can be observed
during working hours on Figure 3.4(b). In contrast, intervals during which the phone is shut
down can be much longer. For our thirty users, Figure 3.5(b) represents the distribution of
intervals shut down, grouped by length. 31.43% of all intervals shut down are longer than 13
hours. During these long intervals, it is clear that the user may perform any activity.
The standard approach to behaviour inference is based on short-range information. The length
of missing intervals in mobile phones time series is such that short-range information is simply
not available for many time slots. In order to determine the user’s activity during these time
slots, one can only rely on long-range information. In the next section, we quantify long-range
dependencies in mobile phone time series.
3.4 Long-range Dependencies
Existing behaviour inference models such as Hidden Markov Models and Dynamic Bayesian
Networks typically only model short-range dependencies in data. While short-range depen-
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dencies are often the strongest, they cannot be used for inference over long missing intervals.
Fortunately, human behaviour also exhibits significant long-range dependencies. In order to
illustrate this statement, let us consider the case of a typical working person. If that person
commutes to work in the morning, he will almost certainly commute back home in the evening,
whatever activities he may have performed in the meantime. Similarly, if a person goes out
late at night, he may not wake up early the next morning. In this section, we demonstrate the
existence of long-range dependencies in mobile phone time series and analyse them.
3.4.1 Mutual Information
An intuitive way to measure the dependency between two discrete random variables X and
Y with respective sample spaces X and Y is to represent their outcomes by scalars and com-
pute the absolute value of their correlation coefficient. However, this approach has two ma-
jor drawbacks (i) the value of the correlation coefficient depends on the scalars chosen and
(ii) correlation only measures linear dependencies. A more elaborate approach is to con-
sider the quantity
∑
(x,y)∈X×Y |PXY (x, y)− PX(x)PY (y)| called the unweighted L1 metric. If
X and Y are independent, the joint probability PXY (x, y) equals the product of the marginals
PX(x)PY (y) for all (x, y) ∈ X × Y . Therefore, the unweighted L1 metric equals 0. The
smaller the probabilities, the less they contribute to the dependency. This effect may be
more or less desirable in practice. Therefore, several variants of the metric exist, some of
them further reducing the dependency for low probability values such as the weighted L1
metric
∑
(x,y)∈X×Y PXY (x, y) |PXY (x, y)− PX(x)PY (y)| and the weighted L2 metric, defined as∑
(x,y)∈X×Y PXY (x, y) (PXY (x, y)− PX(x)PY (y))2. However, no objective criterion can guide
the selection of one of these variants over the others.
One dependency measure which has an objective information-theoretic interpretation is the
Shannon mutual information [SW48]. It is defined as:
I(X;Y ) =
∑
(x,y)∈X×Y
PXY (x, y) log2
(
PXY (x, y)
PX(x)PY (y)
)
.
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Figure 3.6: Relationship between H(X), H(Y ), H(X|Y ), H(Y |X) and I(X;Y ).
Mutual information can be interpreted as a measure of the difference between the joint proba-
bility distribution PXY and the product of the marginals PXPY . This non-symmetric measure
is the Kullback-Leibler divergence [KL51] of the two distributions which writes I(X;Y ) =
DKL(PXY ||PXPY ).
From an information-theoretic point of view, mutual information is defined by:
I(X;Y ) = H(X)−H(X|Y )
= H(Y )−H(Y |X),
where H(X) = −∑x∈X PX(x) log2 PX(x) denotes the Shannon entropy [SW48] of X and
H(X|Y ) = −∑(x,y)∈X×Y PXY (x, y) log2 PX|Y (x|y) is the entropy of X conditional on Y . In-
tuitively, H(X) measures the uncertainty associated with X in terms of the average number
of bits necessary to differentiate the possible values of X. H(X|Y ) measures the uncertainty
associated with X given Y in terms of the average number of bits necessary to differentiate the
possible values of X given the value of Y . The relationship between H(X), H(Y ), H(X|Y ),
H(Y |X) and I(X;Y ) is represented on Figure 3.6.
Since we use a base 2 logarithm, mutual information is here measured in bits. It tells us how the
knowledge of one variable reduces uncertainty about the other variable. Mutual information
has several advantages as a measure of dependency. I(X;Y ) increases with dependency when
applied to probability distributions. Also, it is symmetric, I(X;Y ) = I(Y ;X) and bounded
0 ≤ I(X;Y ) ≤ min(H(X), H(Y )). Specifically, I(X;Y ) = 0 only if X and Y are independent
in which case H(X) = H(X|Y ). I(X;Y ) = H(Y ) only if Y is a function of X in which case
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H(Y |X) = 0. Lastly, mutual information depends on the distribution of possible values of X
and Y but is independent of these values themselves.
3.4.2 The Routine Matrix
The existence of long-range dependencies in human behaviour is relatively easy to accept qual-
itatively. However, if these long-range dependencies are to be utilised in practice to design
models for inference, it is important to be able to observe and quantify them in data.
We assume in this section that a user’s activities at the n different time slots in the day are
generated by a random experiment on the sample space X n where X = {I, O, S,D}. We model
a user’s daily behaviour as an n-dimensional random vector X = (X1, X2, . . . , Xn)
T on the
sample space of the experiment where Xi is a random variable representing the user’s activity
at time slot i. The different days in the dataset are here viewed as realisations of X. Implicitly,
we ignore here any dependency across days and only consider dependencies within the day.
We define the routine matrix R as the n×n matrix such that ∀(i, j) ∈ {1, 2, . . . , n}2 ,R[i, j] =
I(Xi;Xj). In other words, the element at position (i, j) of the routine matrix is the mutual
information between time slots i and j in the user’s days. This element therefore represents how
the knowledge of the user’s activity at one of these two time slots reduces uncertainty about
his activity at the other time slot. Since mutual information is symmetric, routine matrices
are symmetric matrices. It should also be noted that ∀i ∈ {1, 2, . . . , n} ,R[i, i] = I(Xi, Xi) =
H(Xi). In other words, the ith diagonal elements of the routine matrix is the entropy of time
slot i which represents the uncertainty associated with this time slot. The higher this figure,
the more uncertain the user’s activity at time slot i is.
Figure 3.7 shows the routine matrices of our four users. We have annotated certain areas of User
A’s routine matrix on Figure 3.7(b) for ease of reference. All thirty users’ routine matrices can
be found in Appendix A. Variations in the colour of diagonal cells reflect the varying entropy of
time slots throughout the day. The diagonal cells corresponding to evening, night and working
hours are darker. These darker shades mean a lower uncertainty about the user’s activity at
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these times of the day. In contrast, times of the day when the user commutes between home
and work are brightest (λ and µ on Figure 3.7(b)). This occurs because the user may either be
in or out at these times.
Most cells adjacent to diagonal cells are very bright. These bright cells reflect the fact that
two consecutive time slots have a high mutual information. In other words, mobile phone
data exhibits strong short-range dependencies. The only rare exceptions are located around
commuting times where knowing the user’s location at one time slot does not help predict
where he will be in the next hour.
Routine matrices also feature large bright squares centred on their diagonals (α, β and γ on
Figure 3.7(b)). These bright squares demonstrate high mutual information values between
distant time slots. They span time slots during which the user usually stays stationary for
several consecutive hours. This situation arises primarily during the evening, at night and
during working hours. The knowledge of the user’s location at one time slot during these time
intervals informs on the user’s location several hours later or earlier. For example, knowing
that the user was in at 1am is a strong indication that he will still be in at 7 or 8am. We are
here seeing long-range dependencies which can be better explained through decomposition.
3.4.3 Decomposing the Routine Matrix
A finer understanding of dependencies can be gained by looking at the specific contribution of
each activity pair to the total mutual information. Figure 3.8(a) is a 4 by 4 grid of matrices.
Matrix Rx,y at position (x, y) in this grid represents the contribution of the pair of activities x
and y to the total routine matrix. It is itself an n× n matrix defined by:
∀(x, y) ∈ X 2,∀(i, j) ∈ {1, 2, . . . , n}2 ,Rx,y[i, j] = PXiXj(x, y)log2
(
PXiXj(x, y)
PXi(x)PXj(y)
)
.
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(a) User A’s routine matrix (b) User A’s annotated routine matrix
(c) User B’s routine matrix (d) User C’s routine matrix
(e) User D’s routine matrix
Figure 3.7: Routine matrices for four users.
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In other words, matrix Rx,y shows the contribution of the pair of activities x and y to the total
mutual information for any two time slots in the user’s day. We annotated certain areas on
Figure 3.8(b) for ease of illustration.
It is easy to verify that R =
∑
(x,y)∈X 2 Rx,y. The sum of all 16 matrices on Figure 3.8(a)
therefore equals the routine matrix on Figure 3.7(a).
One direct consequence of this is that ∀i ∈ {1, 2, . . . , n} , H(Xi) = R[i, i] =
∑
(x,y)∈X 2 Rx,y[i, i].
However, ∀i ∈ {1, 2, . . . , n} ,∀(x, y) ∈ X 2, x 6= y,Rx,y[i, i] = 0 because Xi can either take x or
y as value. Therefore, H(Xi) = R[i, i] =
∑
x∈X Rx,x[i, i]. In other words, the contribution of
each activity to the total entropy of the different time slots in the user’s day can be observed
on the diagonals of the matrices on the diagonal of the grid.
Lastly, we have ∀(x, y) ∈ X 2,∀(i, j) ∈ {1, 2, . . . , n}2 ,Rx,y[i, j] = Ry,x[j, i]. Therefore ∀(x, y) ∈
X 2,Rx,y = RTy,x hence the symmetry of the grid on Figure 3.8(a).
Variations in the entropy of the different time slots are mostly explained by the diagonal
elements of RI,I , RO,O and RS,S. Since the probability of the phone being shut down is almost
the same at any time slot, the diagonal elements of RD,D do not vary much throughout the
day.
The bright squares identified on the routine matrix come from matrices on the diagonal of the
grid. Bright squares at different times of the day can be observed on RI,I , RO,O, RS,S and
RD,D. RI,I shows a large and bright square spanning night hours (αI on Figure 3.8(b)) because
knowing that the user is in at home at any point in time during the night means that he has
been and will be in for the entire night. Night hours are also spanned by a slightly darker
square on RO,O (αO on Figure 3.8(b)). The same reasoning holds here but contributions are
lower because the user spends fewer nights out.
RO,O exhibits a large and bright square around working hours (βO on Figure 3.8(b)) where
the user spends several consecutive hours out typically at work. A bright smaller square can
also be observed around working hours on RI,I (βI on Figure 3.8(b)). However, this square is
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(a) Colour map
(b) Annotated colour map
Figure 3.8: Contributions of activity pairs to User A’s routine matrix.
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smaller. If the user has not gone out at these particular working hours then it probably means
that he has not or will not go out to work at all.
RS,S and RD,D gives some information about the possible origin of missing time intervals in
data. Brighter areas at night on RS,S (αS on Figure 3.8(b)) seem to indicate that the user
sometimes left his phone at a place in his house where no signal could be received. Almost all
of RD,D is bright because the phone usually stays off for long hours. The very bright square at
night corresponds to the fact that a phone shut down or running out of battery at night usually
stays shut down until the next morning. The very bright square spanning working hours (αD
on Figure 3.8(b)) means that a phone running out of battery out is typically not recharged
before the user returns home in.
Commuting patterns can be observed on slightly less bright areas off the diagonals of RI,I , RI,O
and RO,I . On RI,I , orange areas can be found between night and evening time slots (δ and δ’
on Figure 3.8(b)). These contributions to long-range dependencies correspond to the fact that
the user being in at home early morning is related to him being back in at home in the evening.
On RI,O and RO,I , two brighter areas can be spotted between working and evening hours on
the one side of the diagonal ( and ’ on Figure 3.8(b)) and between working and night hours
on the other (ζ and ζ’ on Figure 3.8(b)). The user being out at work during working hours is
related to him being in at home the previous night and in the evening.
Decomposing the routine matrix explains the origin of long-range dependencies within one
user’s day. In the next section, we examine probabilistic dependencies between multiple users’
behaviours.
3.4.4 The Cross-routine Matrix
There are many reasons why the behaviours of individuals belonging to the same group should
be related. Students attending the same classes have to be at the same lecture halls at the same
times. Friends having lunch together meet at agreed times on a regular basis and go to the same
restaurant. Work meetings gather work colleagues at a given place for the same duration. In
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order to observe the dependencies that exist between the behaviours of two individuals within
a group, we introduce the cross-routine matrix.
Let X and Y be two different users in the dataset. We assume in this section that User X and
Y ’s activities are generated by a random experiment on the setMn,2(X ) of n×2 matrices over
X . We model User X and Y ’s daily behaviours as an n× 2 random matrix:
Z =

X1 Y1
X2 Y2
...
...
Xn Yn

,
on the sample space of the experiment where Xi and Yi are random variables representing User
X and Y ’s activities, respectively, at time slot i. The different days in the dataset are here
viewed as realisations of Z. As in the previous section, we ignore in this section any dependency
across days.
We define the cross-routine matrix of User X and User Y , in this order, as the n × n matrix
RX,Y such that ∀(i, j) ∈ {1, 2, . . . , n}2 ,RX,Y [i, j] = I(Xi;Yj). In other words, element at
position (i, j) of matrix RX,Y is the mutual information of User X’s ith time slot and User Y ’s
jth time slot. The higher this coefficient, the higher the dependency between User X’s activity
at time slot i and User Y ’s activity at time slot j. Let us assume that, like operators, we
have access to multiple individuals’ Cell ID logs and that two individuals have a high value in
their cross-routine matrix at position (i, j). Knowing the first individual’s activity at time slot
i helps us infer the second individual’s activity at time slot j, even if the second individual’s
phone is shut down.
Figure 3.9 shows the cross-routine matrices of User A and Users B, C, and D. We annotated the
cross-routine matrix of User A and User B on Figure 3.9(b). All three cross-routine matrices
show a bright area spanning working hours of both users (β on Figure 3.9(b)). This means
that knowing whether User A was in or out during working hours reduces uncertainty on the
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(a) Cross-routine matrix of User A and User B (b) Annotated cross-routine matrix of User A and User
B
(c) Cross-routine matrix of User A and User C (d) Cross-routine matrix of User A and User D
Figure 3.9: Cross-routine matrices of User A and Users B, C, and D.
other user’s activity. There are two explanations for this. First, users have a tendency to stay
home in on week-ends. Secondly, these users are part of an academic community. Therefore,
they are likely to have the same term dates and holidays out.
Cross-routine matrices allow the quantification of short- and long-range dependencies between
two user’s days and can easily be generalised to more than two users. However, we have so far
only examined dependencies within a single day. In the next section, we quantify longer-range
dependencies in human behaviour holding across multiple days. We show that for a fixed user,
these dependencies exhibit periodic oscillations that can be explained through decomposition.
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3.4.5 Periodic Oscillations in Auto Mutual Information
In this section, we examine how the mutual information of a user’s activities at two time slots
varies with the distance between these time slots. The user’s successive activities can be viewed
as a stationary discrete-valued stochastic process X1, X2, . . . , Xl. A stochastic process is a fam-
ily of random variables {Xt, t ∈ T } where T is the index set of the process. A stochastic process
is said to be stationary if, for all n, t1 < t2 < . . . < tn and k > 0, the joint probability distri-
bution of Xt1+k, Xt2+k, . . . , Xtn+k does not depend on k. In other words, the joint probability
distribution does not change when shifted in time and there is effectively no origin on the time
axis.
One can define auto mutual information (AMI) [FS86] at lag τ as the mutual information
between discrete random variables Xi and Xi+τ . Essentially, auto mutual information is the
mutual information of a time series and a time-delayed version of this time series. It estimates
how much on average the value of the time series can be predicted from values of the time
series at preceding points. Auto mutual information is mainly used in physics to determine a
value for the constant time delay in attractor reconstruction using time series data [FS86]. The
stationarity assumption implies that I(Xi;Xi+τ ) is independent of i. Auto mutual information
at lag τ is denoted I(τ) in the following and computed as:
I(τ) = I(X1;X1+τ ) =
∑
(x,y)∈X 2
PX1X1+τ (x, y)log2
(
PX1X1+τ (x, y)
PX1(x)PX1+τ (y)
)
.
In particular, I(0) is the overall entropy of a user’s behaviour. We plot the distribution of I(τ)
in Figure 3.10 with τ running from 1 to 64 for the thirty users. A range of 64 hours allows us
to observe variations of auto mutual information across several days. For larger values of τ , the
amplitude of variations decreases slowly until auto mutual information reaches a diminished
stable value.
A rapid decrease in auto mutual information can be observed when the lag increases from 1 to
10. This confirms the relative superiority of shorter- over longer-range dependencies. In other
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Figure 3.10: Auto mutual information against lag for the thirty users.
words, knowing what the user did a few hours ago is more informative on what he is doing now
than knowing what he did long ago. With the exception of a few outliers, the distribution of
short-range dependencies across the thirty users is also narrower as shown by the shorter boxes
and closer extreme values for lower values of τ .
In spite of all the variations that may exist between different users, peaks of auto mutual
information can be observed for lags that are multiples of 24 hours. In particular, a high local
maximum can be observed for τ = 24. This means in practice that uncertainty on the user’s
activity is reduced if we can answer the question: ’What was the user doing the day before
at the same time?’. We call this 24-hour dependency previous-day dependency in the rest of
this thesis. Previous-day dependency is very useful in the presence of long missing intervals
because it can help determine the user’s activity when short-range information is not available.
Previous-day dependency originates in a tendency to repeat the same behaviour at the same
time from one day to the next. One explanation for this is that working days and holidays are
often consecutive. Another explanation is that users may sometimes have short-lived habits
such as working late for a few consecutive days before a deadline. A careful inspection of
minimum values on the boxplot of Figure 3.10 seems to indicate that auto mutual information
follows richer periodic patterns for certain users.
Figure 3.11 represents auto mutual information for Users A, B, C, and D. Auto mutual in-
formation graphs for all thirty users are provided in Appendix A. As previously, auto mutual
information decreases rapidly with τ . A greater number of periodic peaks of auto mutual infor-
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mation can be observed, spaced out of about 12 hours. The single-sided amplitude spectrum the
discrete Fourier transform (DFT) of User A’s auto mutual information is represented on Figure
3.12. A peak in this amplitude spectrum can be observed for a frequency which corresponds
to a period of about 12 hours. In order to explain this period, we decompose auto mutual
information in the same way as we decomposed the routine matrix in the previous section.
(a) User A (b) User B
(c) User C (d) User D
Figure 3.11: Auto mutual information against lag for four users.
For any pair of activities (x, y) ∈ X 2, we define the function:
Ix,y(τ) = PX1X1+τ (x, y)log2
(
PX1X1+τ (x, y)
PX1(x)PX1+τ (y)
)
.
Ix,y(τ) represents the contribution of activity pair (x, y) to I(τ). It is easy to verify that for all
τ, I(τ) =
∑
(x,y)∈X 2 Ix,y(τ).
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Figure 3.12: Single-sided amplitude spectrum the discrete Fourier transform of User A’s auto
mutual information.
For each activity pair (x, y) ∈ X 2 on the x-axis, Figure 3.13 represents Ix,y(τ) for User A with
τ running from 1 to 64. It appears that the rapid decrease in auto mutual information for
small values of τ is primarily due to contributions IS,S and ID,D. This can be explained by the
fact that missing data does not follow any periodic pattern. However, since data is generally
missing for several consecutive hours, knowledge that the phone has been shut down or has not
received any signal recently is very informative on the fact that data will be missing in the next
few hours.
II,I , II,O, IO,O and IO,I are responsible for the 12-hour period observed on Figure 3.11(a). All
these contributions are 24-hour periodic but II,I and IO,O on the one side and II,O and IO,I on
the other side have a phase difference of 12 hours. The 24-hour periodicity of II,I and IO,O means
that the presence of the user in or out at a given time is probabilistically strongly dependent
on his presence at the same place at the same time in the few previous days. The resemblance
between consecutive days explains this phenomenon. This resemblance also accounts for the
24-periodicity of II,O and IO,I with a 12-hour phase difference. The 12-hour phase difference
corresponds to a commuting pattern in which the user’s being in at home at a given time is
related to him being in at home 12 hours earlier and later. The four main contributions to
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Figure 3.13: Contributions to User A’s auto mutual information.
User A’s auto mutual information that are II,I , II,O, IO,I , IO,O can be visualised on Figure 3.14,
together with his total auto mutual information.
3.5 Time Shifts
We highlighted in the introduction chapter that human activities could have varying durations
depending on a number of factors which are difficult to detect in mobile phone time series. In
this section, we provide empirical evidence of these temporal varitions that we call time shifts.
By distorting behaviour sequences, time shifts make their comparison more difficult.
3.5.1 The In-out-in Pattern
In order to observe time shifts in user behaviour, we consider a simple daily pattern consisting
of one uninterrupted interval out between two uninterrupted intervals in. We call this the
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Figure 3.14: User A’s auto mutual information and its four main contributions.
in-out-in pattern in the following. Figure 3.15 shows the subset of User A’s days which follow
the in-out-in pattern. Due to the presence of missing data, only 21 days out of 121 (17.3%)
can be considered.
Figure 3.15(b) shows that even days following the exact same pattern exhibit significant tem-
poral variations or time shifts. Time shifts correspond to the intuition that human activities
can start and end at varying times depending on a number of parameters. A student may for
example decide to stay longer in the lab on a particular day to meet a deadline or may be
delayed back home because of a technical difficulty in the public transport system. The great
number of factors that can cause a human activity to be shorter or longer than usual make
time shifts difficult to predict. This is especially true and critical when comparing long human
behaviours such as daily behaviours because variations in the durations of successive activities
can accumulate over long periods of times.
There are essentially two ways to view time shifts. In the next section, we examine the distri-
bution of the start and end dates of the outing in the in-out-in pattern. These start and end
dates are called commuting journeys. Time shifts can also be considered variations in activity
durations. In the next section, we also examine the distribution of outings’ durations.
90
(a) All days (b) Days following the in-out-in pattern
Figure 3.15: Selecting days following the in-out-in pattern in User A’s dataset.
3.5.2 Commuting Journeys and Activity Durations
Time shifts make it difficult to correlate events at fixed times. Figure 3.16 is a scatter plot of
User A’s transitions in the in-out-in pattern with two marginal histograms. Each point (x, y),
x < y in the scatter plot corresponds to one day u = u1u2 . . . un which follows the in-out-in
pattern in User A’s data. In the course of that day, User A leaves in at time slot x and leaves
out at time slot y. Formally, we have:
∀i ∈ {1, 2, . . . , x} ∪ {y + 1, y + 2, . . . , n} , ui = I,
∀i ∈ {x+ 1, x+ 2, . . . , y} , ui = O.
The distributions of both x and y have important standard deviations. User A leaves in at
10:31 on average with a standard deviation of 2 hours and 24 minutes. He then leaves out at
18:26 on average with a standard deviation of 2 hours and 29 minutes. It is therefore difficult
to find a fixed time slot corresponding to a commuting journey.
In addition, transitions from in to out and from out to in are almost uncorrelated. This can
be observed on the scatter plot of Figure 3.16. The sample covariance matrix of x and y is:
S =
 sx sx,y
sy,x sy
 =
 5.7619 −0.4357
−0.4357 6.1571
 .
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Figure 3.16: Distribution of User A’s commuting journeys.
92
From S we compute the sample correlation coefficent r = sx,y/
√
sxsy = −0.0732. The low
absolute value of r shows that x and y are not linearly correlated. In other words, the fact that
User A went out one hour later does not mean that he will come back one hour later or even
a fixed amount of time later. This would have been the case if, for example, outings had had
roughly the same duration, which is not true here. Actually, User A even has a slight tendency
to come back earlier if he went out later, as shown by the negativity of r.
We have previously examined time shifts from the point of view of commuting journeys. An-
other way to look at time shifts is to consider variations in the durations of activities. Figure
3.17 represents the distribution of the outing’s duration ∆t = y − x in the in-out-in pattern.
In User A’s data, the average time spent out is 7 hours and 54 minutes. The distribution of
∆t has a very high standard deviation of 3 hours and 34 minutes. Figure 3.17 shows that few
stays out have a short duration while most have a long duration. Hence, there seems to be
several types of stays out which are not distinguished by our labelling.
Figure 3.17: Distribution of User A’s stays out against their durations.
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3.6 Discussion
The work presented in this chapter is naturally constrained by the biaises of the original ex-
periment. The Reality Mining dataset is an important source of mobile phone data and has
the advantage to be publicly available for research purposes. However, all users from the Re-
ality Mining dataset were part of the MIT academic community. The extent to which results
obtained using the Reality Mining dataset can be generalised to the general population is an
open question. Generalising to the working population alone is not obvious either. Students,
for example, can have atypical behaviours with varied working hours, late evenings ’at work’
on campus and longer holidays than the general working population.
The other main limiting factor of our analysis is our modelling of mobile phone data. First,
we only distinguish between two labels, namely in, which usually corresponds to home, or
out, which represents any other activity. Other studies have made the distinction between work
and elsewhere [EP06], [FGP08b], [FGP08a]. However, these studies have not provided sufficient
information for us to repeat their experiments. In addition, they rely on user reports whose
interpretation can be highly subjective, especially for people outside the MIT community. Our
coarse distinction can be viewed as a loss of accuracy but actually has very important practical
advantages. In particular, all our results are repeatable. In addition, our strategy does not
require any user intervention and can be deployed straight away. The second limitation in our
model is the coarse temporal division of a user’s day into 24 one-hour time slots. One hour
is a long period of time during which the user may have the time to perform several different
activities. However, considering relatively long time slots eliminates some noise in data.
3.7 Summary
The first contribution of this chapter is the quantification of missing data in mobile phone
time series. Specifically, we showed that mobile phones stay shut down for long hours at
unpredictable times and that the overall duration during which no data is available is very
important. Over long intervals of missing data, information about the user’s recent activities
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is not available preventing the use of inference models based on short-range dependencies. In
order to infer the user’s activity at those times, one can only consider longer-range information.
The second contribution of this chapter is the quantification of dependencies in human be-
haviour using information theory. Our introduction of routine matrices has allowed the identi-
fication and decomposition of long-range dependencies within a user’s day. These dependencies
can help determine the user’s behaviour over long intervals of missing data. We also examined
longer-range dependencies of time slots up to 64 hours distant and applied the same decompo-
sition strategy. Across all thirty users, peaks of auto mutual information were discovered for
lags that are multiples of 24 hours. In addition, 12-hour periodic oscillations were found for a
set of users with good-quality data. This 12-hour period was shown to be the result of four 24-
hour periodic contributions to the overall auto mutual information. Our information-theoretic
approach was also applied to the analysis of dependencies between the behaviours of two users
within a group. Cross-routine matrices showed that users’ behaviours were probabilistically
dependent during working hours. The information-theoretic behaviour analysis carried out in
this chapter can easily be adapted to any set of user activities and custom temporal resolutions.
Lastly, we demonstrated the existence of important variations in the duration of user activities
by considering a fixed human behaviour pattern. The distribution of commuting times and the
duration of stays out were found to exhibit large standard deviations. The times of commuting
journeys out and back in were shown to be largely uncorrelated.
The rest of this thesis focuses on exploiting long-range dependencies and overcoming time shifts
to improve the accuracy of human behaviour inference.
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Chapter 4
Human Behaviour Prediction
The standard approach to human behaviour prediction is based on a simple observation. What
the user will do in the next few minutes is usually strongly dependent on what he has done
recently. This strong short-range dependency has three main explanations. First, user move-
ments are physically constrained. Within a given time frame, only certain locations can be
reached. Secondly, people’s activities follow on in time because they follow on logically. The
user is unlikely to commute multiple times between home and work during the day because it
does not make sense in most cases. Lastly, routine makes certain transitions between activities
more likely than others.
Physical constraints, logic and routine account for the high predictive power of short-range
information. Unfortunately, what the user has done recently is not always available in mobile
phone logs. The previous chapter highlighted the existence and numerical importance of miss-
ing intervals spanning several hours in mobile phone time series. Predicting human behaviour
over ’black-outs’ of such lengths cannot rely on short-range dependencies and is therefore excep-
tionally challenging. In addition, short-range dependencies do not allow long-range prediction,
several hours ahead of time.
This chapter provides empirical evidence that long-range dependencies discovered in Chapter
3 can benefit behaviour prediction. A well-known probabilistic predictor is first introduced to
serve in the subsequent experiments. We then investigate the problem of long-range prediction
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and demonstrate the benefit of long-range information in short-range prediction. Lastly, we
show that previous-day information increases prediction accuracy in the absence of short-range
information and summarise our results.
4.1 Naive Bayes
This section introduces and motivates the use of the Naive Bayes model for mobile-phone-based
human behaviour prediction.
4.1.1 Problem Modelling
Predicting a mobile phone user’s activity can be viewed as a supervised learning problem in
which the objective is to approximate a conditional probability distribution PY |X where Y
is a discrete random variable representing the user’s activity at the predicted time slot and
X = (X1, X2, . . . , Xn)
T is a random vector whose n elements represent the user’s activities at
previous time slots or any other feature. Possible outcomes of Y and Xk are denoted Y = {yi}
and Xk =
{
xki
}
, respectively. Possible outcomes of X are denoted X = {xi} = X1×X2×. . .×Xn.
In this chapter, two activities are considered (in and out)1. Therefore, Y = {I, O}. Similarly,
if all variables Xk represent a user’s activity at a previous time slot then we can take ∀k ∈
{1, 2, . . . , n} ,Xk = {I, O} and X = {I, O}n. The training set D = {(xi, yi)} ⊆ X × Y is
assumed to be generated by drawing each instance xi at random from an unknown underlying
distribution PX and labelling this instance with its Y value yi.
1Time slots when the phone is shut down or without signal are considered missing values, as detailed later
in this section.
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4.1.2 Unbiased Bayesian Learning
Bayes’ rule provides a way to learn PY |X by estimating PX|Y and PY from training data:
PY |X(y|x) =
PX|Y (x|y)PY (y)∑
y′∈Y PX|Y (x|y′)PY (y′)
. (4.1)
An accurate estimate of PY can usually be computed from relatively few training examples when
the number of possible outcomes |Y| is small. The parameters that define this distribution are
pii ≡ PY (yi). Since
∑
i pii = 1, only (|Y| − 1) independent parameters need to be estimated.
In contrast, the number of parameters required to estimate PX|Y grows exponentially with
n. The set of parameters that define PX|Y is θi,j ≡ PX|Y (xi|yj). There are |Y|(|X | − 1) such
independent parameters. For a fixed i,
∑
j θi,j = 1. Therefore, |X |n−1 independent parameters
need to be computed. This is asymptotically equivalent to having |Y| parameters per distinct
value of X and there are
∏n
k=1 |Xk| such values. If Y and each Xk can take on two activities
as a value, the total number of independent θi,j parameters is already 2(2
n − 1). In order to
compute reliable estimates for these parameters, each distinct value of X must occur multiple
times in training data and the size of the training set D needs to grow exponentially with n.
This approach is clearly not tractable, especially as good-quality mobile phone data can be
difficult to acquire.
4.1.3 Conditional Independence Assumption
The Naive Bayes model reduces sample complexity by assuming that features X1, X2, . . . , Xn
are conditionally independent of one another given Y (Figure 4.1). Formally ∀(i, j), we have:
∀(i, j), PXi|Y,Xj(x|y, x′) = PXi|Y (x|y).
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Figure 4.1: Graphical representation of the Naive Bayes model. Nodes represent random
variables while arcs encode conditional dependencies.
With this assumption, the conditional probability PX|Y can be factored as:
PX|Y (x1, x2, . . . , xn|y) =
n∏
i=1
PXi|Y (xi|y). (4.2)
Hence, PX|Y can be defined by parameters θi,j,k = PXi|Y (x
i
k|yj). There are only |Y|(
∑n
k=1 |Xk|−
1) such independent parameters. In the case of two activities, the conditional independence
assumption therefore reduces the total number of parameters to estimate from (2n+1 − 1) to
(2n + 1). More importantly, decoupling the class conditional feature distribution makes it
possible to estimate each one-dimensional distribution independently. This means that less
training is required in practice and not all possible values of X need to be observed in data.
The fundamental equation of Naive Bayes can be derived using (4.2) in (4.1):
PY |X(y|x1, x2, . . . , xn) =
PY (y)
∏n
k=1 PXk|Y (xk|y)∑
y′∈Y PY (y
′)
∏n
k=1 PXk|Y (xk|y′)
. (4.3)
Once all independent parameters pii and θi,j,k have been estimated from training data, the
probability of any outcome of Y given any feature vector X =
(
x1i1 , x
2
i2
, . . . , xnin
)T
can be es-
timated very efficiently through (4.3). Following the maximum a-posteriori (MAP) decision
rule, the predicted class y∗ is the possible outcome of Y with the highest probability. Since the
denominator of (4.3) does not depend on yi, the output of the predictor can be obtained by:
y∗ = argmax
y∈Y
PY (y)
n∏
k=1
PXk|Y (xk|y).
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4.1.4 Learning
Maximum likelihood estimates are parameter values that maximise the probability of obtaining
the training set D given a chosen probability distribution model. For the Naive Bayes model,
maximum likelihood estimates are given by:
pii = P̂Y (yi) =
|{(x, yi) ∈ D}|
|D| ,
θ̂i,j,k = P̂Xi|Y (x
i
j|yk) =
∣∣∣{((x1, x2, . . . , xi−1, xij, xi+1, . . . , xn)T , yk) ∈ D}∣∣∣
|{(x, yk) ∈ D}| .
Each attribute value of each training example increments exactly one θ̂i,j,k. The time required
to learn a Naive Bayes model is therefore in O(n|D|). In other words, learning a Naive Bayes
model is linear in the size of training data. No learning algorithm that reads all its training
data can be faster.
4.1.5 Discussion
There are three main reasons for choosing Naive Bayes in the experiments of this section. Naive
Bayes ignores attribute dependencies and only considers dependencies between one attribute
and the class. This allows a clear demonstration of the benefit of a particular attribute-class
dependency to the prediction. For example the benefit of a long-range dependency can be
validated by defining the user’s activity at a distant time slot as a feature.
Secondly, Naive Bayes is competitive with more sophisticated approaches. Although the con-
ditional independence assumption is rarely true, Naive Bayes has been found to perform very
well in practice and is difficult to improve upon in a systematic way [DP96]. One of the rea-
sons behind this surprising success is that class probabilities do not have to be estimated very
accurately for Naive Bayes to provide the correct prediction. The correct class only has to be
the most probable one. Other arguments have also been put forward showing that dependence
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among attributes may cancel out each other [Zha04]. Since the objective of this chapter is
to provide experimental evidence of the benefit of long-range dependencies, we are primarily
interested in relative performance rather than optimal results.
Lastly, the Naive Bayes model is a credible candidate for mobile behaviour prediction. Learning
is computationally optimal. This is a very important advantage for mobile devices which may
not be able to allocate important resources to a behaviour prediction system running in the
background. The conditional independence assumption also reduces the required amount of
training data drastically. This increases the chances of a behaviour prediction system to be
usable in the real world.
Experiments presented in the rest of this chapter are carried out on the exact same thirty users
and 121 days as in the previous chapter 2. Time slots when the phone is shut down or without
signal are considered missing values and ignored during training and at prediction time in the
computation of the likelihood for each class. All experiments are conducted using leave-one-out
cross-validation. In other words, all daily examples are used once for testing while the remaining
examples are used to train the Naive Bayes model. This approach provides the most reliable
results possible given available data. However, it also leads us to use training data which was
actually collected after the predicted time slot. This is not seen as a problem here because our
few labels make days before and after the test instance very similar. It is therefore a reasonable
assumption to consider that all days are sampled randomly from the same distribution and that
days occurring after the test instance could have taken place before. In addition, information
collected after the test instance may be available in certain applications, for example, when
filling gaps in data.
4.2 Long-range Prediction
In this section, we examine the practical feasibility of long-range prediction throughout the day.
Specifically, we are here interested in how accurately a user’s activity at one time slot in the day
2The first two days are not used for testing but to generate long-range features.
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can be predicted from his activity at one earlier time slot distant up to 48 hours before. We call
range the time difference between the predicted time slot and the earlier time slot considered.
As in the rest of this chapter, we use a Naive Bayes model for prediction. However, since only
one feature is considered, Naive Bayes is here equivalent to the unbiased Bayesian approach.
4.2.1 Predictive Power of Short- and Long-range Information
Each (x, y) cell on Figure 4.2(a) represents the accuracy figure obtained for predicting the user’s
activity at time slot y with a range x that is given that the user’s activity x hours earlier and
only x hours earlier is known. Figure 4.2(b) also includes some annotations for ease of reference.
For example, the colour of cell (1, 20) shows that the user’s activity at 8pm is predicted with
81.22% accuracy given his activity at 7pm (1 hour earlier). On Figure 4.2(a), x varies from 1
to 12 hours. The left-hand side of the matrix is much brighter than its right-hand side showing
the superior predictive power of shorter-range information. If the immediately preceding time
slot is known, the user’s activity can be predicted with 88.36% accuracy on average and this
figure decreases rapidly with x (Figure 4.4).
4.2.2 Long-range Prediction and Stationarity
On average, the accuracy of long-range prediction decreases rapidly with range. However, long-
range prediction is competitive with short-range prediction when the user stays stationary for
several consecutive hours. This situation arises at two times of the day and corresponds to two
brighter areas on Figure 4.2(b). These areas can be roughly described by the two triangles α,
very bright, and β, less visible on Figure 4.2(b).
The α triangle has a vertical edge spanning sleeping hours while the β triangle has a vertical edge
spanning working hours. During these two time intervals, users tend to stay continuously in and
out, respectively. Therefore, high prediction accuracy is obtained from long-range information.
For example, knowing that the user was in at 3am is a strong indication that he will be in at
8am hence the brightness of cell (5, 8). The top vertex of a triangle corresponds to the time
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the user has usually arrived at one place of stationarity while its lower base corresponds to the
time the user starts leaving that place.
It can be noticed that the ’sleeping’ triangle α is much brighter than the ’working’ triangle β.
This difference is due to the higher entropy of user behaviour on working hours and is also true
when range is low.
4.2.3 Long-range Prediction throughout the Day
Figure 4.3(a) represents the same information as Figure 4.2(a) with range running from 1 to
48 hours. Figure 4.3(b) also includes some annotations for ease of reference. Darker areas
correspond to times of the day that are more difficult to predict. These dark areas include
early night hours (ψ on Figure 4.3(b)) and extended working hours (ϕ on Figure 4.3(b)). The
eleventh time slot is particularly hard to predict, even with knowledge of what the user was
doing recently. An inspection of the data shows that this is the time around which users
transition from in to out. This time slot is therefore either labelled with in or out with great
variability. Higher accuracy is obtained on evening time slots (9-10pm) and sleeping hours,
essentially because users usually comes back home after work in the evening and stays home at
night. A close look at Figure 4.3(a) also reveals the existence of a brighter area at night time
slots around x = 24 hours (ξ on Figure 4.3(b)). In plain English, knowing that the user was
home yesterday night helps determine that he will be home tonight. A possible explanation for
this is that people out on holiday or business travel may spend several consecutive nights out.
4.3 Long-range Information in Short-range Prediction
The previous section has shown that the user’s activity can be predicted from long-range in-
formation with relatively high accuracy at sleeping and working hours. In this section, we
investigate whether considering long-range information helps prediction when recent informa-
tion is also available.
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(a) Colour map (b) Annotated colour map
Figure 4.2: Prediction accuracy throughout the day against range for the thirty users (with
range varying between 1 and 12 hours).
(a) Colour map (b) Annotated colour map
Figure 4.3: Prediction accuracy throughout the day against range for the thirty users (with
range varying between 1 and 48 hours).
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Figure 4.4: Average prediction accuracy against range for the thirty users.
4.3.1 Providing More Input Features
The routine matrices of the previous chapter show strong mutual information between distant
time slots in a user’s day. One can therefore legitimately wonder if augmenting short-range
with longer-range information improves prediction results. A first attempt to achieve this is to
provide more input features to the predictor.
On Figure 4.5(a), cell (x, y) represents the accuracy obtained for predicting time slot y when
considering the x immediately preceding time slots as features. For example, the colour of
cell (15, 2) represents the accuracy obtained for predicting the user’s activity at 3pm when
considering what the user did both at 2pm and 1pm.
Considering more and more time slots actually degrades the performance of the predictor. For
certain time slots, degradation can even be very quick (for example at 11am). This occurs
because recent time slots are far more predictive than older ones. Adding more and more
features which violate the conditional independence assumption of Naive Bayes only decreases
its performance.
105
(a) Up to 12 immediately preceding time slots (b) Up to 48 immediately preceding time slots
Figure 4.5: Prediction accuracy against number of immediately preceding time slots considered
for the thirty users.
4.3.2 Selecting Input Features
Feature selection aims to select a subset of features which allow the best prediction. Cell (x, y)
on Figure 4.6 shows the accuracy obtained for predicting time slot y when selecting x time slots
among the 48 immediately preceding time slots. We perform in-fold feature selection based on
information gain values. In other words, in each fold of the leave-one-out cross-validation, the
x time slots which have the highest mutual information with the class are selected. The highest
prediction accuracy on Figure 4.6 is consistently obtained with less than three selected features.
Selected features typically correspond to recent time slots.
In practice, however, recent time slots are often unavailable. This is the case, for example,
when the phone has been off for several consecutive hours. The next section investigates the
use of long-range dependencies when recent data is not available.
4.4 Previous-day Dependency
The analysis carried out in the previous chapter revealed the existence of peaks of auto mutual
information for time lags that are multiple of 24 hours. This phenomenon is due to a tendency
to repeat the same behaviour at the same time from one day to the next. In this section, we
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Figure 4.6: Prediction accuracy against number of selected time slots among the 48 immediately
preceding time slots.
demonstrate that knowing what the user was doing 24 hours back in time improves the accuracy
of long-range prediction. This information is called previous-day information in the following.
4.4.1 Improving Prediction with Previous-day Information
On Figure 4.7, the colour of cell (x, y) represents an improvement in the accuracy of the
prediction of time slot y. This improvement is obtained when considering not only time slot
(y − x) as previously but also previous-day information that is time slot (y − 24). Warm
and cold colours indicate an increase and a decrease in accuracy, respectively. The left-hand
side of the diagram is predominantly green, showing that no or little improvement is obtained
when short-range information is available. However, the right-hand side of the diagram shows
improvements for most time slots in the day.
Specifically, Figure 4.8 demonstrates that considering time slot (y − 24) along with time slot
(y−x) improves the average prediction accuracy as soon as x ≥ 5 3. In other words, considering
the user’s activity 24 hours back in time is beneficial as soon as the most recent available time
slot dates back of 5 hours or more. This improvement is observed on all thirty users and is
3Results on Figure 4.8 are obtained on instances for which both time slots (y−x) and (y− 24) are available.
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Figure 4.7: Improvement in prediction accuracy against range when also considering previous-
day information for thirty users.
statistically significant even at the 1% level. In particular, considering previous-day information
allows the prediction of a user’s activity 12 hours ahead of time with over 74% accuracy on
average. Without previous-day information, this level of accuracy is only achieved 5 hours
later.
4.4.2 Dynamic Dependency Modelling
Figure 4.9(a) represents the same information as Figure 4.7 but focuses on x ≥ 5. Positive
improvement is actually only observed over certain time intervals highlighted on Figure 4.9(b).
Figure 4.10 represents the average improvement per time slot for 5 ≤ x ≤ 12. For certain
time slots, considering previous-day information actually decreases accuracy. Time slots for
which previous-day information helps span time intervals of low entropy (night time slots α
and working hours β on Figure 4.10) but not only (11th time slot η and 24th time slot θ on
Figure 4.10). Improvement on time intervals of low entropy is a consequence of daily routine.
Improvement on time slot 11 means that knowing that the user went out to work early or late
yesterday helps predict whether he will do so today. Similarly, improvement on time slot 24
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Figure 4.8: Average prediction accuracy against range with and without previous-day informa-
tion for the thirty users.
means that knowing if the user went out yesterday night helps predict whether he will do so
tonight.
The benefit of previous-day information to prediction varies across the day. This phenomenon
can be taken into account in the design of models for behaviour prediction. Specifically,
previous-day dependencies can be modelled or not depending on the predicted time slot. In the
Naive Bayes approach, dynamically considering previous-day dependencies in the time intervals
highlighted on Figure 4.9(b) leads to slight improvements shown on Figure 4.11.
4.5 Summary
The results found in this chapter run counter to the standard approach to behaviour prediction
which (i) typically only considers short-range dependencies and (ii) uses one static model for
prediction throughout the day. Specifically, we made three contributions. First, we showed that
long-range information dating back up to 5 hours can be utilised to predict the user’s activity
at night and during working time slots because the user typically stays stationary at these
times. Secondly, we demonstrated that in the absence of short-range information, previous-day
information improves prediction accuracy. This improvement can also be interpreted as an
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(a) Colour map (b) Annotated colour map
Figure 4.9: Improvement in prediction accuracy against range when also considering previous-
day information for thirty users (with range varying between 5 and 12 hours).
Figure 4.10: Average improvement in prediction accuracy per time slot for the thirty users.
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Figure 4.11: Improvement observed in prediction accuracy when dynamically considering
previous-day information for the thirty users.
ability to predict human behaviour longer in advance. Specifically, considering previous-day
information allows one to predict the user’s activity 12 hours in advance with the same accuracy
as what is achieved four hours later when this information is ignored. Lastly, the benefit of
previous-day information was found to vary across the day, suggesting a new dynamic strategy
in dependency modelling. Our results were obtained using a well-known predictive model which
allows a clear demonstration of the benefit of long-range dependencies. However, this model
also makes a strong conditional independence assumptions and could not take much advantage
of information about the user’s activity at several earlier time slots. Initial experiments indi-
cate that integrating long-range dependencies in other predictive models could achieve higher
prediction accuracy.
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Chapter 5
Human Behaviour Recognition
The analysis of mobile phone data in Chapter 3 showed the existence of important temporal
variations or time shifts in human behaviour. Specifically, the time spent by a user on his
activities varies from one day to the next, even if those days follow the same routine. For
example, time spent at work can vary greatly throughout the week and from one week to the
next depending on workload. The reasons behind time shifts are diverse and not necessarily
detectable in mobile phone data.
Time shifts make the comparison of human behaviour sequences more difficult. Simple ap-
proaches such as comparing the user’s activity at fixed times in different sequences do not
work well and more elaborate comparison techniques are required. One domain in which the
comparison of similar sequences plays a key role is biology. In the latter, comparing a new
DNA, RNA or protein sequence to a group of known sequences often allows the transfer of
established structural or functional properties to that new sequence. Typically, compared se-
quences have evolved from a common ancestor. Throughout the evolutionary process, they
have accumulated operations of three types, called mutations. Substitutions change residues
into other residues while insertions and deletions respectively add or remove residues. In order
to overcome mutations, biologists align sequences prior to comparison.
In this chapter, we show how algorithmic methods and probabilistic models initially developed
for the alignment of biological sequences can help overcome time shifts in human behaviour
112
recognition. We introduce novel alignment features computed through alignment and show
that they improve the accuracy of human behaviour recognition.
5.1 Global Pairwise Alignment
The most basic sequence comparison task is to decide whether two sequences are related.
The alignment of two biological sequences is referred to as pairwise alignment [DEKM99].
Most pairwise alignment techniques find an optimal alignment between two sequences under
some additive scoring scheme, for example +1 for a match between two residues and +0 for a
mismatch or for inserting a gap. We use this exact scoring scheme in all our examples and in
the rest of this chapter.
5.1.1 Local versus Global Alignment
Alignment techniques can be classified into two categories. Global alignment forces the align-
ment to span the entire length of the two sequences while local alignment focuses on regions
of similarity within longer sequences which may differ significantly overall. In biology, local
alignment is often preferred to global alignment but it can be more expensive computationally
because it requires the finding of regions of similarity. In the rest of this chapter, we focus on
global alignment because we compare daily sequences of human behaviour in their entirety.
5.1.2 Needleman-Wunsch
The dynamic programming algorithm for solving the global pairwise alignment problem is
due to Needleman and Wunsch [NW70]. An optimal alignment of two sequences is built up
recursively using previously computed optimal alignments for subsequences. Let x = x1x2 . . . xm
and y = y1y2 . . . yn be two sequences of symbols. The algorithm constructs an (m+ 1)× (n+ 1)
matrix F. Scores for aligned symbols are specified by another matrix called the scoring matrix
S. S [xi, yj] is the score obtained by aligning symbol xi to yj. The algorithm uses a linear gap
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penalty γ. ∀i ∈ {1, 2, . . . ,m} ,∀j ∈ {1, 2, . . . , n} ,F [i, j] is the score of the optimal alignment
between prefix sequences x1x2 . . . xi and y1y2 . . . yj, allowing gaps.
The algorithm has three steps. In the initialisation step, the first row and column of F are set:
F [0, 0] = 0;
∀i ∈ {0, 1, . . . ,m} , F [i, 0] = iγ;
∀j ∈ {0, 1, . . . , n} , F [0, j] = jγ.
F [i, 0] represents the score obtained by aligning x1x2 . . . xi with a sequence of i gaps whereas
F [0, j] represents the score obtained by aligning y1y2 . . . yj with a sequence of j gaps.
In the recursion step, matrix F is filled from top-left to bottom-right using one of three cells
F [i− 1, j − 1], F [i− 1, j] and F [i, j − 1] to calculate F [i, j]:
F [i, j] = max

F [i− 1, j − 1] + S [xi, yj]
F [i− 1, j] + γ
F [i, j − 1] + γ
The previous equation expresses the fact that the best score F [i, j] of an alignment between
x1x2 . . . xi and y1y2 . . . yj is the best of three options. First, xi may be aligned to yj, in which
case F [i, j] = F [i− 1, j − 1] + S [xi, yj]. Secondly, xi may be aligned to a gap, in which
case F [i, j] = F [i− 1, j] + γ and symmetrically, yj may be aligned to a gap, in which case
F [i, j] = F [i, j − 1] + γ (Figure 5.1). As F [i, j] is computed, a pointer is kept back to the cell
which was used in its computation (above, left, or above-left cell).
Figure 5.1: Recursion step of the Needleman-Wunsch algorithm.
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By construction, F [m,n] is the best score for an alignment between the full sequences x and
y, allowing gaps. In order to retrieve an optimal alignment, a traceback step is performed. An
optimal alignment is built in reverse from F [m,n] to F [0, 0], by following the pointers stored
during the recursion step. Figure 5.2 shows an example of traceback and alignment1. It should
be noted that several equal-scoring optimal alignments may exist. The traceback procedure
can easily be modified to return all of them.
Figure 5.2: Traceback step of the Needleman-Wunsch algorithm and alignment produced. Sym-
bol - stands for a gap.
Needleman-Wunsch works because the optimal score up to a certain point in the alignment
equals the optimal score up to the previous point in the alignment, plus the optimal score of
the current step. F is an (m + 1) × (n + 1) matrix in which each element requires a bounded
number of operations (three sums and a max in the recursion step). Therefore, the algorithm
has a running time of O(mn) and space complexity of O(mn). (A modified version of the
algorithm has a space complexity of O(m + n), at the cost of a higher running time.) As
previously, we consider in the following behaviour sequences of equal length m = n = 24
having one activity symbol from X = {I, O, S,D} for each hourly time slot in the day.
1For the purpose of illustration, Figure 5.2 considers behaviour sequences of length 6 instead of 24, as in the
rest of the chapter.
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5.1.3 Sequence Alignment and Time Shifts
It has been consistently observed that many human days are slight variations around a smaller
number of routines [EP09], [FGP08a], [FGP08b]. Let us consider two working days including
meetings in the afternoon. Assuming that the user shuts down his phone during meetings, the
corresponding activity sequences could be:
x1 = IIIIIIIIOOOOOOOOODOOOIII,
x2 = IIIIIIIIIOOOOOOODDOOOIII.
These sequences are actually two variations of the same daily routine. In the second sequence,
the user goes to work one hour later and has a one-hour longer meeting. As in the case
of biological sequences, similarity between activity sequences can be quantified in terms of
substitutions, insertions and deletions. In the next section, we use Needleman-Wunsch to align
sequences of activities and cluster them. Since people typically have important daily routines,
we perform global pairwise alignment on daily sequences.
5.2 Clustering Sequences Using Pairwise Alignment
The evolutionary relationship or phylogeny between a set D of biological sequences can be
represented as a tree called phylogenetic tree. Taxonomists infer this tree from observations
and similarity between sequences. A starting point to build a phylogenetic tree is to compute,
∀(x, y) ∈ D2, a distance d(x, y) between them. In the following, we define d(x, y) as the fraction
of sites where residues differ in the alignment of x and y. This definition has been used in the
construction of biological phylogenetic trees [DEKM99] and provides good clustering results in
the following.
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5.2.1 UPGMA alias Average-linkage Clustering
In the early days of bioinformatics, an intuitive hierarchical clustering technique was proposed
under the acronym UPGMA, standing for Unweighted Pair Group Method Using Arithmetic
Averages [SM58]. Interestingly, this iterative bottom-up clustering algorithm was reinvented
in data mining and coined average-linkage clustering. Because it assumes equal rates of mu-
tation along all branches of the clustering tree, UPGMA has been superseded in phylogenetic
reconstruction by more accurate techniques. The method is currently only used in biology to
produce so-called guide trees which can direct other phylogenetic reconstruction algorithms. We
use UPGMA in the following to determine clusters of similar days rather than for evolutionary
classification. One advantage of the method is that it can be implemented very efficiently.
The algorithm starts with assigning each sequence to its own cluster and placing it at height
zero (leaves of the tree). The distance between two clusters is defined as the average distance
between pairs of sequences from each cluster. The distance between between two clusters Ωi
and Ωj is therefore given by:
di,j =
1
|Ωi||Ωj|
∑
(x,y)∈Ωi×Ωj
d(x, y).
In the iteration, the two clusters Ωi and Ωj which are the closest are merged to form a new
cluster Ωk = Ωi∪Ωj and then removed. A parent node is created for the new cluster and placed
at half the distance between the two daughter nodes. It is easy to verify that UPGMA produces
a parent node that always lies above its daughters. In the next iteration, the distance between
the newly formed cluster and a cluster Ωl is calculated from previously calculated distances
using:
dk,l =
di,l|Ωi|+ dj,l|Ωj|
|Ωi|+ |Ωj| .
The algorithm ends when only one cluster remains. This cluster corresponds to the root of
the tree. Since there are |D| − 1 iterations of O(|D|) complexity, the complexity of UPGMA is
O(|D|2).
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UPGMA was found to efficiently cluster user days in a binary rooted tree. Figure 5.3 shows the
tree produced by UPGMA for User A’s 121 consecutive days. It can observed that intermediate
clusters formed during UPGMA often group same days of the week. Given the topology of the
tree, pairs of same days of the week are three times as frequent as random occurrence. The
final tree can be partitioned into any given number of clusters K ∈ {1, 2, . . . , |D|} by drawing a
cut line at a given height. One way to analyse how the quality of this clustering varies with K
is to compute the normalised mutual information NMI(Ω;C) between a day’s cluster Ω and
a boolean variable C encoding whether this day is a weekday (Monday to Friday) or weekend
(Saturday or Sunday):
NMI(Ω;C) =
I(Ω;C)
[H(Ω) +H(C)]/2
.
The numerator I(Ω;C) is the mutual information of Ω and C. It measures how much knowledge
of a day’s cluster reduces uncertainty about whether it is a weekday or weekend. I(Ω;C) is
minimal and 0 if a day’s cluster is independent of whether it is a weekday or weekend and
it is maximal if each cluster contains only weekdays or weekends. In NMI(Ω;C), I(Ω;C) is
normalised in order not to favour higher numbers of clusters. H(Ω) increases with K and is
maximal when K = |D|. Also, [H(Ω) +H(C)]/2 is a tight upper bound on I(Ω;C). Therefore
NMI(Ω;C) is comprised between 0 and 1. Figure 5.4 shows normalised mutual information
values for our four users and K = 5, 10, 20, 30 and 40 clusters. Normalised mutual information
is highest for high numbers of clusters. The highest normalised mutual information value is
obtained for K = 20, 30 or 40 depending on the user.
5.3 Global Multiple Alignment
Biological sequences come in families. Sequences within a family can be aligned to form what
is called a multiple alignment. Although user days may not follow an evolutionary process,
similarity between days can also be demonstrated by aligning them. Figure 5.5 represents the
multiple alignment of the different days in User A’s ’86% Fridays’ cluster (Figure 5.3). It can
be observed that activities are identical at certain positions whereas they vary greatly at others
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Figure 5.3: Phylogenetic tree of User A’s 121 consecutive days and remarkable clusters.
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Figure 5.4: Normalised mutual information for different clustering cardinalities.
(consensus positions are labelled with a ’*’ symbol). In order to build multiple alignments
and identify the relationship of a sequence to a family, biologists have developed probabilistic
models. In the following, we show that one of these models, called Profile-HMM [Edd98], can
also help assign a user day to a cluster of similar days in spite of temporal variations.
Figure 5.5: Multiple alignment of User A’s ’86% Fridays’ cluster.
5.3.1 Profile Hidden Markov Model
The distribution of residues at the different positions of a biological alignment also varies. A
Profile-HMM has a repetitive structure of states, but different probabilities in each position
(Figure 5.6). States Mk, Ik and Dk respectively model matches, insertions and deletions at
position k in the alignment. Matching and insertion states have emission distributions and
deletion states are silent. A loop transition from an insertion state to itself accommodates for
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the insertion of multiple symbols. Transition and emission probabilities can be set to reflect
specific information about each position in a given multiple alignment of a family. In biology,
a multiple alignment of a small representative set of sequences may have been performed by an
expert, for example. However, in the case of activity sequences, such multiple alignments are
not available a priori.
Figure 5.6: Graphical representation of a Profile Hidden Markov Model. Nodes and arcs
represent states and transitions, respectively.
The interesting thing about Profile-HMMs for behaviour modelling is that a multiple alignment
and a model can be obtained simultaneously. One decision that needs to made first is the
length of the Profile-HMM. In biology, this length is often set to the average length of training
sequences. Given a set of initially unaligned sequences and a guess on model parameters,
training can be performed using the Baum-Welch algorithm for example [BPSW70]. The Baum-
Welch algorithm is an Expectation-Maximisation (EM) algorithm. The E-step calculates the
expected number of transitions and emissions for training sequences keeping transition and
emission probabilities constant. The M-step uses these counts to update transition and emission
probabilities so that the probability of training sequences is maximised. E- and M-steps are
iterated until a condition is met such as fulfilling a convergence criterion or reaching a maximum
number of iterations. It can be shown that Baum-Welch is guaranteed to increase the probability
of observing training sequences given transition and emission parameters and converges to a
local optimum.
During the multiple alignment phase, sequences are aligned using the Viterbi algorithm [Vit67]
over the learnt Profile-HMM. The Viterbi algorithm is a dynamic programming algorithm that
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efficiently determines the most probable state path for a sequence from the probabilities of
previously computed state paths for subsequences.
Figure 5.7 is a Logo [SBSR04] visualisation of the Profile-HMM learnt for the ’86% Fridays’
cluster. A Logo consists of a succession of alternating symbol stacks and lines of varying widths.
Each symbol stack stands for a matching state in the Profile-HMM. The height of stack k shows
how significantly the emission probability distribution ek of matching state Mk deviates from a
uniform background emission probability distribution e0. Specifically, this height is proportional
to the relative entropy of ek with respect to e0 also known as Kullback-Leibler divergence:
DKL(ek||e0) =
∑
x∈X
ek(x) log2
(
ek(x)
e0(x)
)
.
The height of each symbol x ∈ X is proportional to its contribution to the relative entropy
ek(x)log2 (ek(x)/e0(x)) and emission symbols are sorted in descending order of their contri-
bution to the relative entropy. Lines represent insertion states. The width of each stack or
line is proportional to the probability of reaching the corresponding state (hitting probability).
Positions with narrower stacks are more likely to be deleted in a sequence.
Figure 5.7: Logo of a Profile-HMM trained on sequences from User A’s ’86% Fridays’ cluster.
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The binary rooted tree produced by UPGMA can be partitioned into K clusters Ω1,Ω2, . . . ,ΩK
by drawing a cut line at a given height. In order to evaluate the ability of Profile-HMMs to
model clusters of sequences, we train a Profile-HMM Mk of length 24 on each cluster Ωk
and compute, for each sequence x, the index φ(x) of the Profile-HMM that maximises the
conditional probability of x. Formally, we have:
φ(x) = argmax
k
P (x|Mk),
where P (x|M) = ∑pi P (x|M, pi) is the full probability of producing x over all possible paths pi
throughM. We then classify x as belonging to cluster Ωφ(x) and compute the accuracy of this
classification. Figure 5.8 shows accuracy figures for our four users and K = 5, 10, 20, 30 and 40.
Classification is almost perfect for low values of K and its accuracy decreases with K. However,
average accuracy is still above 90% for K = 40. In other words, the Profile-HMMs learnt over
clusters of sequences can be used to recreate the clusters almost perfectly. In addition, since
Profile-HMMs can be used to assign a sequence to an existing cluster, clustering need not be
performed for each new sequence.
Figure 5.8: Accuracy of cluster recognition for different cluster cardinalities.
We have seen in this section how a set of sequence alignment techniques originally developed
for bioinformatics could be used for human behaviour modelling, clustering and analysis. In
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the next section, we go one step further and show how these techniques can be integrated into
human behaviour recognition to improve its accuracy.
5.4 Aligning Sequences for Behaviour Recognition
In this section, we consider the same daily behaviour sequences as previously and address
the problem of recognising whether these sequences correspond to weekdays or weekends. We
introduce novel alignment features computed using sequence alignment techniques from biology
and show that these features improve recognition accuracy.
5.4.1 Alignment Features
For high cluster cardinalities, we observed on Figure 5.4 a strong dependency between the
cluster of a sequence and whether this sequence corresponds to a weekday or weekend. This
fact motivates the use of alignment information in behaviour recognition. One way to integrate
alignment information is to compute new features provided as input to machine learning clas-
sifiers. Let K be the cluster cardinality and Mk the Profile-HMM trained on cluster Ωk. For
a given sequence x, we define the following alignment features:
• Ω denotes the cluster to which x belongs;
• ∀k ∈ {1, 2, . . . , K} , Pk = logP (x|Mk) is the natural logarithm of the full probability of
x given Mk2;
• M∗ = argmaxMk P (x|Mk) is the Profile-HMM which maximises the probability of x.
In biological multiple sequence alignment, alignment is usually performed using the Viterbi
algorithm. The Viterbi algorithm computes the most probable state path producing a given
sequence through the Profile-HMM. This approach implicitly assumes that the optimal path is
2Using probabilities directly is impractical as it leads to very small numbers. A technical solution is to take
logarithms of probabilities.
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the only path of interest with significant probability. While this approximation allows the
efficient computation of an alignment, it ignores richer information about the distribution
of possible paths. In the computation of Pk and M∗ features, considering one path only
is an unnecessary constraint. Rather, we would like to integrate richer information about
the distribution of all possible paths. We therefore calculate the full probability P (x|M) =∑
pi P (x|M, pi) of a sequence x for all possible paths pi through a Profile-HMMM. The problem
with this calculation is that the number of possible paths increases exponentially with the
length of the sequence under consideration. Brute-force enumeration is therefore intractable.
We compute alignment features using the forward dynamic programming algorithm [Rab89].
5.4.2 Weekday/Weekend Recognition
We evaluate alignment features in the task of recognising whether a given daily sequence cor-
responds to a weekday or a weekend. Evaluation is performed on the 121 consecutive days of
our four users. We first perform clustering using global pairwise alignment and UPGMA and
then compute alignment features for each sequence x = x1x2 . . . xn. An instance (x, y) consists
in a feature vector x and a class value y ∈ {0, 1}. 0 means that the day is a weekday (Monday
to Friday) while 1 means that it is a weekend (Saturday or Sunday). We compare recognition
accuracy obtained using two different types feature vectors – one without alignment features
and one including alignment features. In the first case, x has n + 4 elements where n is the
length of behaviour sequences:
x = (x1, x2, . . . , xn,#I,#O,#S,#D)
T .
∀i ∈ {1, 2, . . . , n} , xi ∈ X corresponds to the user’s activity at time slot i in the day. xi
features are called activity features in the following. The daily sequences we consider are
divided into n = 24 hourly time slots. In order to help in recognition, we also provide four
features #I,#O,#S,#D which count in x the number of time slots with activities I, O, S,D,
respectively. These count features are robust to time shifts in human behaviour but do not
capture the structure of a behaviour pattern. The second type of feature vector integrates the
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K + 2 alignment features:
x = (x1, x2, . . . , xn,#I,#O,#S,#D,Ω, P1, P2, . . . , PK ,M∗)T .
The benefit of integrating alignment information is evaluated by comparing recognition accuracy
obtained using the two different types of feature vectors. For each user, evaluation is performed
using leave-one-out cross-validation. In other words, each daily sequence is considered once for
testing while all other instances are used to train the machine learning classifier.
We consider several machine learning classifiers for this task including the Most Frequent Class,
Nearest Neighbour [AKA91], Naive Bayes [Zha04], C4.5 Decision Tree [Qui93], and Adaptive
Boosting [FS96] with Decision Stumps as the weak learner. This method linearly combines
the outputs of multiple depth-1 Decision Trees to improve accuracy and has been successfully
applied in computer vision with a large feature set [VJ04].
Figure 5.9 shows the accuracy obtained with the different classification methods for each user.
K = 20 indicates the accuracy obtained using alignment features with a cluster cardinality
K = 20 and Adaptive Boosting with Decision Stumps. All other results are obtained without
alignment features. Integrating alignment features improves accuracy by up to 12.40%. The
lowest accuracy was obtained on User D whose dataset includes a large number of time slots
without signal (Figure 3.2(d)). On average, integrating alignment features improved recognition
accuracy by 4.33% at 82.02%.
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Figure 5.9: Accuracy of weekday/weekend recognition for different classifiers.
In order to investigate the influence of cluster cardinality on recognition accuracy, we plot on
Figure 5.10 the accuracy of Adaptive Boosting with Decision Stumps for K = 5, 10, 20, 30 and
40. The optimal number of clusters varies from one user to the next but average results indicate
the existence of maximum for K = 20 clusters. In other words, modelling 20 different daily
behaviours provides the best recognition accuracy. For K = 5 and 10, clusters can be large and
nuances between daily behaviours are not captured accurately. As the size of the feature vector
increases linearly with K, one may think that the decrease in performance for high values of
K is a consequence of considering too many features. However, Adaptive Boosting has been
shown perform well with much larger feature sets [VJ04]. The decrease in accuracy observed
for high values of K actually validates the use of Profile-HMMs capable of modelling noise and
time shifts in sequence clusters when those clusters are sufficiently large.
In order to evaluate the worth of alignment features relative to other features in behaviour
recognition, we rank all features in descending order of information gain ratio for User A and
K = 20 on Figure 5.11. The information gain ratio of a feature X is defined by:
IGR(Y |X) = H(Y )−H(Y |X)
H(X)
,
where Y denotes the class variable. We select information gain ratio because contrary to
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Figure 5.10: Influence of the number of clusters K on the accuracy of weekday/weekend recog-
nition.
information gain, information gain ratio does not have any bias in favour of features that can
take a large number of distinct values such as Ω andM∗. Continuous-valued features, including
all Pk and count features, are discretised by minimising the average class entropy heuristically
[FI93]. The first two features are discretised Pk alignment features, followed by the two count
features #I and #O. #I and #O essentially tell whether the user has been out at work or
stayed in at home. Among the first ten features, six are Pk alignment features. This proves the
benefit of full sequence probabilities computed over Profile-HMMs for behaviour recognition.
The first activity features are X16 and X13 which rank eighth and ninth, respectively. Knowing
the user’s activity in the afternoon is much more informative on whether the day is a weekday
or weekend than knowing his activity early in the morning or late in the evening. M∗ and
Ω have the same high information gain ratio and rank at position 13. This is little surprising
since M∗ was shown to achieve excellent accuracy in cluster recognition (Figure 5.8). Ω is
actually redundant with M∗ which means that once the Profile-HMMs have been trained,
training sequences can effectively be removed from memory. Count features #S and #D
counting missing data have very low information gain ratios and rank 42th and 44th out of 50,
respectively. Several Pk features have very low information gain ratios. These are computed
over Profile-HMMs trained on days with little or no data and do not contribute much to
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classification in Adaptive Boosting with Decision Stumps. The distributions of all features for
User A and K = 20 is provided in Appendix B.
Figure 5.11: Features ranked by decreasing information gain ratio.
For certain users with distinctive daily patterns, it is actually possible to go beyond week-
day/weekend separation and consider day-of-the-week recognition. Table 5.1 shows the confu-
sion matrix obtained for User A using alignment features with K = 20 and a C4.5 Decision Tree
in leave-one-out cross-validation on the 121 consecutive days. Days of the week are correctly
recognised with 43.80% accuracy, as opposed to the 14.88% accuracy of the most frequent class
baseline. In particular, Fridays, Saturdays and Sundays are correctly recognised at 66.67%,
76.47% and 64.71%, respectively. Mondays and Thursdays are often confused and so are Tues-
days and Wednesdays. An example of learnt C4.5 Decision Tree is given on Figure 5.12. The
roles of alignment features (in red) are clearly identifiable in the classification.
Table 5.1: User A’s confusion matrix in day-of-the-week recognition.
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Figure 5.12: Example of C4.5 Decision Tree learnt for User A in day-of-the-week recognition.
Nodes, arcs and leaves represent tests on features, possible outcomes of tests and instance
classification, respectively. Nodes representing alignment features are coloured in red. Branches
labelled with I, O, S and D represent the possible values of an activity feature. Branches
labelled with ≤ and > represent the outcomes of a comparison between a numeric feature x
and a threshold value θ. ≤ means that x ≤ θ while > means that x > θ.
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5.5 Discussion
There are essentially four main limitations to the results presented in this chapter. First, the
results obtained on User D indicate that alignment does not work well when too much data
is missing. This is an important problem since the amount of missing data in mobile phone
time series was found to be large in Section 3.3.1 and missing intervals are often very long (see
Section 3.3.2). One possibility to overcome this problem may be to use long-range dependencies
to fill in missing data prior to alignment.
Secondly, we applied the Needleman-Wunsch pairwise alignment algorithm with a simple and
somewhat subjective scoring scheme. In [CD09], we presented a principled method to compute
suitable scoring schemes based log-odds ratios. However, the simple scoring scheme used in this
chapter performs reasonably well without the additional computational cost of our previous
technique.
Thirdly, the automatic labelling that we used only distinguishes between in and out which
makes human behaviour recognition particularly difficult. out can correspond to several dif-
ferent activities such as working or shopping, which could potentially help distinguish between
different daily routines. Unfortunately, the Reality Mining dataset did not allow us to consider
more activities objectively.
There are good reasons to believe that the sequence alignment techniques used in this chapter
could handle a significantly larger alphabet of activities and a higher temporal resolution.
In biology, the alignment of protein sequences can involve up to twenty different amino acid
residues linked together in chains of several hundreds. However, considering a finer temporal
resolution in our mobile phone time series introduces noise in labels because the phone Cell ID
can change several times per hour for a variety of reasons.
Lastly, participants in the Reality Mining experiment did not report what type of day they had.
Therefore, the dataset includes no ground truth that could inform us on whether a particular
day was a day off or a working day for a given user. In the absence of ground truth information
about a user’s day, we evaluated alignment features in weekday/weekend and day-of-the-week
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recognition. These tasks are difficult because there is no guarantee that different days of the
week follow different daily routines. However, these tasks are also artificial in the sense that
mobile phones embed a clock capable of counting days.
5.6 Summary
Time shifts are inherent to human behaviour and therefore a recurrent problem in mobile and
ubiquitous computing. We believe that alignment techniques initially developed for biological
sequence alignment could generate new ideas and solutions to overcome them.
In this chapter, we established a methodological connection between human behaviour mod-
elling and the sequence alignment problem in biology. In the light of this connection, we showed
how techniques initially developed for the comparison of DNA, RNA and protein sequences
could help model human behaviour in spite of time shifts. Specifically, we illustrated how
human behaviour sequences could be accurately clustered by partitioning a UPGMA tree com-
puted from Needleman-Wunsch pairwise alignment scores and showed that cluster sequences
could be accurately modelled by Profile-HMMs.
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Our second contribution was the integration of alignment information into behaviour recog-
nition. We introduced novel alignment features computed over Profile-HMMs and integrated
them into Adaptive Boosting with Decision Stumps. Considering alignment features robust to
time shifts improved the accuracy of weekday and weekend recognition by up to 12.40% and
4.38% on average. We also demonstrated the existence of an optimal cluster cardinality for the
computation of alignment features and evaluated the individual worth of alignment features.
Lastly, we showed that when a user had distinctive daily patterns, it was possible to go beyond
weekday/weekend separation and recognise days of the week using a C4.5 Decision Tree with
alignment features.
As future work, we envision the integration of other items of context in the alphabet of input
sequences. Fine-grained locations identified from GPS data and Bluetooth co-presence could
for example be collected on mobile phones and used to define other activity labels such as
travelling on the tube, shopping, gym or restaurant. The Reality Mining dataset does include
Bluetooth readings but the activities that could be recognised from Bluetooth co-presence were
not labelled by the participants. We are therefore lacking the ground truth that would allow
us to label the dataset for these activities. Secondly, we plan to evaluate global alignment
techniques in the recognition of other daily behaviours such as working day, day off or holiday
away and will investigate the use of local alignment algorithms to compare subsequences of
activities within longer sequences.
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Chapter 6
Conclusion
In the introduction, we pointed out the wide range of applications of human behaviour modelling
and inference from mobile phone data. These applications provided motivation for our work.
We also determined a set of research challenges and addressed two of them (i) exploiting long-
range dependencies and (ii) handling temporal variations in human behaviour. In this chapter,
we summarise our achievements and discuss our results in connection to identified challenges
and related work.
6.1 Summary and Achievements
The first achievement of this thesis has been to provide an overview of the state of the art in
human behaviour inference using mobile phone data. We presented the first literature survey
on human behaviour inference from mobile phone data and gave an overview of the task along
two directions – inferred activities and inference techniques. We showed that existing systems
could be classified either as location or motion-driven. We examined prospects in the task
considering what had been done in behaviour inference using technologies expected on mobile
phones in the coming years. Lastly, we identified five challenges in research on human behaviour
inference using mobile phones.
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Our second achievement has been to quantify for the first time long-range dependencies of
time slots up to 64 hours distant in mobile phone time series. We presented an information-
theoretic approach to human behaviour analysis and developed novel analytical tools. The
introduction of routine matrices inspired a methodology to identify and decompose long-range
dependencies within a user’s day. We also examined longer-range dependencies of time slots
up to 64 hours distant and decomposed them. Across thirty users from the Reality Mining
dataset, peaks of auto mutual information were discovered for time lags that are multiple of
24 hours. In addition, 12-hour periodic oscillations were found for a set of users with good
data. This 12-hour period was shown to be the result of four 24-hour periodic contributions to
auto mutual information. Our information-theoretic approach was also applied to the analysis
of dependencies across users within a group. Cross-routine matrices showed that two users’
behaviours during working hours can be probabilistically dependent.
Thirdly, we investigated the practical benefit of integrating long-range dependencies into pre-
dictive modelling. We showed that long-range information dating back up to five hours can
be utilised to predict the user’s activity at night and during working hours because the user
typically stays stationary at these times. We also demonstrated that considering previous-day
dependencies improves accuracy when predicting user behaviour five hours or longer in ad-
vance. In addition, the benefit of previous-day dependencies was found to vary across the day,
suggesting a new dynamic strategy in dependency modelling.
Fourthly, we modelled temporal variations in patterns of human behaviour. We demonstrated
the existence of time shifts in patterns of human behaviour. In order to overcome these time
shifts, we established a methodological connection between human behaviour modelling and
the sequence alignment problem in biology. This connection allowed us to transfer techniques
initially developed for the comparison of DNA, RNA, and protein sequences. We showed
how clusters of human behaviour sequences could be obtained using UPGMA and Needleman-
Wunsch and modelled clustered sequences with Profile-HMMs.
Lastly, we presented machine learning techniques to recognise patterns of human behaviour
in spite of temporal variations. We introduced novel alignment features robust to time shifts
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using the forward algorithm over Profile-HMMs. We ranked alignment features by decreasing
information gain ratio and showed that their integration into Adaptive Boosting with Decision
Stumps improved weekday/weekend recognition. We also demonstrated the existence of an
optimal number of behaviour clusters leading to maximal recognition accuracy.
6.2 Related Work
Although we labelled mobile phone data in an original fashion to ensure the repeatability
of our experiments, we selected a mobile phone dataset which had been used previously by
others for behaviour prediction and recognition. Comparing our results to theirs provides some
understanding of what has been achieved relative to the state-of-the-art.
6.2.1 Human Behaviour Prediction
In behaviour prediction, the closest work to ours is the eigenbehaviour approach [EP09] which
also considers long-range information to perform PCA. However, the eigenbehaviour approach
does not make use of probabilistic dependencies between user activities at different times of the
day. When provided with the activities of selected users for the first twelve hours of the day, the
eigenbehaviour approach allowed the prediction of the users’ behaviour for the remaining twelve
hours with 79% accuracy. We showed that simply integrating previous-day dependencies in a
Naive Bayes model achieves comparable accuracy results. Although we evaluated our behaviour
prediction technique on a different subset of the Reality Mining dataset and used a different
labelling strategy, it predicted human behaviour up to 12 hours in advance with an average
accuracy of 77.26%. Compared to PCA, this figure was obtained at a lower computational cost.
In addition, our approach only requires knowledge of the user’s most recent activity and his
activity 24 hours before the predicted time slot.
In addressing the slightly different task of predicting a user’s dwell time at a location and
his next location, the X-Factor model [EQC09] also makes use of certain probabilistic long-
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range dependencies. However, this use is limited. Long-range information about what the user
did several hours ago is captured by one latent variable in a Dynamic Bayesian Network and
this latent variable only switches between two modes corresponding to normal and abnormal
behaviour.
6.2.2 Human Behaviour Recognition
We addressed the same weekday/weekend recognition task as [FGP08a]. In [FGP08a], temporal
variations between similar daily sequences are accommodated by introducing the following
coarse-grained time slots: 0-7am, 7-9am, 9-11am, 11am-2pm, 2-5pm, 5-7pm, 7-9pm, and 9-
12pm. These coarse-grained time slots do remove some minor temporal differences between
sequences but (i) this is achieved at the price of a much lower temporal resolution and (ii)
the boundaries of these coarse-grained time slots are arbitrary. By using these coarse-grained
time slots, [FGP08a] recognises weekdays and weekends with 80.3% accuracy when Bluetooth
information is available and 76.8% accuracy from cell tower data only. Alignment features
computed using sequence alignment techniques allow us to recognise weekdays and weekends
with 82.02% accuracy from cell tower data only. This figure was obtained with a labelling which
provides less information than the one used in [FGP08a]. In particular, our labelling does not
distinguish between work and elsewhere which can be very informative on whether a day is a
weekday or weekend.
6.3 Critical Evaluation and Future Work
The results presented in this thesis are limited by a set of constraints which could be overcome
in the future.
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6.3.1 Validation
Despite its large size, the Reality Mining dataset that we used in our experiments is biased in
the sense that all the data collectors were part of the same academic community. We did collect
some mobile phone data and other mobile phone datasets have also been made publicly available
[Rae04], [RZ07]. However, these alternatives do not offer continuous logs from sufficiently many
users to ascertain the wide applicability of our results to the general population of mobile phone
users. In order to achieve this, we need to have access to data from a more representative set
of users, which operators could record and anonymise. This would allow us to quantify the
amount of missing data in mobile phone time series without the biases of studies and validate
our analysis of dependencies and time shifts.
6.3.2 Labelling
We made a number of simplifying assumption in our labelling of mobile phone time series. In
order to make our results repeatable and overcome the ambiguity of user reports, we focused
on a small set of activity labels which could be assigned automatically. However, many of
the applications mentioned in the introduction chapter would benefit from addressing a wider
range of activities. Healthcare applications, for example, have been shown to benefit from
the recognition of a specific set of Activities of Daily Living [KFea63], [Kat83]. One way to
recognise more activities would be to collect richer sensor data including audio, video, Wi-
Fi, Bluetooth and accelerometer data. GPS are also commonly embedded on modern smart
phones and could be advantageously utilised to detect more user activities. Having access to
GPS and other inputs would also allow the consideration of finer temporal resolutions. By
dividing mobile phone time series in hourly time slots, we removed some noise in data but
also ignored short human activities, such as quick outings, and slight variations in activity
durations. Considering a finer temporal resolution would provide a more accurate picture of
dependencies and time shifts in human behaviour.
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It should be noticed, however, that addressing a larger alphabet of activities and a finer temporal
resolution will have an impact on the analysis and techniques presented in this thesis. For
example, computing a routine matrix for m activities and n time slots requires the estimation
of (m− 1)n marginal probabilities and (m2− 1)n(n− 1)/2 joint probabilities. For significantly
finer temporal resolutions and larger alphabets, this may therefore rapidly become an issue.
However, we believe that long-range dependencies between finer-grained human activities do
exist. For example, a mobile phone user receiving a phone call from a friend may help predict
whether this user will visit his friend later in the day. Having dinner in a restaurant may be
probabilistically dependent on going to the cinema, several hours later. Sequence alignment
techniques have been very successful in biology over much longer sequences and larger alphabets.
For example, protein sequences can involve several hundred amino acid residues taken from an
alphabet of twenty.
6.3.3 Exploiting Long-range Dependencies
Our approach to exploiting long-range dependencies has four main limitations. First, it focuses
on dependencies between fixed time slots. With the few labels that we defined, 121 consecutive
days of data were sufficient to observe higher probabilistic dependencies between two fixed time
slots when these time slots were distant of multiples of 12 hours. However, when considering
finer-grained human activities, it may make more sense to seek dependencies between events
that can occur at varying times. In the first example of the previous section, the fact that the
call was received is the important piece of information, no matter the exact time at which the
event occurred.
Secondly, the activities that we considered all had the same time period. Human behaviour
can be approached at different time scales. For example, probabilistic dependencies may exist
between days in the week defined as random variables with the possible outcomes working day
and day off. Routine matrices, cross-routine matrices and auto mutual information graphs
could easily be used at different time scales.
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Thirdly, we only looked at dependencies between two random variables. It may be interesting
to investigate dependencies between more activities. Multivariate generalisations of Shannon’s
mutual information have been proposed [McG54] and could be helpful to detect relationships
between more than two activities such as driving to work, working and driving back home or
between the activities of more than two users. However, the routine and cross-routine matrices
that we presented do not generalise to more than two variables.
Lastly, the Naive Bayes model that we used for behaviour prediction allowed a clear demon-
stration of the benefit of certain long-range dependencies in prediction but makes strong con-
ditional independence assumptions which may affect its performance. Integrating long-range
dependencies in other models which do not make these assumptions may provide better predic-
tion accuracy. Cross-routine matrices also showed that two users’ behaviours could be strongly
dependent at certain times of the day. We believe that considering cross-user dependencies in
prediction models is a promising area to explore.
6.3.4 Handling Temporal Variations
Our analysis of temporal variations in human behaviour has three main limitations. Firstly,
we examined time shifts on a single behaviour pattern, namely, the in-out-in pattern. This
pattern may correspond to different days such as working days or days off with one stay out.
Depending on what the out interval stands for, the distribution of its start and end dates may
vary. For example, many people have fixed working hours which may have more stable start
and end times than outings on days off. Considering more user activities would help distinguish
between a broader range of behaviour patterns and identify what patterns are more subject to
time shifts. Also, using a finer temporal resolution would be particularly helpful to estimate
the distribution of activity boundaries and durations more accurately.
Secondly, missing data is a major concern both for the analysis of time shifts and to apply
sequence alignment techniques. Finding entire days following the in-out-in pattern without
missing data in the Reality Mining dataset was particularly difficult. In addition, the accuracy
obtained in weekday/weekend recognition using alignment features is much lower when a large
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amount of data is missing. One solution to this problem may be to fill in gaps in sequences
prior to recognition using long-range dependencies in data.
Thirdly, our behaviour recognition technique takes as input a certain number of parameters
values that we determined empirically. In particular, the scoring scheme used for global align-
ment is simple but subjective. A position-specific scoring scheme based on log-odds ratios is
common practice in biology and may provide better results for behaviour recognition. How-
ever, computing such scores requires supervision. Also, the optimal number of clusters over
which Profile-HMMs were trained was determined experimentally. Density-based clustering
techniques such as DBSCAN [ZLTG07] do not require the number of clusters to be known in
advance and could be helpful in that context.
We believe that a number of concepts and techniques developed for biological sequence align-
ment could be relevant in human behaviour analysis. In biology, sequence similarities often
indicate structural and functional similarities as well as evolutionary relationships between se-
quences. While human behaviour sequences do not follow an evolutionary process, sequences
of activities do have a spatial arrangement and functions or goals [LE95] that could be investi-
gated further in the light of the analogy with biological sequence alignment. In addition, local
alignment techniques also seem to be relevant to compare behaviour patterns within longer
sequences. For example, the sequence of activities involved in the process of having a meal
may be similar no matter the time of the day. However, basic biological mutations are not
ideally suited to handle variations in such fine-grained human behaviours and other operations
may be worth considering. For example, the user may cook and set the table in any order.
Sequence alignment techniques therefore have to handle permutations. Stochastic context-free
grammars have been utilised for that purpose [DEKM99] and could constitute an interesting
approach. Also, probabilistic models from biology may not allow accurate modelling of exten-
sions and contractions of activities in time. For example, in a Profile-HMM, the probability of
an activity being extended can decrease exponentially with the number of self-transitions of an
insert state. Techniques to model the duration of a state in a Hidden Markov Model speech
recognition system have been proposed [Vas95] and could be adapted to Profile-HMMs.
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6.3.5 Implementation
Although the techniques presented in this thesis have not been implemented on actual mobile
phones yet, they have relatively low computational and memory requirements which make a
port to recent mobile phones achievable. One major obstacle to this port is the high reliability
required for continuous context sensing and logging. It is nevertheless our intention to write
mobile applications based on our results.
6.4 Closing Remarks
The rapid evolution of mobile phones creates a perceptible gap between what can be envisioned
using this technology and the actual state of research. This gap is inevitable and not specific to
mobile phone technology. Confronted by this gap, there are essentially two possible reactions.
The first option is to expect technological improvements to open new research possibilities.
Future devices will undoubtedly feature enhanced sensing and processing capabilities. However,
we believe that waiting only widens the gap. Many researchers in artificial intelligence have
been over-confident about the impact of hardware development on their field. Over fifty years of
research have shown that successes in subproblems were primarily due to algorithmic advances.
We believe that it is in examining what can be achieved at a certain point in time and putting
every effort into making the most of available resources that human behaviour modelling will
make progress. It is hoped that the work presented in this thesis will help advance the state of
the art in the area.
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Appendix A
Reality Mining Data
We present below some small samples of the Reality Mining SQL dataset for the purpose of
illustration. The reader is referred to [Lam05] for more details about its structure and contents.
The dataset includes several span tables containing time intervals for different types of data.
Each span table includes a starttime and endtime field holding the boundaries of time intervals
and a person oid field with the ID of the user who recorded this time interval. Table A.1 shows
some cell tower records in the dataset including, for each time interval, the ID of the serving cell
tower (celltower oid) and the user’s label for that cell tower (name). Table A.2 provides some
Bluetooth records in the dataset including, for each time interval, the MAC address and name
of a discovered Bluetooth-enabled device (macaddr and name, respectively). Records in Table
A.3 correspond to time intervals when the user’s mobile phone was active and not in screensaver
mode. Table A.4 provides time intervals over which the logging application was running. From
these time intervals, one can determine when a phone was shut down during the course of the
Reality Mining experiment. Lastly, Table A.5 shows time intervals over which communications
occurred. Each record includes the ID of the remote party (phonenumber oid), the index of
this phone number in the user’s contact list (contact), whether the communication was a voice
call or a text message (description), the direction of the communication (direction) and its
duration in seconds (duration).
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Table A.1: Cell tower records obtained through the SQL query ’SELECT s.person oid,
s.starttime, s.endtime, s.celltower oid, n.name FROM cellspan s, cellname n
WHERE s.celltower oid = n.celltower oid LIMIT 25;’.
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Table A.2: Bluetooth records obtained through the SQL query ’SELECT s.person oid,
s.starttime, s.endtime, d.macaddr, d.name FROM devicespan s, device d WHERE
s.device oid = d.oid LIMIT 25;’.
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Table A.3: Records from the activityspan table obtained through the SQL query ’SELECT
person oid, starttime, endtime FROM activityspan LIMIT 25;’.
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Table A.4: Records from the coverspan table obtained through the SQL query ’SELECT
person oid, starttime, endtime FROM coverspan LIMIT 25;’.
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Table A.5: Records from the callspan table obtained through the SQL query
’SELECT person oid, starttime, endtime, phonenumber oid, contact, description,
direction, duration FROM callspan LIMIT 25;’.
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Appendix B
Dependency Analysis Graphs
We give below the routine matrices and auto mutual information graphs of the thirty users
that we consider in this thesis, together with their ID in the Reality Mining dataset [EP06].
Figures are laid out in two columns. For each user, the figure on the left-hand side represents
his routine matrix, as defined in Section 3.4.2. The caption for routine matrices is given on
Figure B.1(a) where Xi and Xj are random variables representing the user’s activities at time
slots i and j, respectively. Figures on the right-hand side show the auto mutual information
against the lag for each user, as explained in Section 3.4.5. An example of caption for auto
mutual information graphs is provided in Figure B.1(b). Users are grouped according to their
affiliations.
(a) Example of routine matrix (b) Example of auto mutual information against lag
Figure B.1: Captions for routine matrices and auto mutual information against lag.
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B.1 Media Lab Students
Figure B.2: User 10 alias B’s routine matrix and auto mutual information against lag.
Figure B.3: User 15’s routine matrix and auto mutual information against lag.
Figure B.4: User 28’s routine matrix and auto mutual information against lag.
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Figure B.5: User 29’s routine matrix and auto mutual information against lag.
Figure B.6: User 39 alias A’s routine matrix and auto mutual information against lag.
Figure B.7: User 51’s routine matrix and auto mutual information against lag.
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Figure B.8: User 54’s routine matrix and auto mutual information against lag.
Figure B.9: User 57’s routine matrix and auto mutual information against lag.
Figure B.10: User 63’s routine matrix and auto mutual information against lag.
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Figure B.11: User 65’s routine matrix and auto mutual information against lag.
Figure B.12: User 69’s routine matrix and auto mutual information against lag.
Figure B.13: User 74’s routine matrix and auto mutual information against lag.
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Figure B.14: User 78’s routine matrix and auto mutual information against lag.
Figure B.15: User 80’s routine matrix and auto mutual information against lag.
Figure B.16: User 85’s routine matrix and auto mutual information against lag.
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Figure B.17: User 89’s routine matrix and auto mutual information against lag.
Figure B.18: User 91’s routine matrix and auto mutual information against lag.
Figure B.19: User 94’s routine matrix and auto mutual information against lag.
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Figure B.20: User 96’s routine matrix and auto mutual information against lag.
Figure B.21: User 97 alias D’s routine matrix and auto mutual information against lag.
B.2 Media Lab Staff
Figure B.22: User 76’s routine matrix and auto mutual information against lag.
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Figure B.23: User 95 alias C’s routine matrix and auto mutual information against lag.
B.3 Sloan Business School Students
Figure B.24: User 4’s routine matrix and auto mutual information against lag.
Figure B.25: User 12’s routine matrix and auto mutual information against lag.
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Figure B.26: User 19’s routine matrix and auto mutual information against lag.
Figure B.27: User 36’s routine matrix and auto mutual information against lag.
Figure B.28: User 66’s routine matrix and auto mutual information against lag.
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Figure B.29: User 73’s routine matrix and auto mutual information against lag.
B.4 Unknown Position
Figure B.30: User 7’s routine matrix and auto mutual information against lag.
Figure B.31: User 16’s routine matrix and auto mutual information against lag.
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Appendix C
Distributions of Features in
Weekday/Weekend Recognition
We define in Section 5.4 a number of features provided as input to Adaptive Boosting with De-
cision Stumps to recognise weekdays and weekends. In this appendix, we give the distributions
of features for User A’s full dataset and a cluster cardinality K = 20. Figure C.1 shows the
class distribution. Orange and red correspond to weekdays and weekends, respectively. The
same color code is used throughout all figures. The number on top of each stack represents the
total number of instances with the value of this stack.
Figure C.1: Class distribution. Orange and red correspond to weekdays and weekends, respec-
tively.
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Figure C.2: Distribution of activity features. From left to right, stacks correspond to in, out,
no signal and shut down.
Figure C.3: Distribution of count features.
Figure C.4: Distribution of feature Ω. Each stack corresponds to a cluster.
Figure C.5: Distribution of feature M∗. Each stack corresponds to a Profile-HMM.
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Figure C.6: Distribution of Pk features.
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