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§0. INTRODUCTION.
Let A be a commutative monoid. Then A can be equipped with a preordering, defined by x ≤ y ⇔ (∃z)(x + z = y). The corresponding structure (A, +, 0, ≤) is an example of what we call a positively ordered monoid. By definition, a positively ordered monoid (from now on a P.O.M.) is a structure consisting on a commutative monoid, together with a preordering which is compatible with the addition and for which every element is positive; when a P.O.M. is obtained from a commutative monoid as above, then we will say that it is minimal. There are a lot of P.O.M.'s which are not minimal. One of the main reasons for which we work in the context of P.O.M.'s rather than in the context of commutative monoids is that if A is a submonoid of a commutative monoid B, then it is not necessary that the minimal preordering of A is the restriction to A of the minimal preordering of B, which brings unnecessary trouble in Hahn-Banach-type proofs and makes a lot of categorical statements rather cumbersome. One of the results of [17] , which shows that injective objects in the class of P.O.M.'s equipped with their natural notion of embedding are exactly the retracts of the powers of P = ([0, ∞], +, 0, ≤), shows that this difficulty is unavoidable: indeed, it is well-known that the only injective commutative monoid is {0}.
However, our methods tend to study essentially minimal P.O.M.'s. One of their important properties which is preserved under substructures is the property of preminimality (definition 1.2). But it finally turns out that this concept is slightly too general, so that 1 instead, we will have to consider a weakened form of additive cancellation called separativeness (definition 1.2). This definition is strongly connected to the definition of separativeness of commutative semigroups (see [4] , Vol. 1) -in particular, the underlying monoid of any separative P.O.M. is separative. But unlike the case of commutative semigroups, separative P.O.M.'s enjoy a special categorical property: they are exactly those which have the transfer property (theorem 2.9), where E has the transfer property if and only if for every sub-P.O.M. A of a P.O.M. B, every P.O.M.-homomorphism from A to E extends to a P.O.M.-homomorphism from B to some P.O.M. containing E. The case where one can always take F = E (i.e. E is injective) has already been discussed in [16] ; the case where one can always take F = E with certain restrictions on B (on size or axioms) -we will speak about restricted injectivity -will be discussed in chapters 3 and 4, see e.g. 3.2, 3.6, 3.10, 3.13, 4.3, 4.4, 4.10. Note again that in the case of commutative semigroups, these notions trivialize more or less -totally in the case of injectivity, and partially in the case of the transfer property (see proposition 2.11) where it turns out that the transfer property is equivalent to additive cancellation. In theorem 3.13, we prove that a P.O.M. E is injective relatively to the class of all inclusion maps from A to B where B is preminimal of size at most a given infinite cardinal κ (we will say that E is P REM κ -injective) if and only if it is injective relatively to both classes obtained respectively by restricting B to be idem-multiple generated over A, or B cancellative and minimal.
One of the essential tools of the proof of theorem 3.13 is the notion of linear system. We consider linear systems with coefficients in N and with coefficients in a given P.O.M.. To each such system, say (S), one can associate in an effective way a second linear system this time without unknowns, the resolvent of (S). Then one of our main results is that if E is separative, then existence of a solution of (S) in some separative extension of E is equivalent to the satisfaction by E of the resolvent of (S) (see theorems 3.14 and 3.16). This algorithm generalizes to cases without cancellation and with an ordering the one which is known to solve equation systems over abelian groups.
Chapter 1 is essentially devoted to introduce the terminology (preminimal or separative P.O.M.'s, cones...) and the technology (D.P.O.M.'s...) used in this work. This is not our first encounter with D.P.O.M.'s, see [16] , chapter 2; futhermore, the latter structures seem in many cases to be the relevant alternative to abelian groups (or to cancellative P.O.M.'s) in the absence of additive cancellation.
In chapter 2, we study sufficient conditions of transferability of P.O.M.-embeddings; we deduce the characterization of the transfer property (theorem 2.9), but also e.g. how it can be used to embed 'painlessly' arbitrary P.O.M.'s into richer structures (here, for example, P.O.M.'s satisfying the finite refinement property -see corollary 2.7). We show examples, including weak cardinal algebras and equidecomposability types P.O.M.'s modulo exponentially bounded groups. In chapter 3, we characterize restricted forms of injectivity (theorems 3.2, 3.6, 3.10, 3.13) and we prove the correctness of the aforementioned resolvent test (theorem 3.14). In chapter 4, we characterize completely P REM κ -injectivity in antisymmetric P.O.M.'s satisfying the multiplicative ≤-cancellation property (theorem 4.3), and then injectivity relatively to the class of all inclusion maps from A to B where B is an arbitrary P.O.M. of size at most κ (theorem 4.4) . Strangely, the difficult part of this theorem (modulo the results of chapter 3) is to prove that such P.O.M.'s always embed into powers of P. They include divisible weak cardinal algebras. From the results of chapters 1, 2 and 3, we finally deduce a decomposition theorem for arbitrary separative P.O.M.'s (corollary 4.12), which is in some sense optimal (theorem 4.17); from a particular case with antisymmetry and multiplicative ≤-cancellation (theorem 4.14), we deduce in particular that if G is an exponentially bounded group operating on a set X, then finitely additive G-invariant measures on P(X) with positive non-standard values separate G-equidecomposability types (it is false for just P-valued measures), this is corollary 4.16. It is to be noticed that a lot of proofs of converses of injectivity / or transfer property statements showed in this work are not unlike arguments of 'reverse mathematics'; an important exception is for the essential lemmas 3.5 and 3.9.
We use standard terminology and notation. If X and Y are two sets, then we will denote by X Y the set of all maps from Y to X. If (A i ) i∈I is a family of P.O.M.'s, then we will denote its direct sum (coproduct) by i∈I A i . When (∀i ∈ I)(A i = A), we will write A (I) . We will denote the set of all natural numbers by ω when it is considered as an ordinal, N otherwise. If (φ i ) i∈I is a family of formulas, we will sometimes denote their conjunction (resp. disjunction) by i∈I φ i (resp. i∈I φ i ).
Before the statement of each theorem, we indicate the references of the relevant definitions introduced in this paper.
§1. PREMINIMAL P.O.M.'s, SEPARATIVE P.O.M.'s; DIFFERENCE P.O.M.'s.
We first recall the context in which this work is done; it is expressed by the following definition, taken from [16] , and which we recall here:
Definition. A positively ordered monoid (from now on P.O.M.) is a structure
(A, +, 0, ≤) such that (A, +, 0) is a commutative monoid and ≤ is a preordering on A satisfying both following conditions:
(ii) (∀a)(a ≥ 0). Our notations and terminology will be widely borrowed from [16] . For example, a P.O.M. is said minimal when it satisfies the statement
antisymmetric when its preordering is antisymmetric. If m is in N \ {0}, then the multiplicative ≤-cancellation property is (see [16] , chapter 1) the following statement:
If X and Y are two subsets of a given P.O.M., we will write X ≤ Y instead of
In any P.O.M., we define binary relations ≡, , and by
x y ⇔ x y and y x,
If the context does not make it clear, we will add an index A to the symbols ≤, ≡, , and . An element a of a given P.O.M. A is idem-multiple when a + a = a. The set of idem-multiple elements of A will be denoted, for reasons which will appear clearly in the middle of this chapter, by 1 ∞ A. We recall here the statement of the pseudo-cancellation property, already studied in [16] , chapter 1:
We introduce two more notations, already used in [16] 
4 -preminimal when it satisfies both following statements:
-separative when it satisfies both following statements:
The term 'preminimal' comes from the fact that for all c, d in a P.O.M. A such that c ≤ d, the conjunction of both following conditions
is equivalent to the fact that there are a P.O.M. B containing A and an element x of B such that c + x = d. We will neither use nor prove this fact here.
It is easy to see that every minimal or separative P.O.M. is preminimal. Both converses are false: N \ {1} is a sub-P.O.M. of the minimal P.O.M. N, thus it is preminimal; but it is not minimal. And the free P.O.M. with the two generators a and b with both relations a + b = 2a = 2b is easily seen to be an antisymmetric, minimal P.O.M. but non separative. Note also that if A is a separative P.O.M., then its underlying commutative semigroup is by definition separative in the sense of [4] , Vol. 1. Finally, an example of non-preminimal P.O.M. is given by the lexicographical product N × lex N, where N = N ∪ {∞}: indeed, we have (0, 2) + (0, ∞) = (0, 1) + (0, ∞) and (0, ∞) < (1, 0), but (0, 2) + (1, 0) ≤ (0, 1) + (1, 0).
The following definition provides us with a fundamental example of separative P.O. 
Finally, it is trivial that (c) implies (a). Conversely, assume (a). For all a in A,
Since A is separative, it is easy to verify that A a is cancellative, thus it embeds into its group of differences G a equipped with the canonical preordering defined by "(x−y ≤ x −y if and only if x+y
Then C a is a cone with infinity, and A a is a sub-P.O.M. of C a . Define a map e a from A to C a by
It is straightforward to verify that e a is a P.O.M.-homomorphism from A to C a . Now, let e be the map from A to a∈A C a defined by e(x) = (e a (x)) a∈A . Then e is a P.O.M.-homomorphism, thus, to conclude, it suffices to prove that e is an embedding. So let a, b in A, such that e(a) ≤ e(b). Then e b (a) ≤ e b (b), thus a ∈ A|b and a + b ≤ 2b, thus a ≤ b since A is separative. Moreover, if e(a) = e(b), then e a (a) = e a (b), whence b ∈ A|a and 2a = a + b; similarly, 2b = a + b, whence a = b since A is separative. Therefore, e is an embedding, which concludes the proof. 
If 
The following lemma justifies the notation 
So the first assertion is proved. The second one follows immediately. 
b − a by (D2) and b − a ≤ b, thus the conclusion follows from 1.9 and the easily checked fact that since A is minimal, the restriction of ≤ to
a, thus x and y by (D2); it follows that x = y.
(iii) A simple computation, using previous results:
(iv) follows immediately from (iii). 
Proof. An easy (but tedious) verification. 
Lemma. Let A be a sub-P.O.M. of a preminimal P.O.M. B. Then the natural map from
A − . A to B − . B is a D.P.O.M.-embedding.
Proof. Denote by e the natural map from
A − . A to B − . B. It is straightforward to check that e is a D.P.O.M.-homomorphism. Let x = b − . a and y = b − . a in A − . A such
that e(x) ≤ e(y). By definition, b b and there is c in B such that c b and
c + a + b ≤ c + a + b . Let m in N such that c ≤ mb. Since B is preminimal, we have mb + a + b ≤ mb + a + b , whence x ≤ y since mb ∈ A. Similarly, e(x) = e(y) implies x = y.
Lemma. (D, f, g) is the amalgamation of (A, f, B, g, C), that is, it is an initial object in the category of all
Therefore, from now on, we will denote the P.O.M. D which we just constructed by B f,g C. It is often difficult to deduce properties of B f,g C from properties of B and C, but let us note the following elementary fact, which will be of importance in the sequel:
Lemma. If B and C are minimal, then B f,g C is minimal.
Proof. We have to prove that for all (b, c) and
Actually, an easy induction argument shows that it suffices to prove the conclusion when (b, c)
But in the first two cases, (b, c) ≡ * (b , c ) and in the third case, the conclusion follows immediately from minimality of B and C.
We turn now to a definition which will play an essential role throughout this work. Our terminology is borrowed from [7] , where it covers similar notions. 
Definition. (i)

.M. B such that e is in E, the natural map from E to B e,f E is a P.O.M.-embedding; we will drop the mention of E when E is the class of all P.O.M.-embeddings.
It is obvious that every transferable P.O.M.-homomorphism is itself a P.O.M.-embedding (take C = A, f = id A in (i)). But unlike many other situations (abelian groups, Boolean algebras...), P.O.M.-homomorphisms are not always transferable -or, which is equivalent, all P.O.M.'s do not have the transfer property. Our goal in this chapter will be to characterize those P.O.M.'s which have the transfer property (theorem 2.9), and to show that in that case, the transfer property is true in a sort of 'hereditary' way (lemma 2.15).
Lemma. Let A be a sub-P.O.M. of a P.O.M. B such that the inclusion map from A into B satisfies the following condition:
Then the natural map e from C to B e,f C satisfies the following statement:
Here, (UT) stands for 'Upper Transferability'; there is a corresponding notion of 'lower transferability', but we will not use it in this work.
Proof. Consider the following binary relation
Obviously, ≺ is a preordering of B × C. Consider the binary relations →, ←, ≤ * defined at the beginning of this chapter.
Claim. ≺ contains ≤ * .
Proof of claim.
Since ≺ is transitive, it suffices to prove that for all (b, c) and
Claim .
Now we can finish the proof of lemma 2.4.
Now, we will state and prove a sufficient condition for (full) transferability of a P.O.M.-homomorphism:
Proposition. Let A be a sub-P.O.M. of a P.O.M. B such that A is a D.P.O.M. and the inclusion map from A into B satisfies (UT). Then the inclusion map from A into B is transferable.
Proof. Denote by e be the inclusion map from A into B. Let f be a P.O.M.-homomorphism from A to a P.O.M. C, and let e be the natural map from C to B e,f C. Since e satisfies (UT), by the result of lemma 2.4, it suffices to prove that e is one-to-one.
For all
Claim.
contains ≡ * . Proof of claim. Since is obviously transitive, it suffices to prove that for all (b, c) and
We can now finish the proof of proposition 2.5.
, so that α is idem-multiple. Similarly, there is β in A, idem-multiple, such that c 1 = β + c 0 . It follows that
Thus we have proved that e is one-to-one, which concludes the proof.
Corollary. Let A be a sub-P.O.M. of a P.O.M. B. Then the natural embedding from
Proof. Immediate from proposition 2.5 and lemma 1.18.
As another application of proposition 2.5, let us mention a generalization to P.O.M.'s of a result of H. Dobbertin (see [5] ):
Corollary. For every P.O.M. A, there is a P.O.M. B containing A (and constructed from
A in a canonical way) satisfying the following finite refinement property:
Furthermore, if A is minimal, then B is minimal.
Proof. Let R be the sub-P.O.M. of N 4 generated by α = (1, 1, 0, 0), α = (0, 0, 1, 1), β = (1, 0, 1, 0) and β = (0, 1, 0, 1).
Proof of claim 1. The first fact can be easily proved by a straightforward induction on x + y + x + y . The second fact follows immediately. Claim 1.
From claim 1, it is easy to deduce the (iii) E has the transfer property.
Proof. Let us first prove that (ii)⇒(i). So let us assume that E satisfies (ii). Using theorem 1.4, we prove that E is separative. First, note that (ii) remains true after having replaced N 4 by N 2 or N 3 . Then, we prove three claims. 
Proof of claim 2. Let P be the sub-P.O.M. of N 4 generated by α = (1, 1, 0, 0), β 0 = (1, 0, 1, 0), β 1 = (0, 1, 0, 1) and β = (0, 0, 0, 1). It is not difficult to prove that there is a [unique] P.O.M.-homomorphism f from P to E sending α to a and β 0 , β 1 and β on b. Thus, by assumption, f extends to a P.O.M.-homomorphism g from N 4 to some P.O.M. 
. 0). It is immediate that g is a P.O.M.-homomorphism from B to F extending f . Thus we have proved that E has the transfer property, which concludes the proof. 
Proposition. A commutative monoid has the transfer property (in the class of commutative monoids) if and only if it is cancellative.
So we see that in fact, the transfer property is 'much more common' in the class of P.O.M.'s than in the class of commutative monoids. This slightly paradoxical situation (most of the P.O.M.'s we study are minimal, there is not much difference between these and commutative monoids except for the mention of the preordering, the transfer property for the preordering looks like one more condition to satisfy so the transferability should be more difficult to realize...) is essentially due to the fact that if A is a submonoid of a commutative monoid B, then the minimal preordering of A is strictly contained in the restriction to A of the minimal preordering of B.
2.12.
Example. For every n in N \ {0}, let P n be the P.O.M. of equidecomposability classes of polyhedra of R n modulo the [affine] isometries: here, only polyhedral pieces are allowed in the decompositions and sets of non zero codimension are identified to zero (see [2] for more about this). By Zylev's theorem, P n is cancellative (so it is a cone); thus it is separative, thus it has the transfer property by theorem 2.9.
2.13.
Example. Let G be a group operating on a set X, let B be a Boolean subalgebra of P(X) which is invariant by G. Consider the P.O.M. of equidecomposability types of elements of B modulo G, let us denote it by S(B)/G (see [14] , [15] ). Tarski proved in [13] the following theorem:
If G is exponentially bounded, then S(B)/G satisfies the following statement:
In fact, Tarski proves his theorem for commutative groups, but his proof applies as well for exponentially bounded groups (see [14] , chapter 12). But this implies immediately that if G is exponentially bounded, then S(B)/G satisfies the statement (∀a, b)(a + b = 2b ⇒ a = b). Since S(B)/G is minimal, it follows immediately that it is separative. Therefore, If G is exponentially bounded, then S(B)/G has the transfer property.
For B = P(X), it results from the cancellation law (see [14] , theorem 8.7) that the underlying semigroup of S(B)/G is always separative, even if G is not exponentially bounded. However, we do not know whether the P.O.M. S(B)/G is separative in general. A positive answer would be interesting, since it would allow us to remove the assumption that G is exponentially bounded in the statement of corollary 4.16. 
2.14.
Since E and B are minimal, it results from lemma 2.2 that F = B e ,f E is minimal; since E is separative (lemmata 1.16 and 1.18), it results from theorem 2.9 that the natural P.O.M.-homomorphism from E to F is a P.O.M.-embedding, so that we may identify E with its image in F . Let g be the natural P.O.M.-homomorphism from B to F . Define a map g from B to F by putting g(x) = g (x − . 0). By construction, g is a P.O.M.-homomorphism from B to F extending f . Since F is preminimal, the natural map from E to F = F − . F is a P.O.M.-embedding (lemma 1.21), so that we may identify E with its natural image in F . Let π be the natural map from F to F , let h = π • g. The picture is as follows:
Then h is a P.O.M.-homomorphism from B to F extending f . Furthermore, F is separative and minimal (lemmata 1.16 and 1.18).
2.16.
Remark. Among the hypotheses of lemma 2.15, the assumption that B is preminimal cannot be dropped; we will have confirmation of this in chapter 4, as a consequence of theorem 4.4. §3. RESTRICTED PREMINIMAL INJECTIVITY.
Let us first introduce some notations. Let κ be a cardinal, let C be a class of P.O.M.'s. Then we will denote by C κ the class of all structures in C whose underlying set has size at most κ; furthermore, we will denote by C * the class of antisymmetric elements of C. It is obvious on this definition that if E is E-injective, then it has the transfer property relatively to E. The converse is false, as injectivity appears as a notion of completeness. 
Proof.
We have already seen in theorem 2.9 that (i) and (ii) are equivalent; also, (iii) implies (i) by characterization (ii) of separativeness in theorem 2.9. So it remains to prove that (i) implies (iii).
3.3.
Remark. By following the proof of theorem 3.11 of [16] , one can prove that sub-P.O.M.'s of P REM-injective P.O.M.'s satisfy e.g. the statement
which is not the case for all separative P.O.M.'s, as e.g. P 3 seen in example 2.12 (take a=equidecomposability class of the cube of volume 1, b=equidecomposability class of the regular tetrahedron of volume 1).
In this chapter, we shall present an 'arithmetical' characterization of P REM κ -injective P.O.M.'s, as close as possible to the one presented in [16] (see theorems 3.6, 3.10, 3.13).
Let us introduce the following definition.
Definition. Let κ be an infinite cardinal. A preminimal P.O.M. E is said to be κ-smooth when it satisfies the following conditions:
(SM 1) Let a, b in E and let X be a subset of E of size at most κ such that (∀x ∈ X)(a + x ≤ b + x); then there exists c ≤ X in Note that in the context of (SM 3), c ≤ Y is equivalent to c Y .
Smoothness of P.O.M.'s will be one of the notions leading to simple formulations of existence of solutions of linear systems, which we shall show now. Say that a linear system with parameters from a P.O.M. E is a set of atomic formulas (in the sense of model theory, see e.g. [3] ) with parameters from E, and unrestricted number of variables (called here unknowns). For example, linear systems with only one unknown x may be written in the following general form:
In connection with smoothness of embeddings, we will consider linear systems whose unique unknown has to be thought as idem-multiple. Such systems can always be written in the following form:
where the a i , b i are all in E. But now, observe that when E is preminimal, for all a, b in E and all idem-multiple x in E, we have so that in E, the linear system (3.1) is equivalent (in an effective way) to a linear system of the following form:
Now, define the resolvent of the system (3.1) to be the following system:
Lemma. Let κ be an infinite cardinal, let E be a P.O.M., let (S) be a linear system of the form (3.1), of size at most κ with parameters from E. If (S) admits a solution in some preminimal extension of E, then its resolvent is satisfied in E. Conversely, if E is κ-smooth and satisfies the resolvent of (S), then (S) admits a solution in E.
Proof. By what we have just seen, it suffices to consider the case of a linear system of the form
where I, J, K are of size at most κ. Then the resolvent of (3.4) is the following linear system:
If (3.4) holds in some preminimal extension of E, it is immediate that (3.5) holds. Conversely, assume that E is κ-smooth and that it satisfies (3.5). Let i in I; by (3.5) and (SM 1), there is e i in 1 ∞ E such that (∀k ∈ K)(e i ≤ c k ) and a i + e i ≤ b i + e i ; similarly, by (3.5) and (SM 2), for all j in J, there is e j in 1 ∞ E such that (∀k ∈ K)(e j ≤ c k ) and a j + e j = b j + e j . By preminimality of E, we have (
x) and (∀k ∈ K)(x c k ). By preminimality of E, it is immediate that x satisfies (3.4).
Say that a linear system of the form (3.1) (with parameters from some P.O.M. E) is compatible when its resolvent is satisfied by E.
Lemma 3.5 is very useful in the proof of the following theorem: 
(ii)⇒(iii) Let E satisfy (ii). We first prove that E is separative (the first result listed in the theorem follows). So let a, b in E. Assume first that a + b ≤ 2b. Consider the following linear system:
Then the resolvent of this linear system is just a + b ≤ 2b, which holds by assumption; thus, by hypothesis, it admits a solution in E, say x. But x = 2x ≤ b and E is preminimal, thus x + b = b; hence a ≤ b. Suppose now that a + b = 2a = 2b. Consider the following linear system:
Then the resolvent of this linear system is just a + b = 2a = 2b, which holds by assumption, thus it admits a solution, say x. As in the previous case, x a and x b, whence a = a + x = b + x = b. So we have proved that E is separative. Now, let us prove that E is IM κ -injective. It suffices to prove that for every sub-P.O.M. A of E of size at most κ and every P.O.M. B containing A such that B = A + Nb for some b in 
Claim. (B → B ) is in IM.
Proof of claim. Let
. B is generated by B and the set of all a − . a, a ∈ B. The conclusion follows. Claim .
By theorem 3.6, it follows that (B → B ) extends to a P.O.M.-homomorphism r from B to E. Then r • f is a P.O.M.-homomorphism from A to E extending f .
We shall now study another kind of linear system, via another form of injectivity. We will first need some preliminary constructions. Let I, J, K be arbitrary sets such that I ∩ J = K, and let n be in N I∪J (not necessarily with finite support). Put n = (I, J, K, n). We will associate with n a certain P.O.M.-inclusion (A n → B n ), whose construction we now show.
First, let B n be the P.O.M.
We equip B n with binary relations ≡ * and ≤ * respectively defined by
(· denotes the canonical 'scalar product'), and 
Proof. A straightforward verification.
Consequently, one can define the quotient P.O.M. B n of (B n , +, 0, ≤ * ) by ≡ * , and it is a cancellative, antisymmetric P.O.M.. Therefore, it embeds canonically into some antisymmetric cone (the positive cone of the ordered group of differences of B n ), say
Choose sets of generators O n of O n , E n of E n . Using the fact that for every k in ω, the monoid of solutions in N k of every linear equation system (with k unknowns and coefficients in N) is finitely generated (see e.g. [4] , Vol. 2, page 130, corollary 9.19), one can easily suppose that if I and J are finite, then O n and E n are finite -one has to find finite sets of generators for the ( p, q, p , q , r, s) satisfying the right hand side (without existential quantifiers) of (3 .6) 
We shall now prove that in a certain sense, this linear system is fundamental among all the linear systems of this form. So let E be a P.O.M., let I, J, K be arbitrary sets; consider the following linear system:
where the a i , b i (i in I ∪ J) are elements of E. It is easy to see that (3.11) is, in a canonical way, equivalent to a similar linear system where this time, K = I ∩ J; such a system will be said to be in normal form. So we may assume without loss of generality that (3.11) is put in normal form, i.e. K = I ∩ J. Now, say that a resolvent of (3.11) is any linear system of the following form:
Obviously, all the resolvents of a given linear system of the form (3.11) are equivalent, so that we will sometimes speak about the resolvent of the linear system. The interest of not necessarily taking O n = O n or E n = E n is essentially in the case where I and J are finite, so that what we describe here can be in fact used as an algorithm. Note that (3.12) is satisfied if and only if there exists a [necessarily unique] P.O.M.-homomorphism from
. This remark will be used in the following lemma: 3.9. Lemma. Let E be a P.O.M., let κ be an infinite cardinal, let (S) be a linear system of the form (3.11) and of size at most κ.
If (S) admits a solution in some extension of E, then E satisfies the resolvent of (S). Conversely, if E is CO * κ -injective and satisfies the resolvent of (S), then (S) admits a solution in E.
Proof. Without loss of generality, we may assume that (S) is just (3.11), written under normal form. Assume first that (S) admits a solution, say x, in some extension, say F , of E. We prove that any resolvent of (S), say (3.12), is satisfied in E. So let first ( p, q, p , q ) in E n . By definition of ≡ * , there are r and s in N (K) such that the following holds:
Similarly, there is k in N (I∪J) such that q = s + k and q = r + k. It follows that
the first and the last step being justified by the fact that r and s are in N (K) , from which it follows easily that p · a
Thus the first part of (3.12) is satisfied. Now, let ( p, q, p , q ) in O n . By definition of ≤ * , there are r in N (I) and s in N (J) such that the following holds:
(3.14)
By possibly substracting r ∧ s from r and s, we may assume without loss of generality that r and s are incompatible. Therefore, (3.14) implies that s ≤ p , thus, using the first inequation of (3.14), there exists h in
the first and the last step being justified by the fact that r ∈ N (I) and s ∈ N (J) , from which it follows easily that p · a
Conversely, suppose that (3.12) is satisfied by E and that E is CO * κ -injective. Since E satisfies (3.12), there exists, as remarked before, a [unique] P.O.M.-homomorphism f from A n to E such that for all i in I ∪J, f (u i ) = a i and f (v i ) = b i . Since C n is an antisymmetric cone containing A n , f extends by hypothesis to a P.O.M.-homomorphism g from C n to E. Put x = g(ξ). Since ξ satisfies (3.10), x satisfies (3.11), which concludes the proof. Now, say that a linear system of the form (3.11) with parameters from some P.O.M. E is compatible when E satisfies its resolvent. From lemma 3.9, we can deduce the following consequence, which is the analogue of theorem 3.6 for linear systems of the form (3.11): 
Proof. Assume that E satisfies (i). Let A be a sub-P.O.M. of a cone B and let f be a P.O.M.-homomorphism from A to E; we try to extend f to a P.O.M.-homomorphism from B to E; by an easy application of Zorn's lemma, it suffices to prove that for all ξ in B, f extends to a P.O.M.-homomorphism from C = A + Nξ to E. Consider the linear system (S) of all equations (resp. inequations) of the form a+mx = b+nx (resp. a+mx ≤ b+nx) where a, b are in A, m, n are in N, m = 0 or n = 0 and which are satisfied in B by ξ. Let (R) be some resolvent of (S). By lemma 3.9, A satisfies (R), thus E satisfies f (R); since f (R) is a resolvent of f (S) and E satisfies (i), f (S) admits a solution in E, say x. But then, since B is cancellative, it is easy to verify that for all a, b in A and m, n in N such that a
. Thus x is the value at ξ of some P.O.M.-homomorphism from C to E extending f ; hence E is CO κ -injective, so that (i)⇒(ii). Now, (ii)⇒(iii) is trivial, and (iii)⇒(i) is an immediate consequence of lemma 3.9.
From what precedes, one can immediately get the following corollary:
Corollary. Let E be a separative P.O.M., let (S) be a linear system either of the form (3.1) or of the form (3.11) with parameters from E. Then (S) admits a solution in some separative extension of E if and only if E satisfies the resolvent of (S).
Proof. Suppose first that (S) admits a solution in some separative extension F of E. By lemma 3.5 or lemma 3.9, according to the case, E satisfies the resolvent of (S). Conversely, assume that E satisfies the resolvent of (S). Let κ be an infinite cardinal majorating the size of (S). By theorem 3.2, there is a P REM κ -injective P.O.M. F containing E. Thus, again by lemma 3.5 or lemma 3.9, (S) admits a solution in F . Our next step is now to define resolvents of any arbitrary linear system with one unknown. Since the natural context for solving such linear systems is the context of separative P.O.M.'s, such systems can always be written in the following canonical form:
where the a i , b i are elements of a given separative P.O.M.. Now, to (3.15), we can associate the following linear system with two unknowns (obtained by 'thinking that y = x ∞ '):
Denote by (R x,y ) this system. Then any of its resolvents in x (as defined in (3.12)) is a linear system 'with idem-multiple unknown', thus of the form (3.1) (with y instead of x); denote it by (S y ). Finally, let (T) be the resolvent of (S y ), as defined in (3.3). We will say by definition that (T) is a resolvent of (3.15).
Lemma. Let κ be an infinite cardinal, let E be a separative P.O.M., let (S) be a linear system of the form (3.15), of size at most κ and with parameters from E. If (S) admits a solution in some preminimal extension of E, then E satisfies any resolvent of (S). Conversely, if E is both IM κ -injective and CO κ -injective and E satisfies some resolvent of (S), then (S) admits a solution in E.
Proof. So suppose that (S) is just (3.15). Assume first that (S) admits a solution, say x, in some preminimal extension F of E; using lemmas 1.20 and 1.21, it is easy to see that one may replace F by F − . F , so that without loss of generality, F is a D.P.O.M.. Let y = x ∞ . Then, using the definition of a D.P.O.M., it is immediate that (x, y) is a solution of (3.16) in F . By lemma 3.9, y is a solution in F of the resolvent (S y ) of (3.16) (taking x as unknown). But now, (S y ) is a linear system of the form (3.1), thus, by lemma 3.5, F satisfies its resolvent, which is (T); since all the parameters from (T) are in E, E satisfies (T). Conversely, suppose that E satisfies (T). Since E is IM κ -injective, it results from lemma 3.5 that E satisfies (S y ) for some y in 1 ∞ F . Since E is CO κ -injective, it results from lemma 3.9 that E satisfies (R x,y ) for some x in E; it is then immediate that E satisfies (3.15) .
It follows that all resolvents of (3.15) are (in separative P.O.M.'s) equivalent, so that we will sometimes just speak about the resolvent of (S).
A first striking consequence of lemma 3.12 is the following characterization of P REM κ -injectivity: 
Proof. It follows immediately from theorem 2.9 that every CO κ -injective P.O.M. is separative; therefore, the equivalence between (iii), (iv) and (v) results immediately from theorems 3.6 and 3.10. Furthermore, it is trivial that (i) implies ( .15)). By lemma 3.12, since B is separative, A satisfies the resolvent of (S); thus E satisfies the resolvent of (S). By lemma 3.12, (S) admits a solution, say x, in E. By definition of (S), x is the value at b of some extension of (A → E) to B. Thus E satisfies (i).
We can also define resolvents of arbitrary linear systems (with any number -possibly infinite -of unknowns) the following way: let (S) be a linear system with parameters in some P.O.M. E. Suppose first that (S) has finitely many unknowns x i (i < n) for some n in ω. One defines inductively linear systems (S k ) (k ≤ n) by (S 0 )=(S), and (S k+1 )=some resolvent of (S k ) with respect to the unknown x k ; then, we say that (S n ) is a resolvent of (S). In the general case, where (S) has an arbitrary, not necessarily finite, set of unknowns, say {x i : i ∈ I}, for every finite subset p of I, let (S p ) be a resolvent of the set of equations or inequations in (S) whose unknowns belong to p; then say that p (S p ) is a resolvent of (S). Then we have the following
Theorem. [definition 1.2] Let E be a separative P.O.M., let (S) be an arbitrary linear system with parameters from E and of size at most κ. Then (S) admits a solution in some separative extension of E if and only if E satisfies some [any] resolvent of (S).
Proof. When (S) admits finitely many unknowns, this is an immediate consequence of lemma 3.12. Now assume that (S) has an arbitrary set of unknowns, say (x i ) i∈I . By the previous case, for every finite subset p of I, the linear system (S p ) of all equations and inequations in (S) with unknowns among {x i : i ∈ p} admits a solution, say (a p i ) i∈p , in some separative extension F p of E. Let P be the set of all finite subsets of I, and for all p in P , let P p = {q ∈ P : p ⊆ q}. Now, let F be the filter on P with basis {P p : p ∈ P }, and let F be the reduced product of (F p ) p∈P relatively to F. For all i in I, let a i be the class modulo F of (a p i ) p∈P (it is well-defined since a p i is defined F-everywhere on P ). Then it is easy to verify that (a i ) i∈I is a solution of (S) in F ; furthermore, F is a separative extension of E.
It follows again that in any separative P.O.M.'s, all resolvents of a given linear system (S) are equivalent; thus we will sometimes just speak about the resolvent of (S). In general, existence of a solution of a given linear system in some extension of the base P.O.M. is expressed by a universal formula, not necessarily quantifier-free.
The following theorem follows immediately from theorem 3.14 and the effectiveness of the construction of the resolvent: It is time now to harvest some results yielded by the previous three chapters. Our first result will be a characterization of P REM κ -injective P.O.M.'s (κ=some infinite cardinal) with the restriction that they are antisymmetric and satisfy the multiplicative ≤-cancellation property. Hence, this will allow us to give an exact characterization of all P OM κ -injective P.O.M.'s. This will yield for example that [the P.O.M. associated with] any divisible weak cardinal algebra is P OM ω -injective. We will first need a definition, which generalizes the definition of strong refinement P.O.M. seen in [16] , chapter 1. 
to admit a solution in E, it is necessary and sufficient that the following holds:
Proof. The fact that (4.1) implies (4.2) is trivial. Now, assume (4.2). If J = ∅, then x = 0 is a solution. If I = ∅, then (4.1) follows by interpolation between {b j : j ∈ J} and ∅. Now, suppose that I = ∅ and
does not affect the definition of c i , thus we may as well assume that b j ≤ a j + c i . Now, fixing j and using (SR 3), we find e j such that e j ≤ c i for all i in I and b j ≤ a j + e j . By (SR 4) ((κ, κ)-interpolation), we find x such that (∀(i, j) ∈ I × J)(e j ≤ x ≤ c i ). It follows easily that x is a solution of (4.1). 
Proof. Assume first that E satisfies (i), (ii) and (iii). We first prove that E is κ-smooth (see definition 3.4). Since it is antisymmetric and satisfies the pseudo-cancellation property, it is separative. Now let a, b ∈ E, let X ⊆ E of size at most κ such that (∀x ∈ X)(a + x ≤ b + x). By the pseudo-cancellation property (in (SR 1)), there is a map (x → x) from X to E such that (∀x ∈ X)(a ≤ b + x and x x). By (SR 3), there is c in E such that a ≤ b + c and (∀x ∈ X)(c ≤ x). Thus c x for all x in X (we use antisymmetry), hence, by (ii), there is d in . So we have proved that E is κ-smooth. Now, let (S) be an arbitrary compatible linear system of type (3.11) (thus with one unknown), with parameters from E and of size at most κ; thus (S) admits a solution in some separative extension F of E (corollary 3.11), which we may assume antisymmetric by quotienting F by ≡ F (by antisymmetry of E). Thus in F , (S) is equivalent to a system of the following form:
where |I|, |J| ≤ κ, a i , b i ∈ E and m i , n i are in N \ {0} for all i. Put a i = (1/n i )a i and b i = (1/n i )b i (we use the hypotheses on E). Since (4.3) admits a solution in F , it is immediate that the following holds:
Thus, by lemma 4.2, there is x in E satisfying the following linear system:
But this implies immediately that x satisfies (4.3). By theorem 3.10, E is CO κ -injective. Finally, by theorem 3.13, E is P REM κ -injective.
Conversely, suppose that E is P REM κ -injective. Thus it is separative (by theorem 2.9), and κ-smooth (theorem 3.6), thus it satisfies (SR 1) (use (SM 1)). Let R be the sub-P.O.M. of N 4 used in the proof of corollary 2.7. Then every P.O.M.-homomorphism from R to E extends to a P.O.M.-homomorphism from N 4 to E, thus, by the result of claim 2 of the proof of corollary 2.7, E satisfies the finite refinement property; thus it is a strong refinement P.O.M. (as defined in [16] , chapter 1), and thus, it satisfies the finite interpolation property, i.e. for all finite subsets X and Y of E such that X ≤ Y , there is c in E such that X ≤ c and c ≤ Y (the proof of [13] , theorem 2.28, applies). Now, let X and Y be two subsets of E of size at most κ. By theorem 3.14, for every linear system (S) of size at most κ with parameters from E, (S) admits a solution if and only if every finite subsystem of (S) admits a solution (this can also be proved directly using reduced powers, see [16] , proof of theorem 3.11). Applying this to the following system (with unknown c)
we obtain that E satisfies (SR 4). A similar proof, using the fact that any strong refinement P.O.M. satisfies the statement
shows that E satisfies (SR 3). Theorem 4.3 will now allow us to characterize all P OM κ -injective P.O.M.'s. We will need to prove that P OM ω -injective P.O.M.'s actually embed into injective P.O.M.'s. 
4.4.
In particular, every P OM ω -injective P.O.M. embeds into a power of P.
Proof. Assume first that E is P REM κ -injective and Archimedean. Thus it is antisymmetric (using the Archimedean property and minimality), and it satisfies the finite refinement property. The 'only if' part of this theorem justifies remark 2.16: namely, if the assumption that B is preminimal could be dropped from the hypotheses in lemma 2.15, then one could prove as in the proof of theorem 3.2 that every separative P.O.M. can be embedded into a P OM ω -injective P.O.M., thus into an injective P.O.M.. However, P 3 (see example 2.12) cannot be embedded into any injective P.O.M.. Now, we shall study briefly the P REM κ -injectivity of P.O.M.'s which do not necessarily enjoy neither the antisymmetry of ≤, nor the multiplicative ≤-cancellation property, but are fundamental enough in view of theorem 1.4; these are the cones with infinity. Proof. In a given cone, every positive existential formula with one free variable is equivalent to a finite disjunction of systems of the form (3.11) ; thus, the condition of the lemma implies ∃ + -closure of E. Conversely, assume that E is ∃ + -closed. Consider a finite linear system (S) of the form (3.11), with parameters from E; assume that it admits a solution, say x, in some preminimal extension F of E. If I ∪ K = ∅, then x is bounded by some element of E, thus we may assume without loss of generality that (∀v ∈ F )(∃u ∈ E)(v ≤ u). Define on F the preordering ≤ * and the equivalence ≡ * by u ≤ * v ⇔ (∃w ∈ E)(u + w ≤ v + w), u ≡ * v ⇔ (∃w ∈ E)(u + w = v + w).
Definition. A cone
Since F is preminimal and E is cofinal in F , the quotient P.O.M. F of (F, +, 0, ≤ * ) by ≡ * is cancellative; since E is cancellative, the natural map from E to F is a P.O.M.-embedding. Thus, we may assume without loss of generality that F is cancellative. Thus F embeds into a cone, so that (S) admits a solution in a cone containing E, thus in E by assumption. Suppose now that I = J = ∅ (so that (3.11) is always compatible). Then any large enough element of E satisfies (S), so we are done.
From this lemma, we could prove easily that in definition 4.6 of ∃ + -closure, one may as well have considered formulas with an arbitrary finite number of free variables. We will not use this result here.
Note that any finite system of the form (3.11) admits a finite resolvent. From this we deduce immediately the following fact: Claim. Every ∃ + -closed cone A admits an ultrapower B such that A < κ B. Proof of claim. Let P be the set of all finite subsets of κ; for all p in P , put P p = {q ∈ P : p ⊆ q}; let U be an ultrafilter on P containing {P p : p ∈ P }. Let B be the ultrapower of A by U. We prove that A < κ B. So let (S) be a linear system of the form (3.11) of size at most κ with parameters from A; write (S)= {φ i (x) : i < κ}. For every p in P , there is x p in A such that A satisfies φ i (x p ) for all i in p. Let x = [x p : p ∈ P ] U . Then x is a solution of (S) in B; the conclusion follows.
By corollary 4.8, the B above is still ∃ + -closed. We conclude by a κ + -elementary chain argument, similar to the one used in the proof of theorem 3.2.
In fact, the fundamental class of objects we have to study is the class of cones with infinity (definition 1.3): So, let w be a P.O.M.-homomorphism from A to F extending u such that w(a) = β. We have w(a) ≤ w(b), i.e. β ≤ 1; thus α < 1, thus there is (p, q, n) in S such that q − p n < 1. Then we conclude as in case 1 that a ≤ b.
Hence T is a P.O.M.-embedding, which concludes the proof.
4.15.
Example. It is known (see e.g. [8] ) that the equidecomposability types P.O.M.'s seen in example 2.13 do not necessarily embed into a power of P ("finitely additive positive invariant measures do not separate equidecomposability types"). However, when S(B)/G is separative (this is the case when G is exponentially bounded, see example 2.13) and satisfies the multiplicative ≤-cancellation property (this is the case for B = P(X) -the proof presented in [14] , theorem 8.7, needs only a minor modification to apply to ≤ instead of just =), then theorem 4.14 shows that finitely additive invariant measures with values in a certain 'non-standard version' of R + ∪{∞} separate equidecomposability types. To summarize, we have the 4.16. Corollary. Let G be an exponentially bounded group acting on a set X. Then the equidecomposability type P.O.M. S(P(X))/G embeds into a power of E ∪ {∞}, where E is some elementary extension of R + .
Laconically, this could be expressed by positive invariant non-standard measures separate equidecomposability types.
One may object that in the conclusion of theorem 4.14, the elementary extension E of P in the powers of which we embed A grows at the same rate as A; could it be possible to embed A into a power of a certain separative P.O.M. which does not depend on A? We shall now give a strong negative answer to this question. For this purpose, we shall construct a family (A ξ ) ξ∈ON of simply defined antisymmetric cones satisfying the multiplicative ≤-cancellation property such that there is no P.O.M. S such that every A ξ embeds into a power of S. The definition of A ξ is the following: consider the abelian group 
