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Las integrales oscilatorias son un importante objeto de estudio dentro del análisis
armónico. Fourier las estudió en sus trabajos relativos a las funciones de Bessel; Airy,
Stokes y Lipschitz también se preocuparon de determinar un desarrollo asintótico de es-
tas funciones. Riemann usó el método de la fase estacionaria para encontrar un desarrollo
asintótico de ciertas transformadas de Fourier. Más recientemente, las integrales oscilato-
rias han resultado de gran utilidad en EDP’s y en teoría de números, en particular, en el
problema de la distribución de puntos con coordenadas enteras.






para ciertas funciones suficientemente suaves φ y ψ, y donde (a, b) puede ser un intervalo
propio de la recta o todo R. Por razones físicas, es habitual denominar a φ función de fase
y a ψ función de amplitud. La transformada de Fourier es un claro ejemplo de integral







eiλ sinxe−imxdx, m ∈ Z.
Un problema interesante es estudiar qué le ocurre a I(λ) cuando λ → ∞, es decir,
determinar su comportamiento asintótico. Es claro que si ψ es integrable entonces |I(λ)| ≤
‖ψ‖1. Es más, es de esperar un cierto decaimiento cuando λ es grande, debido a las
cancelaciones que se producen en la integral. Así, cuando la derivada de la fase no se











para N tan grande como se desee. En particular, para fases lineales φ(x) = x obtenemos
el decaimiento rápido de la transformada de Fourier de una función suave. Por otro lado,
























dt (integral impropia en el sentido de Riemann) se puede cal-
cular explícitamente con el teorema de los residuos. Este decaimiento es característico de
las integrales oscilatorias cuando la función fase φ(x) es cuadrática.
De los ejemplos anteriores sigue que la contribución principal de una integral oscila-
toria ocurre cerca de los puntos x0 donde φ′(x0) = 0, es decir puntos donde la fase φ es
“estacionaria”. Por tanto, un procedimiento para estimar integrales oscilatorias, digamos
con un único punto estacionario x0, consistiría en dividir I(λ) en dos integrales, la primera
sobre un entorno suficientemente pequeño de x0 y la segunda sobre el complementario de
este intervalo. En la primera, la fase es esencialmente constante y no cabe esperar can-
celación. Esta integral la mayoramos por la medida del intervalo. En la segunda integral,
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aprovechamos la cancelación integrando por partes. Esta estrategia es suficiente para en-
contrar buenas cotas superiores de |I(λ)| (ver sección 2). Si nuestro propósito sobre I(λ)
es conocer un término principal más un término de error, la táctica a seguir requiere algo
más de análisis (ver sección 3).
Este modo de abordar el problema se denomina “método de la fase estacionaria”, y es
el objeto de estudio de este trabajo. Se pueden formular teoremas más o menos generales,
como los recogidos en la sección 3, que ilustran la aplicabilidad del método. No obstante,
en la práctica resulta más apropiado entender el método como un conjunto de técnicas
que en muchas ocasiones hay que desarrollar específicamente para cada caso. Por ejem-
plo, dificultades adicionales surgen cuando la integración por partes produce términos
adicionales de frontera (en integrales de tipo
∫ b
a
eiφ(x)ψ(x)dx), o cuando la fase depende
de un parámetro y buscamos estimaciones independientes del parámetro (ver sección 4.4
sobre funciones de Bessel).
Así, hemos estructurado este trabajo como sigue. En la sección 2 estudiamos el lema
de van der Corput y la acotación de integrales oscilatorias con fase no estacionaria. En
la tercera sección nos centramos en determinar un desarrollo asintótico cuando la fase de
la integral es estacionaria, distinguiendo cuando estamos en una o varias dimensiones y
prestando especial atención al comportamiento del error. A continuación, en la sección
4, introducimos las funciones de Bessel Jν vía representación en serie e integral y les
aplicamos la teoría general previamente desarrollada. Uno de los objetivos a alcanzar aquí
es analizar la norma Lp de estas funciones y su dependencia del parámetro ν. Finalmente,




2.1. Fase no estacionaria
Proposición 2.1. Sean ψ ∈ C∞0 (a, b) y φ ∈ C∞(R) tal que φ′(x) 6= 0, x ∈ [a, b]. Entonces,










Demostración. Fijamos N ∈ N y λ > 0. Ya que φ′ no se anula en el intervalo [a, b],
podemos considerar el operador diferencial D = d
dx
( ·





































Observar que los términos de borde no aparecen porque la función ψ se anula en un
entorno de x = a, b. De la expresión anterior sigue fácilmente (1) pues la integral que se
obtiene está acotada independientemente de λ.
En la Proposición 2.1 es importante que ψ se anule cerca de los extremos del intervalo
[a, b]. En caso contrario el decaimiento en (1) es falso. De hecho, puede ser que I(λ) =






2.2. Lemas de van der Corput
Si el soporte de la función ψ no está contenido en el intervalo (a, b) veamos qué podemos
decir de la integral oscilatoria I(λ). En la siguiente proposición, introducida por J.G. van
der Corput en 1921 ([11]), estudiamos una de las situaciones más sencillas, cuando ψ ≡ 1.
Proposición 2.2. Sea φ ∈ C∞(a, b) verificando |φ(k)(x)| ≥ 1, x ∈ [a, b], para cierto
k ∈ N. Si
(i) k = 1 y φ′ es monótona; ó




∣∣∣∣ ≤ Ckλ1/k , λ > 0, (3)
siendo C1 = 2 y Ck = 2k+1 − 2, k ≥ 2.
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Demostración. Probamos primero (i). Fijamos λ > 0 y suponemos, sin pérdida de gene-
ralidad, φ′ creciente y φ′(x) ≥ 1, x ∈ [a, b], por continuidad. Integrando por partes se

























































































ya que φ′′ es una función no negativa y φ′ es creciente. Luego,∣∣∣∣∫ b
a
eiλφ(x)dx
∣∣∣∣ ≤ 2λφ′(a) ≤ 2λ.
Establecemos (ii) procediendo por inducción sobre k. Por hipótesis de inducción con-
sideramos (3) cierto para toda función que verifique las hipótesis del enunciado. Sin pér-
dida de generalidad, suponemos además que
φ(k+1)(x) ≥ 1, x ∈ [a, b].






φ(k)(ξ) = 0. Utilizaremos el método de la fase estacionaria mencionado en la introducción.
Obsérvese que lejos de ξ se tiene
|φ(k)(x)| ≥ δ, x /∈ (ξ − δ, ξ + δ), δ < mı´n{ξ − a, b− ξ}.
En efecto, basta aplicar el teorema del valor medio,
|φ(k)(x)| = |φ(k)(x)−φ(k)(ξ)| = |x−ξ| |φ(k+1)(η)| ≥ δ, x /∈ (ξ−δ, ξ+δ), δ < mı´n{ξ−a, b−ξ},
para un cierto η ∈ (a, b). Vemos así que φ(k)(x)/δ ≥ 1, x ∈ (a, ξ−δ)∪ (ξ+δ, b). Aplicando
ahora la hipótesis de inducción a esta función,∣∣∣∣∫ ξ−δ
a
ei(λδ)φ(x)/δdx
∣∣∣∣ ≤ Ck(λδ)1/k ,
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y también, ∣∣∣∣∫ b
ξ+δ
ei(λδ)φ(x)/δdx


















La integral intermedia la hemos acotado por la longitud del intervalo.
φ(k)(ξ) 6= 0. Por monotonía necesariamente ha de ser ξ = a ó ξ = b. Suponemos ξ = a.
Procediendo igual que antes, también es cierto
|φ(k)(x)| ≥ |φ(k)(x)− φ(k)(ξ)| ≥ δ, x /∈ (a, a+ δ), δ < b− a,
por tanto, ∣∣∣∣∫ b
a
eiλφ(x)dx











Las acotaciones en (4) y (5) se minimizan cuando δ = (λδ)−1/k, es decir, cuando
δ = λ−1/(k+1). De esta manera probamos la situación k + 1, siendo Ck+1 = 2Ck + 2.
Recursivamente se obtiene Ck = 2k+1 − 2.
Cabe señalar que la constante del Lema de van der Corput obtenida aquí se puede
mejorar, de hecho Ck = O(k) (ver [1, Lema 1], [6, Proposición 2.2] y [21, Lema 4]).
Ahora es fácil establecer un resultado para funciones ψ más generales.
Corolario 2.3. Si φ satisface las mismas hipótesis que en la Proposición 2.2 y ψ es










, λ > 0,
con C1 = 2 y Ck = 2k+1 − 2, k ≥ 2.




eiλφ(y)dy, x ∈ [a, b].





F ′(x)ψ(x)dx = −
∫ b
a
F (x)ψ′(x)dx+ [F (x)ψ(x)]ba .
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En virtud de la Proposición 2.2,
|F (x)| ≤ Ck
λ1/k












por ser F (a) = 0.
2.3. Fase no estacionaria: caso multidimensional
Mostramos a continuación otra técnica diferente a la empleada en dimensión 1 para
obtener el decaimiento de una integral oscilatoria cuya fase no es estacionaria. Esta vez
no integramos repetidas veces por partes, sino que nos apoyamos en el siguiente lema, que
es una variante del teorema de la función implícita (véase [18, Teorema 3, p. 214])
Lema 2.4. Sean Ω ⊂ Rn un abierto, φ : Ω −→ R una función C∞(Ω) y x0 ∈ Ω de
manera que ∇φ(x0) 6= 0. Entonces, existen entornos U y V de 0 y x0 respectivamente y
un difeomorfismo G : U −→ V verificando G(0) = x0 y
φ(G(y)) = φ(x0) + yn, y = (y1, . . . , yn) ∈ U.
Proposición 2.5. Sean Ω ⊂ Rn un abierto, φ : Ω −→ R una función C∞(Ω) y x0 ∈ Ω
de manera que ∇φ(x0) 6= 0. Suponemos también ψ ∈ C∞0 (Rn) con soporte en un entorno
suficientemente pequeño de x0. Entonces,∣∣∣∣∫
Rn
eiλφ(x)ψ(x)dx
∣∣∣∣ ≤ CNλN , N ∈ N,
siendo CN > 0 una constante que depende de N y de un número finito de derivadas de φ
y ψ.
Demostración. Sean U y V los entornos que nos proporciona el Lema 2.4, y G el difeo-
morfismo que existe entre ellos. Podemos suponer sop(ψ) ⊂ V . Haciendo el cambio de










































, N ∈ N.
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para f ∈ S(Rn) y α ∈ Nn.
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3. DESARROLLO ASINTÓTICO DE UNA INTEGRAL
OSCILATORIA
3.1. Contexto unidimensional
Teorema 3.1. Supongamos k ≥ 2, y x0 ∈ R verificando
φ(x0) = φ
′(x0) = · · · = φ(k−1)(x0) = 0,



























Demostración. Detallamos la situación k = 2, comenzando por el caso de fase cuadrática
φ(x) = x2. Dividimos la prueba en una serie de pasos. El primero de ellos es una fórmula













, l ∈ N (8)
Veamos como obtener (8) usando el teorema de los residuos. Observamos que si l es impar,


























donde el cambio de variables complejo se puede justificar como sigue. Para normalizar










siendo wλ = (1 − iλ)/
√
1 + λ2 un vector unitario y Cλ = 1/(1 + λ2)(l+1)/4. También
podemos escribir wλ = eiθλ , con −pi/2 < θλ < 0, ya que λ > 0. Para calcular esta última
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γ1R = {z = teiθλ/2 : t ∈ [0, R]},
γ2R = {z = Reiθ : θ ∈ [θλ/2, 0]},
γ3R = {z = t : t ∈ [0, R]}.














F (z)dz, R > 0. (10)
Analizamos cada una de estas integrales por separado. Se tiene que∫
γ1R





















2 cos 2θdθ ≤ pi
4
Rl+1e−R
2 cos θλ −→ 0, R→∞.


































(1− iλ)−(l+1)/2 = λ−(l+1)/2(1/λ− i)−(l+1)/2.
Ya que la función (z − i)−(l+1)/2 es analítica en la bola unidad, se tiene










im+(l+1)/2, m ∈ N.





















, λ > 1,
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En el segundo paso mantenemos φ(x) = x2 y estudiamos el decaimiento mejorado
de I(λ) cuando ψ(x) = xlη(x) con η ∈ C∞0 (R). Para ello usamos el método de fase







∣∣∣∣ ≤ Aλ(l+1)/2 , η ∈ C∞0 (R), l ∈ N (12)
Tomamos α ∈ C∞0 (R), 0 ≤ α ≤ 1, de manera que
α(x) =
{
1 , |x| ≤ 1
0 , |x| ≥ 2 .
Para un cierto ε > 0 pequeño, que determinamos más adelante, dividimos usando la
función de corte suave α la integral que aparece en (12) en otras dos, según estemos cerca















La primera integral la podemos estimar fácilmente haciendo el cambio de variables













siendo A > 0 una constante independiente de ε. Recordar que las funciones η y α tienen
soporte compacto. El estudio de la segunda integral hay que hacerlo con más cuidado.
Llamamos
f(x) = xlη(x)[1− α(x/ε)], x ∈ R.
Es claro que f ∈ C∞0 (R) y sop f ⊂ B(0,M) \ B(0, ε), siempre que sop η ⊂ B(0,M).




















(j)(x)xj, m ∈ N,
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, m ∈ N, m > (l + 1)/2, (14)
para cierta constante A > 0 que no depende de ε. En la penúltima desigualdad hemos
aplicado
|f (j)(x)xj| . |x|l, ε ≤ |x| ≤M, j ∈ N.
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.|x|l, ε ≤ |x| ≤M, j ∈ N.





∣∣∣∣ ≤ A(εl+1 + 1λm 1ε2m−l−1
)
, m > (l + 1)/2.







Esto se consigue tomando ε = λ−1/2. Probamos así (12).
































l + xN+1RN(x) = PN(x) + x
N+1RN(x), x ∈ sop(ψ).




























=I1(λ) + I2(λ) + I3(λ).
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blCm(l), j = 0, . . . , 3N.
Por ser PN(x)e−x
2
[ψ˜(x) − 1] una función de la clase de Schwartz que se anula en un en-
torno del origen, podemos integrar por partes I2(λ) cuantas veces deseemos (ver Proposi-





















ψ˜(x) ∈ C∞0 (R).
La cota del error (7) cuando r ≥ 1 se puede comprobar fácilmente usando (11) en I1,
integrando por partes N + r+ 1 veces en I2, y usando el paso 2 con l = N + 1 + 2r en I3.









Ya que por hipótesis sabemos que φ(x0) = φ′(x0) = 0 y φ′′(x0) 6= 0, el desarrollo de Taylor








(x− x0)2[1 + ε(x)], x→ x0,
siendo ε(x) = O(|x − x0|), x → x0. Elegimos Ux0 un entorno de x0 lo suficientemente
pequeño para que se verifique
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|ε(x)| < 1, x ∈ Ux0 , y
φ′(x) 6= 0, x ∈ Ux0 \ {x0}.
Suponemos además que sop(ψ) ⊂ Ux0 . De esta manera, la aplicación




(x− x0)[1 + ε(x)]1/2
es un difeomorfismo que aplica Ux0 en un entorno del origen que llamamos V0. También

































, y ∈ V0,
y que se anula fuera de V0.
Los cambios de variables introducidos nos permiten pasar de la integral oscilatoria con
fase φ a una integral oscilatoria cuya fase es cuadrática, que ya estudiamos en el PASO
3.
Si analizamos con detalle la prueba del Teorema 3.1 vemos que las constantes aj,
j ∈ N, que aparecen en la expansión asintótica (6) dependen únicamente de un número
finito de derivadas de φ y ψ en el punto x0. En particular, si k = 2,





































dx = 0, l impar,
y j = 2m+ l, l,m ∈ N.
Usando técnicas similares a las empleadas en la prueba del teorema anterior estable-
cemos el siguiente desarrollo asintótico que será de gran utilidad en la próxima sección.
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j+1+µΓ(j + 1 + µ)
j!
ψ(j)(0), j ∈ N.
Observar que esta integral oscilatoria tiene fase no estacionaria y ψ no es necesaria-
mente nula en el origen. Este ejemplo sirve para ilustrar el comentario que sigue a la
Proposición 2.1. También es importante resaltar que los coeficientes que se obtienen en
este desarrollo son explícitos, y esto no siempre es fácil de obtener como apreciamos en el
Teorema 3.1.















∣∣∣∣ = O( 1λM
)









, λ→∞, ν > −0, η ∈ C∞0 (R),






xj + xN+1RN(x), x ∈ sop(ψ).



























=I1(λ) + I2(λ) + I3(λ).
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pues RN(x)ψ˜(x) ∈ C∞0 (R).












, λ→∞, N ∈ N,
como queríamos.
Falta por comprobar las propiedades (a), (b) y (c). Para calcular la integral que aparece
en (a) podríamos proceder por residuos, igual que hicimos en el PASO 1 del Teorema 3.1.






Como las funciones que aparecen a ambos lados de la igualdad anterior son holomorfas
cuando <z > 0, y coinciden en el semieje real positivo, aplicando el principio de prolon-
















Veamos ahora (b). Sea ε > 0, ν > −1 y M ∈ N, con M > ν + 1. Integrando M veces
por partes sigue que∣∣∣∣∫ ∞
0
eiλxe−εxxν(ψ˜(x)− 1)dx






















Observar que no aparecen los términos de frontera al integrar por partes porque en x =∞
se anulan por el factor e−εx y en un entorno del origen la función ψ˜(x)−1 es idénticamente
cero. Detallamos la acotación de la última integral. Elegimos δ > 0 de manera que sop(ψ˜−














porque M > ν + 1 y la segunda integral también es finita pues ψ˜ tiene soporte compacto.
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Por último (c) es consecuencia del PASO 2 del Teorema 3.1. Tomamos ν > 0 y η ∈



















siendo η˜(y) = η(y2)χ[0,∞)(y) una función de soporte compacto, continua y con cualquier
derivada continua salvo quizás en el origen, pero esto es irrelevante.
3.2. Contexto multidimensional
Nos proponemos ahora obtener un desarrollo asintótico de una integral oscilatoria con
fase estacionaria en dimensión n, n > 1. En Rn se puede seguir una estrategia análoga a
la de la sección anterior, pero preferimos dar un método directo, con interés en sí mismo,
usando el teorema de Plancherel.
En el Teorema 3.1 la clave fue determinar el comportamiento de dicha integral cuando
la fase es cuadrática, esto es, φ(x) = x2, x ∈ R. Estudiamos en primer lugar el análogo
n-dimensional , es decir, veremos que ocurre cuando
φ(x) = 〈Tx, x〉, x ∈ Rn,
siendo T una matriz invertible, real y simétrica.





e−2piix·ξf(x)dx, ξ ∈ Rn.
Comenzamos calculando la siguiente transformada de Fourier que necesitaremos en la
prueba del Teorema 3.4.
Lema 3.3. Sea T una matriz de dimensión n×n, invertible, real, simétrica y con signatura
σ. Si llamamos
GT (x) = e
−pii〈Tx,x〉, x ∈ Rn,
entonces la transformada de Fourier distribucional de GT viene dada por
ĜT =
e−piiσ/4
|det T |1/2G−T−1 .
Recordamos que la signatura σ de la matriz T es la cantidad σ = σ+ − σ−, donde
σ+ y σ− denotan respectivamente el número de autovalores positivos y negativos de T ,
contados según su multiplicidad.
Demostración. Ya que |GT (x)| = 1, x ∈ Rn, es claro que GT /∈ L1(Rn). Sin embargo, se
verifica
GT ∈ L1loc(Rn),
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∫
Rn
(1 + |x|)−N |GT (x)|dx <∞, N > n.




GT (x)ϕ(x)dx, ϕ ∈ S(Rn),
define una distribución atemperada. Para calcular la transformada de Fourier de GT





ĜT (x)ϕ(x)dx, ϕ ∈ S(Rn). (16)
CASO n = 1










2/tϕ(x)dx, ϕ ∈ S(Rn). (17)










2/zϕ(x)dx, ϕ ∈ S(Rn), (18)
cuando z es un número imaginario puro. Como ambos términos en (18) son funciones
holomorfas en {z ∈ C : <z > 0}, y continuas en {z ∈ C : <z ≥ 0, z 6= 0} en virtud
del principio de prolongación analítica para probar que son iguales basta hacerlo en un
subconjunto de esta región que tenga puntos de acumulación. Veamos entonces que (18)
se verifica en el semieje real positivo.
Definimos la función f(x) = e−pix2 , x ∈ R. Es bien conocido que f = f̂ (véase [14,
Proposición 8.24, p. 251]). Además, por ser f una función integrable, se tiene L̂f = Lf̂ .
Esto prueba la relación (18) para z = 1.
Supongamos ahora z > 0. Definimos la función g(x) = e−pizx2 , x ∈ R. Por ser g





2/z, ξ ∈ R,
y esto es inmediato a partir de las propiedades de la transformada de Fourier.
CASO n ≥ 2
Es suficiente probar (16) para matrices diagonales. En efecto, sea T una matriz real
simétrica y no degenerada. Podemos escribir T = USU−1, siendo S una matriz diagonal
y U ortogonal ([5, (178), p. 359]). Es claro que U−1 = U t, detU = 1, detT = detS y las
signaturas de T y S coinciden. Además,
ϕ̂ ◦ U(ξ) = | detU |−1ϕ̂((U−1)tξ) = (ϕ̂ ◦ U)(ξ), ϕ ∈ S(Rn).























































ĜT (x)ϕ(x)dx, ϕ ∈ S(Rn).
Supongamos entonces que T es una matriz diagonal, T = diag{t1, . . . , tn}. Llamamos








Probamos en primer lugar (16) en un contexto más sencillo. Imponemos que ϕ(x) sea
tensorial, es decir,











































































ĜT (x)ϕ(x)dx, ϕ ∈ S(Rn).
Por último debemos estudiar qué ocurre cuando ϕ ∈ S(Rn) no es tensorial. Dado
ϕ ∈ S(Rn) no es difícil probar que existe una sucesión {ϕk}k∈N, donde para cada k ∈ N,
ϕk es combinación lineal de funciones tensoriales de C∞0 (Rn), verificando
ϕk −→ ϕ, k →∞, en S(Rn),
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(véase [34, Proposición 2.1’, p. 9]). Por ser la transformada de Fourier un operador continuo
de S(Rn) en sí mismo, también podemos escribir
ϕ̂k −→ ϕ̂, k →∞, en S(Rn).
Además, si f es una función temperada, el funcional Lf es continuo en S(Rn). Con todo
esto, sigue que
Lepii〈T−1·,·〉(ϕk) −→ Lepii〈T−1·,·〉(ϕ), k →∞, en S(Rn).
y









−1x,x〉ϕ̂k(x)dx, k ∈ N,
por ser ϕk, k ∈ N, una función tensorial. La unicidad del límite permite concluir esta
prueba.




















, λ→∞, N ∈ N,
siendo Dj, j ∈ N, un operador diferencial de orden 2j, homogéneo de coeficientes cons-
tantes que depende únicamente de T ; y las demás constantes implícitas dependen sólo de
T y de un número finito de seminormas de la clase de Schwartz de ψ.
Demostración. Fijamos N ∈ N. En virtud del teorema de inversión de Fourier sabemos

















2/λi〈T−1ξ,ξ〉ψ̂(ξ)dξ, λ > 0.




















, ξ ∈ Rn, λ→∞.
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D̂jψ(ξ)dξ = Djψ(0), j = 1, . . . , N,































(1 + |ξ|)n+1dξ . 1.
Para poder considerar fases φ más generales, no necesariamente cuadráticas, intro-
ducimos los siguientes resultados auxiliares.
Lema 3.5 (Lema de Morse). Sean Ω ⊂ Rn un abierto, φ : Ω −→ R una función C∞(Ω)








es invertible. Entonces, existe un único k ∈ {1, . . . , n}, entornos U y V de 0 y x0 respec-
tivamente y un difeomorfismo G : U −→ V de manera que G(0) = x0 y






y2j , y = (y1, . . . , yn) ∈ U.
Lema 3.6. Sean φ ∈ C∞(Rn), ∇φ(x0) = 0 y G un difeomorfismo que cumple G(0) = x0.
Entonces, se tiene la siguiente relación entre las matrices Hessianas
Hφ◦G(0) = DG(0)tHφ(x0)DG(0).
Por tanto, Hφ(x0) y Hφ◦G(0) tienen la misma signatura y
det(Hφ◦G(0)) = JG(0)2det(Hφ(x0)).
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Ya tenemos las herramientas suficientes para abordar nuestro objetivo.
Corolario 3.7. Sean φ ∈ C∞(Rn), ∇φ(x0) = 0, Hφ(x0) invertible y ψ ∈ C∞0 (Rn) una



















, λ→∞, N ∈ N,
siendo ∆ = 2−n|det(Hφ(x0))| y D˜j, j ∈ N, un operador diferencial de orden menor o igual
que 2j, homogéneo de coeficientes constantes que depende únicamente de φ; y las demás
constantes implícitas dependen sólo de φ y de un número finito de derivadas de ψ.
Demostración. SeaN ∈ N. Por el Lema de Morse, Lema 3.5, sabemos que existen entornos
U y V de 0 y x0 respectivamente, y un difeomorfismo G que aplica U en V , con G(0) = x0
y de manera que






y2j , y = (y1, . . . , yn) ∈ U, (19)
para cierto 1 ≤ k ≤ n. Suponemos además, sop(ψ) ⊂ V . Haciendo el cambio de variables







eiλ〈Ty,y〉ψ˜(y)dy, λ > 0,
siendo
ψ˜(y) = ψ(G(y))|JG(y)| ∈ C∞0 (Rn), y ∈ U,
y T = (Tij)ni,j=1 la matriz diagonal dada por
Tjj =
{
1 , 1 ≤ j ≤ k
−1 , k + 1 ≤ j ≤ n .
Observar que |det(T )| = 1 y la signatura de T es 2k − n. El lema de Morse nos per-





















Falta determinar de manera más explícita quienes son los coeficientes anteriores. De la
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D˜jψ(x0) = ∆1/2Djψ˜(0), j = 1, . . . , N.
3.3. Análisis más fino del error











, λ→∞, N ∈ N,
para ciertas sucesiones {αj}j∈N y {βj}j∈N. Es decir, sabemos aproximar la integral I(λ)
por la suma de potencias de 1/λ con un cierto error. En algunas aplicaciones (ver sección
4), necesitaremos saber de modo preciso cómo dependen los coeficientes y el error de la
función ψ. En este sentido, la prueba que dimos en el Teorema 3.1 no arroja mucha luz
al respecto (salvo quizá si N = 0). Seguiremos pues la estrategia del Teorema 3.4 con un
análisis más fino del término de error.
Por la experiencia que tenemos, la situación que merece la pena analizar en detalle es
cuando la fase de la integral oscilatoria es de tipo cuadrática.





























|RN(λ)| ≤ CN‖ψ(2N+2)‖∞, λ > 0, N ∈ N, (21)
para cierta constante CN > 0 que sólo depende de N .






2iξ2/λ, x, ξ ∈ R,
entendiendo la transformada de Fourier en sentido distribucional. Aplicando el teorema
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Si f es una función suficientemente regular, recordamos que su desarrollo en serie de
Taylor viene dado por





































, ξ ∈ R.
Sustituyendo en lo anterior y recordando que (2piiξ)kψ̂(ξ) = ψ̂(k)(ξ), k ∈ N, conseguimos





























2s(1− s)Nds, ξ ∈ R.



































Si vemos ĥ ∈ L1(R) concluimos esta prueba.














siendo F (z) = eiξ2z(1− z)N , z ∈ C, y
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γ1R = {z = 1 + is : s ∈ [0, R]},
γ2R = {z = s+ iR : s ∈ [0, 1]},
















































, ξ 6= 0, (22)






, |ξ| > 1.






, ξ ∈ R.
Por tanto, h ∈ L1(R) y ĥ está bien definida y es acotada. Para conseguir ĥ ∈ L1(R)
podemos probar h′′ ∈ L1(R), puesto que
|(2piix)2ĥ(x)| = |ĥ′′(x)| ≤ ‖h′′‖1 . 1,









− αN(2N + 2)e
−iξ2
ξ2N+3




















αN(2N + 2)(2N + 3)e
−iξ2
ξ2N+4
, ξ 6= 0.
En resumen,
h′′(ξ) = O (ξ−mı´n{4,2N}) , |ξ| > 1.
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Para N ≥ 1 ya tenemos garantizado h′′ ∈ L1(R). La situación N = 0 debemos estudiarla
siguiendo otra estrategia. Veamos directamente ĥ ∈ L1(R), pues en esta ocasión resul-
ta sencillo calcular esta transformada de Fourier explícitamente. Para cada ϕ ∈ S(R),











































, x ∈ R.










. 1|x|2 , |x| ≥ 1.
Concluimos así ĥ ∈ L1(R), pues recordamos ĥ es una función acotada.
En las aplicaciones resulta útil disponer de un resultado en donde el rango de in-
tegración sea un intervalo (a, b). Como la función ψ no tiene por qué anularse en las
proximidades de los extremos de este intervalo, estos puntos influyen en la expansión
asintótica, como se aprecia a continuación.














































, λ > 0, N,M ∈ N, (23)













‖ψ(j)‖∞, λ > 0, M ∈ N. (25)
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Demostración. Fijamos λ > 0, N ∈ N y elegimos ϕ ∈ C∞0 (a/2, b/2) de manera que











ψ(x)(1− ϕ(x))dx = I1(λ) + I2(λ).
Los primeros términos que aparecen en (23) los conseguimos aplicando el Teorema 3.8 a
la integral I1. Observar que ϕ(0) = 1, ϕ(k)(0) = 0, 1 ≤ k ≤ 2j, y







Por otro lado, nos damos cuenta de que el integrando en I2 se anula en un entorno del
origen, por tanto, esta integral no tiene fase estacionaria. Por esta razón está permitido
integrar por partes (ver demostración Proposición 2.1), teniendo en cuenta los términos

























































En lo anterior hemos aplicado
Dk{ψ(x)(1− ϕ(x))} = Dkψ(x), x = a, b, k ∈ N.
Recordando que sop(ϕ) ⊂ (a, b), esta propiedad se deduce sin dificultad por inducción. A
partir de la expresión de SM(λ), también es inmediato comprobar que la acotación (25)
se satisface.
Existe una generalización del Teorema 3.8 para fases φ no necesariamente cuadráticas
debida a Hörmander ([16, Teorema 7.7.5, p. 220]). Aunque originalmente es un resultado
n-dimensional por simplicidad lo enunciamos para funciones en R.
Teorema 3.10. Sea ψ ∈ C∞c (R) y φ ∈ C∞(R) verificando φ(x0) = φ′(x0) = 0, φ′′(x0) 6= 0,


















‖ψ(j)‖∞, λ > 0, N ∈ N,
y Dj, j ∈ N, un operador diferencial de orden 2j que depende de φ.
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No detallamos aquí su demostración, pero si es interesante destacar que en ella no se
recurre el lema de Morse para reducirse a la situación más simple de fase cuadrática. Para
más detalles ver [16, Teorema 7.7.1, p. 216].
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4. APLICACIONES A LAS FUNCIONES DE BESSEL
Para cada ν ∈ R consideramos la ecuación diferencial
x2u′′(x) + xu′(x) + (x2 − ν2)u(x) = 0. (26)
Es común llamar a (26) ecuación de Bessel de orden ν. Ésta surge de manera natural al
tratar con problemas de contorno en teoría de potencial para dominios cilíndricos ([17,
Capítulo 6]). Estamos interesados en estudiar una solución particular de (26), las fun-
ciones de Bessel de orden ν, que denotamos por Jν(x). Dichas funciones tienen multitud
de aplicaciones en ingeniería, física, astronomía, teoría de números y análisis matemático.
Comenzamos esta sección definiendo, como es habitual en la literatura, las funciones
de Bessel a través de una serie de potencias. En general, una expresión de este tipo
nos da sólo información local, pero poca información global sobre Jν(x). A continuación
veremos que las funciones de Bessel también se pueden representar mediante una integral
oscilatoria, lo que nos permitirá poner en marcha toda la teoría que hemos desarrollado
con anterioridad.
4.1. Serie de potencias





2ν+2jj!Γ(j + ν + 1)
λν+2j, λ ∈ R, (27)
donde para valores negativos (no enteros) la función Γ viene dada por la siguiente relación
[17, (1.2.2) p. 3]
Γ(z) =
pi
Γ(1− z) sin(piz) , z < 0, z /∈ Z.
De esta expresión se deduce que Γ(z) −→ ±∞, z → m, siendo m un entero negativo.




2ν+2jj!Γ(j + ν + 1)
, j ∈ N,







J ′′ν (λ) =
∞∑
j=0
αj(ν + 2j)(ν + 2j − 1)λν+2j−2.
Observar que podemos derivar término a término porque no es difícil ver que las series










(ν + 2j)(ν + 2j − 1) + (ν + 2j) + (λ2 − ν2)}λν+2j






















{αj+14(j + 1)(j + ν + 1) + αj}λν+2j+2 = 0,
puesto que el coeficiente αj+14(j + 1)(j + ν + 1) + αj es siempre nulo.
4.2. Representación integral
Establecemos primero una representación integral para las funciones de Bessel cuando
el parámetro ν es un número entero. Para ello nos apoyamos en el siguiente lema.





m, 0 < |z| <∞, λ ∈ R,
con convergencia uniforme sobre compactos de C \ {0}.
La prueba es sencilla. Basta expandir en serie de Taylor las exponenciales eλz/2, e−λ/2z







eiλ sinxe−imxdx, m ∈ Z, λ ∈ R. (28)
Demostración. Fijamos λ ∈ R. Si z ∈ C es un vector unitario, existe x ∈ [0, 2pi] de manera





imx, x ∈ [0, 2pi].
Como la convergencia es uniforme, Jm(λ) coincide con el m-ésimo coeficiente de Fourier
de eiλ sinx, y por tanto se tiene (28).









eiλx(1− x2)ν−1/2dx, ν > −1/2, λ ∈ R. (29)




ta−1(1− t)b−1dt, a, b > 0,
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x2(a−1/2)(1− x2)b−1dx, a, b > 0. (30)
En particular, si elegimos a = j + 1/2, j ∈ N, y b = ν + 1/2, ν > −1/2,
Γ(j + 1/2)Γ(ν + 1/2)





Expresamos así el factor que aparece en (27), 1/Γ(j + ν + 1), mediante una integral. Sea


















































22jj!Γ(j + 1/2) =
√
pi(2j)!, j ∈ N.
Esta igualdad se comprueba por inducción, teniendo en cuenta la propiedad fundamental
de la función gamma, Γ(z + 1) = zΓ(z). Observar que podemos intercambiar la integral
con la serie, pues ésta converge uniformemente sobre compactos.
Es también posible demostrar que las representaciones integrales en (28) y (29) coin-
ciden sin pasar por la serie de potencias en (27). A continuación damos una demostración
de este hecho que a veces se utiliza en la literatura (ver [23, p. 338] y [25, Lema 3.1, p.
153]).
Proposición 4.4. Si Jm(λ), m ∈ Z, y Jν(λ), ν > −1/2, denotan las funciones definidas
en (28) y (29) respectivamente, entonces,
Jk(λ) = Jk(λ), k ∈ N, λ ∈ R. (31)
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eiλt(1− t2)−1/2dt = J0(λ), λ ∈ R.















(J0(λ)) = −J1(λ), λ 6= 0.
Por tanto, J1 = J1. Procediendo de manera recursiva se obtiene (31).
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4.3. Cotas superiores y desarrollos asintóticos
En las Figuras 1, 2 y 3 hemos representado gráficamente J0, J3/2 y J50. En ellas se
aprecia muy claro el carácter oscilatorio de estas funciones de Bessel. Observamos también
que decaen a cero a medida que aumenta el parámetro λ. Estas propiedades cualitativas
difícilmente se deducen de una representación en serie como (27), de ahí la importancia
de (28) y (29). Dedicamos este apartado a precisar analíticamente este decaimiento que
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Figura 3: J50(λ)
En estas gráficas hemos marcado en línea verde discontinua las curvas ±|λ|−1/2. Estas
funciones son relevantes como mostramos seguidamente, pues determinan el decaimiento







, m ∈ Z, λ→∞.
Demostración. Sea m ∈ Z. Como es de esperar trabajaremos con la representación (28).
Ya que la derivada de la fase se anula en pi/2 y 3pi/2, debemos aislar dichos puntos, según
explicamos en la introducción. Con este fin, consideramos funciones ψ1, ψ2, ψ3 ∈ C∞0 (R),
verificando
ψ1 + ψ2 + ψ3 = 1, y 0 ≤ ψj ≤ 1, j = 1, 2, 3;
sop(ψ1), sop(ψ2) contenidos en entornos suficientemente pequeños de pi/2 y 3pi/2;
ψ1 ≡ 1, ψ2 ≡ 1 en un entorno reducido de pi/2 y 3pi/2, respectivamente;





















| sinx|, λj = λmj, φj = sin(x)/mj, j = 1, 2,
y ψ˜j = e−imxψj, j = 1, 2, 3. Con esta elección particular de las funciones se tiene que
|φ(2)j (x)| ≥ 1, x ∈ sop(ψj), j = 1, 2.






∣∣∣∣ ≤ C(mj)λ1/2 , j = 1, 2.
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Para estimar la tercera integral acudimos a la Proposición 2.1,∫ 2pi
0





, N ∈ N, λ→∞,
pues cosx 6= 0, x ∈ sop(ψ3).
Si lo que buscamos es un término principal más un error, podemos aplicar el método


















, m ∈ Z, λ→∞. (32)
Demostración. Fijamos m ∈ Z y elegimos una partición de la unidad ψ1, ψ2, ψ3 como en

















siendo esta vez, φj = sinx+(−1)j, j = 1, 2, y ψ˜j = e−imxψj, j = 1, 2, 3. La tercera de estas
integrales tiene un decaimiento muy bueno (Proposición 2.1). Por simetría, basta analizar
con detalle la primera integral. Es claro que se verifican las hipótesis del Teorema 3.1,
φ1(pi/2) = φ
′
1(pi/2) = 0, φ
′′
























































Recordar que en (15) vimos cuanto valía explícitamente la constante a0 y razonamos por

















Sumando lo obtenido conseguimos (32).
En las aplicaciones a menudo se trabaja con funciones de Bessel cuyo parámetro ν es
un semientero positivo. Para esta situación tenemos la siguiente fórmula exacta.
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(2r − k − j)!r!(k − r)! , j = 0, . . . , k.
Demostración. Suponemos sin pérdida de generalidad que k es par. Integramos k veces




























































, l ∈ N. (34)
En efecto, (34) es válida para l = 0. Suponemos que esta identidad también se verifica
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(2r − k − j)!r!(k − r)! , j = 0, . . . , k.
Con un poco más de trabajo, también podemos calcular un desarrollo asintótico com-
pleto para las funciones de Bessel.
































(−1)jΓ(ν + 2j + 1/2)
22j(2j)!Γ(ν − 2j + 1/2) y bj =
(−1)jΓ(ν + 2j + 3/2)
22j+1(2j + 1)!Γ(ν − 2j − 1/2) , j ∈ N.
Cuando el parámetro ν es un número entero negativo, también se tiene un desarrollo
similar. Basta tener presente la relación
J−m(λ) = (−1)mJm(λ), m ∈ Z, λ ∈ R,
que se puede probar directamente a partir de (27).
Demostración. Fijamos ν > −1/2. Deduciremos (35) como consecuencia de la Proposi-
ción 3.2. Para ello debemos escribir la integral (29) como en el enunciado de dicha Proposi-
ción. Elegimos ψ1, ψ2, ψ3 ∈ C∞0 (R) verificando
0 ≤ ψj ≤ 1, j = 1, 2, 3;
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sop(ψ1) ⊂ (0, 2) y ψ1(x) = 1, x ∈ [1/2, 3/2];
ψ2(x) = ψ1(−x);
sop(ψ3) ⊂ (−1, 1) y ψ1 + ψ2 + ψ3 = 1, en [−1, 1].






















{I1(λ) + I2(λ) + I3(λ)} . (36)
Observar que I2 es la integral conjugada de I1. Además, ya que (1 − x2)ν−1/2ψ3(x) ∈
C∞0 (−1, 1), I3 decae como cualquier potencia negativa de λ (Proposición 2.1). Estudia-


























, N ∈ N, λ→∞.
Por ser ψ1(1 − y) = 1, en un entorno del origen, ψ˜(j)1 (0)/j! no es más que el j-ésimo
coeficiente de Taylor de la función (2− y)ν−1/2. Lo calculamos a continuación,























2j−ν+1/2j!Γ(ν − j + 1/2)y
j.







jΓ(ν + j + 1/2)









Sustituyendo en (36) se obtiene fácilmente (35).
Corolario 4.9. Sea ν > −1/2. Existe Cν > 0 de manera que
|Jν(λ)| ≤ Cν
λ1/2
, λ ≥ 1.
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4.4. Estimaciones uniformes en el parámetro ν
Hasta ahora nos hemos interesado en estudiar el comportamiento de las funciones de
Bessel para valores grandes de λ, sin preocuparnos de la dependencia del parámetro ν. En
algunas aplicaciones es importante obtener estimaciones uniformes en ν; ver [3], [4], [7],
[10], [15], [19] y [27]. En este sentido, para ν grandes, el peor comportamiento de Jν(λ)










De hecho veremos que Jν(λ) = O(λ−1/3) cuando λ ∈ [ν − ν1/3, ν + ν1/3]. Por otro lado,
sólo a partir de λ ≥ 2ν el decaimiento pasa a ser Jν(λ) = O(λ−1/2) uniformemente en
ν. Para investigar el comportamiento en la "zona de transición"[ν + ν1/3, 2ν], en lugar
de trabajar con (28) usaremos una representación integral más general válida para ν > 0










e−νx−λ sinhxdx, λ > 0, (37)
como se hace en [2, Capítulo 2]. Observar que si ν ∈ Z, el segundo término en (37) se
cancela y obtenemos la representación (28). En esencia, trabajar con una u otra repre-




∣∣∣∣ ≤ 1pi(ν + λ) , ν, λ > 0.
y como veremos seguidamente, la información relevante se encuentra en la primera inte-
gral, que es la oscilatoria.
Nuestro objetivo es determinar el comportamiento de las funciones de Bessel en dife-
rentes intervalos que dependen del parámetro ν. En particular, perseguimos las siguientes
estimaciones.





, λ ∈ [0, ν/2],
1
2jν1/3
, λ ∈ (ν − 2j+1ν1/3, ν − 2jν1/3], j = 0, 1, . . . , K − 1,
1
ν1/3
, λ ∈ (ν − ν1/3, ν + ν1/3],
1
2j/4ν1/3
, λ ∈ (ν + 2jν1/3, ν + 2j+1ν1/3], j = 0, 1, . . . , K,
1
λ1/2
, λ ∈ [2ν,∞),
(38)
siendo C una constante universal que no depende de ν, y K ∈ N lo elegimos verificando
ν2/3
2
< 2K ≤ ν2/3. (39)
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Observar que con esta elección de K
ν − 2Kν1/3 ≤ ν
2
y 2ν ≤ ν + 2K+1ν1/3,
con lo que cubrimos toda la semirrecta λ > 0.
















Para simplificar los cálculos y aprovechar las simetrías, emplearemos esta segunda no-
tación. En estas integrales oscilatorias la derivada de la fase φ(x) = νx/λ− sinx es nula
cuando cosx = ν/λ. Por tanto, si λ < ν, φ′ siempre es distinta de cero. En este rango,
procedemos como comentamos en la introducción, integrando por partes.










∣∣∣∣ ≤ 12jν1/3 , λ ∈ (ν − 2j+1ν1/3, ν − 2jν1/3], j = 0, 1, . . . , K − 1.
Demostración. Estudiamos la integral que tiene el signo positivo, la otra es igual por
simetría. Definimos la función
f(x) = x− λ
ν
sinx, x ∈ [0, pi].
Obsérvese que f ′ es creciente en [0, pi], y por tanto usando van der Corput (Proposición 2.2)∣∣∣∣∫ pi
0
eiνf(x)dx
∣∣∣∣ ≤ 2ν mı´n
0≤x≤pi
|f ′(x)| . (40)
Además,
f ′(x) =1− λ
ν




1/2 , λ ∈ [0, ν/2],
2j/v2/3 , λ ∈ (ν − 2j+1ν1/3, ν − 2jν1/3], j = 0, 1, . . . , K − 1,
para cualquier x ∈ [0, pi]. Sustituyendo en (40) conseguimos (i) y (ii).
Nos restringimos ahora al intervalo (ν− ν1/3, ν+ ν1/3], en donde la derivada de la fase
φ sí se anula.
Propiedad 4.12. Sea ν ≥ 1. Tenemos que∣∣∣∣∫ pi
0
e±i(νx−λ sinx)dx
∣∣∣∣ ≤ 9ν1/3 , λ ∈ (ν − ν1/3, ν + ν1/3].
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Demostración. Fijamos λ ≥ ν y llamamos x0 al único punto del intervalo [0, pi] que
verifica φ′(x0) = 0, o equivalentemente cosx0 = ν/λ. Como comentamos antes, si λ < ν,
φ′ es distinta de cero y podemos proceder como en la Propiedad 4.11. Observar que
x0 ∈ [0, pi/2). Elegimos también x0 < δ < pi/2 que fijaremos más adelante. Procedemos
ahora como explicamos en la introducción. Definimos en esta ocasión,
ϕ(x) = νx− λ sinx, x ∈ [0, pi],
















































Para justificar la última desigualdad usamos que cos δ ≤ 1− δ2/2 y, por tanto,
ν − λ cos δ ≥νδ
2
2






− (λ− ν) ≥ νδ
2
4
siempre que |λ− ν| < νδ2/4, y esto se cumple para δ < ν−1/3. Luego, la mejor estimación
ocurre cuando δ y 1/(νδ2) son del mismo orden, es decir, cuando δ = ν−1/3.
Nos ocupamos ahora de analizar la situación λ > ν+ν1/3. Esta vez no solo obtendremos
cotas superiores, sino que conseguiremos un término principal más un error. El siguiente
lema técnico nos será de gran utilidad.
Lema 4.13. Sean ν ≥ 1, λ ≥ ν + ν1/3,
ϕ(x) = νx− λ sinx, x ∈ [0, pi],





, x ∈ [0, pi],
siendo ρ = ϕ′′(x0). Entonces, existen constantes c1, c2 > 0 verificando





(ii) |h′′(x)| ≤ c2ν
ρ
,
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para cada x ∈ [0, pi].





Expresamos h′ desarrollando ϕ y ϕ′ en serie Taylor y en un entorno de x0. Tenemos que
ϕ′(x) = ν − λ cosx , ϕ′(x0) = 0,
ϕ(2j)(x) = (−1)j+1λ sinx , ϕ(2j)(x0) = (−1)j+1ρ, j ≥ 1,
ϕ(2j+1)(x) = (−1)j+1λ cosx , ϕ(2j+1)(x0) = (−1)j+1ν, j ≥ 1.







































=νA(ξ) + ρ(ξ −B(ξ)),


























donde A˜(ξ) = A(ξ)/ξ2 y B˜(ξ) = B(ξ)/ξ3. Sabiendo que las funciones ξ − sin ξ y 1− cos ξ
son comparables a ξ3 y ξ2 en [0, pi/2], respectivamente, no es difícil ver que A˜ y B˜ están
acotadas inferior y superiormente por constantes positivas. Esto implica (i). Para probar
(ii) y (iii) derivamos (41) y acotamos la expresión que resulta de manera análoga.










(λ2 − ν2)1/4 + Eν(λ), (42)
siendo






λ2 − ν2 + pi
4
,










para cierta constante C > 0.
Observar que las estimaciones dadas en (38) para λ ≥ ν + ν1/3 son consecuencia
inmediata de (42).










Haciendo el cambio de variables t2 = (ϕ(ξ + x0)− ϕ(x0))/ρ, obtenemos∫ pi
0











ϕ(ξ + x0)− ϕ(x0)
ρ
, ξ ∈ [−x0, 0]
√
ϕ(ξ + x0)− ϕ(x0)
ρ






, t ∈ [−x0, pi − x0].
La función h es continua y creciente. Además, h ∈ C1([−x0, pi− x0]). Para justificar estas
afirmaciones analizamos que ocurre en ξ = 0, por ser el único punto problemático. Es






























y análogamente h′(0−) = 1/
√
2.
































































O(‖g‖∞ + ‖g′‖∞ + ‖g′′‖∞)
ρ3/2
.
Simplificamos ahora el segundo término que acabamos de obtener. Para ello usamos las
relaciones



























































O(‖g‖∞ + ‖g′‖∞ + ‖g′′‖∞)
(λ2 − ν2)3/4 ,
porque
ρ = ϕ′′(x0) = λ sinx0 = λ
√


























(λ2 − ν2)1/4 + Eν(λ),
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donde
θ(λ) = ϕ(x0) +
pi
4
= νx0 − λ sinx0 + pi
4













O(‖g‖∞ + ‖g′‖∞ + ‖g′′‖∞)
(λ2 − ν2)3/4 .
Para terminar debemos ver que
O(‖g‖∞ + ‖g′‖∞ + ‖g′′‖∞) ≤ C ν
2
λ2 − ν2 ,







g′′(t) = −h′′′(h−1)(t)g4(t)− 3h′′(h−1)(t)g2(t)g′(t).
Como consecuencia del Lema 4.13,
‖g‖∞ ≤ C, ‖g′‖∞ ≤ Cν
ρ










puesto que ν/ρ > 1.
Presentamos a continuación algunas posibles mejoras de las estimaciones que hemos
obtenido.
(a) Si λ ∈ [0, 1] es fácil ver de (29) que |Jν(λ)| ≤ λν/(2νΓ(ν + 1)) (ver página 53).
(b) Si λ ∈ [1, ν/4] se puede mejorar (38) como |Jν(λ)| ≤ e−cν , con c una constante
universal. Una prueba sencilla si ν = m ∈ N sería como sigue. Usando la fórmula de
Taylor se tiene
|ez − pm−1(z)| ≤ |z|
me|z|
m!
, z ∈ C.






eiλ sin t − pm−1(iλ sin t)
)
e−imtdt
∣∣∣∣ ≤ λmeλm! ,
que usando la fórmula de Stirling se mayora con (m/4)mem/4/[(m/e)m
√
2pim] ≤ am,
donde a = e5/4/4 < 1.
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, λ ∈ [ν − 2j+1ν1/3, ν − 2jν1/3]. (44)
De hecho, para λ ∈ (0, ν) es conocido que
0 ≤ Jν(λ) ≤ e
−νF (λ/ν)
√
2pi(ν2 − λ2)1/4 ,
donde F (z) = log[(1+
√
1− z2)/z]−√1− z2 ≥ 0 (ver [33, p. 255]). Desarrollando en
serie de Taylor no es difícil ver que F (z) ≤ c(1− z)3/2, de donde sigue la estimación




con C independiente de ν (ver [15, Lema 2.4]).








Γ((j + 1)/3) sin((j + 1)pi/3)Bj(λ− ν)
(λ/6)(j+1)/3
donde Bj son polinomios de grado j y paridad j ([33, p. 247]). En particular, en










cuyo término principal lo calculó por primera vez Cauchy en 1854 ([33, p. 231]).
Esta fórmula también puede obtenerse del Teorema 3.1, tomando φ(x) = sin x − x
y k = 3 (si bien sólo con error O(ν−2/3)).
(e) Para λ ∈ [ν + ν1/3,∞), la estimación Jν(λ) = O(|λ2 − ν2|−1/4) en (38) no se puede
mejorar, como mostramos en la Propiedad 4.14. No obstante, existe una fórmula























donde θ(λ) es la función definida en la Propiedad 4.14 y pl son polinomios de gra-
do l ([33, p. 244]). Obsérvese que la Propiedad 4.14 da el primer término de esta
expansión, con una cota del error Eν(λ) comparable al segundo término. Las expan-
siones asintóticas de Debye se obtienen con el llamado método del descenso rápido
(steepest descent).
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4.5. Norma Lp de las funciones de Bessel
En el apartado anterior conseguimos acotaciones puntuales de las funciones de Bessel.
Dichas estimaciones nos permiten estudiar la norma de Jν(λ) en determinados espacios
Lp. Más concretamente, siguiendo las ideas expuestas en [27], nos interesa ahora analizar
para qué valores de a y p es finita la integral∫ ∞
0
|Jν(λ)|pλadλ, ν ≥ 0, (45)
y en tal caso estudiar cómo crece o decrece en función del parámetro ν. Sabemos que
Jν(λ) = O(λ−1/2), λ→∞. Por tanto, una primera condición que debemos imponer para



















no es difícil ver que Jν /∈ Lp((0,∞), λadλ) si a ≥ p/2−1. Además, Jν(λ) = O(λν), λ→ 0,
como se aprecia fácilmente en (27). Esto obliga a que a > −1− νp para tener integrabili-
dad en el origen.
En el siguiente lema recogemos de manera precisa las acotaciones de la función de
Bessel que necesitamos, simplificando un poco las dadas en el Teorema 4.10.
Lema 4.15. Sea ν ≥ 1. Entonces
|Jν(λ)| ≤ C

e−ν/5 , λ ∈ (0, ν/2),
1
ν1/4(|λ− ν|+ ν1/3)1/4 , λ ∈ (ν/2, 2ν),
1
λ1/2
, λ ∈ (2ν,∞),
(47)
para cierta constante C > 0.











, 0 < λ < ν/2.
























< e−ν/5, 0 < λ < ν/2,
porque 4 > e6/5. Para deducir las restantes estimaciones nos basamos en (38). En el








siendo K como en (39), y
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ν1/4(|λ− ν|+ ν1/3)1/4 ≤ (2j+1 + 1)1/4ν1/3 ≤ 3 · 2jν1/3, j = 0, 1, . . . , K,
ν1/4(|λ− ν|+ ν1/3)1/4 ≤ 21/4ν1/3.





νa−p/2+1 , 0 < p < 4,
νa−1 log ν , p = 4,
νa+1/3−p/3 , 4 < p <∞.
, ν ≥ 0, (48)
siendo Ca,p una constante positiva que sólo depende de p y de a.
Demostración. En primer lugar observar que la integral que aparece en (48) es una función
continua en ν ≥ 0, por ser las funciones de Bessel continuas en dicho parámetro. Por
tanto, esta integral es acotada para 0 ≤ ν ≤ 1 y (48) se verifica. Fijamos entonces ν > 1.
























ya que a > −1. Para estudiar la integral que nos falta nos restringimos al intervalo (ν, 2ν),
la integración en (ν/2, ν) se puede razonar de manera similar. Aplicando nuevamente el

































ν1−p/4 − ν−p/12+1/3)] , p 6= 4,
νa−1 log ν , p = 4,
≤Ca,p

νa−p/2+1 , 0 < p < 4,
νa−1(1 + log ν) , p = 4,
νa+1/3−p/3 , 4 < p <∞.
.
Sumando las tres estimaciones deducimos (48), pues para p > 4, a + 1/3 − p/3 > a −
p/2 + 1.
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Como consecuencia inmediata se tiene el siguiente resultado.
Corolario 4.17. Si 0 < p <∞, −1 < a < p/2−1 y además a ≤ p/3−1/3 cuando p > 4,
entonces se verifica la siguiente estimación uniforme∫ ∞
0
|Jν(λ)|pλadλ ≤ Ca,p, ν ≥ 0.
A continuación demostramos que las estimaciones en la Proposición 4.16 son óptimas.
Para ello necesitamos cotas inferiores, que vienen recogidas en el siguiente lema ([2, Lema
1.4, p. 60-61]).








< 2K ≤ ν2/3,
para cierto m ∈ {1, . . . , K − 1} y C > 0.
Demostración. Tomamos m ∈ {1, . . . , K−1} que determinamos seguidamente. En virtud


























∣∣cos θ(t+ ν) + (t2 + 2tν)1/4Eν(t+ ν)∣∣p dt,
por ser t ∼ 2jν1/3 y t < 3ν. Llamamos ahora



















|cos s+ g(s)|p ds,
siendo
g(s) = (θ˜−1(s)2 + 2θ˜−1(s)ν)1/4Eν(θ−1(s)).


















pues t ∼ 2jν1/3. Para terminar esta prueba debemos ver que∫ θ˜(2j+1ν1/3)
θ˜(2jν1/3)
|cos s+ g(s)|p ds ≥ C23j/2. (49)





2jν1/3 = 23j/2, j = m, . . . ,K − 1.
Además,





























≤C2−3m/4, t ∈ [2mν1/3, 2Kν1/3],
por ser 2m < 2K < ν2/3. Ya que ν  1, podemos elegirm ∈ {1, . . . , K−1} suficientemente
grande tal que C2−3m/4 < 1/4. Por tanto,






en un cierto subconjunto de longitud comparable al intervalo [θ˜(2jν1/3), θ˜(2j+1ν1/3)]. Esto
nos permite concluir (49).
Teorema 4.19. Sea ν ≥ 0, 0 < p <∞ y a > −1. Se tiene que
(i) Jν ∈ Lp((0,∞), λadλ) si, y sólo si, a < p/2− 1.







νa/p+1/p−1/2 , 1 < p < 4,
ν(a−1)/4(log ν)1/4 , p = 4,
νa/p+1/3p−1/3 , 4 < p <∞,
donde las constantes que aparecen son independientes de ν.
Demostración. Si a ≥ p/2−1, usando (46) y procediendo como en la prueba del Lema 4.18
conseguimos Jν /∈ Lp((0,∞), λadλ). Recíprocamente, supongamos que a < p/2 − 1. Te-
niendo presente el comportamiento de las funciones de Bessel en el origen y en el infinito,
|Jν(λ)| ≤ Cν
{
λν , 0 ≤ λ < 1,
λ−1/2 , λ ≥ 1,
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Las estimaciones superiores en (ii) ya las estudiamos en la Proposición 4.16. Para deducir











νa+1/3−p/32K(1−p/4) , 1 < p < 4,
νa−1K , p = 4,
νa+1/3−p/3 , 4 < p <∞,
&

νa−p/2+1 , 1 < p < 4,
νa−1 log ν , p = 4,
νa+1/3−p/3 , 4 < p <∞,
pues recordamos que ν1/3/2 < 2K ≤ ν1/3.
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5. APLICACIONES AL PROBLEMA DE RESTRIC-
CIÓN DE LA TRANSFORMADA DE FOURIER
La transformada de Fourier de una función de L1(Rn) sabemos que es acotada y con-
tinua, por lo tanto, está definida en todo punto de Rn. Sin embargo, la transformada de
Fourier de una función L2(Rn) no es más que una función de cuadrado integrable y sólo
la podemos definir en casi todo punto, siendo en principio arbitraria en un conjunto de
medida nula. Para 1 < p ≤ 2, por interpolación podemos extender la transformada de
Fourier a un operador que aplica Lp(Rn) en Lp′(Rn) de manera acotada, con 1/p+1/p′ = 1
(Teorema de Hausdorff-Young [14, p. 253]).
Si n ≥ 2 y S es una subvariedad suave de Rn, digamos con curvatura no nula, se puede
preguntar si existe algún p0 = p0(S), 1 < p0 < 2, de manera que para cada función de
Lp(Rn), 1 ≤ p ≤ p0, su transformada de Fourier esté bien definida cuando nos restringimos
a S. Más concretamente, si denotamos por dσ a la medida sobre S inducida por la medida





≤ Cp,q(S0)‖f‖Lp(Rn), f ∈ S(Rn) (50)
siendo S0 un compacto de S. Ya que S(Rn) es denso en Lp(Rn), si (50) se verifica, pode-
mos definir para toda f ∈ Lp(Rn), f̂ en S, en casi todo punto con respecto a la medida dσ.
La condición sobre la curvatura no nula en S es necesaria, pues es fácil ver que para
un hiperplano la desigualdad (50) es falsa para cualquier p > 1 (ver [29, p. 8–9]).
La caracterización de las variedades S que tengan esta propiedad de restricción, así
como la determinación de los rangos óptimos de los exponentes p y q son en general pro-
blemas difíciles en Análisis Armónico que todavía continúan abiertos. Las desigualdades
de restricción juegan además un papel importante en el análisis de ciertas EDP’s (véase
[23, p. 368–372] y [29]). A continuación estudiamos un caso sencillo, cuando tomamos
S = Sn−1 la esfera unidad de Rn.
5.1. Transformada de Fourier de una medida
Comenzamos calculando la transformada de Fourier de la medida sobre Sn−1 inducida
por la medida de Lebesgue.










e−2piix·ξdσ(x), ξ ∈ Rn.
Demostración. Fijamos ξ ∈ Rn y consideramos la rotación R : Rn −→ Rn que transforma
ξ en el vector (0, . . . , 0, |ξ|). Es claro que R−1 = RT y |R| = 1. Haciendo el cambio de
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e−2pii|ξ| cos θ(sin θ)n−2dσn−2dθ = |Sn−2|
∫ pi
0
e−2pii|ξ| cos θ(sin θ)n−2dθ,




, n ∈ N,






ei(2pi|ξ|)t(1− t2)(n−3)/2dt = 2pi|ξ|(n−2)/2J(n−2)/2(2pi|ξ|),
donde hemos hecho uso de la representación integral de las funciones de Bessel (29).
Corolario 5.2. Sea dσ la medida en Sn−1, n ≥ 2, inducida por la medida de Lebesgue.
Entonces,
|d̂σ(ξ)| ≤ C
(1 + |ξ|)(n−1)/2 , ξ ∈ R
n,
siendo C una constante positiva.
Esta estimación también se verifica para superficies generales con curvatura gaussiana
no nula ([23, Teorema 1, p. 348]).
Demostración. Basta tener en cuenta la Proposición 5.1 y la estimación
Jν(2pi|ξ|) ≤ Cν
{ |ξ|ν , |ξ| < 1,
|ξ|−1/2 , |ξ| ≥ 1, , ν ≥ 0.
5.2. El Teorema de restricción de Stein (1967)
Enunciamos sin demostrar la conocida desigualdad de Hardy-Littlewood-Sobolev, que
nos será útil en lo que sigue.
Proposición 5.3 (Desigualdad de Hardy-Littlewood-Sobolev). Si f ∈ Lp(Rn),
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Una prueba de esta desigualdad puede encontrarse en [23, p. 354].
Podemos ahora analizar un primer resultado de restricción. Al igual que comentamos
antes, un teorema para variedades más generales puede consultarse en [23, Teorema 3, p.
352].
Teorema 5.4. Sea Sn−1 ⊂ Rn la esfera unidad. Si tomamos p0 = 4n/(3n + 1), Sn−1
satisface la propiedad de restricción (50) para q = 2 y 1 ≤ p ≤ p0.
Comentar que el p0(Sn−1) que da este teorema no es el óptimo. El teorema sigue siendo
cierto para p0 = 2(n + 1)/(n + 3). Éste último resultado, debido a Tomas y Stein (ver
[22], [31] y [32]), requiere de técnicas algo más sofisticadas que las que presentamos aquí.
Demostración. Sea p ≥ 1, cuyo rango de variación fijaremos más adelante. Nuestro obje-
tivo es probar que el operador
R : S(Rn) ⊂ Lp(Rn) −→ L2(Sn−1, dσ)
f 7−→ Rf(ξ) = f̂(ξ) =
∫
Rn
e−2piix·ξf(x)dx, ξ ∈ Sn−1,
es acotado. Afirmamos que el operador
R∗ : L2(Sn−1, dσ) −→ Lp′(Rn)
g 7−→ R∗g(x) =
∫
Sn−1
e2piix·ξg(ξ)dσ(ξ), x ∈ Rn,
es el adjunto de R, con p y p′ exponentes de Hölder conjugados. En efecto, para f ∈ S(Rn)

















f(x)dx = 〈R∗g, f〉Lp′ (Rn)×Lp(Rn),



















Ya que, para cada f ∈ S(Rn),
‖Rf‖2L2(Sn−1,dσ) =〈Rf,Rf〉L2(Sn−1,dσ) = 〈R∗Rf, f〉L2(Rn) ≤ ‖R∗Rf‖Lp′ (Rn)‖f‖Lp(Rn),
para probar la acotación del operador R es suficiente demostrar que R∗R aplica

















d̂σ(y − x)f(y)dy = f ∗ d̂σ(x), x ∈ Rn, f ∈ S(Rn).
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Aplicando ahora el Corolario 5.2 y teniendo en cuenta que d̂σ es acotada,
|d̂σ(x)| ≤ C 1|x|γ , x ∈ R
n, 0 ≤ γ ≤ n− 1
2
.





≤ Cp ‖f‖Lp(Rn) , f ∈ S(Rn),
siempre y cuando p = 2n/(2n−γ). Uniendo las restricciones obtenidas en p y γ concluimos
que lo anterior es válido para




5.3. Teoremas de restricción en R2
El problema de restricción sólo se conoce completamente en el caso de curvas en el
plano R2. A continuación consideramos el caso particular en que la curva es una parábola,
como se hace en [8, p. 289-290], pues éste es el caso más sencillo y la fuente de inspiración
para abordar problemas más generales. Una vez entendida esta técnica, se puede aplicar
a otro tipo de curvas (ver [26, Teorema 2 y Corolario 2]). Estas técnicas debidas a C.
Fefferman ([13]) y Carleson-Sjölin ([8]) (ver también [35]) nos permiten obtener teoremas
óptimos de restricción en R2, en parte por papel especial del índice crítico p = 4 = 2·2. En
Rn con n ≥ 3 el rango óptimo en el problema de restricción sigue siendo una importante
cuestión abierta (ver [30] para los más recientes resultados).
Teorema 5.5. Sea P ⊂ R2 el arco de parábola parametrizado por P = {(t, t2), t ∈ [0, 1]}.





2)f(t)dt, (x1, x2) ∈ R2. (51)
Entonces, para cada ε > 0 existe Cε > 0 tal que
‖Tf‖L4+2ε(R2) ≤ Cε‖f‖L4([0,1]).


















2+s2)]f(t)f(s)dtds, (x1, x2) ∈ R2.





e2pii[x1u+x2v]F (u, v)dudv, (x1, x2) ∈ R2,
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donde hemos llamado U a la imagen de [0, 1]2 por esta transformación y
F (u, v) =
f(t(u, v))f(s(u, v))
2|t(u, v)− s(u, v)| , (u, v) ∈ U.





















siendo δ = δ(ε) > 0 verificando 1/(2 + ε) + 1/(2 − δ) = 1. Deshaciendo ahora el cambio






























Observar que este teorema es falso para ε = 0. En efecto, tomando f ≡ 1 y usando fase







∣∣∣∣ ≥ C|x|1/2 ,
y por tanto ‖Tf‖L4(R2) =∞.
Como consecuencia del Teorema 5.5 y aplicando dualidad se obtiene el siguiente re-
sultado de restricción.
Corolario 5.6. Sea P ⊂ R2 el arco de parábola P = {(t, t2), t ∈ [0, 1]}, y p0 = 4/3.
Entonces P satisface la propiedad de restricción (50) para q = 4/3 y 1 < p < p0.
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Este corolario se mantiene válido para curvas más generales con curvatura no nula (y
en particular para la circunferencia S1).
Demostración. Procediendo formalmente como en la prueba del Teorema 5.4 podemos




e−2piix·ξf(x)dx, ξ ∈ P .
En virtud del Teorema 5.5, R aplica Lp(R2) en L4/3(P , dσ) de manera acotada, siendo
p = (4 + 2ε)/(3 + 2ε), para cada ε > 0. Por tanto, 1 < p < 4/3.
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