We introduce a model for communication costs in parallel processing environments, called the hyperbolic model, which generalizes two-parameter dedicated-link models in an analytically simple way. The communication system is modeled as a directed communication graph in which terminal nodes represent the application processes and internal nodes, called communication blocks (CBs), re ect the layered structure of the underlying communication architecture. A CB is characterized by a two-parameter hyperbolic function of the message size that represents the service time needed for processing the message. Rules are given for reducing a communication graph consisting of many CBs to an equivalent two-parameter form, while maintaining a good approximation for the service time. We demonstrate a tight t of the estimates of the cost of communication based on the model with actual measurements of the communication and synchronization time between end processes. We compare the hyperbolic model with other two-parameter models and, in appropriate limits, show its compatibility with the LogP model.
Introduction
The goal of this paper is to introduce a uniform framework for analyzing and predicting communication performance of parallel algorithms in real parallel processing environments. We include under \parallel processing environments" systems supporting computing both on traditional dedicated tightly coupled parallel computers (usually termed \multiprocessor systems") and on clusters of loosely coupled workstations (usually termed \distributed systems"). However, \multitasking," that is, the simultaneous execution of randomly interfering parallel jobs, is excluded.
There are two basic elements of a distributed parallel computation: the end processes that send, receive, manipulate and transform data and the links along which data ow, forming a network having both structural and dynamic properties. In designing and analyzing parallel algorithms, either we have to make assumptions about the properties of the software/hardware links over which messages are exchanged or these properties are implicit in the computational model used. The assumptions relate to the message reliability and the responsiveness of the communication network, the following being the most common: (A 1 ) Messages exchanged between end processes are not corrupted. (A 2 ) No duplicates of transmitted messages are generated. (A 3 ) Between any pair of end processes, messages are received in the order they were sent. (A 4 ) The delay is bounded, that is, it is guaranteed that a sent message will be delivered to the destination end process within a certain xed time. The overhead of enforcing these assumptions is sometimes not taken into account. Common idealizations include a communication delay equal to zero and unlimited bandwidth, independent of the number of processors. From the perspective of algorithm design, this approach provides a simple and tractable abstraction of a parallel computer. Early parallel models, beginning with 7] , avoided the issue of communication and its impact on performance with the assumption of such \perfect" communication. Algorithms based on such models may appear to be highly performant, but more realistic assumptions 4, 9, 21] about the underlying communication system may reveal signi cant degradation of their behavior.
Our approach is also motivated by factors showing the increasing importance of communication in the area of parallel/distributed computing:
The need for improving evaluation of complexity and e ciency of parallel algorithms. Technological trends. The increasing performance and memory capacity of the processing nodes in parallel computers and in workstation clusters 8] place heavier demands on the communication between nodes. Technological advances in the communication and network interface technologies come at a slower pace than those in (micro)processor performance and increased memory capacity. This has had and will continue to have the e ect of making communication overhead a principal bottleneck for the overall performance of parallel algorithms. The revival of distributed computing. There is an economically driven shift toward using existing clusters of workstations in high performance distributed computing as an alternative to dedicated parallel computers. Over sixty publicly available systems for workstation collaboration are annotated in 20] . The communication links and the communication software being embedded in general purpose operating systems running on the processing nodes have distinct features that must be considered.
The paper is organized as follows: Section 2 reviews related work that provides the context into which the hyperbolic model is introduced. Section 3 formally de nes the hyperbolic model and an algebra of four rules for reducing a communication graph to a single communication block. Each of the rules is illustrated with a simple example.
Section 4 describes communication patterns generated by operations common in parallel algorithms (broadcast, global reduction, synchronization, and nearest neighbor communication) and describes how the time required for these patterns can be evaluated using the model. Experimental results for these patterns in a distributed computing environment are presented to validate the model. Predictions and experiments disagree by at most 20% over a range of message sizes from one byte to 128 Kbytes, on up to 16 dedicated workstations connected by Ethernet.
Section 5 summarizes the LogP model of computation for massively parallel processors 4] and shows favorable comparison (agreement in predicted timings to within a factor of 3=4) between the hyperbolic and LogP models in the small message regime, where the basis for comparison is unambiguous.
Related Work
The need for realistic models of communication costs has been recognized for many years. Models accounting separately for startup and service times of messages are the most common, being based on an empirically inferred linear dependence of the time needed to send a message between two communicating parties on the size of the message. Various hardware and software overheads in a parallel environment that are modeled by a xed component, independent of the message size, and by a variable component, proportional to the message size are identi ed, for example, in 6, 14, 15] .
A general paradigm for architecture-independent performance evaluation has been proposed by Hockney and Jesshope 11] , and is known in literature as the (r 1 , n 1=2 ) model, where r 1 represents the asymptotic peak performance, and n 1=2 the message length for which half of the asymptotic performance is achieved. Developed initially as a two-parameter model for the performance of vector computers as a function of the vector length, it can be used to characterize any process that has a linear timing relation with respect to some variable. Similar schemes were derived for modeling memory access overhead 10] or synchronization overhead 9]. This approach also provides a general framework for benchmarking supercomputers. The bulk-synchronous parallel model (BSP) 21] is a model bridging software and hardware aspects of general purpose parallel computation. It is an abstraction of a parallel machine on which algorithms written in high-level languages are compiled with the goal of obtaining optimal memory access and communication schedules under the constraint of load balancing. The regularity of memory assignment and communication patterns in many computations motivates the concept of periodically synchronized phases of communication and computation. Besides the parameter quantifying this periodic pattern, the BSP model contains a parameter representing the bandwidth of an abstract router. Each communication phase is considered su ciently voluminous that latency can be neglected.
The LogP model 4] is designed for point-to-point communication in multiprocessor systems. The model is characterized by four parameters: latency (L), overhead (o), reciprocal of bandwidth (g), and the number of processors in the system (P). These parameters are used to model xedsized short messages; long messages are assumed to be transmitted as a sequence of short messages. However, many modern parallel systems (e.g., the IBM SP series) provide direct hardware support for transmission of large messages. Since the LogP model does not recognize such support, it has been recently extended by adding a new parameter: the reciprocal of bandwidth for long message (G). The new model, called LogGP 1] , has been applied to some common communication patterns, such as single-node scatter. These models are e ective and accurate in predicting algorithm performances, though the large number of parameters makes the analysis complex. Moreover, adjustments representing additional architectural information are needed in particular applications (e.g., whether a processor can concurrently handle incoming and outgoing messages).
None of models mentioned, initially developed for richly interconnected parallel processors, accommodate contention in a general fashion. Schemes for partially avoiding contention in routing architectures (e.g., a hypercube in 21]) and for obtaining probabilistic guarantees for propagation times are proposed, but the problem of quantifying the e ect of coexisting messages over the same link on the end-to-end communication performance requires more attention.
The hyperbolic model introduced in this paper is a variation on the two-parameter models. Its main goal is to address in a uniform way the modularity increasingly present in modern parallel computing environments, where a message path between two communicating parties crosses multiple processing modules having clearly de ned interfaces and distinct functionality. If the twin parameters of every module on a message path are known (either by measurement or functional speci cation), the hyperbolic model allows them to be combined by a set of simple rules into a single pair of end-to-end parameters. In contrast to models that attempt to globally characterize communication costs independently of data paths, the modular hyperbolic representation is datadriven. It can thus take advantage of knowledge of connectivity and component parameters along the communication paths to adapt to speci c patterns of communication. One bene t of its modularity and the application of the reduction rules to particular coexisting communication patterns is the accommodation of contention.
The Hyperbolic Communication Model
Given a set of source nodes S, a set of destination nodes D, and a set of messages M in a parallel processing environment such that:
1. every message in M is sent by a node in S to a node in D;
2. every node in S sends at least one message and all messages it sends are in M; 3. every node in D receives at least one message and all messages it receives are in M; our goal is to estimate for every message in M: the time interval between the sending of the message and its delivery to the destination 1 ; the time interval required by the source node to send it; the time interval required by the destination node to receive it.
The sets D, S, M determine the state of the communication system, which is represented as a directed graph called a communication graph (CG for short). A CG has two types of nodes:
terminal nodes and internal nodes. The terminal nodes represent the end processes that ultimately initiate the sending (source node) and receiving (destination node) of the data, while the internal nodes embed all the functions performed in software and hardware by the communication protocols 1 More precisely, this is the time interval between the moment when the sender initiates the message transmission, and the moment when the last bit of the message is received at the destination. in order to deliver data from source to the destination. The direction of graph edges speci es the data ow.
Between any two terminal nodes the data is passed in byte streams of any size called messages.
A message is generated by only one source node and delivered to only one destination node. At the source node a message m is represented by a pair m(x; dest), where x is the message size and dest is the destination node to which the message is to be delivered. At lower communication levels a message is usually split in smaller data units of limited size, called packets (if the message is small enough to t in a packet then, obviously, it is not split). Associated with each edge is a list of the messages sent along that edge. An internal node or Communication Block (CB for short) is an abstract module that performs the communication protocol functions. Among these functions are: splitting of messages in packets for passing to another CB, recovering lost or corrupted packets, and routing the packets in the network.
We say that two or more CBs are dependent i only one of them can process data at a moment in time and independent i at any moment in time all CBs can process di erent streams of data without interfering. For example, two CBs running on di erent processors are independent, while if they run on the same processor they are dependent.
The most important parameter characterizing a CB is the time required to process a message of size x, called the total service time. As with any realistic model, we consider that the packet processing time has two components 15]:
a xed service time that is independent of the packet size, an incremental service time that is proportional to the packet size.
The xed service time appears at almost every layer of the communication architecture and includes 3, 14] : the overhead associated with memory management, interrupt processing and context switching, and the propagation delay of a packet on the communication network.
The incremental service time is mainly due to 3, 14, 15] : data movement between di erent protocol layers, building CRC (or checksum) when the packet is sent and verifying it when the packet is received, possible data compression/decompression, and transmission of the packet on the communication network.
For example, consider a distributed application consisting of three processes running on different workstations connected by a communication network. Assume that each workstation has a general purpose processor that runs the operating system and user applications, and a special I/O processor that sends/receives data to/from the communication network (the network adapter). The CG corresponding to this system is presented in Figure 1 , where terminal nodes are represented by circles and CBs are represented by boxes. Each workstation is represented by two CBs, one that runs on the main processor (boxes labeled CB 11 , CB 21 , CB 31 ) and represents the communication protocol functions performed by the operating system and the application (e.g., network layer and the upper layers of ISO/OSI standard), and the other that represents communication protocol functions performed by the network adapter (CB 12 , CB 22 , CB 32 ). We also represent the communication network as a communication block, labeled CB c , for which the xed service time is the delay introduced by the communication network and the incremental service time is the average time required to process one byte of data passed to CB c (called transmission time).
The incremental service time includes the overhead generated by the protocol layers to ensure the reliability (e.g., acknowledgement packets). Now, let us consider a CB characterized by the following parameters: the maximum packet size p (bytes), the xed service time per packet a and the incremental service time per byte m. 
where (x; p) = dx=pe ? x=p = (pdx=pe ? x)=p is a value between 0 and 1. Observe that for x ! 0, t(x; a; m; p) ! a and for x ! 1 (i.e., x p) the rst term from (2) can be neglected, i.e., t(x; a; m; p) ' (a=p + m) x. Using these observations, we approximate the total service time t with the following monotonically increasing continuous function de ned on the interval 0; 1):
where b a=p+m. This is the equation of a hyperbola in the (x; t) plane, with a horizontal tangent and intercept a at x = 0, and an asymptote of slope b; hence, the name of the model. for the service time given by the Eq. (1). While the hyperbolic t better approximates small messages, the linear t is more accurate for large messages. Speci cally, when the message is very small (x ! 0) the hyperbolic t gives the exact value for the service time, i.e., lim x!0 T(x; a; b) = a, while the linear t gives lim x!0 l(x; a; b) = a=2. This is an important consideration in scienti c computing, in which small messages, e.g., inner product reductions, occur frequently amidst other large messages. On the other hand, for large messages (x ! 1) the largest absolute error for the linear t is a=2, while for the hyperbolic t it approaches a. If we consider the worst case relative error, the hyperbolic t outperforms the linear t. In the worst case, the relative error for the linear t is as large as 50% (for x ! 0), while it is easy to see (Figure 2 ) that the worst case relative error for the hyperbolic t is always less than 50%. It is possible to improve the accuracy of the linear model for small messages by replacing a=2 with a as the zero-byte intercept in Eq. (4); however, in this case, the absolute error increases to a. Although this matches the maximum absolute error of the hyperbolic model, the maximum error occurs only asymptotically for the hyperbolic model, whereas it occurs throughout the entire message size range for the linear model. With either choice of intercept for the linear model, the average relative error of the hyperbolic model is better. It is possible to improve the accuracy of the hyperbolic model for large messages by adding a third parameter. Namely, the service time could be given by:
T(x; a 0 ; b; c) = a 02 a 0 + bx + bx + c; (5) where a = a 0 + c. Since the service time for large messages approaches the asymptote bx + c, the parameter c should be chosen such that to match the best linear t for large messages (in our case the value of c would be a=2). Also, notice that for a 0 = 0, Eq. (5) degenerates into the linear t.
Although the four combination rules presented in subsections 3.1 through 3.4 can easily be extended to include a third parameter, for simplicity we will present in this paper only the two-parameter model, in which the parameters (a; b) for a CG may be derived in terms of its elemental CBs. Using T i to estimate the total service time required by CB i (characterized by parameters a i and b i as CB i (a i ; b i )) to process a message of a given size, we derive rules for reducing n CBs interconnected in various structures to a single equivalent CB, with service time T(a 1 ; b 1 ; a 2 ; b 2 ; . . .; a n ; b n ).
Next, we show the correspondence between the hyperbolic model and the parameters of the linear model proposed by Hockney and Jesshope 11] . This model is characterized by two parameters (r 1 ; n 1=2 ), where r 1 represents the asymptotic bandwidth, and n 1=2 represents the length of the message for which the performance decreases by half. Then the service time is a linear function of the length of the message 11]: t(n; r 1 ; n 1=2 ) = n + n 1=2 r 1 :
If we consider the best linear t for the service time shown in Figure 2 , then we obtain r 1 = 1=b and n 1=2 = a=(2b). Alternatively, we can derive the parameter pair (r 1 , n 1=2 ) for the hyperbolic model, by using the service time expression given by Eq. 
By solving Eq. (7), we obtain n 1=2 = ( p 5 ? 1)a=(2b) = 0:618 a=b, which is within 25% from the value of n 1=2 given by the linear model. Thus, when compared with the (r 1 ; n 1=2 ) model, the hyperbolic model does not \lose" too much in approximating throughput of intermediate messages while better approximating the service time for small messages.
Finally, notice that although until now we have considered only a xed and incremental service time per packet, the model can accommodate an additional xed service time per message. This is useful in cases where the rst packet of the message has a higher xed service time than all subsequent packets. As an example, consider a network with wormhole routing; when the rst packet of the message is sent a route is chosen between source and destination, and all subsequent packets of the same message are sent on the same route. Let us denote by a (1) the xed service time associated with the rst packet and by a (2) the xed service time associated with all subsequent packets of the same message. The corresponding CB has the following parameters: a = a (1) ; b = a (2) p + m where p is the packet size and m is the incremental service time per data unit. In this case the xed service time associated with the message is a (1) ? a (2) . In the following four sections we present the basic interconnection schemes and derive the corresponding reduction rules. Notice that this de nition does not imply that a message is processed in its entirety by one CB and only after that by the other CB. In fact, if the message is long (greater than the maximum packet size) and the CBs are independent, as soon as CB 1 delivers a packet, CB 2 can start to process it. In other words (see Figure 3 ), while CB 2 processes the packet most recently delivered by CB 1 , CB 1 processes the next packet from its input message.
Next, we show how to transform this serial structure into an equivalent CB that has as input the input of CB 1 and as output the output of CB 2 . To determine the CB parameters we consider two cases:
1. Independent CBs . In this case, CB 1 and CB 2 run on di erent processors and therefore, as we have pointed out, they can concurrently process a long message. It is easy to see that when x ! 1 the dominant term in the total service time is max(b 1 x; b 2 x), due to the fact that either CB 1 waits for CB 2 to process the previous packet or CB 2 waits for CB 1 to deliver a new packet. On the other hand, when x ! 0, the whole message ts in a single packet and therefore CB 2 cannot begin processing until CB 1 nishes processing. Since the individual service times are a 1 for CB 1 and a 2 for CB 2 , it is clear that the total service time for CB is a 1 + a 2 . Hence, we obtain the following parameters for the equivalent CB :
2. Dependent CBs . Here, is not possible for CB 1 and CB 2 to run concurrently (i.e., CB 1 and CB 2 use a non-sharable common resource during the processing). This is not di erent from previous case for x ! 0 (the total service time is also a 1 + a 2 ), but, since no processing overlap is possible, the total time service for long messages, i. As in the previous example, assume that the general purpose processor runs the operating system and the user processes, while the network adapter performs only speci c communication network functions. We can reduce this structure by applying rule 1 twice: rst reduce the serially interconnected dependent blocks CB a and CB os (CB a and CB os are dependent because they run on the same processor) to CB 0 , and next reduce the serially interconnected independent blocks CB 0 and CB c to CB(a; b). It is easy to verify that after these reductions we obtain the following CB parameters: a = a a + a os + a c , m = max(b a + b os ; b c ).
Parallel Interconnection
De nition 2 Two communication blocks CB 1 and CB 2 are parallel interconnected with respect to a message m if every packet of that message can be processed either by CB 1 or CB 2 . Figure 4 shows two parallel interconnected communication blocks. For this type of interconnection we assume that the packets are processed in the way that minimizes the total service time of the message. As before, we take into account two cases: 
2. Dependent CBs . Since both CBs run on the same processor it is obvious that we can minimize the service time by simply choosing the best parameters in each case (e.g., for x ! 0 we choose the CB that has the minimum xed service time, while for x ! 1 we choose the CB that has the minimum incremental service time), which gives us the following results:
More generally, it can be shown that: 
if all CBs are independent, and a = min(a 1 ; a 2 ; . . .; a n ); b = min(b 1 ; b 2 ; . . .; b n ); (13) if all CBs are dependent. Before turning to the more di cult case of concurrent message processing, we summarize the results of serial and parallel interconnection on independent and dependent CBs. In the small message limit that governs the a parameter, CBs in serial combine additively and CBs in parallel combine by taking the minimum. In the large message limit that governs the b parameter, CBs in serial that are dependent combine like resistors in series, and CBs in parallel that are independent combine like resistors in parallel. The other two subcases obey a maximum (serial, independent) or a minimum (parallel, dependent) law in deriving the overall b. No approximations are necessary in deriving these rules.
Concurrent Message Processing
Until now we have considered processing of individual messages of a given size. In this section we analyze the general case in which a CB receives n messages m 1 , m 2 , . . ., m n of sizes x 1 , x 2 , . . ., x n to be processed ( Figure 5 ). We assume that CB processes m 1 , . . ., m n messages using an arbitrary policy, i.e., rst processes m i 1 , next m i 2 , and last m in (where i 1 , . . ., i n is a permutation of 1, . . ., n). Therefore, we cannot tell exactly how long it takes for CB to process a message m i in the presence of other messages, but we know the corresponding total service time for each m i if they are processed alone (3). Now let us consider that x i ! 0, (i = 1; . . .; n). In this case every message takes the same amount of time a to be processed and, therefore, that the total service time for all messages is na. Next, take x i ! 1. To compute the total service time we assume for simplicity that messages are processed sequentially without delays, and therefore the total service time is given by the following equation: Since we cannot tell exactly when a particular message m i is processed, we consider the time required to process m i being bounded by the time required to process all messages, i.e., equivalent to the case in which m i is the last message being processed. According to the previous limit conditions we can write the total service time as:
T(x i jX; n; a; b) = (na) 2 na + bX + bX; (15) where X = P n i=1 x i is the total amount of information processed by CB . The \x i jX; n" notation indicates that the message of size x i is processed concurrently with other n ? 1 messages of total size X ? x i . To be consistent, when X = x i (which implies also n = 1) we remove \jX; n" from the notation. Then, with the notation a 0 = na and b 0 = bX=x i , we write (15) 
For the particular case in which all messages have the same length we obtain b 0 = bn (both parameters a and b are scaled with the same value n). For a random order of messages, a i is pessimistic by only a factor of two on average.
As an illustration of applying this rule (and of the rst rule), we take a simple example. As depicted in Figure 6 , suppose we have ve processes (numbered from 1 to 5) running on di erent machines. Each machine is represented by a CB that includes all the communication protocol functions (implemented by the application, the operating system and on the network adapter). Further, assume that each of the processes 1 and 3 sends a message to process 4, while process 2 sends one message to processor 5. The question is to determine the total service time to send the message m 1 from 1 to 4. To answer this question we reduce the initial CG (Figure 6(a) ) in two steps. First, applying rule 3 to CB c and CB 4 
The General Reduction Rule
Thus far, we have implicitly assumed that the communication graph is the same for small and large messages. Although this is true for many cases, for complex communication patterns this assumption is no longer valid. As an example, we will show that for the broadcast implementation (section 3.1) based on the binary tree topology for small messages we can ignore the contention on a shared communication network if the transmission time is orders of magnitude less than the sending and receiving overhead, while for large messages the contention cannot be ignored. Consequently, the CG will be di erent for small and large messages. In this case the following general reduction rule may be used: where a is the service time when sending a small message from s to d (x ! 0), and b is the service time per data unit when sending a large message from s to d (x ! 1). To determine the T s and T r , we need to take a closer look at the sending and receiving mechanisms.
First, let us consider all paths between source and destination along which a message travels. Next, using the equivalence transformation rules, we reduce all paths to a single path containing only independent CBs : CB 1 , CB 2 , . . ., CB n , where the source process runs on the same processor as CB 1 and the destination process runs on the same processor as CB n (we consider that this is always possible). Now, let us analyze the mechanism of sending a message from source to destination along the equivalent path. The discussion here is similar to the serial interconnection of independent CBs . If the message is large, i.e., it consists of a large number of packets, then the message is concurrently processed by the independent CBs in a pipeline fashion. As we have shown, in this case the processing speed is determined by the slowest CB. From here results that if CB 1 is not the slowest communication block, then after it processes a packet it must wait a certain amount of time in order to deliver the next packet to CB 2 . We de ne T s either as the time required to process all message packets by CB 1 , or as the time interval between starting processing of the rst packet and the delivery of the last packet to CB 2 .
In the rst case, the send primitive is said to be preemptive, while in the latter the send primitive is said to be non-preemptive. When a preemptive send primitive is used, the control is returned to the caller process as soon as the send operation is initiated and further computation can be performed concurrently with the processing required to send the message. When a non-preemptive send primitive is used the caller process is blocked from the moment of calling the send primitive until the last packet of the message is delivered to CB 2 . Since our main focus is to determine the real processing time spent by a CB in sending/receiving a particular message, we prefer to use the terms preemptive and non-preemptive to characterize the communication primitives, rather than overloaded terms, such as blocking/non-blocking and synchronous/asynchronous, which are often used to de ne the semantics of the communication primitives. Di erences between various types of communication primitives (see 5] for an extensive discussion and formal treatment) are ultimately captured in the CB parameters. What is important from the point of view of performance evaluation is the extent to which concurrent processing by the application process and its neighboring CB is allowed.
As an example of a preemptive send primitive, let us consider a single processor workstation that runs a preemptive operating system (e.g., UNIX). We roughly describe how the send primitive may be implemented. When the application process (that runs on the same processor as the operating system) invokes the send primitive, the rst packet of the message is processed and delivered to the CB 2 . Next, the control is returned to the caller process, which can proceed with its computations. After CB 2 processes and delivers the current packet, it asks CB 1 for the next packet to be sent (usually, this is done using an interrupt mechanism). In turn, the application process is interrupted and the next packet is processed and delivered to CB 2 . This procedure continues until the last packet of the message is sent out. If we neglect the interrupts and operating system call overhead, then T s is the total time required by CB 1 to process all the packets of the message.
In the case of the non-preemptive send primitive implementation, after the rst packet of the message is processed and delivered, CB 1 waits to deliver the next one. Therefore the sender process is blocked until the last packet of the message is delivered to CB 2 .
To determine T s we consider several cases (see Table I ):
if the message is small, i.e., it ts in one packet, we take T s equal to CB 1 service time T CB 1 for both preemptive and non-preemptive send primitives. This is equivalent to considering that when the send primitive is invoked, the message is processed and delivered in only one packet to CB 2 and then the control is returned to the application process.
if the message is large and a non-preemptive send primitive is used, then the total communication time T c is equal to T s plus the time required by the last message packet to be delivered to the destination process, i.e., T CBn . Therefore we can take as an upper bound for T s the total communication time T c . if the message is large and a preemptive send primitive is used, then T s accounts for the total time required to process and deliver all the packets of the message by CB 1 , and thus we take T s equal to T CB 1 .
Although we have considered very simple send primitive implementations, the model can accommodate more complicated implementations. As an example, let us assume that the communication protocol requires that the receiver be informed about the size of the message before the message is actually sent (in order for the receiver to allocate memory space for the incoming message). Moreover, consider that this implementation is based on exchanging two messages: one to inform the receiver about the size of the message and one to acknowledge that the bu er has been allocated and the sender can proceed. This case can be modeled by adding a new independent communication block before CB 1 , called CB 0 , with the following parameters: a, equal to the average time required to exchange the two messages plus the overhead to allocate the memory at the receiver and possibly other interrupt and system calls overheads, and b = 0.
As another example, let us assume that for a non-preemptive send primitive implementation the communication protocol requires that every packet be acknowledged by the receiver. In this case we can add a new communication block CB 0 1 after CB 0 , which has parameter a equal to the average time for receipt of the acknowledgement, and b = 0. Now, let us concentrate on the receiving time T r . Since we are not interested here in the synchronization time, we consider that the receive primitive is called at the same time the rst packet of the message is received by CB n . Similarly to T s , T r is de ned either as the time required to process all packets of a message by CB n (preemptive receive primitive), or as the time interval between the beginning of processing of the rst packet and the nishing of processing of the last packet from the message (non-preemptive receive primitive). In general, the T r analysis is the preemptive non-preemptive short message (x ! 0) TCB 1 (x; a1 ; b1 ) TCB 1 (x; a1; b1 ) long message (x ! 1) TCB 1 (x; a1 ; b1 ) Tc (x) Tr :
preemptive non-preemptive short message (x ! 0) TCB n (x; an ; bn ) TCB n (x; an; bn ) long message (x ! 1) TCB n (x; an ; bn ) TCB n (x; an; bn ) Tr Tc(x) same as T s analysis (see Table I ). The only di erence is when we consider large messages and nonpreemptive receive primitives. Here, we take two cases. First, if we assume that the application receives an isolated message, then we take T r equal to T c (since the message is not passed to the application process until its last packet is received). On the other hand, if more than one message is received at the same time, the waiting time between processing packets from the same message can be used to process packets from other messages, and therefore, in the limit, we can take T r equal to T CBn .
Although expressions for T s and T r are given only for extreme message sizes (x ! 0, x ! 1) in Table I , we can again use Eq. (3) The values of all the CB parameters, excepting a L , were experimentally determined in the limits of small or large message size and two or many processors as described in 19] . The a L parameter was taken to be the maximum delay on an Ethernet LAN 17]. 
Broadcast
The broadcast primitive ensures the delivery of a message from one processor to N other processors.
We consider two broadcast implementations. First, a binary tree is used to broadcast the message from a root processor to all other processors as indicated in Figure 8 . For simplicity, we assume that every node of index i sends the message rst to the left child (2i + 1) and next to the right child (2i + 2). We are interested in determining the total time required to complete the broadcast, i.e., from the moment when the root begins the transmission of the rst message to the moment when the message is received by the last processor. As usual, two extreme cases are considered:
the message is very small (x ! 0), and the message is very large (x ! 1). For small messages we assume that sending and receiving overheads a W are much larger than the actual transmission time a C + b C x and therefore we do not address the situations in which more than one processor sends the message on the communication network at the same time. With this assumption, the communication time between any two processors is T c = 2a W + a C + a L , while the sending and receiving times are T s = T r = a W . With reference to the particular incomplete binary tree example in Figure 8(b) ), the time required to complete the broadcast is 8a W + 3a C + 3a L . Generally, for a complete binary tree of height h, the time to complete the broadcast is h(3a W + a C + a L ).
In the case of large messages the transmission time and other incremental service times are much larger than the communication delay and corresponding xed service times. The activity of each processor over time is depicted in Figure 8 (c). Since we consider non-preemptive send and receive primitives, we have T s = T r = T c (see Table I ). As shown, there are moments in time when more than one processor sends a message on the communication network (e.g., transmission between processor 0 and 2 takes place simultaneously with the transmission between processor 1 and 3). Figures 9 and 10 , respectively. The root mean square errors are 0.16 for the binary tree broadcast implementation and 0.14 for the p4 native broadcast implementation. In both cases, the maximum relative error was less than 20%. The model o ers an accurate approximation to the actual measurements. 
Synchronization and Global Operations
Both synchronization and global operation primitives can be implemented using the same communication pattern. Although it is not the most e cient implementation, we describe here the one used in p4, version 1.3. The global operation implementation di ers from the synchronization in two respects. First, during the global operation the synchronization messages carry partial results and second, besides sending and receiving messages, the processors are responsible for computing partial and nal results. Therefore, synchronization can be seen as a special case of global operation where no computation is performed. In the remainder of this subsection, we concentrate on the global operation implementation.
A global operation primitive implements a group computation. Formally, a group computation is de ned as follows: given n di erent items a 1 , a 2 , . . ., a n in a group (S; ) (where is a binary associative and commutative operation de ned on set S) compute the nal value a 1 a 2 . . . a n .
Finding the sum, the maximum, or the minimum of a set of n numbers are examples of group computation.
The global reduction primitive gathers a value (or a set of values) from each processor, computes from them a single result (or a single set of results) and distributes it to every node. The implementation consists of two phases, illustrated by the light and dark arrows in Figure 11 (a). In the rst phase, the tree is used to collect the results from the leaves toward the root. Whenever a node receives the values from its children, it computes the partial result, i.e., val node val lchild val rchild , and sends it to the parent. Therefore, after the root receives the partial results from its children, it can compute the nal result. In the second phase, the root distributes the nal result by sending a message to every processor. Since the values carried by the messages are often no larger than 8 bytes (double precision scalars), we assume that sending and receiving overheads are much larger than the actual data transmission time, and therefore we ignore the message contention on the communication network. Also, we ignore the time to compute the partial and nal results as being much less than the 
Neighbor Communication
A broad range of scienti c algorithms arising from di erential equations require data to be sent from one processor to its logical neighbors. As an example, consider a domain decomposition problem 12] where each subdomain of a domain on which a partial di erential equation is to be solved is mapped onto a single processor. At each iteration of the algorithm every processor sends to its neighbors the boundary data to be used in the next iteration.
More generally, suppose there are N processors and each of them has K (K < N) logical neighbors. Further, we assume that every processor sends messages of the same length to each of its neighbors at the same moment of time. The latter assumption presumes a balanced parallel application in which every processor has the same amount of work to perform between synchronous phases of sending and receiving boundary data.
By applying the reduction rules 1 and 3 to the resulting CG it is easy to verify that the equivalent CB for any message path has the following parameters: a NEIGHBOR = 2Ka W + KNa C + a L and b NEIGHBOR = max(KNb C ; b W ). Figure 12 shows the estimated T c function versus experimental measurements with a least root mean square error of 0.12, and a maximum relative error of 16%. while the last two account for sending the last message (see Figure 13 ). Since the second expression reduces to the rst for n = 1, we consider further only the second. When we write x ! 0 in the hyperbolic model, we are referring to the smallest possible size of a message that can be sent, which can generally be much smaller than the packet size. However, in this case a packet consists of exactly one data unit (corresponding to a message in LogP), and therefore a message cannot be of a size smaller than a packet size. To accommodate this restriction within the formalism of the hyperbolic model, we take x = n?1, where n is the size of the message. Thus, x ! 0 in the hyperbolic model and n = 1 in the LogP model refer to the identical limit, namely that of the smallest message that can be sent. Next, if we denote by T hyp (n) (= T(n?1; a; b)) the communication time to send a message of size n in the hyperbolic model and by T LogP (n) the communication time to send n consecutive messages in LogP model, we obtain: T hyp (n) T LogP (n) 1: (19) Further, let us compute the sending (resp., receiving) time, i.e., the actual time required by a processor to send (resp., receive) n consecutive messages, for both models. For the LogP model, clearly, we have (see Figure 13 ) T s LogP (n) = T r LogP (n) = no. Next, notice that if g > o, after a message is sent, the processor is free for time g ? o to perform other computations. Since we have interpreted consecutive messages sent by the same processor in the LogP model as packets of a single message in the hyperbolic model, between any two consecutive packets sent or received in the hyperbolic model, the processor can perform other computations. Therefore, the equivalent send and receive primitives of the hyperbolic model are preemptive. From Table I T s hyp (n) T s LogP (n) 1: (20) 6 Conclusions A two-parameter hyperbolic model for parallel communication complexity on general dedicated networks has been proposed and validated by experiments with test programs containing communication patterns frequently encountered in scienti c computations. The model captures both small-message and large-message timing behavior well, by design. Moreover, the quality of agreement between model and measurement at intermediate message sizes suggests that two parameters are adequate.
Each communication pattern, in principle, requires its own pair of parameters. The practical utility of the model in unstructured computations may therefore be limited. Fortunately, many scienti c computations calling for parallel supercomputing rely on a small number of structured communication patterns, so the work required to characterize the communication of an entire application remains tractable. Realistic analyses of communication can be used to in uence algorithmic design, for a given architecture, and vice versa.
The hyperbolic model can be put into correspondence with the established (r 1 ; n 1=2 ) model, but the new parameterization is more amenable to the construction of the reduction rules of Section 3. In the limit of small uniform messages that a ords direct comparison with the LogP model, the hyperbolic and LogP models predict the same timings for elementary communication operations to within a factor of 3=4.
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