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scale-free networksAbstract We have studied the evolution of genetic architecture in
digital organisms and found that the gene overlap follows a scale-free
distribution, which is commonly found in metabolic networks of
many organisms. Our results show that the slope of the scale-free
distribution depends on the mutation rate and that the gene
development is driven by expansion of already existing genes, which is
in direct correspondence to the preferential growth algorithm that
gives rise to scale-free networks. To further validate our results we
have constructed a simple model of gene development, which
recapitulates the results from the evolutionary process and shows that
the mutation rate affects the tendency of genes to cluster. In addition
we could relate the slope of the scale-free distribution to the genetic
complexity of the organisms and show that a high mutation rate gives
rise to a more complex genetic architecture.1 IntroductionInteraction networks are a common feature in biological systems ranging from large-scale structures
like ecological networks [13] down to intracellular structures like protein interaction networks [9] and
metabolic networks [10]. These structures tend to be highly complex and have received much
attention in the literature, especially since the discovery that most of them tend to exhibit a scale-free
architecture [4]. In order to examine the evolutionary origin of these structures we have studied the
emergence and structure of genetic architecture in the ALife platform Avida [14].
Avida is an Alife platform designed to study the evolution of digital organisms. It was inspired by
Tierra [16], but instead of holding all the organisms in one central memory, the organisms in Avida
reside on a square lattice, each lattice point containing a CPU that executes the genome of the
organism. The genome is written in an assemblerlike code, where each line of code contains a
command that modifies the state of the CPU in some predefined manner. The language consists of
instructions that allow for self-replication, but also other commands that can be used to perform
simple computational tasks. These tasks are rewarded by giving the organism more CPU time, and
thus a faster replication that results in a selective advantage. Each experiment is started with an
ancestral organism, which only has the capability to replicate. But the self-replication takes placeArtificial Life 14: 265–275 (2008)
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these will compete for the limited space on the lattice.
The genetic architecture of evolved Avida creatures turns out to be highly complex and hard to
interpret [8, 12]. This is mainly due to their highly interconnected structure, where subroutines or
genes that perform different tasks in the genetic code share instructions and overlap with each other.
The genetic code of Avida creatures consists of assemblerlike code, where each line of code can be
thought of as an amino acid. The language allows for nonlinear execution of the code; this, plus the
fact that genes tend to overlap, makes the code difficult to analyze. One way to overcome this is to
visualize the genetic structure by depicting the execution of a creature in a circular execution dia-
gram. This shows the nonlinear execution, but more importantly displays where in the genome
certain genes are located. A typical example of these circular diagrams can be seen in Figure 1, which
exhibits a complex genetic architecture, with a nonlinear execution sequence and overlapping genes.
A natural question to ask is why overlapping genes emerge in these digital organisms. There are
two main reasons: Firstly, it is much easier to develop a new gene by modifying an already existing
gene; hence genes tend to cluster [12]. For such a gene development, see for example Figure 2, which
shows the development of a specific gene within a lineage of creatures. The second immediateFigure 1. A useful way to depict an Avida creature is by using a circle diagram and marking the genes by solid circle
segments outside the main circle, where each dot stands for a command, and where the jumps are depicted as circular arcs
(hyperbolic geodesics) inside the circle. Solid arcs represent forward jumps, and dashed arcs represent backward jumps.
The execution is started at 12 o’clock and proceeds in a counterclockwise fashion. Note the nonlinear execution order and
that the ‘‘genes’’ are overlapped. This type of diagram was introduced in [7]; see also [1] for similar illustrations.
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Figure 2. An illustration of how genes develop over time. We have chosen to illustrate the Boolean genes by standard
electric circuits. The development of these circuits shows both the tendency to build a new gene using an old one, and
also that genes are not always developing into strictly increasing higher complexity; see, for example, the jump from
6,033 to 7,598, where a less complex function is evolved. The genes are taken from a single lineage, and the time points
show when the new gene appeared in the lineage.
The Emergence of Overlapping Scale-free Genetic ArchitectureP. Gerlee and T. Lundhreason is that since the Avida environment is highly competitive, it is of great value for a creature to
be able to reduce the deleterious effects of random mutations [8, 6]. This is achieved by letting some
instructions take part in several genes, which implies that the total number of instructions needed to
encode the genes is reduced. This will also reduce the time needed for the creature to generate an
offspring (i.e., the gestation time). Due to the high competition in Avida, any fitness loss will likely
lead to extinction of the mutant, which implies that the simultaneous loss of several genes and the
loss of only one are equally lethal for a mutant (see [7] for more details). Hence it is a good strategy
to stack the genes more or less on top of each other, to make the genome less vulnerable to random
point mutations.
The interconnected genetic structure of Avida creatures makes them comparable to metabolic
networks of many organisms, which are known to be highly complex and interconnected and to
often exhibit a so-called scale-free structure [10]. Viewing the genetic architecture as a network struc-
ture makes it possible to illustrate its connectivity properties and to compare it with real metabolic
networks. By doing this we can get another perspective on the genetic architecture in the Avida codes
and point out analogies with other evolutionary driven systems.
For metabolic networks the scale-free structure means usually that the probability P(k) of finding
a metabolic substrate that takes part in k separate reactions scales as kg. If one represents the
metabolic network as a graph where the nodes correspond to substrates and the edges to chemical
reactions, then this means that the probability of finding a node with connectivity k scales as kg.
This relation has also been shown to be true for other complex networks like the WWW, social
networks, and power grids [4]. It should be noted that there exists a degree of controversy regarding
the scale-free properties of these networks; see for example [18, 17].
Scale-free networks can be generated by a growth algorithm that has two basic ingredients:
growth and preferential attachment [4]. The former means that number of nodes in the networkArtificial Life Volume 14, Number 3 267
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are being added to the network, they are more likely to be connected to nodes that already have a
large number of links.
The connectivity of scale-free networks tends to be dominated by a few highly connected hubs.
This structure leads to a high robustness against random errors, meaning that the removal of a
random node in the network is unlikely to affect the overall performance of the network [3]. For
further reading on scale-free networks consider [5] and [2].
It has been suggested [15] that scale-free networks are likely to appear in an evolutionary setting,
as these networks are tolerant to mutations, but still have the capability to evolve through additions
of new nodes. Motivated by this, we propose to study the emergence of scale-free network archi-
tecture by studying the genetic structure of digital organisms in the Alife platform Avida. This is of
course a simplified system compared to the evolution of real genetic or metabolic networks, but the
simplicity also allows for a greater understanding of the dynamics. First of all, there is no represen-
tation of gene products in Avida; instead the genes are used for computations, which are meant to
represent beneficial chemical reactions. This implies that the interactions can only occur on the level
of the genome, which manifests itself as gene overlap or different genes sharing the same instruc-
tions. This means that the Avidian creatures do not have any metabolic networks, but there still exist
interactions between different genes that constitute their digital metabolism, and these interactions
will be the subject of our study.2 Genetic Architecture of Digital Organisms
The genetic architecture of digital organisms has been investigated in a large number of publications.
Much of the work has focused on the effects of epistasis and the robustness of the genetic archi-
tecture. In a study of simple and complex digital organisms (organisms that could only replicate and
organisms with computational abilities), Lenski et al. [11] showed that simple organisms in general
are more fragile than complex ones. They also showed a difference in how mutations affect the
fitness of the organisms, in that complex organisms display a higher degree of epistatic effect of
mutations, that is, the genes of the complex organisms have a higher degree of interdependence than
their simple counterparts. In another study on gene epistasis by Wilke and Adami [19], they in-
vestigated the average effect of mutations and the strength of directional epistasis. They show that
there exists a tradeoff between the average fitness loss of a single mutation and epistatic effects, and
that the two cannot be optimized separately in the evolutionary process. The robustness of dig-
ital organisms has been investigated by Edlund and Adami [6]. By evolving digital organisms in a
environment with a low mutation rate up to a certain complexity and then inserting them into a
high-mutation environment, they could show that average deleterious effect of mutations is de-
creased. This effect is achieved by breaking up links between genes and thus reducing the epistatic
effects of mutations.
The above studies have all investigated the average effect of mutations without considering the
detailed structure of the genetic architecture. This was considered by Lenski et al. [12] in a study on the
evolution of complex features in digital organisms. Their results show that complex genes often emerge
from simpler existing genes and that evolution of complex traits indeed is possible as long as the
building blocks of the complex function are also rewarded. Further, they demonstrated that the
organisms with complex traits exhibited a high degree of interaction between different genes. This was
done by analyzing functional genomic arrays (FGAs) or knockout matrices, a technique that has been
widely used [12, 8, 6]. The FGA gives detailed information about the genetic architecture of Avida
creatures, and we intend to use this technique to investigate the structure of the genetic architecture.2.1 Functional Genomic Array
The FGA is an N  M binary matrix, where N is the length of the genome and M is the number
of possible tasks the creature might perform, including replication. The entry at position (i, j ) is 1Artificial Life Volume 14, Number 3268
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of a typical FGA can be found in Figure 3. The FGA not only serves as a visual aid, but can also be
used to gain quantitative knowledge about the genetic structure. One example is the gene correlation
[8], which is calculated from the FGA. This is a measure of how clustered the genes are and has been
shown to depend on evolutionary settings like the mutation probability.
If we sum the FGA along the rows, we obtain a vector T, which we name the gene distribution. This
vector is of lengthN, and Ti is the number of tasks (genes) that depend on instruction i. From this it is
obvious that 0 V Ti V M, where Ti = 0 means that instruction i is not involved in any genes, and Ti =
M means that instruction i is used by all genes in the digital organisms. From another perspective we
can view Ti as the number of genes that are connected to instruction i in the genome. An instruction
that is connected to a large number of genes can be viewed as a hub in the genetic structure, and a
mutation to this instruction would most probably have a disastrous effect on the fitness of the creature.
On the other hand, a mutation to an instruction with no connection would most likely be neutral for
the creature. With this in mind, we can observe that although the instructions do not form a network,
they still share features with the metabolic networks found in real organisms. It is therefore interesting
to measure how the vector T behaves on average, to see if it shares the scale-free structure of the
metabolic networks. What we specifically ask is if we select a random instruction i, what is the
probability P(Ti = k) that it will be used in k different genes. To measure the probability distribution
P(k), we evolved populations of digital organisms to a high complexity (i.e., with a large number of
genes) and for each individual created an FGA and calculated the vector T. In order to also measure
the effect of environmental settings, the above was performed for two different values of the mutation
probability, a parameter known to affect the genetic architecture of digital organisms [8].
3 Materials and Methods
In these experiments we used the default settings in Avida,1 and the only parameter that was changed
was the (divide) mutation probability.2 We considered two different values of the mutation probability:
low ( p = 0.001) and high ( p = 0.005). In this type of experiment it would be optimal to compare
creatures from the same phenotype (i.e., that can perform the same tasks), but as evolution in Avida
proceeds at a different pace in each run, one has no guarantee that a certain phenotype has evolved
after a fixed number of updates. One way to accomplish this would be to reward only those func-
tions that we want the phenotype to perform and use a large number of fixed updates, but this
approach also has its drawbacks. If the required phenotype appears early in evolution, then the code is
optimized during the rest of the run, as no new functions are rewarded. If a creature from the above
run is compared with a creature from a run where the required phenotype appeared just before the
maximal number of updates, their genetic architecture will certainly be found to differ, as one creature
has optimized its coding while the other has not. Instead we decided to compare creatures with approx-
imately the same complexity. This was done by extracting a creature from the dominant genotype after
40,000 updates in each run; if it had reached a certain degree of complexity (it managed at least five
tasks including replication), it was kept for analysis. For each value of the mutation probability, 50 crea-
tures were collected and analyzed. That is, for each creature the FGA was calculated using a replica of
the CPU in Avida, and from the FGA the vector Twas calculated. The probability distributions of the
entries in T were then averaged over all creatures from the same setting.
4 Results
The creatures that had evolved at the low mutation rate ( p = 0.001) on average managed 6.3 F 1.3
tasks. The probability distribution P(k) can be seen in Figure 4, where it is shown in a log-log plot.1 Avida version 1.3 was used for all experiments reported in this article.
2 Supplementary material can be found at http://www.math.chalmers.se/~torbjrn/scale-free.
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Figure 3. Typical example of a FGA. Each row represents an instruction, and each column a task (gene). An instruction is
colored white in a task column if the task depends on that instruction, and gray if not.
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(correlation coefficient U = 0.99). This means that the distribution of connections for an
instruction scales as P(k) f kg.
For the high mutation rate ( p = 0.005) the mean number of tasks was 7.1 F 1.3. The probability
distribution P(k) can be seen in Figure 5, where it is shown in a log-log plot. Again the distribution
shows a clear tendency toward scale-free behavior, this time with a negative slope g = 2.2
(correlation coefficient U = 0.99). The data was also fitted with exponential curves (P(k)f ehk ),
but this gave fits with correlation coefficient U = 0.95 in both cases, which suggests that a power
law describes the data better.5 Dynamic Model of Gene Clustering
In random networks the scale-free behavior can be obtained from a growth algorithm that only
contains two basic components: growth and preferential attachment. Can the scale-free behavior of
the gene distribution observed in the previous experiments be explained from a similarly simple
growth algorithm?
In order to answer this question we have constructed a simple dynamic (Monte Carlo) model
that mimics the complex process of gene clustering in Avida creatures. The basic idea behind the
model is that new genes are more likely to appear in connection with existing genes [12]. This
preferential attachment of new genes is controlled by a parameter r, the gene attraction. To a first
approximation r can be interpreted as the probability that a mutation transforms an existing gene
into one that is capable of performing multiple tasks. This depends on the instruction set that is
being used, and also on the type of functions that are rewarded. If functions that are computationally
close are rewarded, then the gene attraction will be high. But part of the gene attraction can also beArtificial Life Volume 14, Number 3270
Figure 4. The gene distribution P(k) for the low mutation rate p = 0.001 plotted in a log-log diagram. Note that graph is
shifted to the left [i.e., log(k + 1) is plotted] to allow for a logarithmic plot. The gene distribution shows a scale-free
tendency with g = 2.5. The error bars correspond to 1 SD.
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creatures that have evolved under a high mutation rate on average have a higher clustering of genes
(0.8 F 0.5 genes per instruction for the low mutation rate, compared to 1.1 F 0.5 for the high
mutation rate). As the instruction set and rewarded functions are the same for both the high and the
low mutation setting, this implies that the mutation rate influences the probability of genes to cluster.
In fact the gene attraction is a priori (i.e., explicitly) independent of the mutation rate, but the
environment in which the population evolves selects for genotypes with a high gene clustering [8],Figure 5. The gene distribution P(k) plotted in a log-log diagram. The mutation rate is p = 0.005. Note that the graph is
shifted to the left to allow for a logarithmic plot. The gene distribution shows a scale-free tendency with slope g = 2.2. As
above, the error bars correspond to 1 SD.
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mutation rate would then correspond to a higher value of the gene attraction.
5.1 Model Description
Each Monte Carlo simulation is started with a genome of length L, which does not contain any genes.
For simplicity we will consider a fixed genome length, although this is not the case in the evolution of
Avida creatures (under the default settings). We will for simplicity consider genes of a fixed length D.
The genes will further be assumed to be constructed of a set of simply connected instructions, which
is not strictly true in Avida. At each time step of the simulation a new gene is added to the genome.
The position of the new gene is determined by the current gene distribution, and the probability Q(i )
that the center of the new gene appears at instruction i is given by
QðiÞ ¼ rki þ 1PL
j¼1ðrkj þ 1Þ
ð1Þ
where ki is the number of genes that already are connected to that instruction. After the site of the new
gene has been chosen all instructions that the gene covers have their ki’s incremented by one. This
model contains the two components that shape the growth of scale-free networks namely (i) growth
(new genes are constantly added to the genome and thus creating new connections), and (ii) pre-
ferential attachment (new genes are more likely to appear where the gene distribution already is high).
Figure 6 shows the result of two typical simulations with differing values of the gene attraction r.
The left plot shows the gene distribution for a low gene attraction (r = 1), while the right is for a
higher attraction (r = 10). The other parameters were fixed at L = 100, D = 15, and the number of
genes N = 8. From this plot it can be seen that a higher gene attraction gives rise to highly over-
lapping genes, while the low r case gives a more uniform gene distribution.
The comparison between the dynamic model and the results from Avida creatures was performed
by simulating a large number of gene distributions (1,000 different realizations of the process),
calculating the probability distribution P(k), and comparing it to the one obtained from Avida. All
parameters for the model were estimated from the Avida organisms, except the gene attraction,
which was used to fit the model to the data obtained from the Avida experiment. Figure 7 shows
the gene distribution P(k), with parameters estimated from the high mutation rate ( p = 0.005). The
genome length was set to the average value among those creatures, L = 130; the gene length, to theFigure 6. The gene distribution at the end of two simulations with different values of r, all other parameters being fixed at
L = 100, D = 15, and the number of genes N = 8: (a) r = 1, and (b) r = 10. The higher gene attraction gives rise to
clustered genes; the lower, to a more uniform gene distribution.
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Figure 7. The gene distribution from the simple Monte Carlo model of gene attachment plotted together with the actual
gene distribution from creatures that have evolved under the high mutation rate. The plot shows that the model recovers
the scale-free behavior and shows good agreement between the model and the data when the gene attraction r = 6.5.
The error bars correspond to 1 SD.
The Emergence of Overlapping Scale-free Genetic ArchitectureP. Gerlee and T. Lundhaverage D = 15; and the number of genes, to N = 7, the average in the population. The gene
attraction r was fitted to the data using a least squares method and was found to be r = 6.5. The plot
shows that the model also gives rise to scale-free behavior and that it matches the results from Avida
quite well.
In order to further investigate the behavior of the model, we measured how the exponent g in the
scale-free distribution depends on the gene attraction r. The results can be found in Figure 8, andFigure 8. Using the dynamic model of gene clustering, the fitted exponent g in the scale-free distribution is plotted as a
function of the gene attraction r.
Artificial Life Volume 14, Number 3 273
The Emergence of Overlapping Scale-free Genetic ArchitectureP. Gerlee and T. Lundhshow that g is an increasing function of the gene attraction. This result is intuitive in that a larger r
gives rise to more clustered genes, and thus to a slower decay in P(k) f kg.6 Discussion
The results from our experiments with Avida show that for both low and high mutation rates the
genetic architecture of Avida creatures tends to a scale-free structure. Although the genome does not
form a network in a strict sense, the overlap of genes can be interpreted as interactions between
different genes, which in turn can be seen as an interaction network. It is known that scale-free
networks can be generated using a simple growth algorithm that relies on growth of the network and
preferential attachment. The emergence of a scale-free architecture in the genetic architecture
therefore suggests that it is preferential attachment or gene clustering that is the dominating force
behind gene development. It should be noted that this preferential attachment is dependent on the
mutation probability, which implies that although the a priori probability for an existing gene to
mutate into one that performs more functions is independent of the environment, the mutation rate
affects the gene clustering because it causes selection to favor more robust coding. This was also
observed in our experiments where creatures from the low mutation probability had a distribution
that tailed off faster (g = 2.5) than that of the creatures from the high-mutation environment (g =
2.2), implying that the low-mutation creatures had less clustered genes.
The scale-free structure was recovered from a simple Monte Carlo model of gene clustering, which
suggests that the genetic architecture indeed is driven by preferential attachment to existing genes. For
creatures that had evolved under the mutation probability p = .001 we observed a slope of g = 2.5 in
the gene distribution, which in the dynamic model corresponds to a gene attraction of rc 5. On the
other hand, for creatures that had evolved under p = .005 we measured g = 2.2, which corresponds
to r = 6.5. This confirms our hypothesis that the mutation rate affects the gene attraction, and that a
high mutation rate selects for creatures with a higher degree of overlap among the genes.
The exponent g can also be given another meaning by considering the genetic architectures that
give rise to low and high values of g. For example, consider an Avidian creature where all genes are
coded sequentially in the genome (without overlap). This architecture will give rise to a connectivity
distribution for which P(k) > 0 only for k = 0, 1 (redundant instructions and instructions involved
in one gene) and P(k) = 0 for all k > 1. This distribution can be viewed as the limiting case of a
scale-free distribution where g is tending to infinity. On the other hand consider a creature which has
a fully connected architecture. This creature will have a uniform distribution of connectivity over all
instructions, and thus P(k) = c for some c > 0. This can be interpreted as the limiting case of a scale-
free distribution where g is tending to zero. From this point of view we can interpret g as a measure
of genetic complexity, as the former example has a very simple genetic architecture, while the latter
would be considered more complex. This would then allow us to determine the complexity of a
genetic architecture by studying the exponent in the scale-free degree distribution.
In conclusion, we have shown that a scale-free genetic architecture spontaneously emerges in
Avida creatures and that the exponent g in the distribution depends on the mutation rate. This
suggests that the scale-free architecture is a natural outcome of an evolutionary process and that the
genetic information self-organizes into a state that is robust with respect to mutations, but that still
can evolve toward higher complexity. In the future we aim to test this hypothesis by analyzing the
genetic architecture in other Alife platforms, as for example Tierra [16]. Other possible extensions of
the results presented here would be to investigate how the genetic architecture evolves over time, and
also to make systematic measurements of how the slope g of the scale-free distribution depends on
the mutation rate.Acknowledgments
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