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We probe ultra-strong light matter coupling between metallic terahertz metasurfaces and Landau-
level transitions in high mobility 2D electron and hole gases. We utilize heavy-hole cyclotron res-
onances in strained Ge and electron cyclotron resonances in InSb quantum wells and compare our
results to well known parabolic AlGaAs/GaAs quantum well (QW) systems. We observe an opening
of a lower polaritonic gap and thus a mode softening of the polariton branches, which clearly deviate
from the standard Hopfield model previously verified in cavity quantum electrodynamics. At the
largest coupling ratio of the s-Ge QW the extracted lower polariton frequency is seen to approach
zero frequency. The data are well represented by an effective Hamiltonian where the strength of the
diamagnetic term is lower than the one for the Hopfield model.
Light-matter interaction phenomena are the driving
force of quantum optics, and have been investigated in
platforms ranging from atoms [1] to solid state systems
[2]. The creation of quasi-particles called cavity polari-
tons in solid-state based systems enables strong, non-
linear, photon-photon interactions. This allowed the ob-
servation of Bose-Einstein condensation in solids [3], su-
perfluidity, quantized vortices and dark solitons, form-
ing the fascinating field of quantum fluids of light [4].
A cavity polariton exists when the light-matter coupling
strength is larger than the dephasing rates of the indi-
vidual components, which are then in strong coupling
with reversible energy exchange between light and mat-
ter. The vacuum Rabi frequency ΩR quantifies this cou-
pling strength and by tuning the magnitude of ΩR, dif-
ferent physical regimes can be explored. An increase
of the interaction strength towards the transition fre-
quency ωij leads to the so-called ultra-strong coupling
regime. Usually negligible terms, such as the polar-
ization self-interaction and counter-rotating terms, then
have to be included in the Hamiltonian representing the
system. This impacts the physics of the resulting quasi-
particles: the ground state of an ultra-strongly coupled
system contains virtual photons [5, 6], with a number
proportional to the normalized light-matter coupling ra-
tio ΩR/ωij [7]. Several theoretical works predict photon
emission from these anomalous quantum vacua upon the
non-adiabatic modulation of one of the system’s parame-
ters [5, 8, 9], or via spontaneous conversion [10, 11]. One
way to enhance ΩR and thus drive the system into the
ultra-strong coupling regime is the collective enhance-
ment due to the coupling of N material excitations to
the same cavity mode, yielding an increased Rabi fre-
quency
√
N ΩR. The collective radiative coupling of ma-
terial excitations in a reduced volume (V < λ3) is also
the basis of the phenomenon of Dicke superradiance and
of the superradiant phase transition [12–14]. Dicke su-
perradiance has been observed in atomic systems [15]
and more recently the superradiant phase transition has
been realized in a driven-dissipative system of cold atoms
[16]. Such phenomena have attracted great attention
lately also in the solid-state community, with observa-
tion of superradiant-related physics in different experi-
mental platforms [17], for example semiconductor quan-
tum dots [18] or quantum wells [19]. In cavity quantum
electrodynamics (QED) within the dipolar approxima-
tion, in solid-state systems and in semiconductor inter-
subband systems such a phase transition is prevented by
the so-called ‘no-go’ theorem [20–22]. The term contain-
ing the squared vector potential (A2 term, also called the
diamagnetic term) in the minimal-coupling Hamiltonian
shifts the energy dispersion towards higher energies, such
that the lower branch can never become gapless, and ac-
cordingly can never reach the ground state and exhibit
the critical point associated to the quantum Dicke phase
transition [23]. Suggestions to circumvent the no-go the-
orem in cavity QED include the use of multi-level atomic
systems [24] or by considering systems with linear dis-
persion relation, like in graphene, even if this question is
still under debate [25, 26].
Other works showed, that also by including Coulomb
dipole-dipole interaction [27, 28] one could possibly re-
store a Dicke-like model.
In experiments with two dimensional electron gases
(2DEGs) in AlGaAs/GaAs QWs, which exhibit parabolic
in-plane band dispersion, a coupling ratio beyond unity
[29] has been achieved and a very good agreement of the
polaritonic dispersion with the Hopfield-like Hamiltonian
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2including all counter-rotating and diamagnetic terms has
been verified [29–35]. Here, striving to engineer ultra-
strong coupling in a purely ground state system, which
deviates from a standard Hopfield model, we utilize two
QW systems with a more complex 2D electron or hole
gas: a strained germanium quantum well (s-Ge QW) with
an occupied non-parabolic heavy-hole band and indium
antimonide quantum wells (InSb QW) with extremely
light mass electrons. We couple the Landau-level tran-
sitions (ωij = ωcyc) to a terahertz (THz) metamaterial
resonator with subwavelength electric field confinement.
In the present work with s-Ge and InSb QWs, we system-
atically scale our cavity frequency fLC = ωLC/2pi litho-
graphically to control the coupling rate, and observe an
opening of a lower polaritonic gap. In other words, the
energy of the lower polariton branch no longer reaches
the empty cavity frequency at high magnetic fields (as in
the Hopfield model). We modify the standard Hopfield
Hamiltonian to include an effective reduction of the dia-
magnetic terms to capture the purely experimentally ob-
served change, with which we obtain an excellent agree-
ment to our experimental polariton branches.
The matter part of our coupled system, the inter-
Landau level transition, is tunable in energy by an ex-
ternal static magnetic field as the cyclotron resonance
scales as ωcyc = eB/m∗. The cyclotron resonance is di-
rectly accessible in transmission THz time domain spec-
troscopy (as shown in Fig. 1 (c), (d)), and the effective
mass of the carriers can be deduced by a linear fit to the
measured resonance. In contrast to a standard and well
known AlGaAs/GaAs QW, the s-Ge QW and InSb QWs
exhibit additional and more complex properties, appeal-
ing to conduct ultra-strong coupling experiments, which
we compare then to the standard AlGaAs/GaAs QW.
The s-Ge and InSb QWs are showing e.g. heavy non-
parabolicity, strain and spin-orbit interaction [36–40],
with a heavier and lighter cyclotron effective mass than
the standard AlGaAs/GaAs QW (m∗GaAs = 0.071me),
respectively.
The s-Ge QW has a thickness L = 20 nm, heavy-hole
(HH) density 1.3 × 1012 cm−2, effective mass m∗HH =
0.118me, g-factor 5.0, and mobility 1.5×106 cm2V−1s−1
[36]. In this system the 1.3 % biaxial compressive strain,
provided by the Si0.3Ge0.7 barriers, lifts the degeneracy
of the heavy-hole and light-hole band at the Γ-point.
The band structure of this structure was calculated using
the 6 × 6 k · p method following Ref. [41], including the
heavy-hole, light-hole and split-off bands, and a wavevec-
tor kz = pi/L to include the influence of quantum con-
finement. As shown in Fig. 1(a), the heavy-hole band
is strongly non-parabolic due to the applied strain. The
effective mass at the Γ-point is m∗HH = 0.0675me, as
obtained from a parabolic fit at low wavevectors (green
line). The gray shaded area indicates the range of the os-
cillatory chemical potential µF , which lies clearly in the
region that is no longer within the parabolic approxima-
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FIG. 1. Calculated in-plane bandstructure of (a) the heavy
hole (HH) and light hole (LH) band of the s-Ge QW and
(b) the conduction band of an InSb QW (double side doped
(SSD)). The shaded gray area indicates the chemical poten-
tial µF / Fermi energy EF of each sample. The measured cy-
clotron resonance transmission spectra are displayed as func-
tion of magnetic field for the (c) s-Ge QW (from Ref. [36],
expressed in units of ellipticity η) and (d) InSb QW.
tion. Note that within this range the in-plane dispersion
remains essentially isotropic.
The InSb QWs have a strongly non-parabolic conduc-
tion band with a very small bandgap (≈ 180 meV [42]),
featuring a very light effective mass electron which we
determined by cyclotron resonance measurements to be
m∗e = 0.0248me for a double side doped (DSD) quantum
well and m∗e = 0.0243me for a single side doped (SSD)
QW. The effective mass of the InSb DSD QW at the Γ-
point is m∗e = 0.020me, as obtained from a parabolic fit
at low wavevectors (Fig. 1 (b) green line). The DSD
QW has a thickness of L = 23 nm, an electron density of
4.9×1011 cm−2 with a mobility of 3.49×105 cm2V−1s−1,
3and the SSD QW has a thickness of L = 21 nm, an
electron density of 3.65 × 1011 cm−2 with a mobility of
2.03 × 105 cm2V−1s−1. Details on the growth of such
QWs are published in Ref. [39].
For the cavity we chose complementary split ring res-
onators (cSRRs), which can be described by a lumped
element electric circuit model with a characteristic LC-
resonance where the vacuum electric field fluctuations
are greatly enhanced due to the strongly sub-wavelength
cavity volume [30, 32]. We design a cavity with a LC-
resonance fLC = ωLC/2pi and then scale the geometry
of the resonator by a linear factor a (from a = 0.5 to
a = 2.3/2.4 on all QWs) with constant metal thickness
(4 nm Ti and 200 nm Au). The lithographic tuning was
experimentally verified and measured on a bare Si sub-
strate (see supplemental material (S.M.) [43]) and on
GaAs in our previous work [34], revealing a linear fre-
quency scaling with the inverse of the geometrical scal-
ing factor fLC ∝ a−1. As the frequency of the cavity
depends on the dielectric environment in close vicinity,
the empty cavity frequencies, i.e. the frequencies without
carriers, for the s-Ge and InSb QW samples were fur-
ther determined by depositing three cavity arrays cho-
sen from across the frequency range of f ≈ 200 GHz
to f ≈ 900 GHz (= different scalings) on grown buffer
layer structures. The buffer layers have the same growth
structure as the QW sample, thus the same refractive in-
dex, but without containing a QW. From a linear fit to
the measured cavity frequencies on the reference struc-
tures the expected bare cavity frequencies for all arrays
of cSRR deposited on the QWs are deduced (see S.M.
[43]). Additionally, the lithographic accuracy (electron
beam lithography for s-Ge QW and photolithography for
InSb and GaAs QWs) is analyzed via the dimensions in
SEM graphs and the frequencies of the expected empty
cavity frequency on the QW corrected accordingly.
Probing the coupled samples with THz time domain
spectroscopy (see S.M. for details [43]) in transmission,
we measure the polariton dispersion of each frequency
and resonator array on the s-Ge, InSb and GaAs QWs at
a temperature of 3 K.
One example of such measurement of a s-Ge QW at
high filling factors, thus at low frequencies respectively,
is shown in Fig. 2 (a) with an optical micrograph of one
cavity of the full array shown in the inset (b). The bare
cavity frequency for the shown scaling factor a = 2 is
at fLC = 208 GHz (solid cyan line), which lies between
the frequencies of the polariton branches at high and
low magnetic field, with fLP = 165 GHz (lower polari-
ton (LP)) and fUP = 292 GHz (upper polariton (UP)),
respectively. This is a very striking and peculiar feature,
as in the standard Hopfield-like Hamiltonian [5, 6] to de-
scribe the ultra-strong coupling, one usually recovers the
empty cavity frequency at high magnetic fields, as it was
experimentally verified multiple times with GaAs sam-
ples [29, 30, 33].
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FIG. 2. (a) THz transmission of a resonator at fLC =
ωLC/2pi = 208 GHz as a function of magnetic field. White
areas indicate high transmission and the polariton branches.
The empty cavity frequency fLC = ωLC/2pi is shown by the
solid cyan lines, and the solid magenta lines show the cy-
clotron frequency fcyc = ωcyc/2pi. Polariton dispersion fits
are shown with the Hopfield model (dashed blue lines) and
with a fitted reduced prefactor d (solid green lines). In the
inset (b) the cSRR is displayed for scaling a = 2. In (c) the
deviation of the lower polariton frequency fLP to the empty
cavity frequency fLC is displayed for GaAs QW (dark blue
circles), s-Ge QW (red squares) and InSb QWs (orange (single
side doped QW) and yellow (double side doped QW) stars)
as function of the geometrical scaling, where the coupling
strength increases towards the left.
The Hopfield-like Hamiltonian can be written as the
sum of different contributions [6]: H = Hmat + Hint +
Hdia + Hcavity, with the material excitation Hmat, the
bare cavity electromagnetic field Hcavity, the interac-
tion term Hint and the diamagnetic term Hdia aris-
ing from the self-interaction of the light, including all
counter-rotating terms. The diamagnetic term is [5, 6]
Hdia = ~
∑
k
(
Dk(a†kak + aka
†
k) +Dk(aka−k + a
†
ka
†
−k)
)
and leads to a renormalization of the polariton ener-
gies. The value D of the diamagnetic terms is in the
4case of parabolic dispersion approximated as Dk = D ≈
Ω2R/ωcyc [6] by evaluating the Thomas-Reiche-Kuhn sum
rule (also known as the f-sum rule) [5].
To capture the observed different renormalization of
the polariton energies, we introduce here a parameter
d with which we can reduce effectively the strength of
the diamagnetic term D = dΩ2R/ωcyc. In the effec-
tive model, a polaritonic gap opening with respect to
the bare cavity frequency for both polariton branches is
predicted (see details in S. M. [43]), just as observed in
Fig. 2 (a). We fit the measured polariton branches to
extract the normalized coupling ratio ΩR/ωcyc following
the procedure described in Ref. [30], but implement-
ing the modified Hopfield model with the prefactor d as
an additional fitting parameter for the effective diamag-
netic term D = dΩ2R/ωcyc. The fit (solid green line)
is in very good agreement with the measured polariton
branch dispersion, yielding a prefactor d = 0.7 (normal-
ized root mean square (RMS) deviation below ≈ 3%)
for the shown cavity frequency. The normalized coupling
rate is as large as ΩR/ωcyc = 0.57. If, instead, one keeps
the prefactor at d = 1 for the standard parabolic Hop-
field model, the fit (dashed blue line) does not describe
the measured data very accurately (normalized RMS de-
viation rises to above 15%).
The deviation of the lower polariton frequency fLP
at high magnetic fields from the empty cavity frequency
fLC is extracted for all cavities on GaAs, s-Ge and InSb
QWs and displayed in Fig. 2 (c) as function of the in-
verse scaling factor a. In the case of the known GaAs
QW (Fig. 2 (c), dark blue circles), we verify again that
the deviation for all frequencies (f ≈ 200− 900 GHz) is
less than 5% (and less than 15 GHz in absolute terms),
thus the lower polariton frequency and the empty cavity
frequency coincide at high magnetic fields, far detuned
from the anticrossing. For the s-Ge and InSb QWs in-
stead, we observe an increasing deviation with increasing
coupling strength, up to 20% for the s-Ge QW (Fig. 2
(c), red squares, 43 GHz absolute deviation) and 10% for
the InSb QWs (Fig. 2 (c), yellow and orange stars). In-
terestingly, one cavity array (fLC = 160 GHz) of the s-Ge
QWs (Fig. 2 (c), bright green triangle), which shows a
characteristic crosshatch pattern of strain relaxation (see
S. M. [43]), has a lower polariton frequency very close
to the empty cavity frequency again, with a deviation of
less than 5% as for the GaAs QW.
One typical representation [21] of the polariton fre-
quencies is to show the normalized polariton dispersion
as function of normalized coupling strength, as in Fig. 3.
Thus, for each anti-crossing, which we measure as trans-
mission spectra as function of magnetic field, we extract
the upper and lower polariton frequency ωLP/UP at the
point of the minimal splitting of the two branches (=
vacuum Rabi frequency) and normalize to the empty cav-
ity frequency ωLC (exact step by step procedure can be
found in the S.M. [43]). In the Hopfield model, the point
of minimal splitting corresponds strictly to the resonant
condition ωLC = ωcyc, whereas in an effective model
with d < 1, this point of minimally splitted branches
shift towards lower magnetic fields (as for a pure Dicke
model with D ≡ 0, see S. M. [43]). The solid blue line in
Fig. 3 corresponds to the calculated standard Hopfield
model, which agrees well with our previous experiments
on AlGaAs/GaAs QWs [30–34]. Full dark blue circles
show our data from Refs. [33, 34], nicely agreeing with
the Hopfield model. For the scaling study on s-Ge QWs
(Fig. 3, red squares and diamonds) instead, we observe
a clear deviation of our measured polariton frequencies
from the calculated Hopfield dispersion. The upper and
the lower polariton frequencies are at lower frequencies
than expected by the Hopfield model at high normalized
couplings ΩR/ωcyc. The prefactor d and the Rabi fre-
quency serve as fitting parameters and it is especially
notable, that the obtained value for d is dependent on
the coupling strength and does not represent a constant
value in our fitting result (see also data tables in the S.M.
[43]). The deviation from the Hopfield model increases
with increasing coupling strength, which we achieve by
scaling the cavity frequency to lower values and thus cor-
responds to an anticrossing a lower magnetic fields. The
largest deviation observed here is shown in Fig. 2 (a) as
described before with d = 0.7 for ΩR/ωcyc = 0.57. Fur-
ther measurements with even lower cavity frequencies re-
sult in only the observation of the upper branch, as the
lower polariton branch is lower than the experimentally
observable frequency region (THz-TDS bandwidth > 0.1
THz). These measurements with a projected lower po-
lariton branch are included in the supplemental material
[43].
Additionally, in Fig. 3 we also include a measurement
at fLC = 160 GHz with a partially relaxed s-Ge QW
sample (as in Fig. 2 (c)), where the semiconductor ma-
terial shows a crosshatch pattern, characteristic of strain
relaxation (see S. M. [43]). The best fit of the polariton
branches yielded a prefactor d = 0.95, with the normal-
ized polariton frequencies (Fig. 3, green triangles) close
to the Hopfield model again. This result suggests that
the strain plays a critical role for the observed renormal-
ization of the polariton energies.
In conclusion, we report a solid-state system in the
ultra-strong coupling regime that exhibits a mode
softening of the polariton branches compared to the
standard Hopfield model, where the lower polariton
never reaches the ground state, regardless of how high
the normalized coupling rate is. In contrast, in our s-Ge
QW and InSb QW systems the polariton branches are
indeed experimentally observed at lower frequencies. We
capture this change by an effective model including a
reduced diamagnetic term, which at high filling factor is
about 30% less than in the Hopfield model. Key features
of our system, which might lead to a theoretical model
to predict this observed change, include the strain in the
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FIG. 3. Normalized polariton frequencies ωLP/UP /ωLC at
the position of minimal splitting versus the normalized cou-
pling strength ΩR/ωcyc. The theoretical Hopfield-model is
displayed with blue solid lines. Experimental data points for
parabolic 2D electrons in GaAs QWs fit the Hopfield model
(dark blue circles [33, 34]). Experimental data points for the
non-parabolic 2D heavy-holes in a s-Ge QW are displayed in
red squares (series 1) and diamonds (series 2). The bright
green triangles are for a partially relaxed s-Ge QW of sample
series 2.
systems, non-parabolic band dispersions and (Rashba)
spin-orbit coupling effects [36–40]. Which physical effect
leads to the observed deviation from the Hopfield and
whether this could lead to a Dicke quantum phase
transition remains an open question and needs to be
investigated in the future. However, with our results
we clearly enter an uncharted regime of the ultra-strong
coupling with a purely ground state, solid state system
leaving the validity of a Hopfield model. Exploring the
nature of the ground state and its excitations in this
parameter region would be highly relevant and could
answer fundamental questions concerning the possibility
of a Dicke superradiant transition outside of driven sys-
tems [16]. Experimentally, this study would benefit from
further increase in the light-matter coupling strength
by, for example, increasing the number of quantum
wells, the hole density, or simply further down-scaling of
the resonator frequencies. Investigating other complex
solid state material system might also be able to help
to disentangle the possible causes and shed light on the
origins of the observed mode softening.
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7SUPPLEMENTARY MATERIAL
HOPFIELD MODEL, DICKE MODEL AND
EFFECTIVE MODEL
In Fig. 4, we report the polariton dispersion of the
theoretical model as a function of the magnetic field B
for a fixed cavity frequency ωLC/2pi = 500 GHz and a
fixed normalized coupling rate of ΩR/ωcyc = 0.4, below
the critical coupling for a phase transition. For the
case of parabolic dispersion (d = 1, solid blue line) the
diamagnetic term opens a polaritonic gap between the
upper polariton branch and the empty cavity frequency
at zero magnetic field, while the lower polariton branch
tends to ωLC at large B. The model with d = D = 0
(red line) corresponds to the Dicke model, where the
diamagnetic terms are absent, at a lower normalized
coupling rate than the critical coupling of 50 % for
a phase transition [21]. The frequency of the upper
polariton branch is equal to the empty cavity frequency
at zero magnetic field. The lower polariton branch
shows a lower energy than the empty cavity frequency
at high magnetic fields, opening a lower polaritonic
gap. For the intermediate case with D = 0.5 Ω2R/ωcyc,
displayed in Fig. 4 (solid green line), the modified
model predicts a polaritonic gap opening with respect
to the bare cavity frequency for both polariton branches.
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FIG. 4. Calculated polariton dispersion as function of mag-
netic field for different relative strengths of the radiation self-
interaction (diamagnetic term D) in the Hamiltonian for a
fixed coupling rate of ΩR/ωcyc = 0.4, below the critical cou-
pling for a phase transition. The position of the minimal
splitting of the polariton branches (vertical dashed lines) low-
ers in magnetic field on reducing the diamagnetic term.
The point of minimal splitting between the upper and
lower polariton branches in the standard Hopfield model
is equal to the position of the nominal crossing point (=
resonance condition) of the bare cavity frequency and the
cyclotron resonance (indicated with dashed blue line in
Figure 4). This minimal splitting of the branches is de-
fined as the vacuum Rabi frequency of the system. In
a model with a reduced A2-term, the minimal splitting
of the upper and lower polariton branch is shifting away
from the uncoupled crossing point as indicated by the
dashed green and red lines in Fig. 4. As the vacuum
Rabi frequency (= minimal splitting of the branches) is
a measurable physical quantity of the coupled systems,
we conducted all data analysis at this point.
Thus, to present the theoretical line for the Hopfield
model and the experimental data points Figure 3 in the
main body of the article (and Fig. 3 below), where the
normalized polariton frequencies as function of normal-
ized coupling strength are shown, the following steps are
undertaken:
1. Extract the measured polariton dispersion (max-
ima) from the data.
2. Fit with the effective model, where the coupling Ω
is fitted with a routine described in our previous
work [30] with an additional fit of the value d.
3. The fit result yields the frequencies of the upper po-
lariton branch fUP (B) and lower polariton branch
fLP (B) as function of magnetic field B and the cor-
responding coupling strength Ω.
4. We find the minimal splitting of the two branches
by subtracting the lower polariton branch from the
upper polariton branch and search the minimum of
this difference. This yields the value of the mag-
netic field Bmin at which the splitting in minimal.
5. We find the frequency of the upper and lower
polariton branch at Bmin, thus fUP (Bmin) and
fLP (Bmin).
6. For the experimental data, these points are then
directly displayed in Fig. 3 in the main body and
Fig. 3 in this supplemental material, normalized
by the empty cavity frequency ωLC , thus we show
fUP/LP (Bmin)/ωLC as a function of the coupling
strength Ω which is normalized to the transition
frequency ωij = ωcyc of the uncoupled system, as
e.g. proposed and conventionalized in Ref. [5].
87. For the theoretical model, instead of the fitting
procedure in point 3., one can find the Eigenvalues
directly for a given Ω without fitting any data,
from a Hopfield matrix as in Eq. [18] in Ref. [6]
and repeat the procedure for a range of coupling
strength Ω to display a continuous line.
In Fig. 5, we display the calculated Hopfield model
dispersion (blue solid line) and all the measured upper
and lower polariton frequencies. Full dark blue circles
show our data from Ref. [33] and open dark blue circles
correspond to measurements taken in our resonator scal-
ing study as also shown in Fig. 2 (c) in the main text and
in Ref. [34], nicely agreeing with the Hopfield model. For
the scaling study on s-Ge QWs (Fig. 3, green squares)
instead, we observe a clear deviation of our measured
polariton frequencies from the calculated Hopfield dis-
persion. The upper and the lower polariton frequencies
are at lower frequencies than expected by the Hopfield
model at high normalized couplings ΩR/ωcyc. To further
investigate this deviation, we fabricated a second sample
series on s-Ge with even lower frequencies (a = 2−4, low-
est frequency fLC = 104 GHz) to achieve higher coupling
strength, shown as green diamonds in Fig. 3. The filled
green diamonds represent measurements where the above
described fitting method is conducted, i.e. the upper and
lower polariton branch are fitted, with the prefactor d and
the Rabi frequency as fitting parameters. The open green
diamonds however, show data where only the upper po-
lariton branch can be observed experimentally due to the
limited bandwidth of the THz-TDS setup, which yields
a good signal to noise ratio only above ∼ 100 GHz. To
determine the prefactor d in those cases, the linear scal-
ing of the normalized coupling ratio ΩR/ωcyc with the
square root of the filling factor
√
ν of the Landau levels
is exploited [6, 30, 34] and also verified for the measured
s-Ge samples with both polariton branches. Thus, we use
the upper polariton branch, the known cavity frequency
and an expected normalized coupling ratio to determine
the prefactor d to fit the data. The highest coupling
strength is expected for the lowest cavity frequency of
fLC = 104 GHz with ΩR/ωcyc = 0.72 which results in
d = 0.42± 0.15.
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FIG. 5. Normalized polariton frequencies ωLP/UP /ωLC at
the position of minimal splitting versus the normalized cou-
pling strength ΩR/ωcyc. The theoretical Hopfield-model is
displayed with blue solid lines. Experimental data points for
parabolic 2D electrons in GaAs QWs fit the Hopfield model
(dark blue circles [33, 34]). Experimental data points for the
non-parabolic 2D heavy-holes in a s-Ge QW are displayed
in green squares (series 1) and diamonds (series 2). The
filled green diamonds represent data where both the upper
and lower polariton branch where fitted, whereas the open
green diamonds indicate measurements where only the upper
polariton branch is observable due to technical reasons and
the fitting procedure is adapted. The bright green triangles
are for a partially relaxed s-Ge QW of sample series 2. Or-
ange and yellow stars correspond to the measurements with
InSb QW with double side doping and single side doping,
respectively.
For the InSb QWs, we observe higher coupling strength
at the same cavity frequencies due to the light mass which
leads to a resonant condition with the cavity frequency
at higher filling factors. As already clearly seen in Fig.
2 (c) in the main text, we observe a deviation of up to
10% for the lower polariton branch from the empty cavity
frequency thus from the Hopfield model, although not as
noticeable as for the s-Ge QW. That this deviation is
not as strongly visible in Fig. 3 as compared to Fig.
2 (c) of the main body text, most probably originates
from the way we implement the effective model: D =
dΩ2R/ωcyc the parameter d stands in quadratic relation
to the coupling strength.
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FIG. 6. (a) Scaling of the cavity frequency on a Si substrate.
In bright green squares are the measured frequencies with
a linear fit (black line). In (b) the scaling on a 3µm layer
of SiGe on Si is displayed with the measured frequencies in
bright green squares from which with a linear fit (black line)
the used frequencies in dark green squares are deduced.
SCALING OF THE CAVITY FREQUENCY
Geometrically scaling all dimensions of the comple-
mentary split ring resonator results in a linear scaling
of the cavity frequency with the inverse of the scaling
factor a. This has been utilized already to study ef-
fects in ultra-strong coupling on GaAs [34]. Here, we
verify again the linear behavior as shown in Fig. 6 (a)
for a Si substrate. Moreover, on a grown material layer
of SiGe on Si, without the quantum well, three cavities
where fabricated and measured (Fig. 6 (b), bright green
squares). This 3µm SiGe layer is identical to the one
used in the actual sample, such that the refractive index
is the same, but it does not contain the quantum well and
the doping layer. Thus, we can deduce the empty cav-
ity frequency (without carriers, unperturbed frequency)
from these measurements and use the linear scaling to
identify all empty cavity frequencies (Fig. 6 (b), green
squares) for all arrays measured on a QW structure.
THZ-TDS MEASUREMENTS AND FITS
All measurements are carried out in a THz-TDS setup
utilizing a photo-conductive switch as a THz source
[44, 45]. The switch is illuminated with a Ti:Sapphire
laser with 71 fs pulse duration at 800 nm wavelength and
80 MHz repetition rate at an average power of 500 mW.
The detection scheme includes a 3 mm-long ZnTe electro-
optic sampling crystal. The magnetic field is provided
by a superconducting split-coil magnet and the sample
temperature is T = 3 K. The THz transmission spec-
tra for the deposited arrays of complementary split ring
resonators on a s-Ge QW are displayed as function of
magnetic field in Fig. 7, together with the corresponding
fits for the Hopfield model and the modified model allow-
ing the diamagnetic term as fitting parameter. In Fig. 7,
the magnetic field independent empty cavity frequency is
displayed in a solid cyan line and the cyclotron frequency
of the s-Ge QW with effective mass m∗ = 0.1186m0 in a
FIG. 7. s-Ge QW samples with an empty cavity fre-
quency fLC = 181 , 252 , 319 , 415 , 519 , 692 GHz (solid cyan
line). The cyclotron resonance is shown with a magenta line.
A fit of the polariton branches with the Hopfield model (blue
dashed lines) and the effective model (green lines) is displayed.
solid magenta line. The fitted polariton dispersions are
displayed on the measured spectra, where a solid green
line corresponds to the model with a fitted reduced pref-
actor d and the Hopfield model is displayed in dashed
blue lines. For measurements in Fig. 8, only the upper
polariton can be observed experimentally and the fit is
done with a predicted coupling strength as described in
the main text. Figure 9 a) shows an optical microscope
graph of the area in which the typical crosshatch pattern
of strain relaxation can be observed, in b) the transmis-
sion measurement with the corresponding fits is shown.
The tables I-IV summarize all parameters from all shown
measurements. Figure 10 and 11 show all measurements
on InSb QWs with corresponding fits of the polariton
branches.
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FIG. 8. (a) s-Ge QW sample with an empty cavity frequency
fLC = 104 GHz (solid cyan line). For (b), the same sample is
measured but with a low pass filter (black cardboard) which
is roughly double the thickness of the one used in (a), thus
suppressing more higher frequencies but also the overall trans-
mission goes down. In (c) and (d) the empty cavity frequency
fLC = 119 , 138 GHz (solid cyan line), respectively. Several
measurements were taken and the fitting results are averaged
(with errorbar) in the main paper, the shown measurement is
one example.
FIG. 9. a) Optical micrograph of the sample with cSRR on
s-Ge QW at f = 160 GHz, where the materials shows the
typical signs of cracks and lines of strain relaxation. b)
THz-TDS transmission measurements as function of magnetic
field of the strain relaxed cSRR array. The magnetic field
independent empty cavity frequency is f = 160 GHz (solid
cyan line).
TABLE I. Summarized parameters and results for s-Ge QW
Scaling a fLC (GHz) ΩR/ωcyc d fLC−fLPfLC (%)
sample series 1
0.6 692 0.2976 1 1.6
0.8 519 0.3459 1 1.9
1 415 0.3819 1 2.7
1.3 319 0.4412 0.95 4.5
1.65 252 0.5187 0.85 7.8
2 208 0.5744 0.7 20.5
Sample series 2
2.3 181 0.5557 0.75 19.7
2.6 (strain relaxed) 160 0.5711 0.95 2.3
3 138 0.6257 0.62± 0.03 -
3.5 119 0.6749 0.63±0.08 -
4 104 0.7232 0.42±0.15 -
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FIG. 10. InSb QW single side doped (SSD)
samples with an empty cavity frequency fLC =
187 , 280 , 373 , 448 , 560 , 640 , 746 , 814 , 895 GHz (solid cyan
line). The fit of the polariton branches is displayed with
green lines. Corresponding parameters are summarized in
Tab. II
TABLE II. Summarized parameters and results for InSb QW
- single side doped (SSD)
Scaling a fLC (GHz) ΩR/ωcyc d fLC−fLPfLC (%)
0.5 895 0.292 1 1.3
0.55 814 0.3063 0.95 2.3
0.6 746 0.3513 1 1.2
0.7 640 0.3715 0.95 3.1
0.8 560 0.3907 0.95 2.8
1 448 0.444 1 1.1
1.2 373 0.4704 1 1.9
1.6 280 0.5858 0.85 9.9
2.4 187 0.7248 0.95 11.0
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TABLE III. Summarized parameters and results for InSb
QW - double side doped (DSD)
Scaling a fLC (GHz) ΩR/ωcyc d fLC−fLPfLC (%)
0.5 907 0.3724 1 -0.3
0.55 824 0.3941 1 0.6
0.6 756 0.4024 1 1.5
0.7 648 0.4367 1 3.2
0.8 567 0.4711 1 4.0
1 453 0.522 0.9 7.4
1.2 378 0.525 0.95 4.2
1.6 283 0.6572 0.95 10.7
2.4 189 0.8446 0.95 9.5
fLC = 189 GHz fLC = 283 GHz
fLC = 378 GHz fLC = 453 GHz
fLC = 567 GHz fLC =  648 GHz
fLC =  756 GHz fLC =  824 GHz fLC =  907 GHz
FIG. 11. InSb QW double side doped (DSD)
samples with an empty cavity frequency fLC =
189 , 283 , 378 , 453 , 567 , 648 , 756 , 824 , 907 GHz (solid cyan
line). The fit of the polariton branches is displayed with
green lines. Corresponding parameters are summarized in
Tab. III
TABLE IV. Summarized parameters and results for GaAs
QW
Scaling a fLC (GHz) ΩR/ωcyc d fLC−fLPfLC (%)
0.5 983 0.1888 1 2.0
0.55 879 0.19 1 1.1
0.6 795 0.2073 1 1.9
0.7 675 0.2232 1 0.9
1 473 0.2525 1 1.3
1.2 396 0.3005 1 3.0
1.6 286 0.3614 1 3.9
2.4 205 0.3768 1 2.8
