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Abstract—Tensor completion estimates missing components by
exploiting the low-rank structure of multi-way data. The recently
proposed methods based on tensor train (TT) and tensor ring
(TR) show better performance in image recovery than classical
ones. Compared with TT and TR, the projected entangled pair
state (PEPS), which is also called tensor grid (TG), allows
more interactions between different dimensions, and may lead
to more compact representation. In this paper, we propose to
perform image completion based on low-rank tensor grid. A
two-stage density matrix renormalization group algorithm is
used for initialization of TG decomposition, which consists of
multiple TT decompositions. The latent TG factors can be alter-
natively obtained by solving alternating least squares problems.
To further improve the computational efficiency, a multi-linear
matrix factorization for low rank TG completion is developed
by using parallel matrix factorization. Experimental results on
synthetic data and real-world images show the proposed methods
outperform the existing ones in terms of recovery accuracy.
Index Terms—projected entangled pair state, tensor grid, low
rank tensor completion, alternating least squares, parallel matrix
factorization.
I. INTRODUCTION
Tensors are generalizations of scalars, vectors, and matri-
ces to multi-dimensional arrays with an arbitrary number of
indices [1]. It is a natural representation for many multi-way
images [2]. Tensor completion interpolates the missing entries
by exploiting the multi-way data structures [3], [4], which has
been used in a number of image recovery applications [5]–
[16].
Most tensor completion methods are based on low rank as-
sumptions induced from various decompositions. In tensor de-
composition, a higher-order tensor can be represented by a few
of contracted lower-order tensors. CANDECOMP/PARAFAC
(CP) decomposition factorizes a tensor into a linear combina-
tion of a series of rank-1 tensors [1], and CP decomposition
based completion methods have been studied in [17]–[21].
Tucker (TK) decomposition represents a tensor by a small
core tensor multiplied by a number of matrices [4], [22], and
a number of TK decomposition based completion methods
have been proposed in [6], [9], [21], [23]–[25]. Besides, a
recently widely used tensor singular value decomposition (t-
SVD) factorizes a 3-order tensor into two orthogonal tensors
and a f-diagonal tensor based on t-product [10]. The t-SVD
based completion methods can refer to [26], [27].
In addition to the aforementioned methods based on classi-
cal decompositions, there are a group of tensor networks based
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methods which show good performance in tensor completion,
especially for higher-order data processing. For instance, using
the tensor train (TT) decomposition which factorizes a tensor
into a set of intermediate tensors and two border matrices
[28], the methods proposed in [14], [29] show advantage
of high-order tensor completion compared with the above
methods. However, the performance of TT decomposition
based methods highly rely on the permutation of TT factors
[30]. The tensor ring (TR) decomposition represents a tensor
as cyclically contracted 3-order tensors [30], which is a linear
combination of TT. The TR decomposition methods for tensor
completion can refer to [31], [32].
Generally, the performance of a tensor completion method
is highly affected by the used tensor decomposition. A suitable
decomposition can well exploit the interactions between differ-
ent tensor modes, though it is intractable to theoretically prove
which tensor decomposition has the best representation ability.
The recent TT decomposition and TR decomposition show
better representation ability, which is verified by experiments
[14], [32].
As a two-dimensional generalization of TT, the projected
entangled pair state (PEPS) can be regarded as a lattice by
tensor network [33]. One commonly used lattice of PEPS
is square with open boundary conditions [34], thus we call
the PEPS tensor grid (TG) decomposition. The TG has poly-
nomial correlation decay with the separation distance [34],
while TT and TR have exponential correlation decay. This
indicates that PEPS has more powerful representation ability
because it strengthens the interaction between different tensor
modes. The tensor completion performance can be enhanced
accordingly. We call a TG factor an activated tensor, and the
corresponding environmental tensor is computed by contract-
ing all other TG factors once a TG factor is assigned as an
activated tensor.
Motivated by its outstanding representation capability, we
use TG to exploit low-rank data structure for tensor completion
in this paper. The proposed completion method interpolates the
missing entries by minimizing the fitting error between the
available data and their counterparts from computing a latent
low-rank TG. Alternating least squares (ALS) method is used
to solve the low-rank TG completion problem. The latent TG
factors are optimized by solving a series of quadratic forms
that consist of activated tensors and its environmental tensors.
The single layer (SL) method [35] is used to accelerate the
computation of environmental tensor. Besides, a more efficient
parallel matrix factorization algorithm is used for low-rank TG
completion too. In this algorithm, we consider the estimated
tensor as a weighted sum of several tensors, each of which
corresponding to a different TG unfolding. The recovery is
performed by optimizing the parallel TG factors. The results
of experiments on both synthetic data and real-world datasets
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show that TG structure significantly improve the representation
ability compared with other structures.
The rest of this paper is organized as follows. Section II
provides basic notations of tensor and preliminaries about ten-
sor grid completion. The alternating least squares for low-rank
tensor grid completion (ALS-TG) is presented in section III. In
IV, we propose the parallel matrix factorization for low rank
tensor grid completion (PMac-TG). The experimental results
of synthetic data completion and real-world data completion
are shown in section V. The conclusion is drawn in section
VI.
II. NOTATIONS AND PRELIMINARIES
A. Notation of tensor
Throughout this paper, a scalar, a vector, a matrix and a
tensor are denoted by a normal letter, a boldfaced lower-case
letter, a boldfaced upper-case letter and a calligraphic letter,
respectively. For instance, a D-order tensor is denoted as X ∈
RI1×···×ID , where Id is the dimensional size corresponding to
mode-d, d ∈ {1, . . . , D}.
The Frobenius norm of tensor X is defined as the squared
root of the inner product of twofold tensors:
‖X‖F =
√
〈X ,X〉 =
√√√√ I1∑
i1=1
· · ·
ID∑
iD=1
x2i1···iD . (1)
The Hadamard product ~ is an element-wise product. For D-
order tensors X and Y , the representation is
(X ~ Y)i1···iD = xi1···iD · yi1···iD . (2)
The mode-d unfolding yields a matrix X(d) ∈ RId×Jd by
unfolding X along its d-th mode, where Jd =
∏D
n=1, n 6=d In.
B. Preliminary on tensor grid decomposition
Tensor network is a powerful and convenient tool that
contains enormous structures. By the aid of tensor network,
the complicated mathematical expressions of many tensor
decompositions can be represented by graphs. Fig. 1 exhibits
the tensor network representations of CP/TK, hierarchical
Tucker (HT), TT and TR decompositions. Specifically, CP
and TK decompositions are star graphs, HT decomposition
is a tree graph, TT decomposition is a path graph, and TR
decomposition is a cycle graph.
In Fig. 1, the circles represent factors, and the lines
represent physical indices and virtual bonds. Each physical
index corresponds to a tensor dimension. The virtual bonds
denote contractions of the connected factors. The dimension
of the virtual bonds is also called bond dimension R [36].
Conventionally, bond dimension is called rank in the context
of tensor decomposition.
As it shows in Fig. 2(a), a TG is a Cartesian product of
two path graphs using the tensor network representation [33].
We divide the TG factors into three types, i.e., corner, edge
and interior factors. For a TG of size M ×N , the TG factors
are denoted by
{C(1,1), . . . , C(M,N)}, where the superscript
represents the positions of TG factors in the grid.
(a) A 5-order CP/Tucker. (b) A 4-order HT.
(c) A 4-order TT. (d) A 6-order TR.
Fig. 1: An interpretation for the tensor network representations
of CP/Tucker, HT, TT and TR decompositions. The circles
represent factors and the lines mean the contractions of the
connected factors.
As shown in Fig. 2(b), we define the TG rank as a vector
[R1, . . . , R2MN−M−N ], which is a concatenation of a row
rank matrix RR ∈ RM×N−1 and a column rank matrix RC ∈
RM−1×N :
[R1, . . . , R2MN−M−N ] =
[
vec
(
RC
)
; vec
(
RR
)]T
. (3)
We reshape the size vector [I1, . . . , IMN ] into a matrix I ∈
RM×N . There is no explicit definition of TG rank since TG
contains cycles [32], [33]. However, we can define the upper
bonds for RR and RC as
RRmn = min

n∏
j=1
Imj ,
N∏
j=n+1
Imj

RCmn = min
{
m∏
i=1
Iin,
M∏
i=m+1
Iin
} . (4)
Defining the indices
lm = (n− 2)M +m, rm = (n− 1)M +m
umn = M (N − 1)M + (m− 2)N + n
dmn = M (N − 1)M + (m− 1)N + n
,
then a TG factor can be denoted as C(m,n) ∈
RRl×Rr×Ru×Rd×Imn .
For the tensor X of size I1 × · · · × IMN and TG rank
[R1, . . . , R2MN−M−N ], the TG decomposition is represented
as
xi1···iMN =
∑
m,n
∑
lm,rm,umn,dmn
c
(1,1)
l1,r1,u11,d11,i11
· · ·
c
(m,n)
lm,rm,umn,dmn,imn
· · · c(M,N)lM ,rM ,uMN ,dMN ,iMN .
(5)
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(a) The TG factors are arranged in a grid with locations varying
from (1, 1) to (M,N). According to the locations they are
categorized into three types, i.e., corner, edge and interior
factors.
(b) The TG rank is divided into two classes, and we name
they row and column ranks which are represented by the
red lines and blue lines. The indices of the row ranks are
1, . . . ,M (N − 1), and the indices of the column ranks are
M (N − 1) + 1, . . . , 2MN −M −N .
Fig. 2: A graphical illustration of TG decomposition.
III. ALTERNATING LEAST SQUARES FOR TENSOR GRID
COMPLETION
The projection PO : RI1×···×ID 7→ Rm projects a tensor
onto O to yield a vector, where
O = {(i1, . . . , iD) | if entry xi1,...,iD is observed} .
For example, the formulation for the D-order tensor X is
PO (X )i1···iD =
{
xi1···iD (i1, . . . , iD) ∈ O
0 (i1, . . . , iD) /∈ O
. (6)
Given a support set O for observations, we can assume
the latent TG factors are {C} = {C(1), . . . , C(M,N)}. The TG
completion aims to recover the missing entries supported in
O⊥ by optimizing the TG factors in a data fitting model as
follows:
min
C(m,n)
m=1,...,M
n=1,...,N
1
2
‖PO (TG ({C}))− PO (T )‖22, (7)
where TG (·) is an operator that contracts the TG factors.
A. Initialization
All methods benefit from the initialized variables that are
already close to the optimal solution [36]. Therefore, we try
to develop an effective way for initializing the low-rank TG
completion.
As we know, the density matrix renormalization group
(DMRG) is used for efficient TT approximation [28]. It
reshapes the D-order tensor X of size I1 × · · · × ID into
a matrix X(1) ∈ RI1×I2···ID , and applies the singular value
decomposition (SVD) to the matrix, i.e., X(1) = UΣV.
Then U ∈ RI1×R1 is reshaped as the first TT factor, and
SVD is performed for the rest ΣV. The TT approximation is
accomplished by performing D − 1 SVD in such a way.
Our motivation comes from the TG contraction [35]–[37],
in which it applies TT contraction to TG along one mode
Fig. 3: The concept of TG decomposition. The SSVD method
consists of two phases, each phase involves TT decomposition.
and results in a TT, then it contracts this resultant TT to
derive the tensor. We propose a spectral method called two-
stage DMRG (2SDMRG) for efficient TG truncation, which
is an inverse of computation of TG tensor. As it illustrates in
Fig. 3, this method contains two phases. In the first phase, it
applies DMRG to the tensor and derive a TT. In the second
phase, it applies DMRG to each TT factor to derive the TG
approximation. It is necessary to re-permute the orders of TT
factors after the DMRG in the first phase.
The key point in 2SDMRG is to choose the suitable trun-
cated ranks, since each entry of the truncated TT rank derived
by DMRG of the first phase is the product of M row ranks
(see the red lines in Fig. 2(b)) or N column ranks (see the blue
lines in Fig. 2(b)). A proper thresholding for TG truncation
can be obtained by equation (4). The TG approximation is
formed by extending the TG factors to the desired dimensions
by filling i.i.d. Gaussian random variables.
The pseudocode of 2SDMRG for TG approximation is
outlined in Algorithm 1. It can be applied to the zero-filled
tensor for initialization of TG factors.
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Algorithm 1 two-stage density matrix renormalization group
(2SDMRG) for tensor grid approximation
Input: Zero-filled tensor T
Output: The set of TG-factors {C}
1: Compute the truncated TG-rank according to (4)
2: for j = 1 to N do
3: Apply DMRG to T to derive C¯(j)
4: end for
5: for j = 1 to N do
6: Apply DMRG to C¯(j) to derive C(i,j)
7: end for
8: return {C} = {C(1,1), . . . , C(M,N)}
B. Algorithm
We first recall the bilinear form of matrix completion model.
Supposing the ground truth matrix M ∈ RI×J is can be
factorized as M = AB, where A ∈ RI×K and B ∈ RK×J are
parallel factors of C, and K is the rank of M. A non-convex
optimization model for matrix completion can be formulated
as follows:
min
A,B
1
2
‖PO (AB)− PO (M)‖2F.
The most widely used algorithm for this model is the alternat-
ing least squares, which alternately optimizes A and B with
the other one being fixed.
Without loss of generality, we assume C(m,n) is the activated
tensor. We replace PO (·) with W ~ (·), where W denotes a
binary tensor in which a one-valued entry means the corre-
sponding entry of X is observed and a zero-valued entry for
the opposite. This model can be reformulated into a matrix
form:
min
A(m,n)
1
2
‖W(m,n) ~A(m,n)B(m,n) −W(m,n) ~T(m,n)‖2F,
(8)
where B(m,n) ∈ RRˆmn×I6=mn is the unfolding of the envi-
ronmental tensor B(m,n) derived by contracting all TG factors
except the (m,n)-th one, A(m,n) ∈ RImn×Rˆmn is the un-
folding of the activated tensor C(m,n), W(m,n) ∈ RImn×I 6=mn
and T(m,n) ∈ RImn×I 6=mn are the unfoldings of W and T ,
respectively, in which I6=mn =
(∏M
i=1
∏N
j=1 Iij
)
/Imn.
The sub-problem (8) can be divided into Imn sub-sub-
problems with respect to the variables a(m,n)imn , imn =
1, . . . , Imn, which is the imn-th row of A(m,n). The corre-
sponding model is
min
a
(m,n)
imn
1
2
‖w(m,n)imn ~ a
(m,n)
imn
B(m,n) −w(m,n)imn ~ t
(m,n)
imn
‖22, (9)
where w(m,n)imn is the imn-th row of W
(m,n) and t(m,n)imn is the
imn-th row of T(m,n).
To solve (9), we define a permutation matrix P(m,n)imn =
eD(m,n)imn
∈ RI 6=mn×||w(m,n)imn ||0 , where ek is a vector of length
I 6=mn whose values are all zero but one for the k-th entry,
k ∈ D(m,n)imn and D
(m,n)
imn
=
{
jmn|w(m,n)imnjmn = 1
}
. Expanding
Fig. 4: The illustration of the SL method. In the fourth
diagram, the small circle means the activated tensor and the
large one means the environmental tensor.
the squared term in (9), the solution to (9) is
a
(m,n)∗
imn
= −g(m,n)imn H
(m,n)†
imn
, (10)
where † is the Moore-Penrose pseudoinverse and{
H
(m,n)
imn
= B˜
(m,n)
imn
B˜
(m,n)T
imn
, g
(m,n)
imn
= −c˜(m,n)imn B˜
(m,n)T
imn
c˜
(m,n)
imn
= c
(m,n)
imn
P
(m,n)
imn
, B˜
(m,n)
imn
= B(m,n)P
(m,n)
imn
.
To efficiently obtain B(m,n), the single layer (SL) method
can be used [35]. As illustrated in Fig. 4, the SL first contracts
the factors on both left and right sides of the activated tensor,
and it contracts the resultant tensors again until this TT is
surrounded by a single layer on both sides. It then contracts
the remained TT factors except the activated tensor such that
the activated tensor is surrounded by four tensors. Finally, the
environmental tensor is derived by contracting the four tensors.
The pseudocode of low-rank TG tensor completion is out-
lined in Algorithm 2.
C. Computational complexity
In the computational complexity analysis, we assume X ∈
RI1×···×ID and M is the number of samples. The com-
putational complexity mainly comes from two parts. First,
in the optimization of the id-th sub-sub-problem, ALS-TG
computes the Hessian matrix H(d)id and its inverse matrix,
which costs O
(
mR8/Id
)
and O
(
R12
)
, respectively. Hence
the update of the d-th TG factor requires O
(
mR8
)
and
O
(
IdR
12
)
, respectively. In one iteration, the computational
complexity is max
{
O
(
mDR8
)
, O
(
R12
∑D
d=1 Id
)}
=
O
(
mDR8
)
. The other part perspective is the computation of
B(m,n), which costs O
(
R
√
D
∏D
n=1,n6=d In
)
. Thus it costs
O
(
R
√
D
∏D
d=1 Id
)
in one iteration.
Therefore, the total computational complexity in one itera-
tion is
max
{
O
(
mDR8
)
, O
(
R
√
D
D∏
d=1
Id
)}
.
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Algorithm 2 Alternating least squares for low-rank tensor grid
completion (ALS-TG)
Input: Zero-filled tensor T , binary tensor W , the maximal
number of iterations K
Output: The recovered tensor X , the set of TG factors {C}
1: Apply Algorithm 1 to initialize TG factors {C}
2: for k = 1 to K do
3: for m = 1 to M do
4: for n = 1 to N do
5: for imn = 1 to Imn do
6: Update C(m,n):,imn according to (10)
7: end for
8: end for
9: end for
10: X = TG ({C})
11: if converged then
12: break
13: end if
14: end for
15: return X , {C}
IV. PARALLEL MATRIX FACTORIZATION FOR TENSOR
GRID
The main computational cost of ALS-TG comes from com-
puting the environmental tensor, which is frequently computed.
The computational cost can be greatly reduced if we can avoid
the computation of environmental tensor.
The main idea here is to utilize the parallel matrix fac-
torization for approximating the tensor unfolding. Here we
substitute M + N − 2 pairs of products of factors for the
tensor unfoldings.
As it shows in Fig. 5, there is a TT of length N if
we regard M TG factors of n-th column as a TT factor
G(1,n). This perspective gives us N − 1 pairs of row factors
U<j),V<j) for TG approximation U<j)V<j) ≈ T<j), where
U<j) ∈ R
∏M
m=1
∏j
n=1 Imn×R¯j , V<j) ∈ RR¯j×
∏M
m=1
∏N
n=j+1 Imn
and T<j) ∈ R
∏M
m=1
∏j
n=1 Imn×
∏M
m=1
∏N
n=j+1 Imn . Similarly,
there is a TT of length M if we regard N TG factors of
m-th row as a TT factor G(2,m), which gives us M − 1
pairs of column factors U(i>,V(i> for TG approximation
U(i>V(i> ≈ T(i>, where U(i> ∈ R
∏i
m=1
∏N
n=1 Imn×R¯i+N−1 ,
V(j> ∈ RR¯i+N−1×
∏M
m=i+1
∏N
n=1 Imn and T(i> ∈
R
∏i
m=1
∏N
n=1 Imn×
∏M
m=i+1
∏N
n=1 Imn . The rank parameters[
R¯1, . . . , R¯M+N−2
]
need to be pre-defined.
Introducing the auxiliary variables Mi, i = 1 . . . ,M − 1
and Mj , j = 1 . . . , N − 1, we formulate the corresponding
Fig. 5: The illustration of parallel matrix factorization for a
4 × 4 TG, where U<2) and V<2) are the row factors, and
U(2> and V(2> are the column factors.
model as follows:
min
U(i>,V(i>
U<j),V<j)
i=1...,M−1
j=1...,N−1
1
2
N−1∑
j=1
wi‖U<j)V<j) −M<j)‖2F+
1
2
M−1∑
i=1
wi+N−1‖U(i>V(i> −M(i>‖2F
s. t. PO (X ) = PO (T ) . (11)
This method is called parallel matrix factorization for TG
completion (PMac-TG). Aside from its less computational
complexity, another advantage of this method is the utilization
of well-balanced matricization scheme, i.e., the unfolding is
balanced (square), which is able to capture more hidden
information and hence performs better [11], [14], [32].
A. Algorithm
To solve the problem (11), we alternately optimize the row
factors and column factors. This is a simple linear fitting
problem, the updating scheme contains [23], [38]:
Uk<j) = M
k−1
<j) V
k−1T
<j) , U
k
(i> = M
k−1
(i> V
k−1T
(i> , (12)
Vk<j) =
(
Uk
T
<j)U
k
<j)
)†
Uk
T
<j)M
k−1
<j) ,
Vk(i> =
(
Uk
T
(i>U
k
(i>
)†
Uk
T
(i>M
k−1
(i> (13)
and
Mk<j) = U
k
<j)V
k
<j), M
k
(i> = U
k
(i>V
k
(i>, (14)
where the superscript k denotes the current iteration. As
one of its advantages, this updating scheme avoids comput-
ing
(
Vk(i>V
kT
(i>
)†
and
(
Vk<j)V
kT
<j)
)†
since Uk<j)V
k
<j) and
Uk(i>V
k
(i> suffice to generate the recovered tensor.
The recovered tensor can be updated as follows:
X kO = TO, X kO⊥ = PO⊥
N−1∑
j=1
wjMkj +
M−1∑
i=1
wi+N−1Mki
 .
(15)
The pseudocode of PMac-TG is given in Algorithm 3.
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Algorithm 3 Tensor completion by parallel matrix factoriza-
tion via tensor grid (PMac-TG)
Input: Zero-filled tensor T , binary tensor W , initial ranks of
parallel factors, initial weight vector w, the maximal #
iterations K
Output: The recovered tensor X
1: Initialize
{
U0,V0
}
and X 0 = T
2: for k = 1 to K do
3: for j = 1 to N − 1 do
4: update the left row factor according to (12)
5: update the right row factors according to (13)
6: update the auxiliary tensor according to (14)
7: end for
8: for i = 1 to M − 1 do
9: update the left column factor according to (12)
10: update the right column factor according to (13)
11: update the auxiliary tensor according to (14)
12: end for
13: update the recovered tensor according to (15)
14: if converged then
15: break
16: end if
17: end for
18: return X
B. Computational Complexity
Without loss of generality, we assume X ∈ RI1×···×ID .
The main complexity results from two parts. The compu-
tation of Uk
T
<i)U
k
<i) costs O
(√
DR
∏D
d=1 Id
)
. The com-
putation of the inverse of Uk
T
<i)U
k
<i) costs O
(
R3
√
D
)
.
Therefore, the total computational cost in one iteration
of PMac-TG is max
{
O
(√
DR
∏D
d=1 Id
)
, O
(
R3
√
D
)}
=
O
(√
DR
∏D
d=1 Id
)
, which is much smaller than that of ALS-
TG.
V. NUMERICAL EXPERIMENTS
In this section, the proposed algorithms are tested on syn-
thetic data and real-world data. Seven algorithms are bench-
marked in the experiments, including low-rank tensor ring
completion via alternating least square (TR-ALS) [31], low-
rank tensor train completion via parallel matrix factorization
(TMac-TT) [14], low-rank tensor train completion via alternat-
ing least square (TT-ALS) [29], high accuracy low-rank tensor
completion (HaLRTC) [9], non-negative CP completion via
alternating proximal gradient (CP-APG) [39] and the proposed
two methods, namely ALS-TG and PMac-TG.
In Algorithm 3, the weights wk, k = 1, . . . ,M +N − 2 are
chosen as follows:
wk = min

k∏
j=1
M∏
m=1
Imj ,
N∏
j=k+1
M∏
m=1
Imj
 ,
k = 1, . . . , N − 1
wk+N−1 = min

k∏
j=1
N∏
n=1
Ijn,
M∏
j=k+1
N∏
n=1
Ijn
 ,
k = 1, . . . ,M − 1
. (16)
We determine the initial ranks
[
R¯1, . . . , R¯M+N−2
]
as follows:
R¯i = min
{
i0|
σ
<i)
i0
σ
<i)
1
< th, i = 1, . . . , N − 1
}
R¯j+N−1 = min
{
j0|
σ
(j>
j0
σ
(j>
1
< th, j = 1, . . . ,M − 1
} ,
(17)
where σ<j)1 and σ
<j)
j0
are the largest and the j0-th singular
values of M<j), σ
(i>
1 and σ
(i>
i0
are the largest and the i0-th
singular values of M(i>, provided that the singular values
are on the descent order. We set thresholding th = 0.02
empirically. Alternatively, we can initialize the ranks by setting
R¯1 = · · · = R¯M+N−2 = R¯0, where R¯0 is a pre-defined
number. To distinguish the two approaches, we refer to the
manual way as PMac-TG, which is PMac-TG with manual
rank determination, and refer to the automatic way as A-PMac-
TG, which is PMac-TG with automatic rank determination.
In tensor sampling, we use sampling rate (SR) to denote the
ratio of the number of the samples to the number the tensor
entries.
Three kinds of metrics are used to quantitatively measure
the recovery performance. The first one is relative error (RE),
which is defined as RE = ‖Xˆ −X0‖F/‖X0‖F, where X0 is the
ground truth and Xˆ is the estimate. The second one is peak
signal-to-noise ratio (PSNR), and the third one is structural
similarity index (SSIM), which are commonly used evaluations
for image quality.
Two stopping rules are used in the algorithms. The relative
change (RC) is defined as RC = ‖X k − X k−1‖F/‖X k−1‖F,
where the superscript k means the current iteration. The
algorithm terminates when RC < 1 × 10−8 or it reaches the
maximal iteration K. To be fair, we fix K = 100 for all
algorithms in the experiments.
In the following parts, we use one parameter to denote
the tensor rank for simplicity if the rank is a vector with
all elements equal. For example, we mean the TG rank is
[2, . . . , 2] by saying the TG rank is 2.
All the experiments are conducted in MATLAB 9.3.0 on a
computer with a 2.8GHz CPU of Intel Core i7 and a 16GB
RAM.
A. Synthetic data
In this subsection, we perform two experiments on randomly
generated tensors. The rank is known in advance. A successful
recovery indicates RE < 1× 10−6.
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, MONTH YEAR 7
We first consider a 9-order tensor X ∈ R4×···×4 of TG rank
2. The tensor is generated by TG contraction, and each entry
of TG factors obeys the standard normal distribution N (0, 1).
Fig. 6(a) shows the convergence of ALS-TG. The sampling
rates are 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5. The results show the
algorithm converges faster with increasing sampling rate. But
it is unable to recover the tensor if the sampling rate is less
than 0.05. The convergence demonstrates the effectiveness of
ALS-TG.
We then consider four synthetic tensors that are generated
by TG contraction, TR contraction, TT contraction and TK
contraction. Every entry of each factor is sampled from the
standard normal distribution N (0, 1). The TG rank, TR rank,
TT rank and TK rank are all 2, and the sampling rates are
all 0.1. We apply ALS-TG, TR-ALS and TT-ALS to recover
the four tensors. Fig. 6(b) shows the results of relative errors
versus iteration numbers for the three algorithms.
The results illustrate that each algorithm successfully re-
covers the tensor generated by their corresponding decom-
positions, i.e., ALS-TG recovers the TG-tensor and TR-ALS
recovers the TR-tensor, etc. However, TR-ALS can also re-
cover the TT-tensor, but TT-ALS fails to recover the TR-tensor.
Though all three methods are unable to recover the TK-tensor,
ALS-TG shows better capability of recovering the TK-tensor
than TR-ALS and TT-ALS. Fig. 7 shows the recovery results
of TK-tensor by the three methods. The TG rank, TR rank
and TT rank vary from 2 to 5. The results show that only
ALS-TG can recover the TK-tensor with TG rank 4, which
validates that ALS-TG outperforms TR-ALS and TT-ALS in
low TK rank tensor completion.
B. Color images
In this section, we first consider the completion of the
RGB image lena of size 256 × 256 × 3. To enhance the
performance of completion, we use a tensorization operation
[14] that contains reshaping and reordering operations. This
method augments the original tensor into a higher-order tensor,
permutes its order, and reshapes the resulting tensor into the
third one. For example, we reshape a low-order tensor of size
M1 · · ·ML ×N1 · · ·NL × 3 into a tensor of size M1 ×M2 ×
· · · ×ML ×N1 ×N2 × · · · ×NL × 3, reorder and reshape it
to obtain a tensor of size M1N1×M2N2× · · · ×MLNL× 3.
Here we choose Ml = Nl = 2, l = 1, . . . , 8 for lena. The
sampling rates are 0.1, 0.2 and 0.3. The size of TG is 3× 3.
Fig. 8 shows the relative error versus tensor rank with
different sampling rates. The “TG” label represents the results
derived by ALS-TG algorithm, “PMac” label represents the
results derived by PMac-TG algorithm and so on. As we
can see, when the sampling rate increases, the best rank
also becomes large. The reason is the real-world data is
not strictly low-rank and the tensor rank that leads to well
performance becomes large with the increasing number of
the observations. On the other hand, the relative error firstly
decreases as the rank increases from a small value to the
best rank, and then starts to increase once the rank is greater
than the best rank. This phenomenon indicates that with rank
enlarged, an under-fitting problem happens first, then an over-
fitting problem occurs, where the over-fitting problem is also
discovered in [31]. The result also shows the best TG rank, TR
rank and TT rank gradually increase under the same setting
of sampling rate. This is a validation of the more powerful
representation ability of TG structure. The PMac-TG and A-
PMac-TG methods show the lowest relative errors with its best
ranks among all sampling rates.
The other group of experiments is to recover the RGB
image house which is masked by texts. The initial ranks of
all algorithms are well-tuned. The best TG rank, TG factor
rank, TR rank, TT rank, CP rank are 5, 18, 10, 18 and 20,
respectively. The HaLRTC and LRMC algorithms does not
require the initial rank since they minimize the rank. We use
RE and SSIM for evaluation.
Fig. 9 displays the recovery results. The PMac-TG and A-
PMac-TG methods give relative errors around 0.06 and SSIMs
above 0.96 within 3 seconds. In contrast, the ALS-TG and TR-
ALS algorithms give relative errors around 0.10 with more
than 100 seconds. The HaLRTC and CP-APG give relative
errors around 0.12. However, their SSIMs are lower than those
of the former ones. The LRMC algorithm shows the lower
relative error and higher SSIM than these of all methods except
PMac-TG. The result shows our method is very robust for non-
uniform sampling.
C. Hyperspectral image
In this subsection we benchmark these methods on a hy-
perspectral image named “jasper ridge” [40], [41]. There are
512 × 614 pixels in it and each pixel is recorded at 198
channels ranging from 380 nm to 2500 nm. We consider a
sub-image of 100×100 pixels where the first pixel starts from
the (105, 269)-th pixel in the original image. Accordingly, we
obtain a tensor of size 100× 100× 3× 198, further reshape it
into a tensor of size 10×10×10×10×11×18. We randomly
sample 10% pixels of this video. The size of TG is 3× 2.
Fig. 10 shows the completion results of the first frame and
Table I shows the detailed evaluation of the completion. The
PMac-TG achieves the smallest relative error 0.051 and the
highest PSNR 21.63 dB among the recoveries. The A-PMac-
TG does not perform as well as the PMac-TG, which indicates
it may suffer from an under-fitting problem. The TR-ALS
algorithm is time-consuming. The HaLRTC and CP-APG fail
to recover due to their higher relative errors and lower PSNRs.
D. Real-world monitoring videos
In this subsection, we fist test these methods on a video
dataset called explosion, which is from high speed camera for
explosion 1. This video contains 241 frames and each frame
is an RGB image of size 360 × 640 × 3. We keep its first
81 frames, and uniformly down-sample each frame to size
90 × 160 × 3. Accordingly, we obtain a tensor of size 90 ×
160× 3× 81, further reshape it into a tensor of size 2× 3×
3 × 5 × 5 × 4 × 4 × 2 × 3 × 81, and permute it with order
[1, 5, 2, 6, 3, 7, 4, 8, 9, 10], finally we obtain a tensor of size
1https://pixabay.com/videos/explosion-inlay-explode-fire-16642/
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(a) Convergence results of ALS-TG with sampling rates varying
from 0.05 to 0.5 for a 9-order tensor of size 4 × · · · × 4 and
TG rank 2.
(b) The cross completion of the TG-tensor, the TR-tensor, the
TT-tensor and the TK-tensor performed by ALS-TG, TR-ALS
and TT-ALS.
Fig. 6: The results of synthetic data completion for 9-order tensors of size 4× · · · × 4. The TG rank, TR rank, TT rank and
TK rank are all 2.
Fig. 7: The completion results of a 9-order TK-tensor of size
4× · · · × 4 with TK rank 2, performed by ALS-TG, TR-ALS
and TT-ALS with rank being all 2, 3, 4 and 5.
10× 12× 12× 10× 3× 3× 3× 3× 3. We randomly sample
10% pixels of this video. The size of TG is 3× 3.
Fig. 11 shows the completion results of the 50-th frame of
explosion and Table II shows the evaluation of completion
for the whole video. Among the recoveries, the PMac-TG
achieves the smallest relative error 0.139 with the shortest
computational time 34.32 seconds. The A-PMac-TG does not
perform as well as the PMac-TG, which indicates it may
suffer from an under-fitting problem. The ALS-TG and TR-
ALS algorithm are too time-consuming. The result shows our
method is very efficient at large-scale tensor completion.
Fig. 8: The completion results of lena based on ALS-TG,
PMac-TG, A-PMac-TG, TR-ALS and TMac-TT algorithms.
The sampling rates are 0.1, 0.2 and 0.3. The rank ranges from
2 to 30.
VI. CONCLUSION
In this paper, we propose two algorithms for tensor com-
pletion using PEPS/TG representation due to its outstanding
representation capability among the tensor networks. To the
best of our knowledge, this is the first paper that exploits this
multi-linear structure for tensor completion. The 2SDMRG
algorithm is developed for initialization of TG decomposition.
Based on it, alternating least squares is used to solve to the
TG factors, and obtains the missing entries. In addition, with
the help of parallel matrix factorization technique, we can get
a fast algorithm for low rank TG approximation. The exper-
iments on both synthetic data and real-world color images,
hyperspectral images, and monitoring videos demonstrate the
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Original
RE, SSIM
ALS-TG, 503.167s
0.111, 0.8513
A-PMac-TG, 2.64s
0.070, 0.9559
TMac-TT, 6.25s
0.075, 0.9577
CP-APG, 1.92s
0.131, 0.8254
Observed
RE, SSIM
PMac-TG, 2,49s
0.062, 0.9639
TR-ALS, 159.95s
0.098, 0.8706
HaLRTC, 7.94s
0.126, 0.8978
LRMC, 6.78s
0.065, 0.9624
Fig. 9: The recovery results of house under a non-uniform sampling based on various algorithms, including ALS-TG, PMac-TG,
A-PMac-TG, TR-ALS, TMac-TT, HaLRTC, CP-APG and LRMC. The best TG rank, TG factor rank, TR rank, TT rank, CP
rank are 5, 18, 10, 18 and 20, respectively.
Original Observed
TG(3) PMac-TG(30) TR(5) TMac-TT(30) CP-APG(10) A-PMac-TG
TG(3) PMac-TG(30) TR(5) TMac-TT(30) CP-APG(10) HaLRTC
TG(3) PMac-TG(30) TR(5) TMac-TT(30) CP-APG(10) LRMC
Fig. 10: The completion results of jasper ridge based on various algorithms, including ALS-TG, PMac-TG, A-PMac-TG,
TR-ALS, TMac-TT, HaLRTC, CP-APG and LRMC. The TG ranks are 3, 4 and 5. The TG factor ranks are 30, 40 and 50.
The TR ranks are 4, 8 and 12. The TT ranks are 30, 40 and 50. The CP ranks are 10, 20 and 30.
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Original Observed
TG(3) PMac-TG(30) TR(5) TMac-TT(30) CP-APG(10) A-PMac-TG
TG(3) PMac-TG(30) TR(5) TMac-TT(30) CP-APG(10) HaLRTC
TG(3) PMac-TG(30) TR(5) TMac-TT(30) CP-APG(10) LRMC
Fig. 11: The completion results of the 50-th frame of explosion based on various algorithms, including ALS-TG, PMac-TG,
A-PMac-TG, TR-ALS, TMac-TT, HaLRTC, CP-APG and LRMC. The TG ranks are 3, 4 and 5. The TG factor rank are 30,
40 and 50. The TR ranks are 5, 10 and 15. The TT ranks are 30, 40 and 50. The CP ranks are 10, 20 and 30.
TABLE I: Recovery performance of jasper ridge, where 10%
entries are observed.
Method Rank RE PSNR (dB) CPU time (s)
ALS-TG
4 0.160 15.04 1.68× 102
5 0.129 15.80 3.11× 102
6 0.103 17.01 4.79× 102
PMac-TG
30 0.053 21.60 2.50× 101
40 0.051 21.63 2.63× 101
50 0.067 20.63 2.88× 101
A-PMac-TG - 0.075 19.05 1.42× 101
TR-ALS
4 0.215 13.83 2.13× 102
8 0.123 16.36 5.18× 102
12 0.082 18.06 1.82× 103
TMac-TT
30 0.062 20.61 3.66× 101
40 0.079 19.84 4.36× 101
50 0.104 18.89 5.28× 101
HaLRTC - 0.836 8.58 6.32× 101
CP-APG
10 0.949 1.45 1.13× 100
20 0.351 11.92 7.02× 101
30 0.351 11.93 1.16× 102
LRMC - 0.806 10.10 4.89× 101
superior performance of the TG decomposition based low-rank
tensor completion methods.
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