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Abstract: In this paper we investigate classical solution of a semi-linear system of backward
stochastic integral partial differential equations driven by a Brownian motion and a Poisson point
process. By proving an Itoˆ-Wentzell formula for jump diffusions as well as an abstract result
of stochastic evolution equations, we obtain the stochastic integral partial differential equation
for the inverse of the stochastic flow generated by a stochastic differential equation driven by a
Brownian motion and a Poisson point process. By composing the random field generated by the
solution of a backward stochastic differential equation with the inverse of the stochastic flow, we
construct the classical solution of the system of backward stochastic integral partial differential
equations. As a result, we establish a stochastic Feynman-Kac formula.
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Wentzell formula
AMS Subject Classifications: 60H10, 60H20, 35R09
1 Introduction
Backward stochastic partial differential equations (BSPDEs) are function space-valued backward
stochastic differential equations (BSDEs), the theories and applications of which can be found in
[2], [4], [7], [9], [30], [31], [42], etc. BSPDEs arise from the study of stochastic control problems.
For example, they can serve as the adjoint equations of Duncan-Mortensen-Zakai equation in
the optimal control of stochastic differential equations (SDEs) with incomplete information (see
[3], [38], [39]). They also appear as the adjoint equations in the stochastic maximum principle
of systems governed by stochastic partial differential equations (SPDEs) driven by a Brownian
motion (see [44]) or driven by both a Brownian motion and a Poisson random measure (see [27]).
A class of fully nonlinear BSPDEs, the so-called backward stochastic Hamilton-Jacobi-Bellman
(HJB) equations, were proposed by Peng [32] in the study of the optimal control problems for
non-Markovian cases. And Englezos and Karatzas [10] characterized the value function of a
utility maximization problem with habit formation as a classical solution of the corresponding
stochastic HJB equation, which gives a concrete illustration of BSPDEs in a stochastic control
context beyond the classical linear quadratic case. More recently, Meng and Tang [25] have
studied the maximum principle of non-Markovian stochastic differential systems driven only by
Poisson point processes and obtained a kind of backward stochastic HJB equations of jump type.
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The existence, uniqueness and regularity of the adapted solutions to BSPDEs have been
studied by many authors. See Hu and Peng [16], Peng [32], Zhou [43], Ma and Yong [23], [24],
Hu, Ma and Yong [15], for non-degenerate and degenerate cases. More recently, Du and Tang [8]
explored the Dirichlet problem, rather than the conventional Cauchy problem, of the BSPDEs
and established the result of existence and uniqueness in weighted Sobolev spaces. Different
from the above literatures where the main instrument is operator semigroup or a prior estimates
for differential operators, Tang [40] developed a probabilistic approach to study the properties
of solutions of BSPDEs. To be precise, he constructed the solutions of BSPDEs in terms of
the inverse flows of the solutions of SDEs as well as the solutions of BSDEs. As a result, the
properties of the solutions of BSPDEs can be obtained by the analysis of the solutions of SDEs
and BSDEs with a spacial parameter.
Let (Ω,F , {Ft}0≤t≤T , P ) be a complete filtered probability space on which is defined a d-
dimensional standard Brownian motion {Wt, 0 ≤ t ≤ T}. Denote by P the predictable sub-σ-
field of B([0, T ])⊗F . Let (E, E , v) be a measure space with v(E) <∞ and p : D
p
⊂ (0,∞)→ E
be an Ft-adapted stationary Poisson point process. Then the counting measure induced by p is
defined by
N((0, t] × U) := ♯{s ∈ D
p
; s ≤ t,p(s) ∈ U}, for t > 0, U ∈ E .
And N˜(dedt) := N(dedt)−v(de)dt is a compensated Poisson random measure which is assumed
to be independent of the Brownian motion.
This paper is concerned with the probabilistic interpretation of the solution (p, q, r) of the
following system of backward stochastic integral partial differential equations (BSIPDEs)

dp(t, x) =−
[
L(t, x)p(t−, x) +M(t, x)q(t, x)
+ f(t, x, p(t, x), q(t, x) + ∂p(t−, x)σ, r(t, ·, φt,·(x)) − p(t−, x) + p(t−, φt,·(x)))
]
dt
+
∫
E
[
r(t, e, x) − r(t, e, φt,e(x)) + p(t−, x)− p(t−, φt,e(x))
]
v(de)dt
+ q(t, x)dWt +
∫
E
r(t, e, x)N˜ (dedt), (t, x) ∈ [0, T ]× Rn,
p(T, x) =ϕ(x),
(1.1)
where we have defined
∂i :=
∂
∂xi
, ∂2ij :=
∂2
∂xi∂xj
, ∂p := (∂jp
i)1≤i≤l,1≤j≤n,
L(t, x) :=
1
2
n∑
i,j=1
d∑
r=1
σirσjr(t, x)∂2ij +
n∑
i=1
[
bi(t, x)−
∫
E
gi(t, e, x)v(de)
]
∂i,
Mr(t, x) :=
n∑
i=1
σir(t, x)∂i, 1 ≤ r ≤ d,
φt,e(x) := x+ g(t, e, x),
Lp := (Lp1, · · · ,Lpl)′,
Mq := (
d∑
r=1
Mrq1r, · · · ,
d∑
r=1
Mrqlr)′.
(1.2)
To be precise, under some suitable conditions on the random coefficients b, σ, g and ϕ, we can
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construct the solution (p, q, r) of the above system as follows
p(t, x) =Yt(X
−1
t (x)),
q(t, x) =Zt(X
−1
t− (x))− ∂p(t−, x)σ(t, x),
r(t, e, x) =p(t−, φ−1t,e (x))− p(t−, x) + Ut(e,X
−1
t− (φ
−1
t,e (x)))
where (Xt(x), Yt(x), Zt(x), Ut(·, x))t∈[0,T ] is the solution of the following non-Markovian forward-
backward stochastic differential equation (FBSDE)

dXt = b(t,Xt)dt+ σ(t,Xt)dWt +
∫
E
g(t, e,Xt−)N˜(dedt),
dYt = −f(t,Xt, Yt, Zt, Ut)dt+ ZtdWt +
∫
E
Ut(e)N˜(dedt),
X0 = x, YT = ϕ(XT ), t ∈ [0, T ],
and {X−1t (x), (t, x) ∈ [0, T ] × R
n} is the inverse mapping of {Xt(x), (t, x) ∈ [0, T ] × R
n} with
respect to the spacial variable x. The main contributions of this paper lie in establishing an
Itoˆ-Wentzell formula for jump diffusions and deriving the SIPDE satisfied by the inverse flow
{X−1t (x), (t, x) ∈ [0, T ] × R
n}. As demonstrated in Tang [40], the above two facts play crucial
roles in the construction of the classical solutions to BSPDEs. Moreover, by the analysis of
solutions of BSDEs driven by a Brownian motion and a Poisson point process, we generalize
Tang’s result to the jump case.
The paper is organized as follows. Section 2 contains the notations that are used throughout
the paper and some preliminary results. Section 3 is concerned with the derivation of the
SIPDE for the inverse flow {X−1t (x), (t, x) ∈ [0, T ] × R
n}. Section 4 consists of the estimates
of the solutions of BSDEs. Section 5 is constituted the connection between BSIPDEs and non-
Markovian FBSDEs.
2 Notations and Preliminary results
Let E be a Euclidean space. The inner product in E is denoted by 〈·, ·〉 and the norm in E
is denoted by | · |E or simply by | · | when there is no confusion. Let γ := (γ
1, · · · , γn) be a
multi-index with nonnegative integers γi, i = 1, · · · , n. Denote |γ| := γ1 + · · · + γn. For a
function u defined on Rn, ∂γu means the derivative of u of order |γ|, of order γi with respect
to xi. ui means the derivative of u with respect to x
i and uij means the derivative of u with
respect to xixj, respectively. ∂u stands for the the gradient of u and ∂2u stands for the hessian
of u, respectively. We use the convention that repeated indices imply summation.
Let B be a Banach space with the norm ‖ · ‖B. For an integer m ≥ 0 and some subset
K ⊆ Rn, we denote by Cm(K;B) the set of mappings f : K → B which arem-times continuously
differentiable. And denote the norm in this space by
‖f‖Cm(K;B) :=
∑
0≤|γ|≤m
sup
x∈K
‖∂γf(x)‖B.
If there is no danger of confusion, Cm(K;B) will be abbreviated as Cm(K). Denote byD(0, T ;B)
the set of all B-valued cadlag functions on the interval [0, T ].
For p > 1 and integer m ≥ 0, we denote by Wmp the Sobolev space of real functions on R
n
with a finite norm
‖u‖m,p :=
( ∑
0≤|γ|≤m
∫
Rn
|∂γu|pdx
)1/p
.
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The inner product and norm in Wm2 will be denoted by (·, ·)m and ‖ · ‖m, respectively.
We further introduce some other spaces that will be used in the paper. Let X (resp.,
Y) be a sub-σ-algebra of F (resp., E). Lp(X ;B) (resp., Lp(Y;B)) denotes the set of all B-
valued X -measurable (resp., Y-measurable) random variable η such that E‖η‖p
B
< ∞ (resp.,∫
E ‖η‖
p
B
v(de) <∞). For given two real numbers 1 ≤ p, k ≤ ∞, we denote by LpF (0, T ;L
k(F ;B))
the set of all adapted B-valued processes X such that
‖X‖Lp
F
(0,T ;Lk(F ;B)) :=
(∫ T
0
[E‖X(t)‖kB]
p/kdt
)1/p
<∞.
When k = p, LpF (0, T ;L
k(F ;B)) will be abbreviated as LpF (0, T ;B). Denote by L
∞,p
F (0, T ;B)
(resp., L∞,pF ,w(0, T ;B)) the Banach space of all adapted B-valued strongly (resp., weakly) cadlag
processes X for which
‖X‖L∞,p
F
(0,T ;B) :=
(
E sup
0≤t≤T
‖X(t)‖p
B
)1/p
<∞.
(
resp., ‖X‖L∞,p
F,w
(0,T ;B) :=
(
E sup
0≤t≤T
‖X(t)‖p
B
)1/p
<∞.
)
Denote by Lk,pF (0, T ;B) (resp., L
k,p
F ([0, T ] × E;B)) with k ∈ [1,∞) the set of all P measurable
(resp., P ⊗ E measurable) B-valued processes X such that
‖X‖
Lk,p
F
(0,T ;B)
:=
(
E
(∫ T
0
‖X(t)‖kBdt
)p/k)1/p
<∞.
(
resp., ‖X‖
Lk,p
F
([0,T ]×E;B)
:=
(
E
(∫ T
0
∫
E
‖X(t, e)‖kBv(de)dt
)p/k)1/p
<∞.
)
Obviously when k = p, LpF (0, T ;L
k(F ;B)) coincides with Lk,pF (0, T ;B).
We consider the following SDE
 dXt = b(t,Xt)dt+ σ(t,Xt)dWt +
∫
E
g(t, e,Xt−)N˜(dedt),
Xs = x, t ∈ [s, T ],
(2.1)
where b : [0, T ] × Ω × Rn → Rn and σ : [0, T ] × Ω × Rn → Rn×d are P ⊗ B(Rn) measurable,
and g : [0, T ] × Ω × E × Rn → Rn is P ⊗ E ⊗ B(Rn) measurable. The functions b, σ, and g
are called drift coefficient, diffusion coefficient and jump coefficient, respectively. We denote by
{Xst (x), t ∈ [s, T ]} the solution of equation (2.1) starting from x at time s and simply denote
X·(x) := X
0
· (x).
We assume the following conditions
(C1) the coefficients b, σ, and g are of linear growth with respect to x, i.e., there exist positive
constant K and deterministic function K(e) such that
|b(t, x)| ≤ K(1 + |x|), |σ(t, x)| ≤ K(1 + |x|), |g(t, e, x)| ≤ K(e)(1 + |x|)
and ∫
E
K(e)pv(de) <∞, ∀p ≥ 2;
(C2)k the coefficients b, σ and g are differentiable and their derivatives up to the order k are
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bounded, i.e., there exist positive constant L and deterministic function L(e), such that for
1 ≤ |γ| ≤ k,
|∂γb(t, x)| ≤ L, |∂γσ(t, x)| ≤ L, |∂γg(t, e, x)| ≤ L(e)
and ∫
E
L(e)pv(de) <∞, ∀p ≥ 2;
(C3) the map φt,e : x→ x+ g(t, e, x) is homeomorphic for any (t, ω, e) ∈ [0, T ]×Ω×E and the
inverse map φ−1t,e is uniformly Lipschitz continuous and of uniformly linear growth with respect
to x;
(C4) the Jacobian matrix I + ∂g(t, e, x) of the homeomorphic map φt,e(x) is invertible for any
x, for almost all (t, ω, e) ∈ [0, T ] × Ω×E.
The following two lemmas are due to Kunita [22] or Fujiwara and Kunita [11].
Lemma 2.1. Assume the conditions (C1), (C2)1 and (C3) are satisfied. Then there exists a
version of the unique solution of equation (2.1), denoted still by {Xst (x), (t, x) ∈ [s, T ] × R
n},
which satisfies
(i) t→ Xst (·) is a C(R
n)-valued cadlag process;
(ii) Xst (·) : R
n → Rn is homeomophic for any t ∈ [s, T ], a.s.;
(iii) Xsr (x) = X
t
r(X
s
t (x)), 0 ≤ s ≤ t ≤ r ≤ T .
Lemma 2.2. If conditions (C1), (C2)k+1, (C3) and (C4) are satisfied, the unique solution of
the equation (2.1) defines a stochastic flow of Ck-diffeomorphism.
3 SIPDE for the inverse flow X−1· (x)
In this section, under some suitable hypotheses on the coefficients b, σ and g, we will prove that
the i-th coordinate of the inverse flow X−1· (x) of the solution X·(x) of the SDE (2.1) satisfies a
stochastic integral partial differential equation (SIPDE) of the following form

du(t, x) =(MrMr − L)(t, x)u(t−, x)dt +
∫
E
A(t, e)u(t−, x)v(de)dt
−Mr(t, x)u(t−, x)dW rt +
∫
E
A(t, e)u(t−, x)N˜ (dedt), 0 ≤ t ≤ T,
u(0, x) =xi
(3.1)
where the operators L(t, x) and Mr(t, x) are defined in (1.2) and
A(t, e)f(x) := −f(x) + f(φ−1t,e (x)). (3.2)
As we will see in Section 5, the above equation plays a crucial role in the construction of the
solution of BSIPDE (1.1). In fact, when SDE (2.1) is driven only by a Brownian motion, Krylov
and Rozovskii have proved that the inverse flow X−1· (x) satisfies equation (3.1) with g = 0 (see
[20, Theorem 3.1, page 89]). We generalize their results to the case of jump diffusions.
3.1 An Itoˆ-Wentzell formula for jump diffusions
An Itoˆ-Wentzell formula for forward processes driven by a Poisson point process was established
by Øksendal and Zhang in [28] where the integrands in (3.4) are required to be square inte-
grable with respect to x on the whole space Rn, which prevents us from directly applying it
to the solution (Y (x), Z(x), U(x)) of BSDE (4.10). Recently Krylov [17] considered the case of
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Brownian motion-driven semimartingales and proved an Itoˆ-Wentzell formula for distribution-
valued processes so that generalized some existing ones (see, for instance, Theorem 3.3.1 of [21]
and Theorem 1.4.9 of [35]). Our method is essentially same as that of [17] where the assump-
tions, except imposed on the jump coefficients g and J , are weaker than those in Lemma 3.1.
However Lemma 3.1 is enough for our subsequent use.
Let X be an Rn-valued stochastic process given by
Xt = X0 +
∫ t
0
b(s)ds+
∫ t
0
σ(s)dWs +
∫ t
0
∫
E
g(s, e)N˜ (deds).
Here b(·) is predictable Rn-valued process, σ(·) is predictable Rn×d-valued process and g(·, ·) is
P ⊗ E measurable Rn-valued process such that almost surely∫ T
0
[
|b(t)|+ tra(t)
]
dt <∞,
sup
(t,e)∈[0,T ]×E
|g(t, e)| <∞
(3.3)
where 2a(t) := σ(t)σ′(t) and tra(t) :=
∑n
i=1 |a
ii(t)|.
Let {F (t, x), (t, x) ∈ [0, T ]× Rn} be a family of R-valued semimartingales of the form
F (t, x) = F (0, x) +
∫ t
0
G(s, x)ds +
∫ t
0
H(s, x)dWs +
∫ t
0
∫
E
J(s, e, x)N˜ (deds) (3.4)
where the R-valued function G(·, ·) and Rd-valued function H(·, ·) are P ⊗ B(Rn) measurable
and R-valued function J(·, ·, ·) is P ⊗ E ⊗ B(Rn) measurable. Assume that
(A1) For any (ω, t, e) ∈ Ω× [0, T ]× E,
(a) the function F (t, x) is twice continuously differentiable in x,
(b) the function G(t, x) is continuous in x,
(c) the function H(t, x) is continuously differentiable in x,
(d) the function J(t, e, x) is continuous in x;
(A2) For any compact subset K ⊂ Rn we have almost surely
∫ T
0
sup
x∈K
[
|F (t, x)|
(
|b(t)|+ tra(t)
)
+ |F (t, x)|2tra(t)
]
dt <∞,
∫ T
0
sup
x∈K
[
|F (t, x)|2 + |∂F (t, x)| + |L(t)F (t, x)| + |M(t)F (t, x)|2
]
<∞,
∫ T
0
sup
x∈K
[
|G(t, x)| + |H(t, x)|2 + |Mk(t)Hk(t, x)|
]
dt <∞,
∫ T
0
∫
E
sup
x∈K
|J(t, e, x)|2 <∞,
where the differential operators
L(t) := aij(t)∂2ij + b
i(t)∂i,
Mk(t) := σik(t)∂i, k = 1, · · · , d,
M(t) := (M1(t), · · · ,Md(t))′.
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Lemma 3.1. Suppose that the conditions (A1) and (A2) are satisfied. Then we have for each
t ∈ [0, T ] almost surely
F (t,X(t))
= F (0, x) +
∫ t
0
G(s,Xs−)ds+
∫ t
0
H(s,Xs−)dWs +
∫ t
0
〈∂F (s−,Xs−), b(s)〉ds
+
∫ t
0
〈∂F (s−,Xs−), σ(s)dWs〉+
1
2
∫ t
0
≪ ∂2F (s−,Xs−), σσ
∗(s)≫ ds
+
∫ t
0
≪ ∂H(s,Xs−), σ(s)≫ ds+
∫ t
0
∫
E
[
J(s, e,Xs− + g(s, e)) − J(s, e,Xs−)
]
v(de)ds
+
∫ t
0
∫
E
[
F (s−,Xs− + g(s, e)) − F (s−,Xs−)− 〈∂F (s−,Xs−), g(s, e)〉
]
v(de)ds
+
∫ t
0
∫
E
[
F (s−,Xs− + g(s, e)) − F (s−,Xs−) + J(s, e,Xs− + g(s, e))
]
N˜(deds)
(3.5)
where ≪ A,B ≫:= tr(AB′) for n×m matrices A and B.
Proof. Taking nonnegative φ ∈ C∞c (R
n,R) with support in the unit ball and
∫
Rn
φ(x)dx = 1,
define for ε > 0, φε(x) := ε
−nφ(x/ε). Then for any x ∈ Rn, Itoˆ’s formula yields
φε(Xt − x)
= φε(X0 − x) +
∫ t
0
〈∂φε(Xs− − x), b(s)〉ds +
∫ t
0
〈∂φε(Xs− − x), σ(s)dWs〉
+
1
2
∫ t
0
≪ ∂2φε(Xs− − x), σσ
∗(s)≫ ds
+
∫ t
0
∫
E
[
φε(Xs− − x+ g(s, e)) − φε(Xs− − x)
]
N˜(deds)
+
∫ t
0
∫
E
[
φε(Xs− − x+ g(s, e)) − φε(Xs− − x)− 〈∂φε(Xs− − x), g(s, e)〉
]
v(de)ds.
Again using Itoˆ’s formula to the product F (t, x)φε(Xt − x), we obtain almost surely for all
t ∈ [0, T ]
F (t, x)φε(Xt − x)
= F (0, x)φε(X0 − x) +
∫ t
0
φε(Xs− − x)G(s, x)ds +
∫ t
0
φε(Xs− − x)H(s, x)dWs
+
1
2
∫ t
0
F (s−, x)≪ ∂2φε(Xs− − x), σσ
∗(s)≫ ds+
∫ t
0
H(s, x)σ∗∂φε(Xs− − x)ds
+
∫ t
0
∫
E
[
φε(Xs− − x+ g(s, e)) − φε(Xs− − x)
]
J(s, e, x)v(de)ds
+
∫ t
0
∫
E
F (s−, x)
[
φε(Xs− − x+ g(s, e)) − φε(Xs− − x)− 〈∂φε(Xs− − x), g(s, e)〉
]
v(de)ds
+
∫ t
0
F (s−, x)〈∂φε(Xs− − x), σ(s)dWs〉+
∫ t
0
F (s−, x)〈∂φε(Xs− − x), b(s)〉ds
+
∫ t
0
∫
E
[
φε(Xs− − x+ g(s, e))F (s−, x) + φε(Xs− − x+ g(s, e))J(s, e, x)
− φε(Xs− − x)F (s−, x)
]
N˜(deds).
(3.6)
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It is well known that condition (3.3) implies that
sup
0≤t≤T
|Xt| <∞, a.s..
In view of assumption (A2), we see that all terms in (3.6) are almost surely finite. For r ∈ N,
set Br := {x ∈ R
n : |x| < r}. From (3.3) and (A2), we have
∫ T
0
∫
Br
|φε(Xs− − x)H(s, x)|
2 + |F (s−, x)σ∗(s)∂φε(Xs− − x)|
2dxds
≤
∫ T
0
∫
Rn
|φε(Xs− − x)H(s, x)|
2 + |F (s−, x)|2tra(s)|∂φε(Xs− − x)|
2dxds
≤
(∫ T
0
sup
x∈K(ω)
|H(s, x)|2ds
)∫
Rn
|φε(x)|
2dx
+
(∫ T
0
sup
x∈K(ω)
|F (s−, x)|2tra(s)ds
)∫
Rn
|∂φε(x)|
2dx
<∞, a.s.,
(3.7)
∫ t
0
∫
E
∫
Br
∣∣[φε(Xs− − x+ g(s, e)) − φε(Xs− − x)]F (s−, x)∣∣2dxv(de)ds
≤
∫ t
0
∫
E
∫
Rn
∣∣[φε(Xs− − x+ g(s, e)) − φε(Xs− − x)]F (s−, x)∣∣2dxv(de)ds
≤
(
Cv(E)
∫ T
0
(
sup
x∈K ′(ω)
|F (s−, x)|2 + sup
x∈K(ω)
|F (s−, x)|2
)
ds
)∫
Rn
|φε(x)|
2dx
<∞, a.s.,
(3.8)
and ∫ t
0
∫
E
∫
Br
|φε(Xs− − x+ g(s, e))J(s, e, x)|
2dxv(de)ds
≤
∫ t
0
∫
E
∫
Rn
|φε(Xs− − x+ g(s, e))J(s, e, x)|
2dxv(de)ds
≤
(
C
∫ T
0
∫
E
sup
x∈K ′(ω)
|J(s, e, x)|2v(de)ds
)∫
Rn
|φε(x)|
2dx
<∞, a.s..
(3.9)
Here K(ω) and K ′(ω) are two compact subsets of Rn depending on ω. Integrating with respect
to x over the ball Br on both sides of (3.6), using Fubini’s Theorem to interchange dx and ds
and the stochastic Fubini’s theorem (see [33, Theorem 65, pages 208-209]) to interchange dx
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and dWs, and dx and dN˜(deds), and then letting r →∞, we obtain∫
Rn
F (t, x)φε(Xt − x)dx
=
∫
Rn
F (0, x)φε(X0 − x)dx+
∫ t
0
∫
Rn
φε(Xs− − x)G(s, x)dxds +
∫ t
0
∫
Rn
φε(Xs− − x)H(s, x)dxdWs
+
1
2
∫ t
0
∫
Rn
F (s−, x)≪ ∂2φε(Xs− − x), σσ
∗(s)≫ dxds +
∫ t
0
∫
Rn
H(s, x)σ∗(s)∂φε(Xs− − x)dxds
+
∫ t
0
∫
E
∫
Rn
F (s−, x)[φε(Xs− − x+ g(s, e)) − φε(Xs− − x)− 〈∂φε(Xs− − x), g(s, e)〉]dxv(de)ds
+
∫ t
0
〈∫
Rn
F (s−, x)∂φε(Xs− − x)dx, σ(s)dWs
〉
+
∫ t
0
〈∫
Rn
F (s−, x)∂φε(Xs− − x)dx, b(s)
〉
ds
+
∫ t
0
∫
E
∫
Rn
{[
φε(Xs− − x+ g(s, e)) − φε(Xs− − x)
]
F (s−, x)
+ φε(Xs− − x+ g(s, e))J(s, e, x)
}
dxN˜(deds)
+
∫ t
0
∫
E
∫
Rn
[
φε(Xs− − x+ g(s, e)) − φε(Xs− − x)
]
J(s, e, x)dxv(de)ds.
(3.10)
Indeed, noting the inequality (3.7), we see from the dominated convergence theorem that as
r→∞∫ T
0
∣∣∣∣
∫
Br
φε(Xs− − x)H(s, x)dx−
∫
Rn
φε(Xs− − x)H(s, x)dx
∣∣∣∣2ds→ 0, in probability
which implies∫ T
0
∫
Br
φε(Xs− − x)H(s, x)dxdWs →
∫ T
0
∫
Rn
φε(Xs− − x)H(s, x)dxdWs, in probability.
The convergence of other terms can be proved in a similar manner.
Using integration by parts formula, we have∫
Rn
F (s−, x)≪ ∂2φε(Xs− − x), σσ
∗(s)≫ dx =
∫
Rn
φε(Xs− − x)≪ ∂
2F (s−, x), σσ∗(s)≫ dx,∫
Rn
H(s, x)σ∗(s)∂φε(Xs− − x)dx =
∫
Rn
φε(Xs− − x)≪ ∂H(s, x), σ(s)≫ dx,∫
Rn
F (s−, x)∂φε(Xs− − x)dx =
∫
Rn
φε(Xs− − x)∂F (s−, x)dx.
Finally, letting ε→ 0 in (3.10), we can deduce (3.5) using arguments analogous to the above.
3.2 An abstract result
In this and the next subsections, following Krylov and Rozovskii [18], [19] and [20], we focus on
the derivation of SIPDE (3.1) for the inverse flow X−1· (x). To this end, we first establish an
abstract result.
Let V and H be two separable Hilbert spaces and V is continuously embedded into H such
that V is dense in H. The space H is identified with its dual space H∗, consequently
V ⊂ H ∼= H∗ ⊂ V ∗,
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where V ∗ is the dual space of V . We denote by the ‖ · ‖H and ‖ · ‖V the norms in H and V ,
respectively. Denote by (·, ·) the inner product in H and 〈·, ·〉 the duality product between V
and V ∗.
We consider the following abstract form of equation (3.1)
 du(t) = A(t)u(t)dt +
∫
E
A˜(t, e)u(t)v(de)dt +B(t)u(t)dWt +
∫
E
A˜(t, e)u(t−)N˜ (dedt),
u0 ∈ H
(3.11)
where the three processes
A(·) ∈ L∞F (0, T ;L (V, V
∗)),
B(·) ∈ L∞F (0, T ;L (V,H
d)),
A˜(·, ·) ∈ L∞F (0, T ;L (H,L
2(E ,H)))
satisfy the coercive condition
−2〈A(t)u, u〉 + λ‖u‖2H ≥ α‖u‖
2
V + ‖B(t)u‖
2
H +
∫
E
‖A˜(t, e)u‖2Hv(de), ∀u ∈ V, (3.12)
for some α > 0 and λ ∈ R.
Existence and uniqueness of solutions to SPDEs driven by a Poisson random measure or a
stable noise are studied by many authors, see e.g. [1], [13], [14], [26], [34], [41], and references
therein. Usually the operator A is assumed to be the infinitesimal generator of a strongly
continuous semigroup and mild solutions in H, rather than weak solutions (in the PDE sense),
are considered. In our setting, both A and B are random operators and B is a first-order
differential operator, which is a little more complicated than the case in [34] where B is only
Lipschitz continuous from H to H in the diffusion term. We have the following theorem
Theorem 3.2. Equation (3.11) has a unique solution u ∈ L2F (0, T ;V ) ∩ L
∞,2
F (0, T ;H). More-
over,
‖u(t)‖2H =‖u0‖
2
H + 2
∫ t
0
〈A(s)u(s), u(s)〉ds + 2
∫ t
0
∫
E
(A˜(s, e)u(s), u(s))v(de)ds
+ 2
∫ t
0
(B(s)u(s), u(s))dWs +
∫ t
0
‖B(s)u(s)‖2Hds
+
∫ t
0
∫
E
‖A˜(s, e)u(s−)‖2H + 2(u(s−), A˜(s, e)u(s−))N˜ (deds)
+
∫ t
0
∫
E
‖A˜(s, e)u(s−)‖2Hv(de)ds.
(3.13)
Proof. Since the weak limit of the Galerkin approximation, as noted in [29, Theorem 1.3], is not
necessarily an H-valued cadlag adapted process, we split the proof into two steps.
Step1. For any given h ∈ L2F (0, T ;V ) ∩ L
∞,2
F (0, T ;H), we first prove the following equation
 du(t) = A(t)u(t)dt+
∫
E
A˜(t, e)u(t)v(de)dt +B(t)u(t)dWt +
∫
E
A˜(t, e)h(t−)N˜ (dedt),
u0 ∈ H
(3.14)
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has a unique solution u ∈ L2F (0, T ;V ) ∩ L
∞,2
F (0, T ;H). Let {νn}
∞
n=1 be a basis of V and a
complete orthonomal basis of H. For n ∈ N and 1 ≤ i ≤ n, set
Vn := span{ν1, ν2, · · · , νn}, u0,n :=
n∑
i=1
g0niνi, un(t) :=
n∑
i=1
gni(t)νi
where g0ni := (u0, νi) and gn(t) := (gn1(t), gn2(t), · · · , gnn(t)) is the solution of the following Itoˆ
equation: 

dgni(t) =
n∑
j=1
gnj(t)〈A(t)νj , νi〉dt+
n∑
j=1
∫
E
gnj(t)(A˜(t, e)νj , νi)v(de)dt
+
n∑
j=1
gnj(t)(B(t)νj , νi)dWt +
∫
E
(A˜(t, e)h(t−), νi)N˜(dedt),
gni(0) =g
0
ni, i = 1, 2, · · · , n.
(3.15)
It follows from Itoˆ’s formula and condition (3.12) that
E‖un(t)‖
2
H
=‖un(0)‖
2
H + 2E
∫ t
0
〈A(s)un(s), un(s)〉ds + 2E
∫ t
0
∫
E
(A˜(s, e)un(s), un(s))v(de)ds
+
n∑
i=1
E
∫ t
0
|(B(s)un(s), νi)|
2ds+
n∑
i=1
E
∫ t
0
∫
E
|(A˜(s, e)h(s−), νi)|
2v(de)ds
≤‖un(0)‖
2
H + E
∫ t
0
[
λ‖un(s)‖
2
H − α‖un(s)‖
2
V − ‖B(s)un(s)‖
2
H −
∫
E
‖A˜(s, e)un(s)‖
2
Hv(de)
]
ds
E
∫ t
0
∫
E
‖A˜(s, e)un(s)‖
2
Hv(de)ds + v(E)E
∫ t
0
‖un(s)‖
2
Hds+ E
∫ t
0
‖B(s)un(s)‖
2
Hds
+ E
∫ t
0
∫
E
‖A˜(s, e)h(s−)‖2Hv(de)ds.
(3.16)
Gronwall’s inequality yields that
sup
0≤t≤T
E‖un(t)‖
2
H ≤ C
(
1 +E
∫ T
0
‖h(s)‖2Hds
)
. (3.17)
From (3.16), we have
E
∫ T
0
‖un(t)‖
2
V ≤ C (3.18)
which implies that there exist a subsequence {unk} and u ∈ L
2
F(0, T ;V ) such that
unk ⇀ u, weakly in L
2
F (0, T ;V ). (3.19)
Let {f(t), t ∈ [0, T ]} be a bounded progressive measurable process on [0, T ]. It follows from
(3.15) that for each νi and k ≥ i,
E
∫ T
0
f(t)(unk(t), νi)dt
=E
∫ T
0
f(t)
[
(u0, νi) +
∫ t
0
〈A(s)unk(s), νi〉ds+
∫ t
0
∫
E
(A˜(s, e)unk(s), νi)v(de)ds
+
∫ t
0
(B(s)unk(s), νi)dWs +
∫ t
0
∫
E
(A˜(s, e)h(s−), νi)N˜(deds)
]
dt.
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Since the operators are bounded, passing to the limit in the last equality we get
E
∫ T
0
f(t)(u(t), νi)dt
=E
∫ T
0
f(t)
[
(u0, νi) +
∫ t
0
〈A(s)u(s), νi〉ds +
∫ t
0
∫
E
(A˜(s, e)u(s), νi)v(de)ds
+
∫ t
0
(B(s)u(s), νi)dWs +
∫ t
0
∫
E
(A˜(s, e)h(s−), νi)N˜ (deds)
]
dt.
(3.20)
Indeed, it is sufficient to show
E
∫ T
0
f(t)
(∫ t
0
(B(s)unk(s), νi)dWs
)
dt→ E
∫ T
0
f(t)
( ∫ t
0
(B(s)u(s), νi)dWs
)
dt, (3.21)
and the convergence of other terms can be treated in an analogous way. Since
B(·) ∈ L∞F (0, T ;L (V,H
d)),
we can deduce from (3.19) that for any t ∈ [0, T ],
(B(·)unk(·), νi)⇀ (B(·)u(·), νi), weakly in L
2
F (0, t;R
d).
Since the stochastic integral with respect to a Brownian motion is a linear and strong continuous
mapping from L2F (0, t;R
d) to L2(Ft;R), it is weakly continuous. Therefore,∫ t
0
(B(s)unk(s), νi)dWs ⇀
∫ t
0
(B(s)u(s), νi)dWs, weakly in L
2(Ft;R)
and in particular,
E
[
f(t)
∫ t
0
(B(s)unk(s), νi)dWs
]
→ E
[
f(t)
∫ t
0
(B(s)u(s), νi)dWs
]
.
Moreover, ∣∣∣∣E[f(t)
∫ t
0
(B(s)unk(s), νi)dWs
]∣∣∣∣ ≤ 12E|f(t)|2 + CE
∫ T
0
‖unk(s)‖
2ds ≤ C.
By the dominated convergence theorem we get (3.21). From (3.20), it follows that for a.e. (t, ω) ∈
[0, T ]× Ω,
u(t) =u0 +
∫ t
0
A(s)u(s)ds +
∫ t
0
∫
E
A˜(s, e)u(s)v(de)ds
+
∫ t
0
B(s)u(s)dWs +
∫ t
0
∫
E
A˜(s, e)h(s−)N˜ (deds).
(3.22)
By [12, Theorem 2, page 156], there exists an H-valued adapted cadlag process u˜ which coincides
with u for a.e. (t, ω) and is equal to the right hand of (3.22) for all t ∈ [0, T ] a.s.. We identify u˜
with u. Furthermore, we have
‖u(t)‖2H =‖u0‖
2
H + 2
∫ t
0
〈A(s)u(s), u(s)〉ds + 2
∫ t
0
∫
E
(A˜(s, e)u(s), u(s))v(de)ds
+ 2
∫ t
0
(B(s)u(s), u(s))dWs +
∫ t
0
‖B(s)u(s)‖2Hds
+
∫ t
0
∫
E
‖A˜(s, e)h(s−)‖2H + 2(u(s−), A˜(s, e)h(s−))N˜ (deds)
+
∫ t
0
∫
E
‖A˜(s, e)h(s−)‖2Hv(de)ds.
(3.23)
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Applying BDG inequality and condition (3.12), we have
E sup
0≤t≤T
‖u(t)‖2H + α
∫ T
0
‖u(s)‖2V ds
≤2‖u0‖
2
H + 2(λ+ v(E))E
∫ T
0
‖u(s)‖2Hds+ 4E sup
0≤t≤T
∣∣∣ ∫ t
0
(B(s)u(s), u(s))dWs
∣∣∣
+ 2E sup
0≤t≤T
∣∣∣ ∫ t
0
∫
E
[
‖A˜(s, e)h(s−)‖2H + 2(u(s−), A˜(s, e)h(s−))
]
N˜(deds)
∣∣∣
+ 2E
∫ T
0
∫
E
‖A˜(s, e)h(s−)‖2Hv(de)ds
≤2‖u0‖
2
H +CE
∫ T
0
‖u(s)‖2Hds+ CE
∫ T
0
∫
E
‖A˜(s, e)h(s−)‖2Hv(de)ds
+
1
2
E sup
0≤t≤T
‖ut‖
2
H
(3.24)
where we have used the conclusion (see [34, page 260-261] for details)
E sup
0≤t≤T
∣∣∣ ∫ t
0
∫
E
[
‖A˜(s, e)h(s−)‖2H + 2(u(s−), A˜(s, e)h(s−))
]
N˜(deds)
∣∣∣
≤E
∫ T
0
∫
E
‖A˜(s, e)h(s−)‖2Hv(de)ds +
1
4
E sup
0≤t≤T
‖u(t)‖2H .
So
E sup
0≤t≤T
‖u(t)‖2H ≤ C(‖u0‖
2
H + E
∫ T
0
‖u(s)‖2V ds+ E
∫ T
0
‖h(s)‖2Hds) <∞
which implies
u ∈ L2F (0, T ;V ) ∩ L
∞,2
F (0, T ;H).
If u1 and u2 are two solutions of the equation (3.14) in L2F(0, T ;V ) ∩ L
∞,2
F (0, T ;H). By Itoˆ’s
formula and condition (3.12), we have
E‖u1(t)− u2(t)‖2H + αE
∫ t
0
‖u1(s)− u2(s)‖2V ds ≤ (λ+ v(E))E
∫ t
0
‖u1(s)− u2(s)‖2Hds (3.25)
which implies
E
∫ T
0
‖u1(s)− u2(s)‖2V ds = 0.
By a similar calculation as (3.24), we have
E sup
0≤t≤T
‖u1(t)− u2(t)‖2H = 0.
Step 2. We use the contraction mapping principle to prove the existence and uniqueness of
the solution of equation (3.11). Let h1, h2 be in L2F (0, t;V ) ∩ L
∞,2
F (0, t;H) where t ∈ [0, T ]
will be determined later. From Step 1 we know there exist u1, u2 ∈ L2F (0, t;V ) ∩ L
∞,2
F (0, t;H)
solving equation (3.14) corresponding to h1 and h2 respectively. It follows from Itoˆ’s formula
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and condition (3.12) that
‖u1(s)− u2(s)‖2H + α
∫ s
0
‖u1(r)− u2(r)‖2V dr
≤(λ+ v(E))
∫ s
0
‖u1(r)− u2(r)‖2Hdr + 2
∫ s
0
(
B(r)(u1(r)− u2(r)), u1(r)− u2(r)
)
dWr
+
∫ s
0
∫
E
[
2
(
u1(r−)− u2(r−), A˜(r, e)(h1(r−)− h2(r−))
)
+ ‖A˜(r, e)(h1(r−)− h2(r−))‖2H
]
N˜(dedr)
+
∫ s
0
∫
E
‖A˜(r, e)(h1(r−)− h2(r−))‖2Hv(de)dr, 0 ≤ s ≤ t.
Gronwall’s inequality yields
E‖u1(s)−u2(s)‖2H ≤ e
(λ+v(E))TE
∫ t
0
∫
E
‖A˜(r, e)(h1(r−)−h2(r−))‖2Hv(de)dr, 0 ≤ s ≤ t. (3.26)
Using BDG inequality and (3.26) , we can get
E sup
0≤s≤t
‖u1(s)− u2(s)‖2H + E
∫ t
0
‖u1(s)− u2(s)‖2V ds
≤CE
∫ t
0
‖u1(s)− u2(s)‖2Hds+ CE
∫ t
0
∫
E
‖A˜(s, e)(h1(s)− h2(s))‖2Hv(de)ds
≤CE
∫ t
0
‖h1(s)− h2(s)‖2Hds
≤CtE sup
0≤s≤t
‖h1(s)− h2(s)‖2H
≤Ct
(
E sup
0≤s≤t
‖h1(s)− h2(s)‖2H + E
∫ t
0
‖h1(s)− h2(s)‖2V ds
)
.
Taking t small enough such that Ct < 1, by contract mapping theorem we know the equation
(3.11) has a unique solution in L2F (0, t;V ) ∩ L
∞,2
F (0, t;H) on the interval [0, t]. We repeat the
process on intervals [t, 2t], [2t, 3t], · · · , and finally obtain the existence and uniqueness of the
solution of equation (3.11) after finite steps. (3.13) follows from [12, Theorem 2, page 156]. The
proof is complete.
3.3 Degenerate case
In this section, we apply the abstract result proved in the previous section to our equation (3.1)
and prove that the inverse flow X−1· (x) is a classical solution to SIPDE (3.1). Consider the
following Cauchy problem

du(t, x) =[aij(t, x)uij(t, x) + b
i(t, x)ui(t, x) + c(t, x)u(t, x)]dt
+
∫
E
[−u(t, x) + ρ(t, e, x)u(t, φ−1t,e (x))]v(de)dt
+ [˜bik(t, x)ui(t, x) + c˜
k(t, x)u(t, x)]dW kt
+
∫
E
[−u(t−, x) + ρ(t, e, x)u(t−, φ−1t,e (x))]N˜ (dedt), (t, x) ∈ [0, T ]× R
n,
u(0, x) =ϕ(x).
(3.27)
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Let m be a nonnegative integer and K be a nonnegative constant. We make the following three
assumptions
I) the coefficients aij , bi, c, b˜ik, c˜k are predictable for each x and ρ is P ⊗ E measurable for
each x; the functions bi, c, b˜ik, c˜k, ρ and their derivatives with respect to x up to the order m,
and the function aij and its derivatives with respect to x up to the order m + 1, are bounded
by K; g and its derivatives up to the order m are bounded by K and the determinant of the
Jacobian matrix I + ∂g(t, e, x) of the homeomorphic map φt,e(x) = x + g(t, e, x) is bounded
below by a positive constant;
II) the matrix (aij − 12 b˜
ik b˜jk) ≥ δI, for some δ > 0;
III) ϕ ∈Wm2 .
Remark 3.1. Since φ−1t,e (x) = x − g(t, e, φ
−1
t,e (x)), our assumptions on the coefficient g imply
that the gradient of φt,e and the derivatives of φ
−1
t,e up to order m with respect to x are bounded.
Definition 3.1. A generalized solution of the problem (3.27) is a function u ∈ L2F (0, T ;W
1
2 ) ∩
L∞,2F (0, T ;L
2) such that for each η ∈ C∞0 and almost all (t, ω) ∈ [0, T ] ×Ω,
(u(t), η)0 =(ϕ, η)0 +
∫ t
0
[−(aijui(s), ηj)0 + ((b
i − aijj )ui(s) + cu(s), η)0]ds
+
∫ t
0
∫
E
(−u(s) + ρ(s, e)u(s, φ−1s,e), η)0v(de)ds
+
∫ t
0
(˜bikui(s) + c˜
ku(s), η)0dW
k
s
+
∫ t
0
∫
E
(−u(s−) + ρ(s, e)u(s−, φ−1s,e), η)0N˜(deds).
(3.28)
Theorem 3.3. Under conditions I), II), and III), the Cauchy problem (3.27) has a unique
generalized solution u ∈ L2F(0, T ;W
m+1
2 ) ∩ L
∞,2
F (0, T ;W
m
2 ) such that the relation (3.28) holds
almost surely for any η ∈ C∞0 and t ∈ [0, T ]. In addition,
‖u(t)‖2m =‖ϕ‖
2
m +
∫ t
0
[
− 2(aijui(s), uj(s))m + 2((b
i − aijj )ui(s) + cu(s), u(s))m
]
ds
+ 2
∫ t
0
∫
E
(−u(s) + ρ(s, e)u(s, φ−1s,e), u(s))mv(de)ds
+ 2
∫ t
0
(˜bikui(s) + c˜
ku(s), u(s))mdW
k
s +
∫ t
0
d∑
k=1
‖b˜ikui(s) + c˜
ku(s)‖2mds
+
∫ t
0
∫
E
[
‖ − u(s−) + ρ(s, e)u(s−, φ−1s,e)‖
2
m
+ 2(u(s−),−u(s−) + ρ(s, e)u(s−, φ−1s,e))m
]
N˜(deds)
+
∫ t
0
∫
E
‖ − u(s−) + ρ(s, e)u(s−, φ−1s,e)‖
2
mv(de)ds.
(3.29)
Proof. To apply the abstract result, we set
V =Wm+12 ,H =W
m
2 , V
∗ =Wm−12 . (3.30)
For ζ ∈ V and η ∈ V , it follows from condition I) that
| − (aijζi(s), ηj)m + ((b
i − aijj )ζi(s) + cζ(s), η)m| ≤ C‖ζ‖m+1‖η‖m+1
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where C is independent of t, ω, ζ and η. Consequently, the formula
〈A(t)ζ, η〉 := −(aij(t)ζi, ηj)m + ((b
i(t)− aijj (t))ζi + c(t)ζ, η)m
defines a linear operator A(·) ∈ L∞F (0, T ;L (V, V
∗)) and from the elementary inequality 2ab ≤
ǫa2 + 1ǫ b
2,
2〈A(t)η, η〉 =− 2(aijηi, ηj)m + 2((b
i − aijj )ηi + cη, η)m
≤− 2
∑
|γ|=m
(aij∂γηi, ∂
γηj)0 + ǫ1‖η‖
2
m+1 + C‖η‖
2
m.
(3.31)
In view of Remark 3.1, for η ∈ V and ζ ∈ H the formulas
B(t)η := (˜bi1(t)ηi + c˜
1(t)η, · · · , b˜id(t)ηi + c˜
d(t)η)
and
A˜(t, e)ζ := −ζ + ρ(t, e)ζ(φ−1t,e )
defines two linear operators B(·) ∈ L∞F (0, T ;L (V,H
d)) and A˜(·, ·) ∈ L∞F (0, T ;L (H,L
2(E ,H)))
respectively. Moreover,
‖B(t)η‖2m =(˜b
ikηi + c˜
kη, b˜ikηi + c˜
kη)m
=(˜bikηi, b˜
ikηi)m + 2(˜b
ikηi, c˜
kη)m + (c˜
kη, c˜kη)m
≤
∑
|γ|=m
(∂γ (˜bikηi), ∂
γ (˜bikηi))0 + ǫ‖η‖
2
m+1 + C‖η‖
2
m
≤
d∑
k=1
∑
|γ|=m
‖b˜ik∂γηi‖
2
0 + ǫ2‖η‖
2
m+1 + C‖η‖
2
m
and ∫
E
‖A˜(t, e)ζ‖2mv(de) ≤ C‖ζ‖
2
m.
So for any η ∈ V ,
2〈A(t)η, η〉 + ‖B(t)η‖2m +
∫
E
‖A˜(t, e)η‖2mv(de)
≤− 2
∑
|γ|=m
(aij∂γηi, ∂
γηj)0 + (ǫ1 + ǫ2)‖η‖
2
m+1 + C‖η‖
2
m +
∑
|γ|=m
d∑
k=1
‖b˜ik∂γηi‖
2
0
≤− 2δ
∑
|γ|=m
n∑
i=1
‖∂γηi‖
2
0 + (ǫ1 + ǫ2)‖η‖
2
m+1 + C‖η‖
2
m
≤− 2δ‖η‖2m+1 + (ǫ1 + ǫ2)‖η‖
2
m+1 + (C + 2δ)‖η‖
2
m .
Taking ǫ1 + ǫ2 = δ, we have
−2〈A(t)η, η〉 + C‖η‖2m ≥ δ‖η‖
2
m+1 + ‖B(t)η‖
2
m +
∫
E
‖A˜(t, e)η‖2mv(de).
So the coercive condition (3.12) is satisfied. According to Theorem 3.2, there exists a unique
function u ∈ L2F (0, T ;W
m+1
2 ) ∩ L
∞,2
F (0, T ;W
m
2 ) such that almost surely for any ζ ∈ W
m+1
2 and
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t ∈ [0, T ],
(u(t), ζ)m =(ϕ, ζ)m +
∫ t
0
[−(aijui(s), ζj)m + ((b
i − aijj )ui(s) + cu(s), ζ)m]ds
+
∫ t
0
∫
E
(−u(s) + ρ(s, e)u(s, φ−1s,e), ζ)mv(de)ds
+
∫ t
0
(˜bikui(s) + c˜
ku(s), ζ)mdW
k
s
+
∫ t
0
∫
E
(−u(s) + ρ(s, e)u(s, φ−1s,e), ζ)mN˜(deds).
(3.32)
Let ∆ represent the Laplacian on Rn. It is well known that the operator Λ := 1−∆ which maps
W 22 into L
2 has an inverse Λ−1 satisfying Λ−1W l2 = W
l+2
2 for any integer l. Moreover, if k is a
nonnegative integer such that l + k ≥ 0, then for f ∈W k2 , g ∈W
l+k
2 ∩W
k
2 , we have
(Λ−lf, g)l+k = (f, g)k. (3.33)
For η ∈ C∞0 , in view of (3.33), we can get (3.28) by replacing ζ by Λ
−mη in (3.32). So u is a
generalized solution of the problem (3.27). Suppose uˆ ∈ L2F (0, T ;W
m+1
2 ) ∩ L
∞,2
F (0, T ;W
m
2 ) is
another generalized solution of the problem (3.27). For ζ ∈ C∞0 , due to (3.33) again and the
fact that C∞0 is dense in W
m+1
2 , we replace η by Λ
mζ in (3.28) and conclude uˆ is also a solution
of the abstract equation (3.11). Theorem 3.2 yields u = uˆ so the uniqueness is proved. (3.29)
follows from (3.13). The proof is complete.
Next we consider the equation (3.27) in the degenerate case, i.e., the assumption II) is
replaced by
II’) the matrix (aij − 12 b˜
ik b˜jk) ≥ 0.
The following lemma is borrowed from [19, Remark 2.1, page 340] with p = 2.
Lemma 3.4. Under conditions I), II’) and III), we have for u ∈Wm+12 ,
− 2(aijui, uj)m + 2((b
i − aijj )ui + cu, u)m +
d∑
k=1
‖b˜ikui + c˜
ku‖2m
+ 2
∫
E
(−u+ ρ(s, e)u(φ−1s,e), u)mv(de) +
∫
E
‖ − u+ ρ(s, e)u(φ−1s,e)‖
2
mv(de)
≤N‖u‖2m
(3.34)
where the constant N depends only on K, n, d, m and v(E).
Theorem 3.5. Assume that conditions I), II’) and III) hold. Then the equation (3.27) has a
unique generalized solution
u ∈ L∞,2F (0, T ;W
m−1
2 ) ∩ L
2
F (0, T ;W
m
2 ) ∩ L
∞,2
F ,w(0, T ;W
m
2 ).
Moreover,
E sup
t∈[0,T ]
‖u‖2m ≤ C‖ϕ‖
2
m (3.35)
where C depends on v(E), n, d, K, m and T .
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Proof. Uniqueness. We only need to prove that the equation (3.27) has solution u ≡ 0 when
ϕ = 0. Using Itoˆ’s formula (see [12, Theorem 2, page 156]) to ‖u(t)‖20 and ‖u(t)‖
2
0e
−Nt where
N is the constant in Lemma 3.4, we can get
0 ≤e−Nt‖u(t)‖20
≤2
∫ t
0
e−Ns(˜bikui(s) + c˜
ku(s), u(s))0dW
k
s
+
∫ t
0
∫
E
e−Ns
[
2(u(s−),−u(s−) + ρ(s, e)u(s−, φ−1s,e))0
+ ‖ − u(s−) + ρ(s, e)u(s−, φ−1s,e)‖
2
0
]
N˜(deds).
Since a nonnegative local martingale with zero initial value equals to zero, we have u(t) = 0,
t ∈ [0, T ] almost surely.
Existence. For ε > 0, set aεij := aij+εδij . Denote by uε the unique generalized solution of (3.27)
with aij replaced by aεij. From Theorem 3.3, we know uε ∈ L2F (0, T ;W
m+1
2 ) ∩ L
∞,2
F (0, T ;W
m
2 )
and satisfies for any ζ ∈Wm+12 ,
(uε(t), ζ)m =(ϕ, ζ)m +
∫ t
0
[−(aεijuεi (s), ζj)m + ((b
i − aijj )u
ε
i (s) + cu
ε(s), ζ)m]ds
+
∫ t
0
∫
E
(−uε(s) + ρ(s, e)uε(s, φ−1s,e), ζ)mv(de)ds
+
∫ t
0
(˜bikuεi (s) + c˜
kuε(s), ζ)mdW
k
s
+
∫ t
0
∫
E
(−uε(s−) + ρ(s, e)uε(s−, φ−1s,e), ζ)mN˜(deds).
(3.36)
We first prove uε satisfies (3.35) with C depends only on n, d, K, m, T , and v(E). It follows
from Lemma 3.4 and (3.29) that
‖uε(t)‖2m ≤‖ϕ‖
2
m +N
∫ t
0
‖uε(s)‖2mds+ 2
∫ t
0
(˜bikuεi (s) + c˜
kuε(s), uε(s))mdW
k
s
+
∫ t
0
∫
E
‖ − uε(s−) + ρ(s, e)uε(s−, φ−1s,e)‖
2
m
+ 2(uε(s−),−uε(s−) + ρ(s, e)uε(s−, φ−1s,e))mN˜(deds).
(3.37)
From the proof of [19, Lemma 2.1, page 239], we find
|(˜bikuεi (s) + c˜
kuε(s), uε(s))m| ≤
∑
|γ|=m
|(˜bik∂γuεi (s), ∂
γuε(s))0|+ C‖u
ε(s)‖2m
=
∑
|γ|=m
1
2
|(˜bik, ∂i[(∂γuε(s))2])0|+ C‖u
ε(s)‖2m
=
∑
|γ|=m
1
2
|(−∂ib˜ik, (∂γuε(s))2)0|+C‖u
ε(s)‖2m
≤C‖uε(s)‖2m.
(3.38)
By Gronwall’s inequality and BDG inequality, as well as (3.38), we can deduce from (3.37) that
E sup
0≤t≤T
‖uε(t)‖2m ≤ C‖ϕ‖
2
m. (3.39)
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It follows from the reflexivity of the process space L2F (0, T ;W
m
2 ) that there exist a subsequence,
still denoted by uε, and u ∈ L2(0, T ;Wm2 ) such that as ε→ 0,
uε ⇀ u, weakly in L2F(0, T ;W
m
2 ).
Next we prove uε is also a Cauchy sequence in the space L∞,2(0, T ;Wm−12 ). For any η ∈ W
m
2 ,
replacing ζ by Λ−1η in (3.36) and using the relation (3.33), we have
(uε(t), η)m−1 =(ϕ, η)m−1 +
∫ t
0
[−(aεijuεi (s), ηj)m−1 + ((b
i − aijj )u
ε
i (s) + cu
ε(s), η)m−1]ds
+
∫ t
0
∫
E
(−uε(s) + ρ(s, e)uε(s, φ−1s,e), η)m−1v(de)ds
+
∫ t
0
(˜bikuεi (s) + c˜
kuε(s), η)m−1dWs
+
∫ t
0
∫
E
(−uε(s) + ρ(s, e)uε(s, φ−1s,e), η)m−1N˜(deds).
(3.40)
The above equality implies that uε is also the unique solution of the following evolution equation
 du(t) =A
′(t)u(t)dt+
∫
E
A˜′(t, e)u(t)v(de)dt +B′(t)u(t)dWt +
∫
E
A˜′(t, e)u(t−)N˜ (dedt),
u(0) =ϕ
with triple
V =Wm2 , H =W
m−1
2 , V
∗ =Wm−22 ,
and for ζ, η ∈ V , ψ ∈ H,
〈A′tζ, η〉 := −(a
εijζi, ηj)m−1 + ((b
i − aijj )ζi + cζ, η)m−1,
B′(t)η := (˜bi1ηi + c˜
1η, · · · , b˜idηi + c˜
dη),
A˜′(t, e)ψ := −ψ + ρ(t, e)ψ(φ−1t,e ).
Using Itoˆ’s formula (see again [12, Theorem 2, page 156]) and Lemma 3.4, we have
‖uε(t)− uε
′
(t)‖2m−1
≤ C
∫ t
0
‖uε(s)− uε
′
(s)‖2m−1ds − 2(ε − ε
′)
∫ t
0
(uε
′
i (s), u
ε
i (s)− u
ε′
i (s))m−1ds
+ 2
∫ t
0
(˜bik(uεi (s)− u
ε′
i (s)) + c˜
k(uε(s)− uε
′
(s)), uε(s)− uε
′
(s))m−1dW
k
s
+ 2
∫ t
0
∫
E
[
‖ − (uε(s−)− uε
′
(s−)) + ρ(s, e)(uε − uε
′
)(s−, φ−1s,e)‖
2
m−1
+ 2(uε(s−)− uε
′
(s−),−(uε(s−)− uε
′
(s−)) + ρ(s, e)(uε − uε
′
)(s−, φ−1s,e))m−1
]
N˜(deds).
From (3.38), (3.39) and BDG inequality, we obtain that
E sup
0≤s≤t
‖uε(s)− uε
′
(s)‖2m−1
≤ CE
∫ t
0
‖uε(r)− uε
′
(r)‖2m−1dr + C|ε− ε
′|E
∫ t
0
‖uε
′
(r)‖m‖u
ε(r)− uε
′
(r)‖mdr
≤ C
∫ t
0
E sup
0≤s≤r
‖uε(s)− uε
′
(s)‖2m−1dr + CT |ε− ε
′|‖ϕ‖2m.
(3.41)
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Gronwall’s inequality yields
E sup
0≤s≤T
‖uε(s)− uε
′
(s)‖2m−1 ≤ C|ε− ε
′|‖ϕ‖2m
which implies there exists a u˜ ∈ L∞,2F (0, T ;W
m−1
2 ) such that
uε → u˜, strongly in L∞,2F (0, T ;W
m−1
2 ).
Since uε ⇀ u weakly in L2F (0, T ;W
m
2 ), u
ε ⇀ u weakly in L2F (0, T ;W
m−1
2 ). So u = u˜ ∈
L∞,2F (0, T ;W
m−1
2 ). Using similar arguments to deduce (3.20), we know that both sides of (3.28),
corresponding to uε, converge weakly to the corresponding expression to u in L2F(0, T ;R). So
u ∈ L2F (0, T ;W
m
2 ) ∩ L
∞,2
F (0, T ;W
m−1
2 ) is a generalized solution of equation (3.27).
Noting u ∈ L∞,2F (0, T ;W
m−1
2 ), we can prove u ∈ L
∞,2
F ,w(0, T ;W
m
2 ) and satisfies (3.35) in the
same way as [19, Theorem 3.1, page 341].
In order to deduce the SIPDE for the invert flow X−1· (x), we need to introduce weighted
Sobolev spaces like in [19] as the initial value X−10 (x) = x does not belong to any Sobolev space
on the whole Rn.
For p > 1 and r ∈ R, we denote by Lp(r) the space of real-valued Lebesgue measurable
functions on Rn with the finite norm
‖f‖p,r :=
(∫
Rn
∣∣∣(1 + |x|2)r/2f(x)∣∣∣pdx)1/p.
For p = 2 we denote the inner product in L2(0) by (·, ·)0 as before.
Let Wmp (r) be the subset of Lp(r) consisting of functions whose generalized derivatives up
to the order m belong to Lp(r). We introduce a norm in this space by
‖f‖m,p,r :=
( ∑
|γ|≤m
|γ|!
γ1! · · · γn!
∫
Rn
∣∣∣(1 + |x|2)r/2Dγf(x)∣∣∣pdx)1/p
where γ = (γ1, · · · , γn) is a multi-index. It is a Banach space and for p = 2 a Hilbert space.
In the remaining part of this section we assume I), II’) and
III’) ϕ ∈Wm2 (r).
Definition 3.2. An r-generalized solution of the problem (3.27) is a function u ∈ L2F(0, T ;W
1
2 (r))∩
L∞,2F (0, T ;L2(r)) such that for each η ∈ C
∞
0 and almost all (t, ω) ∈ [0, T ] × Ω, equation (3.28)
holds.
Remark 3.2. If an r-generalized solution satisfies that for almost all ω ∈ Ω, it is cadlag with
respect to t for any x, and twice continuously differentiable with respect to x for any t, it is a
classical solution, i.e., it satisfies the relation (3.27) for all (t, x) ∈ [0, T ]×Rn, almost surely for
ω ∈ Ω.
Theorem 3.6. Assume that conditions I), II’) and III’) are in force. Then the problem (3.27)
has a unique r-generalized solution
u ∈ L∞,2F (0, T ;W
m−1
2 (r)) ∩ L
2
F(0, T ;W
m
2 (r)) ∩ L
∞,2
F ,w(0, T ;W
m
2 (r)). (3.42)
Furthermore,
E sup
t∈[0,T ]
‖u‖m,2,r ≤ C‖ϕ‖m,2,r (3.43)
where C depends on v(E), n, d, K, m, r, and T .
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Proof. The uniqueness can be obtained by analogous arguments to those of Theorem 3.5. Now
we prove the existence.
The validity for the case r = 0 is proved in Theorem 3.5. For the general case we consider
the equation for u˜(t, x) := (1 + |x|2)r/2u(t, x) where u is a solution of the problem (3.27):

du˜(t, x) =[aij(t, x)u˜ij(t, x) + bi(t, x)u˜i(t, x) + c(t, x)u˜(t, x)]dt
+
∫
E
(−u˜(t, x) + d(t, e, x)u˜(t, φ−1t,e (x)))v(de)dt
+ [˜bik(t, x)u˜i(t, x) + c˜k(t, x)u˜(t, x)]dW
k
t
+
∫
E
(−u˜(t−, x) + d(t, e, x)u˜(t−, φ−1t,e (x)))N˜ (dedt), t ∈ [0, T ], x ∈ R
n,
u˜(0, x) =(1 + |x|2)r/2ϕ(x)
(3.44)
where
bi(t, x) = bi(t, x)− 2r
aij(t, x)xj
1 + |x|2
,
c(t, x) = r(r + 2)
aij(t, x)xixj
(1 + |x|2)2
− r
aii(t, x) + bi(t, x)xi
1 + |x|2
+ c(t, x),
d(t, e, x) = (
1 + |x|2
1 + |φ−1t,e (x)|
2
)r/2d(t, e, x),
c˜k(t, x) = c˜k(t, x)− r
b˜ikxi
1 + |x|2
.
(3.45)
The coefficients and initial data of the above equation satisfy the conditions of the theorem for
r = 0. From the validity for the case r = 0 we know
u˜ ∈ L∞,2F (0, T ;W
m−1
2 ) ∩ L
2
F (0, T ;W
m
2 ) ∩ L
∞,2
F ,w(0, T ;W
m
2 ),
E sup
t∈[0,T ]
‖u˜‖m ≤ C‖ϕ‖m,2,r.
(3.46)
By differentiating the expression (1 + |x|2)−r/2u˜(t, x) we can go back to the equation (3.27) for
u. It is a consequence of (3.46) that u satisfies (3.42) and (3.43). The proof is complete.
Corollary 3.7. If (m− j)2 > n for some integer j ≥ 2, it follows from the Sobolev theorem on
the embedding of Wm2 in C
j that the r-generalized solution of (3.27) is classical.
Theorem 3.8. Suppose the integer k satisfies k > 2+n/2. Moreover, assume the coefficients of
equation (2.1) satisfy: b, σ and g, as well as their derivatives up to the order k+1, are bounded;
the determinant of the Jacobian matrix I + ∇g(t, e, x) of the homeomorphic map φt,e(x) =
x + g(t, e, x) is bounded below by a positive constant. Then the solution Xt(·) : R
n → Rn
of equation (2.1) starting at time 0 is a Ck diffeomorphism for each t ∈ [0, T ] almost surely.
Furthermore, the i-th coordinate of the inverse flow X−1· (·) is the classical solution of the equation
(3.1).
Proof. 2.2 implies the first assertion of the theorem. Since ϕ(x) ≡ xi ∈ Wm2 (r) for any r ≤
−(n/2+1), we deduce from Theorem 3.6 and Corollary 3.7, using Sobolev’s embedding theorem
that the equation (3.1) has a unique classical solution u(t, x) which satisfies for any compact
subset K ⊂ Rn,
E sup
0≤t≤T
‖u(t, x)‖2C2(K) ≤ CK‖ϕ‖
2
m,2,r. (3.47)
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We apply Itoˆ-Wentzell formula to the expression u(t,Xt(x)) and obtain that du(t,Xt(x)) ≡ 0.
Hence u(t,Xt(x)) = x
i for any t ∈ [0, T ], a.s.. The proof is complete.
Remark 3.3. (see [22, Remark 2, page359]) Assume the coefficients b, σ, and g are deterministic
functions and satisfy the conditions in Theorem 3.8. Assume further that the diffusion coefficient
σ is C1,2 with respect to (t, x). Then the inverse flow {X−1s,t (x) := (X
s
t )
−1(x), 0 ≤ s ≤ t ≤ T, x ∈
R
n} satisfies the following backward stochastic ordinary differential equation
X−1s,t (x) =x−
∫ t
s
b(r,X−1r,t (x))dr −
∫ t
s
σ(r,X−1r,t (x))d
←−
Wr −
∫ t
s
∫
E
g(r, e, φ−1r,e (X
−1
r,t (x)))N˜ (ded
←−r )
+ 2
∫ t
s
c(r,X−1r,t (x))dr +
∫ t
s
∫
E
(
g(r, e,X−1r,t (x))− g(r, e, φ
−1
r,e (X
−1
r,t (x)))
)
v(de)dr
where
c(t, x) :=
1
2
∑
ij
∂σ,j(t, x)
∂xi
σij(t, x)
and the superscript “,j” stands for the j-th column of the underlying matrix; d
←−
Wt and N˜(ded
←−r )
represent the backward Itoˆ integral and backward Poisson integral (see [22] for more details).
4 BSDEs with jumps
In this section, let p ≥ 2 is a given constant. We consider the following backward stochastic
differential equation
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
E
Us(e)dN˜ (deds), t ∈ [0, T ] (4.1)
under the following conditions
(H1) the generator f : [0, T ] × Ω × Rl × Rl×d × L2(E ;Rl) → Rl is P ⊗ B(Rl) ⊗ B(Rl×d) ⊗
B(L2(E ;Rl)) measurable and f(·, 0, 0, 0) ∈ L2,pF (0, T ;R
l).
(H2) there exists a constant L > 0 such that
|f(t, y, z, u) − f(t, y′, z′, u′)| ≤ L(|y − y′|+ |z − z′|+ |u− u′|),
for all t ∈ [0, T ], y, y′ ∈ Rl, z, z′ ∈ Rl×d, u, u′ ∈ L2(E ;Rl).
(H3) ξ ∈ Lp(FT ;R
l).
Theorem 4.1. Under conditions (H1), (H2) and (H3), BSDE (4.1) has a unique solution
(Y,Z,U) ∈ L∞,pF (0, T ;R
l)× L2,pF (0, T ;R
l×d)× L2,pF (0, T ;L
2(E ;Rl)).
Moreover, the solution (Y,Z,U) satisfies
‖Y ‖L∞,p
F
(0,T ;Rl) + ‖Z‖L2,p
F
(0,T ;Rl×d) + ‖U‖L2,p
F
(0,T ;L2(E;Rl))
≤C(‖f(·, 0, 0, 0)‖L2,p
F
(0,T ;Rl) + ‖ξ‖Lp)
(4.2)
for some positive constant C which depends on T , v(E), and p.
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Proof. The arguments in [9, Theorem 5.1 pages 54-56] can be adopted to get the desired existence
and uniqueness of solution to equation (4.1). It remains to prove the estimate (4.2). The
techniques are more or less standard now (see [5] and [32]). Using Itoˆ’s formula and the Lipschitz
continuity of f , we get
|Yt|
2 +
∫ T
t
|Zs|
2ds+
∫ T
t
∫
E
|Us(e)|
2v(de)ds
≤|ξ|2 + (2L+
L2
ε1
+
L2
ε2
+ 1)
∫ T
t
|Ys|
2ds+ ε1
∫ T
t
|Zs|
2ds
+ ε2
∫ T
t
∫
E
|Us(e)|
2v(de)ds +
∫ T
t
|f(s, 0, 0, 0)|2ds− 2
∫ T
t
〈Ys, ZsdWs〉
−
∫ T
t
∫
E
(2〈Ys−, Us(e)〉+ |Us(e)|
2)N˜(deds).
(4.3)
For any 0 ≤ r ≤ t, letting ε1 = ε2 = 1 and taking conditional expectation with respect to Fr on
both sides of (4.3), we have
E[|Yt|
2
∣∣Fr] ≤ E[|ξ|2 + ∫ T
0
|f(s, 0, 0, 0)|2ds|Fr
]
+ C
∫ T
t
E[|Ys|
2
∣∣Fr]ds, ∀t ∈ [r, T ]. (4.4)
Using Gronwall’s inequality, we have
E[|Yt|
2
∣∣Fr] ≤ E[|ξ|2 + ∫ T
0
|f(s, 0, 0, 0)|2ds
∣∣Fr]eC(T−t).
In particular,taking t = r, we have
|Yr|
2 ≤ E
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2ds
∣∣Fr]eCT .
Using Doob’s inequality, we have
E
(
sup
0≤r≤T
|Yr|
2
)p/2
≤ E
(
sup
0≤r≤T
(
E
[
|ξ|2 +
∫ T
0
|f(s, 0, 0, 0)|2ds
∣∣Fr]eCT)p/2
)
≤ CE
(
|ξ|p +
(∫ T
0
|f(s, 0, 0, 0)|2ds
)p/2)
.
(4.5)
Taking ε1 =
1
2 and t = 0 in (4.3), we have
E
( ∫ T
0
|Zs|
2ds
)p/2
+ E
(∫ T
0
∫
E
|Us(e)|
2N(deds)
)p/2
≤C
{
E|ξ|p + E sup
0≤t≤T
|Yt|
p + ε
p/2
2 E
(∫ T
0
∫
E
|Us(e)|
2v(de)ds
)p/2
+ E
(∫ T
0
|f(s, 0, 0, 0)|2ds
)p/2
+ E
∣∣∣ ∫ T
0
〈Ys, ZsdWs〉
∣∣∣p/2
+ E
∣∣∣ ∫ T
0
∫
E
〈Ys−, Us(e)〉N˜ (deds)
∣∣∣p/2}.
(4.6)
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Using BDG inequality, we have
E
∣∣∣ ∫ T
0
〈Ys, ZsdWs〉
∣∣∣p/2 ≤ CE(∫ T
0
|Ys|
2|Zs|
2ds
)p/4
≤ CE
(
sup
0≤t≤T
|Yt|
p/2
( ∫ T
0
|Zs|
2ds
)p/4)
≤
C2
2ε
E sup
0≤t≤T
|Yt|
p +
ε
2
E
(∫ T
0
|Zs|
2ds
)p/2
(4.7)
and
E
∣∣∣ ∫ T
0
∫
E
〈Ys−, Us(e)〉N˜ (deds)
∣∣∣p/2
≤ CE
(∫ T
0
∫
E
|Ys−|
2|Us(e)|
2N(deds)
)p/4
= CE
( ∑
0<s≤T
|Ys−|
2|Us(p(s))|
2
)p/4
≤ CE
(
sup
0≤s≤T
|Ys|
p/2
(∫ T
0
∫
E
|Us(e)|
2N(deds)
)p/4)
≤
C2
2ε
E sup
0≤s≤T
|Ys|
p +
ε
2
E
( ∫ T
0
∫
E
|Us(e)|
2N(deds)
)p/2
.
(4.8)
Moreover,
E
(∫ T
0
∫
E
|Us(e)|
2v(de)ds
)p/2
≤ (v(E)T )p/2−1E
∫ T
0
∫
E
|Us(e)|
pv(de)ds
≤ (v(E)T )p/2−1E
∫ T
0
∫
E
|Us(e)|
pN(deds)
≤ (v(E)T )p/2−1E
∑
0<s≤T
|Us(p(s))|
p
= (v(E)T )p/2−1E
∑
0<s≤T
(
|Us(p(s))|
2
)p/2
≤ (v(E)T )p/2−1E
( ∑
0<s≤T
|Us(p(s))|
2
)p/2
= (v(E)T )p/2−1E
(∫ T
0
∫
E
|Us(e)|
2N(deds)
)p/2
.
(4.9)
Taking ε2 in (4.6) and ε in (4.7) and (4.8) small enough, we can deduce from (4.6) that
E
(∫ T
0
|Zs|
2ds
)p/2
+ E
(∫ T
0
∫
E
|Us(e)|
2N(deds)
)p/2
≤C
{
E|ξ|p + E sup
0≤t≤T
|Yt|
p + E
(∫ T
0
|f(s, 0, 0, 0)|2ds
)p/2}
.
Combining the estimates (4.5) and (4.9), we can get the desired result.
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Now we consider the following BSDE
 dYt = −f(t,Xt(x), Yt, Zt, Ut)dt+ ZtdWt +
∫
E
Ut(e)N˜ (dedt), t ∈ [0, T ],
YT = ϕ(XT (x))
(4.10)
where X is the solution of equation (2.1) starting at time 0 and coefficients f and ϕ satisfy the
following conditions
(C5)k f ∈ L
∞
F (0, T ;C
k(Rn × Rl × Rl×d × L2(E ;Rl);Rl)),
ϕ ∈ L∞(FT ;C
k(Rn;Rl)).
In what follows the derivatives of f with respect to u are Fre`chet derivatives.
The adapted solution to BSDE (4.10) will be denoted by (Y (x), Z(x), U(x)). We have the
following lemma.
Lemma 4.2. ([6, Proposition 3.3]) Assume (C1), (C2)k and (C5)k are satisfied for k = 1 or
k = 2. Then the unique adapted solution (Y (x), Z(x), U(x)) to BSDE (4.10) satisfies almost
surely
Y ∈ Ck−1(Rn;D(0, T ;Rl)),
Z ∈ Ck−1(Rn;L2(0, T ;Rl×d)),
U ∈ Ck−1(Rn;L2(0, T ;L2(E ;Rl))).
And for any p ≥ 2 and any multi-index γ with |γ| ≤ k − 1, we have
‖∂γY·(x)‖
p
L∞,p
F
(0,T ;Rl)
+ ‖∂γZ·(x)‖
p
L2,p
F
(0,T ;Rl×d)
+ ‖∂γU·(x)‖
p
L2,p
F
(0,T ;L2(E;Rl))
≤ Cp, ∀x ∈ R
n,
and
‖∂γY·(x1)− ∂
γY·(x2)‖
p
L∞,p
F
(0,T ;Rl)
+ ‖∂γZ·(x1)− ∂
γZ·(x2)‖
p
L2,p
F
(0,T ;Rl×d)
+ ‖∂γU·(x1)− ∂
γU·(x2)‖
p
L2,p
F
(0,T ;L2(E;Rl))
≤Cp|x1 − x2|
p, ∀x1, x2 ∈ R
n.
Moreover, the gradient (∂Y, ∂Z, ∂U) satisfies the following BSDE
∂Yt(y) =∂ϕ(XT (y))∂XT (y) +
∫ T
t
[fx(Ξ
y
s)∂Xs(y) + fy(Ξ
y
s)∂Ys(y) + fz(Ξ
y
s)∂Zs(y)
+ fu(Ξ
y
s)∂Us(y)]ds −
∫ T
t
∂Zs(y)dWs −
∫ T
t
∫
E
∂Us(e, x)N˜ (deds)
(4.11)
where Ξys := (s,Xs(y), Ys(y), Zs(y), Us(y)) and ∂Zt(y)dWt := ∂Z
,r
t (y)dW
r
t .
To get higher regularity of (Y (x), Z(x), U(x)) with respect to x, we introduce the following
assumption
(C6) the function f(t, x, y, z, u) is linear in z and u with the derivatives fz and fu being
bounded and being independent of (x, y, z, u).
Theorem 4.3. Suppose that for some positive integer k, (C1), (C2)k, (C5)k and (C6) are all
satisfied. Then we have almost surely
Y ∈ Ck−1(Rn;D(0, T ;Rl)),
Z ∈ Ck−1(Rn;L2(0, T ;Rl×d)),
U ∈ Ck−1(Rn;L2(0, T ;L2(E ;Rl))).
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And for any p ≥ 2 and any multi-index γ with |γ| ≤ k − 1, we have
‖∂γY·(x)‖
p
L∞,p
F
(0,T ;Rl)
+ ‖∂γZ·(x)‖
p
L2,p
F
(0,T ;Rl×d)
+ ‖∂γU·(x)‖
p
L2,p
F
(0,T ;L2(E;Rl))
≤Cp, ∀x ∈ R
n,
(4.12)
and
‖∂γY·(x1)− ∂
γY·(x2)‖
p
L∞,p
F
(0,T ;Rl)
+ ‖∂γZ·(x1)− ∂
γZ·(x2)‖
p
L2,p
F
(0,T ;Rl×d)
+ ‖U·(x1)− U·(x2)‖
p
L2,p
F
(0,T ;L2(E;Rl))
≤Cp|x1 − x2|
p, ∀x1, x2 ∈ R
n.
(4.13)
Moreover, the triple (∂γY (x), ∂γZ(x), ∂γU(x)) satisfies the following BSDE

∂γYt(x) =− {fy(t,Xt(x), Yt(x))∂
γYt(x) + fz(t)∂
γZt(x) + fu(t)∂
γUt(x)}dt
− {fx(t,Xt(x), Yt(x))∂
γXt(x) + Pγ(t, x)}dt + ∂
γZt(x)dWt
+
∫
E
∂γUt(e, x)N˜ (dedt)
∂γYT (x) =∂
γ [ϕ(XT (x))]
(4.14)
where Pγ(t, x) is a n-dimensional vector whose components are polynomials of the partial deriva-
tives up to order |γ| − 1 of the components of Xt(x) and Yt(x), with the partial derivatives of
order |γ| of the components of f as coefficients.
Proof. We use the principle of induction. For the case k = 2, Theorem 4.3 holds in view of
Lemma 4.2. Suppose that Theorem 4.3 is true for k > 2. Now we prove Theorem 4.3 is true
for the case k + 1. By Theorem 4.1 and the induction assumptions, we can proceed as [6,
Proposition3.3] to deduce from the equation (4.14) that for any p ≥ 2 and multi-index γ with
|γ| = k−1, there exists a positive constant Cp such that for any x, x
′ ∈ Rn, h, h′ ∈ R, 1 ≤ i ≤ n,
‖∆ih∂
γY (x)‖p
L∞,p
F
(0,T ;Rl)
+ ‖∆ih∂
γZ(x)‖p
L2,p
F
(0,T ;Rl×d)
+‖∆ih∂
γU(x)‖p
L2,p
F
(0,T ;L2(E;Rl))
≤Cp,
‖∆ih∂
γY (x)−∆ih′∂
γY (x′)‖p
L∞,p
F
(0,T ;Rl)
+ ‖∆ih∂
γZ(x)−∆ih′∂
γZ(x′)‖p
L2,p
F
(0,T ;Rl×d)
+‖∆ih∂
γU(x)−∆ih′∂
γU(x′)‖p
L2,p
F
(0,T ;L2(E;Rl))
≤Cp(|x− x
′|p + |h− h′|p)
where ∆ihΦ(x) :=
1
h(Φ(x + hei) − Φ(x)) and (e1, · · · , en) is the orthogonal basis of R
n. From
Kolmogorov’s theorem (see, for instance, [21, Theorem 1.4.1, page 31]), there exists a modifi-
cation, still denoted by (Y (x), Z(x), U(x)), of the solution of equation (4.10) such that almost
surely
Y ∈ Ck(Rn;D(0, T ;Rl)),
Z ∈ Ck(Rn;L2(0, T ;Rl×d)),
U ∈ Ck(Rn;L2(0, T ;L2(E ;Rl))).
And the estimates (4.12) and (4.13) hold for |γ| = k. In view of the equations corresponding to
(∂γY (x + hei), ∂
γZ(x + hei), ∂
γU(x + hei)) and (∂
γY (x), ∂γZ(x), ∂γU(x)) and passing to the
limit as h→ 0 in the expression
1
h
(∂γY (x+ hei)− ∂
γY (x)),
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we can obtain that for |γ| = k, (∂γY (x), ∂γZ(x), ∂γU(x)) satisfies some BSDE of the form (4.14).
The proof is complete.
To get the differentiability of Zt(x) with respect to x for (t, ω) ∈ [0, T ]×Ω and the differen-
tiability of Ut(e, x) with respect to x for (t, e, ω) ∈ [0, T ]×E ×Ω, we need the following version
of Kolmogorov’s continuity criterion.
Lemma 4.4. ([36, Lemma 1, pages 46-47]) Let B be a Banach space and X ∈ Ck,a(Rn;Lp(F ;B))
with k+ a > np + j (j is a nonnegative integer). Then there is unique mapping X˜ : R
n ×Ω→ B
such that
(i) for each ω ∈ Ω, X˜(·, ω) ∈ Cj(Rn;B);
(ii) for each x ∈ Rn, X˜(x, ·) is F measurable, and the derivatives ∂γX˜(x, ω) for all multi-
index γ such that 0 ≤ |γ| ≤ j are indistinguishable with the derivatives ∂γX in Lp(F ;B).
Moreover, if B := B(x0, R) is a disk of R
n, there is a nonnegative constant Ck,a,p,B such
that for all X ∈ Ck,a(Rn;Lp(F ;B)) we have
‖‖X˜(·, ·)‖Cj (B;B)‖Lp ≤ Ck,a,p,B‖X‖Ck,a(B;Lp)
where X˜ is a regular version of X satisfying (i) and (ii).
As a consequence of Theorem 4.3 and Lemma 4.4, we have
Theorem 4.5. Suppose (C1), (C2)k+1 and (C5)k+1 are satisfied with k >
n
2 + j for some
positive integer j ≥ 2, and (C6) is satisfied. Let (Y (x), Z(x), U(x)) be the solution of BSDE
(4.10). We have for any compact subset K ⊆ Rn,
E sup
0≤t≤T
‖Yt(·)‖Ck(K;Rl) <∞,
E
∫ T
0
‖Zt(·)‖
2
Cj (K;Rl×d)dt <∞,
E
∫ T
0
∫
E
‖Ut(e, ·)‖
2
Cj (K;Rl)v(de)dt <∞.
5 Classical solutions to BSIPDEs
In this section, we consider classical solutions to BSIPDEs driven by a Brownian motion and
a Poisson point process. First of all, we establish the relationship between BSIPDEs and non-
Markovian FBSDEs.
Denote by (Xst (x), Y
s
t (x), Z
s
t (x), U
s
t (·, x))t∈[s,T ] the solution of the following non-Markovian
FBSDE 

dXt = b(t,Xt)dt+ σ(t,Xt)dWt +
∫
E
g(t, e,Xt−)N˜(dedt),
dYt = −f(t,Xt, Yt, Zt, Ut)dt+ ZtdWt +
∫
E
Ut(e)N˜ (dedt),
Xs = x, YT = ϕ(XT ), t ∈ [s, T ].
(5.1)
Theorem 5.1. Suppose p(s, x) := Y ss (x) can be written as a semimartingale of the following
form
p(s, x) = ϕ(x)−
∫ T
s
Φ(l, x)dl −
∫ T
s
q(l, x)dWl −
∫ T
s
∫
E
r(l, e, x)N˜ (dedl), s ∈ [0, T ]. (5.2)
Then (p, q, r) formally satisfies the BSIPDE (1.1).
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Proof. Applying Itoˆ-Wentzell formula to p(l,Xsl (x)), we have
p(t,Xst (x))
=p(s, x) +
∫ t
s
Φ(l,Xsl−(x))dl +
∫ t
s
q(l,Xsl−(x))dWl +
∫ t
s
〈∂p(l−,Xsl−(x)), b(l,X
s
l (x))〉dl
+
∫ t
s
〈∂p(l−,Xsl−(x)), σ(l,X
s
l (x))dWl〉+
1
2
∫ t
s
≪ ∂2p(l−,Xsl−(x)), σσ
∗(l,Xsl−(x))≫ dl
+
∫ t
s
≪ ∂q(l,Xsl−(x)), σ(l,X
s
l−(x))≫ dl
−
∫ t
s
∫
E
[
r(l, e, φl,e(X
s
l−(x)))− r(l, e,X
s
l−(x))
]
v(de)dl
+
∫ t
s
∫
E
[
p(l−, φl,e(X
s
l−(x)))− p(l−,X
s
l−(x))− 〈∂p(l−,X
s
l−(x)), g(l, e,X
s
l−(x))〉
]
v(de)dl
+
∫ t
s
∫
E
[
p(l−, φl,e(X
s
l−(x)))− p(l−,X
s
l−(x)) + r(l, e, φl,e(X
s
l−(x)))
]
N˜(dedl).
(5.3)
On the other hand,
p(t,Xst (x)) =Y
t
t (X
s
t (x))
=Y st (x)
=p(s, x)−
∫ t
s
f(l,Xsl (x), Y
s
l (x), Z
s
l (x), U
s
l (e, x))dl
+
∫ t
s
Zsl (x)dWl +
∫ t
s
∫
E
U sl (e, x)N˜ (dedl).
(5.4)
Comparing (5.3) with (5.4), we obtain
Φ(s, x)
=− f(s, x, p(s, x), q(s, x) + ∂p(s−, x)σ(s, x), p(s−, φs,·(x))− p(s−, x) + r(s, ·, φs,·(x)))
− 〈∂p(s−, x), b(s, x)〉 −
1
2
≪ ∂2p(s−, x), σσ∗(s, x)≫
−≪ ∂q(s, x), σ(s, x) ≫ −
∫
E
[
r(s, e, φs,e(x))− r(s, e, x)
]
v(de)
−
∫
E
[p(s−, φs,e(x))− p(s−, x)− 〈∂p(s−, x), g(s, e, x)〉
]
v(de).
(5.5)
Taking (5.5) into (5.2), we can get the desired result.
Next we concern the construction of the classical solution of BSIPDE (1.1) via the solution
of FBSDE (5.1).
Definition 5.1. A triple of random fields {(p(t, x), q(t, x), r(t, e, x)), (t, x, e) ∈ [0, T ]×Rn ×E}
is called an adapted classical solution of BSIPDE (1.1), if
(i) p(·, x) is an adapted cadlag process for any x and is twice continuously differentiable with
respect to x for any t almost surely;
(ii) q(·, x) is a predictable process for any x and is continuously differentiable with respect
to x for almost any (t, ω) ∈ [0, T ]× Ω;
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(iii) r(·, ·, x) is P ⊗E measurable for any x and is continuous with respect to x for almost all
(t, ω, e) ∈ [0, T ]× Ω× E;
(iv) for any compact subset K ⊂ Rn and multi-indices β and γ with |β| ≤ 2 and |γ| ≤ 1, the
triple (p, q, r) satisfies almost surely
sup
0≤t≤T, x∈K
|∂βp(t, x)| <∞,
∫ T
0
sup
x∈K
|∂γq(t, x)|2dt <∞,
∫ T
0
∫
E
sup
x∈K
|r(t, e, x)|2v(de)dt <∞;
(5.6)
(v) the following holds almost surely
p(t, x) =ϕ(x) +
∫ T
t
[L(s, x)p(s−, x) +M(s, x)q(s, x)
+ f(s, x, p(s, x), q(s, x) + ∂p(s−, x)σ, r(s, ·, φs,·(x)) − p(s−, x) + p(s−, φs,·(x)))]ds
−
∫ T
t
∫
E
[r(s, e, x) − r(s, e, φs,e(x)) + p(s−, x)− p(s−, φs,e(x))]v(de)ds
−
∫ T
t
q ,k(s, x)dW ks −
∫ T
t
∫
E
r(s, e, x)N˜ (deds), ∀(t, x) ∈ [0, T ]× Rn.
(5.7)
Denote (Xt(x), Yt(x), Zt(x), Ut(·, x))t∈[0,T ] := (X
0
t (x), Y
0
t (x), Z
0
t (x), U
0
t (·, x))t∈[0,T ]. We de-
fine
p(t, x) :=Yt(X
−1
t (x)),
q(t, x) :=Zt(X
−1
t− (x))− ∂p(t−, x)σ(t, x),
r(t, e, x) :=p(t−, φ−1t,e (x))− p(t−, x) + Ut(e,X
−1
t− (φ
−1
t,e (x))).
(5.8)
Remark 5.1. At the jump time τ of the point process p, we have the relation
Xτ (x) = Xτ−(x) + g(τ,p(τ),Xτ−(x)) = φτ,p(τ)(Xτ−(x))
which implies
Xτ−(x) = φ
−1
τ,p(τ)(Xτ (x)).
So Xt−(·) : R
n → Rn is also a homeomorphic mapping for any t ∈ [0, T ] almost surely.
Theorem 5.2. Assume the same conditions for coefficients b, σ and g as in Theorem 3.8.
Assume further (C5)k+1 and (C6) are satisfied with k > 2+
n
2 . Then the triple (p, q, r) defined
in (5.8) is a classical solution of BSIPDE (1.1).
Proof. From Theorem 4.5 and (3.47), we know that the triple (p, q, r) satisfies (5.6). From
Theorem 3.8, we have

dX−1t (x) =(M
rMr − L)(t, x)X−1t− (x)dt+
∫
E
A(t, e)X−1t− (x)v(de)dt
−Mr(t, x)X−1t− (x)dW
r
t +
∫
E
A(t, e)X−1t− (x)N˜(dedt), 0 ≤ t ≤ T,
X−10 (x) =x.
(5.9)
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In view of Theorem 4.5 again, we apply the Itoˆ-Wentzell formula to calculate Yt(X
−1
t (x)) and
obtain

dp(t, x) =− f(t, x, p(t, x), Zt(X
−1
t− (x)), Ut(X
−1
t− (x)))dt + Zt(X
−1
t− (x))dWt
+ ∂iYt−(x˜)|x˜=X−1t− (x)
[(MrMr −L)(t, x)X−1,it− (x) +
∫
E
A(t, e)X−1,it− (x)v(de)]dt
− ∂iYt−(x˜)|x˜=X−1t− (x)
Mr(t, x)X−1,it− (x)dW
r
t
+
1
2
∂2ijYt−(x˜)|x˜=X−1t− (x)
[Mr(t, x)X−1,it− (x)][M
r(t, x)X−1,jt− (x)]dt
− ∂iZ
,r(x˜)|x˜=X−1t− (x)
Mr(t, x)X−1,it− (x)dt
+
∫
E
[Yt−(X
−1
t− (φ
−1
t,e (x))) − Yt−(X
−1
t− (x))− ∂iYt−(x˜)|x˜=X−1t− (x)
(A(t, e)X−1,it− (x))]v(de)dt
+
∫
E
[Yt−(X
−1
t− (φ
−1
t,e (x))) + Ut(e,X
−1
t− (φ
−1
t,e (x))) − Yt−(X
−1
t− (x))]N˜ (dedt)
+
∫
E
[Ut(e,X
−1
t− (φ
−1
t,e (x))) − Ut(e,X
−1
t− (x))]v(de)dt, t ∈ [0, T ],
p(T, x) =ϕ(x)
(5.10)
where X−1,i· (x) is the i-th component of X
−1
· (x). By computation, we have
Mr(t, x)Z ,rt (X
−1
t− (x)) =∂iZ
,r
t (x˜)|x˜=X−1t− (x)
Mr(t, x)X−1,it− (x),
Mr(t, x)p(t−, x) =∂iYt−(x˜)|x˜=X−1t− (x)
Mr(t, x)X−1,it− (x),
MrMrp(t−, x) =Mr(t, x)(∂iYt−(x˜)|x˜=X−1t− (x)
Mr(t, x)X−1,it− (x))
=Mr(t, x)(∂iYt−(x˜)|x˜=X−1t− (x)
)Mr(t, x)X−1,it− (x)
+ ∂iYt−(x˜)|x˜=X−1t− (x)
(MrMr(t, x)X−1,it− (x))
=∂2ijYt−(x˜)|x˜=X−1t− (x)
[Mr(t, x)X−1,it− (x)][M
r(t, x)X−1,jt− (x)]
+ ∂iYt−(x˜)|x˜=X−1t− (x)
(MrMr(t, x)X−1,it− (x)),
L(t, x)p(t−, x) =∂iYt−(x˜)|x˜=X−1t− (x)
L(t, x)X−1,it− (x)
+
1
2
∂2ijYt−(x˜)|x˜=X−1t− (x)
[Mr(t, x)X−1,it− (x)][M
r(t, x)X−1,jt− (x)].
(5.11)
So the triple (p, q, r) is a classical solution to BSIPDE (1.1).
The following theorem is concerned with the uniqueness of the classical solution to the system
(1.1).
Theorem 5.3. Let the assumptions of Theorem 5.2 be satisfied. Let (p˜, q˜, r˜) be a classical
solution to BSIPDE (1.1). Then we have
p˜(t,Xt(x)) = Yt(x),
q˜(t,Xt−(x)) = Zt(x)− ∂p˜(t−,Xt−(x))σ(t,Xt−(x)),
r˜(t, e, φt,e(Xt−(x))) = Ut(e, x) + p˜(t−,Xt−(x))− p˜(t−, φt,e(Xt−(x)))
or equivalently,
p˜(t, x) = Yt(X
−1
t (x)),
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q˜(t, x) = Zt(X
−1
t− (x)) − ∂[Yt−(X
−1
t− (x))]σ(t, x),
r˜(t, e, x) = Yt−(X
−1
t− (φ
−1
t,e (x)))− Yt−(X
−1
t− (x)) + Ut(e,X
−1
t− (φ
−1
t,e (x))).
Proof. Using the Itoˆ-Wentzell formula to calculate p˜(t,Xt(x)), we see that
(p˜(t,Xt(x)), q˜(t−,Xt−(x)) + ∂p˜(t−,Xt−(x))σ(t,Xt−(x)),
r˜(t, e, φt,e(Xt−(x)))− p˜(t−,Xt−(x)) + p˜(t−, φt,e(Xt−(x))))
is an adapted solution of BSDE (4.10). We have the desired result.
References
[1] S. Albeverio, J. Wu and T. Zhang, Parabolic SPDEs driven by Poisson white noise, Stochastic
Process. Appl. 74 (1998) pp. 21–36.
[2] G. Barles, R. Buckdhan and E. Pardoux, Backward stochastic differential equations and
integral-partial differential equations, Stochastics and Stochastics Reports, 60 (1997), pp.
57–83.
[3] A. Bensoussan, Stochastic Control of Partially Observable Systems, Cambridge University
Press, Cambridge, 1992.
[4] J. M. Bismut, Linear quadratic optimal stochastic control with random coefficients, SIAM
J. Control Optim. 14 (1976), pp. 419–444.
[5] Ph. Briand, B. Delyon, Y. Hu, E. Pardoux and L. Stoica, Lp solutions of BSDEs, Stochastic
Process. Appl. 108 (2003), pp. 109–129.
[6] R. Buckdahn and E. Pardoux, BSDE’s with jumps and associated integral-stochastic differ-
ential equations, preprint.
[7] F. Delbaen and S. Tang, Harmonic analysis of stochastic equations and backward stochastic
differential equations, Probab. Theory Relat. Fields, 146 (2010), pp. 291–336.
[8] K. Du and S. Tang, On the Dirichlet Problem for Backward Parabolic Stochastic Partial
Differential Equations in General Smooth Domains, http://arxiv.org/abs/0910.2289.
[9] N. El Karoui, S. Peng, and M. C. Quenez, Backward stochastic differential equations in
Finance, Math. Finance, 7 (1997), pp. 1–71.
[10] N. Englezos and I. Karatzas, Utility maximization with habit formation: dynamic program-
ming and stochastic PDEs, SIAM J. Control Optim. 48 (2009), pp. 481–520.
[11] T. Fujiwara and H. Kunita, Stochastic differentail equations of jump type and Le´vy flows
in diffeomorphisms group, J. Math. Kyoto Univ. 25 (1985), pp. 71–106.
[12] I. Gyo¨ngy and N.V. Krylov, On stochastic equations with respect to semimartingales II,
Itoˆ formula in Banach spaces, Stochastics 6 (1982), pp. 153–173.
[13] E. Hausenblas: Existence, Uniqueness and Regularity of Parabolic SPDEs driven by Poisson
random measure, Electron. J. Probab. 10 (2005), pp. 1496-C1546.
[14] E. Hausenblas: SPDEs driven by Poisson random measure with non Lipschitz coefficients:
existence results, Probab. Theory Relat. Fields, 137 (2007), pp. 161–200.
31
[15] Y. Hu, J. Ma and J. Yong, On semi-linear degenerate backward stochastic partial differential
equations, Probab. Theory Related Fields 123 (2002), pp. 381–411.
[16] Y. Hu and S. Peng, Adapted solution of a backward semilinear stochastic evolution equa-
tions, Stoch. Anal. Appl. 9 (1991), pp. 445–459.
[17] N. V. Krylov, On the Itoˆ-Wentzell formula for distribution-valued processes and related
topics, http://arxiv.org/abs/0904.2752.
[18] N. V. Krylov and B. L. Rozovskii, On the Cauchy problem for linear stochastic partial
differential equations, Math. USSR Izv. 11 (1977), pp. 1267–1284.
[19] N. V. Krylov and B. L. Rozovskii, Characteristics of degenerating second-order parabolic
Itoˆ equations, Trudy seminara imeni Petrovskogo, 8 (1982) pp. 153–168 (Russian); English
translation: J. Soviet Math., 32 (1986), pp. 336–348.
[20] N. V. Krylov and B. L. Rozovskii, Stochastic partial differential equations and diffusion
processes, Uspekhi Mat. Nauk 37:6 (1982), pp. 75–95 (Russian). English translation: Russian
Math. Surveys 37:6 (1982), pp. 81–105.
[21] H. Kunita, Stochastic flows and stochastic differential equations, Cambridge Studies in
Advanced Mathematics, Vol. 24, Cambridge University Press, Cambridge, 1997.
[22] H. Kunita, Stochastic differential equations based on Le´vy processes and stochastic flows
of diffeomorphisms, in M. Rao (ed.) Real and Stochastic Analysis, Birkha¨user, Basel, 2004,
pp. 305–373.
[23] J. Ma and J. Yong, Adapted solution of a degenerate backward SPDE, with applications,
Stochastic Process. Appl. 70 (1997), pp. 59–84.
[24] J. Ma and J. Yong, On linear, degenerate backward stochastic partial differential equations,
Probab. Theory Related Fields 113 (1999), pp. 135–170.
[25] Q. Meng and S. Tang, Backward Stochastic HJB Equations with Jumps, preprint.
[26] L. Mytnik, Stochastic partial differential equation driven by stable noise, Probab. Theory
Relat. Fields, 123 (2002), pp. 157–201.
[27] B, Øksendal, F. Proske and T. Zhang, Backward stochastic partial differential equations
with jumps and application to optimal control of random jump fields, Stochastics, 77 (2005),
381–399.
[28] B, Øksendal and T. Zhang, The Itoˆ-Ventzell formula and forward stochastic differential
equations driven by Poisson random measures, Osaka J. Math. 44 (2007), pp. 207–230.
[29] E. Pardoux, Stochastic partial differential equations and filtering of diffusion processes,
Stochastics 3 (1979), pp. 127–167.
[30] E. Pardoux and S. Peng, Adapted solution of backward stochastic equation, Systems Con-
trol Lett. 14 (1990), pp. 55–61.
[31] E. Pardoux and S. Peng, Backward Stochastic Differential Equations and Quasilinear
Parabolic Partial Differential Equations, in Stochastic Partial Differential Equations and Their
Applications, Lecture Notes in Control and Inform. Sci. 176, B.L.Rozovskii and R.S. Sowers,
eds., Springer, Berlin, Heidelberg,New York 1992,pp.200–217.
32
[32] S. Peng, Stochastic Hamilton-Jacobi-Bellman equations, SIAM J. Control Optim. 30 (1992),
284–304.
[33] P. Protter, Stochastic Integration and Differential Equations (second edition), Springer,
2004.
[34] M. Ro¨ckner and T. Zhang, Stochastic evolution equations of jump type: existence, unique-
ness and large deviation principles, Potential Analysis 26 (2007), pp. 255–279.
[35] B. L. Rozovskii, Stochastic evolution systems, Kluwer, Dordrecht, 1990.
[36] A.-S. Sznitman, Martingales de´pendant d’un parame`tre: une formule d’Ito, Z. Wahrschein-
lichkeitstheorie verw. Gebiete 60 (1982), pp. 41–70.
[37] S. Tang and X. Li, Necessary conditions for optimal control of stochastic systems with
random jumps, SIAM J. Control Optim. 32 (1994), pp. 1447–1475.
[38] S. Tang, The maximum pinciple for partially observed optimal control of stochastic differ-
ential equations, SIAM J. Control Optim. 36 (1998), 1596–1617.
[39] S. Tang, A New Partially Observed Stochastic Maximum Principle, In: Proceedings of 37th
IEEE Control and Decision Conference, Tampa, Florida, December 1998, 2353–2358.
[40] S. Tang, Semi-linear systems of backward stochastic partial differential equations in Rn,
Chinese Ann. Math. Ser. B 26 (2005), pp. 437–456.
[41] J. B. Walsh, 1986. An introduction to stochastic partial differential equations. In: Ecole
d’E´te´ de Probabilite´s de St. Flour XIV, Lecture Notes in Mathematics, vol. 1180. Springer,
Berlin, pp. 266–439.
[42] J. Yong and X. Zhou, Stochastic Controls: Hamiltonian Systems and HJB Equations,
Springer, 1999.
[43] X. Zhou, A duality analysis on stochastic partial differential equations, J. Funct. Anal. 103
(1992), pp. 275–293.
[44] X. Zhou, On the necessary conditions of optimal controls for stochastic partial differential
equations, SIAM J. Control Optim. 31 (1992), pp. 1462–1478.
33
