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ABSTRACT
The authors study intrinsic variability in the position of jets in a b-plane channel ocean with simple to-
pography using a quasigeostrophic numerical model. This study links the variability in jet position with
abyssal anticyclones that form as a result of interaction of mesoscale eddies and subsurface topography,
reminiscent of such flows as the Zapiola anticyclone. A simple dynamical framework explaining this behavior
is developed. In this framework, this study shows that the topographic anticyclones form closed regions of
homogenized yet time-varying potential vorticity. Neighboring topographic anticyclones are coupled by eddy
fluxes. Interaction of a baroclinic jet with these two (or more) anticyclones can drive variability in local jet
strength. Predictions of the dynamical framework are then compared with the results of the numerical model,
and it is demonstrated that this model has merit in explaining the observed model variability. This study
argues that this simple mode of variability has relevance for the ocean.
1. Introduction
a. Background
High-resolution satellite altimetry, long time hydro-
graphic sections, and eddy-resolving numerical models
have revealed that the Southern Ocean flow field is
dominated by thin, strong, and quasi-zonal jetlike fea-
tures. These jets show significant time variability: strength-
ening and weakening, splitting and merging, and shifting
meridional position. However, the position of these jets
is largely set by large, sub-surface topographic features
(Rintoul et al. 2001). Observations reveal dramatically
reduced temporal variability in the vicinity of these fea-
tures (Sokolov and Rintoul 2009). This has led to the
claim that jets are ‘‘locked in position and cannot shift’’
by these features (Sokolov and Rintoul 2009) and that
the variability of frontal positions is much reduced in
the vicinity of topography (Sallee et al. 2008). An
explanation for this behavior is given in Vallis and
Maltrud (1993).
Recent observations of the Southern Ocean obtained
from satellite altimetry and fixed moorings have, how-
ever, indicated that jets will suddenly change preference
of topographic feature. A jet that previously skirted a
plateau to the north may very quickly (over time spans
of days or weeks) shift to skirt the plateau to the south
and obtain a new quasi-steady state. Shifts in the lat-
itudinal positions of jets of more than 108 have been
observed in the vicinity of large topography such as the
Kerguelen plateau (Sokolov and Rintoul 2009). Similar
behavior was found in the idealized, quasigeostrophic
simulations of Thompson (2010), which provides some
evidence that the mechanism driving the variability in
jet position is due to eddy–mean flow interaction. Fixed
mooring measurements of the flow through gaps in the
Macquarie Ridge south of New Zealand (Williams et al.
2010) show anticorrelated fluctuations through adjacent
gaps. However, the hydrology indicates that fronts (at
least as defined by hydrographic variables such as sharp
temperature or salinity changes) only rarely change their
preference of topographic feature. With doubt being cast
on the global applicability of the methods of Sokolov
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and Rintoul (2009) (see Thompson et al. 2010) there is
currently some confusion about whether a particular
front is changing its position, or neighboring fronts are
undergoing anticorrelated strengthening/weakening.
Resolving this issue is beyond the scope of this paper
and, as such, we argue that to both kinds of behavior
may be defined as ‘‘jet jumping.’’
In a somewhat separate line of research, the genera-
tion of mean flows by eddy–topographic interaction has
received attention in recent years, motivated by prob-
lems such as the Zapiola anticyclone, a topographically
induced circulation in the SouthAtlantic associated with
a particular seamount (Saunders and King 1995). These
circulations have their origin in eddies interacting with
topography at abyssal depths. A steady-state, quasi-
baroclinic theory for the development of closed circu-
lations in the vicinity of closed geostrophic contours was
put forth by Dewar (1998). In this theory, the balance
between the eddy-advected potential vorticity and fric-
tional effects determines the strength of the topographic
circulation. While Dewar (1998) finds that these circu-
lations are first order barotropic, more recent work
suggest that they are bottom intensified in certain pa-
rameter regimes (Venaille 2012).
The time-dependent behavior of the Zapiola anticy-
clone was explored by Volkov and Fu (2008) who used
a combination of satellite altimetry and output from the
high resolution, data assimilating Estimating the Cir-
culation and Climate of the Ocean, Phase II (ECCO2)
model. They found that the strength of the anticyclone
was temporally variable and that the variability was pri-
marily influenced by the advection of vorticity over the
seamount. Venaille et al. (2011) built upon this work, de-
riving a simple, barotropic model for the temporal vari-
ability of the anticyclone, in which the time-dependent
variations in vortex strength were governed by fluxes of
vorticity into the circulation region by eddy activity. The
resulting red spectrum was compared to the output of
eddy-permittingDRAKKAR (http://www.drakkar-ocean.
eu) model and found to be in very good agreement.
In their paper, Venaille et al. (2011) state ‘‘one might
conjecture that the mechanism described in this letter
could play an signicant role in the internal low frequency
dynamics and energetics of large scale oceanic currents
(p. 5).’’ Here we show an example for which this con-
jecture turns out to be correct, positing that variability in
these topographic circulations can interact with baro-
clinic, ACC-like jets to drive the ‘‘jet jumping’’ behavior
described in Sokolov and Rintoul (2009). To investigate
this phenomenon, we use an idealized, high-resolution,
quasigeostrophic numerical model. We develop a time-
varying framework for topographically generated cir-
culations and their effect on jetlike flows originating
upstream of the topographic feature in question. This
model has its origins in the hypothesis of Hogg and
Blundell (2006) to explain circumpolar variability in
their quasigeostrophic model of the Antarctic Circum-
polar Current.
The construction of the dynamical framework owes
much to the various models to explain the maintenance
of the general circulation (Andrews and McIntyre 1976)
and annular mode–type variation of the extratropical
atmosphere (Vallis et al. 2004). However, in contrast to
the atmospheric studies, large topographic features dom-
inate the background PV in the ocean, giving rise to
nonzonal flows (Plumb and Ferrari 2005), complicating
the geometry of the problem. However, the success of
the Venaille et al. (2011) model provides compelling
evidence that the physical mechanisms are very similar,
even if the geometry differs.
In the next section, the variability of the ocean model
is characterized. In section 3, we propose a framework of
low-frequency variability of flows in the vicinity of to-
pographic features and in section 4, we interpret the
results of the numerical model in terms of the frame-
work presented in section 3.
b. Ocean model
For this paper, we use the ocean core of the quasi-
geostrophic coupled general circulationmodel (Q-GCM)
as described in Hogg et al. (2003). This model time steps
the quasigeostrophic potential vorticity equation in each
layer i 2 [1, N]:
›qi
›t
1 J(ci,qi)5F i 2Di (1)
and then corrects the streamfunction by inverting the
elliptic equation:
qi 5=
2ci 1Aijcj 1hi , (2)
where suffix notation has been used to indicate the
matrix–vector product. Here, h is the time invariant
background PV: hi 5by1 (f0/HN)h(x, y)diN , where h is
the topography, Aij is the layer-coupling matrix, defined
in Hogg et al. (2003), F i, Di are the nonconservative
forcing and dissipation terms, respectively, and N is the
number of layers.We take the forcing to be proportional
to the wind stress curl in the upper layer and zero in
all other layers, while the dissipation is taken to be
biharmonic viscosity acting on vorticity (n=6c) in all
layers, with the addition of a linear Ekman drag
(2E=2c) in the lower layer. Themodel uses the Robert–
Asselin–Williams (RAW) filter (Williams 2009) in place
of the standard Robert–Asselin filter in the time
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stepping routine, ensuring formal second-order accu-
racy in time.
The model has three layers. The parameters used in
this study are given in Table 1. We remind the reader
that in the Southern Hemisphere f0 , 0. It is important
to note that the horizontal grid spacing chosen for this
study (5 km) is less than the deformation radius for the
choices of Coriolis parameter and stratification (;10 km),
which in our experience permits adequate representa-
tion of the effect of eddies on the mean flow.
We use a zonally reentrant channel on a b plane as an
analog for the Southern Ocean. Forcing is provided by
a zonally invariant westerly wind stress, with a truncated
sinusoidal profile in the meridional direction:
t0(y)5
8>><
>>:
0 y,L0
W0 cos

py
Lw

L0 , y,Ly 2L0
0 y,Ly 2L0
.
Here,Ly is the meridional width of the domain,L0 is the
width of the region of no forcing, and Lw 5 Ly 2 2L0
(shown in Fig. 1). The peak wind stress W0 is 1.0 3
1024 N m22. This wind stress profile is chosen to mimic
the wind stress exerted on the Southern Ocean by the
midlatitude atmosphere. The regions of no forcing on
TABLE 1. Standard parameters for simulations.
Parameters Value Description
f0 21.2 3 10
24 s21 Mean Coriolis parameter
b 1.3 3 10211 (m s)21 Coriolis parameter gradient
X 3 Y 1026 km 3 5000 km Domain size
Dx, Dy 5 km Horizontal grid spacing
Dt 75 s Time step
r0 1000 kg m
23 Reference density
a 5 Partial slip boundary
condition coefficient
Hi (300, 1100, 2600) m Layer thicknesses
g0i (5, 2.5) 3 10
22 m s22 Reduced gravity
n 1.0 3 1010 m4 s21 Biharmonic viscosity
coefficient
dek 20 m Bottom Ekman-layer
thickness
W0 1.0
24 m2 s22 Maximum wind stress
FIG. 1. (a) Domain layout showing topography (light) and wind stress (boldface) along with greatest closed f/H
contour (boldface, dashed); (b) zonal transect of topography, showing basic profile; (c) meridional transect of to-
pography, showing canyon profile, written as h0(y) in the text.
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either side of the sinusoidal profile are designed to re-
move influences from the edges of the channel.
Bottom topography takes the form of an isolated,
meridional ridge, with two ‘‘canyons’’ or notches dis-
tributed about the center of the domain. The profile of
the topography is given by
h(x, y)5
8>><
>>:
0 x , 22Lhw
h0(y) cos
2
p
4
Lhwx

22Lhw , x, 2Lhw
0 y, 2Lhw
.
Here, Lhw is the hill half-length, and h0(y) is the me-
ridionally varying part of the topography. The height of
the topography is set to be 45%of the lower-layer depth.
The profile of the ‘‘canyons,’’ encapsulated in h0(y) is a
simple, half-period cosine function. This topography and
its spatial relation to the wind stress are shown in Fig. 1.
The canyons are approximately 200 km wide, sepa-
rated by a gap of approximately 150 km, chosen to en-
sure that the canyons themselves and the gaps between
them span multiple eddy length scales, and therefore,
variability in the vicinity of these features are dominated
by large-scale effects. The height of the topography is set
such that regions of closed f/H contours (blocked geo-
strophic contours) are formed, which is crucial for the
development of jet-jumping variability. These regions
are indicated in Fig. 1a.
The model is spun up from rest until statistical equi-
librium, which takes approximately 70 years. The model
is then run for an additional 90 years, which returns enough
data to adequately investigate the variability.
2. Low-frequency variability
a. Mean flow
The time mean zonal velocity in the upper layer
(Fig. 2a) indicates a general eastward current organized
into three or four primary jets. These jets deviate
strongly from the zonal direction in the vicinity of the
topography, makingmeridional detours to flow ‘‘through’’
the canyon regions. Themean streamfunction in the lower
layer (Fig. 2c) shows two anticyclones that have formed
on either side of the northern canyon (streamfunction is
chosen over velocity as it facilitates the visualization of
FIG. 2. The flow of the idealized numericalmodel. (a)Upper-layer temporal mean zonal velocity hu1i (cm s21); and
(b) snapshot of the upper-layer zonal velocity u1 (cm s
21). (c) Lower-layer temporal mean streamfunction hc3i (Sv);
and (d) snapshot of the lower-layer streamfunction c3 (Sv). (light, dotted lines show topographic contours).
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the anticyclones). This flow field is predicted by the the-
ory of Dewar (1998). The jet structure in the surface layer
is not apparent in the lower layers. The time mean of the
barotropic streamfunction (not shown) indicates that the
influence of the topographic vortices extends throughout
the depth of the fluid, consistent with the results ofDewar
(1998). Snapshots of the flowfield in the upper layer (Fig.
2b, zonal velocity) and lower layer (Fig, 2d, stream-
function) show a well-developed eddy field in both
layers.
b. Temporal variability
1) UPPER-LAYER TRANSPORT
As this paper is concerned primarily with local vari-
ability in jets, an obviousmetric to use is zonal transport.
As such, we compute the total transport ‘‘through’’ each
canyon at the zonal midpoint of the domain and then
apply a low-pass filter (a finite-impulse response Lanc-
zos filter) to the resulting time series.1 The two transport
time series are shown in Fig. 3.
The transport time series are highly variable and show
substantial anticorrelation: an empirical orthogonal
function (EOF) analysis of the two time series reveals
that the anticorrelated mode explains ;65% of the
variance.2 The transport time series are also quasi-
periodic, with a period of approximately 5 years.
The transport variability through both canyons is high.
Through the northern canyon (Fig. 3a), transport varies
between maximum values of 203 Sverdrups (Sv; 1 Sv [
106 m3 s21) to a minimum values of 226 Sv, indicating
reverse (westward) flow at times. The mean transport is
96 Sv, with a standard deviation of 12.3 Sv. The south-
ern canyon transport varies between 30 and 220 Sv, with
a mean of 114 Sv and a standard deviation of 11.9 Sv.
2) SPATIAL PATTERNS OF VARIABILITY
To further investigate the variability of the system, we
define the ‘‘large-scale’’ flow, or the filtered field, as hci
and the ‘‘eddy field,’’ as c0, such that the field is decom-
posed as
ci(x, t)5 hcii1c0i , (3)
with hc0i 5 0.
We first low-pass filter the velocity streamfunction
field (as before, using a Lanczos filter with a 6 month
cutoff period) and then subsample at twice the Nyquist
frequency (8 yr21). A standard EOF analysis (Wilks 2006)
is then performed on the low-pass-filtered data. In per-
forming this EOF, we restrict attention to the portion of
the domain in the vicinity of the topography and the
canyons, to remove the influence of the variability in
the regions away from the region of interest. The EOF
analysis is performed independently in each layer. Per-
forming the EOF analysis on all three layers simulta-
neously does not appreciably change the results.
The first EOF of the upper (lower) layer is shown in
Figs. 4a,b. The eigenvalue spectrum of the EOF analysis
indicates that the first EOF is the dominant mode of
variability, explaining ;15% of the variance in the up-
per layer and ;22% of the variance in the lower layer.
The second EOF, by contrast, explains ;5% of the var-
iance in each layer. Investigations of the next five EOFs
indicate little coherent structure. We thus use the first
EOF and its associated principal component (PC) time
series as a metric of the low-frequency variability.
The first EOF shows a dipolar structure in the lower
layer, with poles on either side of the northern canyon.
This pattern describes an anticorrelated strengthening
(weakening) of the northern (southern) topographic an-
ticyclones. The EOF of the upper layer shows a tripolar
structure. There is clearly a strong barotropic component
to this structure: with the exception of the weaker south-
ern pole, the upper-layer and lower-layer EOF structure
are qualitatively similar. The PC time series of this EOF
(Fig. 5) shows a quasi-periodic signal with a period of
approximately 5 years.
To understand how this variability manifests, we de-
fine the ‘‘key states’’ of the low-frequencymode (Berloff
FIG. 3. Barotropic transport ‘‘through’’ the (a) northern canyon
and (b) southern canyon. Calculations are performed at the domain
midpoint.
1 Since the model is quasigeostrophic (QG), there can techni-
cally be no transport ‘‘through’’ these canyons. The canyons only
provide a local variation in the background PV.More correctly, we
should state that we compute the transport ‘‘over’’ the canyons.
2 An EOF analysis of a two dimensional dataset will decompose
it into a correlated mode and an anticorrelated mode (Wilks 2006).
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et al. 2007). We do this by employing a conditional-
ensemble mean as a low-pass filter. We define, somewhat
arbitrarily, that the system exists in key state ‘‘A’’ when
the PC time series (normalized by standard deviation) of
the first EOF has a value greater than, or equal to, 0.6.
Likewise, key state ‘‘B’’ is defined as the times when the
PC time series is less than, or equal to, 20.6. We then
average all time steps in each state to form the conditional
ensemble means: hciA and hciB. The system exists in
state A ;26% and state B ;32% of the time. The
anomalies of these states defined relative to the time
mean: (i.e., hciK 2 hci) are presented in Fig. 6.
State A corresponds to a stronger jet associated with
the northern canyon and a weaker jet associated with the
southern canyon (relative to the time mean), shown in
Figs. 6a,b. State A shows a substantial (;30%) increase
in the zonal velocity associated with the jet in the north-
ern canyon and a corresponding decrease (;20%) in the
zonal velocity of the jet in the southern canyon. State B
shows the reverse situation to state A: a;30% reduction
in the zonal velocity in the northern canyon, along with
a ;15% increase in the southern canyon.
We also note several differences in the streamfunc-
tion fields in the lower layer between state A and B (Fig.
6c,d). hciA shows a substantially stronger topographic
anticyclone to the north of the northern canyon, while
hciB shows this anticyclone to be substantially weaker.
The anticyclone in the center of the domain remains
mostly unchanged in both states A and B.
FIG. 4. First EOFs of the streamfunction on a truncated domain (a) upper layer and (b) lower layer (light, solid lines
show topography).
FIG. 5. Principle component time series for the first EOF, nor-
malized by variance. The horizontal lines indicate the thresholds
for key states (top) A and (bottom) B.
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c. Relationship of spatial patterns to other metrics
of temporal variability
In Fig. 7 the PC time series of the first EOF is plotted
with the upper-layer transport time series from the
southern canyon (both time series are centered and
normalized by standard deviation) computed in sec-
tion 2a. The two time series are obviously highly
correlated, implying that the first EOF of the upper layer
is describing the same variability as the transport time
series.
The relative vorticity in the lower layer, z3 5 =
2c3, is
integrated over a contour of f/H that encloses each to-
pographic anticyclone. As with the transport time series,
we compare this metric to the PC time series for the first
EOF. Once again, the time series (not shown) are strongly
correlated (R2 5 0.714), implying that the variability
described by the lower-layer EOF and the integrated z3
are similar processes.
Thus, in terms of the EOFs and the key states, we can
characterize the variability either in terms of coupled
strengthening/weakening of surface jets or, in terms of
the strengthening/weakening of the northern topographic
anticyclone. Both of these phenomena are described by
the first EOF, with an associated quasi-periodic PC time
series. We elucidate the dynamical link between the jet
transport and topographic anticyclone in the next two
sections.
FIG. 6. Key state anomalies (difference between the ensemble mean and the temporal mean): (a) state A upper-
layer zonal velocity anomaly (cm s21) hu1iA 2 hu1i; (b) state B upper-layer zonal velocity anomaly (cm s21) hu1iB 2
hu1i; (c) state A lower-layer streamfunction anomaly (Sv) hc3iA 2 hc3i; and (d) state B lower-layer streamfunction
anomaly (Sv) hc3iB 2 hc3i.
FIG. 7. Barotropic layer transport ‘‘through’’ the southern can-
yon (dashed), plottedwith the first PC time series of the upper layer
(solid).
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3. Dynamics of the low-frequency variability
In this section, we describe the dynamics of the low-
frequency variability using a simple framework. This
framework is similar to that used in studies of mainte-
nance and vacillation of the westerly jet in the mid-
latitude troposphere or tropical stratosphere, such as
Andrews and McIntyre (1976).
A simple mechanism of the low-frequency variability
In Fig. 8 we sketch a schematic of themean state of the
flow as described in section 2. This diagram shows the
system reduced to four essential components: two baro-
tropic anticyclones in the regions of blocking topography,
and two equivalent-barotropic jets that are aligned with
the canyons.
In section 2 we noted that the dominant mode of
variability is primarily barotropic and that the jets are
approximately equivalent barotropic. In this section, we
assume a barotropic flow, and use the quasigeostrophic
PV equation, written in the flux form:
›q
›t
1$  (qu)5F 2E=2c , (4)
where the PV q, is given by
q5=2c(x, y)1 f (y)1
f0
H0
h(x, y) , (5)
havingmade the rigid-lid approximation. Here,H0 is the
unperturbed depth of the fluid. Dissipation is provided
by a bottom Ekman layer. As noted in section 2 and in
Dewar (1998), in regions of blocked geostrophic con-
tours, the flow is able to form closed pools of PV under
certain conditions.
We assume that such pools exist in a region bounded
by a closed geostrophic contour that defines the edge of
a region V. This contour, denoted ›V, is defined to be
the largest closed f/H contour that encompasses the to-
pographic circulation. According to the theory of Dewar
(1998), when there is motion in the upper layers, the
closed PV contours are not exactly coincident with the
geostrophic contours, with the former being shifted to
the north and west. However, our numerical results,
along with those of Dewar (1998) indicate that this shift
is generally small, and that the closed PV contours can
be taken as approximately coincidentwith the geostrophic
contours. As such, ›V is approximately the boundary of
the topographic anticyclone and is considered time in-
dependent. When the anticyclone strength fluctuates, we
consider only changes in the flow and not changes in the
shape of the ›V.
Integrating Eq. (5) over V and employing the di-
vergence theorem:
›Q
›t
1
þ
›V
qu  n d‘52EG1
ð
V
F dA , (6)
where uppercase quantities refer to the area-integrated
results of their lowercase equivalents. The spatially in-
tegrated PV can be directly related to the circulation
(G5
Ð
z dA5
Þ
u  d‘) of the closed topographic circu-
lation by
G5Q2
f0
H0
H2
ð
V
f (y) dA . (7)
In the current context the circulation of the topographic
anticyclone is a measure of its ‘‘strength’’ in a spatially
averaged sense. This expression relates the ‘‘strength’’
of the topographic anticyclone to the spatially averaged
PV.
Together these expressions describe the variability of
a topographic circulation as a balance between the flux
of PV through ›V and the dissipation withinV. A similar
expression was derived by Venaille et al. (2011) for ra-
dial geometry (although it should be noted that in their
formulation, mass transport was used as a measure of
anticyclone strength as opposed to circulation). The current
FIG. 8. Schematic of the system showing the two jets and two
topographic anticyclones. The eye indicates the location of the
transect shown in Fig. 9.
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approach is not restricted to any particular geometry
and relies only on the existence of closed pools of PV.
As indicated in Fig. 2c, there are two topographic
anticyclones in our idealized numerical model. We note
that in the numerical experiments, the two topographic
anticyclones lie adjacent to each other. Closer in-
spection reveals the a contour of f/H divides the two
circulations, which can be seen in Figs. 2c and 4a,b. This
contour acts as a northern (southern) edge of the south-
ern (northern) anticyclone and lies very close to the axis
of the northern most jet. As such, the two anticyclones
share a portion of the ›V curve that is taken to define the
integration region.
This definition allows us to decompose the total PV
flux into each anticyclone: the flux through the shared
portion of ›V plus the flux through the remainder. We
note that the flux out of one closed circulation through
the shared portion is equal to the flux into the other
closed circulation. This expression couples the circula-
tions in a manner suggestive of anticorrelated behavior.
These PV fluxes include both mean flow and eddying
components.
Assume two closed, barotropic anticyclones aligned
meridionally. We denote the northern (southern) cir-
culation with the superscript N (S). Each circulation is
boundedby a contour that forms a regionVK forK2 [N,S].
These contours are, in turn, decomposed into a shared
›VKs and the remainder ›V
K
r . Applying Eq. (6) to each
region, together with the definition of integrated PV in
Eq. (7), we obtain the following:
›QN
›t
52FNs 2F
N
r 2EG
N 1
ð
VN
F dA, and (8)
›QS
›t
5FNs 2F
S
r 2EG
S1
ð
VS
F dA , (9)
which defines the time-dependent strength of the cir-
culation. In the above expressions, we have used the
shorthand
FKs 5
þ
›VKs
qu  n d‘
to refer to the PV fluxes through the shared contour,
with a similar expression for the fluxes through the re-
mainder of the contour.
The physics encompassed in these expressions is rel-
atively straightforward. The circulation is described as
a balance between the PV flux into the circulation re-
gions and the dissipation of vorticity by the bottom
Ekman layer. PV can be introduced by Ekman pumping
owing to the wind forcing or by advection of PV by the
flow (either mean flow or eddying). Similarly, PV can be
advected out of the circulation region. Net PV gain
within the circulation regions results in an increase in
strength of the topographic circulation. This is simply
a restatement of Kelvin’s circulation theorem.
We now link the behavior of the closed topographic
circulations to the behavior of the jets. Recall the ‘‘PV
staircase’’ interpretation of zonal jets (Dritschel and
McIntyre 2008), in which a jet in the velocity field is
related to a step or otherwise rapid change in PV field
by way of the PV invertability principle. The regions of
weak flow in between the stronger jets are related to
regions of more or less homogenous PV. Numerical re-
sults described in section 2 are suggestive of a staircase-
like PV field, where the homogenized regions (the steps)
are associated with the closed topographic circulations
described above. Ameridional transect of the PV field is
sketched in Fig. 9a for both the temporal mean of the
system and for a state resembling key state A.
Idealized computations (e.g., those of Dunkerton and
Scott 2008) indicate that the strength of a jet associated
with a particular PV ‘‘step’’ is proportional to the dif-
ference in PV between adjacent homogenised regions.
In an equivalent barotropic ocean we can express the
transport through the northern most canyon without
reference to an imposed PV profile simply by
TN 5CLD(Q
N 2QS) , (10)
where C is a constant, and LD is the deformation radius,
with a similar expression for the transport through the
southernmost canyon. This mechanism is sketched in
FIG. 9. Schematic of the system showing meridional transects of
(a) PV and (b) zonal velocity. The solid lines indicate the mean
system state with jets of roughly equal strength, while the dashed
lines are indicative of the state in system A, with a stronger
northern jet and a weaker southern jet.
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Figs. 9a,b. The solid lines in Fig. 9a indicate a situa-
tion similar to the temporal mean, where DQN ’DQS.
This is reflected in the zonal velocity field (Fig. 9b,
solid line) showing jets of approximately equal
strength in the northern and southern canyons. The
dashed lines in Fig. 9a represent a situation such as
key state A, where DQN . DQS. The zonal velocity
field (Fig. 9b, dashed line) reflects this variation with
a weaker southern jet and a correspondingly stronger
northern jet.
We conjecture that the dynamics described in this
section can give rise to the low-frequency variability
described in section 2. In particular, we propose that the
variability is driven by three key features:
(i) variability of the topographic circulations is driven
by eddy fluxes and damped by friction;
(ii) variability between topographic circulations are
coupled by eddy fluxes between each individual
circulation; and
(iii) transport variability is described by the variation in
the difference of the averaged PV of adjacent topo-
graphic circulations.
Each of these points will be validated using the results of
our numerical simulation in section 4.
4. Variability in the numerical model
The framework developed in section 3 allows a num-
ber of predictions that can be tested against the nu-
merical model results presented in section 2.
a. Variability of topographic circulations
The variability of the topographic circulations is
expressed in Eqs. (8) and (9). The key driver of vari-
ability in these circulations is the flux of PV into the
closed PV contours. Venaille et al. (2011) approximated
this forcing term as stochastic with a white spectrum plus
a constant term. In contrast, we compute the 20 years of
barotropic PV flux directly from numerical model at
each time step, which is accumulated and stored as a
daily average, which ensures accurate representation of
the eddy statistics (shown in Figs. 10a–c). The spectra of
the PV flux (Figs. 10d–f) indicate flat power spectral
density at low frequencies, with a power-law roll off only
FIG. 10. Barotropic potential vorticity flux (left) time series and (right) spectra. (a) Time series of flux through the
shared contour; (b) the time series through the remainder of the contour enclosing the circulation; and (c) is the time
series of the total flux. (d) Power spectrum of flux through the shared contour; (e) power spectrum of flux through the
remainder of the contour enclosing the circulation; and (f) power spectrum of the total flux.
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at high frequencies. This provides evidence that the PV
flux spectra are approximately white and that the low-
frequency variability that manifests in the system is not
a direct response to some frequency intrinsic in the forcing.
Using forcing taken from the numerical model, Eq.
(9) is then solved using a third-order Adams–Bashforth
scheme (initial conditions are taken directly from the
numerical model). The solution is compared with QS
computed directly from model output. Point errors are
generally limited to 5% or less of the standard deviation
and the mean-squared error is ;3%. With the forcing
term on the right-hand side of Eq. (9) taken directly
from the numerical model output, this low error is not
surprising. However, it does support the hypothesis that
the PV flux driving mechanism of topographic circula-
tion variability is operating in ourmodel. It also provides
strong evidence that the effects of wind and viscosity are
small, as both are absent in our integrations and yet the
error term is very small.
As described in Eqs. (8) and (9) eddy fluxes from two
different sources drive the variability in the anticy-
clones: a common flux (through ›Vshared) and an exter-
nal flux (through ›Vremainder). The common flux couples
the two anticyclones, while the external flux is in-
dependent to each individual circulation. To validate the
hypothesis that a flux of PV from one anticyclone to the
other is responsible for their observed anticorrelation,
we first assess the magnitudes of the forcing arising from
each flux, shown in Figs. 10a,b for the southern anticy-
clone (similar results for the northern anticyclone are
not shown). We see that the magnitudes of forcing com-
mon and external fluxes are approximately equal, and
thus that common fluxes (that couple the circulations) are
as important as external fluxes.
Does the existence of the common flux give rise to the
observed anticorrelation? To test this, we again solve (9)
using fluxes taken directly from the numerical simula-
tion. However, we suppress the external flux term (i.e.,
we set FSr 5 0), and instead of comparing the solution to
QS as before, we instead normalize the result and com-
pare it to the PC time series from section 2b(2) that
represents the anticorrelated mode of variability. De-
spite the external fluxes being suppressed, we still pro-
duce an output time series that is highly (but not
perfectly) correlated with the PC time series (Pearson r
of 0.627 and coefficient of determination R2 of 0.646).
We thus argue that the anticorrelated strengthening/
weakening of the anticyclone is driven predominantly by
intergyre PV flux.
b. Variability of jet transport
According to our proposed dynamical mechanism, the
variability of transport through the canyons is linked to
the variability of topographic anticyclones by way of the
PV staircase, described by Eq. (10). Here we test this
assertion.
Over the complete 90-yr simulation, we compute the
area-integrated barotropic PV for both the northern
(QN) and southern (QS) topographic circulations along
with the PV integrated over the homogenized region
south of the southernmost canyon. The (low-pass fil-
tered) PV of this region is approximately constant over
the period of the simulation and shall be referred to as
Q0. In addition, we compute the surface-layer transport
through the northern and southern canyons over the
entire simulation period (we have used surface layer, as
opposed to barotropic transport, to better capture the
surface-intensified jet dynamics). All quantities are low-
pass filtered using a finite impulse response Lanczos
filter with a cutoff period of 6 months.
According to our proposed mechanism, the transport
through the northern canyon is correlated with the PV
difference between the northern and southern topo-
graphic circulations:
TN }LD(Q
N 2QS) ,
while transport through the southernmost canyon is
proportional to the difference between the southern-
most topographic circulation and the homogenized PV
region to the south:
TS }LD(Q
S2Q0) .
We assess formally the correlation between DQ and T
using a Pearson r coefficient and the coefficient of de-
termination (R2). For the northern canyon, the Pearson
r is 0.691, while for the southern canyon, it is 0.664. The
coefficient of determination for the northern canyon is
0.708 while slightly higher for the southern canyon at
0.711. The regression is statistically significant and as
there is only a single free parameter there is only a small
chance of overfitting. As such, the reported Pearson r
and coefficient of determination should be sufficient to
assess the model’s validity.
c. Key-state analysis
Finally, we reinterpret the key state analysis described
in section 2 to describe the ‘‘jet jumping’’ behavior in
light of our dynamic mechanism. Here, we tie together
the various threads to show the value of this mechanism
in explaining the observed variability seen in the nu-
merical model.
We define key states ‘‘A’’ and ‘‘B’’ as in section 2 and
take ensemble averages of the PV (hqiA and hqiB) and
their anomalies. Transects of these quantities through
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the center of the model domain (which includes the part
of the domain where this mode of variability occurs) are
displayed in Fig. 11. As predicted by our theory, when
the system exists in state A, an enhanced PV gradient
(Fig. 11a) is found over the northern canyon while the
PV gradient in the vicinity of the southern canyon has
reduced substantially. The zonal velocity field reflects
these changes in PV, with a stronger jet in the northern
canyon and a weaker jet in the southern canyon. The
reverse situation is apparent when the system exists in
state B.
The principal component time series associated with
the first EOF was used in section 2 to describe the time
variability of the ‘‘jet jumping’’ behavior, as this PC was
highly correlated with transport through the northern
canyon and anticorrelated with transport through the
southern canyon. Using the low-pass-filtered time series
of DQN5QN2QS as a proxy for the strength of the PV
staircase, we compare the normalized principal com-
ponent time series with this metric to assess whether or
not differences in the strength of the topographic cir-
culations are able to describe the system’s variability.
This comparison is shown in Fig. 12, where it is revealed
that the two measures of variability exhibit extremely
high correlation, lending strong support to the viability
of our proposed mechanism. The Pearson r is found to
be 0.703, with a very similar value for the coefficient of
determination, and a p value that suggests that the result
is significant.
To summarize this section, there is strong evidence
from the numerical model that the dynamical mechanism
based on coupled topographic circulations has signifi-
cant merit. It is clear that the variability in the topo-
graphic anticyclones themselves is driven by eddy forcing
and that these two circulations show anticorrelated be-
havior because of the exchange of PV between them by
eddy processes. The changing PV contrast between these
gyres gives rise to the observed transport variability
within the canyons.
d. Are closed f/H contours a necessary condition
for low-frequency variability?
Our proposed mechanism relies on the presence of
closed contours of f/H. We justify this statement by
running an additional computation in which the topo-
graphic profile is the same, but the height of the topog-
raphy h0 is reduced such that closed geostrophic contours
are no longer formed.3 All other parameters are the same
as in Table 1. As before, themodel is spun up for 70 years.
Post spinup, we run the model for an additional 30 years,
which we find sufficient for demonstration.
Like the simulation with blocked geostrophic con-
tours, the unblocked simulation shows the development
of 3–4 jets that preferentially flow through the canyons.
However, it does not show the formation of strong to-
pographic anticyclones. Transport and EOF diagnostics
are calculated for this computation as in sections 2a and
2b. Regarding the former, the time series of transport
through each canyon shows time variability but with
substantial differences when compared to the situation
FIG. 11. Transects along the y axis through the center of the do-
main comparing keys states A (solid) and B (dashed). (a) Ensemble-
averaged barotropic PV anomalies (hqiA and hqiB) (m2 s22);
(b) ensemble-averaged surface zonal velocity anomalies (huiA and
huiB) (cm s21); and (c) transect of topography, showing the locations
of canyons for reference.
FIG. 12. Comparison of the PC associated with the leading mode
of variability (solid) and the difference in integrated PV between
the north and south topographic circulations (dashed). Both
quantities are centered and normalized by their respective stan-
dard deviations.
3 Because of space constraints, data are not shown.
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with blocked geostrophic contours. For example, per-
forming a PC analysis on the two time series, as in sec-
tion 2a, shows that the anticorrelated mode no longer
dominates the correlated mode, explaining;45% of the
variance, in comparison to ;65% of the variance in the
blocked-contour case. In addition, Fourier analysis no
longer reveals the spectral peak at 5 yr21, with the
spectrum being dominated by high-frequency variability
with frequencies , 1 yr21. Repeating the EOF analysis
described in section 2b, we do not recover the dipole-
like variability evident in the previous simulations. The
resulting EOFs are instead dominated by a process
without a clear structure, most likely the manifestation
of eddy noise. As such, the key-state analysis does not
yield clear variations in the strength of the jet through
each canyon.
From this analysis, we conclude that without closed f/
H contours, the ‘‘jet jumping’’ variability does not man-
ifest itself and thus blocking topography is an essential
ingredient in this type of low-frequency variability.
5. Conclusions and discussion
Intrinsic, low-frequency variability of jets that interact
with a large-scale topographic feature is studied in an
idealized, quasigeostrophic channel model. Themodel is
wind forced and the topography consists of a single,
meridional ridge with two ‘‘canyons.’’ Themodeled flow
has a strong eddy field and a number of strong eastward
jets, reminiscent of the flow in the Southern Ocean.
These jets are steered through the canyons in the to-
pography. The low-frequency variability in the model is
characterized by jet jumping: large, anticorrelated vari-
ations in transport through each of the canyons. In our
simulations, the northern canyon can carry between226
and 203 Sverdrups, while the southern canyon can carry
between 35 and 221 Sverdrups. Principal component
analysis shows that approximately 65% of the variance
is explained by the anticorrelated mode. We hypothe-
size that this jet jumping mode of variability is similar to
variability observed in satellite-derived data in the vi-
cinity of the Kerguelen Plateau (Sokolov and Rintoul
2009) and in fixed moorings observed through canyons
in theMacquarie Ridge, south of NewZealand (Williams
et al. 2010). This mode of variability is of interest as
fronts in the ACC are strongly associated with sea sur-
face temperature fields, and the shifting of fronts may
have important effects on local climate and on the gen-
eral circulation of the ACC as a whole. We have not
attemptedto resolve the quandary about whether hydro-
graphic fronts change their position readily or neighboring
fronts simply undergo anticorrelated strengthening or
weakening; however, we speculate that the shift of a
hydrographic front may be the result of a particularly ex-
treme strengthening/weakening event.
We have proposed a dynamical mechanism to explain
this low-frequency variability. This mechanism results
from the interplay between closed anticyclonic circula-
tions that form in regions of closed geostrophic contours
and the mean background flow. The strength of these
circulations is highly variable. This variability is con-
trolled by a balance between PV flux through the closed
contours, and frictional damping, as in Venaille et al.
(2011). Because of the two neighboring circulations shar-
ing a boundary portion, flux out of one topographic cir-
culation is equal to flux into its neighbor, coupling the
neighboring circulations. These topographic circulations
form closed ‘‘pools’’ of homogenized potential vorticity.
The difference in integrated PV between these two
pools of PV is directly related to the strength of the jet
that forms between them, by way of the PV staircase.
Comparing the predictions of our dynamical frame-
work with the output from our numerical model, we find
good agreement between the two. However, we have
neglected to investigate several important components of
the system. In particular we have not investigated the
effects of the jets acting as transport barriers on the flux of
PV between the two topographic circulations; and we
have not studied the effects of eddy–mean flow feedback.
Given that the strength of jets can dramatically influence
both the across-streamline eddy flux and the eddy genesis
as a result of baroclinic instability, these effects are likely
to be of importance to the time evolution of the system, as
they are in the simulations of Hogg and Blundell (2006).
In addition, we have not investigated the time scale of the
variability in this study.
Despite these shortcomings, this paper demonstrates
a relatively simple mechanism of unforced variability in
channel flows that may have applicability to the ocean.
Future work will concentrate on studying similar mech-
anisms of variability in satellite altimetry data and more
realistic ocean models.
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