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The time-dependent transport through a nano-scale device, consisting of a single spin-degenerate
orbital with on-site Coulomb interaction, coupled to two leads, is investigated. Various gate and bias
voltage time-dependences are considered. The key and new point lies in the proposed way to avoid
the difficulties of the usual heavy computation when dealing with two time Green’s functions within
Keldysh formalism. The time-dependent retarded dot Green’s functions are evaluated, in an efficient
manner within a non-canonical Hubbard I approximation. Calculations of the time-dependent cur-
rent are then presented in the wide-band limit for different parameter sets. A comparison between
the method and the Hartree-Fock approximation is performed as well. It is shown that the later
cannot account reliably for dynamical aspects of transport phenomena.
INTRODUCTION
The investigation of electron transport in nano-
structures, such as quantum dots or carbon nanotubes,
is of high actual interest. It leads to the observation of a
multitude of mesoscopic phenomena, where the dual na-
ture of quasi-particles is readily observed. Its wave char-
acter is manifest in interference phenomena due to the
phase coherence of charge carriers, whereas its granular
character is best visible in the Coulomb blockade effect
[1–3]. Besides their fundamental character, mesoscopic
transport studies are also of high technological interest.
It is sufficient to quote the development of carbon nan-
otube transistors [4], which can operate up to terahertz
frequencies [5].
Several complications arise for the theoretical descrip-
tion of transport properties in nanodevices which are be-
yond solid state physics outlined in classical text-books.
These include nonadiabatic effects and time dependent
phenomena, as well as the wealth of properties induced
by Coulomb correlations. For a realistic description, all
these effects have to be treated simultaneously. This is
a real challenge. Nonadiabatic time dependent effects
are usually treated within the framework of two-time
Keldysh Green’s functions [6], but the treatment of the
Coulomb interaction is indispensable in most cases. One
can distinguish three levels of correlation effects: (i) weak
Coulomb correlation of either Hartree (electrostatic inter-
action) or Hartree-Fock (including spin exchange) char-
acter, (ii) Coulomb blockade, and (iii) Kondo physics.
The two crucial parameters that guide Coulomb effects
are the coupling between dot and electrodes, and the
temperature. By decreasing these two parameters the
Coulomb effects become more and more important, the
Kondo physics taking place at low temperature, for a
low bias voltage. To simulate the terahertz response of
carbon nanotube transistors, the treatment of weak cor-
relation effects (in Hartree approximation) is already a
standard procedure [7]. However, a well developed time-
dependent formalism in case of strong correlation and a
fortiori when Coulomb-induced collective phenomena set
in, deserves to be improved, and is currently a very active
research area.
Here, we present a formalism of non-adiabatic elec-
tron transport which is able to treat an arbitrary time-
dependence of bias and gate voltages, as well as a time-
dependence of the hybridization between leads and dot.
The transient and steady-state properties can be evalu-
ated, without any a priory assumption about adiabatic
or sudden limits. Our formalism includes the effects of
Coulomb correlations beyond weak-coupling treatment,
and works for arbitrary on-site interaction U . Our ap-
proach is not restricted to the wide-band limit, although
the presented numerical results rely on it. It treats cor-
rectly the uncorrelated (U → 0) and the atomic (dis-
connected dot) limits, but cannot account for the Kondo
effect, albeit interplay between transient phenomena and
Kondo physics are very interesting issues [8], [9]. As a
consequence the temperatures considered here are higher
than the Kondo temperature TK .
The formalism is based on a systematic use of two-time
Keldysh Green’s functions in the Hubbard I approxima-
tion (HIA) [10, 11]. The key and new point lies in the
proposed way to circumvent the difficulties of the usual
heavy computation when dealing with two time Green’s
functions. Our approach is easy to implement and consti-
tutes a substantial computer-time saving method. This
advantage is shared with the technique recently devel-
oped by Croy and Saalman [12]. The approaches are dif-
ferent in detail but predict consistent results, as shown
later.
After having presented the general formalism in Sec. 2,
we show in some detail the main idea of our approxima-
tion in Sec. 3. First we apply the approach to a steady-
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2state case (Sec.4). This allows us to compare our correla-
tion treatment to the Hartree-Fock (HF) approximation,
and also to a more sophisticated correlation treatment,
namely the noncrossing approximation (NCA) [13]. For
the parameters under study, the NCA with a renormal-
ized Hubbard bandwidth and HIA in the non-equilibrium
steady-state regime compare favorably, while HF turns
to be unreliable [14]. In the time-dependent situation
(Sec. 5) we investigate the case of a pulse modulation
for the bias voltage, which enables to measure the charg-
ing time in the Coulomb blockade regime, as well as the
tunnel and displacement currents. We then investigate
the case of a forced harmonic bias voltage, with transient
and steady-state regimes, before turning to the case of a
pure pumping experiment, where, along the lines devel-
oped by Croy et al. [12], we address the question of adi-
abatic [15] and non-adiabatic frontier. We finally close
with our Conclusions (Sec. 6).
MODEL HAMILTONIAN AND GENERAL
EXPRESSION FOR TIME-DEPENDENT
CURRENT
We consider a system which is a single level inter-
acting Anderson quantum dot, coupled to two uncorre-
lated leads, acting as source and drain. The Hamiltonian
reads [16]
H = Hc +HT +Hcen. (1)
Hc is a contact Hamiltonian corresponding to electrons
in leads, and takes the following form
Hc =
∑
kασ
εkα(t)c
†
kασckασ, (2)
where k denotes momentum index, α = (L,R) stands for
left and right leads and σ = (↑, ↓) is the spin degree of
freedom. Here c†kασ and ckασ are electron creation and
annihilation operators for the α-lead state kσ. HT is a
coupling term
HT =
∑
kασ
[
Vkα(t)c
†
kασdσ + V
∗
kα(t)d
†
σckασ
]
, (3)
where d†σ and dσ are electron creation and annihilation
operators at the dot for spin state σ. The central region
Hamiltonian Hcen includes Coulomb repulsion term:
Hcen = ε0(t)
∑
σ
d†σdσ + Ud
†
↑d↑d
†
↓d↓. (4)
The energy level in the dot ε0(t), in the leads εkα(t) =
ε0k+∆α(t), as well as the hybridization coefficients Vkα(t),
are all considered to be time dependent, and indepen-
dent of each other. Experimentally, that can be real-
ized by applying different bias and gate voltages. We
shall use the assumption that the time dependence of the
hybridization parameters can be factorized as Vkα(t) =
uα(t)Vα(ε
0
k) [6].
Current from left contact to the central region can be
calculated as
JL(t) = −e〈N˙L(t)〉 = −i e~ 〈[H,NL]〉, (5)
where NL is the lead fermion number operator. Similar
problem was considered recently [12] in the wide-band
limit with a density matrix approach using a truncated
equation of motion technique. In the present paper we
apply the time-dependent Keldysh formalism [17]. The
expression for the current can be written in terms of cen-
tral region Keldysh Green’s functions (see Ref. [6])
JL(t) = −2 e~
∫ t
−∞
dt1
∫
dε
2pi
Im
∑
σ
{ e−iε(t1−t)ΓL(ε, t1, t)
× [G<σσ(t, t1) + fL(ε)Grσσ(t, t1)] } . (6)
Here ΓL(ε, t1, t) is defined as
Γα(ε, t1, t) = 2piρ(ε)uα(t)uα(t1)Vα(ε)V
∗
α (ε)
× exp
[
i
∫ t
t1
dt2∆α(t2)
]
, (7)
where ρ(ε) is the density of states per lead and per
spin, which we choose independent of α. fL(ε) is the
Fermi distribution function of the left contact. Finally
G<σσ(t, t1) and G
r
σσ(t, t1) are the lesser and retarded
Keldysh Green’s functions of the central region
G<σσ(t, t
′) = i〈d†σ(t′)dσ(t)〉, (8)
Grσσ(t, t
′) = −i θ(t− t′)〈{dσ(t),d†σ(t′)}〉. (9)
Even out of equilibrium, the Green’s functions are diag-
onal in spin, due to our choice for H which conserves
spin. In order to calculate the time-dependent current
one needs to calculate these Green’s functions first.
GREEN’S FUNCTIONS OF THE CENTRAL
REGION
Equation of motion for Green’s functions
We calculate the equation of motion for the retarded
Green’s function Grσσ(t, t
′). It leads to(
i
∂
∂t
− ε0(t)
)
Grσσ(t, t
′) = δ(t− t′) +
∑
kα
V ∗kα(t)G
r
kασ,σ(t, t
′)
+ UGrσσ,U (t, t
′), (10)
where two other Green’s functions appear: Grσσ,U (t, t
′) =
−i θ(t − t′)〈{(dσd†σ¯dσ¯)(t),d†σ(t′)}〉 and Grkασ,σ(t, t′) =
3−i θ(t − t′)〈{ckασ(t),d†σ(t′)}〉. The equation of motion
for Grkασ,σ(t, t
′) is(
i
∂
∂t
− εkα(t)
)
Grkασ,σ(t, t
′) = Vkα(t)Grσσ(t, t
′). (11)
The formal solution of this equation can be written as
Grkασ,σ(t, t
′) =
∫
dt1g
r
kα(t, t1)Vkα(t1)G
r
σσ(t1, t
′), (12)
where grkα(t, t1) is the Green’s function for the uncoupled
system
grkα(t, t
′) = −i θ(t− t′) exp
[
−i
∫ t
t′
dt1εkα(t1)
]
. (13)
Substituting (12) into the equation for Grσσ(t, t
′) (10), we
get (
i
∂
∂t
− ε0(t)
)
Grσσ(t, t
′) = δ(t− t′)
+
∫
dt1Σ
r(t, t1)G
r
σσ(t1, t
′) + UGrσσ,U (t, t
′), (14)
where Σr(t, t′) is the hybridization self-energy
Σr(t, t′) =
∑
kα
V ∗kα(t)g
r
kα(t, t
′)Vkα(t′)
= −i θ(t− t′)
∑
α
∫
dε
2pi
e−iε(t−t
′)Γα(ε, t, t′).
(15)
Equation (14) is not a closed equation for Grσσ(t, t
′) be-
cause of the presence of so far unknown Grσσ,U (t, t
′). In
order to get a closed equation we need to make certain
approximations regarding this last Green’s function.
Approximations
Hartree-Fock approximation
Within the HF approximation we use the following fac-
torization [10, 11]
Grσσ,U (t, t
′) ≈ −i θ(t− t′)nσ¯(t)〈{dσ(t),d†σ(t′)}〉
= nσ¯(t)G
r
σσ(t, t
′), (16)
where nσ¯(t) = 〈(d†σ¯dσ¯)(t)〉. In this case we can get an
equation for Grσσ(t, t
′)(
i
∂
∂t
− ε0(t)− nσ¯(t)U
)
Grσσ(t, t
′) = δ(t− t′)
+
∫
dt1Σ
r(t, t1)G
r
σσ(t1, t
′)). (17)
The quantity nσ¯(t) can be determined from the lesser
Green’s function as nσ¯(t) = ImG
<
σ¯σ¯(t, t) and therefore a
self-consistent scheme is needed to solve eq. (17).
In the HF approximation, the retarded dot Green’s
function has the same form as in the case of non-
correlated electrons, the only difference being ε0(t) →
ε0(t) + nσ¯(t)U . It means that the Hartree-Fock approxi-
mation reduces here to the Hartree approximation, which
is quite crude, as will be seen later.
Non-canonical Hubbard I approximation
It is possible to get a better approximation for
Grσσ,U (t, t
′) by considering the equation of motion for
this function. First we write down the commutator
[dσd
†
σ¯dσ¯,H] and neglect all the terms without coinciding
quantum numbers for at least two fermionic operators:
[dσd
†
σ¯dσ¯,H] = (ε0(t) + U)dσd
†
σ¯dσ¯
+
∑
kα
(
Vkα(t)c
†
kασ¯dσdσ¯ + V
∗
kα(t)d
†
σ¯ckασ¯dσ + V
∗
kα(t)ckασd
†
σ¯dσ¯
)
≈ (ε0(t) + U)dσd†σ¯dσ¯ +
∑
kα
V ∗kα(t)ckασd
†
σ¯dσ¯. (18)
At this point we could follow the usual HIA proce-
dure (henceforth called canonical), with the factoriza-
tion ckασd
†
σ¯dσ¯ ≈ ckασ〈d†σ¯dσ¯〉, as used for example in
Ref. [11]. This would close the system of equations.
However this decoupling scheme leads to cumbersome nu-
merical difficulties, while keeping this term untouched as
shown later, enables to skirt them. The equation of mo-
tion for Grσσ′,U (t, t
′) then takes the following form
(
i
∂
∂t
− ε0(t)− U
)
Grσσ,U (t, t
′) = δ(t− t′)nσ¯(t)
+
∑
kα
V ∗kα(t)G
r
kασ,σ,U (t, t
′),
(19)
where appears a new Green’s function Grkασ,σ,U (t, t
′) =
−i θ(t− t′)〈{(ckασd†σ¯dσ¯)(t),d†σ(t′)}〉, for which, neglect-
ing the same kind of terms as in (18), the equation of
motion leads to(
i
∂
∂t
− εkα(t)
)
Grkασ,σ,U (t, t
′) = Vkα(t)Grσσ,U (t, t
′).
(20)
Eqs. (19) and (20) form a closed set of equations for
Grσσ,U (t, t
′) and Grkασ,σ,U (t, t
′). It is useful to rewrite this
system in integral form. To do so we define the following
4functions
gr0(t, t
′) = −i θ(t− t′) exp
[
−i
∫ t
t′
dt1ε0(t1)
]
, (21)
grU (t, t
′) = −i θ(t− t′) exp
[
−i
∫ t
t′
dt1ε0(t1)
]
× exp [−iU(t− t′)] , (22)
g˜r0(t, t
′) = (1− nσ¯(t′))gr0(t, t′), (23)
g˜rU (t, t
′) = nσ¯(t′)grU (t, t
′), (24)
and rewrite the equations (19) and (20)
Grσσ,U (t, t
′) = g˜rU (t, t
′)
+
∫
dt1g
r
U (t, t1)
∑
kα
V ∗kα(t1)G
r
kασ,σ,U (t1, t
′)
(25)
Grkασ,σ,U (t, t
′) =
∫
dt1g
r
kα(t, t1)Vkα(t1)G
r
σσ,U (t1, t
′). (26)
Substituting Eq. (26) into (25) and using (15) for Σrσ, we
get an integral equation for Grσσ,U (t, t
′) only
Grσσ,U (t, t
′) = g˜rU (t, t
′)
+
∫
dt1dt2g
r
U (t, t1)Σ
r(t1, t2)G
r
σσ,U (t2, t
′).
(27)
Going back to the integral equation for the local
Green’s function resulting from (14)
Grσσ(t, t
′) = gr0(t, t
′) +
∫
dt1dt2g
r
0(t, t1)Σ
r(t1, t2)G
r
σσ(t2, t
′)
+ U
∫
dt1g
r
0(t, t1)G
r
σσ,U (t1, t
′) (28)
and using (27), we obtain
Grσσ(t, t
′) = gr0(t, t
′) + g˜rU (t, t
′)− nσ¯(t′)gr0(t, t′)
+
∫
dt1dt2g
r
0(t, t1)Σ
r(t1, t2)G
r
σσ(t2, t
′)
+
∫
dt1dt2 (g
r
U (t, t1)− gr0(t, t1))
× Σr(t1, t2)Grσσ,U (t2, t′). (29)
Next we will decompose the central region Green’s func-
tion into two components Grσσ(t, t
′) = Grσσ,0(t, t
′) +
Grσσ,U (t, t
′), where Grσσ,U (t, t
′) satisfies the equation (27)
and Grσσ,0(t, t
′) is a new unknown function. Then, using
the definition for g˜r0(t, t
′) we can write
Grσσ,0(t, t
′) + Grσσ,U (t, t
′) = g˜r0(t, t
′) + g˜rU (t, t
′)
+
∫
dt1dt2g
r
0(t, t1)Σ
r(t1, t2)G
r
σσ,0(t2, t
′)
+
∫
dt1dt2g
r
U (t, t1)Σ
r(t1, t2)G
r
σσ,U (t2, t
′).
(30)
It is seen from (27) that the last two terms here add up to
form Grσσ,U (t, t
′). Thus we can get the integral equation
for Grσσ,0(t, t
′)
Grσσ,0(t, t
′) = g˜r0(t, t
′)+
∫
dt1dt2g
r
0(t, t1)Σ
r(t1, t2)G
r
σσ,0(t2, t
′).
(31)
To summarize we have decomposed the diago-
nal central region Green’s function into two terms
Grσσ(t, t
′) = Grσσ,0(t, t
′) + Grσσ,U (t, t
′), where Grσσ,0(t, t
′)
and Grσσ,U (t, t
′) satisfy equations (31) and (27) respec-
tively. The terms Grσσ,0 and G
r
σσ,U actually correspond
to the lower and upper Hubbard bands as will be
detailed later.
Lesser Green’s functions
To get the lesser Green’s functions we will use the ana-
lytic continuation rules of the Keldysh formalism. First,
let us introduce the Green’s functions which are related
to the Hubbard bands in the following way
G˜rσσ,0(t, t
′) =
Grσσ,0(t, t
′)
1− nσ¯(t′) (32)
G˜rσσ,U (t, t
′) =
Grσσ,U (t, t
′)
nσ¯(t′)
(33)
From Eqs. (31) and (27) we get the equations for the
newly introduced Green’s functions
G˜rσσ,0(t, t
′) = gr0(t, t
′)
+
∫
dt1dt2g
r
0(t, t1)Σ
r(t1, t2)G˜
r
σσ,0(t2, t
′),
(34)
G˜rσσ,U (t, t
′) = grU (t, t
′)
+
∫
dt1dt2g
r
U (t, t1)Σ
r(t1, t2)G˜
r
σσ,U (t2, t
′).
(35)
These equations are actually of the type of standard
Dyson equations for the retarded Green’s function of the
central region in the absence of electron interaction at the
dot (see Ref. [6]), the only difference being the change
ε0(t) → ε0(t) + U for the disconnected Green’s func-
tion in the second equation. We will introduce εU (t)
as εU (t) = ε0(t) +U for convenience. The total retarded
Green’s function of the central region can then be ex-
pressed as
Grσσ(t, t
′) = (1− nσ¯(t′)) G˜rσσ,0(t, t′) + nσ¯(t′)G˜rσσ,U (t, t′).
(36)
The last three equations constitute the key results of
our HIA. It will be then straightforward to get the
lesser Green’s functions and to do numerical calculations,
5thanks to the fact that
(
gr0(t, t
′)
)−1
and
(
grU (t, t
′)
)−1
depend only on one time variable, namely t.
Now we can get the expressions for the corresponding
lesser Green’s functions which were derived in Ref. [6]
using the Langreth rules
G˜<σσ,0(U)(t, t
′) =
∫
dt1dt2G˜
r
σσ,0(U)(t, t1)Σ
<(t1, t2)
× G˜aσσ,0(U)(t2, t′), (37)
where the lesser self-energy Σ<(t, t′) is
Σ<(t, t′) =
∑
kα
V ∗kα(t)g
<
kα(t, t
′)Vkα(t′)
= i
∑
α
∫
dε
2pi
e−iε(t−t
′)f(ε)Γα(ε, t, t′), (38)
and the advanced Green’s function is G˜aσσ,0(U)(t, t
′) =[
G˜rσσ,0(U)(t
′, t)
]∗
. The total lesser Green’s function of
the central region reads
G<σσ(t, t
′) = (1− nσ¯(t′)) G˜<σσ,0(t, t′) + nσ¯(t′)G˜<σσ,U (t, t′).
(39)
TIME-INDEPENDENT CASE
In the time-independent case the Green’s functions can
be calculated with the use of Fourier transform. Let us
calculate the self-energy first, and define useful quantities
Σr(a)(ω) =
∑
kα
|Vkα|2
ω − εkα ± iη
= (ΛL(ω) + ΛR(ω))∓ i
2
(ΓL(ω) + ΓR(ω))
= Λ(ω)∓ i
2
Γ(ω) (40)
Σ<(ω) =
∑
kα
|Vkα|2g<kα(ω)
= i
[
ΓL(ω)fL(ω) + Γ
R(ω)fR(ω)
]
. (41)
The corresponding Dyson equations for central region re-
tarded (advanced) Green’s functions in HIA are
G˜
r(a)
σσ,0(U)(ω) = g
r(a)
0(U)(ω) + g
r(a)
0(U)(ω)Σ
r(a)(ω)G˜
r(a)
σσ,0(U)(ω).
(42)
It is easy to obtain the explicit form for these Green’s
functions
G˜
r(a)
σσ,0(U)(ω) =
1
ω − ε0(U) − Λ(ω)± i2Γ(ω)
, (43)
from which we get the retarded (advanced) Green’s func-
tion of the central region:
Gr(a)σσ (ω) =
1− nσ¯
ω − ε0 − Λ(ω)± i2Γ(ω)
+
nσ¯
ω − ε0 − U − Λ(ω)± i2Γ(ω)
. (44)
The spectral function Aσ(ω) = i [G
r
σσ(ω)−Gaσσ(ω)] is
then
Aσ(ω) = A
0
σ(ω) +A
U
σ (ω)
=
(1− nσ¯)Γ(ω)
[ω − ε0 − Λ(ω)]2 +
[
Γ(ω)
2
]2
+
nσ¯Γ(ω)
[ω − ε0 − U − Λ(ω)]2 +
[
Γ(ω)
2
]2 . (45)
One recovers the exact results in the atomic limit
Vkα(t) → 0, and in the noninteracting U → 0 one. It is
straightforward to calculate the lesser Green’s function
as well
G<σσ(ω) = i
[
ΓL(ω)fL(ω) + Γ
R(ω)fR(ω)
]
×
( 1− nσ¯
[ω − ε0 − Λ(ω)]2 +
[
Γ(ω)
2
]2
+
nσ¯
[ω − ε0 − U − Λ(ω)]2 +
[
Γ(ω)
2
]2) (46)
In the time-independent case it is possible to perform the
t1 integration in Eq. (6) and to express the current as [6]
JL(R) = i
e
~
∫
dε
2pi
∑
σ
{
ΓL(R)(ε)
[
G<σσ(ε)
+ fL(R)(ε) (G
r
σσ(ε)−Gaσσ(ε))
]}
. (47)
In terms of spectral function, this leads to
JL(R) = − e~
∫
dε
2pi
∑
σ
Aσ(ε)
ΓL(ε)ΓR(ε)
Γ(ε)
× [fR(L)(ε)− fL(R)(ε)] , (48)
while the expression for dot occupancy for spin σ is
nσ = ImG
<
σσ(t, t) =
∫
dε
2pi
f¯(ε)Aσ(ε), (49)
where f¯(ε) =
ΓL(ε)fL(ε) + Γ
R(ε)fR(ε)
Γ(ε)
. Here Aσ de-
pends on nσ¯, therefore (49) is implicit. We can also write
this equation in the following form
nσ = (1− nσ¯)n0 + nσ¯nU , (50)
6where
n0(U) =
∫
dε
2pi
f¯(ε)
Γ(ε)[
ε− ε0(U) − Λ(ε)
]2
+
[
Γ(ε)
2
]2 .
(51)
Equation (50), which is actually a system of two linear
equations for nσ and nσ¯, can be solved explicitly to yield
nσ = nσ¯ =
n0
1 + n0 − nU . (52)
In the wide band limit, the real part of the retarded
self-energy vanishes, while its imaginary part is constant
Λ(ε) = 0 , (53)
ΓL(R)(ε) = ΓL(R). (54)
We can now analyse the current-voltage characteristic,
with the voltage defined as V = µL − µR, and the sym-
metrized current J = 12 (JL − JR) calculated from (48).
Fig. 1 depicts the calculation results for the following
parameters: µL = V, µR = 0, ε0 = 5, U = 10, T =
0.1, ΓL = ΓR = 0.5. All energies are measured in Γ units.
The results for U = 0 and those obtained in Hartree-
Fock and noncrossing approximations are also shown for
comparison (this last one is discussed later). There are
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FIG. 1: Current versus voltage for µR = 0, µL = V, ε0 =
5, U = 10, T = 0.1, ΓL = ΓR = 0.5, in the Hubbard I approx-
imation, non interacting case, Hartree-Fock and noncrossing
approximations (see text). The differential conductance (y
axis on the right side) for HIA is also shown in gray.
two jumps in J(V ) which correspond to V = ε0 and
V = ε0 +U . One might think that U lowers the current,
as seen in Fig. 1. However, it is not a general result:
the Coulomb repulsion can even raise it, as observed in
the upper part of Fig. 2 and more obviously in the lower
part. For the parameters used in these figures, a sim-
ple expression for the current, valid in the weak coupling
limit (Γ U, V )
J =
eΓ
~
1
2
(
(1−nσ)(fL−fR)ε0 +nσ(fL−fR)ε0+U
)
, (55)
associated with a weak-coupling expression for density
nσ = (1 − nσ¯)f¯(ε0) + nσ¯ f¯(ε0 + U), enables to evaluate
the current plateau values observed in the three plots.
The proximity between HIA and weak-coupling predic-
tions for bias corresponding to the middle of the plateaus
is smaller than 5%. However the transition between two
consecutive plateaus is too abrupt in the weak-coupling
approach due to its delta-shaped spectral weight. J in-
creases with the number of conducting channels opened
in the bias window, but not in proportion with this num-
ber. Indeed the Hubbard band spectral weight renormal-
izes each contribution, as explicitly stated in Eq. (55).
To further validate the foundations of our approach,
that is HIA out of equilibrium, to which the formalism
reduces under steady-state conditions, we compare its
predictions for the current with those evaluated within a
more sophisticated approach, namely NCA. In NCA on-
dot interaction is treated in a more reliable way than in
HIA and the spectral density displays a more elaborate
structure: showing at low temperature the Kondo res-
onance, and more generally wider Hubbard bands (typ-
ically four times wider). Thus for a quantitative com-
parison, we choose NCA parameters such as to obtain
the same peak locations and bandwidths in both ap-
proaches [18]. As can be seen in Figs. 1 and 2, we obtain
an overall satisfying agreement between NCA and HIA.
Even for the considered temperature T = 0.1 Γ > TK ,
where TK is the Kondo temperature, some discrepancies
can be observed, especially for 0 = 0, because of the in-
cipient Kondo resonance. However NCA slightly overes-
timates the Kondo resonance weight when this structure
is close to 0 [19].
TIME-DEPENDENT CASE
In the time-dependent case it is necessary to solve Eqs.
(34)-(35), with Σr(t1, t2) given by Eq. (15).
Wide-band limit
It is possible to go further analytically in the case of
the wide-band limit, that is neglecting the influence of
bandstructure details: in that case ρ(εk) is assumed to be
independent of εk and the couplings to the leads become
Vkα(t) = uα(t)Vα where Vα are constant. This leads to
ΓL/R(ε, t, t′) = ΓL/R(t, t′), and the retarded self-energy
becomes
Σr(t, t′) = − i
2
Γ(t)δ(t− t′), (56)
where Γ(t) ≡ ∑α Γα(t, t) = 2piρ∑α u2α(t)|Vα|2 ≡∑
α Γ
αu2α(t). It is then possible to solve the equations
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FIG. 2: Same as Fig.1, but with ε0 = 0 (top) and ε0 = −5
(bottom).
for the retarded Green’s functions
G˜rσσ,0(U)(t, t
′) = gr0(U)(t, t
′) exp
{
−
∫ t
t′
Γ(t1)
2
dt1
}
. (57)
The expressions for gr0(U)(t, t
′) were given previously in
Eqs. (21) and (22). The total retarded Green’s function
is then determined from Eq. (36).
It is worth noting that the analytical simple expression
quoted in Eq. (57) which is very convenient for numerical
evaluation, is a direct consequence of the original manner
used in this work to make the Hubbard I approximation.
With the canonical HIA, we do not obtain such a handy
result.
The lesser Green’s function can be evaluated using the
Langreth analytic continuation rules, see Eq. (37). To
calculate the lesser Green’s functions it is useful to define,
following Ref [6]
A
0(U)
L/R (ε, t) =
∫
dt1uL/R(t1)G˜
r
σσ,0(U)(t, t1)e
iε(t−t1)
× exp
(
−i
∫ t1
t
dt2∆L/R(t2)
)
. (58)
Using these functions it is possible to write the lesser
Green’s function in a compact form
G<σσ(t, t) = inσ(t)
= i
∑
L,R
ΓL/R
∫
dε
2pi
fL/R(ε)
{
[1− nσ¯(t)] |A0L/R(ε, t)|2
+ nσ¯(t)|AUL/R(ε, t)|2
}
. (59)
Similarly to the stationary case we have equation for
nσ(t) which can be solved explicitly to yield
nσ(t) = nσ¯(t) =
n0(t)
1 + n0(t)− nU (t) , (60)
where
n0(U)(t) =
∑
L,R
ΓL/R
∫
dε
2pi
fL(R)(ε)|A0(U)L/R (ε, t)|2.(61)
The current consists of two contributions JL/R(t) =
J
(1)
L/R(t) + J
(2)
L/R(t), with
J
(1)
L/R(t) = −
e
~
ΓL/Ru2L/R(t) [n↑(t) + n↓(t)] , (62)
J
(2)
L/R(t) = −
e
~
ΓL/RuL/R(t)
∑
σ
∫
dε
pi
fL/R(ε)
×Im
{
B0L/R(ε, t) +B
U
L/R(ε, t)
}
. (63)
Quantities B
0(U)
L/R appear after the integration of G
r
σσ over
t1 in the general expression for the current (6). They can
be written as
B0L/R(ε, t) =
∫
dt1[1− nσ¯(t1)]uL/R(t1)G˜rσσ,0(t, t1)
×eiε(t−t1) exp
(
−i
∫ t1
t
dt2∆L/R(t2)
)
,
(64)
BUL/R(ε, t) =
∫
dt1nσ¯(t1)uL/R(t1)G˜
r
σσ,U (t, t1)
×eiε(t−t1) exp
(
−i
∫ t1
t
dt2∆L/R(t2)
)
.
(65)
Details of the numerical procedure used for calculation
of current for arbitrary time dependences can be found
in Appendix A.
Pulse modulation
In the case of a rectangular pulse shape modulation,
we choose the following time dependences
∆L/R(t) = [θ(t)− θ(t− s)] ∆L/R, (66)
ε0(t) = ε0 + [θ(t)− θ(t− s)] ∆, (67)
uL/R(t) = 1, (68)
8it entails that
ΓL/R(t) = ΓL/R =
1
2
Γ, (69)
Σσ(t) = − i
2
Γ. (70)
Figure 3 depicts J(t) and nσ(t) for the following choice
of parameters: ΓL = ΓR = 0.5, T = 0.1, µL = 0, µR =
0, ε0 = 0, ∆L = 10, ∆R = 0, ∆ = 5, s = 3, for U = 0,
and U = 10 (HF and HIA), in Γ unit for energy and ~/Γ
unit for time. For finite U in the HIA the current behaves
similarly as in the case of no correlations, experiencing
ringing (pseudo-oscillations) with the same period, but
with reduced value when the transient regime fades. The
HF approximation predicts a period which is roughly half
as long. A higher current value for U = 0 than for U =
10 can be explained as follows: for U = 10, only one
channel corresponding to the energy transition ε0 + ∆
lies in between µL + ∆L and µR + ∆R (ε0 + ∆ + U is
outside the bias window) while for U = 0 both channels
contribute to the current.
The similarity between the non-interacting case and
the HIA, as well as the discrepancy between these and
the HF result is also obvious in the dot occupancy ver-
sus time plot (lower part of Fig. 3). For U = 0, 0(t)
always lies in the middle of the bias window, then by
symmetry JL(t) = −JR(t), such that the dot occupancy
is not affected by the bias step: nσ is therefore time-
independent, and equals 1/2. The dot occupancy in the
HIA is neither affected by the bias onset for the same
reason, and the obtained constant value of 1/3 can be
understood on time-independent grounds. This value at-
tests the spectral weight transfer which takes place be-
tween the two Hubbard bands: indeed the weight of the
lower Hubbard band is 1−nσ¯, furthermore this band lies
symmetrically around the middle of the bias window, for
which f¯() = 1/2, such that one has 1/2(1 − nσ¯) = nσ,
hence leading to the value nσ = 1/3. The occupancy
in HF approach at t = 0 is reduced compared to the
non-interacting one due to the shift of the band towards
higher energy. Conversely and in an erroneous way, the
HF result for nσ is time-dependent and brings up an ar-
tificial characteristic time scale. Quite generally charge
conservation leads to
JL(t) + JR(t)− e
∑
σ
dnσ
dt
= 0 , (71)
where the first two terms are tunnel currents, while the
last one is called displacement current. Thus a time-
independent dot occupancy is expected when, by sym-
metry, JL(t) = −JR(t).
When both bands lie in the bias window, as in Fig. 4,
the differences for current and occupancy between U = 0
and HIA for U = 10 are attenuated. As previously noted,
the periods of pseudo-oscillations of J(t) are nearly the
same between U = 0 and HIA, while the amplitudes are
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FIG. 3: Time dependence of current (top) and occupancy per
spin at the dot (bottom) in case of pulse modulation with
ΓL = ΓR = 0.5, T = 0.1, µL = 0, µR = 0, ε0 = 0, ∆L =
10, ∆R = 0,∆ = 5, s = 3, for U = 0 and U = 10 (HF and
HIA). The gray area depicts the pulse duration.
slightly different. Now the density is affected by the bias
setup, even for U = 0, due to an asymmetric distribution
of spectral weight in the bias window. All these results,
for one or two bands inside the bias window, display a
transient regime which differs depending on whether the
bias is turned on or off. The greatest qualitative dif-
ference between non-interacting and HIA results occurs
during the equilibrium restoration. We observe that the
over-current values are quite close in HF and HIA in Fig.
3, but it may be fortuitous: it is not the case in Fig.
4. The HF has an additional shortcoming, predicting a
temporary sign reversal of the current immediately af-
ter the pulse end, a behavior absent in the HIA and
non interacting cases, which can be attributed in part
to an overestimation of the dot occupancy in the steady
state regime combined with an underestimation of nσ in
the equilibrium regime. Finally we choose the voltages
and local dot parameters in such a way as to visualize
the Coulomb blockade - conducting transition. This is
shown in Fig. 5 where, at t = 0 the dot leaves the insu-
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FIG. 4: Same as Fig.3, but for ∆L = 20.
lating Coulomb blockade region to enter the conducting
one until t = s. Letting s → ∞ enables to access the
charging time of the dot: for the present parameters, us-
ing an exponential modelization, we find τ ∼ 1.2 ~/Γ in
HIA, this is about twice as long as the time predicted by
HF, as seen in Fig. 5.
To explore further the discrepancies between HF and
HIA, we analyze the dependence on U of the transferred
charge or time-integrated symmetrized current. The in-
terval between consecutive pulses is assumed to be much
larger than the length of the pulse, therefore we can treat
consecutive pulses independently. Since the length of the
pulse s is less than time duration of the transient regime
(see Figs. 3-4), this charge Q can illustrate properties of
purely time-dependent phenomena, it is shown in Fig. 6.
For small U , both HF and HIA give the same result, as
expected since they converge to the exact description for
U = 0. In the HIA, increasing U from 0, the transferred
charge Q decreases to settle at a constant value when the
higher Hubbard band leaves the bias window. The value
U = 5 which corresponds to ε0 + ∆ + U = µL + ∆L,
marks the upturn between U = 0 and U → ∞ regimes.
The smoothness of this decrease depends on Γ. Besides,
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FIG. 5: Same as Fig.3, but for µL = 10 , ε0 = −5 ,∆L =
0 ,∆ = −10.
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FIG. 6: Transferred charge per pulse versus U in HF and
HIA, for µL = µR = 0, ε0 = 0, T = 0.1, ∆L = 10, ∆R =
0, ∆ = 5, s = 3.
in the HF approximation, the charge transferred Q keeps
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decreasing with the increase of U . The Hubbard I ap-
proximation is known to contain more physics than HF
approximation, e.g. in stationary and equilibrium cases,
and we can conclude that HF approximation is also insuf-
ficient to describe time-dependent transport in presence
of Coulomb repulsion [14].
It is interesting to explore which parameters can influ-
ence the period of the “ringing” in the time-dependence
of J(t). When we change all the parameters ∆L, ∆R and
∆, the time-dependence can be rather complicated (see
Fig. 4), so we can focus on only one parameter. Let us
fix the values of ∆R and ∆ to zero and change only ∆L.
Figure 7 depicts J(t) in case of a step-function character-
ized by ΓL = ΓR = 0.5, T = 0.1, µL = 0, µR = 0, ε0 =
0, U = 10, s → ∞, and with ∆L = 15, 30, 45. The value
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FIG. 7: J(t) in case of step voltage for different values of ∆L,
for µL = µR = 0, ε0 = 0, U = 10, T = 0.1, ∆R = ∆ =
0, s ≥ 1.
of the steady-state current does not change with ∆L: in-
deed in all cases the conducting channels are the same.
In the meantime, the period is strongly affected by ∆L:
the product of ∆L and period T0 approximately satisfies
∆L · T0 ∼ 2pi. This can be attributed to the presence
of a phase multiplier of the form exp(i∆(t′)t′) in the ex-
pressions which determine the time dependence of the
current. This result is compatible with the observation
reported in Ref [20] where the oscillations are ascribed
to the electronic transitions between the lower dot state
and the leads potentials.
Finally we can also study the temperature influence
on J(t). Figure 8 depicts J(t) for different T values.
Moderate temperature has little influence on “ringing”
period, but can change significantly the amplitude of
these oscillations. Besides, very high temperature affects
the steady-state value of the current, which is attained
almost instantaneously. So, it is seen that complex time-
dependence is restricted to low temperatures.
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FIG. 8: J(t) in case of step voltage for different temperatures,
for µL = µR = 0, ε0 = 0, U = 10, ∆L = 20, ∆R = ∆ =
0, s ≥ 5.
Harmonic modulation
It is interesting to explore the case when external
voltages are periodic in time and how correlations, af-
ter the transient regimes, influence the forced ones. In
case of harmonic modulation we choose in-phase volt-
ages: ∆L/R,0(t) = ∆L/R,0 cos(ωt). This kind of modu-
lation was studied before for the non-interacting case in
Ref. [6] and in Ref. [21] with an exponential modulation
of the hybridization; it was generalized to the interact-
ing model in the HF approximation [22]. Such an har-
monic time-dependence was also adressed in the Kondo
regime [23][24]. Figure 9 depicts the time dependence of
the current (top) and dot occupancy per spin (bottom)
in case of harmonic modulation, for the following param-
eters: ΓL = ΓR = 0.5, T = 0.1, µL = 10, µR = 0, ε0 =
5, ∆L = 10, ∆R = 0,∆ = 5, ω = 2 (pulsation measured
in Γ/~), for U = 0 and U = 10 (HF and HIA).
In HIA, the modulation amplitude for dot occupancy
is very slight, but not strictly zero: it stays close to 1/3,
and never reaches 2/5, which would be expected once
per period, if the system were adiabatic. Eventually, in
this forced regime, the current becomes periodic in time,
with the same period as the external perturbation. For
the chosen parameters, a rise and fall regime sets in: the
higher Hubbard band alternatively reaches the border
and leaves the varying bias window. However a higher
frequency (about three times larger) also emerges.
As also previously argued, the HF approximation is not
reliable in the transient regime, not more in the forced
regime, predicting a periodic current inversion, as well as
a poor estimation of dot occupancy.
11
0 1 2 3 4 5 6 7 8 9 10
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
 
 
 
0 1 2 3 4 5 6 7 8 9 10
0.0
0.2
0.4
0.6
0.8
1.0
 
 
 
FIG. 9: Time dependence of current (top) and dot occupancy
per spin (bottom) in case of harmonic modulation, for ΓL =
ΓR = 0.5, T = 0.1, µL = 10, µR = 0, ε0 = 5, ∆L = 10, ∆R =
0,∆ = 5, ω = 2, for U = 0 (exact solution) and U = 10.
Adiabatic and non-adiabatic pumping
As previously mentioned in the harmonic regime, cur-
rent and densities do not follow adiabatic predictions,
even at low frequency ~ω ≤ Γ [25]. The non-adiabatic
behavior is exploited in charge pumping. The idea of pro-
ducing a current in the absence of any bias voltage, called
pure pumping, can also be addressed within the HIA. A
recent paper focussed on this issue in a formalism close,
but not equivalent, to the present work [12]. These au-
thors truncate the hierarchy of equation of motion at the
same level than detailed above, and manage also to cir-
cumvent double-time Green’s functions evaluation, using
an auxiliary-mode expansion. It thus seemed to us inter-
esting to make a detailed comparison between these two
resembling techniques. In the footsteps of these authors,
we looked at the case of a gaussian pulse gate voltage, and
calculated the left current. Results are shown in Fig. 10.
Varying the gaussian time-width tp allows to browse the
cases of adiabatic and non adiabatic response. There is a
qualitative agreement, and a very good quantitative con-
sistency for rapid pulse (low tp); however some discrep-
ancies in the adiabatic region are observed, the current
being higher in our HIA. The origin of this difference in
not very clear for us but stems from different correlation
treatment procedures; indeed for U = 0 our numerical
procedure for arbitrary time dependence was checked by
a detailed comparison with Jauho’s et al. results [6], we
also agree with uncorrelated Croy et al.’s results.
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FIG. 10: Left current versus time for a gaussian-time-
dependent gate voltage ε0(t) = 1 − 2e−(t/tp)2 , in the HIA
for different values of tp, the other parameters are µR = µL =
0, U = 10, T = 0.1, ΓL = ΓR = 0.5.
CONCLUSIONS
A time-dependent formalism for a single level interact-
ing quantum dot coupled to two leads has been developed
within the Hubbard I approximation, in a convenient and
handy way for numerical evaluation. It enables us to con-
sider general time dependences for hybridization as well
as for gate or bias voltages. To validate the approach, the
steady-state regime has been, in some parameter range,
favorably compared with NCA results.
The formalism results in the appearance of two Hub-
bard bands in the local spectral density. For those bands
we introduce two Green’s functions, which offer the key
advantage to get rid of double-time evaluation, without
any a priori assumption about adiabatic or sudden lim-
its. These bands undergo spectral weight transfers which
influence the transport properties, in contrast with the
rigid band frame.
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Calculations show the influence of Coulomb correla-
tions on the current, which mainly consists in a change
of amplitude. The influence on the time structure (e.g.
“ringing” period), appear to be mostly insignificant.
Comparisons between Hubbard I and Hartree-Fock ap-
proximations show that the latter is insufficient to de-
scribe time-dependent transport.
The presented method can also be extended beyond
the wide band limit, indeed the key point consists in writ-
ing the dot Green’s function as a sum of two independent
Green’s functions; this acts upstream, before the assump-
tion of wide band limit. To implement our formalism
beyond this limit deserves further study.
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Appendix A: Numerical procedure
Here we describe the numerical procedure used for cal-
culating the current and the dot occupancy for arbitrary
time dependences in the wide-band limit for the HIA.
The time dependences are ∆L(R)(t), ε0(t) = ε0 + ∆(t),
uL(R)(t) with the only condition being that all time-
dependent perturbations start at t0. For the sake of
simplicity we choose in this appendix t0 = 0, i.e. for
t < 0 we have a stationary state. The time-dependent
current and dot occupancy are calculated by integrating
the A
0(U)
L(R)(ε, t) and B
0(U)
L(R)(ε, t) functions. The key point
here is the numerical computation of these functions.
We will split the integration, e.g. in the expression
(58) for A
0(U)
L(R) into two parts:
∫ t
−∞ =
∫ 0
−∞+
∫ t
0
. Then,
after performing the integration in the first term we get
A
0(U)
L/R (ε, t) =
exp
[
i(ε− ε0(U))t
]
ε− ε0(U) + iΓ2
× exp
[
−i
∫ t
0
dt1
(
∆(t1)−∆L(R)(t1)− iΓ(t1)
2
)]
−i
∫ t
0
dt1 exp [iε(t− t1)]uL/R(t1) exp
[
−i
∫ t
t1
dt2ε0(U)(t2)
]
× exp
[
i
∫ t
t1
dt2∆L/R(t2)
]
exp
[
−
∫ t
t1
Γ(t′)
2
dt′
]
. (72)
Expressions for B
0(U)
L/R are also expressed in this form, for
instance we get
B0L/R(ε, t) =
(1− n0σ¯) exp [i(ε− ε0)t]
ε− ε0 + iΓ2
exp
[
−i
∫ t
0
dt1
(
∆(t1)−∆L(R)(t1)− iΓ(t1)
2
)]
−i
∫ t
0
dt1 (1− nσ¯(t1)) exp [iε(t− t1)]uL/R(t1)
× exp
[
−i
∫ t
t1
dt2ε0(t2)
]
exp
[
i
∫ t
t1
dt2∆L/R(t2)
]
× exp
[
−
∫ t
t1
Γ(t′)
2
dt′
]
, (73)
where n0σ¯ is the stationary value prior to modulation.
At t = 0 we can compute the stationary current and
occupancy. We have
A
0(U)
L/R (ε, 0) =
1
ε− ε0(U) + iΓ2
, (74)
B0L/R(ε, 0) =
(1− n0σ¯)
ε− ε0 + iΓ2
, (75)
BUL/R(ε, 0) =
n0σ¯
ε− ε0 − U + iΓ2
, (76)
from which we can compute n0σ and then J
0, using Eqs.
(60)-(63).
To compute transport properties for t > 0, we express
A
0(U)
L/R (ε, t + dt) using Eq. (72) in terms of A
0(U)
L/R (ε, t) at
previous time step:
A
0(U)
L/R (ε, t+ dt) = A
0(U)
L/R (ε, t) exp
(
i(ε− ε0(U))dt
)×
exp
[
−i
∫ t+dt
t
dt1
(
∆(t1)−∆L(R)(t1)− iΓ(t1)
2
)]
−i
∫ t+dt
t
dt1 exp [iε(t+ dt− t1)]uL/R(t1)×
exp
[
−i
∫ t+dt
t1
dt2ε0(U)(t2)
]
× exp
[
i
∫ t+dt
t1
dt2∆L/R(t2)
]
exp
[
−
∫ t+dt
t1
Γ(t′)
2
dt′
]
. (77)
Because dt is small we can use the midpoint method to
perform integration from t to t+ dt
A
0(U)
L/R (ε, t+ dt) ≈ A0(U)L/R (ε, t) exp
(
i(ε− ε0(U))dt
)
× exp
[
−idt
(
∆(t˜)−∆L(R)(t˜)− iΓ(t˜)
2
)]
−idt exp
[
iε
dt
2
]
uL/R(t˜)
× exp
[
−idt
2
(
ε0(U)(
˜˜t)−∆L/R(˜˜t)− iΓ(
˜˜t)
2
)]
, (78)
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where t˜ = t+ dt2 and
˜˜t = t+ 3dt4 .
For B
0(U)
L/R it is possible to obtain similar approximation
but nσ¯ also appears in the integration from t to t+dt. We
will use nσ¯
(
t+ dt2
) ≈ 1
2
(nσ¯(t) + nσ¯ (t+ dt)). Indeed we
can compute nσ¯ (t+ dt) before computing B
0(U)
L/R (ε, t+dt)
because it is determined only by A
0(U)
L/R . In the end, we
get, e.g. for B0L/R
B0L/R(ε, t+ dt) ≈ B0L/R(ε, t) exp (i(ε− ε0)dt)
× exp
[
−idt
(
∆(t˜)−∆L(R)(t˜)− iΓ(t˜)
2
)]
−idt2− nσ¯(t)− nσ¯ (t+ dt)
2
exp
[
iε
dt
2
]
uL/R(t˜)
× exp
[
−idt
2
(
ε0(
˜˜t)−∆L/R(˜˜t)− iΓ(
˜˜t)
2
)]
. (79)
Computing and integrating the central quantities
A
0(U)
L(R)(ε, t) and B
0(U)
L(R)(ε, t) in the previously presented
calculations, typically require less than one minute on a
1.7 GHz Core 2 Duo.
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