The complex Swift-Hohenberg equation models pattern formation arising from an oscillatory instability with a finite wave number at onset and, as such, admits solutions in the form of traveling waves. The properties of these waves are systematically analyzed and the dynamics associated with sources and sinks of such waves investigated numerically. A number of distinct dynamical regimes is identified and analyzed using appropriate phase equations describing the evolution of long-wavelength instabilities of both the homogeneous oscillating state and constant amplitude traveling waves.
I. INTRODUCTION
Spatially extended systems in many areas of physics exhibit spontaneous pattern formation when driven away from equilibrium [1] [2] [3] . The patterns that result can be classified according to the linear instability of the spatially uniform system that creates them. By increasing a control parameter beyond a critical value this homogeneous equilibrium state may lose stability with respect to perturbations with a characteristic wave vector k 0 and/or with a characteristic frequency ω 0 at the instability threshold. Near this threshold the system can often be described by simpler, generic equations [3] [4] [5] .
The complex Swift-Hohenberg equation (CSHE) is one such universal equation that models pattern formation arising from an oscillatory instability (ω 0 = 0) with a finite wave number (k 0 = 0) at onset [6, 7] . The Swift-Hohenberg equation was originally obtained in the context of thermal convection problems [8] , but also finds applications in Couette flow [9] , magnetoconvection [10] , liquid crystals [11] , flame dynamics [12] , and nonlinear optics [13] [14] [15] [16] [17] [18] [19] [20] .
In this work, we focus on the application of the CSHE in the field of nonlinear optics. The derivation of the CSHE model has been discussed in the context of optical parametric oscillators (OPOs) [13] [14] [15] 21, 22] , photorefractive oscillators [16] , and lasers [17] [18] [19] [20] . When studying transverse dynamics in large-aspect-ratio laser systems, the Maxwell-Bloch equations provide a good description of pattern formation in single longitudinal mode, two-level lasers. The behavior of the laser system is then largely determined by the cavity detuning ν, which is directly related to the difference between the atomic frequency and the closest cavity resonance frequency. In the case of negative detuning (ν < 0), Coullet et al. [23] showed that the laser dynamics close to threshold could be described by a complex Ginzburg-Landau equation (CGLE). In the case of positive detuning (ν > 0), Newell and Moloney [24] derived coupled Newell-Whitehead-Segel-like equations to describe two-dimensional dynamics close to threshold. In one dimension the latter equations reduce to two coupled complex Ginzburg-Landau equations (CCGLEs) describing the interaction between two counterpropagating traveling * lendert.gelens@vub.ac.be † knobloch@berkeley.edu waves [25] . For a detailed study of the CCGLEs we refer to Ref. [26] . A more general description of class A and C lasers for both signs of the detuning ν is given by the CSHE as shown by Lega et al. [17, 18] . The validity of the CSHE as an approximation to the general Maxwell-Bloch equations is evaluated in Ref. [27] . The CSHE description of two-level lasers has been generalized to model semiconductor lasers [19] and its validity in this context has also been investigated [28, 29] .
In this paper we study the properties of the supercritical CSHE in one spatial dimension, viz.,
where u is a complex field representing the amplitude of a traveling wave in a frame moving with the group velocity. In optics applications u typically represents the complex amplitude of a transverse electric field, for example, inside a laser cavity. The equation is fully parametrized by four real parameters r, ζ , β, and b [6, 7, 17, 18] . We treat the parameter r as a bifurcation parameter, focusing on the behavior of the solutions as a function of the parameter β, for fixed values of the parameters b and ζ . We remark that in many applications (e.g., Refs. [13] [14] [15] [16] [17] [18] [19] [20] ) the parameter β vanishes, although in others (e.g., Ref. [29] ) β may differ from zero. On the real line the remaining parameter, the wave number k 0 , can be scaled out of the problem, but we prefer to retain it in the formulation in order to emphasize the role played by the intrinsic length scale in the problem. The traveling wave solutions of Eq. (1) can be thought of as generalizations of the time-independent phase-winding states studied in previous work on the CSHE with real coefficients [30] ; when ζ = β = b = 0 such states cannot travel because the equation has variational structure.
Our goal in this work is to provide a systematic study of the generic CSHE, focusing on defects associated with the presence of traveling waves, that is, sources and sinks of traveling waves, and on their stability properties. The work can be thought of as an extension of related studies of the CGLE [1, 5, [31] [32] [33] in which the intrinsic length scale 2π/k 0 is infinite. The formation of defects is an inevitable consequence of random initial conditions that are commonly used in simulations of both CSHE and CGLE. A typical solution consists of domains in which the waves propagate in one or other direction. These domains are separated by (typically moving) defects: sources that send out TW and sinks that absorb them [34] [35] [36] [37] . Over time the defects can annihilate or new defects can be created. In addition, defects can undergo a variety of instabilities leading, for example, to breathing or chaotic motion, or they may form bound states that propagate through the system with a common speed. Sinks and sources differ in general in their properties, with sinks often stable and sources prone to instabilities [26, 34, 36] . In the field of nonlinear optics, for example, in laser systems, sources, and sinks have been studied in Refs. [38] [39] [40] .
Our analysis of traveling waves and defects between these waves provides a comparison with other much used universal equations, such as the CGLE and the CCGLEs. We also show that there exists an intimate connection between the CSHE and the Cahn-Hilliard and Korteweg-de Vries equations. The Cahn-Hilliard equation was originally derived to describe the dynamics of phase separation in systems with a conserved quantity in the context of binary alloys [41] , but it also describes coarsening dynamics observed in many other areas of physics. The Korteweg-de Vries equation was derived to model shallow-water waves and is one of the prototypical soliton-bearing equations [42] . We show that both equations arise naturally as evolution equations for wave number perturbations of solutions of Eq. (1) in the form of nonlinear wave trains and relate their solutions to direct numerical simulations of perturbed wave trains.
The paper is organized as follows. In Sec. II we describe the properties of simple traveling wave (TW) solutions of the CSHE and show that such waves are subject to longwavelength instabilities. In Sec. III we study the properties of defects between such waves and describe the similarities and differences between the behavior of the CSHE and a pair of CCGLEs describing the dynamics near onset. In Sec. IV we present the results of numerical simulations of the CSHE in a variety of different parameter regimes. In Sec. V we derive phase equations describing the evolution of long-wavelength instabilities of both the homogeneous oscillating state and the TW states identified in Sec. II. For the former the phase equation takes the form of a generalized convective CahnHilliard equation that describes both coarsening behavior and spatiotemporal chaos. For the latter the phase equation takes the form, in appropriate regimes, of a perturbed Korteweg-de Vries equation describing localized compression or dilation of the TW. The paper concludes with a brief conclusion in Sec. VII.
II. TRAVELING WAVE SOLUTIONS
Equation (1) has a nonzero homogeneous solution of the form
where
The stability of this solution is determined by writing u(x,t) = u 0 [1 + δ(x,t)] exp i t and linearizing in the small perturbation δ(x,t). The perturbation then evolves according to the equation
This equation is solved using the ansatz δ(x,t) = δ + exp(σ t + ikx) +δ − exp(σ t − ikx) leading to the dispersion relation
The two roots σ ± of this equation are shown in Fig. 1 as a function of the perturbation wave number k. One of the roots, σ − , is always negative (stable) while the other, σ + , may be positive for small k (long-wavelength instability). This root is given explicitly by
implying that the homogeneous oscillation u 0 exp i t is unstable with respect to long-wavelength perturbations when
This condition is similar to the condition for the presence of the Benjamin-Feir instability of the Stokes solution of the CGLE, except that here the instability is suppressed (bζ > 0) or enhanced (bζ < 0) depending on the sign of the product bζ . In particular, in the former case instability may be absent for small k 0 but present for larger k 0 , indicating that the intrinsic scale of the problem has important consequences already for the simplest solution of the CSHE. In addition to homogeneous oscillations the CSHE also admits solutions in the form of TWs. These take the form
The stability of the TW solution is determined by writing u(x,t) = u 0 exp(i t − iKx) [1 + δ(x,t) ], and linearizing in the small perturbation δ(x,t). The perturbation then evolves according to the equation
This equation is solved using the ansatz δ(x,t) = δ + exp(σ t + ikx) +δ − exp(σ t − ikx), where σ is now 056203-2 complex. Although an exact expression for the real and imaginary parts of σ is readily obtained (see Fig. 2 ) we content ourselves with expressions for the (potentially) unstable eigenvalue σ + in the long-wavelength limit k 1:
These expressions reduce to earlier expressions in the case K = 0. In contrast, when K = k 0 we obtain
indicating that the TW and the homogeneous oscillations have, in general, different stability properties. In particular, it is possible for the TW with K = k 0 to be unstable while the homogeneous oscillations with K = 0 are stable, and vice versa. Moreover, when K(k 0 − K) = 0 the instability is enhanced by the second term in Eq. (11) and this term always dominates close to onset (|u 0 | 1) leading to modulational instability of all states with K(k 0 − K) = 0 at small amplitude. A separate calculation, also near onset (|u 0 | 1), shows that the TW are initially stable with respect to amplitude perturbations; as usual, this is a consequence of the supercriticality of the primary bifurcation to the TW states.
III. DEFECTS
When a numerical simulation is initialized with small amplitude noise (e.g., of magnitude ≈10 −4 ) superposed on the nonzero homogeneous solution (2)-(3) or the TW solution (8)-(9) the solutions generally evolve into different TWs that travel in opposite directions in different locations. When this is the case in a periodic domain an even number of defects is created within the domain. In one dimension there are two types of defects, sources and sinks. The source, as the name suggests, acts as a source of waves, while a sink arises at locations where oppositely traveling waves collide. Figure 3 shows a typical example of such defects in the CSHE. Much is known about the properties of these defects, mostly gleaned from studies of defects in the CCGLEs [26, 33] . Reference [37] provides a general classification of defects in oscillatory media. Related structures, called domain walls, connecting homogeneous states with constant but opposite phase have been widely studied in optics, in both one [43] and two [44] [45] [46] dimensions.
A. Onset of absolute instability
A source serves to select the wave number of the waves emitted from it. This wave number is determined from the nonlinear dispersion relation by the frequency of the waves emitted from the core. When the core is broad (i.e., the amplitude of the solution is small over a broad region) the frequency selected is the frequency of infinitesimal waves. These obey the dispersion relation 
Using these results we can define the phase speed c p = ω/k and the group speed c g = ∂ω/∂k. The phase speed c p is in general large compared to c g (this is certainly the case when k is small). This is also clear from the solution shown in Fig. 3 where the drift velocity of the defects v ≈ −10 −4 [see panels (c) and (d)] is small compared to the phase speed c p of the TW [|c p | = ω/|K| ≈ 2.5, ω ≈ 0.5, K ≈ ±k 0 = 0.2, see panels (a) and (b)]. Because of this large difference in speed the oscillatory instability is convective at onset. Sources can be present only when the instability becomes absolute so that the traveling perturbations grow faster than they propagate. The computation of the threshold for absolute instability follows standard procedure [26, 34, 47] . Using Eq. (14), where k ≡ k R + ik I , and seeking the location in the complex k plane where c g = 0, one finds
Equation (15) together with Eq. (14) represent four equations which determine k R , k I , the threshold value r = r a , and the corresponding frequency ω = ω a . It is this frequency that in turn determines the wave number of the nonlinear waves emitted by the source. This wave number will in general differ from the wave number k R selected at r = r a . We obtain
together with the equations
Thus,
and the profile of the source at x = 0 is exponential at small amplitude and given by |u| ∼ exp(±k I x). Note that k R is nonzero, in contrast to the CCGLE case studied in Ref. [47] . In particular, when ζ = 0 we have |k R | = |k I | = k 0 ; when ζ = 0 and k
The above analysis suggests that when r > r a stationary sources are present and that these select the frequency ω a when r ≈ r a ; this frequency in turn selects the wave number K of the emitted waves in the far field according to
With increasing r these symmetric sources may lose stability in different ways. This loss of stability may arise via a parity-breaking bifurcation leading to a drifting defect emitting waves with different wave numbers fore and aft, or via a Hopf bifurcation leading to a pulsating source. A reflection symmetry-breaking Hopf bifurcation is also possible [48] ; this leads to a one-dimensional spiral wave, where the source drifts first in one direction and then in the opposite direction, resulting in a zigzag space-time trajectory. On the other hand, when r < r a no stationary sources are expected although stationary sinks may remain. Sinks are, in general, much more robust since they form as a result of a collision of waves, and these cannot be perturbed away [26, 47] . Their structure is determined locally by the amplitude, frequencies, and wave numbers of the incoming wave trains, and these are, in turn, determined by the sources. If the incoming waves have different frequencies and wave numbers the sink may drift. If the incoming waves are BenjaminFeir unstable, the sink may undergo irregular back-and-forth oscillations [26, 47] . Thus, both sources and sinks can undergo complex dynamical behavior. However, we expect that in the regime 0 < r < r a , present provided ζ = 0, time-dependent sources may remain, just as in the CCGLE case, coexisting with either stationary or nonstationary sinks, depending on the properties of the waves emitted by the sources.
An example of the destabilization of the source as r is reduced below r a ≈ 0.125 is shown in Fig. 4 . Figures 4(a) and 4(b) are computed with k 0 = 0.2 starting from an initial condition consisting of two TW with wave numbers ±k 0 each occupying a region of width L/2. The simulations show, in agreement with theory, that for r < r a , a time-dependent solution is present, while for r > r a a time-independent structure is the long-time attractor of the system. This solution resembles states described by the convective Cahn-Hilliard equation, as discussed further in Sec. VI A. In contrast, for k 0 = 1, for which the Cahn-Hilliard equation no longer applies, no time-dependent sources are found for r < r a , and the system instead evolves to a single TW (not shown). However, as shown in Fig. 4(c) , when r > r a stable sources are recovered.
B. Onset of convective instability and the CCGLE description
In order to compare our results with those of [26] on the CCGLEs we derive here the CCGLEs from the CSHE. Such a derivation requires a judicious scaling of the parameters and the dependent variable, as appropriate for a computation near the threshold for convective instability. We write r = r 0 + 2 r 2 , ζ = ζ , and introduce the slow time T = 2 t and the slow spatial scale X = x. Here 1 is a small parameter whose magnitude may be defined by setting r 2 = 1. As a result the calculation that follows is restricted to a small neighborhood of r = r 0 , where r 0 is determined below. In this neighborhood we expect the solution u to be small and hence write u(x,t, ) = u 0 (x,X,t,T ) + 3 u 2 (x,X,t,T ) + · · · . No term of the form 2 u 1 (x,X,t,T ) appears in the expansion owing to the symmetry of CSHE with respect to u → −u. The remaining parameters k 0 , b, and β are all treated as O(1) quantities. These scalings capture the expected balance between forcing via the term (r − r 0 )u, advection at the group velocity, weak dispersion and weak nonlinearity, all of which enter at O( 3 ) in the theory that follows. As mentioned below, this is not the case for other possible scalings of r − r 0 , ζ , and the dependent variable u, and such regimes are described by evolution equations that differ from the classical CCGLE description.
We seek to describe the evolution of the leading order solution u 0 (x,X,t,T ) over long times 
At O( ) we obtain
This equation is solved by
representing a superposition of left-and right-traveling waves with slowly varying amplitudes A L (X,T ) and A R (X,T ), respectively. Substitution of this expression into Eq. (21) yields the dispersion relation
Hence, the onset wave number is given by k = k 0 , that is, the gravest mode has wave number equal to the intrinsic wave number k 0 , and we have r 0 = ω 0 = 0. This is as expected since we have taken r to be real, thereby eliminating the leading order frequency. The value r 0 = 0 corresponds to the threshold for convective instability, and indeed r 0 < r a provided ζ = 0. Note also that ω 0 = 0, while at the absolute instability threshold ω a = 0. The CSHE is identically satisfied at O( 2 ), while at O( 3 ) we obtain
Since both components of the general solution (22) are in the kernel of the linear operator on the left side of Eq. (25) there are two solvability conditions for this equation:
where c 0 = −2ζ k 0 is the group velocity. After rescaling space and time, these equations form a special case of the equations studied in Ref. [26] , viz.,
one obtains instead the nonlocal CCGLEs derived in Ref. [49] , while with ζ = O(1), r = O( ) one obtains the hyperbolic equations derived in Refs. [50, 51] . The relation between the properties of the local and nonlocal CCGLEs is explored in Refs. [49, 52, 53] . When ζ = 0 the above equations reduce to a special case of those studied in Ref. [54] , with γ = 1 in their notation. As shown in Ref. [54] (see also Ref. [26] ), this parameter value falls near the transition from spatiotemporal intermittency to a steady state with domains of (A L ,A R ) = (A L ,0) and (A L ,A R ) = (0,A R ) separated by domain walls. Whenζ = O(1) or equivalently ζ = O( ) the critical value of the parameter r 2 at which the source width diverges identified in Refs. [26, 34] , viz., r 2 = s We mention that the CCGLEs (28) and (29) contain two extra parameters as compared with Eq. (1), assuming that the parameter k 0 is fixed. Consequently, the behavior exhibited by Eq. (1) is expected to fall between that of a single CGLE and that exhibited by general CCGLEs. In particular, some aspects of the mutual suppression of left-TWs by right-TWs and vice versa may be expected in the dynamics but mutual excitation should be absent.
IV. NUMERICAL EXPLORATION
From studies of the supercritical CSHE with real coefficients [30] 1 we know that the intrinsic wave number plays an important role in the observed dynamics. In particular, for small k 0 the system exhibits coarsening behavior with the number of defects gradually decreasing over the course of time and a corresponding increase in the size of the defect-free domains in between. This evolution is described by the Cahn-Hilliard equation for the phase gradient that can be derived from the CSHE on the assumption that this gradient is small. On the other hand, for larger k 0 the system evolves via phase slips and any coarsening that may take place initially is arrested by the formation of bound states of (stationary) defects [30] . We explore here the corresponding behavior when the coefficients in the CSHE are complex and the defects move.
A. Dynamics in the CSHE with a large intrinsic length scale (k 0 small)
We start our numerical exploration with the regime in which coarsening is observed in the CSHE with real coefficients assuming that b = 0, β = ζ = 0, and scan the dynamical behavior as the coefficient b becomes more and more negative. Figure 3 shows a numerical simulation of the time evolution in the CSHE with periodic boundary conditions and r = 1, b = −0.5, and k 0 = 0.2 with the remaining parameters zero. Here and in the remainder of this section small amplitude random noise superposed on the nonzero homogeneous solution (2)- (3) . The source is an active coherent structure that sends out waves in both directions, while the sink is sandwiched between TWs whose phase velocity points inward. It is clear from Fig. 3 that initially several LSs form and that these annihilate pairwise leaving only a single sink and a single source which form a slowly drifting bound state (drift speed v ≈ −10 −4 ). Similar coarsening behavior is observed for less negative values of 1 Equation (37) in Ref. [30] should read . Similar spatiotemporal intermittency has been studied in the context of the CGLE [5, 26, 31, 54] . When b is decreased even further, the system exhibits more and more spatiotemporally disordered regimes, whose presence we attribute to modulational instability of the basic TW state.
The coarsening behavior described here involves sources and sinks of counterpropagating TWs, in contrast to earlier studies of coarsening behavior between domain walls in one [43] and two [44] [45] [46] dimensions. However, curvature effects that give rise to different types of growth laws in two dimensions [44] [45] [46] are absent. Figure 7 shows typical behavior that is observed when β < 0. For all β < 0 coarsening dynamics are found, and coarsening proceeds until only one source-sink pair is left in the system. Both the source and the sink are then stable and either remain stationary or slowly drift in time. When 0 < β 1 spatiotemporal intermittency is found. Figure 8 , computed for β = 1 shows typical space-time plots in this regime. The figure reveals a uniformly drifting complex oscillation in the real and imaginary parts of u with the property that R ≈ 1 throughout the duration of the time series [see Fig. 8(h) ]. Thus, the oscillation shown is associated with phase variation and not amplitude variation. However, for larger β the behavior changes qualitatively and for β 1 drifting TW-like states are no longer found in numerical simulations. With random initial conditions, the system evolves to a state which oscillates with wave number comparable to k 0 in both the phase gradient K = φ x and the amplitude R, while slowly drifting. A state of this type is shown in Figs. 9(a) and 9(b), which reveal that the spatial oscillations are likely quasiperiodic, with a longer wavelength modulation superposed on the 2π/k 0 wavelength. This modulation becomes more and more pronounced as β increases. We can see, for example, in Figs. 9(c) and 9(d) , that an increase in β leads to an increase of the local wave number K and the creation and destruction of defects resulting in spatiotemporal chaos. Such perturbations of the basic state [panels (a) and (b)] arise spontaneously, indicating the presence of a linear instability. The dynamics evolve on faster time scales and no coherent structures can be observed. Similar behavior is also observed in the CGLE [5, 26] . In the case of the CGLE, this spatiotemporal chaos has been described using the Kuramoto-Sivashinsky equation [31] . We show in Sec. V that this is so also in the present case. In previous work on the CSHE with real coefficients [30, 55] we have shown that coarsening terminates when the intrinsic wave number k 0 is larger, and characterized the transition from coarsening dynamics to the frozen state that results. The frozen state consists of bound pairs of defects locked together via their oscillatory tails, and the crossover transition can be accurately attributed to the first appearance of these tails.
In this section, we numerically explore the dynamical behavior that arises in the CSHE with complex coefficients when k 0 = 1, a value large enough for oscillatory tails to exist. As before, we first consider the case β = 0 and then allow both b and β to have nonzero values.
The results for β = ζ = 0 and small negative values of b are shown in Fig. 10 . Starting from random initial conditions, the system relaxes after a brief transient behavior to a bound state of two breathing LSs which drifts to the left at a constant speed. In contrast to the case of small k 0 , more than one drifting source and sink pair can be present in the system as long-time coarsening no longer takes place. The constituents of these bound states are typically unsteady, exhibiting small amplitude oscillations that may be periodic or chaotic. Moreover, Fig. 10 also reveals that the wave number within the bound state is no longer constant and instead varies linearly with the position x within the structure. This type of behavior is characteristic of systems described by a Burger's type equation, as discussed further in Sec. VI. Figure 11 shows spatiotemporal chaotic regimes that are found when b is more negative. Instead of drifting LSs, one observes a stable stationary sink solution Si, while the source So undergoes apparently chaotic oscillations. This behavior is reminiscent of the source-induced bimodal chaos that is observed in CCGLEs [26] , although in the latter case the sink slowly drifts. However, the bimodal chaos is only observed in CCGLEs and is not present in a single CGLE. While the sink remains stationary and stable over long periods of time, one can see in Figs. 11(a) and 11(b) that at certain points in time the sink Si is abruptly destroyed and recreated elsewhere in space (b = −3 in this case). Panels (c) and (d) show a magnification of such an event [indicated by the black box in Figs. 11(a) and 11(b) ]. The magnification shows that a new stable sink/chaotic source pair nucleates at point N 1 first and does so via the original chaotic source; soon after this occurs the original sink and chaotic source annihilate one another in point N 2 . Thus, after this process is completed only one stable sink/chaotic source pair is again present in the system, but at a different location than before. This behavior repeats intermittently in time. To the best of our knowledge, such behavior has not been observed in other systems.
Further decrease in b leads to multiple stable sink/chaotic source pairs within the domain as illustrated in Figs. 11(e) and 11(f) for b = −5. For this parameter value nucleation of new sink/source pairs (and subsequent annihilation) is apparently absent and the observed dynamic structure persists indefinitely, much as in the CCGLEs [26] .
Qualitatively (ii) In the region −3.4 < β < −2.5, the same source-sink pairs still coexist, but are no longer stationary and exhibit slight "breathing" (time-periodic) behavior [see, e.g., Fig. 12(b) ;
(iii) When β increases within the interval −2.5 < β < 1.2, the number of source/sink pairs in the system tends to diminish. Furthermore, on top of the "breathing" behavior, the sources and sinks start to drift [see, e.g., Figs. 12(c) and 12(d); β = −2.5 and β = 1]. We remark that around β ≈ −0.1 the drift speed of the structures becomes very slow.
(iv) For 1.2 < β < 4, both source and sink are again stabilized and remain stationary [see, e.g., Fig. 12(e) ; β = 3].
(v) In the interval 4 < β < 4.2, time-periodic "breathing" behavior is again observed, but with time-periodic oscillations that are much more pronounced than in the previous cases. Moreover, only the source shows time-periodic behavior, while the sink remains stationary and stable [see, e.g., Fig. 12(f) ;
(vi) When increasing β in the interval 4.2 < β < 4.8, the time-periodicity of the source is lost and is replaced by chaotic 2 We remark that the boundaries mentioned in this classification of dynamical behavior have been numerically determined with an accuracy of β = 0.1. behavior; the sink remains stable and more or less stationary [see, e.g., Fig. 12(g) ; β = 4.5].
(vii) Finally, for β > 4.8, the source is again only mildly chaotic but additional time-dependent substructures appear in the middle of each TW domain that oscillate in phase with the source [see, e.g., Fig. 12(h) ; β = 5].
Stable breathing sinks similar to Fig. 12(f) have recently been computed in doubly diffusive convection [56] .
In the next section, we derive a nonlinear phase equation modeling the evolution of long-wavelength perturbations of the homogeneous amplitude solutions. This phase equation will prove useful for interpreting some of the numerically observed dynamics.
V. NONLINEAR PHASE EQUATIONS
Large length scale perturbations of the phase of a wave evolve on a slow time scale relative to perturbations of the amplitude. This fact allows us to decouple the amplitude perturbations from those of the phase, through a procedure analogous to center manifold reduction, a reduction procedure employed in studies of finite-dimensional dynamical systems. The equation that results is an equation for the slow evolution of φ, the wave phase, or, equivalently, for the wave number K ≡ ∂ x φ. We consider two cases, the first being the evolution of spatial perturbations of the homogeneous oscillations in time (|K| 1) and the second studying perturbations of a TW [K = O(1)].
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We begin by rewriting the CSHE in terms of the amplitude R and the phase gradient K ≡ ∂ x φ, where u(
x,t) ≡ R(x,t) exp iφ(x,t).
In this formulation the temporal oscillation frequency of the wave train is absent.
Equations (30) and (31) are exact. In the following we consider two distinct cases. In the first we take a finite amplitude spatially homogeneous oscillation, corresponding to R = R 0 (a constant) and K = 0. We consider wave number perturbations with K = O( ), where 1; that is, we consider the evolution of the system from initial conditions that vary slowly in space, on an O( −1 ) scale only. In order to balance the evolution on these large scales we need to select the correct size of the perturbation R = R 0 + u. Since the basic oscillation is invariant under reflection x → −x the resulting evolution equation must also respect this symmetry. In the second case, we take R = R 0 (a constant) and K = O(1), representing a homogeneous wave train. The balances in this case are different, and since the basic wave train is no longer invariant under x → −x the resulting evolution equation for wave number perturbations will also be different. In particular, the wave number perturbations are now expected to propagate and at the same time to steepen.
In order to capture transitions between different regimes we do not explicitly scale the variables with but employ an iterative method that can be checked for consistency at each step. Unless otherwise stated all parameters are treated as O(1) quantities, in contrast to the CCGLE derivation.
A. The |K | 1 case
We write the perturbation of a homogeneous oscillation in the form R = R 0 + u, K = v, where R 2 0 ≡ r − k 4 0 , and take v to be O( ), thereby defining the modulation scale −1 . We suppose that the amplitude perturbation u varies on the same scale, and hence take all spatial derivatives to be O( ). Temporal derivatives are taken to be slow, relative to −1 , and will, in fact, be O( 4 ), as can be checked a posteriori. The primary balance in Eq. (30) is then provided by 
This equation is equivariant with respect to the operation x → −x, v → −v, a symmetry inherited from the fact that v ≡ φ x , with the phase φ a scalar. When the coefficients γ and D are both O(1) the wave number v evolves on an O( −2 ) time scale and is of Burger's type at leading order, that is, at O( 3 ). The shock formation that results is regularized by the diffusion coefficient γ provided γ > 0. However, when γ < 0 (Benjamin-Feir instability) the diffusion term leads to singularities in finite time and to control these it is necessary to carry the derivation of the phase equation to O( 5 ), resulting in the presence of several additional terms, all of which are included in Eq. (33) . These terms become important on an O( −4 ) time scale, implying that the above expansion is no longer uniform in time. Of the new terms, those in the first bracket constitute the classical Cahn-Hilliard equation describing coarsening over long time scales. The appearance of this equation in the context of phase evolution goes back to the work of Malomed et al. [35] (see also [30, 55, 57, 58] ). However, the terms in the second bracket lead to nonlinear steepening resulting in instabilities that arrest and disrupt the slow coarsening process as described for c = d = e = 0 in Ref. [59] and in the general case in Sec. VI A. For other choices of the coefficients Eq. (33) resembles the Kuramoto-Sivashinsky equation, and on large domains exhibits spatiotemporal chaos [31] . A discussion of this regime and a comparison of its properties with those of the CSHE is deferred to Sec. VI.
The coefficients in Eq. (33) are given by The corresponding derivation for the case K = 0 is considerably more involved largely as a consequence of the slow drift identified in Eq. (12) when the modulation wave number k is small. As a result we write ξ = x − ct, where c is the (unknown) drift speed and write Eqs. (30) and (31) in the comoving frame:
We next rewrite these equations in terms of amplitude and wave number perturbations u, v defined by R = R 0 (1 + u), K = K 0 (1 + v) , where the subscript zero refers to the TW solution (9) with R 0 = |u 0 | and K = K 0 . We solve the resulting equations on the assumption that both u and v are of order 1, and suppose that the ξ derivatives are of order as well; that is, we write (u,v) → (û,v), ξ →ξ/ , where the quantities with a hat are formally of order one. In the calculation the drift at every order must be incorporated into the speed c. Thus, c = c 0 + c 1 + 2 c 2 + · · · , and the remaining time derivative refers to growth arising from the real part of the unstable eigenvalue only; as shown below, this derivative enters the calculation at O( 3 ). Since v is the slow mode the perturbation u is slaved to the (slow) evolution of v and we write (omitting hats)
and assume that both u and v are functions of the slow times τ = 2 t and T
. We summarize below the major steps in the derivation of the phase equation which we write in the form
where ∂ t = 2 ∂ τ + 3 ∂ T and Q, . . . ,W are coefficients depending on the parameters k 0 , b, β, ζ , and the wave number K 0 of the basic wave train and computed below. Note that this equation is no longer equivariant with respect to x → −x, v → −v. This is a consequence of the nonzero value of the wave number K 0 .
At O( ) the above approach yields
while at O( 2 ) we find that
where c 0 is thus far unknown. Substituting these results into the v equation we obtain an equation of the form
. (49) Since the drift is already incorporated in the drift speed c the O( ) term on the right side cannot be balanced by the time derivative and we must therefore demand that P = 0, that is, that
an expression that yields the result (12) for the frequency of small wave number perturbations. With this value of c 0 we see that v evolves on an O( −2 ) time scale in the comoving frame, that is, on the time scale τ = O (1) . Moreover, we also obtain expressions for the coefficients Q and S. Specifically,
a result that agrees with the real part of the unstable phase mode eigenvalue given in Eq. (11), while
Finally, since the variable ξ is, by definition, the correct comoving frame, no additional drift may occur at O( 2 ) and we must take c 1 = 0. Thus, to O( ) the evolution of the instability is described by Burger's equation [60] ,
provided only that Q/K 0 > 0 so that diffusion arrests the steepening arising from the nonlinear term. We remark that
, where (K) is the dispersion relation (9b), in accord with general theory [61] . However, in the regime of greatest interest (the Benjamin-Feir unstable regime), the diffusion coefficient Q is destabilizing (Q < 0) and the Burger's problem is ill posed unless higher order terms are included. We calculate these terms next.
At O( 3 ) the equation for the evolution of the perturbation v includes the terms c 2 
The expressions for E and F include contributions from the leading order estimate of the term u τ = Av τ + O( ). In view of Eq. (49) this term is O( 3 ) in unscaled variables. Equation (45) 2 ) wave number perturbations obey the perturbed Korteweg-de Vries equation
derived in a number of previous studies [62] [63] [64] . Equation (60) is also known as the modified Kawahara equation [65, 66] and in other regimes as the generalized Kuramoto-Sivashinsky equation [67] . Once again, in this equation the coefficients S, U ,Q, V , and Z are all formally of order one, with Z given by
In order that Eq. (60) be well posed we demand that Z < 0. When this is not the case a yet higher order calculation becomes necessary in order to identify terms that may arrest the resulting shortwave instability. In writing Eq. (60) we have included O( ) terms. These terms govern the evolution of w on yet longer time scale, t = O( −4 ), but are required in order to select among the different solutions of the leading order Korteweg-de Vries equation
The O( ) terms are essential since the CSHE is a dissipative system while the Korteweg-de Vries equation (62) is conservative and completely integrable. As discussed below these higher order terms select the amplitude and speed (relative to the moving frame ξ ) of both solitonlike solutions and cnoidal solutions which is undetermined within (62), a process that takes place on an O( −4 ) time scale as discussed in Refs. [63, 65, 68, 69] . Following [63] we obtain the solution
The amplitude of this solution evolves on the slower time scale T ≡ T according to the (corrected) equation
Consequently, we expect, in this regime, the presence of solitons of amplitude
Within the perturbed Korteweg-de Vries equation these solitary waves are amplitude-stable whenever K 0 S(12UV − 10SZ) > 0. An example of such a solitary wave solution is shown in Fig. 13(a) for parameter values such that the coefficients in the perturbed Korteweg-de Vries equation (60) are all O(1), with Q < 0, Z < 0 and small, while Fig. 13(b) shows the soliton in panel (a), appropriately rescaled, in terms of the corresponding wave number perturbation in the CSHE. Such a choice demands a fine-tuning of the CSHE parameters as the coefficients S,Q . . . can be very sensitive to changes in these parameters. Since the length scale in the system has been defined by demanding that |Q| = |K 0 |, implying that = √ |Q|/|K 0 |, we can only regard Eq. (60) as a perturbation of the Korteweg-de Vries equation (62) if the coefficient Q is small. Figures 14(a) and 14(b) show the dependence of Q on ζ and K 0 , with the remaining parameters as in Fig. 13(a) . Thus, Q is negative and small only when (a) ζ ≈ −0.1 (K 0 = 0.505) and (b) K 0 ≈ 0.5 (ζ = −0.1), motivating the choice of parameters used in Fig. 13(a) . Panels (c) and (d) of Fig. 14 show the corresponding variation in ρ, while panels (e) and (f) depict the variation in the amplitude N 0 of the soliton solution. For this parameter set, only dark solitons (N 0 < 0) exist close to Q ≈ 0, representing a localized dilation of the wavelength of the original wave train. We mention that numerical simulations of TW doubly diffusive convection reveal steadily traveling compression pulses (N 0 > 0) in appropriate parameter regimes [70] . We study solitary wave solutions in the perturbed Korteweg-de Vries equation (60) and in the CSHE in Sec. VI B.
Because of the absence of oscillatory tails the Korteweg-de Vries solitons do not form bound states. However, bound states form for larger values of when additional terms enter into the equation, and the solitary wave becomes asymmetric. This is so both for the modified Kawahara equation [64] and for the convective Cahn-Hilliard equation [71] , suggesting that the observation of traveling bound states in the CSHE such as those in Figs. 10(a) The Korteweg-de Vries equation (62) also admits spatially periodic, traveling solutions called cnoidal waves. These take the form (67) parametrized by w 0 , k cn , and the amplitude N . The elliptic modulus k cn is determined by the spatial period L of the domain. If the domain contains n wavelengths,
In order that w cn represent a perturbation of the basic wave number K 0 it must satisfy the condition Fig. 15(a) and its interpretation as a perturbation of the wave number K 0 is given in Fig. 15(b) . In Sec. VI B we compare these solutions with numerical simulations of the perturbed Korteweg-de Vries equation and the CSHE and demonstrate that these solutions are indeed realized in the numerical simulations and persist over long times.
VI. DYNAMICS OF THE NONLINEAR PHASE EQUATIONS
In this section we numerically explore the dynamical behavior of the nonlinear phase equations (33) and (60) 
In this equation all terms are formally O( 5 ), and we define by setting k 0 = . The resulting equation may be rescaled, leading to 
As in Sec. IV A 1, we explore the dynamics described by the convective Cahn-Hilliard equation (71) using direct numerical simulation, starting with small values of b for which coarsening is observed in the CSHE. We use small amplitude noise as initial condition and choose L = 60 as the domain length, equivalent to the larger domain length L = 300 in our simulations of the CSHE if one takes into account the scaling X = k 0 x in the phase equation (70) . 16(c) ] the system still coarsens after the initial instability, but this coarsening is arrested before only one domain remains. Instead, the long time solution is periodic with N maxima, N = 2 in Fig. 16(b) and N = 4 in Fig. 16(c) . Although such periodic states are the long time attractor when the system is initialized with small amplitude noise, we have verified that in this regime these arrested states coexist with a stable N = 1 state, similar to the one domain solution in panel (a), in agreement with the CSHE results. Figures 16(d) and 16(e) show two different realizations when b = −2, both starting from small amplitude noise. In each case the system goes through an irregular initial transient during which several peaks undergo fast localized oscillations and may merge with each other, but the long time stable solution consists of a TW consisting of a train of pulses all moving with the same speed, some with superposed rapid oscillations [see, e.g., panel (d)], as also reported in Ref. [59] . We remark that similar solutions are observed in the CSHE [see, e.g., Fig. 4(b) ]. A further decrease of b extends the initial period of fast oscillations and results in long time chaotic behavior, as shown in Fig. 16(f) .
When b → 0, Eq. (71) reduces to the Cahn-Hilliard equation, originally derived to describe the dynamics of phase separation in systems with a conserved quantity in the context of binary alloys [41] . The coarsening dynamics identified in our numerical simulations in Sec. IV A 1 for small values of b (see Fig. 3 ) are consistent with the Cahn-Hilliard description of the dynamics in this regime. As |b| increases the Cahn-Hilliard description breaks down and the dynamics are described by Eq. (71) in which nonlinear advection plays an increasing role. It is this term that is ultimately responsible for the presence of chaotic dynamics in this system. Indeed, in the limit b → ∞, Eq. (71) reduces to the Kuramoto-Sivashinsky equation [26, 31] . Figure 6 confirms the presence of a transition toward spatiotemporal chaos as |b| increases. Let us now focus on b = −1, the value used in the numerical simulations of Sec. IV A 2. For negative values of β (region I in Fig. 17 ), one can see that γ < 0 and |γ | > |D/2|. In this region homogeneous oscillations are unstable with leading order dynamics given by the convective Cahn-Hilliard equation with a small advective term whose magnitude is specified by the value of D. Thus, coarsening is expected, in agreement with Fig. 7 .
When 0 < β < 1 (region II in Fig. 17 ), homogeneous oscillations are still unstable (γ < 0), but the magnitude of the advective term D/2 now exceeds that of γ . Thus, in region II Eq. (69) resembles the Kuramoto-Sivashinsky equation rather than the Cahn-Hilliard equation, and indeed in this region coarsening dynamics are no longer observed.
In Fig. 18(a) we choose b and β such that 1 + bβ = 0.2 in order to be close to the BF instability and hence in the regime of validity of the phase equation (70) . Indeed, in this regime one observes apparently random switching between two types of dynamics, laminar dynamics in which the solution resembles stable TWs, and turbulent dynamics consisting of strongly interacting LSs [31] . The numerically determined transition points to this state are plotted in the (b,β) plane in Fig. 17(b) using gray dots and confirm that the location of the transition is very well approximated by the condition |γ | ≈ |D/2|.
In region III (β > 1), the TWs are unstable but the homogeneous oscillation is stable (γ > 0). Here the convective term D/2 is larger in magnitude than γ and Eq. (70) looks more and more like a Kuramoto-Sivashinsky-type equation. For β slightly larger than 1, stable periodic variation of the wave number K is found (not shown). Increasing β further these periodic solutions develop additional spatial modulation (cf . Fig. 9 ); this modulation becomes more pronounced and irregular with increasing β. We remark that in the transition from region II (spatiotemporal intermittency) to region III where periodic solutions exist, freezing occurs [31] , stabilizing states with a spatially disordered structure. Such a stably drifting disordered solution can be seen in Fig. 8 (β = 1) .
B. The perturbed Korteweg-de Vries equation [K = O(1)]
In Sec. V B, we showed that for O( 2 ) perturbations of the local wave number of a TW in the CSHE, the wave number perturbation evolves according to the perturbed Korteweg- [70] ). Thus, the corresponding solution of the CSHE is given by the expression
where Let us now turn to the CSHE. As initial condition we take a spatial oscillation with wave number K and amplitude r − k 4 0 with the wave number perturbation shown in Fig. 19(b) superposed, scaled as in Eq. (72) . We scale the domain length L → L/ and take particular care in matching the phase at the boundaries to satisfy the periodic boundary conditions in the CSHE. Since the evolution in the CSHE occurs on an O( −3 ) time scale relative to the evolution time scale for the perturbed Korteweg-de Vries equation (60) we evolve the CSHE for 300/( 3 ) ≈ 3 × 10 5 and 2000/( 3 ) ≈ 2 × 10 6 time units. Figure 20 shows the results of these simulations for three different domain lengths, L ≈ 300,500,800. The figure shows the phase gradient profile after evolving the system for t = 3 × 10 5 (top panels) and t = 2 × 10 6 (bottom panels). 
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The profile of K evolves on the slow time scale T = 3 t, while the whole structure travels with approximate speed v sw on the much faster time scale t, resulting in a large separation of time scales. Moreover, since finite size effects reduce the growth rate of the longwave instability, at any given time a simulation in a larger domain will be closer to its final state than one in a shorter domain. Thus, the solutions in panels (a) and (b) are still evolving toward the final cnoidal state even at t = 2 × 10 6 while the solution (c) appears to have already reached this state. The result shown in Fig. 20(c) corresponds very well with the behavior observed in the perturbed Korteweg-de Vries equation in terms of both the structure wavelength and its amplitude [ Fig. 19(c)] . Here, too, the uniform background state destabilizes when the domain length L increases and does so faster for larger values of L, eventually destroying the initial solitary wave and forming a spatially periodic traveling structure that closely resembles the cnoidal solution of the perturbed Korteweg-de Vries equation [ Fig. 19(c) ]. Similar states consisting of a periodic array of deep troughs have been observed in numerical simulations of a thin liquid film flowing down a heated inclined plane [73] . This type of behavior remains valid for O(1) values of , for which the evolution and translation times becomes comparable not only to one another, but also to the steepening time scale for the Burger's equation (53) .
VII. CONCLUSION
In this work, we have numerically explored the dynamical behavior that can arise in the CSHE with complex coefficients. With complex coefficients the equation is no longer variational and persistent time-dependence becomes possible. This timedependence may take the form of drifting structures that are steady in the comoving frame or stationary oscillations superposed on top of a steady state. In the former case one typically finds defects in the form of sources and sinks of TWs which may drift and either annihilate, leading to gradual coarsening of the structure, or form bound states that drift together with a common speed. In other cases one finds that fronts separating two distinct states may undergo oscillatory instability, leading to persistent breathing, which can be periodic in time or chaotic. Many of our solutions resemble the states found in CCGLEs [26] . In the latter system these states arise from the competition between left-and right-traveling waves, while in our system such states are intrinsic. This is, of course, a consequence of the fact that the Swift-Hohenberg equation is reversible in space and that it selects a finite wave number at onset. This wave number, depending on its sign, generates left-or right-traveling waves which can then interact as in the CCGLEs. Indeed, we have seen that near onset the CSHE does reduce to the CCGLEs. In contrast, a single CGLE, though superficially resembling the CSHE, selects at onset wave number k = 0 and hence homogeneous oscillations. Thus, no traveling waves are present near onset; if a group velocity term is present waves are generated but these all travel in a preferred direction selected by the group velocity term. Thus, counterpropagating waves are absent.
Our computations revealed a variety of regimes with complex spatiotemporal dynamics, including the remarkable transition shown in Fig. 11 that resembles quantum mechanical tunneling. In all cases we have employed periodic boundary conditions. With these boundary conditions spatiotemporal chaos is likely a persistent feature of the equation. However, a recent study of the CGLE showed that with Neumann boundary conditions the complex dynamics eventually decay, although the characteristic decay times are exponential in the domain length L [74] . Whether this is also the case for the CSHE remains a question of some interest.
In order to shed light on the origin of the complex behavior we have, in addition, derived phase equations describing the slow evolution of the gradient of the spatial phase, that is, of the local wave number. This equation is of fourth order in space, and so is in principle simpler than the eighth order CSHE. We considered two cases. In the first we considered large scale spatial modulation of homogeneous oscillations in time and derived an equation generalizing the convective CahnHilliard equation [see Eq. (33)]. In the second we considered slow modulation of a TW and derived two distinct types of equations depending on the amplitude of the modulation. (71) describes a coarsening process when |b|k 0 < 1/6 [71] , but for |b|k 0 > 1/6 we expect gradual freezing of the structures owing to the presence of oscillatory tails. Similar fronts are also found in the perturbed Burger's equation describing the evolution of Benjamin-Feir unstable modes, although smaller amplitude localized compressions of a TW state are found to obey a perturbed Korteweg-de Vries equation. We have shown that in appropriate parameter regimes, close to the Benjamin-Feir boundary, the phase equations do indeed capture much of the behavior of the CSHE. However, further away from this boundary the amplitude and phase dynamics become dynamically independent, greatly enlarging the range of possible behavior.
