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ABSTRACT 
The task of classifying and constructing all maximal Abelian subalgebras of 
su(p, y) (p > y > 1) is reduced to that of classifying orthogonally indecomposable 
MASAs. These are either maximal Abelian nilpotent subalgebras (represented by 
nilpotent matrices in any finite-dimensional representation), or for p = q they can be 
(nonorthogonally) decomposable and their study can be reduced to a construction of 
MANSs of sl(p, C). Two types of MANSs of su(p, y) are shown to exist (“one-rowed” 
and “non-one-rowed”). Numerous classification theorems are proven and applied to 
obtain all MASAs of su(p, I), su(p,2), and su(p, q) with p + 9 Q 6. Physical applica- 
tions are discussed. 
I. INTRODUCTION 
The purpose of this article is to provide guidelines for classifying the 
maximal Abelian subalgebras (MASAS) of the real simple pseudounitary Lie 
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algebra su(l>, q) into conjugacy classes under the action of the real Lie group 
SU(p, 4). We also provide a detailed MASA classification for many special 
cases of su(p, y) algebras. 
The problem of classifying MASAs of semisimple Lie algebras is an old 
one, going hack at least to Frohenius [l] and Schur [2]. The classification of 
the Cartan suhalgehras, i.e. MASAs consisting entirely of nonnilpotent ele- 
ments, has been completely performed, at least for semisimple Lie algebras. 
Over the field of complex numbers, a given semisimple Lie algebra has only 
one class of Cartan suhalgehras. For real Lie algebras a finite number of 
nonequivalent Cartan subalgebras may exist. They have been classified and 
constructed by Kostant [3] and Sugiura [4]. 
A further basic type of MASAs is that of maximal Ahelian nilpotent 
algebras (MANss), consisting entirely of nilpotent elements (and represented 
by nilpotent matrices in any finite-dimensional representation). Fundamental 
results on the MANSs of sl(n,C) and sl(n, R) were obtained by Kravchuk [5]. 
They are reviewed and expounded upon in a hook by Suprunenko and 
Tyshkevich [6]. The MASAs of maximal dimension were constructed for all 
simple complex finite-dimensional Lie algebras by Maltsev [7]. MASAs of 
sl(n, C) and sl(n, R) of minimal dimension were studied by Gerstenhaher [8] 
and more recently by Laffey [9]. 
This paper is a part of a series devoted to MASAs of the classical simple 
Lie algebras in which we further develop the general theory, in particular 
Kravchuk’s results. For many of the general results and some decomposition 
theorems we refer to a hook in preparation [lo] (see also Reference [ll] and 
two earlier research announcements [12]). The theory has been applied 
previously to study MASAs of the symplectic Lie algebras sp(2n,C) and 
sp(2n,R) [13]. I n t urn, these articles on MASAs are part of a more general 
program, namely the construction of all Lie subgroups of Lie groups of 
interest in physics. In this context we mention that a complete classification 
of all maximal solvable Lie subgroups of the classical Lie groups has been 
performed [Id, 151. Moreover, all subgroups of the Poincark, similtude, de 
Sitter, and other fundamental groups of physics have been found [16-H]. 
The motivation for finding all MASAs of the classical Lie algebras comes 
from both mathematics and physics. Thus, a classification of MASAs is a 
natural extension of another classification problem: that of finding all conju- 
gacy classes of elements of a Lie algebra [19-211. The classification of 
MAN% is an important ingredient in the problem of classifying a11 nilpotent 
Lie algebras. This is in turn a necessary part of the construction of all 
isomorphy classes of solvable Lie algebras (and hence, via the Levi theorem, 
of all Lie algebras). 
As far as applications of MASAs is concerned, let us just mention the 
most obvious ones. These concern the systematic study of symmetry breaking 
for any physical system, or the construction of complete sets of commuting 
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operators in any quantum-mechanical problem, the construction of bases for 
the representations of simple Lie algebras, etc. If a differential equation or 
system of differential equations is invariant under some Lie group, then its 
subgroups can be used to construct group invariant solutions [22]. Abelian 
subgroups play a particular role. For linear partial differential equations they 
are related to the separation of variables in coordinate systems with a 
maximal number of ignorable variables [23]. For nonlinear PDEs Abelian 
subgroups of the symmetry group provide the simplest and most efficient 
way of performing symmetry reduction (reducing the number of independent 
variables) [24, 251. The classification of MASAs of sp(2n,R) [13] has been 
applied to construct all possible different quadratic Hamiltonians in phase 
space and to solve the corresponding equations of motion [26]. 
Turning more specifically to the subject of this article, namely MASAs of 
su(p, q), let us recall that the group SU(2,2) is of particular interest, being a 
covering group of the conformal group of space-time. The group SU(n + 1) is 
the isometry group of the complex projective space CP(n); SU(n, l), that of 
the Hermitian hyperbolic space HH(n); and SU(p, y), that of more general 
noncompact homogeneous spaces, e.g. SU(p, q)/SU(p, 4 - 1). The Cartan 
subgroup of SU(n + 1) has been used to introduce separable coordinates [27] 
on CP(n> and to generate integrable Hamiltonian systems with nontrivial 
interactions on real spheres [28]. S imilarly, four different MASAs of su(2,l) 
have been used to separate variables in the space HH(2) and to generate 
integrable systems on hyperboloids [29]. Let us also mention that various 
SU(p, 4) group. ‘g 5 fi ure as dynamical symmetry groups for quantum-mechani- 
cal bound-state or scattering problems [30, 311. Here again the MASAs will 
provide complete sets of simultaneously observable quantities. 
For a discussion of some subalgebras of su(2,2) we refer to the literature 
[16-18, 321; for MASAs to Reference [33]. 
In Section II we present some general results on MASAs of su(p, 4) and 
set up the framework for a study of MANSs. Section III is devoted to an 
important class of MANSs, those that we shall call “one-rowed.” The 
“non-one-rowed” MANSs are discussed in Section IV. The special cases of 
su(p, 1) and su(p,2) are treated in detail in Sections V and VI, respectively. 
In Section 7 we discuss MASAs of low-dimensional su(p, 4) algebras 
(p + 4 ,< 6). The conclusions are summarized in the final Section VIII. 
II. FORMULATION OF THE PROBLEM AND GENERAL RESULTS 
1. Formulation of the Problem 
Our ultimate aim is to provide a complete list of all maximal Abelian 
subalgebras of all pseudounitary Lie algebras su(p, 4) for p > 4 > 0. More 
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specifically, we wish to classify all MASAs of RI(~), q) into conjugacy classes 
under the action of the group SU(p, y) and choose a representative of each 
conjugacy class. 
We recall that an Abehan subalgebra M of a Lie algebra L is a 1IASA if 
it is equal to its own centralizer in L: 
(2.1) 
Thus, M is a MASA of L if and only if 
[M,M]=o, cent, M = M. (2.2) 
We shall he working with the defining representation of the Lie algebras 
su(p, q) and the Lie group SU(~I, q). A metric in the underlying space C” 
with n = p + q is given by a nonsingular Hermitian matrix K with 11 
positive eigenvalues and r/ negative ones: 
K E C’IX”, K = lQ, det K # 0, sgnK=(il,q), I1 = p + q 
(2.3) 
(the superscript t denotes Hermitian conjugation). The Lie algebra su( p, q ) 
is realized by matrices X satisfying 
XK+KX+=O, x E C”X’I, TrX=O. (2.4a) 
The Lie-group elements G E SU(?r, cl> satisfy 
GKG+ = K, G E C”x’L, det G = 1. (2.41~) 
We shall denote a MASA M c su(p, y> by the pair 
{M,Kj. (2.5) 
Let us assume that M C su(p, y) is a MASA of su(p, q) for some metric K 
and that (X,, . . , X,} is a basis of M. We shall say that two MASAs {M, K) and 
{M’, K’} are in the same conjugacy class if there exists a transformation 
G E GL(n,C) and a basis (X;, , X;} of M’ such that 
GX,G-’ = Xl, GKGt = K’, i=l ,...,l. (2.6) 
We are thus not committing ourselves to any u priori choice of the metric K 
[K and K’ both satisfy (2.3)]. 
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The classification of MASAs of a Lie algebra L has much in common with 
the study of individual elements of L. Let us recall that elements of any Lie 
algebra with an involution, in particular su(p, y), can be either orthogonally 
decomposable (OD) or orthogonally indecomposable (OID). 
This classification of pairs (M, K) into conjugacy classes under GL(n, C) 
obviously provides us with a classification of MASAs of su(p, y) into SU(p, q) 
conjugacy classes (for fixed K). 
Any OD element X of su(p, y) can be completely decomposed. This 
means that there exists a transformation G E GL(p + q, C), acting as in (2.6), 
that simultaneously transforms (X, K) into (X’, K’), where 
/ 
y 1 
\ IK, 
X’= 
Y2 
K’= 
K2 
\ r, 1 \ 
K,,Y, E C’@“~, Y,K, + K,Y,i = 0, Ki = Kt, det Ki ~0, 
, 
) (2.7) 
Kl, 
wKj=(p,,qi), p,+qi=ni, p,+ ..* +pl=p, 
yl+ *.. +Yl=4> 122, 12, 6 n2 < . *. < n,, 
and the matrices Xi are all OID. 
Orthogonally indecomposable elements only exist for p = q or p = y + 1. 
For p = (1-t 1 only one type of OID elements exists; it can be represented by 
the pair [21] 
x= K= 
ib 1 
ib 1 
ib ‘1 
ib 
I 
- 
1 
. 
-1 . 
1 
1’ 
1 
I 
(2.8a) 
For p = y an OID element can be decomposable (D) or indecomposable 
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(ID). An OID and ID element of su(p,q) is represented by the pair [21] 
x= 
‘ib 1 
ib 1 
. ‘. ’ . 
ib 1 
ib 
\ 
K= 
I 
ii 
-i 
. 
t-i 
-i 
(2.8b) 
An OID but D element is represented by 
A= CYEC, Rea>O. (2.9) 
While su(p, 9) is a real Lie algebra, it is realized in terms of complex 
matrices. Contrary to the case of Lie algebras like sp(2n, R) and so(p, 9), it is 
hence not necessary to distinguish between decomposability and absolute 
decomposability [lo, 11, 131. Any element that is OID (or ID) is absolutely 
OID (or absolutely ID), i.e., it remains indecomposable after any extension 
of the ground field. 
2. Types of MASAs of su(p, 9) 
Following the general theory [lo-121, we sum up some properties of the 
three types of MASAs of su(p, 9) that can exist. We skip the proofs. 
THEOREM 2.1. For every orthogonally decomposable MASA of su(p, 91, 
say M, there exists precisely one partition of (p,q) into 
(P>Y) =(P,>Y,)+ -** +(Pr>9,)> p= t pi, 9 = i qj (2.10a) 
i=l i=l 
p,+9,>p2+9a>/ ea. >p,+9,>1, r>2, 
yi = 0 3 p,=l, pi = 0 =j yi=l. 
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Every OD MASA of su(p,q) is conjugate under SU(p,q) to precisely one 
MASA, all elements of which simultaneously have the fm (2.7), where each 
pair (Mi, Ki} represents an OLD MASA of u(pi, qi). Each Mi has the form 
CL,+, @[OLD MASA of su(p,, qi)]. The tracelessness condition must be 
imposed: for every element X E M we have Tr X = 0. To obtain all SU(p, q) 
conjugacy classes of OD MASAs of su(p,q) we must let (pi,qi) run through 
all partitions (2.10). The condition pi > qi is not imposed, and for p = q the 
pairs (pi,qi) and (qi. pi> in (2.10) can produce nonequivalent classes. For 
each partition (2.10) the MASAs {Mi, Ki} run independently through all 
possible equivalence classes of OID MASAs of u(pi, qi). The MASAs M, are 
already ordered by the dimensions of the blocks (Xi). To avoid redundancy, if 
two MASAs of su(p, q) are related by the permutation of blocks, only one of 
them is kept in the list. 
Conversely, every pair (X, K) of the type described above represents an 
SU(p, q) conjugacy class of OD MASAs of su(p, q). 
All Cartan subalgebras of su(p, q) for p > 1 are orthogonally decompos- 
able. For su(l,l) the compact Car-tan algebra is OD with (p,q> =(l, 1) = 
(l,O)+ (0, l), the noncompact Car-tan subalgebra is OID but decomposable. 
For su(p, q) there are q + 1 Cartan subalgebras, corresponding to the parti- 
tions 
(p>q)=k(1>1)+(~-k)(l,O)+(q-k)(W), O<k <q. (2.10b) 
The compact Lie algebra su(n> has only one conjugacy class of MASAs, 
namely the Cartan subalgebra, which is OD according to the pattern (p, q) = 
pa 0) + q(O, 1). 
COMMENTS. The statements on Cartan subalgebras are Kostant’s and 
Sugiura’s result [3, 41. The fact that pairs like (p,,O) or (0, qi> with pi > 1 or 
qi > 1 cannot figure in (2.1Oa) follows from the orthogonal decomposability of 
all MASAs of su(n) for n > 1. 
THEOREM 2.2. Orthogonally indecomposable but decomposable MASAs 
of su(p,q) exist only for p = q. Any OID but D MASA of su(p,q) is 
conjugate to precisely one MASA that can be represented by a matrix pair 
(2.11) 
where A is an indecomposable MASA of gl(n, C) and we have TrA = Tr At. 
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Hence u;e hate 
A = RI,,@ [MANS of sl( n,C)] > 
ad A must run through all ID MASAs of gl( n, C>. 
For MAN!% of sl(n,C) we refer to the literature [5, 6, 10-121. 
TIIE~REM 2.3. Orthogonally indecomposable ad indecomposable MASAs 
of su(p,q) exist for all su(p, y> with p > q > 1. They are all MANSs of 
su(p, y), and upon complexification they become MANS of sl(p + y, C>. 
Several comments are in order here. 
(1) The Lie algebra su(n) corresponding to the compact Lie group SU(n) 
has precisely one conjugacy class of MASAs, namely that represented by the 
Cartan subalgebra. It is orthogonally decomposable according to the decom- 
position pattern n = 1 + 1 + . . . + 1 and can be represented by the matrices 
‘ia, \ 
x= 
ia, 
> K = I,,, t ai=O, a,ER. (2.12) 
i=l 
\ ia,, / 
(2) The noncompact algebra su(l, 1) has three classes of MANSs, repre- 
sented by the following ones: one orthogonally decomposable algebra 
x=(: _Oia). K=(i _i), aER; (2.13) 
one OID but decomposable algebra 
X=(i _z), K=(y i). aER; 
one OID and ID algebra, namely the MANS 
X=(i :), K=(y i), aER. 
(2.14) 
(2.15) 
The algebras (2.13) and (2.14) are the compact and noncompact Cartan 
subalgebras, respectively. 
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(3) The algebra su(p, y) with p > q has precisely y + 1 classes of Cartan 
subalgebras. The corresponding Cartan subgroups are the “tori” kO(2) + 
tiO(1.1) with k + m = p + y - 1, 0 < m < y (the dots indicate diagonal block 
formation). For p > 2 all Car-tan subalgebras are OD and the individual OID 
blocks in the orthogonal decomposition have dimension d, = 1 or dk = 2. 
The number of two-dimensional blocks is equal to m (the number of 
noncompact dimensions of the torus). 
(4) The dimension of the Cartan subalgebras is equal to the rank, i.e. 
p + 4 - 1. The dimensions of the other MASAs can be different. Thus, 
su(2,2) is isomorphic to the Lie algebra c(3,l) of the conformal group of 
Minkowski space M(3,l). Its rank is 3, but it has a four-dimensional MASA 
(a MANS). This MANS, in physical notation, corresponds to the four transla- 
tions (linear momenta) (PO, P,, P,, P3} (. see e.g. Reference [32] for details). 
(5) The above theorems reduce the problem of classifying all MASAs of 
su(p, y) to that of classifying MANSs. More specifically, in view of Theorem 
2.2 we need the MANSs of sl( n, C), and in view of Theorem 2.3, the MANSs 
of SU(f’, 4). 
3. General Form of the MAN% of su(p, y ) 
A MANS of sl(n,C) is characterized to a large degree by its Kravchuk 
signature [5, 6, 10-121. This is a triplet of nonnegative integers (A I_L V) with 
A +p+ V= n, A > 1, p 20, YZ 1. Representing the MANS M by n X n 
complex matrices X, we can define A invariantly as the dimension of the 
kernel of X (the dimension of the subspace of C” annihilated simultaneously 
by all X E M). The number v is the codimension of the image space of M 
acting on C”. For su(p, y) the existence of an invariant involution deter- 
mined by K implies that we must have A = V. 
Each MANS of su(p, y) has a Kravchuk signature (A k A) with 1~ A < q, 
F = p + q -2A. A MANS of any simple Lie algebra can be transformed to its 
Kravchuk normal form [5, 6, 10-123, which for su(p, 4) we choose to be 
K= 
where 
I 
1, 
H 
4 I , l=gAGq, (2.16a) 
H = H’ E cpx*, %nH=(p-A,q-A), (2.16b) 
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is a fixed matrix and 
A E CAxP, Y E CAX”, s E VXF’, 
y+y+=o, SH+HS+=o, S is nilpotent. (2.16~) 
The anti-Hermitian matrix Y is free, i.e., it has A” independent real entries. 
The matrices A and S are constrained by the requirement of commutativity. 
Thus the condition [X, X’] = 0 for any two matrices of the MASA implies 
AHA’+ = A’HA+, (2.17a) 
AS’ = A’S, (2.17b) 
[S,S’] =o. (2.17~) 
Since the matrices X and X’ are linearly independent (we can consider them 
to be two different elements of the corresponding MANS), Equations (2.17) 
pose very strong restrictions on A and S. 
An important result that we state here without proof [lo] is the following. 
TIIEOREM 2.4. A MANS of su(p, q) with Kravchuk signature (A p A), 
2A + p = p + q, h > 1, p > 0, h,p E Z can always be transformed into the 
Kraochuk normal form (2.16) with entries satisfying (2.17). lf a given set of 
matrices {A, S, Y, K) with S # 0 represent a MANS of su(p, q), then the set 
{A, 0, Y, K) represents another MANS of su(p, 4). The entries in S depend 
linearly on those in A. 
COMMENTS. Theorem 2.4 allows us to obtain all MAN% of su(p, q> by 
first solving (2.16) and (2.17) for S = 0 and then finding all matrices S 
satisfying (2.171~) and (2.17~) for the matrices A already known. 
We shall distinguish two types of conjugacy classes of MANSs of su( p, y): 
(1) One-rowed MANSs. These are MANSs that belong to a conjugacy 
class for which there exists at least one representative MANS {M, K} in 
Kravchuk normal form such that the first row of the matrix A has precisely /_L 
free real entries. We shall show that all entries in A and S depend linearly 
on the entries in the first row. 
(2) Non-one-rowed MANSs. In any such MANS, once presented in 
Kravchuk normal form, any linear combination of the A rows in A contains 
less than p real free entries. 
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Non-one-rowed MAN% of su(p,q) are more difficult to study than 
one-rowed ones and will be dealt with separately in Section IV. 
Two further general results [lo] will b e used in the analysis of MAN% of 
su(p, 9), mainly in the study of non-one-rowed MAN%. 
THEOREM 2.5. If (M, K) is a MANS of su(p, 4) considered as a Lie 
algebra over R, then the complexajkation of M is a MANS of sl(p + y, C). 
Proof. Theorem 2.5 is a special case of a more general theorem [ 10, 111 
stating that a MANS of a Lie algebra L” over a field F goes over into a 
MANS of the extended Lie algebra L” = E@ LF under extension of the 
ground field F + E. w 
In Section IV we shall make use of Theorem 2.5 and first study certain 
MANSs of sl(p + q, C) and then restrict them to su(p, 9). 
For the study of non-one-rowed MANSs of sl(p + q, C) we shall make use 
of a refined Kravchuk signature and a refined Kravchuk normal form, to be 
introduced in Section IV. 
We have still not committed ourselves to a specific choice of the matrix 
H in (2.16). Transformations of the type (2.6) that respect the Kravchuk 
normal form (2.16) are given by products of matrices of the form 
G, = 
G,, 
G,, 
@:,)-I > G, = 
II G,, - $G,, HG:, 
I -HG,, . 
\ 
I 
I 
(2.18) 
Notice that G, transforms H into 
fi = G,,HG;,. (2.19) 
If we wish to preserve the form of H, then we must have G,, E U(r) - A, 
y - A). 
The action of G, on X amounts to the transformations 
A --) G,,AG,‘, S --*G&‘G& Y -+GI,Y(G;,). (2.20) 
90 M. A. DEL OLMO ET AL. 
That of G, amounts to 
AdA+G,2S, S+S, 
Y + Y - G&IA+ + AIIG:, + G,,SHG;,. 
Throughout this article we use the notation 
(2.21) 
1 
1 
.!k = . 
\l I 
E Rkxk, 
and drop the subscript k when the dimension is obvious. 
(2.22) 
III. ONE-ROWED MANS’S OF s&y) 
1. General Properties 
A. Reality of the First Row of A. Consider a MANS of su(p,y) 
(p > q > 1) in the Kravchuk normal form (2.16), corresponding to a chosen 
Kravchuk signature (A I_L A) with 1~ A < y. We consider here the case when 
the first row in A has p free entries that can independently be set equal to 
zero. Upon complexification this first row in A will have p independent 
complex entries and the MANS of su(p, y) will become a one-rowed MANS 
of sl(p + q,C). The considered MANS of sdp, y> must involve the same 
number of real parameters. The first row of A in (2.16) can hence be written 
as 
(ff l,...,a,) = (a,,...,a,)N, (3.1) 
where (Yk are complex parameters, ak are real ones, and N is a fixed 
nonsingular complex matrix. Thus N depends on the MANS under consider- 
ation. A choice of the real parameters ai (i = 1,. . .,w), on the other hand, 
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specifies an element of the MANS. Things are greatly simplified by the fact 
that an allowed transformation exists taking N into the identity matrix. 
LFA4M.4 3.1. The first row in the mutrix A for u one-rowed MANS cm be 
chosen to he real. 
Proof. We must show that the matrix N in (3.1) can, by an allowed 
transformation, he transformed into the identity. Let us first note that 
commutativity, more specifically the first of the relations (2.171, implies 
aNHLvtu”‘ = a’NHNiu“ = ,-. (3.2) 
Since r is a number, we have r = r7‘, and from the independence of the 
entries in u we deduce 
NHN’=(NHhl’)*=(NHNt)~ (3.3) 
(the star denotes complex conjugation, the superscript T transposition). Now 
let us reparametrize the vector a, putting 
u = u’R, ReRPXF’, detR#O, (3.4) 
where R is to he chosen. We have RN = N’ and 
(RN)H(RN)+= R(NHN+)R~. (3.5) 
In view of (3.3) we can choose R so as to diagonalize NHN’ and to transform 
it into 
I 
N’HN’t zz P-P (3.6) 
We now apply a transformation of the type G, in (2.18), choosing G,, = I 
and G,, = N’-‘. Thus, N has been transformed into I,, while H is trans- 
formed into some matrix H’= N’-lH(N’-‘)t. n 
Thus all one-rowed MANSs are represented by matrix pairs {X,Y} of the 
form (2.16) in which the first row in the matrix A is free, complete, and real. 
We now continue the analysis of the commutation relations (2.17). 
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B. The Matrix A. Let us first determine the properties of the matrix A 
itself. From (2.17a) we obtain 
aHa!+ = a’Ha! 1’ (3.7) 
where a denotes the first row of the matrix A and cy, the ith row 
(i = 2,. . , A). In view of the independence of the entries a, in a, we deduce 
from (3.7) that all rows in A depend linearly on the first one: 
ffi = aP. 1) 2<i<h, Pi E c*+, 
where Pi are fixed matrices. Rewriting the matrix A as 
(3.8) 
(UP, ’ 
aP, 
A= . P,=I, Pi~C“x’I, a=(a ,,..., a,), a,ER, (3.9) 
aP* ) 
we find that (2.17a) implies that the matrices Pi satisfy 
Pi HP,* = Pj* HPjT. (3.10) 
In particular, taking j = 1, we obtain 
P,H = HPjT. (3.11) 
We shall say that the matrices Pi satisfying (3.11) are H-symmetric. 
From now one we wish to preserve the reality of the first row of A; hence 
the classifying group is reduced to some subgroup of SU(p, y). In particular, 
when applying (2.18) we must restrict G,, to be real: G,, E GL(p,R) 
[Equation (2.19) remains valid, and we have not yet committed ourselves to a 
choice of H]. 
Choosing G,, = I in (2.20) and 
1 0 . . . 0 
-TrP, 1 ... 0 
I -Tr PA 
(3.12) 
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we transform Pi -+ Pi -Tr Pi (i = 2,. . . , p). From now on we consider the 
matrices Pi to satisfy (3.IO), (3.11) and also 
Tr Pi = 0, i = 1,2 ,...,p. (3.13) 
Now take G,, = I, G,, E GL(p,R) in (2.20); this induces the similarity 
transformation 
Pi -+ G,,P,G,‘, i=l 1..., A. (3.14) 
We now restrict H to be real; we can then write the conditions (3.10) as 
Pi Pj* = Pj* Pi ) l,<i,j<p. (3.15) 
We separate Pj into its real and imaginary parts: 
pj=Mj+iNj, Mj, Nj E RFxfiL, j=2 ,...,cL, (3.16) 
MjH = HM,T, NjH = HNjT. (3.17) 
Thus Mj and Nj belong to the real Jordan algebra jo(p - A, y - A). More- 
over, (3.15) implies that the real and imaginary parts of Pj commute: 
[Mj,Nj] =O. (3.18) 
The problem of finding all possible mutually nonconjugate forms of the 
matrix A thus boils down to the classification of sets of matrices Pi (i = 
2 ,...,A) satisfying (3.13) and (3.15)-(3.18). Note that a classification of 
elements of the Jordan algebra jo(r, s) under the action of O(r, s) was given 
in Reference [21]. 
We return to this problem below for specific values of A and /_L. 
C, The Matrix S. The matrix S E Cpxp in (2.16) must be nilpotent and 
satisfy (2.16c), (2.17b), and (2.17~). If H is positive definite, which occurs for 
A = q, then the only nilpotent matrix satisfying SH + HSt = 0 is 
s=o, A=q. (3.19) 
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Let us now assume A < q and write S as a set of column vectors 
s=(s,,...,s,), SiEcYX’, i=l,..., p. (3.20) 
Using (3.9) for A, we rewrite the commutation relation (2.17b) as 
uPis,; = a’Pis,j, i=l,...,h, j = 1 >...>p. (3.21) 
Choosing i = 1 and recalling that row 1 of A is free (i.e., the p components 
of a are independent), we find that Si depends linearly on a: 
Si = Q,p’, Q~j~CFXw. (3.22) 
Thus we have 
s = (Q~uT,...,Q~uT), (3.23) 
where Qi are some fixed complex matrices. 
Let us now establish the properties of the matrices Qi. From the relation 
SH + NSi = 0 in (2.16) we have 
(Q,u~ ,..., Q,fi')H+H (3.24) 
Rewriting (3.24) in components and using the independence of ui, we find 
(Qj)ilffik + (QT>k,Hi.i = 0. (3.25) 
To proceed further, we introduce the object 
Rijr = - iHik( Q& (3.26) 
satisfying the following lemma. 
LLN.WI 3.2. The quantity Rijr defined in (3.26) is a completely sym- 
metric third-rank real tensor wiih respect to the pseudoorthogonal group 
O(p-A,</-A). 
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Proof In view of (3.22) and (3.21) for i = 1, we have 
aQjdT = dQjaT = aQjdT 
and hence 
Qj = Qj“a R,,/ = Rirj. 
Equation (3.25) and the relation H = H* = HT imply 
Rkil - R,%[ = 0. 
(3.27) 
(3.28) 
We have, in view of (3.27) and (3.281, 
Rijk = Rj+jk = Rsi = R+ = Rkij = Rzj = R,?&. (3.29) 
Hence we have 
Rijk E R> i,j,k =l,...,~, 
and (3.29) shows that the real quantity R is completely symmetric. 
It remains to show that Rijk transforms like a third-order tensor under 
O(p - A, y - A). To see this, consider (2.20) with G,, = I, G,, E O(p - A, 
q - A). We have 
a’ = aG,‘, S’ = G,,SG,’ (3.30) 
Using (3.23) and (3.26) we obtain 
fi’ijk = (G22)in(G22)jh(G22)krRr,,,cl (3.31) 
and the lemma is proven. n 
Returning to the formula (3.21) for i > 2, we obtain a relation between 
the matrices Pi and Q.j: 
PiQj=QqjPiT, i=2 ,..., p, j=l,..., A. (3.32) 
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The commutation relation (2.17~) also has implications for the matrices 
Qj and the tensor Rijt. A brief calculation shows that they satisfy 
Riln(H-l)ohRhjk = Rika(H-l).hRhjlT (3.33a) 
(Qa)jk(Qi)al= (Qn)jl(Qi)ak. (3.3313) 
THEOREM 3.1. A representative list of SU(p, y) conjugacy classes of 
one-rowed MAN% of su(p, q) with Kravchuk signature (A TV A), 1 < h < 9 < p, 
t_~ = p + q - 2h, consists of matrix sets (X, K} that have the form 
x= 
mp, 
mP2 
0 . L mPA 0 S 0 0 Y - HP:mT , . . . , - HPJmT 0 K= 1 1, 
The matrix H can be chosen in any manner consistent with 
H = HT E R“x“, sgnH=(p-A,q-A). 
The matrix Y is free and satisfies 
Y E CAX”, Y’+Y’=O. 
The row m is free and satisfies m E RLxw. The matrix S satisfies 
SH+ HS+=O, SEC~‘~‘, 
can be written as 
S=(Q ImT,Q2mT,...,QpmT), 
and is nilpotent. 
1, 
H . 
1 
(3.34a) 
(3.34b) 
(3.34c) 
(3.34d) 
(3.34e) 
For each MANS the matrices P,, . . . , P,,, Q1,. . . , Q, are fixed and satisfy: 
(8 
Pi EC’LX@, Qi = Q; EC“-. (3.35) 
PSEUDOUNITARY LIE ALGEBRAS 97 
(ii) 
P,=l, TrP,=O, 2<i,<A. (3.36a) 
(iii) 
PjH = HPj’, Pi pi* = P,* Pi, (3.36b) 
Pi = Mj + iNj, Mj, Nj E RwxF”, TrMj=TrNj=O, (3.36~) 
[M,.,N,.] =O, MjH= HM;, NjH= HNjT. (3.36d) 
(iv) The matrices Qk (1~ k < /_L) are such that 
‘ij[ = - iHik( Qk )jl (3.37) 
is a completely symmetric real tensor with respect to the group O(p - A, 9 - A) 
of real matrices R satisfying 
(v) 
RHRT = H, a~GL(p+y-2A,R). (3.38) 
PiQj = Qj Pi’, i=2 ,..., p, j=I,..., A. (3.39) 
(vi) 
(vii) The tensor R,,, is such that S is nilpotent. 
The real dimension of a one-rowed MANS of Kravchuk signature (A I_L A) 
is 
dimM=dimm+dimY=p+q-2A+A” (3.41a) 
and satisfies 
ranksu(p,y)=p+q-l<dimM,<p+q(q-1). (3.41b) 
For A = 9, H is positive definite and hence S = 0, i.e., Q1 = . . * = Q, = 0. 
The matrices Pi and Qj satisfying conditions (i)-(vii) must be classafied 
into conjugacy classes under SU(p, 9) transformation, leaving the form of 
(X,K) established in (3.34) invariant. These are transformations of the type 
f or-m 
G,, = 
‘1 0 ... 0 \ \ 
g21 g,, ... g2A ‘;, fy2 ::: f;W 
G,,= . 
\&I g,, ‘. . g:hh I \ml _f*, ... fhg, 
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(2.18) with G,, = 1R E O(p - A, y - A) as in (3.381, und G,, and G,, of the 
gik,firrlEC, detG,,=l. (3.42) 
The matrices Pi and Ql (or the tensor Rijk) are transformed us follows: 
(a) G,, = 1, G,, = 0, G,, = R, 
Pi’ = RP,W, Rijk = Ria”jh’2,cRabc; 
(b) G,, = I, G,, = 0, G,, as in (3.42), 
(3.43) 
p; = gkrrP<,, Rijk = Rijk; 
(cl G,, = I, G,, = 1, G,, as in (3.42), 
(Pi’)v,,, = (Pi),,,,, +fil(Q,x)lr,l. 
(3.44) 
(3.45) 
(1) Theorem 3.1 was essentially proven above. The relations (3.42)-(3.45) 
follow from (2.18)-(2.21). 
(2) The dimension of a one-rowed MANS is always larger than or equal 
to the rank p + q - 1 and can actually be much larger. Thus e.g. for su(5,5), 
the rank is 9 whereas the maximal dimension of a MANS is 25. 
(3) The formulas (3.36d) show that Mi and N, are mutually commuting 
elements of the Jordan algebra jo(p - A, g - A). Standard forms of such 
elements have been established [21]. 
We now proceed to apply the general results summed up in Theorem 3.1 
to specific Kravchuk signatures (A p A). 
2. MAN% of su(p,q> with 0 <p < 3 
A. F = 0. The Kravchuk signature (A0 A) only occurs for su(p, p> and 
for A = p = y. Precisely one such MANS exist for each algebra su(p, p), and 
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its Kravchuk normal form is 
x=(; ;), K=(I,, “), y+Y+=O, YEC”~~. (3.46) 
Its dimension is p”. 
B. /A = 1. The Kravchuk signature (A 1 A) only occurs for su(q -t- 1, q) 
and for A = 4. Precisely one such MANS exists for each su(q + 1, q) algebra, 
and its Kravchuk normal form is 
x= 
I I 
01 01 0 
y+y+=o, a E R, 
’ I K= 1 1, 
Y E cYX”. 
1, 
i. 
(3.47) 
Its dimension is q2 + 1. 
We see that all matrices Pi are I’, = 0 (because they are one-dimensional 
and traceless) and we have S = 0, since S is nilpotent and one-dimensional. 
C. /_L = 2. The Kravchuk signature (A 2 A) can occur for su(y, q) and 
for su(q + 2, y). We consider the two cases separately. 
C,. su(y +2,q). In this case we choose H = I,. From Theorem 3.1 we 
deduce S = 0, Qi = 0, so all relations involving Qi are trivially satisfied. It 
thus only remains to classify the matrices Pi, 2 < i < A, under the real 
rotations O(2). In view of (3.36c,d) th e matrices Pi all have the form 
(3.48) 
The matrix G,, of (3.42) can be used to permute the Pi and to form 
linear combinations of them. If at least one of the P, satisfies Pi # 0, we can 
choose it to be Pz and use O(2) to diagonalize it: 
P,= ; 
0 
i i -F ’ 
/_&EC, p+o. (3.49) 
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The relations (3.36qd) then imply that P, for k 2 3 are also diagonal. Taking 
appropriate linear combinations of the Pi, we can arrange P, = 0 for k > 3 
and normalize /1 = 1. 
We thus find that precisely two classes of MAN% of su(9 +2,9) with 
Kravchuk signature (A 2 A) exist. They are represented by matrices of the 
form (3.34) with P,=O (3<k<A), S=O, H=I,, and P,=O or P,= 
diag(l, - l), respectively. The dimension of these algebras is 9” + 2. 
c,. su(9,y). The signature of H is (1, l), and we choose 
H=J= ‘: :, . 
( 1 
(3.50) 
Unless all of the matrices P, (k z 2) are zero, we choose P, = M, + ilv, to 
be nonvanishing. We have Ma, NZ E jo(1, 1). Using the results of Reference 
[21], we see that M, can be transformed by O(1, 1) into one of the matrices 
&=&l, x E R, x f 0. 
Using the relation [Ma, Na] = 0 and (3.43), we obtain that P, can be 
transformed into one of the matrices 
PO= ( 0 0 1 2  ’ p.‘=o ( 0 1 1 0’ 
p2=0 ( 1 1 2 
10’ 
PZ=( 0 2” 
-1 
1 ) 
0’ 
(3.51) 
Using the relation [P,, Pk] = 0, it is easy to show that at most two of the 
matrices Pk (k = 1,. . . , A) are linearly independent. We can hence use (3.44) 
to transform all Pk for k > 3 into P, = 0. 
For p = 2, H = J the matrix S of (3.34) will have the form [we put 
a = (a,, a,>1 
s=(u;u2 y), u,u,=o, u,EC, (3.52) 
with 
(3.53) 
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In view of (3.39) we have S = 0 for Pi or Pi, and Qi = 0 for Pz = Pi. For 
Pz = Pi and Qz # 0 we have 
Y 
0 UIUl -a2 -a, ... 0 
0 0 - a1 0 . . . 0 
I 
0 I 0 
Performing a transformation (3.45) with 
0' 
0 
0 ’ 
0, 
we transform Pi into P;. This case should hence be eliminated from the list. 
Finally we obtain precisely five SU(9,9) conjugacy classes of MAN% of 
su(9,9) with p = 2. They can all be represented by matrix pairs of the form 
(3.34a) with Pk = 0 for 3 < k Q A, H = Jz, m = (a, b), and Pz as in (3.51). 
For P, # 0 we have S = 0. For P, = 0 we have either S = 0 or S as in (3.52) 
with u, = 1, ua = 0. The dimension d = dim M of these MAN% is 
d=(q-1)2+2. 
The results on MANSs of su(p, 9) with 0 < p < 2 are summed up in 
Theorem 3.2 and Table 1. 
THEOREM 3.2. MAN% of su(p,q) with Kruvchuk signature (A PA), 
0 G p Q 2, exist if and only if p - 9 < 2. The SU(p, 9) conjugucy classes of 
such MANSs are represented by the matrix pairs (3.34a) with entries P,, S, 
and H us in Table 1. 
D. p = 3. This value can occur for su(9 +3,9) and su(9 + 1,9). The 
procedure is the same as for p = 2 but is somewhat more tedious, and we 
shall skip most of the details. 
(3.54) 
(3.55) 
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P A sdp, y) NO. dim M m p, P, (k >G) s H 
0 9 su(9,q) 1 92 - - - 
19 sdy + I,91 1 92 + 1 ((1) cl 0 0 1 
2 9 sdq +2,9) 1 92 +2 ((lb) (:, 0 -1 ) 0 0 12 
2 9"+2 Cab) 0 0 0 12 
2 9 - 1 su(y,y) 1 (9 - 1)’ +2 (ah) I co ( 0 l1 1 0 0 Jz 
2 (c/-l)” +2 (ah) _y ; 0 0 Jz 
3 (9 - 1)’ -2 ((lb) ( 0 0 1 1 0 0 0 Jr 
4 (y-P+2 Cub) 0 0 ( 0 icl 0 0 1 52 
5 (9-1)“+2 (nb) 0 0 0 J2 
D,. su(q +3,4). In this case H = I, [since the signature of ZZ is (3,O)] and 
we have S = 0. It is not difficult to show that at most three matrices P, = I, 
P,, and Pa, satisfying the conditions of Theorem 3.1, can be linearly 
independent. They can be transformed into the standard form of jo(3,C) 
matrices [21]. The result can be summarized as follows. Any MANS of 
su(y + 3, q) with Kravchuk signature (A 3 A) is conjugate under SU(q + 3, y> 
to precisely one algebra of the form (3.34a) with H = I,, S = 0, Pk = 0 for 
4 < k < A, and 
{P2, PO) ={O,Oj, {diag[l,P, -(l+P)>Ol}, 
or {diag(l, -l,O),diag(O,l, -l>}. (3.56) 
The value of p in (3.56) is restricted by 
IPI G 1, -l<Rep<-i, if Rep = - i then Im p > 0. (3.57) 
These conditions come from the fact that the standard form of P, E jo(3,C) 
in this case is P, = diag(h,, A,, A,), A, + A, + A, = 0, Ai E C. Allowed trans- 
formations include permutations of Ai and multiplication by a nonzero 
PSEUDOUNITARY LIE ALGEBRAS 103 
complex constant. Hence we can arrange to have Jh,J > Jh,l> JA,I, then 
divide by [A,(, and require IpI > II+ PI. 
D,. su(y + l,q). We have A = q - 1 and choose H = J3. Using standard 
forms of jo(2,l) matrices [21] and imposing the conditions of Theorem 3.1 on 
the matrices Pi, it is easy to show that only three of these matrices- I’,, P,, 
and I’,--can be linearly independent. Using allowed transformations, we 
can standardize P, and P, and set P, = 0 for 4 < k ,< A. For each standard 
pair (P,, P,]} we then find the allowed matrices Q1, Q2, Q3 and hence S. 
Going through the same steps as in the case p = 2, H = In, we obtain the 
following result: 
Any MANS of su(y + 1, y> with p = 3, A = C/ - 1 is conjugate under 
SU(q + 1, y) to precisely one MANS of the form (3.34) with Ii = &, P, = 0 
for 4 < k < A and Pz, P,, and S given in Table 2. Their dimension is 
d = (q - 1)” + 3. 
The classification of one-rowed MANSs of su(p, (1) with Kravchuk signa- 
ture (A /.L A), /_L = 0,1,2,3, is thus complete and does not represent any 
conceptual diff&lties. We could continue with /_L = 4,. , but the calcula- 
tions and results become more complicated. 
The results for /.L = 3 can be summed up as a theorem. 
TIIEOREM 3.3. MANSs of s~(p, y) with p = 3 in the Kracchuk index 
exist only for su(q + 3, q), A = y and for su(y + 1, cl), A = y - 1. In both cases 
the corresponding MANS can be transformed into the form (3.34a) with 
m = (a, b, c), m E R' x3, P, = 0 for 4 < k < A. The matrices P,, P,, S, and H 
for both cases are given in Table 2. The dimension of all of these MANSs is 
d = A” +3. The number of conjugacy classes is infinite, since the representa- 
tives involve free parameters. Every MANS of su(p, y> with p = 3 is conju- 
gate to precisely one MANS speci,fied in Table 2. 
3. MANSs of su(p, (I) with A = 1 
For A = 1 the formulas (3.34) simplify to 
x= 
0 a,,...,u@ iy 
a1 
0 S -H ; 
I a, 
0 0 0 
) K= 
u,ER, PER. (3.58) 
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TABLE 2 
REPRESENTATIVES OF CONJUGACY CIASSES OF MANS’S OF Sdp, 9) WITH ,L = 3 
IN THE KRAVCHUK SIGNATURE A 
A sdp, 9) No. PC2 p, S H 
9 sLd9 +3,9) 1 
2 
3 
9-l su(9+1,9) 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
0 0 
M,+(j3/2X-M,+M,) 0 
M, 
Ml 
M, 
Ml 
M, 
M, 
M, + eiqM 
M, + p(M, + a,, 
(p + 0,3) 
M, + p(M, - M,) 
(p f 0) 
M,+M, 
M, - M, 
MS 
MS 
M, 
M, + iM, 
M, 
0 
0 
0 
M2 
M,+M, 
4-K 
MS 
0 
0 
0 
0 
0 
0 
0 
Y3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
iaM, 
0 
0 
0 
0 
0 
0 
0 
iaM, 
0 
0 
0 
iaM, 
iaM, + ibM, 
“We put /l = IPIe’*, 0 < lpi < 1, $ < J, <$-r, 0 < cp < 2r, p EC, and 
M,=(’ -2 1). &=( 1 0 _,i, MS-(! & i). 
M4=(i ; I), Ms=(i i ;). 
In this case the O(p - 1, q - 1) matrix Sz of (3.38) can be used to transform S 
into an upper triangular matrix with zeros on its diagonal. This greatly 
simplifies the form of the tensor (3.37), the nilpotency of which has already 
been imposed. A more detailed analysis of the form of S and the number of 
parameters involved depends crucially on the signature of H, and we shall 
discuss special cases below in Sections V-VII. 
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IV. NON-ONE-ROWED MANS’S OF su(p, 9) 
1. General Form of Non-One-Rowed MANSs and Their Complexification 
Let us again consider a MANS of su(p, 9) with Kravchuk signature 
(Ap A) in its Kravchuk normal form (2.16). By assumption, the MANS is 
non-one-rowed, i.e., linear relations of the type 
i yjkaji = 0, l<j<A, I<k</.L-Kj, O<Kj<P> (4.1) 
i=l 
exist between the elements aji of each row of A (r/” E C are fixed 
constants). Thus, a priori, row j will contain Kj free parameters aji with 
Kj < /_L for all j. The number of free parameters will be further reduced once 
commutativity is imposed. 
We make use of the fact that upon complexification a MANS of su(p, 9) 
turns into a MANS of sl(p + 9,C) ( see Theorem 2.5): first we construct 
MANSs of sl(p + 9,C) with Kravchuk signature (hp A) and introduce a 
refined signature in the following theorem. 
THEOREM 4.1. A refined Kravchuk signature and refined Kravchuk 
normal form are associated uniquely with every non-one-rowed MANS of 
sl(p + 9,C) and su(p, 9). lf the Kravchuk signature of a MANS is (A p A), 
then the refined signature is obtained by partitioning ,u into 2A - 1 nonnega- 
tive integers (~--(A-,~,...,~-l,~~,~LI,...,~.h_l)r satisfying 
A-l A-l 
P= C&k+ c (k+l)Pk, Fj 2 O, -(A-l)<j<A-1. (4.2) 
k=l k=O 
The refined Kravchuk normal f&m corresponding to this refined signature is 
0 Al2 y 
x= 0 s I& I I (4.3) 0 0 0 
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with 12 as in (4.4) (see ;p. 28). All entries oij,p, yj are free complex row 
rectors; all stars denote entries that depend lineurly on the free entries that lie 
in the rows ubooe them, but not simultaneously in the same row to the right of 
them. The rows are so ordered that the number of free entries does not 
increase as we proceed downwards. Moreover, the length of each row is 
muximal, i.e., no new free parameters can be added by taking linear combina- 
tions with lower rows. The lengths of oij, p, and ri are P__.~, F,,, and pi, 
respecticely ( -(A - 1) ,( j Q A - 1, 1 < i < A). 
Proof. The proof that a refined Kravchuk normal form exists and is 
unique is given in Reference [lo]. A n indication of the proof for A = 2 is 
given below. n 
To clarify the meaning of the refined Kravchuk normal form, we display it 
for A = 2 and A = 3. 
(1) A=2: 
(4.5a) 
Xi, Yj (i = 1,2) are fixed matrices. 
(2) A = 3: 
where 
!I , (4.6a) 
m,jxm2j("12,QII,P), m 3k = m:3k(a,,,a,,,p,a,,,(Y,1,Y1) (4.6b) 
are linear functions of the indicated arguments and LY~~ E C’ xW, ail E Clx’“, 
p E c’x~, y1 E c’xF, yz E cl+“. 
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From here on, we shall consider MAN% written in refined Kravchuk 
normal form (4.3) with A,, as in (4.4). This means that we have already 
made use of the freedom inherent in the transformations (2.18) to arrange for 
the number of free parameters in row j to be nonincreasing as j increases, 
i.e. 
A-l A-l A-l 
K,= c F-k+ c pk? K,= c p-k for j&2. (4.7) 
k=l p=O k=(- j+l) 
Moreover, the number of free parameters Kj in row j is the maximal 
possible one, i.e., no new free parameters can be added by taking linear 
combinations with rows j + 1,. . . , A. 
The analysis of non-one-rowed MAN& being more difficult than that of 
one-rowed ones, we shall restrict much of our attention to the case A = 2. 
The results will be relevant for all values of h > 2, but further refinements 
are then required. For 0 < /.L < 4 we obtain a complete classification of all 
non-one-rowed MAN% for all values of A (2 < A < y). 
2. Canonical Form of the Matrix A,, for A = 2 
To bring out the arguments underlying the refined canonical form (4.4) 
we treat the cases A = 2 in some detail. For A = 2 the refined Kravchuk 
signature involves 
(4.8) 
Allowed transformations of A,, include 
A’,2 = G,,A,,G,‘, 
and we choose G,, so as to 
G,, E GL(2,C), G,, E GL(p,C), (4.9) 
obtain 
*12 = (;;: ag, (Ykl E Cl-, Lyk2 E Clx(fi--Kl), (4.10) 
where all entries in or1 are free. Since the number of free parameters in the 
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first row is maximal, all entries in (~~a must depend linearly on czll, i.e., 
a22 = cqIQ, Q E CKlx(w-K,), (4.11) 
where Q is fixed. In view of (4.11) we can again use G,, to change the basis 
in row I and obtain 
(4.12) 
The maximality of the length of the first row implies that p, depends linearly 
and cyl on oz. Thus we can use a further G,, transformation to transform 
(4.12) into the refined Kravchuk canonical form (4.5a) for A = 2. 
Using similar arguments for A > 2, we obtain the refined Kravchuk 
normal form (4.4). 
The matrices Xj,Yi (i = 1,2> in (4.5a) are fixed and must be such that the 
number of free parameters in the second row cannot be larger than in the 
first one. Thus, choosing G,, appropriately, we have 
I 
CY P Y 0 
= 6+acu aX,+p(Yl+az) ax, +pyz + yaz y ) 
* * * * 1 
a EC (4.13) 
The condition for row 2 to have at most p-1 + kLo + p1 free entries is 
(4.14) 
3. The matrix As3 for sl(p + y,C> MANS with A = I, = 2 
From the general theory of MANS’s of sl(p + y,C) we know that Aa3 
must depend linearly on A,,, in order to assure commutativity [6, 10-121: 
A12& = A’1;2A2a. (4.15) 
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Consider a MANS of sl(p + q,C) with Kravchuk signature (A I_L h) = (2 /_L 2). 
We can write the elements of As3 as 
a = 1,2, l<k</_~, (4.16) 
where pl,, . . . , AZ,,, are fixed constants. Imposing the commutation relations 
(4.15) and performing a lengthy calculation, we find that A,, must actually 
have the form 
AZ3 = 
I 
\ 
VT u2y7 
vU1,pT+ q2y7 v2, p“ + v22 yT 
l+‘+ f&p’+ w,y7 u;a7‘ + l&p” + w,y’ 
(t&Y:‘ + w:‘x,‘)c2 (l&x:‘ + w;X;)aT 
+(vL;:x;+ wTYT)PT +(v;2Y;r+ W;Y;)pT 
+ z,yT+ l&ST + -,yT+ u?‘6’ “2 2 
where the newly introduced matrices satisfy 
Moreover, these matrices are related to those in (4.13) by 
, (4.17a) 
a = 1,2. 
(417b) 
7 YzuT = vT,x, + +x;, Y,Cll + Y,& = tQ,Y:‘+ v,,YJ 
Y2l.L::‘ = l&x: + vzex;, Y,v,, + Y&-z = z;,,Y:‘+ v,,Y,‘. (4.17c) 
The relations (4.17) assure commutativity; however, we require these 
Abelian subalgebras also to be maximal. This means that the centralizer 
C(M) of the abelian algebra M in sl(p + y,C) must coincide with M. 
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We write an element of the centralizer C(M) as 
ooooop * * 
000/_Lua* * 
Pl P, 
‘II q2 
fl r2 
81 s2 
0 0 
0 0 0 
qi E c++l, Ti,Si E C@iX’ 
If M is a MANS, then 
[X,,X]=O VXEM 
111 
:1 
(4.18a) 
(4.18b) 
must imply X,. E M. Working out the commutation relations in detail, we 
obtain the following lemma. 
LEMMA 4.1. The necessary and suflicient conditions for the set of matri- 
ces {X) in (4.3) with A,, as in (4.5) and A,, as in (4.17) to be a MANS of 
sl(n, C) with Kravchuk signature (2 I_L 2) ure 
= Pi, 
= PO. 
(4.19a) 
(4.19b) 
In particular (4.19a) requires 
2/_-1>/LI>l. (4.19c) 
COMMENTS. 
(1) The implication of the maximality condition (4.19c) is that at least one 
new parameter 6 most appear in row 2 of Aiz for a non-one-rowed MANS. 
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If no such parameter occurs, the MANS is one-rowed and row 1 of Ai2 is 
free and complete. 
(2) The results of this section, in particular Lemma 4.1, also apply for 
A > 2. Then they only describe the first two rows of A,, and first two 
columns of A,,. Moreover, 6 in A,, must be understood as the totality of 
new free entries in rows 2 till A of A,,. 
4. Restriction to MAN.5 of su(p, q) 
We have constructed a non-one-rowed MANS of sl(p + q,C) with 
Kravchuk signature (2 p 2). W e now restrict to su(p, 4) by introducing a 
metric K as in (2.16) and imposing the condition XK + KXt = 0. This 
implies, in particular, that A,, of (4.17) and A,, of (4.13) are related as in 
Azn = - HA:,, 
where H is an as yet unspecified complex matrix satisfying 
(4.20a) 
H = fft E C(p+q-3h)X(~~+q--2h) sgnH=(p-A,y-A). 
In more detail we have 
Aen= - 
h:, h,, h,, h,, 
h:, %a haa h, 
\A:, ht,, hf33 h,, 
hii = hii, i = 1,...,4. 
\ 1 
/ 
I \ 
a+ 6’ 
P’ x:a+  r;p+ 
Yi x$x+ + Y,'p' 
0 Y+ 
(4.2ob) 
The results of the analysis of (4.20) and of the previous sections can be 
formulated as a theorem of non-one-rowed MAN& of su(p, y). 
THEOREU 4.2. A non-one-rowed MANS of su(p, y) with Kravchuk sig- 
nature (2 p 2), p + 4 = p + y, is further characterized by a “refined Kravchuk 
signature,” in which 1 is partitioned into three nonnegative integers 
(F*- ,,I-+P,) satisfying 
P-l+tcLo+w,=P~ 2/.-,>/.Qz31. (4.21) 
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Zf the MANS is written in the normal fnm (2.161, then the integers 
L ,, po, pl) characterize the two rows of A, which have the form 
b 
ox, + bY, (4.22) 
The real row vectors b and c are free. The complex row vectors LY and 6 
together contain 2~ _ , real free entries in such a manner that upon complexi- 
fication of the ground field (Y and 6 become free complex row vectors. 
The matrices Xi,Yi (i = 1,2) are fixed for a given MANS and must satisfy 
(4.14). Moreover, the metric matrix H and these matrices are constrained by 
the relations 
Y,h:, = (Y,*h;, + Y;h;,)X,T+ hz4X,T, 
X. hT = h x.~ 2 24 24 2’ 
Y,h,, + Y,hz3 = h22Y,T+ h2&‘, 
Y,(h,,Y/+ h23YJ)+ Y,hid = (h,,Y/+ hz3Yi)YT+ h,,Y,T, (4.23a) 
h,, = 0, h,, = 0, h,, = h&, (4.23b) 
hii=h:i=h;fi=h;, i=2,3,4, h,, = hk (4.23~) 
h&c; = 0, h,,Y,t = 0, hz2X: + h,,X; = 0, (4.23d) 
h 
rank 
22 
h,,Y: + h,,Y,t = “’ 
(4.23e) 
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The 4p_, real entries in (Y and S are subject to 2p_, real constraints, 
namely 
Sh,, = cu*h& - a( X,h,, + X,/I,,) 
+ 14 h& - Y,h,, - Yghh:,:,), (4.24b) 
6*hrd - ah,, = a( X,h,, + X,h,,) - a*( x;“h& + X,*h&) 
+b[(Y,h,,+Yzh,,)-(Y,*ht,,+YI,*ht,,)]. (4.24~) 
In particular, if p, B p _ 1 and rank h 1R = p _ ,, then (4.24) implies that the 
algebra is not muximal. 
A classification of non-one-rowed MANS of su(p, q> with refined 
Kravchuk signature (2 k ~ 1 p,) p 1 2) into conjugacy classes under the action of 
SU(p, 4) amounts to: 
(a) a classification of matrices (Xl, X,, Y,, k’,, H) satisfying the relations 
(4.14), (4.23)-(4.241, det H Z 0, sgn H = (p - A, y - A); 
(b) a classijkation of matrices S in (2.16), satisfying 
AS’ = A’S, [s, S’] = 0. (4.25) 
The real dimension of the MANSs considered is 
(4.26) 
Proof. After complexification A must have the form (4.5a). The relations 
(4.20) imply that A has 2~ _ 1 + pcj + p, free real entries, rather than 
complex ones. The matrix G,, of (2.18) can be used to arrange for all entries 
in row 1 of A to be independent, even after (4.20) is imposed. Writing out 
(4.20) in detail, we obtain expressions for all matrices in A,, in terms of the 
metric, namely 
O,I = -h,,, U12 = - h23, c2, = - h&‘; - h,,Y,T, ti12 = - h,,, 
w,= - A,,, w2 = - hsa, z1 = - ht,,, z8 = -h,,. (4.27) 
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The row vectors y and p satisfy 
115 
Ipi. (4.28) 
According to Lemma 4.1 the matrices on the left-hand sides of (4.28) have 
maximal rank. This implies that for each yi (i = 1,. . . , pi) and pi (i = 1,. . , po) 
the real and imaginary parts are related. Using G,,, we can hence arrange 
for all yi = ci and pi = hi to be real. The relations (4.23) are obtained from 
(4.17~) by substituting (4.27). The relations (4.23b), (4.23d), and (4.24) follow 
directly from (4.20); (4.23~) follows from (4.27) together with the symmetry 
properties in (4.17b) (such as oii = UT,, 02i = cl,). 
The rank equalities (4.23e) foll ow from Lemma 4.1 and (4.27). 
The rest of the theorem is obvious. n 
Theorem 4.2 can be generalized to A > 2, but further refinements are 
needed to describe rows 3,. . . , A of A. We shall not go into this here. 
5. Two Families of Non-One-Rowed MAN!% 
In order to show that the theory of non-one-rowed MANS of su(p, y) is 
not empty, let us construct two different infinite families of such MANSs. 
The first is for su(p,p) algebras, the second for su(y + 1, y), and we treat 
them separately. Both were obtained by treating the case A = 2 and then 
generalizing. 
TIIEOREM 4.3. The set of matrices 
x= 
‘0 M cl y 
0 0 0 - cl 
0 icr 0 -M 
0 0 0 0 
\ 
K= 
I 
M= M+EC”~“, y=-ytEC”“*, c E R, 
r = I-’ E C”X”, p=2A 
\ 
) (4.29) 
I 
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(with r fixed) f arm a non-one-rowed MAN% of su(p, p) for p even, p >, 4. 
The Kravchuk signature of these MAN% is (p /2 pp /2). The number of 
conjugacy classes N of such MANSs and their dimension d are respectively 
i 
(h+3)(A+l) ‘=* odd 
4 2 
N= 
(A +2)2 
(4.30) 
P 
d=;+L 
4 
-=A even, 
2 
Each SU( p, p) conjugacy class of such MANSs is further characterized by the 
numbers of positive, negative, and zero eigenvalues of r, n+, n_, and n,. It 
is represented by the matrices (4.29) with F in the form 
I=diag(I ,..., I,-1 ,..., -1,0 ,..., 0), (4.31a) 
n, + n_ + no = A, n+>n_. (4.31b) 
Each row in M contains new free entries, and upon complexi$cation we 
obtain a MANS of sl(Bp,C) with p/2 free entries in each row of M. 
Proof. It is easy to verify directly that the matrices X commute with 
each other, satisfy XK + KXt = 0, and are nilpotent. To prove that this 
Abelian nilpotent subalgebra M of su(p, p) is maximal, we calculate the 
centralizer of M in su(p, p). The result is cent M = M; hence M is maximal. 
To see that I can be diagonalized, we perform a transformation (2.6) with 
G = diag(e(G:)-l,G,,,(G:)-l,EGU}. G,EGL(A,C), E= =I. 
(4.32a) 
This leaves K invariant and transforms X into a matrix of the same form, 
with 
M’= e(Gi)-‘MG,‘, cl = EC, r’= (GA)-ITG;‘. (4.32b) 
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Hence we can choose G, so as to diagonalize the Hermitian matrix I into 
the matrix of (4.31). If the diagonalization provides n_ > TV+, we choose 
E = - 1 in (4.32) and effectively change the overall sign of I. The number of 
conjugacy classes N in (4.30) is equal to the number of partitions of A 
satisfying (4.3Ib). The dimension d in (4.30) is 
P2 P” 
d=dimM+dimY+dimc=-+-+I. 
4 4 
n 
THEOREM 4.4. The set of matrices 
/O M P cl Y’ 
0 0 0 0 - cl 
x= 0 icT 0 0 -PT, 
0 icA+ibR icrT 0 -M 
\o 0 0 0 o/ 
M = M+ E CA’*, y=-y+EC*x”, 
T=(?-,o, ,... ,O) E RlxA, 
E R”X”, 
(4.33) 
c E R, A = q/2, 
r E R, /j=,+,c*x* 
(for r and A fixed) form a non-one-rowed MANS of su(q + 1,~) with 
Kravchuk signature (q/2 q + 1 q/2). The number of conjugacy classes N of 
such MAN% and their dimensions d are respectively 
N= &(q +2), d=;q”+2. (4.34) 
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The SU(q + 1, y> conjugucy classes of such MANSs are represented by the 
mutrices (4.33) with t and A specifted in one of the following manners: 
r = 0, 
r = 0, 
r = 0, 
r = 1, 
r=l, 
0 
I,,+ 
A= 
\ 
A= 
A= 
1 
I,,+ 
0 0 
0 I,,+ 
0 
1 
10 
I 
” + 
A= 
\ 
A= 
I 
1 II _ 
\ 
0 0 
0 I,,+ 
0 
1 
- 
- 
_ 
\ 
0 
” 0 
\ 
I 
1 
0 “0 
0 
‘10 
0 
I 
12, > n-, n,, > 1, (4.35C) 
n+> n-, (435a) 
(4.35b) 
\ 
\ 
0 
“0 
0 1 
0 n, 
n, 2 II_, n,,>l 
n++n_+n,+l=A=-. 
2 
n+>,n_ (4.35d) 
(4.35e) 
(4.36) 
Each row in M contains new free entries, and upon complexificution we 
obtain a MANS of sl(2q + l,C> with q/2 free entries in euch row of M. 
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Proqf. The proof of Theorem 4.4 is conceptually the same as that of 
Theorem 4.3. It is easy to verify that (4.33) yields a MANS. To standardize r 
and Q and to classify possible forms of A, we use two types of transforma- 
tions in (2.6). We first take 
G,, E SL(A,C), &=*l, Ofrn~R, 
with 
G,,= ’ 
0 
i 1 Y G,, ’ 
0#g~R, y~c(*-‘)~‘. G,,eGL(h-1,C). 
We denote 
1 A+ 
R= A A,, ’ i 1 
,! E R, A E C(h-‘)x’ , A, = A;, E C’A- l)X(h- 1). 
If det A,, # 0, we choose G,, to diagonalize A,, to a matrix with eigenvalues 
f 1 and set Y = G,,A,‘A to eliminate A. We obtain the transformed A in 
the form (4.35a) or (4.35b), with ri,, = 0. Simultaneously we transform r + 1 
(if r # 0). If we have det A,, = 0, we again use G,, to diagonalize A,, to the 
form A0 = diag(l,. . . , 1, - 1,. . , - LO,. ,O> with the numbers of positive, 
negative, and zero eigenvalues satisfying n, -t n_ + n,, = A - 1, n,, 2 1. The 
matrix y can be used to cancel the first n + + n _ components of A. A further 
G,, transformation of the form G,, = diag(Z,+ +,1’ G,,) will leave A,, invariant, 
and G,, is chosen to obtain At + (0,. . ,O, 1) [unless we already have At = 
(0,. . ,011. This yields (4.35~) for At z 0, and either (4.35a) or (4.35b) with 
n,, 2 1, for At = 0. 
For r = 0 this finishes the classification. For r # 0, we first perform the 
above transformations, yielding r = 1 and A,, as in (4.35a), (4.35b), or 
(4.35~). A further transformation (2.6) with 
G,, = - ;G,,G;,, y;, = (s,o,.. .,o) E R’X*, 
120 
will transform A into 
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13s o,...,o’ 
0 
A’=At 1 
\ 0 o,_, / 
Thus, for r = 1 we can choose s so as to eliminate the element A I 1 in A, and 
we obtain (4.35d) or (4.35e). To calculate N in (4.34) is a simple problem of 
combinatorics [counting the numbers of partitions in (4.35)]. The rest of the 
theorem is obvious. n 
6. Two Cases When No Non-One-Rowed MANSs Exist 
THEOREM 4.5. All MANSs of su(p,q) with p 2 q = A are one-rowed. 
Proof. This theorem is a direct consequence of Theorem 4.2. Indeed, if 
A achieves its maximal value A = 4, the H in (2.16) must be positive definite. 
If the MANS is non-one-rowed, then (4.23b) applies and we have h,, = 0 
(and also h i2 = O), so H cannot be positive definite. n 
THEOREM 4.6. All MANSs of su(p, q) with p < 3 are one-rowed. 
Proof. The conditions (4.21) can only be met for /.L > 3. For p = 3 we 
must have /__, = 1, p,, = 1, pi = 1. We have 
From (4.24) we see that h,, cannot be of maximal rank. Hence we have 
h,, = 0. In (4.2413) we then obtain h,, = 0 (since Xi = 0, Yi = 0, i = 1,2) and 
H is singular. This is forbidden; hence no non-one-rowed MANSs exist for 
I_L < 3. n 
7. MANSs with p = 4 and A = 2 
According to Theorem 4.2, Equation (4.211, the refined Kravchuk signa- 
ture in this case can involve (/_~_,,pa,pi) = (2,0, I> or (I, I, I). Let us 
consider the two cases separately. 
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A. Refined Kravchuk Signature (h p _ I p. p _ 1 A) = (2 2 0 12). The ma- 
trix (4.22) in this case is 
ai,aieC, i=1,2, CER. (4.37) 
We write the metric matrix H as 
’ o 0 h:3 h:,’ 
H= 
o 0 ht3 hf4 
hi,* f,* h 
h’” h‘ 
33 h ’ 34 
\ 14 hti+ hh hu, 
h,,,h,,ER, h;‘,,h;,,h,,EC, a=L2. (4.38) 
From (4.24) we obtain 
6 
1 
h’ 
13 
+&h” 
2 13 
=c~*h:,* 1 +cx;h;& (4.39b) 
6 
1 
h’ 
11 
+ 6. h” 
214 
= 6*h;,* 
1 
+ 6;h:,*. (4.39c) 
Let us now use the transformation (2.18) with G,, = I,, G 12 = 0 to simplify 
H. In view of (2.19) and (2.20) we have 
A’ = AG,-,‘, H’ = G,, HG;, (4.40) 
We write 
A = (A,,cZ), , (4.41) 
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and choose 
G,, = 
JH-’ 0 1 -&H,’ I ’ J=JiEGL(2,C). (4.42) 
We obtain 
A’=(A’,,,cI), A;, = (AN,, + +cH,,)J-‘, (4.43) 
If’= O J ( 1 .l 0 (4.44) 
The matrix J = J’ can be freely chosen; a convenient choice that we 
make is J = I,. Equations (4.39) greatly simplify with this choice, and we 
obtain 
(4.45) 
Thus we obtain a non-one-rowed MANS with 
C”), H=(; ;), a,6,c~R, arc. (4.46) 
The form of H in (4.46) shows that non-one-rowed MAN% with 
(A/-_,/J”Prh)=(22012) exist only for one type of su(p, y) algebra, namely 
su(4,4). 
We still have to determine possible forms of S in (4.3). We put 
S 
s= Sl, 
i 1 s:: s,, ’ 
si, E c”x’, s,, = - q,, s,, + s:, = 0, s,, + s;, = 0. (4.47) 
The commutativity relations 
AS;, + cS;, = A’S,, + c’Szj (4.48) 
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imply 
s,, = icr,, , s,, = icr,,, Ilj E Czx2, j = 1,2, (4.49) 
where Iii and Ii2 are constant matrices. To see this note that (4.48) implies 
that the first three rows of S must depend linearly on a, (Y, and c, whereas 
rows 1,2, and 4 must depend linearly on cr*, b, and c. Hence, rows 1 and 2 
can depend only on c, as in (4.49). From (4.48) we see that Saj must satisfy 
S2j = icrzj + Qzj( A), Q,j(A), rpj E C2x2, (4.50) 
where Q2j(A) depends linearly on a, b, (Y, and IX*. Substituting back into 
(4.48), we have 
iAc’I,, + cQ,~( A’) = iA’cl?ij + c’Qaj( A). (4.51) 
In particular, for c = 0, c’ # 0 we obtain 
Q2j( A) = iAr,,. (4.52) 
Thus we have, from commutativity (4.48) alone, 
s= 
icr,, 
iAT,, + icr,, 
(4.53) 
Imposing the conditions in (4.47), we find 
r12 = 0, r,, = r:,, Ar,, + cr2, = r:,A + cr,t,. (4.54) 
Since A is arbitrary, we find 
r,, = r,:, r,,=d,, XER. 
Since S must be nilpotent, we finally obtain x = 0 and hence 
(4.55) 
(4.56) 
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We have thus obtained a special case of the MANSs (4.29) of Theorem 4.2 
that exist for p = q = 2A with h > 2, namely the case I_L = 4, h = 2. 
Classifying these MANSs into conjugacy classes under SU(4,4) as in 
Theorem 4.2, we find that I,, can be transformed into one of the matrices 
I=(: i),(i i),(i y),or(i -0). (4.57) 
B. Refined Kravchuk Signature (A p _ i pa pi, A) = (2 I I 12). In this 
case we have Xi, Yr, X,, Yz E C in (4.22), and (4.14) implies X, = 0, X,Y, = 0. 
Hence A,, can have one of the following three forms: 
A= (4.58) 
We consider each of these three cases separately. In the first and second 
cases we find that the Abelian nilpotent subalgebras obtained are not 
maximal. For the last form of A we find that H is singular; hence no such 
MANSs of su(p, q) exist. 
The result of this subsection are summed up in the following theorem. 
TIIEOREM 4.7. Precisely four conjugacy classes of non-one-rowed MANSs 
of su(p, q) exist for Kravchuk signature (2 42), all of them only for su(4,4). 
They are all special cases of the MANS (4.29) of su(p, p) with I-L = 2h = P 
and can hence be represented in the form (4.29) with r as in (4.57), thus 
elaborating on (4.31). 
8. MANSs with I_L = 4 and 3 < h < q 
We shall now extend the results of the previous subsection to arbitrary 
values of A. We first prove a useful lemma. 
LEMMA 4.2. In a non-one-rowed MANS of sl(n, C) with t-t = 4,2 < A < q 
free parameters in A of (2.16) occur only in the first two rows. 
Proof. Lemma 4.2 follows from Theorem 4.1, but we give a direct proof 
here. The first two rows of A correspond to the refined Kravchuk signature 
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with (p-i pOpuI) = (201) or (111). In the case (201) we have 
(a1 a2 Y 01 
A,, = 6, 62 0 Y ) 
Pl Pz P3 P4 
, * * * * , 
(4.59) 
where p3 and p4 depend on oi, y, and ai. By assumption, there are at most 
three independent entries in any linear combination of rows 1, 2, and 3. 
Analyzing this condition and performing allowed transformations, we find 
that for (p3, p4) we have up to equivalence only two possibilities, namely 
(P3,P‘l) =(o,~z) and (p3,p4) = (0,O). (4.60) 
We now write the matnx A2a; each element is a linear combination of cyi, 6i, 
y, and pi (where p2 may depend on ai, ai, y). Imposing commutativity, as in 
(4.15), we find that if pi is independent of oi,ai, and y, then the first row of 
A,, vanishes. This contradicts the assumption that the signature is (A4h) 
and is hence ruled out. 
Now consider the case (p _ I puo pl) = (111). We have 
PI P2 P3 P4 
xy = 0, (4.61) 
where p1 is free and pi (i = 2,3,4) depend linearly on (Y, p, y, and 8. We 
then write Az3, in which each element depends linearly on LX, p, y, S, and p. 
Requiring that any linear combination of the three rows in (4.61) have at 
most three independent entries, and imposing commutativity as in (4.15), we 
find that the first row in A,, must vanish. Since this is forbidden, the lemma 
is proven. H 
We now proceed to identify all conjugacy classes of MANS with 3 Q h < q, 
p = 4. The first three rows are of the form (4.59) or (4.61), in which, 
according to Lemma 4.2, the pi all depend on the entries in the first two 
rows. Let us consider the two cases separately. 
A. The Case (~_rpapr)=(201). In (4.59) we have p4 = xIayI + x2a2 
+x,y+x,6,+r,6,, with xi E C constant. We immediately obtain that 
x4 = x5 = 0: otherwise row 1 + row 3 would have four free entries (the 
one-rowed case). We can set xg = 0 by a linear combination with row 2. If 
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(r,,x,)f (O,O), we can by a change of basis in columns 1 and 2 arrange 
p4 = cya. We then must have pa = .zy, and by substracting z times row 1 we 
obtain 
a1 Qz Y 0 
A,, = 4 62 0 Y . (4.62) 
xi(Yi + ray + Xs 6, + X4 6, !I,~, + Y2-Y + Yc 6, 0 ff2 
The matrix As3 has three columns, all of the same form as the two in (4.17). 
Imposing commutativity (4.151 we find that the first two rows of A,, vanish, 
which is forbidden by the Kravchuk signature. 
The only other possibility is pq = 0 in (4.59). Then again pa can be 
transformed into zero. Writing pi, pa, and all of A,, as linear combinations 
of (Y~, Si, and y, and imposing commutativity, we obtain p, = x~(Y, + x~(Y~ + 
x,y + x4 6, + xg 6, and p2 = ya-y, where xsya = 0. Finally, we impose the 
condition (4.20), i.e. A,, = - HA’:,. We obtain the results (4.37)-(4.39). 
Choosing G, as in (4.421, we transform H to the form (4.44). Solving all the 
equations resulting from commutativity, we finally obtain 
I 
ff 0' 
A,, = 
aa* h “0 
xc 
’ (x,y) = (l,l), (1,0), (RI), or (O,O), (4.63) 
yc 0 0 
* * 0 o/ 
where the stars denote further rows of the same form as row 3. Since we can 
further simplify by linear combinations of rows 3,. . . , A, we see that at most 
four rows in A,, can be nonzero. 
B. The Case (J_1 p,, pI) = (111). We write A,, as in (4.61) with pi 
depending on (Y, p, y, and 6. We separately consider the cases (x, y> = (O,O), 
(l,O), and (0,l). The form of A,, can be read off from (4.17a1, adding a third 
column of the same form as the first two. We then impose the su(p,ql 
condition (4.20). For (x, y) = (0,O) we find an Abelian algebra of the required 
type. Transforming H into a standard form, we obtain 
A,, = z,,z;,tEC, 
z,a+z,/3*+z3c 
(4.64) 
AZ3 = - HAtI:,. 
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To determine whether this algebra is maximal, we look for its centralizer in 
su(p, 4). It is easy to check that the centralizer contains an element of the 
I . (4.65) 
Since (4.65) is not of the form (4.64), the algebra under consideration is not 
maximal. For (x, y) = (1,O) we proceed in exactly the same manner and find 
again that one obtains an Abelian subalgebra of su(p, q) that is not maximal. 
For (x, y) = (0,l) th e metric H turns out to be singular. 
We summarize the results of Sections 4.7 and 4.8 as a theorem that 
generalizes Theorem 4.7. 
THEOREM 4.8. Non-one-rowed MAN% of su(p, q> with Kravchuk signa- 
ture (A4A) exist only for su(p, p), A = p -2, p > 4. Each SU(p, p) conju- 
gacy class of such MANSs can be represented by precisely one set of matrices 
of the form 
I 
if* 
ff c 0 
a 0 c 
A:, = rng c 0 0 
m,* c 0 0 
(4.66a) 
> s,= i”r, 0 i i s 0 ’ 
mj E Rlx2, I's~R2X2, l<s,<4. (4.66b) 
The matrices cV take one of the forms 
(4.66~) 
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For A = 2 the rows mj are absent. For h = 3 the following possibilities occur: 
mi = (1,1), m”3 = (l,(J), m”3=(0,1), m$ = (0,O). (4.67a) 
For h >, 4 the possible values of mk (3 < k < A) are 
and 
rn; = (O,O), 5<k<A. (4.67~) 
The number of conjugacy classes of such MANSs is 4 for A = 2, 16 for A = 3, 
and 20 for h z 4. The real dimension of such a MANS is 
d=dimY+dimh;,=(p-2)2+4>ranksu(p,y)=2p-1. (4.67d) 
9. Non-One-Rowed MANSs with p = 5, A = 2 
The analysis is similar to the one for I_L = 4, A = 2 and is essentially an 
elaboration of Theorem 4.2. We skip most of the details and concentrate on 
results. 
In view of (4.21) the admissible values of (p_, pOpI) are 
(I*-~P”P~) =(3OI), (2II), (121),and (102). (4.67) 
Let us consider each case separately: 
A. &_ig,,pi)=(301). We have 
(4.68) 
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The h,, entry in H satisfies h,, E C3x3. Since we have h,, = 0, as in (4.23b) 
the matrix H is singular, so no such MANS of su(p, 4) exists. 
B. &_i/.~,,~i)=(lO2). We have 
i 
a 
A= Cl c2 
0 0 
6 0 0 Cl 
1 
c2’ 
(4.69) 
The first row of the matrix H in this case is 
t 0 h:z h:s h:d hi, j> hTk E C. (4.70) 
We have pi = 2 > w _ 1 = 1, so maximality requires hi3 = hf3 = 0. From 
(4.24b) we obtain hi4 = h& = 0, and the metric H is again singular. 
C. ~__i~,,~i)=(l21). We have b=(b,,b,), and in agreement with 
(4.22) we set 
C 0 
crx, + by, c 
with 
(4.71) 
(4.72) 
The condition (4.14) implies x2 = 0. We consider first the case when Y2 = 0. 
If we also have X, = 0, then we find that (Y = a is real and 6 depends 
linearly on a, b, and c. Hence we do not obtain a MANS. If Y, = 0 and 
X, f 0, we find that the second maximality condition (4.23e) cannot be 
satisfied. If, on the other hand we take Y, # 0, we can transform Y2r into 
YT = (0, 1) and X, into (0, 0), (0, 1) or (1,O). The first case leads to an algebra 
that is not maximal; the second is one-rowed; the third yields a degenerate 
metric. 
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D. (j__i pa pi) = (2 11). In view of (4.14) this can be divided into 
three subcases with A,, equal to one of the following: 
;’ 
b 
2 a2 
(4.73) 
(4.74) 
(4.75) 
The first two cases lead to abelian subalgebras that are not maximal. 
The third case, with A as in (4.75) does provide MAN% of su(5,4), 
namely the first in the series of MAN% of su(q + 1, q) for q even, described 
in Theorem 4.4. We arrive at the following result. 
THEOREM 4.9. Non-one-rowed MANS with Kruvchuk signature (252) 
exist only for su(5,4) and for a refined signature with (p_, ~“p,) = (211). 
Each of them is conjugate to precisely one MANS of the form (4.33) with r 
and A of the form 
r = 1, A=(: i),(i :),or(y i). (4.76b) 
V. MASA’S OF su(p,l) 
For q = 1 we have A = 1, and a MANS is by necessity one-rowed. From 
Theorem 3.1 we see that S in (3.34) must be S = 0. Thus for every value of 
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p > 1 we obtain precisely one class of MAN%, represented by 
x= 
0 a, a2 *.* aP_l iy 
- al 
- a2 
0 0 
-a,-1 
0 0 0 
K= 
1 
L I I,-1 . 1 
(5.1) 
Its Kravcbuk signature is obviously (1 p - 11). 
Orthogonally indecomposable but decomposable MASAs of su(p, 1) exist, 
according to Theorem 2.2, only for p = 1. Thus ~(1, 1) has precisely one 
class of OID but D MASAs, represented by 
x=(; Ta). K=(; ;). (5.2) 
Let us now turn to orthogonally decomposable MASAs of su(p, 1). Com- 
pact Lie algebras, in particular su(n,O) = su(n), have only one class of 
MASAs, namely the Cartan subalgebra, which is orthogonally decomposable 
into 1 X 1 blocks [for su(n)]. 
For su(p,l) the situation is as follows. 
THEOREM 5.1. The Lie algebra su(p,l) (p > 1) has precisely p f2 
SU(p, 1) conjugacy classes of MASAs. One of them is a MANS, represented 
by (5.1). All the others are orthogonally decomposable according to the 
decomposition patterns 
(P~l)=(P-k,l)+kx(l,O), k = l,...,p (5.3) 
Each decomposition with p - k > 2 yields precisely one class of MASAs, 
M 
ix, 
x= 
&-k-l 
1 
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represented by the matrices 
\ 
ME c(p--k+l)x(p-kfl) , xi~R, i=l,..., k, 
K= 
ixk ) 
1 
1 
1 
1 
(5.4) 
where M is a MANS of su(p - k, 1) of the j&m (5.1). The decomposition (5.3) 
with p - k = 1 yields two classes of MASAs, one of the form (5.4) with M a 
MANS of ~(1, 1). The other is the noncompact Cartan subalgebra. It can also 
be represented in the form (5.4) with 
M=(g Ta), aER. (5.5) 
For p - k = 0 we obtain the compact Cartan subalgebra. 
The Lie algebra su(l,l) has three conjugacy classes of MASAs: the 
compact Cartan subalgebra (2.131, the noncompact Car-tan subalgebra (2.14), 
and the MANSs (2.15). All MASAs of su(p, 1) have dimension d = p. 
Proof. The theorem basically follows from Theorems 2.1 and 2.2 and the 
fact that the MASAs of su(n) are always orthogonally decomposable accord- 
ing to the pattern n=l+l+ .** +l. 
VI. MASA’S OF su(p,2) 
1. MANS of su(p,2> 
Two Kravchuk signatures can occur for su(p, 2) algebras, namely (1 p 1) 
and (2 p - 2 2). We shall consider them separately. 
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A. Signature (1~1). We assume that the MANSs are already in 
Kravchuk normal form and note that the matrix A is simply one row, which 
is necessarily complete (see Theorem 4.2). All MAN% of su(p,2) with 
signature (1 p 1) can, according to Theorem 2.4, be written in the form 
YER, u=(u, ,..., a,), u,ER, i=l,..., n. (6.1) 
The matrix S has the form (3.34e), and the classification of such MANSs 
boils down to the classification of the real tensors Rijl of (3.37). In the 
present case it is simpler to first transform S into the standard form of a 
nilpotent matrix satisfying (3.34d). Using G, of (2.18) with G,, = 1 and 
G,, E O(p - 1,l) satisfying G,, HG&' = H, we obtain 
‘0 sg sg *** sp_r z \ 
sz2 
S=i : 0 0 . . 
S 
p-1 
\o 0 0 , 
Imposing commutativity US’ = U’S, we obtain 
(6.2) 
S=i 
IJ-1 
0 Xp_Ul X3Ul *** xp-la1 C xi”i 
i=l 
x2a1 
0 0 
xp- la1 
0 0 0 
xi E R, i=l,...,p-1, (6.31 
where ri (i = 1,. . . , p - 1) are fixed real parameters. It remains to classify the 
sets {xi) under transformations (3.43) that leave a real and preserve the form 
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of H: these are O(p - 1,l) transformations. To preserve the form of S we 
restrict ourselves to transformations 
U= VEO(p-2). (6.4) 
in view of the transitivity of the action of V on a sphere in RP-” we can 
choose V to arrange 
We obtain 
s= 
v 
/ 
\ 
i 
\’ 
x2 \ 
x3 
= 
xp-l 
0 Yzal 
0 
0 
0 
(6.5) 
. . . 0 x1a1+ Yea,\ 
Y2al 
0 
0 (6.6) 
0 
0 0 
If we have y2 = 0, then either xi = 0 or, for x 1 # 0, we can transform xl + 1 
by an allowed transformation. If y2 # 0, we can normalize to obtain y2 = 1 
and transform xi + 0 by an O(p - 1,l) transformation 
U= 
1 -x1 0 . . . 0 _+; 
x1 
0 
0 I 
0 
0 0 1 
(6.7) 
Thus, three conjugacy classes of MANS are obtained, for p > 3 represented 
by the matrices (6.1) with S as in (6.6) and 
( y2,xI) = (O,O), (O,l), and (1,O). (6.8a) 
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For p = 2 there is no ya, and hence the only possibilities are 
SC 0 0 ! 1 0 0 or s = a ial . ( 1 0 (6Sb) 
B. Signature (2 p - 2 2). Since in this case we have A = q, it follows 
from Theorem 4.5 that all such MANSs are one-rowed. Further, since we 
have S E u(p -2) and S nilpotent, it follows that S = 0. All MAN% of 
su(p, 2) with A = 2 in the Kravchuk signature thus have the form 
‘ooa ix 
OOaP-a* l’y 
X=00 0 T - PTa’ 
0 0 0 -0” 0 
\ooo 0 0 
x,yER, a! E c, a = (a,,...,a,_,), ai E R, 
p E c(P-w(P--2) TrP=O, P= M+iN, M, N E R(p--2)X(TJ-2) 
MT=M, NT=N, TrM=O, TrN=O, [M,N]=o. 
It follows from Theorem 3.1 [see (3.43)] that P can be diagonalized: 
a,+ . . . + up-2 = 0. (6.10a) 
ffl \ 
P= 
up-3 
\ 
Up-2 I 
One possibility is P = 0. If P # 0, we can order the eigenvalues according to 
their absolute values and then divide by the largest ones to obtain 
If some of the moduli coincide, then we order the phases of the correspond- 
ing eigenvalues, e.g. 
Iail = lai+llp 0 Q argoi+, < argq < 27. (6.10~) 
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For p = 2 the central column in (6.9) is absent; further we have 
p=3: P = 0; (6.11a) 
p=4: P=(S i) or P=(i _cI)); (6llb) 
p=5: p=(i g i) or P=[’ P _l_u)i (6.11~) 
IPI G 1, -l<ReP<-f, Imp>0 for Rep=--+. 
Thus for p > 5 we obtain infinitely many conjugacy classes of MAN% of 
su(p,2) with signature (2 p - 22). 
2. Orthogonally Indecomposahle, but Decomposable MASAs of su(p,2) 
In view of Theorem 2.2, such MANSs exist only for su(2,2). Moreover, 
only one SU(2,2) conjugacy class of OID but D MASAs of su(2,2) exists, 
represented by 
3. Orthogonally Decomposable MASAs of su(p,2) 
Theorem 2.1 can in this case be refined, and it allows for the following 
partitions of (p, 2): 
(1) p x(1,0) + 2 X(0,1). This corresponds to a single class of MASAs, 
namely the compact Cartan subalgebra. 
(2) (l,l)+(O, l)+(p - 1)X(1,0). This corresponds to two classes of 
MASAs, one of them a noncompact Cartan subalgebra, which in an appropri- 
ate basis has precisely one noncompact element. 
(3) (l,l>+(l,l)+(p-2)x(1,0). Th is corresponds to three classes of 
MASAs, one of them the noncompact Cartan subalgebra with precisely two 
noncompact elements in an appropriate basis. 
(4) (k,l)+(O,l)+(p - k)X(l,O), 2 <k <p. One class of MASAs for 
each value of k. 
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(5) (l,l)+(k,l)+(p-k-1)X(1,0), 2<k<p-1. Two classes of 
MASAs for each value of k. 
(61 (k,,ll+(k,,l)+(p - k, - k,)x(l,O), 2 Q k, <k,, 4 < k, + k, < p. 
One class of MASAs for each value of (k,, k,). 
(7) (k,2)+(p_k)X(l,O), l<k<p-1. For k=l, 2, 3, and 4 we 
obtain 1, 3, 4, and 5 classes of MASAs, respectively. For k > 5 infinitely 
many SU(P,~) conjugacy classes of such MASAs exist, since suck,21 has 
infinitely many conjugacy classes of MANSs for k > 5. 
4. Summary of Results on MASAs of su(p,2). 
All results obtained in this section can be summed up as follows. 
THEOREM 6.1. The su(p,2) algebras with p = 2, 3, and 4 have a finite 
number of SU(p,2) conjugacy classes of MASAs. Those with p 2 5 have an 
infinite number of such classes. The classes of MASAs that occur are the 
following ones: 
(i) MANSs with Kravchuk signature (1 p 1). They can be represented by 
the matrix sets (6.1). For p > 3 three classes of such MANSs exist with matrix 
S as in (6.6) and (x,, y,)=(O,O), (l,O), or (0, 1) respectively. For su(2,2) 
only two classes exist with S in one of the two forms of (6.8b). The dimension 
of these MANSs is equal to the rank of su(p,2), namely d = p + 1. 
(ii) MANSs with Kravchuk signature (2 p -22). These can be repre- 
sented by the matrices (6.9). For p = 2 the third row and column in (6.9) are 
absent and there is just one class of such MANSs. For p = 3, 4, and 5 we 
have P as in (6.11a), (6.11b), and (6.11~1, respectively. For p > 6, P is US in 
(6.10). For p = 2, 3, and 4 we have 1, 1, and 2 classes, respectively. For 
p > 5 we have infinitely many classes. The dimension of the MANS of su(p,2) 
with signature (2 p -22) is p +2. 
(iii) OID by D MASAs. Only one such MASA class exists, and that only 
for su(2,2). It is represented by (6.12). 
(iv) OD MASAs corresponding to the partitions of (p,2) discussed in 
Section 6.3. 
The number of conjugacy classes of different types of MASAs of su(p,2) is 
summed up in Table 3. The MANSs with Kravchuk signature (2 p - 2 2) have 
dimension d = p +2. Orthogonally decomposable MANSs corresponding to 
the partition (p,2)=(k,2)+(p_kXl,O) have dimension d=p+2 if and 
only if the MANS in (k, 2) has signature (2 k - 22). All other MASAs of 
su(p, 2) have dimension d = p + 1 = rank[su(p, 2)]. 
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VII. LOW-DIMENSIONAL EXAMPLES 
The results of Sections V and VI deal exhaustively with MASAs of 
su(p, 1) and su(p,2). The results of Sections II, III, and IV make it possible 
to deal with the MASAs of su(p, y) f or any p and q fixed. Non-one-rowed 
MANSs only occur for p + 9 > 8. More specifically, for p + q = 8 or 9 they 
only occur for su(4,4) and su(5,4) (see Theorems 4.2-4.9). 
Here we shall spell out in detail the cases of su(3, I) and su(2,2), because 
they have direct physical applications. We also treat ~~(3,s) in order to 
illustrate the general results and methods. 
1. MASAs of su(3,l) 
The group SU(3,l) contains the proper Lorentz group SO(3,l) as one of 
its maximal (non-Abelian) subgroups. This makes it a suitable candidate for 
TABLE 4 
REPRESENTATIVES OF SU(3,t) CONJUCACY CLASSES OF MASA’S OF SU(3,l); a, b, C E R 
No.” Type” X K 
1 
MANS 
(121) 
2 
OD 
3(1,0) + (0,l) 
4 
OD 
2(1,0)+(1,1) 
5 OD (10)+(2,1) 
0 iu ib ic 
0 0 0 ib 
0 0 0 0 
ia 0 0 0 
0 ib 0 0 
0 0 ic 0 
0 0 0 - i(a + b + c) 
2ia 0 0 0 
0 2ib 0 0 
0 0 c - i(u + b) 0 
0 0 0 -c-i(a+b) 
0 
0 2ib 0 0 
0 0 - i(u + b) ic 
0 0 0 - i(u + b) 
l 1 1, 1 
i 
( 13 -1 1 
!j 12 0 1 0 1  
i 12 0 1 0 1 I 
1 1 0 1 0 1 0 1 
I 
“Subalgebras 2 and 3 are the compact and noncompact Cartan subalgebras, respec- 
tively. 
bFor the MANSs we give the Kravchuk signature; for the others we give the 
decomposition pattern. 
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providing energy dependent expansions of physical scattering amplitudes for 
two-body reactions [34]. Representatives of the p + 2 = 5 classes of MASAs of 
su(3,l) are given in Table 4. Their dimension is always d = p = 3, in 
agreement with Theorem 5.1. In column 2 we give the Kravchuk signature 
for the MANS and the decomposition pattern for the four orthogonally 
decomposable MASAs. For the two Cartan subalgebras we indicate the 
number of compact elements, i.e. O(2) subalgebras, as opposed to O(l,l) 
ones. 
2. MASAs of su(2,2) 
The algebra su(2,2) N 0(4,2) N conf(3,l) is isomorphic to the Lie algebra 
of the conformal group of 3 + I-dimensional real Minkowski space-time. A 
“physical” basis [32] for this Lie algebra is provided by the rotation operators 
Li, Lorentz boosts Ki, translations P,, and proper conformal transformations 
C, (i=1,2,3, ~=0,1,2,3). 
In Table 5 we present a list of representatives of all conjugacy classes of 
MASAs of su(2,2). This is essentially an elaboration of Theorem 6.1. In 
column 2 we give the Kravchuk signature for MANSs and the decomposition 
pattern for OD MASAs. In column 5 we give the “physical” basis for each 
MASA, in full agreement with an earlier article on su(2,2) [33]. 
Notice that MASAs 11 and 12 are not conjugate under the connected 
component of the group SU(2,2). They are however conjugate under an 
external automorphism, namely PT, where P denotes parity and T time 
reversal. We have PT. Li = L,, PT. Ki = Ki, PT. D = D, PT. P, = - P,, 
PT-C, = - C,. 
3. AlI MASAs of su(3,3) 
A. MAN% of su(3,3). The possible Kravchuk signatures are (303) 
(222) and (14 1). The MANSs are always one-rowed, so the results of 
Section 3 apply. 
For (303) there is just one class of MANSs given in (3.46) (for p = 3). 
For signature (222) the result can be read off from Table 1: five classes exist, 
corresponding to the last five rows of Table 1 (p = y = 3, A = y - 1 = 2). 
The case (14 1) is more interesting, and for its treatment we return to 
Theorem 3.1. Equation (3.34a) reduces to 
I m = (a,h,c,d), 
(7.1) 
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i.e., only one matrix P, exists, namely P, = I,. We write s as in (334e) and 
transform it into the standard form for a nilpotent matrix, satisfying SJ + 
IS’= 0. 
We obtain 
‘0 ra qa+ sb pa+ qb+ rc 
s=i O O sa + tb qa + sb 
0 0 0 
p,q,r,s,t-, (7.2) 
7-a 
,o 0 0 0 
which assures that Rijl of (3.37) is a completely symmetric real tensor. 
Moreover [S, S’] = 0 [or (3.40)] implies 
rt=o. (7.3) 
We thus arrive at two possibilities. 
(1) r = 0. In (3.34e) we then have 
Qs=O> Q4=0, p,q,s,tER. (7.4) 
We define 
(7.5) 
Let us take R E O(2,2) of (3.43) in the form 
G 0 
1R= 
0 JdGT)-‘Jz ’ 
G E GL(2,R), (7.6) 
satisfying fiJ,Rr = 1,. The transformation of Rijk (and Qi) is given by 
(3.43). This implies that Tijk = (Ti)jk transforms as a completely symmetric 
tensor under GL(2, C): 
Tijk E (Ti)jk; Tijk = GilGjmGknTlmn, i, . , n = 1,2. (7.7) 
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Such a classification has been used e.g. in the context of MANSs of sp(2n,R) 
[13]. The result is that five types of tensors Tijk exist, represented by 
Tijk = 0, (7.8a) 
T,l, = 1, (7.8b) 
T 1, 112 = (7.8~) 
T,m = T,,, = 1, (7.8d) 
T,,, = T,,, = 1 (7.8e) 
[all elements of Tijk not related to those in (7.8) by a permutation vanish]. 
Thus, for T = 0 we obtain five possibilities for the matrix S: 
(2) r # 0, t = 0. We can transform r into r = 1 and obtain 
i 
q s 0 0 
Qz=i ; ; ; ; , 
0 0 0 0 
i 
( 1 0 0 0 
> Qs=O. 
Q3=i I 0 0 0 0 
0 0 0 0 
0 0 0 0 
(7.9) 
(7.10) 
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Further, we transform S using U E 0(2,2) equal to 
/ 
1 x Y - XY \ 
u=OlO -y 
0 0 1 --x ’ 
x,y~R. 
\ooo 1, 
(7.11) 
The transformed form of Qi depends on the original values of s. 
(2a) s = 0. Choosing x and y in an appropriate manner and transforming 
further by ti E 0(2,2), 
i= j” ’ o-1 u_1), u,z;~R, uvf0, (7.12) 
we obtain three further possible matrices S: 
10 a -a -b+c 
s .;;; -a VIII = 2 
,o 0 0 i 
(7.13) 
(2b) s # 0. We again choose x and y appropriately and then use (7.12) 
with u and v correctly chosen. We obtain Q1, Q2,Q3,Q4 with no free 
parameters and find 
0 0 0 0 
We conclude that precisely nine conjugacy classes of MANSs of su(3,3) 
with Kravchuk signature (14 1) exist. 
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TABLE 6 
REPRESENTATIVES OF Su(3,3) CONJUCACY CLASSES OF MASA’s OF SU(3,3) 
(a) MANS; general form as in (2.16); a, b, c, d E R 
No. Signature A S H dim M 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
(303) 
(222) 
(222) 
(222) 
(222) 
(222) 
(141) 
(141) 
(141) 
(141) 
(141) 
(141) 
(a b c d) 
(a b c d) 
(a b c d) 
(a b c d) 
(a b c d) 
(a b c d) 
0 0 0 0 
0 0 0 0 
0 0 0 0 14 
0 0 0 0 
0 0 0 ia 
0 0 0 0 
0 0 0 0 54 
0 0 0 0 
.la 
0 
i. I 0 
0 b a 
0 0 a b 0 J4 
0 0 0 0 
I 
34 
0 0 0 0 
9 
6 
6 
6 
6 
6 
PSEUDOUNITARY LIE ALGEBRAS 147 
TABLE 6 
(a) MANS; general form as in (2.16); a, b, c, d E R 
No. Signature A S H dim M 
0 a a b+c 
13 (141) (a b d) 000 a c 14 5 
000 0 
14 (141) (a b c d) i J4 5 
(b) Orthogonally indecomposable but decomposable MASAs; 
general form as in (2.11); a E R, cx, p E C 
No. 
Signature 
in sl(3, R) A dim M 
16 (102) 5 
17 (201) 5 
18 (111) 5 
(c) Orthogonally decomposable MASAs 
No. Decomposition 
19 3(1,0)+3(0,1) 
20 2(1,0)+2(0,1)+(1,1) 
21 2(1,0)+2(0,1)+(1,1) 
22 2(1,1)+(1,0)+(0,1) 
23 2(1,1)+ (1,O) + co,0 
24 2(1,1)+(1,0)+(0,1) 
Comment dim M 
Cartan, 5 X o(2) 5 
Cartan, 4 X o(2) + 1 X o(1, 1) 5 
4 X o(2) + MANS of ~(1, 1) 5 
Cartan 3 X o(2) + 2 X o(1, 1) 5 
3 X o(2)+ 2 x MANS of u(1, 1) 5 
3X0(2)+lXo(l,l)+MANS 
of u(l, 1) 5 
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No. 
(c) Orthogonally decomposable MASAs 
Decomposition Comment dim M 
25 3(1,1) 
26 3(1,1) 
27 3&l) 
28 3(1,1) 
29 2(1,0)+(0,1)+(1,2) 
30 2(0,1) + (1,O) + (2,l) 
31 2(1,0)+(1,3) 
32 2(0,1) + (3,l) 
33 (1,0)+(0,1)+(2,2) 
34 (LO) + (0,l) + (2,2) 
35 (LO) + (0,l) + (2,2) 
36 (LO) + (0,l) + (2,2) 
37 (1,0)+(1,1)+(1,2) 
38 (1,0)+(1,1)+(1,2) 
39 
40 
(0,1)+0,1)+(2,1) 
(0,l) + (1,1)+ (2,l) 
41 (1,0)+(2,3) 
42 (1,0)+(2,3) 
43 (LO) + (2,3) 
44 (1,0)+(2,3) 
4s (C),1)+(3,2) 
46 (0,l) + (3,2) 
47 (0,1)+(3,2) 
48 (0,l) + (3,2) 
49 (1,1)+(2,2) 
50 (1,1)+(2,2) 
51 (1,1)+(2,2) 
52 (1,1)+(2,2) 
53 (1,1)+(2,2) 
54 (1,1)+(2,2) 
55 (1,1)+(2,2) 
56 (1,1)+(2,2) 
57 (2,1> + Cl,21 
Cartan 2 X o(2) + 3 X o(1, 1) 
2x0(2)+2xo(l,1)+1xMANS 
of su(l,l) 
5 
5 
2xo(2)+1xo(l,l)+2xMANS 
of sLl(l,l) 
2 X o(2) + 3 X MANS of ~(1, 1) 
3 X o(2) + 1 X MANS of x1(1,2) 
3 X o(2) + 1 X MANS of su(2,l) 
2 X o(2) + 1 X MANS of s&,3) 
2 X o(2) + 1 X MANS of su(3,l) 
2 X o(2) + MANS of su(2,2) 
2 X o(2) + MANS of su(2,2) 
2 X o(2) + MANS of su(2,2) 
2 x o(2) + OID & D MASA of su(2,2) 
2x0(2)+0(1,1)+ MANS of su(1,2) 
2 x o(2) + MANS of ~(1, 1) + MANS 
of s&,2) 
2 x o(2) + 00, 1) + MANS of su(2,l) 
5 
5 
5 
5 
5 
5 
6 
5 
5 
5 
5 
5 
5 
2 x o(2) + MANS of su(1 
of su(2,l) 
o(2) + MANS of su(2,3) 
o(2) + MANS of su(2,3) 
o(2) + MANS of su(2,3) 
o(2) + MANS of su(2,3) 
o(2) + MANS of su(3,2) 
o(2) + MANS of su(3,2) 
o(2) + MANS of su(3,2) 
o(2) + MANS of su(3,2) 
l)+ MANS 
5 
6 
5 
5 
5 
6 
5 
5 
5 
6 
5 
5 
o(2) + o(l, 1) + MANS of su(2,2) 
o(2) + o(l, 1) + MANS of su(2,2) 
o(2) + o(l, 1) + MANS of su(2,2) 
0(2)+o(l,l)+OID &D MASA 
of su(2,2) 
o(2) + MANS of sdl, 1) + MANS 
of su(2,2) 
o(2) + MANS of s&,1) + MANS 
of su(2,2) 
o(2)+MANS ofsu(l,l)+MANS 
of su(2,2) 
o(2) + MANS of s&,1) 
+ OID & D MASA of su(2,2) 
o(2) + 2 MANS of su(2,l) 
5 
6 
5 
5 
5 
5 
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B. Orthogonally Indecomposable, but Decomposable MASAs of x1(3,3). 
Theorem 2.2 reduces the study of OID + D MASAs of su(3,3) to the study of 
MAN.% of sl(3,C). Possible Kravchuk signatures in this case are (102), 
(20 l), and (111). Each provides one class of MASAs of su(3,3). We write 
them as in (2.11) with 
C. Orthogonally Decomposable MASAs of su(3,3). These MASAs are 
literally composed of OID MASAs of U(l), U(1, l), U(2, l), U(1,2), U(3,1), 
U(1,3), U(2,2), U(2,3), and U(3,2). Altogether 15 different decompositions 
exist, leading to 39 OD MASAs of su(3,3). Each ~(1, 1) algebra contributes 
two MASAs; u(l), u(2,1>, and u(l,2) contribute one each; u(2,2) and u(3,2) 
or u(2,3) contribute four each. 
Representatives of all SU(3,3) conjugacy classes of MASAs of su(3,3) are 
summed up in Table 6. 
VIII. CONCLUSIONS 
Given any pseudounitary Lie algebra su(p, q) with (p, q) fixed, we can 
use the results of this article to obtain a complete classification of all its 
MASAs. Theorem 2.1 reduces the task to a classification of orthogonally 
indecomposable MASAs. Theorems 2.2 and 2.3 further reduce the task to a 
classification of maximal Abelian nilpotent subalgebras of su(p, q) and sl(n, C). 
Theorems 2.4, 2.5, and 4.1 provide the general structure of MANSs of 
su(p, q) for any Kravchuk signature (A p A). One-rowed MANSs are treated 
in Theorem 3.1. Values of F satisfying 0 Q p < 3 are dealt with completely in 
Theorems 3.2 and 3.3. An extension to higher values of p poses calculational, 
but not conceptual difficulties. Theorems 4.1 and 4.2 provide the basic 
results on non-one-rowed MANSs of su(p, q). These only occur for p + q 2 8, 
,u > 4, and p >, q > A. Theorems 4.3 and 4.4 provide families of non-one- 
rowed MANSs for su(q, q) and su(q + 1, q) (q > 4, A = q/2, q even). Theo- 
rems 4.5-4.9 deal exhaustively with non-one-rowed MANSs for F = 4 and 5. 
All MASAs of sdp, 1) and su(p,2) are found in Sections 5 and 6. The 
examples of su(3,1>, su(2,2>, and su(3,3) are treated in detail in Section 7. 
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To see that the structure of MASAs of su(p,q) is very rich, notice that 
su(3,3) has 57 conjugacy classes of such subalgebras, 15 of them MANSs, 3 
more of them orthogonally indecomposable. 
Work on applications of the su(p,q) MASA classification is in progress 
and concerns the study of completely integrable dynamical systems with 
SU(p, q) symmetries. 
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