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Structured spaces: categories, sheaves, bundles,
schemes and cohomology theories
Manuel Norman
Abstract
In [1] we introduced the concept of structured space, which is a topological
space that locally resembles some algebraic structures. In [2] we proceeded
the study of these spaces, developing two cohomology theories. The aim
of this paper is to define categories of structured spaces, (pre)sheaves with
values in such categories, and generalised notions of vector bundles, ringed
spaces and schemes. Then, we will construct (using some techniques and
also the general method in Section 2 of [2]) various cohomology theories
for these objects.
1 Introduction
We briefly recall some important concepts that will be used throughout the
paper.
Definition 1.1. A functor F : Op(X)→ C (often written F : X → C, tacitly
assuming that the actual domain is the category of open subsets of X, and not
X itself), where X is a topological space and C is some category, is called a
presheaf (with values in C) if it is defined as follows:
(i) For each open U ⊆ X, there is an object F(U) ∈ C
(ii) For each inclusion of open subsets of X, U ⊆ V , there corresponds a mor-
phism ρU,V : F(V )→ F(U) in the category C.
We notice that, by definition of functor, F satisfies the following properties:
1) For every open U ⊆ X , ρU,U = idF(U)
2) If we have the inclusions of open subsets U ⊆ V ⊆W , ρU,V ◦ ρV,W = ρU,W
F(U) is called ’section of F over U ’ (for U open).
A sheaf is a presheaf which satisfies some additional conditions:
Definition 1.2. A sheaf F : X → C is a presheaf which satisfies the following
axioms:
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1) (gluing) For every open cover {Ui}i∈I of any open subset U ⊆ X, and for
every family {si}i∈I with si ∈ F(Ui), if:
ρUi∩Uj ,Ui(si) = ρUi∩Uj ,Uj (sj)
then there is some s ∈ F(U) such that ρUi,U (s) = si ∀i ∈ I;
2) (locality) For any s, t ∈ F(U), if
ρUi,U (s) = ρUi,U (t), ∀i ∈ I
then s = t.
We define the functor Γ(U,F) := F(U). Thanks to this functor, we can
construct a sheaf starting from a presheaf (sheafification). Actually, there are
various ways to sheafify a presheaf: here we will only consider the one below, but
we however notice that, for instance, Artin, Grothendieck and Verdier showed
in [3] another method to do this. The stalk Fx of a presheaf F on X at x ∈ X
is the direct limit (see, for instance, [4-6] for some examples; see [7] for this
particular situation) of the sections F(U) for U containing x, i.e.:
Fx := lim
−→
(F(U))U∋x
We can now define the space
SF :=
∐
x∈X
Fx
and endow it with with the disjoint union topology (we refer to [7] for the precise
definition of this topology). This space is called the e´tale space of the presheaf.
We indicated the disjoint union using
∐
instead of
⊔
to stress the fact that
we are using the categorical dual of the product space construction (and since
we are in the context of category theory, we prefer to use this symbol). Let
p : SF → X be the projection map defined by p(α) := x for all α ∈ Fx. The
following F˜ is a sheaf:
F˜ := Γ[SF , p]
where Γ[A, f ] is the sheaf of continuous sections of f on B, with f : A → B
continuous and surjective, defined by (for every open U ⊆ B):
Γ[A, f ](U) := {g : U → A | f ◦ g = id and g is continuous}
This sheaf is called the sheafification of F . If F is a sheaf, F˜ is isomorphic to
it. This construction is really useful in many situations. We refer to [13-15] and
[56] for more on presheaves and sheaves.
We proceed recalling the definition of vector bundle, which is a fiber bundle
where the fibers pi−1({x}) are vector spaces, and where a certain linearity con-
dition is satisfied. The precise definition is as follows:
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Definition 1.3. Consider (E,X, pi), where E is the total space, B is the base
space, and they are all topological spaces; pi : E → X is continuous and surjec-
tive. (E,X, pi) is a vector bundle if the following conditions are satisfied:
(i) ∀x ∈ X, pi−1({x}) is endowed with the structure of a finite dimensional vec-
tor space over some fixed field F;
(ii) ∀y ∈ X, there is an open neighborhood U ⊆ X of y, some k ∈ N, and a
homeomorphism h : U × Fk → pi−1(U) such that, ∀x ∈ U :
(pi ◦ h)(x, z) = x ∀z ∈ Fk
and the map s : Fk → pi−1({x}) given by z
s
7−→ h(x, z) is a linear isomorphism.
The next notion is a really general one, and it includes as special cases
many well known concepts (e.g. topological spaces (with the sheaf of continuous
functions) and smooth manifolds (with the sheaf of smooth functions)):
Definition 1.4. Let X be a topological space and let OX be a sheaf of rings on
X. Then, (X,OX) is called a ringed space.
A locally ringed space is a ringed space such that all the stalks of its sheaf of
rings are local rings.
Thanks to ringed and locally ringed spaces, we can define schemes (see, for
instance, [8-12]):
Definition 1.5. An affine scheme is a locally ringed space which is isomorphic
to Spec(R) for some commutative ring R, where Spec(R) is the spectrum of R,
i.e. the set of all prime ideals of R, endowed with the Zariski topology (the closed
sets are the ones of the prime ideals containing I, for any ideal I of R). This
isomorphism has to be seen as an isomorphism of locally ringed spaces, because
Spec(R) is also augmented with a structure sheaf which makes it a locally ringed
space.
A scheme is a locally ringed space that can be covered by open sets Uj such that
each Uj (viewed as a locally ringed space) is an affine scheme.
We conclude by briefly describing structured spaces (see [1]):
Definition 1.6. A topological space X is a structured space if for every p ∈ X
there is a neighborhood Up of p which can be endowed with an algebraic structure.
More precisely, a structured space is a couple (X, fs), where fs is the structure
map which assigns to each fixed neighborhood Up (we fix one of the possible
neighborhoods and also its structure) a fixed algebraic structure fs(Up).
One of the reason why we introduced structured spaces is that many im-
portant spaces cannot be endowed globally with some algebraic structure, but
they may be endowed locally with various local structures. This way, we can
use algebraic tools to locally study these spaces. Many examples can be found
in Section 1 of [1].
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2 Categories of structured spaces
We start constructing some categories of structured spaces. The idea is to
consider as objects the structured spaces that have the same cardinality and
the same local structures. More precisely, let X and Y be structured spaces.
Consider any XUp ∈ UX . Suppose there is a fixed neighborhood in Y (which
can be indicated, after reordering if necessary, as Y Up ∈ UY ) which is endowed
with the same algebraic structure of XUp, i.e. fs(XUp) ≡ fs(Y Up) (recall the
difference between ’=’ and ’≡’ when dealing with structure maps; see Section 2
in [1], at the end, for the definition of ’≡’). We always want to deal with such
situations; therefore, we will consider X and Y to be in the same category if
there is a bijection from UX to UY such that to each fixed neighborhood in X
there corresponds one and only one fixed neighborhood of Y which is endowed
with the same algebraic structures (i.e. their structure maps are equivalent
under ’≡’). We can say that X and Y have the same cardinality (even if they
have an infinite number of fixed neighborhoods, the bijection can be used to
mean ’same cardinality’ (recall Cantor’s work on cardinality of infinite sets))
and that they have the same local structures under the chosen bijection. Notice
that it could be possible to have more than one such bijection: for instance,
if two fixed neighborhoods of X (and Y ) are rings, it is clear that there are
more possible bijections satisfiyng the above condition. We will thus have a
dependence on the bijection, which does not change the spaces belonging to the
same category; it will however change the morphisms, as we will now see. We
can start to construct our category, which is indicated by Str(h, fs), where the
objects are all the structured spaces for which, if X and Y are any of them, there
is a bijection hp in the family of chosen bijections h = (ht) such that each fixed
neighborhood of X is sent to a fixed neighborhood of Y (and viceversa, since
we have a bijection) in such a way that the neighborhoods have an equivalent
(under ’≡’) algebraic structure w.r.t. fs (of course, we can use the same fs
up to equivalence ’≡’; in general, they are different (’6=’), but since this in not
confusing, we will simply use fs). Note that X and Y are thus considered to be
structured spaces w.r.t. the same (up to equivalence) fs, so it is more correct
to write (X, fs) and (Y, fs). Thanks to the family of bijections h, we can write
the following (after reordering) for all the spaces in Str(h, fs):
...
hj
←→ Up
ht←→ Vp
hr←→Wp
hi←→ ...
for all p, where Up is a fixed neighborhood in X , Vp is a fixed neighborhood in
Y , Wp is a fixed neighborhood in Z, ...
We give a simple example (where we reorder the fixed neighborhoods and the
family h so that the indices are all the same):
ringU1
h1←→ ringV1
unital magmaU2
h2←→ unital magmaV2
topological groupU3
h3←→ topologial groupV3
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Now that we have defined the objects of the category Str(h, fs) for some h and
fs, we need to define morphisms. We recall the definition of homomorphisms
of structured spaces given in [1]. A homomorphism f between two structured
spaces X , Y in Str(h, fs) is a collection of homomorphisms, where each homo-
morphism of this family has, as domain, a fixed neighborhood in X , and it is
mapped to the corresponding (w.r.t. h) fixed neighborhood in Y . The family
contains one and only one homomorphism with domain some fixed neighbor-
hood (i.e. the family contains only one homomorphism for each correspondence,
w.r.t. h, of fixed neighborhoods). The class of morphisms from X to Y (both in
Str(h, fs)), indicated by Hom(X,Y ), is the set of all homomorphisms from X
to Y (as defined above). The composition of two homomorphisms f : X → Y ,
g : Y → Z is defined as the composition of each homomorphism in the family,
that is, if f = (fp) and g = (gp), where we have already reordered f and g so
that Up
fp
−→ Vp
gp
−→Wp, we have g ◦ f = (gp ◦ fp). Here, as usual in this context
(see, for instance, the categoriesGrp, Ab, ...), we use a more general definition
of composition, where we only require Im fp ⊆ Dom gp = Y for all p, and we do
not necessarily have the equality of the image and the domain. It only remains
to check that what we have constructed is indeed a category:
Proposition 2.1. Consider some h and fs as above. Then, Str(h, fs) is a
category.
Proof. We only have to verify that associativity holds, and that there is an
identity element. Consider f ◦ (g ◦h). After reodering, we can write f ◦ (g ◦h) =
(fp ◦ (gp ◦ hp)). But since these are all homomorphisms between the same kind
of algebraic structure, we known that they are all equal to ((fp ◦ gp) ◦ hp) =
(f ◦ g) ◦ h. Thus, associativity holds. Moreover, for every X ∈ Str(h, fs), we
have a homomorphism idX : X → X in Hom(X,X) defined by idX = (idUp)
for all the fixed Up’s in X , such that idX ◦f = f and g ◦ idX = g whichever are
f : A→ X , g : X → B. This equality follows because the same equation clearly
holds for each idUp .
There are some particular kinds of these categories that will be used to
construct some cohomologies involving sheaves, namely Part(h, fs), which are
categories of partitionable spaces (see [1]). More precisely, this time the objects
are partitionable spaces (which are particular cases of structured spaces). The
category is then constructed similarly as above.
We conclude this section defining (pre)sheaves with values in these categories.
Actually, these are simply defined as in Section 1. We only notice that, for
reasons that will be clear in the next section (namely, when we decompose a
presheaf with values in Str(h,Ab) to some presheaves with values in Ab, we
would have some problems with property 2) in the definition of functor (see Sec-
tion 1); indeed, it would be possible to obtain something which is not anymore
a functor after the decomposition, so we avoid this possibility as follows), when
dealing with some structured cohomologies we will use sheaves with values in
Part(h, fs), and not in Str(h, fs) (which will be considered later in this paper).
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This is why we have also defined these categories consisting of partitionable
spaces.
3 Structured sheaf and Cˇech cohomologies
From now on, we will mainly follow these steps in each section:
• we briefly recall how the cohomologies we are dealing with are defined, and if
necessary we define a generalisation of the concepts involved
• we generalise everything to the structured case, which usually consists in find-
ing a way to decompose the considered object into its fixed neighborhoods and
then apply the methods in Section 2 of [2] (Section 5 is the unique exception).
The idea behind the decomposition process is essentialy the same, so we will
explicitely describe it only in this section. In the next ones we will consider the
parts which differ from each other, otherwise it would be repetitive.
We start constructing structured sheaf cohomology. Recall that (see, for in-
stance, [7] and [13-14]), given a sheaf F with values in Ab (or given a presheaf
of abelian groups that we immediately sheafify), we can consider some injective
resolution (this is possible because the category of sheaves of abelian groups is
abelian and has enough injectives):
0→ F → I0 → I1 → ...
Then, sheaf cohomology groups are defined as the usual cohomology groups of
the following cochain complex:
0→ I0(X)→ I1(X)→ I2(X)→ ...
where we have applied the functor Γ(X, ·) (the coboundary maps are obtained
by applying this functor to the maps in the resolution above). The cohomology
groups are the right derived functors of Γ(X, ·), and they are independent of the
chosen resolution.
Now consider a presheaf F : X → Part(h,Ab), where Ab in place of fs means
that all the fixed neighborhoods are abelian groups. We can decompose 1 each
F(U), which is a structured space, into its fixed neighborhoods, say (F(U))p,
which are abelian groups, as said above. Define Fp(U), for each open U in X , to
be (F(U))p. Since all the fixed neighborhoods are abelian groups, Fp has values
in Ab. We wonder whether it is a presheaf or not. It is clear that to each U we
assign (F(U))p, and to each inclusion U ⊆ V we assign the map (reorder the
p’s using h: if two fixed neighborhoods of two structured spaces are associated
via h, then they must be indicated with the same p, and viceversa, if two fixed
neighborhoods are denoted by the same p, they must be related by h; this will
always be the meaning of ’reordering’ when ’decomposing’ some object) fp :
1Notice that, here, when we say ’decomposition’ we do not mean that their union is the
former object: we only mean that from a certain object we can obtain some other objects by
considering ”some parts of it” in such a way that we completely describe, from that point of
view, the object via such parts.
6
Manuel Norman Structured spaces: categories, ... and cohomology theories
Fp(V ) → Fp(U), which is the homomorphism fp (after an obvious reordering)
in the family f = (ft), where f is the homomorphism assigned to U ⊆ V via
F . We only have to verify that Fp are functors. It is clear that ρ
p
U,U = idFp(U),
because this was true with F by definition of presheaf. Moreover, it is not
difficult to see that, if U ⊆ V ⊆ W , ρpU,V ◦ ρ
p
V,W = ρ
p
U,W . Notice that this is
always true because by assumption the spaces are partitionable; otherwise, this
would not be necessarily true. Also note that the fact that we use partitionable
spaces is not so restrictive, from some points of views: for instance, recall all the
partitionable spaces defined in Example 1.3 of [1] (those ones are not all abelian
groups, but it is clear that there are many interesting example satisfying this
property). Now that we have verified that the Fp’s are presheaves, we can
sheafify all of them and obtain the sheaves F˜p. We can construct the following
square/rectangle (depending on the number of p’s, which is assumed to be at
most countable infinite) using the cochains of the sheaf cohomologies of each
F˜p:
0→ 1I0(X)
0∂
0
−−→ 1I1(X)
0∂
1
−−→ 1I2(X)
0∂
2
−−→ ...
↓ 0∂˜
0 ↓ 0∂˜
1 ↓ 0∂˜
2
0→ 2I0(X)
1∂
0
−−→ 2I1(X)
1∂
1
−−→ 2I2(X)
1∂
2
−−→ ...
↓ 1∂˜
0 ↓ 1∂˜
1 ↓ 1∂˜
2
0→ 3I0(X)
2∂
0
−−→ 3I1(X)
2∂
1
−−→ 3I2(X)
2∂
2
−−→ ...
↓ 2∂˜
0 ↓ 2∂˜
1 ↓ 2∂˜
2
... ... ...
where n∂
p are given by the sheaf cohomologies, while n∂˜
p are a chosen family
of vertical homomorphisms. As explained in [2], we can choose any such family,
only requiring it to satisfy some conditions (see Theorem 2.1 and Theorem 2.2
in [2]); it is always possible to choose the trivial family, where all the vertical
homomorphisms are ≡ 0 (as discussed in [2], this does not cause problems to the
cohomology theory, which is still interesting to study). Then, we can consider
their square/rectangular cohomology, or, if the square/rectangle above turns out
to be a double complex, we can also consider the cohomology groups Hp,q of the
double complex, or the cohomology groups of the total complex obtained from
the double complex. All these possibilities lead to some cohomology theory for
the starting presheaf F : X → Str(h,Ab). They will be all called ’structured
sheaf cohomologies’. An important question now is: are all these cohomolo-
gies independent of the chosen resolutions? For the cohomology groups arising
from the horizontal lines, this is clearly true, because the cohomology groups
will be the ones of the sheaf cohomology of some F˜p; the problem is when we
have the vertical homomorphisms. Unfortunately, it is not always true that
the cohomology groups that come out also from the vertical homomorphisms
are independent of the resoultions: for instance, if we have the trivial family,
it is clear (see also Proposition 2.1 in [2]) that some cohomology groups could
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be equal to some nIp(X) or to some kernel of the horizontal homomorphisms,
which generally depend on the resolution. However, we can avoid this prob-
lem as follows. We consider the case where all the vertical homomorphisms are
trivial and we use square/rectangular cohomology; other cases can be treated
similarly. We first recall the following construction of injective resolutions for
objects in a category with enough injectives (as, for instance, the category of
sheaves of abelian groups):
1) Let X be any object (in our case, a sheaf) in the category. We first take some
injective sheaf 0J1 and a monomorphism from X to this injective object. We
know that such an injetive object exists by definition of category with enough
injectives.
2) Suppose that we have another (different) injective sheaf 0J2 such that 0J1(Y ) ⊆
0J2(Y ) (where Y is the domain of the sheaf X and of all the other sheaves con-
sidered here), with a monomorphism from X to 0J2. If it does not exist, there
is no problem: consider only the first one, and in what follows ignore the steps
for 0J2.
3) Both these injective sheaves are such that there is, for each of them, an injec-
tive sheaf 1J1 (1J2, respectively) with monomorphism from the previous object
to this one. Again, suppose that there is (for each of them) another injective
sheaf 1Ĵ1 (1Ĵ2, respectively) such that 1J1(Y ) ⊆ 1Ĵ1(Y ) (and similarly for the
other one). Continue this way, and obtain (these are only the first terms):
1J1
ր
0J1 → 1Ĵ1
ր
X
ց
0J2 → 1J2
ց
1Ĵ2
and so on. It is then clear that all the sheaves on the diagonal starting from X
and going down contains (after applying the functor Γ(Y, ·)) the corresponding
elements on the diagonal starting from X and going up (the elements of these
diagonals are underlined). It is also reasonable to assume that the kernel of
a map from an element of some injective resolution and the next element of
that resolution is contained in the kernel of the corresponding map in the other
resolution where all the elements contain the objects of the first one. This
suggest the following definition (jd
p is the p-th coboundary map in the resolution
Ij):
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Definition 3.1. Given two injective resolutions of a sheaf of abelian groups,
say I1 = I1• and I
2 = I2• , we define ≺ as follows:
I1 ≺ I2 ⇔ I1p(Y ) ⊆ I
2
p (Y ) and ker id
p ⊆ ker jd
p, ∀p
It is clear that ≺ is a preorder, and hence the collection I := { nI
j} (n
indicates that we are dealing with F˜n) is a directed set. We want to take the
direct limit of the cohomology groups of the structured sheaf cohomology to
”refine” them. This way, they will be independent of the chosen resolution.
There are three kinds of cohomology groups arising when we use the trivial
family of vertical homomorphisms:
(i) the sheaf cohomology groups of some F˜p
(ii) nI
j
p(Y ) (the p-th term of some resolution nI
j evaluated at Y )
(iii) ker i∂(p, j), where i∂(p, j) indicates some horizontal coboundary map
(for the last two groups, see Proposition 2.1 in [2], and adapt it to the above
case). In each of the above cases we want to find a direct system over I. We
start with (i): the collection {Hp(nI
j)}I (n and p are fixed) is the collection
of the p-th sheaf cohomology groups w.r.t. F˜n and w.r.t. some resolution nI
j .
Actually, we know that these groups are independent of the chosen resolution, so
there is only one element in this collection. We can thus define a homomorphism
fi,j : H
p(nI
i)→ Hp(nI
j) as the identity homomorphism idHp(nIi). This clearly
satisfies all the necessary properties, and thus we have a direct system. In case
(ii), we have to find a homomorphism fi,j : nI
i
p(Y ) → nI
j
p(Y ) (n and p fixed)
for all nI
i ≺ nI
j . But we know by definition that nI
i
p(Y ) ⊆ nI
j
p(Y ), so we
can consider the inclusion homomorphism which assigns to each element of the
first group the same element in the bigger group. It is again clear that the
needed properties are satisfied (recall that we have defined composition so that
we only need to have the image contained in the domain, and not necessary
equal to the domain). Thus, we have a direct system. It only remains to find
homomorphisms for (iii). Since we have assumed that the kernels in a resolution
are contained in the corresponding kernels of the resolution on the right of the
sign ≺, it is clear that we can again take the inclusion map as in (ii). Thus,
we have direct systems in each case, and therefore we can take the direct limits
to obtain the ”refined” cohomology groups. It is clear that the direct limit of
a group in (i) is the same as the groups because of independence. Using this
method, we have arrived at a (square/rectangular) cohomology theory which
does not depend on the chosen resolution. We can summarise everything in the
following important result:
Theorem 3.1 (Structured sheaf cohomology). Consider a presheaf F : X →
Part(h,Ab). We can decompose this presheaf into Fp : X → Ab, which are
presheaves of abelian groups. Sheafify them and obtain the sheaves F˜p. Con-
sider some cochains of their sheaf cohomologies (w.r.t. some resolutions) and
construct a square/rectangle as usual (see [2]). We can choose any possible kind
of vertical homomorphisms (for instance, the trivial family) so that we have a
square/rectangular cohomology, or, if the square/rectangle turns out to be a dou-
ble complex, also the cohomology of the double complex or the cohomology of the
9
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corresponding total complex. In any of these cases, we have a structured sheaf
cohomology. We can refine it (obtaining the independence from the resolutions)
by taking the direct limits of the cohomology groups Hp(X,F):
H˜p(X,F) := lim
−→I
Hp(X,F)
where I is a directed set under ≺, which is defined accordingly to the situation
(for instance, see Definition 3.1 for the particular case considered there).
Something similar can be done with Cˇech cohomology. Recall that Cˇech
cohomology groups are defined for a sheaf F of abelian groups on X and for an
open cover V = (Vi)i as follows:
Cp(X,F) :=
∏
(i1,...,ip)∈Jp+1
F(Vi0 ∩ Vi1 ∩ ... ∩ Vip)
The intersection in the argument of the presheaf is usually denoted by Vi0i1...ip .
We refer to [7] and [13-14] for more on this cohomology. We can define a
refinement for the covers, take the direct limit and then end up with ”refined”
Cˇech cohomology, which does not depend on the chosen open cover.
We construct structured Cˇech cohomology as before: take a presheaf F : X →
Part(h,Ab) and decompose it in Fp : X → Ab, which are presheaves of abelian
groups (the proof is the same as the one with structured sheaf cohomology).
Sheafify all these presheaves and obtain the sheaves F˜p. For each of these
sheaves, consider some cover Vp and construct a square/rectangle as usual (see
[2]). Then we can consider square/rectangular cohomology (or, if we have a
double complex, we can also consider its cohomology or the cohomology of the
total complex associated to it) and get ’structured Cˇech cohomology’. At the
end, in order to have cohomology groups which are independent of the chosen
covering, take the direct limits over the refinements of the open covers to obtain
”refined” structured Cˇech cohomology (for the two cohomology groups arising
from Proposition 2.1 in [2], we can proceed in a similar way to structured sheaf
cohomology above). Thus, a result which is completely analogous to Theorem
3.1 holds:
Theorem 3.2 (Structured Cˇech cohomology). Consider a presheaf F : X →
Part(h,Ab). We can decompose this presheaf into Fp : X → Ab, which are
presheaves of abelian groups. Sheafify them and obtain the sheaves F˜p. Consider
some cochains of their Cˇech cohomologies and construct a square/rectangle as
usual (see [2]). We can choose any possible kind of vertical homomorphisms (for
instance, the trivial family) so that we have a square/rectangular cohomology,
or, if the square/rectangle turns out to be a double complex, also the cohomology
of the double complex or the cohomology of the corresponding total complex. In
any of these cases, we have a structured Cˇech cohomology. We can refine it by
taking the direct limits of the cohomology groups Hp(V ,F):
H˜p(X,F) := lim
−→V
Hp(V ,F)
where the limit is taken over the refinements of the open covers.
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4 Structured Hochschild cohomology
In this section we define a generalisation of the concepts of ringed and locally
ringed spaces, and then we analyse a structured version of Hochschild cohomol-
ogy for these spaces. The idea is to have, similarly to the previous section, a
sheaf with values in the category of partitionable spaces whose neighborhoods
are rings/local rings. However, here we also present another possibility: a topo-
logical space which can be written as a union of ringed/locally ringed spaces.
We can also construct Hochschild cohomology for structural schemes; we will
do this at the end of the section.
We start with the former option. First of all, we recall the definition of Hochschild
cohomology for ringed spaces 2. We mainly refer to [16] (see also [17-29]). Con-
sider a field K (actually, we could be more general and consider a commutative
base ring). We define the Hochschild cohomology groups for a K-linear category
A as:
Cp(A) :=
∏
A0,...,Ap∈Ob(A)
HomK(A(Ap−1, Ap)⊗K · · · ⊗K A(A0, A1),A(A0, Ap))
Now consider a K-linear abelian category B. Then, we define:
Cpab(B) = C
p(Inj Ind(B))
The Hochschild cohomology forK-linear ringed spaces (X,OX) (non-commutative
ringed spaces are also allowed) is:
Cp(X) := Cpab(Mod(X))
where Mod(X) is the category of sheaves of right modules over X . Here, since
this category turns out to have enough injectives, we have used Theorem 6.6 in
[16] to obtain: Cpab(Mod(X))
∼= C
p
sh(InjMod(X)). We will use this definition
for the Hochschild complex. Many important and interesting considerations
follow from this definition; in particular, under some assumptions these coho-
mology groups are isomorphic to some ”apparently different” Hochschild coho-
mologies considered by other authors. We will not go deeper here, see Section
7 in [16] for more details. We notice that, even though not explicitely written
above, Cp(X) actually means Cp(X,OX). Since we will need later to deal with
different sheaves over the same space, we will specify them in order to avoid
confusion.
We define the following generalised notion:
Definition 4.1. A structural space (X,F) is a topological space X together with
a sheaf F : X → Str(h, fs).
Clearly, since Part(h, fs) is a particular case of Str(h, fs), this definition
also includes the following:
2Hochschild (co)homology can be defined for various structures. Here we will use it in
relation to ringed spaces and schemes; for other examples, see [30-33].
11
Manuel Norman Structured spaces: categories, ... and cohomology theories
Definition 4.2. A structural ringed space is a structural space (X,F) with
F : X → Part(h,Ring) 3, where Ring is the category of rings.
Actually, as previously said, the following definition is also natural:
Definition 4.3. A semi-structural ringed space is a topological space which is
the union of some ringed spaces.
Notice that we do not require a semi-structural space X to be neither a
structured nor a structural space. We will verify, however, that under some
conditions we obtain the same Hochschild cohomologies from these two defini-
tions.
Now consider a structural ringed space (X,F). Decompose the sheaf F : X →
Part(h,Ring) into presheaves Fp : X → Ring (as in Section 3, but this time
with Ring). Notice that (X, F˜p) is a ringed space for each p (the tilde indicates
the sheafification, as usual). Then, assuming that the number of p’s is at most
countable, we can form a square/rectangle with the Hochschild cohomologies of
these spaces:
0→ C0(X, F˜1)
0∂
0
−−→ C1(X, F˜1)
0∂
1
−−→ C2(X, F˜1)
0∂
2
−−→ ...
↓ 0∂˜
0 ↓ 0∂˜
1 ↓ 0∂˜
2
0→ C0(X, F˜2)
1∂
0
−−→ C1(X, F˜2)
1∂
1
−−→ C2(X, F˜2)
1∂
2
−−→ ...
↓ 1∂˜
0 ↓ 1∂˜
1 ↓ 1∂˜
2
0→ C0(X, F˜3)
2∂
0
−−→ C1(X, F˜3)
2∂
1
−−→ C2(X, F˜3)
2∂
2
−−→ ...
↓ 2∂˜
0 ↓ 2∂˜
1 ↓ 2∂˜
2
... ... ...
where n∂
p are the usual coboundary maps of Hochschild cohomology, and the
vertical homomorphisms can be taken, for instance, to be the trivial ones (or,
more generally, any kind of family satisfying the necessary conditions, see Theo-
rem 2.1, Theorem 2.2 and Remark 2.1 in [2]). This cohomology is called ’struc-
tured Hochschild cohomology (for structural ringed spaces)’. Another kind of
cohomology theory similar to this one is ’structured Hochschild cohomology for
semi-structural ringed spaces’. Suppose that X is such a space, and that it
can be written as an at most countable union of ringed spaces (Xp, F˜p). Then,
we can form a square/rectangle with the Hochschild cohomologies of each of
these spaces and proceed as usual. This cohomology generally depends on the
chosen ”decomposition” of X as a union. The reason why we consider this
3For example,
⋃
k
n=1
Rn, with k possibly infinite, is a partitionable space whose fixed
nieghborhoods can be all endowed with the structure of a ring (define both addition and
multiplication component-wise: (a1, ..., an)+(b1, ..., bn) := (a1+b1, ..., an+bn) and (a1, ..., an)·
(b1, ..., bn) := (a1b1, ..., anbn), which is quite common when dealing with the ring Fn, for some
field F).
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second cohomology is mainly because it is related to the previous one. A semi-
structural ringed space given by X itself with many different sheaves on it is
not the best way to deal with the situation, so we consider the disjoint union of
the ringed spaces (X, F˜p) obtained from the structured Hochschild cohomology
for structural ringed spaces:
X˜ :=
⊔
p
(X, F˜p) :=
⋃
p
{(x, p), x ∈ X} (4.1)
The spaces {(x, p), x ∈ X} = X×{p} together with F˜p can still be seen as ringed
spaces, for each p (we use the same notation for the sheaf of rings F˜p onX and for
the sheaf of rings on {(x, p), x ∈ X}). Thus, the disjoint union above, denoted
by X˜, is a semi-structural ringed space obtained from the first cohomology
introduced in this section. If we construct its Hochschild cohomology as semi-
structural space, and the order of the p’s is the same as the previous cohomology,
then we obtain precisely the same cohomology (up to the terms p in the couples).
We now turn to schemes; our main references are [24-29]. Recall that a K-
scheme X is a scheme together with a morphism from X to SpecK; a K-scheme
is separated if the diagonal is a closed immersion; a K-scheme is of finite type if
there exists a finite affine covering (Xi)i such that the K-algebras Γ(Xi,OX) are
generated by a finite number of elements. Following [25], given a separated K-
schemeX of finite type, with K noetherian ring, the Hochschild cochain complex
of X with values in some OX -module A is RHomO
X2
(OX ,A) (R indicates the
right derived functor). It can be proved that, in some cases, this is equivalent
to the definition given by Grothendieck and Loday; see Theorem 2.1 in [27].
All of this can be generalised thanks to structural schemes. Firstly, we roughly
think of a structural affine scheme as a structural locally ringed spaces (i.e. a
structural ringed space such that all the stalks of its sheaf are structured spaces
whose fixed neighborhoods are all local rings) which can be decomposed, via
the fixed neighborhoods, into affine schemes. We now make more precise this
last part: we have a structural locally ringed space (X,F), which is a structural
ringed space (and so we can decompose it as before, obtaining ringed spaces
(X,Fp)), and whose stalks Fx = lim−→U∋x F(U) (see [1] for the definition of
direct limits for structured spaces) are structured spaces with only local rings
as fixed neighborhoods (and hence we can decompose them into local rings
(Fx)t). Now, since direct limits of structured spaces are structured spaces (see
Proposition 3.4 in [1]) and the fixed neighborhoods of our direct limit are still
local rings (it is known that direct limits of families of local rings are local rings),
it is clear that the stalks of F can be decomposed into stalks (Fx)p of Fp, where
we can (and will) use the same ordering of p as before. Clearly, the spaces
(X,Fp) are locally ringed spaces, because of the previous discussion. If each
of these spaces is isomorphic to Spec(Rp) for some Rp, then these spaces are
actually affine schemes, and we will call the space considered at the beginning
a structural affine scheme. Now that we have made precise the idea above, we
can sum up everything in:
13
Manuel Norman Structured spaces: categories, ... and cohomology theories
Definition 4.4. A structural affine scheme is a structural locally ringed space
such that, after being decomposed via the fixed neighborhoods, each of the locally
ringed spaces obtained is isomorphic to Spec(Rp) for some Rp (equivalently,
such that each of the locally ringed spaces obtained is an affine scheme).
We can now define structural schemes:
Definition 4.5. A structural scheme is a structural locally ringed space which
can be covered by open sets that (when viewed as structural locally ringed spaces)
are structural affine schemes.
It is not difficult to define, via the decomposition into fixed neighborhoods,
a notion of separated K-structural scheme X of finite type, with K a noetherian
ring. Then, we can decompose this structural scheme into schemes via the fixed
neighborhoods (to do this, consider a covering via structural affine schemes, as-
suming that all these spaces are such that their sheaves have values in the same
category Part(h,Ring) (that is, with the same h); then, for each p, consider the
p-th affine scheme obtained by decomposing some structural affine scheme in the
covering (and decompose this way all the structural affine schemes in the cov-
ering). It is clear that the union (for each p fixed) of all the p-th affine schemes
is a scheme; this is the p-th scheme obtained by decomposing the structural
scheme), and form the usual square/rectangle with their Hochschild cohomolo-
gies. The remaining part of the construction of the structured cohomology is by
now well known. Notice that, if we had defined, as for ringed spaces, the notions
of ’semi-structural affine scheme’ and ’semi-structural scheme’, we would have
found out that the former is actually equivalent to the concept of scheme and
also to the latter. This is why we considered only the above definition. We can
summarise everything in:
Theorem 4.1 (Structured Hochschild cohomology). Consider a structural ringed
space (X,F) (see Definition 4.1). Decompose as usual the sheaf F : X →
Part(h,Ring) into Fp : X → Ring, which are presheaves of rings that become
sheaves after sheafification (F˜p). This way, we obtain ringed spaces (X, F˜p). We
can construct a square/rectangle with their Hochschild cohomologies as usual,
and then consider square/rectangular cohomology (or, if the square/rectangle
is actually a double complex, we can also consider its cohomology or the coho-
mology of the total complex derived from it). The cohomology theory obtained
is equivalent, up to the terms p in their couples, to the structured Hochschild
cohomology for the semi-structural ringed space X˜ defined by (4.1), where we
use the same ordering for the p’s of the previous cohomology.
Similarly, consider a separated K-structural scheme of finite type (see Definition
4.5), with K noetherian ring. This space can be decomposed, via the fixed neigh-
borhoods, into schemes: construct their Hochschild cohomologies and form the
square/rectangle as usual. We can then evaluate the square/rectangular (or, if
we have a double complex, also the other two available) cohomologies and obtain
a structured Hochschild cohomology for the structural scheme.
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5 Structured topological K-theory
We conclude this paper with a generalisation of vector bundles and the corre-
sponding structured cohomology (to be precise, K-theory is a generalised co-
homology, so we should say ’structured generalised cohomology’). We mainly
refer to [39-46] and [50-55] for K-theory (topological, algebraic, ...), while we
refer to [37-38] for spectral sequences and, in particular, for Atiyah-Hirzebruch
spectral sequence, which turns out to be a useful tool to evaluate generalised
cohomology theories.
Here we will use a decomposition method which is a bit different from the pre-
vious ones (we do not have sheaves as before), but the idea is always the same.
We want to define structural vector bundles in such a way that they can be
decomposed into fixed neighborhoods, as in the previous cases, in order to ob-
tain vector bundles which allow us to develop a cohomology theory (this time,
however, we will not use square/rectangle cohomology). The key to the ”right”
definition of structural vector bundles is to consider the homeomorphisms on the
fixed neighborhoods (similarly to the isomorphisms in the definition of struc-
tural scheme), and not on the entire space. More precisely, begin with two
topological spaces E and X , and with a continuous surjection pi : E → X .
Clearly, the fundamental condition here is that pi−1({x}) must be a structured
space with vector spaces as neighborhoods. To be precise, in this case we can
require that pi−1({x}) ∈ Str(h,VectF) ∀x ∈ X , where h and the field F are
fixed for all the points x in X (VectF is the category of vector spaces over F).
The fact that h is the same for all x allows us to decompose each pi−1({x}) (after
reordering) into fixed neighborhoods (pi−1({x}))p (which are nonempty). These
are all vector spaces by definition of Str(h,VectF). We assume, as usual, the
the number of p’s is at most countably infinite. Suppose that, for each x ∈ X
and ∀p, there is some natural number k (which could depend on x and/or p), an
open neighborhood V of x and a homeomorphism ((pi−1(V ))p is just a notation
for
⋃
x∈V (pi
−1({x}))p)
φp : V × F
k → (pi−1(V ))p
such that
(pip ◦ φp)(y, v) = y, ∀v ∈ F
k
and the map v 7→ φp(y, v) is a linear isomorphism of the vector spaces F
k and
(pi−1({x}))p. Here, pip is the map defined as follows:
pip ≡ pi|Ep : Ep → X
where
Ep :=
⋃
x∈X
(pi−1({x}))p (5.1)
and as usual we use the definition of composition assuming that the image is
contained, and not necessarily equal, to the domain. Notice that (pi−1(T ))p is
the same as pi−1p (T ). Moreover, it is not difficult to see, by definition of Ep and
pip, that each pip is still a surjection. We need it to be also continuous: we require
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this in our definition (if it is not, we only need to change the topologies of E
and X so that pip (and also pi) are continuous). This way, the spaces (Ep, X, pip)
are vector bundles, and thus the ”right” definition we were looking for is the
following:
Definition 5.1. A structural vector bundle is a structure (E,X, pi), with E
and X topological spaces and pi : E → X continuous surjection, such that
pi−1({x}) ∈ Str(h,VectF) (h and the field F are fixed for all x ∈ X) and the
following conditions are satisfied:
(i) After decomposing each pi−1({x}) into fixed neighborhoods (pi−1({x}))p, it
holds true that: for each x ∈ X and ∀p, there is a natural number k (which may
depend on x and/or p), an open neighborhood V of x and a homeomorphism:
φp : V × F
k → (pi−1(V ))p
such that
(pip ◦ φp)(y, v) = y, ∀v ∈ F
k
and the mapping v 7→ φp(y, v) is a linear isomorphism of the vector spaces
F
k and (pi−1({x}))p. Here, pip ≡ pi|Ep : Ep → X, with Ep as in (5.1), and
(pi−1(V ))p is just a notation for
⋃
x∈V (pi
−1({x}))p;
(ii) ∀p, pip is continuous (changing the topology on E and/or X, we can obtain
the continuity of pi and all the pip’s).
Remark 5.1. Even though it is not required by this general definition, when
dealing with structured topological K-theory we will consider some assumptions
on the topological space X . For instance, as in the usual topological K-theory,
X is supposed to be compact and Hausdorff.
As we have already seen above, given a structural vector bundle, we can
decompose it into its fixed neighborhoods, which turn out to give rise to the
vector bundles (Ep, X, pip). Now the idea is to first construct K
0 in a similar
way to what we do in topological K-theory. Consider the space of all the isomor-
phisms of structural vector bundles over the same X and w.r.t. the same h and
F; indicate it with StrVect(X,h,F). The Whitney sum ’⊕’ of two structural
vector bundles (both w.r.t. the same h and the same field) is the structural
vector bundle obtained by applying the usual Whitney sum of vector bundles to
each of its components (given by the decomposition into fixed neighborhoods).
It is then not difficult to see that StrVect(X,h,F), w.r.t. the sum
[E1] + [E2] := [E1 ⊕ E2] (5.2)
is an abelian monoid: this can be checked similarly to the case of vector bundles.
We only notice that the class [0] (the identity element of StrVect(X,h,F)) is
the class of the zero-dimensional trivial structural bundle, i.e.
⋃
p(X×F
0×{p}),
which is clearly a structural vector bundle. Indeed, let pi be the projection onto
the first term, i.e. pi(x, 0, t) := x. Then
pi−1({x}) =
⋃
t
{(x, 0, t)}
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and hence we have:
(pi−1({x}))p = (
⋃
t
{(x, 0, t)})p = {(x, 0, p)}
We can define addition and multiplication as follows: (x, 0, t)+(x, 0, t) := (x, 0+
0, t) = (x, 0, t) and α(x, 0, t) := (x, α0, t) = (x, 0, t). Then, this is clearly a vector
space, and thus (since the p’s are defined using h) pi−1({x}) ∈ Str(h,VectF)
(only with structured topological K-theory, we allow the possibilty of having as
fixed neighborhoods some singleton sets (in this case, all the sets have only one
point, so they are all singleton); clearly, this adds some objects to the category
Str(h,VectF) (and hence also to StrVect(X,h,F)), which however will still be
indicated in the same way (this should not cause confusion)). It is not difficult
to see that the map
φp : V × F
0 → (pi−1(V ))p =
⋃
x∈V
{(x, 0, p)}
defined by:
φp(y, 0) := (y, 0, p)
is a homeomorphism: indeed, since p is fixed this is clearly a bijection, and
changing (if necessary) the topology on the space we can obtain continuity.
Furthermore, we clearly have
(pip ◦ φp)(y, 0) = pip(y, 0, p) = y
and the map 0 7→ (x, 0, p) is an isomorphism of the vector spaces F0 and
{(x, 0, p)} (this follows from a well known result of linear algebra and from the
fact that both these vector spaces are zero dimensional). Thus,
⋃
p(X×F
0×{p})
is a structural vector bundle, and it is also clear that it is the identity element
w.r.t. ⊕.
Now we can apply the usual Grothendieck construction to obtain an abelian
group. More precisely, we recall that, given an abelian monoid M (say, under
·), we can construct an abelian group M2/ ∼, where ∼ is defined as follows:
(a1, a2) ∼ (b1, b2)⇔ ∃c ∈M : a1 · b2 · c = a2 · b1 · c
The operation on M2/ ∼ is defined componentwise:
[(a1, a2)] + [(b1, b2)] := [(a1 · a2, b1 · b2)]
Returning to our case, we apply Grothendieck completion to StrVect(X,h,F)
and we obtain an abelian group, which is denoted by K0(X) and is the zeroth
group of the structured topological K-theory. By using, as in the ”usual” topo-
logical K-theory, the n-th reduced suspensions Σn, we can define the following
spaces (n ≥ 0):
K−n(X) := K˜(ΣnX+) (5.3)
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(for the notation, we refer to [39]). A fundamental result, namely Bott Peri-
odicity Theorem (see [47-49]), allows us (among the other things) to extend to
positive integers the definition of the K-theory groups. We conjecture that a
similar result still holds in the structured case, and that this indeed allows us to
extend the above definition to n < 0. We summarise everything in the following:
Theorem 5.1 (Structured Topological K-Theory). Let (X,E, pi) be a structural
vector space (see Definition 5.1). Let StrVect(X,h,F) denote the space of the
isomorphisms of structural vector bundles belonging to Str(h,VectF), where we
use the more general definition outlined above. Then, define Whitney sums of
structural vector bundles on each component (obtained via the usual decomposi-
tion into fixed neighborhoods) and let ’+’ be the operation on StrVect(X,h,F)
as given by (5.2). The space is then an abelian monoid, which can be turned into
an abelian group using Grothendieck completion. The group obtained this way is
the zeroth K-theory group, K0(X). The groups K−n(X) defined in (5.3) are the
other (”negative”) cohomology groups, defined via the n-th reduced suspensions.
Conjecture 5.1. A similar result to Bott periodicity Theorem also holds in the
structured case, and this allows us to extend the definition of K-theory cohomol-
ogy groups to positive integers.
We suggest a possible attempt to approach Conjecture 5.1, which by now
is not surprising: decompose into fixed neighborhoods and try to find some
connections with the usual Bott Periodicity Theorem. As we have seen in this
paper, this could be the ”best” way to study this Conjecture.
6 Conclusion
In this paper we have continued the study of structured spaces begun in [1] and
[2]. In particular, we have constructed some categories for structured spaces,
and we have also extended to the ’structured case’ various well known concepts.
This has led to cohomology theories for the new objects which are somehow
related to the corresponding ”usual” ones. The main idea behind all these co-
homologies is to decompose the new objects into their fixed neighborhoods and
then apply the usual theories together with the results in [2]. The unique excep-
tion is structured topological K-theory, where we followed a similar construction
to the one of topological K-theory, thus not using square/rectangular cohomol-
ogy as in the previous cases. All these generalisations suggest the possibility
to generalise also Bott Periodicity Theorem to the structured case, leading to
an extension of the cohomology groups (see Conjecture 5.1). Moreover, we also
note the possiblity to extend, using similar ideas, other well known notions and
their (co)homologies to the structured case.
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