We study the dynamical properties of a class of simple, individual-based models of biological coevolution. These are multispecies, stochastic population-dynamics models in which the reproduction probability for individuals of a particular species depends nonlinearly on the population densities of all the species present in the community. New species are introduced through a small probability of mutation during reproduction. For a subclass of simplified models we are able to perform exact linear stability analysis, and we compare the analytic results with large-scale kinetic Monte Carlo simulations. Based on this analysis, we present a phase diagram for the total population size as a function of an average interspecies interaction strength. Over time, the models are found to self-optimize through mutation and selection to maximize a community fitness function, subject only to constraints internal to the particular model. If the off-diagonal elements of the matrix of interspecies interactions are distributed independently on an interval that includes positive values, the model evolves toward mutualistic communities, in which the population is self-sustaining. In contrast, for predator/prey models the interaction matrix is antisymmetric, and the community is constrained to a region of the phase diagram where a nonzero population size can only be sustained by an external resource. Time series of the diversity and total population size for the different models show approximate 1/f noise and power-law distributions for the lifetimes of communities and species. For the mutualistic model, these two lifetime distributions have the same exponent, while their exponents are different for the predator/prey model. The difference is probably due to greater resilience toward mass extinctions exhibited by the food-web like communities produced by the predator/prey model.
Introduction
Traditionally, problems in ecology and evolution have been addressed at very different levels of resolution. Typically, ecological problems are addressed on a timescale of generations and often at the level of individual organisms, while issues in evolution are considered on much longer, often geological, timescales and usually at the level of species or even higher-level taxa. However, in recent years it has been recognized that processes at the ecological and evolutionary scales can be strongly linked (Thompson, 1998 (Thompson, , 1999 Drossel et al., 2001; Yoshida et al., 2003) . Several models have therefore been proposed, which aim to model the resulting complex problem of coevolution in a fitness landscape that changes with the composition of the community, while spanning the disparate scales of both temporal and taxonomic resolution. Early steps in this direction were simulations of allopatric speciation by Crosby (1970) and the coupled NK model with population dynamics introduced by Kauffman and Johnsen (1991) (see also Kauffman, 1993) . More recent contributions include the Webworld model (Caldarelli et al., 1998; Drossel et al., 2001 Drossel et al., , 2004 , the Tangled-nature model di Collobiano et al., 2003) , and simplified versions of the latter (Rikvold and Zia, 2003; Zia and Rikvold, 2004; Sevim and Rikvold, 2005) , as well as the network models due to Chowdhury et al. (2003) (see also Chowdhury and Stauffer, 2005 , and references therein). Recently, large individual-based simulations have also been performed of parapatric and sympatric speciation (Gavrilets and Boake, 1998; Gavrilets et al., 2000) and of adaptive radiation (Gavrilets and Vose, 2005) . Many of these models are deliberately quite simple, aiming to elucidate universal features that are largely independent of the finer details of the ecological interactions and the evolutionary mechanisms. Such universal features may include lifetime distributions for species and communities, as well as other aspects of extinction statistics, statistical properties of fluctuations in diversity and population sizes, and the structure and dynamics of food webs that develop and change on both the ecological and evolutionary time scales. By changing specific features of the various simplified models, one hopes to learn which aspects of the models are linked to the observed properties of the resulting communities and their development with time.
In this paper we investigate a class of stochastic, individual-based coevolution models, which combine features from some of those mentioned above. We first define the class in general, and then proceed to study two specific members, both analytically by linear stability theory, and numerically by largescale kinetic Monte Carlo simulations. One of these models (which we call Model A) allows direct mutualistic interspecies interactions, and many of its properties have been discussed in previous work by the author and coworkers (Rikvold and Zia, 2003; Zia and Rikvold, 2004; Sevim and Rikvold, 2005) . It is a simplified version of the Tangled-nature model di Collobiano et al., 2003 ). The second model (which we call Model B) is a predator/prey model. Both models contain simplifying features that enable us to obtain the fixed-point mean population sizes and stability properties for any given community of species exactly in the limit of vanishing mutation rate, using linear stability theory. These results enable us to define a community fitness function, cubic in the mean total population size, that is maximized at the fixed point for a given community of species.
The analytical results are followed by numerical simulations of the dynamics of both models for nonzero mutation rates. We focus on very long simulations in a regime where both diversity and population size are statistically stationary, albeit with very large, strongly correlated fluctuations and an intermittently vigorous turnover of species. We are thus able to study the intrinsic dynamics of extinction and origination of species and communities in the absence of external perturbations. Understanding of these intrinsic fluctuations in the stationary state should enable one to estimate the population's susceptibility to external influences, in a way inspired by the well-known fluctuationdissipation relations of statistical mechanics (see, e.g., Pathria, 1996, Chs. 11 and 14) .
Three main conclusions emerge from this combined analytical and numerical investigation.
• Mutations enable the models to evolve communities that maximize the community fitness function, subject only to constraints that are internal to the specific model. Although there is vigorous turnover of species and communities, all communities that persist for a significant time remain close to this maximum.
• The simulated systems exhibit power-law distributions in the lifetimes of individual species, as well as of communities, and the fluctuations in diversity and population size are characterized by approximate 1/f noise.
• The two models show distinct differences in the community turnover, which are reflected in differences between the power-law exponent of the communitylifetime distribution. In Model A, extinctions of species tend to be highly synchronized, such that a whole community collapses in a mass extinction on a relatively short time scale. In Model B, on the other hand, extinctions are more often limited to a subset of the resident species. This difference can be explained by differences between the structures of the interaction networks characterizing long-lived communities in the two models. For Model B, this network amounts to a simple food web.
The rest of this paper is organized as follows. The general class of models is introduced in Sec. 2. In Sec. 3 we introduce the simplifications that make the models amenable to a full analytical linear-stability analysis. Such analysis is performed, and the results are compared with results from large-scale kinetic Monte Carlo simulations. The simulations are described in further detail in Sec. 4, where lifetime distributions and power-spectral densities also are reported. A concluding summary is presented in Sec. 5. Some technical details of the derivation of the community fitness function are given in Appendix A, and a discussion of the consequences of changes in several of the model parameters is found in Appendix B.
General Model
In the models studied here, selection is provided by the reproduction rates in an individual-based, simplified population-dynamics model with nonoverlapping generations, similar to a multispecies, stochastic Lotka-Volterra model (Murray, 1989) . This interacting birth/death process is augmented to enable evolution of new species by a mutation mechanism. The mutations act on a haploid, binary "genome" of length L, as introduced by Eigen in his model for molecular evolution (Eigen, 1971; Eigen et al., 1988) . This bit string defines the species, which are identified by the integer label I ∈ [0, 2 L − 1]. Typically, only a few of these 2 L potential species are resident in the community at any one time.
Individual organisms of species I reproduce asexually at the end of each generation, each giving rise to F offspring individuals with probability P I before dying. With probability (1−P I ), they die without offspring. No individual thus survives beyond one generation. (For simplicity, the fecundity F is assumed fixed, independent of both species and individual.) During reproduction, each gene in an offspring individual's genome may undergo mutation (0 → 1 or 1 → 0) with a small probability, µ/L. The mutation thus corresponds to diffusional moves from corner to corner along the edges of an L-dimensional hypercube (Gavrilets, 1999 (Gavrilets, , 2004 . A mutated individual is assumed to belong to a different species than its parent, with different properties. Genotype and phenotype are thus in one-to-one correspondence in these models. This is clearly a highly idealized picture, and it is introduced to maximize the pool of different species available within the computational resources. The approximation is justified by a large-scale computational study of a version of Model A, in which species that differ by as many as L/2 bits have correlated properties (Sevim and Rikvold, 2005) . Quite remarkably, this study reveals that the more realistic, correlated model has long-time dynamical properties very similar to the uncorrelated Model A studied here.
The reproduction probability P I (t) for an individual of species I in generation t depends on the individual's ability to utilize the amount of external resources available, R, and on its interactions with the population sizes n J (t) of all the species present in the community at that time. (We emphasize that the population size n J (t) is the number of individuals of species J in generation t. It is thus restricted to being an integer ≥ 0.) The dependence of P I on the set of n J is determined by an interaction matrix M (Solé et al., 1996) with elements M IJ ∈ [−1, 1] in a way defined specifically in the next paragraph. We emphasize that M is chosen randomly at the beginning of each simulation run and is subsequently kept constant throughout the run. If M IJ is positive and M JI is negative, then I is a predator and J its prey, and vice versa. If both matrix elements are positive, the species interact directly in a mutualistic way, while both elements negative implies direct competition.
Specifically, the reproduction probability for species I, P I (t), depends on R and the set {n J (t)} through the nonlinear form,
where
Here b I can be seen as the "cost" of reproduction (always positive), and η I (positive for primary producers or autotrophs, and zero for consumers or heterotrophs) is the ability of individuals of species I to utilize the external resource R. The latter is an abiotic resource that is renewed at the same level each generation. It does not have independent dynamics. The factors f 1 and f 2 are in general functions of the population sizes that represent competition for resources (f 1 ) or prey (f 2 ), and g 2 is a function that expresses the ability of a predator to engage in adaptive foraging (Drossel et al., 2004) . The total population size is N tot (t) = J n J (t). [In contrast, the total number of species present in generation t (the species richness) will be defined as N (t).] The constant N 0 is an environmental carrying capacity (a.k.a. a Verhulst factor) (Murray, 1989; Verhulst, 1838) , which prevents the population size from diverging to infinity. For large positive ∆ I , the individual almost certainly reproduces, giving rise to F offspring. In the opposite limit of large negative ∆ I , it almost certainly dies without offspring. The reproduction probability P I , together with the specific form of its argument, ∆ I (R, {n J }), play the role of a functional response for this class of models (Drossel et al., 2001; Krebs, 2001, Chs. 13-14) . The model parameters are chosen to represent the realistic situation that the number of species that exist in the community at any time is much smaller than the number of potential species (i.e., that N (t) ≪ 2 L ), and also that N (t) ≪ N tot (t).
An analytic approximation describing the development in time of the mean values of the population sizes (averaged over independent realizations), n I (t) , can be written as a set of coupled difference equations,
where K(I) is the set of species that can be generated from species I by a single mutation ("nearest neighbors" of I in genotype space).
Simplified Models
A very simple choice of parameters in Eq. (2) is f 1 = f 2 = 1/N tot (t) and g 2 = 1. This represents frequency-dependent interactions that describe universal competition and absence of adaptive foraging, and so is not very realistic. However, it has the advantage that it turns Eq. (3) in the absence of mutations (i.e., with µ = 0) into a set of linear equations for the average population sizes in a fixed-point community. This set can be solved analytically to give the average population size of each species, as well as the average total population size and the stability properties of the community. In this paper we consider specifically two such simplified models, which can serve as benchmarks for future studies of models involving more realistic choices of f 1 , f 2 , and g 2 .
Model A
The first of these models, Model A, is the one introduced and studied by Rikvold and Zia (2003) (see also Zia and Rikvold, 2004; Sevim and Rikvold, 2005) . In this model, the M IJ for I = J are stochastically independent and uniformly distributed on [−1, +1], while the intra-species interactions M II = 0. The external resource R and the reproduction costs b I are all equal to zero, and the total population size N tot (t) is limited only by the carrying capacity N 0 .
Model B
The second model, Model B, is a predator-prey model. This is implemented by making the off-diagonal part of M antisymmetric. In order to keep the connectance of the resulting communities consistent with food webs observed in nature (Dunne et al., 2002; Garlaschelli, 2004 , and references therein), the (M IJ , M JI ) pairs are chosen nonzero with probability c = 0.1. The nonzero elements in the upper triangle of M are chosen independently and uniformly on [−1, +1] . This model does not include a population-limiting carrying capacity [i.e., formally, N 0 = ∞ in Eq. (2)], and the community is supported by a constant external resource, R. Only a proportion p of the 2 L potential species are producers that can directly utilize the resource (for the numerical data reported here, we use p = 0.05). Thus, with probability (1 − p) the resource coupling η I = 0, representing consumers, while with probability p the η I are independently and uniformly distributed on (0, +1], representing producers of varying efficiency. In addition to the constraints on M mentioned above, we require that producers (η I > 0) always are the prey of consumers (η I = 0). Consumers at higher trophic levels are allowed, and they are indeed observed in the resulting communities (see further discussion in Sec. 4). The population sizes are limited by independent reproduction costs b I that are uniformly distributed on (0, +1], and by negative intra-species interactions M II independently and uniformly distributed on [−1, 0). Some preliminary numerical results for Model B were presented by Rikvold (2005) . An extensive numerical study, focusing solely on this model, will be published elsewhere (Rikvold, in preparation) .
Fixed-point communities
To obtain the stationary solution of Eq. (3) with µ = 0 for a community of N species, we must require P I = 1/F for all N species. Equations (1) and (2) then give rise to the N linear relations
whereb I = b I − ln(F − 1). (For simplicity, we have dropped the notation for the average population sizes, and the asterisk superscripts denote fixedpoint solutions.) In a convenient vector notation, |n * is the column vector composed of the N nonzero n * I , while 1| is an N -dimensional row vector composed entirely of ones. Thus, the total population size is given by the inner product, N * tot = 1|n * = I n * I , and Eq. (4) takes the matrix form
Here, |b is the column vector whose elements areb I , |η is the column vector whose elements are η I (in both cases including only those N species that have nonzero n * I ),M is the corresponding N × N submatrix of M, and |1 is an N -dimensional column vector of ones. The solution for |n * is
whereM −1 is the inverse ofM. (See below for a discussion of the effect of a singularM.) To find each n * I , we must first obtain N * tot ≡ 1|n * . Multiplying Eq. (6) from the left by 1|, we obtain the quadratic equation for N tot ,
The coefficients,
can be viewed as an effective interaction strength and an effective coupling to the external resource, respectively. Approximate expressions for Θ and E that are less accurate but more intuitive are obtained in Appendix A. The nonnegative solution of Eq. (7) is
Figure 1(a) shows N * tot as a function of Θ for two choices of N 0 and R at fixed E. Special cases of the solution are
for R = 0 and Θ ≥ 0 0 for R = 0 and Θ ≤ 0 √ REN 0 for Θ = 0 and
To find each n * I separately, we now only need to insert the solution for N * tot in Eq. (6). Only those |n * that have all positive elements can represent a feasible community (Roberts, 1974) . IfM = 0 or is otherwise singular, the set of equations (5) is inconsistent for N > 1, unlessb I and η I both are independent of I (this case is equivalent to N = 1). The only possible stationary community then consists of one single species, the one with the largest value of η I /b I . This is a trivial example of competitive exclusion (Hardin, 1960; Armstrong and McGehee, 1980; den Boer, 1986) . Equation (7) can be seen as a maximization condition for a "community fitness" function,
which is cubic in N tot .
1 The dependence of Φ on N tot is shown in Fig. 2 for Models A and B at two different values of Θ. The maximum value of Φ with respect to N tot , Φ(N * tot ), is shown in Fig. 1(b) vs Θ for two different values of N 0 at fixed E.
From Eq. (10) and Fig. 1(a) it is seen that Model A (finite N 0 and R = 0) undergoes a transcritical bifurcation or exchange of stabilities (Crawford, 1991; Strogatz, 1994, Ch. increases linearly with Θ.
2 Such behavior as a function of a control parameter is common in many nonequilibrium systems. In addition to population dynamics and the logistic map (to which the present systems with µ = 0 are closely related), these also include lasers and autocatalytic chemical reactions (Haken, 1977; Strogatz, 1994) . On the other hand, for Model B (N 0 = ∞ and R > 0), N tot diverges to infinity as Θ approaches zero from below, and it would be infinite for Θ ≥ 0.
The results discussed in the previous paragraph would not be very interesting if Θ were a fixed control parameter, as it would be in the absence of extinctions and mutations. However, mutations enable the community not only to maximize Φ(N tot ) for fixed parameters, but also to increase it further as new, favorable mutations appear . Numerically we find that the community progresses toward, and then settles down to fluctuate near, the maximum value of Θ (and thus the maximum value of Φ(N * tot )) compatible with the constraints on M and |b . These constraints depend on the specific model as follows. For Model A, which allows direct mutualistic interactions (i.e., M IJ and M JI both positive), Θ can be positive, thus enabling communities with nonzero population size, even for R = 0. For the predator/prey Model B, on the other hand, the antisymmetric structure of M forces Θ to be nonpositive. In Monte Carlo simulations of Model A (in which the offdiagonal elements of M are uncorrelated and uniformly distributed on [−1, +1]), it was found that the community spent most of its time in a succession of quasi-steady states (QSS), separated by brief bursts of intense evolutionary activity (Rikvold and Zia, 2003) . All the QSS studied in detail were found to be mutualistic, with M IJ = 0.78 ± 0.03 and Θ = 1.61 ± 0.01. [Here, the overbar represents averages over all the ten QSS listed in Table I of Rikvold and Zia (2003) .] The average of N tot , taken over all the 16 realizations of 2 25 generations that were studied, was N tot = 3201 ± 8. (The average over only the ten QSS agrees with the total average to within the statistical errors, showing that the periods when the system is not in a QSS contribute negligibly to the overall time averages.) In Fig. 1(a) , N tot is shown vs Θ as a black dot, while the corresponding value of Φ(N tot ) is shown the same way in Fig. 1(b) . A typical time series of N tot (t) for Model A is shown in Fig. 3(a) .
We can obtain a theoretical estimate for the point (Θ, N tot ) in Model A. We assume for simplicity that all the offdiagonal M IJ have the same value, a. Then, using the definition of Θ, and remembering that F = 4 for Model A, so thatb I = − ln 3 for all I, one can show that Θ = (1 − 1/N )a + ln 3, where N is the total number of species in the community. This yields the absolute maximum value for Θ equal to (1 + ln 3) ≈ 2.10 for N = ∞ (shown by vertical full lines in Fig. 1 ). However, it was shown by Rikvold and Zia (2003) that the most probable number of species in a community is finite and given by
where q is the probability of finding a pair of interactions, M IJ and M JI , conducive to this community. With the M IJ independently distributed on [−1, +1], the probability of drawing a pair that are both larger than some given value m ∈ [−1, +1], is q = [(1 − m)/2] 2 . In our approximate formula for Θ, we now replace N by N † with this value of q, and a by the average of a variable uniformly distributed over [m, 1] 
Stability of fixed-point community
The internal stability of an N -species fixed-point community is obtained from the matrix of partial derivatives,
where δ IJ is the Kronecker delta function and Λ IJ are elements of the community matrix Λ (Murray, 1989) . Straightforward differentiation yields
where (M|n * ) I is the element of the column vectorM|n * , corresponding to species I. In order for deviations from the fixed point to decay monotoni- cally in magnitude, the magnitudes of the eigenvalues of the matrix of partial derivatives in Eq. (14), Λ + 1 where 1 is the N -dimensional unit matrix, must be less than unity. The values of the fecundity F that are used in this work (4 for Model A and 2 for Model B) were chosen to satisfy this requirement for N = 1.
Since new species are created by mutations, we must also study the stability of the fixed-point community toward "invaders." Consider a mutant invader i. Then its multiplication rate, in the limit that n i ≪ n J for all N species J in the resident community, is given by
The Lyapunov exponent, ln[n i (t + 1)/n i (t)], is the invasion fitness of the mutant with respect to the resident community (Metz et al., 1992; Doebeli and Dieckmann, 2000) . A characteristic feature of the QSS communities observed in both Model A and Model B is that very few of the mutants that are separated from the resident community by a single mutation ("nearest-neighbor species") have multiplication rates above unity. In fact, this is true only to a slightly lesser degree for mutants separated by two or three mutations from the resident species ("next-nearest neighbors" and "third-nearest neighbors"). Thus, a string of rather unsuccessful, or at best neutral, mutations is necessary to bring significant change to a QSS community -a fact that to a large extent accounts for their high degree of stability. This effect is illustrated for both models in Fig. 4 .
In this section we go beyond the mean-field treatment of the previous sections to compare some of the dynamical features observed in long kinetic Monte Carlo simulations of Model A and Model B. These simulations and their results were described in detail for Model A by Rikvold and Zia (2003) , and further details for Model B will be reported elsewhere (Rikvold, in preparation) . For both models we performed multiple simulations of 2 25 = 33 554 432 generations 3 with a genome of length L = 13 (2 13 = 8192 potential species) and a mutation rate per individual of µ = 10 −3 . The fecundity F was set to 4 for Model A and 2 for Model B.
The model parameters used in our simulations are chosen for computational feasibility with a view to keeping the system in the realistic regime where
L and N (t) ≪ N tot (t) at all times. At the same time, we are interested in studying the dynamics during the stationary regime, which should therefore be reached in a reasonable time. As a result of these restrictions, L, R, and N 0 are quite small, while µ is quite large, compared to natural populations. Results of tests with larger L and R and smaller µ are summarized in Appendix B. These tests indicate that the product Rµ is proportional to the average number of mutant individuals produced per generation, N tot µ. We also note that this number is half of the universal biodiversity number in Hubbell's neutral theory of biodiversity (Hubbell, 2001, Ch. 5) . Even though the species in the models studied here are strongly interacting, this parameter appears to play a similar role as it does in the neutral theory. Furthermore, the power laws that are observed and discussed in this section are found to be robust, even against parameter changes that change Rµ.
In addition to the total population sizes shown in Fig. 3 , we also studied the diversities of the resulting communities, defined as the number of major resident species. In order to obtain an approximation for the number of major species [which can be thought of as the wildtypes in a quasi-species model (Eigen, 1971; Eigen et al., 1988 )], we filter out the low-population species that are most likely unsuccessful mutants of the wildtypes. This is achieved by using the exponential Shannon-Wiener diversity index (Krebs, 1989) , where
with ρ I (t) = n I (t)/N tot (t) is the information-theoretical entropy (Shannon, 1948; Shannon and Weaver, 1949) . Typical time series for D(t) in the two models are shown in Fig. 5 . Just like in the time series for the total population sizes, the intermittent structure consisting of QSS on different timescales, separated by periods of high evolutionary activity, is clearly seen.
Statistical information for several characteristic times that describe the dynamics can be extracted from our data. One such time is the duration of a QSS. One way to determine this is to use a cutoff on the size of the diversity fluctuations, whose probability densities for the two models are shown in Fig. 6(a) . In both cases, the probability densities consist of a Gaussian central part representing the fluctuations during the QSS periods (Zia and Rikvold, 2004) , flanked by "wings" that correspond to the large fluctuations during the evolutionarily active periods. We choose a cutoff y c = 0.015 for Model A and 0.010 for Model B, in both cases corresponding to the transition region between the Gaussian central peak and the wings. The duration of a single QSS then corresponds to the time interval between consecutive times when |dS(t)/dt| exceeds y c . Log-log plots of the resulting probability densities for the durations of QSS in the two models are shown together in Fig. 6(b) . While both show approximate power-law behavior over five decades or more in time, there is an important difference: the power-law exponent for Model A is near −2, while for Model B it is closer to −1.
A different time of interest is the lifetime of a particular species, defined as the time elapsed between its origination and eventual extinction. Log-log plots of histograms of the species lifetimes in the two models are shown in Fig. 7 . In contrast to the case of the QSS durations, the species-lifetime distributions are very close for the two models, both showing approximate time −2 behavior over near seven decades in time. The observed exponent is significantly different from −3/2, which would correspond to the simple hypothesis that the lifetime distributions simply correspond to the first-return-time distribution for a random walk of n I (Newman and Palmer, 2003, Ch. 1) . Lifetime distributions for marine genera that are compatible with a power law with an exponent in the range −1.5 to −2 have been obtained from the fossil record (Newman and Sibani, 1999; Newman and Palmer, 2003, Ch. 1) . However, the possible power-law behavior in the fossil record is only observed over about one decade in time -between 10 and 100 million years -and other fitting functions, such as exponential decay, are also possible. Nevertheless, it is reasonable to conclude that the numerical results obtained from complex, interacting evolution models that extend over a large range of time scales support interpretations of the fossil lifetime evidence in terms of nontrivial power laws.
The difference in the power laws for the QSS durations and the species lifetimes is a puzzling result. One possible explanation can be gleaned from the data shown in Figs. 8 and 9 . These show the species labels of highly populated species as functions of time for both models. From Figs. 8(a) and 9(a) it is seen that all or most of the horizontal lines representing populated species at a Table 2 of Zia and Rikvold (2004) and line 10 of Table I of Rikvold and Zia (2003) . given time for Model A start and stop almost simultaneously, indicating that species originations and extinctions in this model are highly synchronized. In other words: whole communities in Model A tend to go extinct and be replaced with an entirely new community within a short time. In contrast, in Figs. 8(b) and 9(b) the different horizontal species lines for Model B stop and start at different times. This indicates that communities in this model are much more robust, and extinction events seldom wipe out more than a part of the total community. Thus, QSS would be expected to be more long-lived (but also less clearly defined) for Model B, than for Model A. This theory is supported by the strikingly different QSS community structures produced by the two models, shown in Fig. 10 . The typical QSS community shown for Model A is a small cluster of mutualistically interacting species, while the typical community shown for Model B has the character of a simple food web. Extinctions in the latter are likely to be confined to a single branch of the web.
The arbitrariness inherent in the cutoff that must be used to extract QSS duration distributions from fluctuations in the diversity or other time series can to some extent be eliminated by mapping distributions obtained with different cutoffs onto a common scaling function (Paczuski et al., 1996 ; Rikvold, 2005). However, an analysis method that completely avoids any cutoffs is that of calculating power spectral densities (the square of the temporal Fourier transform). Power spectra (PSDs) are therefore shown in Fig. 11 for both models. The PSDs for the diversity are shown in Fig. 11(a) , and for the total population size in Fig. 11(b) . Although there are clear deviations, the overall behaviors for both quantities and for both models are compatible with a 1/f power law over many decades in frequency. In the high-frequency regime the population-size PSDs have a significant background of noise, presumably caused by the rapid population fluctuations due to the birth and death of individual organisms. For very low frequencies there is little reason to believe that there should be large differences between the behaviors of the two quantities for the same model. We therefore think it is reasonable to consider the difference between the slopes of the diversity and population-size PSDs for Model A as an indication of the true uncertainty in the PSDs at the lowest frequencies. Better estimates in this regime would require several orders of magnitude longer simulations.
Discussion and Conclusions
In this paper we have introduced a class of individual-based models of biological coevolution, and we have shown that a simplified subclass of these models is amenable to analytic linear stability calculations. Since the simplification involves universal competition and ignores important effects such as adaptive foraging, the resulting models are not highly realistic. However, the fact that the results of numerical simulations can be compared with analytical results make these simplified models ideal as benchmarks for simulations of more realistic models in the future.
A central result of the analytic study is that, in the absence of mutations, the total population size of a fixed-point community, N * tot , is described by a model with a community fitness function that is cubic in N * tot . In addition to the present application, such a model is also applicable to nonequilibrium phase transitions in such diverse systems as epidemics, lasers, and autocatalytic chemical reactions. However, the evolution models studied here differ from those kinds of systems by the important effect that, in the presence of mutations, the model parameters Θ and E are no longer externally imposed constraints, but rather evolve as far in the direction of positive Θ as allowed by the internal constraints of the particular model. As a result, Model A, in which the elements of the interspecies interaction matrix M are randomly distributed on an interval that is symmetric about zero, evolves to produce communities that are heavily biased toward mutualism. The effective interaction variable Θ adjusts to a positive value, where a community of nonzero population size can exist without an external resource. In contrast, the predator/prey Model B, in which the interspecies interactions are antisymmetric, is constrained to nonpositive values of Θ, for which a nonzero population size can only be sustained through an external resource. These results are illustrated in Fig. 1(a) .
In a recent study of a similar, but different model for coevolution, Tokita and Yasutomi (2003) also observed the emergence of strongly mutualistic communities from initially unbiased conditions. In their model, mutants are very similar to their parents, except for their interactions with a few other species ("local mutations" in the words of those authors), and they suggest that the evolution of mutualism is related to this feature of their model. However, the mutations in our models would be "global" in the language of Tokita and Yasutomi, which leads us to the conclusion that the emergence of mutualism is common in models where direct mutualistic interactions are allowed. Rather remarkably, we have found little difference in the dynamics between the version of Model A studied in this paper and a version with strongly correlated interactions, and thus more "local" mutations (Sevim and Rikvold, 2005) . It remains an important problem to reconcile this tendency for evolution of mutualism with the obvious requirement that biomass cannot be created without energy input. While predator/prey interactions are easy to reconcile with energy conservation, direct mutualistic interactions (although effective mutualism is common in nature (Kawanabe et al., 1993; Bronstein, 1994; Krebs, 2001, Ch. 14) ) are more difficult to interpret in an energy framework (Bronstein, 1994) . We believe this emphasizes the importance of distinguishing between direct mutualistic interactions, as in Model A, and effective mutualisms, which merely mean that a pair of elements in the community matrix, Λ IJ and Λ JI , are both positive.
Beyond the mean-field studies and the simulation results for average population sizes, we have also studied the temporal fluctuations of both the diversity and total population size for Models A and B. We find that the probability distributions of the lifetimes of individual species in both models are very similar, showing power-law decay with an exponent near −2 over near seven decades in time, as seen in Fig. 7 . This exponent value is consistent with some interpretations of the available data for the lifetimes of marine genera in the fossil record (Newman and Sibani, 1999; Newman and Palmer, 2003, Ch. 1) , but other interpretations of the fossil evidence are also possible. Similarly, power spectra for the diversity, as well as for the total population size, show reasonable (although not perfect) 1/f behavior over many decades in frequency, as seen in Fig. 11 . It is therefore very interesting that the probability distributions of the durations of individual QSS periods in the two models also both show reasonable power-law decay, but with different exponents: near −2 for Model A and close to −1 for Model B, as seen in Fig. 6(b) . This result, which we found quite surprising at first, makes sense in light of the observation that the extinctions of major species are highly synchronized in Model A, while they are much less so in Model B. While communities in Model A tend to collapse completely when an aggressive mutant arrives and/or a major species goes extinct, communities in Model B are much more resilient and extinctions most often only extend to one or a few branches of the resident food web. This effect is illustrated in Figs. 8, 9 , and 10.
Our observation of the high resilience of Model B against complete extinction of communities is consistent with observations of extinction avalanches of limited size in the Web-world model by Drossel et al. (2001) , who argue that their model is therefore not self-organized critical. Together with our observation of the self-optimization of the class of evolution models studied here to points away from the transcritical bifurcation point, these observations may support a conclusion that models of coevolution that take reasonable account of the dynamics at the ecological level (even if they are extremely simplified) are not in general self-organized critical. Such a conclusion would be in disagreement with a number of recent theories of extinction (Bak and Sneppen, 1993; Newman and Palmer, 2003 , and references therein).
The results presented here indicate that further work on models of macroevolution that are based on events on ecological time scales, with comparisons of the results with data from the fossil record, as well as from laboratory experiments and extant food webs, is highly desirable. In a forthcoming paper we will consider in detail the structure and dynamics of the food webs that develop within Model B (Rikvold, in preparation) .
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A Derivation of the Community Fitness Function
In this Appendix we provide a conventional derivation of the cubic form of the community fitness function Φ(N tot ) in a simple mean-field approximation. The derivation provides an explanation for the prefactor (1 − 1/F ) in Eq. (11), as well as intuitively clear approximations for the coefficients Θ and E. It also provides justification that the equation to be integrated to obtain Φ(N tot ) is indeed Eq. (7), rather than this equation multiplied or divided by some power of N tot . The derivation is based on the time-dependent Ginzburg-Landau equation for a system with nonconserved order parameter (Hohenberg and Halperin, 1977; Goldenfeld, 1992, Ch. 8.3) , which for our current systems takes the form
(The fitness Φ is the negative of the Landau free energy customarily considered in physics applications.)
Identifying ∂n I (t)/∂t with n I (t + 1) − n I (t), we obtain from Eqs. (1-3) in the absence of mutations:
Expanding this nonlinear equation of motion around its fixed point, we get
To obtain the simplest mean-field approximation for ∂N tot /∂t (exact for N = 1), we set
where the primes on the sums indicate that they are restricted to the N species with n I > 0. This yields
Integrating the right-hand side as prescribed by Eq. (A.1), we find
This result has the same cubic form as Eq. (11), with the approximate coefficients η ≈ E and ( M − b ) ≈ Θ. The exact fixed-point solution for N tot requires the use of E and Θ, but the approximate forms obtained here provide a more intuitive understanding of the significance of these coefficients.
B Trials with Other Parameter Values
In addition to the parameter set used in the main simulations presented above, we also performed trial simulations for Model B with L = 20 (1 048 576 potential species), µ = 2.5 × 10 −4 , and R = 8000. As each simulation run with R = 2000 took about two weeks of CPU time, and each run with R = 8000 took at least four weeks, relatively few trial runs were performed. No qualitative differences were observed in the quantities reported on the basis of the main simulation series.
To obtain estimates of the effects of L, µ, and R on the the mean stationary levels of the total population size, N tot , and diversity, D, and the mean time to reach stationarity, τ , we fitted these variables by the exponential function a[1 − exp(−t/τ )]. Numerical results for τ , D, and N tot , based on twelve runs for L = 13, R = 2000, and µ = 10 −3 (the original runs used in the main part of this paper); twelve runs for L = 20, R = 2000, and µ = 10 −3 ; nine runs for L = 20, R = 2000, and µ = 2.5 × 10 −4 ; and five runs for L = 20, R = 8000, and µ = 2.5 × 10 −4 are compiled in Table B .1. Numerical results for the main simulations of Model B with L = 13, compared with trial runs with L = 20 and varying R and µ. The unit for R and N tot is individuals, for µ it is mutations per individual offspring per generation, for τ it is 10 6 generations, and for D it is species. Thus, Rµ is proportional to the total number of mutated offspring per generation. The uncertainties are standard errors, based on the spread between individual runs. σ τ is the standard deviation of τ over the independent runs. A ratio τ /σ τ ≈ 1 indicates that τ may be approximately exponentially distributed, while the even lower ratio for Rµ = 0.5 indicates very large variations from run to run. 
B.1 Large genome
With L = 13, the whole pool of potential species is visited in a typical 2 25 -generation simulation, while only about 10% are typically visited for L = 20 with µ = 10 −3 and R = 2000. However, the frequent "revival" of extinct species seen with L = 13 has no effect on the observed power laws. Twelve full runs were performed for this parameter set. All the subsequent trial simulations were performed with L = 20.
As expected from Eq. (12), D appears to be proportional to L. The significant increase in N tot when L is increased from 13 to 20 (not seen in trial runs with L = 20 for Model A) is probably due to the increased probability of finding species with smaller b and thus closer to the population divergence for Model B at Θ = 0 (see Fig. 1(a) ).
B.2 Effects of reduced µ and increased R
We found τ to be approximately inversely proportional to µ and R, while the mean diversity increases (but apparently sublinearly) with both µ and R. Within the uncertainty, τ was also the same for the diversity and population size, and the reported results are therefore based on both quantities. The mean total population size N tot appears to be roughly independent of µ and approximately linearly dependent on R. This latter proportionality means that Rµ ∝ N tot µ, the average total number of mutant individuals per generation. Even though the models studied here have strong interspecies interactions, we note that N tot µ is one half of the fundamental biodiversity number in Hubbell's neutral theory of biodiversity (Hubbell, 2001, Ch. 5) . This parameter appears to play an analogous role in the present models as it does in the neutral theory.
However, more important than the above results is that none of the observed power laws changed under parameter variation within this range. In particular, the exponent for the PDF of individual species lifetimes remained near −2 for all parameter sets, while the exponent for the QSS duration PDF remained close to −1. In fact, allowing for the larger overall intensity in the population PSD for R = 8000 and to within the numerical accuracy, both PDFs and PSDs for all three parameter sets with L = 20 can be overlaid graphically with the ones presented for L = 13, µ = 10 −3 , and R = 2000 elsewhere in this paper. Based on these trials we therefore conclude that the parameters used in the main study are also representative for systems with larger L and R and smaller µ and are well chosen to study the stationary dynamics of the models on long time scales.
