Resource-Aware Parameterizations of EDA by Gelly, Sylvain et al.
Resource-Aware Parameterizations of EDA
Sylvain Gelly, Olivier Teytaud, Christian Cagne
To cite this version:
Sylvain Gelly, Olivier Teytaud, Christian Cagne. Resource-Aware Parameterizations of EDA.
Congress on Evolutionary Computation, Jul 2006, Vancouver, BC, Canada, 2006. <inria-
00112803>
HAL Id: inria-00112803
https://hal.inria.fr/inria-00112803
Submitted on 9 Nov 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Resource-Aware Parameterizations of EDA
Sylvain Gelly, Olivier Teytaud, and Christian Gagne´
Abstract—This paper presents a framework for the theoret-
ical analysis of Estimation of Distribution Algorithms (EDA).
Using this framework, derived from the VC-theory, we propose
non-asymptotic bounds which depend on: 1) the population size,
2) the selection rate, 3) the families of distributions used for the
modelling, 4) the dimension, and 5) the number of iterations.
To validate these results, optimization algorithms are applied
to a context where bounds on resources are crucial, namely
Design of Experiments, that is a black-box optimization with
very few fitness-values evaluations.
I. INTRODUCTION
The optimization of an industrial process where we only
have a black-box or a Turing-computable function f is an
interesting problem with direct applications. Usual optimiza-
tion methods lead to the following troubles: i) in many case,
huge cost for each call to the black box (cost in time or cost
in money); ii) difficulty or impossibility to get the first and a
fortiori the second derivatives; iii) difficulty or impossibility
of an analytical representation.
A possible solution is the following Surrogate Model (SM)
algorithm:
1) Inputs: a sample size p, a fitness f to be optimized,
2) Randomly generate p points uniformly in D; evaluate
f(.) at these p points; add them in the archive;
3) For n = 0 to ∞:
• Learn an approximate fitness fˆ on the archive;
• Define x = argminD fˆ and add (x, f(x)) to the
archive.
This solution looks in particular attractive for very time-
consuming cost functions. Then, the complexity is mainly the
number of functions evaluations, and it is natural to accept a
complex algorithm, involving a difficult task, such as learning
an approximate fitness at each generation.
SM have been applied to a variety of problem of increasing
size, such the combination of genetic algorithm / neural
network / support vector machine for hydrological design
[1], the design in aviation and aerospace [2], [3], [4], [5],
[6], crash-tests [7], car design [7], dynamic system parame-
terization [8], and chemical design [9]. In spite of that, there
are very few theoretical results about SM. The state of the
art mainly concerns local models from the point of view
of local convergence. Newton-inspired models can be seen
as SM with a polynomial of degree 2 approximation of the
fitness, in particular when they do not use derivatives (see
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[10] and references therein). Various versions of SM often
take advantage of two types of extensions w.r.t this traditional
degree-2 gradient/Hessian based approximations:
1) SM that build a model based on previous points and
not on the Hessian and gradient;
2) SM that use more complicated approximations, on the
whole space and not only at the neighborhood of the
last iteration.
Taylor’s expansions are a good argument in favor of the
initial Newton-inspired model, as they show that, in smooth
cases, polynomials of degree 2 can approximate well locally.
But the fact that the first type of extension works has already
been pointed out in a famous paper by Powell [10], [11],
for the case of 1-dimensional non-linear equation solving.
Indeed, Newton-Raphson with finite differences has order 2,
which means an average order of
√
2 (as finite-differences
are consuming two points per iteration). In comparison, the
secant method (which is a SM) has average order 1.618 . . .,
and thus is faster. No such argument has been provided for
the above second type of extension.
Various models of EDA have been defined and studied
in the literature, for instance: UMDA [12], the compact
Genetic Algorithm [13], or the Population-Based Incremental
Learning [14]. We will here consider Estimation of Distribu-
tion Algorithms by Learning (EDAL) as following, for the
minimization of a fitness :
1) Inputs: a population size p, a selection rate η = q/p,
a family of sets F ⊂ 2D with finite VC-dimension V
that contains ∅ and D, a fitness f to be minimized;
2) Define D0 = D;
3) For n = 0 to ∞:
• Randomly generate p points uniformly in Dn;
• Select Dn+1 ∈ F included in Dn satisfying the
constraint C (defined below). Among the possibly
many possibilities, choose one of the Dn+1 such
that the proportion of the population that lies in
Dn+1 is the closest to η.
Definition of the constraint C: Dn+1 satisfies the con-
straint C if it is consistent with examples, i.e. with
(x(i))i∈[[1,p]] the sorted population, C holds if 1 ≤ i ≤ q ⇒
x(i) ∈ Dn+1 and p ≥ i > q ⇒ x(i) ∈ Dn \ Dn+1. We
assume that the probability of having two points with the
same fitness is 0, to avoid dealing with case of equalities.
Note that Dn+1 is well-defined as we have assumed that the
empty set was in F .
EDA have been studied in [15], [16], [17], [18], but has
not yet been theoretically studied as a generalization of
SM. In our formalism above, SM appear as the limit case
Dn+1 = {argmin fˆ}, i.e. η = 0. Also, most theoretical
results prove a given behavior in the case of simple, well-
defined, discrete problems. These results are interesting, as
discrete problems are very important, and simple problems
give raise to more accurate analysis, but we do think that
there is place for general results, independent of the problem
(discrete or continuous). This is made difficult by the variety
of methods that can be used for learning : the approximation
method can be a neural networks [7], a RBF, or a SVM
[19], [1]; ensemble methods can be included [20] or not;
the model can be local [10] or global [7]; it can be up-
dated during the local search [21] or at a global level; the
real-model can be used only for the best individuals [22],
[20], or for randomly selected individuals [23], or for the
most uncertain individuals [24], or for the potentially best
individuals depending on error bounds [25], [26], [21]; the
evolution according to the SM can be controlled with a
given frequency [27], or only after convergence [28], or some
more specific method [23], [29], [30]; meta-models can also
be used for defining “informed operators”, what introduces
a large variety of algorithms [31], [32]. For dealing with
various tools for learning, we use VC-dimension, a classical
tool from learning theory. Mainly, the advantage is that both
lower and upper bounds exist depending only on the VC-
dimension. The interested reader is referred to [33], [34] for
a survey of statistical learning.
The goal of this paper is to show theoretical and practical
results on these algorithms. The framework “difficult opti-
mization” implies for us: i) no access to derivatives, ii) we
do not use derivability. Statement ii) is stronger than the
previous statement as even with no access to derivatives,
the derivatives could exist and one could sometimes use
approximations of derivatives (e.g. approximations of the
gradient and the Hessian by finite differences or “surrogate”
interpolation).
Our framework is as follows. First, as SM or EDA are
often aimed at global optimization, we are interested to
study its global convergence. Second, we look for non-
asymptotic bounds on the precision. This provides bounds
that depends on available resources (in particular execution
time), and that can lead to the a priori optimization of
the selection rate and the population size depending on
resources. All the O(.) provided as bounds in the sequel
will have non-asymptotic constants. They are with respect to
some confidence threshold, but they are non-asymptotic. This
element is central in the wide area of research initiated by
VC-theory in learning. We consider that this non-asymptotic
approach is important in optimization as well, as usual
methods such as the asymptotic order of convergence do
not illustrate the efficiency of algorithms such as genetic
algorithms, EDA, SM, for finite number of individuals. We
consider that this point is a strong element in favor of
the importance of our results. Without such restrictions,
much better convergence rates exist in the literature. In
particular, the number of correct digits sometimes doubles
at each iteration, or increases more than linearly; but the
constant is only asymptotic. Even when the derivative and
the Hessian are available, the fast convergence rates only
occur asymptotically. For this reason, perhaps the right term
for our results is not “convergence rates”, but “bounds on
precision”. Some important works have already been done
about SM from the convergence rate point of view (see e.g.
[10] and references therein). These results consider surrogate
models using approximations in the neighborhood of the best
point and convergence rates, whereas we consider here global
convergence, and bounds instead of rates.
The remaining of the paper is organized as follows:
definitions and notation in Section II, followed by theoretical
results in Section III, then experiments in Section IV, before
finishing on some discussions in Section V.
II. DEFINITIONS AND NOTATIONS
f is a deterministic function with domain D = [0, 1]d. F
is a subset of 2D. We note x∗ ∈ argminDf (assume that
argminf is non-empty). In all the sequel, Card Set is the
number of elements in the set Set and µ(.) is Lebesgue’s
measure. We note A = Ω(B) when B = O(A). All the
constants hidden in the O(.) (or Ω) only depend on F and
the confidence level.
III. THEORETICAL RESULTS
We consider in the sequel an optimization problem on the
continuous domain D = [0, 1]d. Indeed, we could consider
discrete spaces as well, the main tool, VC-dimension, being
devoted to learning in general and not only to learning in
continuous spaces. However, this would lead to the fact
that two outcomes could be exactly identical, what leads to
rounding effects in the shrinking property (Equation 1), that
would make the writing much more tricky. We therefore stay
in the continuous case, but we use tools that are general.
There are strong limitations to the theorem below :
assumptions H2 and H3 are too restrictive and could be
replaced by much less restrictive assumptions. The goal of
this work is only to show, thanks to VC-theory, a general
non-asymptotic result for EDAL that is parameterized by
all quantities of interest : VC-dimension (which reflects the
dimension, as explained after the theorem), population size,
number of iterations, selection rate. Tighter and more general
results will be a further work.
Theorem:
Consider x a random variable uniform in D. Consider the
EDA defined in the introduction (EDAL).
For any ² ∈ [0, 1], and D′ ⊂ D with non-zero measure,
define Q²(D
′) the set of p ∈ D′ such that P (f(x) <
f(p)|x ∈ D′) ≤ ². We note for short Q² = Q²(D).
Then for some universal constant K > 0, the following
holds.
Assuming H1, relevance of the set of distributions: ∀² ∈
]0, 1[, Q² ∈ F .
Assuming H2, the Q² are well nested: for some ²
′, ∀² ∈
]0, 1[,∀f ∈ F, µ(f ∩ Q²) ≥ (1 − ²′)µ(Q²) ⇒ ∃²′′ ∈
]0, 1[, Qη(f) = Q²′′
Assuming H3, the population size is sufficient: ζ =
K
√
(V ln(p)− ln(1− N√1− δ))/p is such that ζ ≤ ²′.
Then, with probability 1− δ,
µ(DN ) ≤ αNp and Q0 ⊂ Dn
where the average convergence rate α is α = (η + ζ)1/p.
Proof:
We will indeed prove the following by induction for n ≤
N : with probability at least (1− δ)(n/N),
µ(Dn) ≤ αnp (1)
Qη(Dn) ∈ F and Qη(Dn) = Qt for some t > 0. (2)
Equation 1 is clear for n = 0. Equation 2 comes from the
fact that Qη(D0) = Qη and H1 that implies that Qη is in F .
We now turn our attention to the induction. We assume
Equations 1 and 2 for n, and we show them for n+ 1.
This means that we assume Equations 1 and 2, and that
we must show equations 3 and 4 :
µ(Dn+1) ≤ α(n+1)p (3)
Qη(Dn+1) ∈ F and Qη(Dn+1) = Qt for some t > 0. (4)
First, let’s show Equation 3.
Qη(Dn) is in F by Equation 2.
Standard theorems about VC-dimension (see e.g. [34])
ensure that for some universal constant K with probability
at least N
√
1− δ,
∀f ∈ F, |Pˆ (f |Dn)− P (f |Dn)| ≤ ζ/2 (5)
where Pˆ is the empirical distribution associated to the
generation of p examples, i.e. the average of p Dirac masses
centered at an i.i.d. sample of the uniform law restricted to
Dn.
We will derive Equation 3 mainly by using Equation 5.
1) Equation 2 implies that ∃f ∈ F ;P (f |Dn) = η and f
satisfies constraint C.
2) By construction, Dn+1 verifies that |Pˆ (Dn+1|Dn) −
η| ≤ |Pˆ (f |Dn)− η|.
3) By Equation 5 and point 1 above, Pˆ (f |Dn) ≤ η+ζ/2.
4) By points 2 and 3 above, Pˆ (Dn+1|Dn) ≤ η + ζ/2.
5) By points 4 and Equation 5, we have proved that
P (Dn+1|Dn) ≤ η + ζ.
We just have to multiply the confidence rate (1 − δ)n/N
by (1 − δ)1/N (the confidence of Equation 5) to get the
confidence rate (1− δ)(n+1)/N .
This leads to the induction for Equation 3. We only have
to prove Equation 4.
Thanks to Equation 5 and H3, H2 applies with f = Dn+1
and ² = ²′. This proves Equation 4.
We have proved Equations 3 and 4; the induction is
complete.
The proof is complete.
Some classical VC-dimensions ([34]):
To illustrate the possibility of our model, we consider an
application in a simple case. If we consider ellipsoids in a
continuous domain, which are a natural approximation of
the Q² for smooth enough functions, then the VC-dimension
is quadratic in the dimension. If we consider a multi-
modal problem, and therefore use finite unions of ellipsoids,
the VC-dimension is then bounded by O(l × d2) where l
is the number of ellipsoids (which can be controlled by
adding the constraint that the algorithm chooses the smallest
possible number of ellipsoids as Dn+1). Note that under a
nice conditioning of the fitness, leading to balls instead of
ellipsoids, the VC-dimension decreases to O(d).
This leads to the following remarks about the population
size:
• α lower than 1 implies that p/ log(p) is Ω(ld2).
Roughly, this mean that the required population size
is at least linear in the number of optima and increases
quadratically as the dimension.
• α lower than 1 implies that p is Ω(− log(1− N√1− δ))
(p increases at least linearly in log(δ/N)). To reduce
risk, increase the population size (linear in the loga-
rithm of the risk). If you have more time, increase the
population (linearly in the logarithm of the number of
iterations).
• η and ²′ must fulfill H2. This hypothesis looks like a
conditioning hypothesis.
The optimal p and η can be computed from the theorem
below, depending on the total number of function evaluations
required.
IV. EXPERIMENTS
For the experiments, we used a slightly modified version of
the algorithm. We generate only one point at each generation,
and we proceed as follows for the definition of Dn+1:
• Learn fˆ an approximate fitness on all the domain thanks
to all points in the archive;
• In the case of an EDA:
– If the size of the archive is n, choose a threshold
t such that t − inf fˆ = f(x) − f(x∗), where x is
the (n/5)th best point of the archive, and x∗ is the
best point in the archive;
– Dn+1 is {x; f(x) ≤ t}.
• In the case of a SM: Dn+1 is {argminfˆ}.
Additionally, for the sake of robustness, when 5 divides
n or when n ≤ 10, the newly generated point is chosen by
quasi-random on allD instead of generating points uniformly
on Dn. The quasi-random sequence is the Niedereiter se-
quence (see [35] for an explanation); the reader can here only
think of a deterministic sequence which is more “uniform”
on the domain than a random sequence.
The generation of x uniformly in Dm has been approxi-
mated as follows: i) set λ = 1, ii) generate x uniformly in
Dm, iii) set x = λx+ (1− λ)argmingm, and iv) if x 6∈ Fm
then decrease slowly λ and go back to point ii).
We compared below the following optimization algo-
rithms:
• LBFGSBR: LBFGSB with restart [36], [37], [38];
• RO: Random optimizer (i.e. a naive random search);
• SMMP: SM using a Multi-layer Perceptron as learner;
• EMMP: EDA-Model using a Multi-layer Perceptron as
learner;
• SMRBFN: SM using a Radial Basis Function (RBF)
network as learner;
• EMRBFN: EDA-Model using a RBF network as
learner;
• SMSMO: SM using a Sequential Minimal Optimization
(SMO) [39] SVM as learner;
• EMSMO: EDA-Model using a SMO SVM as learner;
• (µW , λ)-CMAES: Covariance Matrix Adaptation Evo-
lution Strategy [40] using weighted recombination, a
population of 3 parents in dimension 2 and 5 parents in
dimension 10 and generating two times the number of
parents as children at each generation (λ = 2µ);
• (1, 5)-CMAES: Covariance Matrix Adaptation Evolu-
tion Strategy [40] using one parent and five children at
each generation;
• CDFO: Coin-DFO1, [10]);
• PO: PDS-Optimizer2 [11].
All learning methods used in the SM and EDA come from
Weka [41] and are used with their default parameterization,
while CMA-ES come from the Open BEAGLE C++ frame-
work3 [42]. The second parameterization of CMAES ((1, 5)-
CMAES) has been tested here given that it would be more
adapted for the small number of iterates under consideration,
than the default weighted recombination (µW , λ) strategy
implemented in Open BEAGLE.
Given they are population-based optimization algorithms,
we acknowledge that CMA-ES and evolution strategies in
general are not specifically designed for dealing with opti-
mization problems that have strong limitations on the number
of evaluation points. It is not expected that they will perform
very well in the present context, which doesn’t mean at all
that they are not excellent optimization algorithms in less
frugal optimization context. Nevertheless, we think that is
is still very interesting to compare their performance with
other algorithm, in the context of optimization with very few
points.
The benchmark functions used for the experiments are
taken from [43]. A continuous EDA has already been tested
on this benchmark in [44], but with much larger numbers
of function evaluations. The first functions of the benchmark
are the most simple, while the following ones are multi-
modal and difficult. All these results are averaged among 33
runs. Note that performing better than random search for this
criterion is not obvious: non-random algorithms can neglect
some parts of the domain, due to their prior, and therefore
have a often larger probability of very bad result, what has
a strong impact on the average result.
A. Dimension 2 with 16 points
Table I shows results obtained on the different functions
from [43], working in dimension 2 and limiting the number
1http://www.coin-or.org
2http://csmr.ca.sandia.gov/opt++
3http://beagle.gel.ulaval.ca
of evaluation points for each optimization run to 16. From
these results, when can conclude that EMSMO was:
• Better than RO for 11 functions among 14;
• Better than LBFGSBR for 9 functions among 14 (9
among the most difficult functions);
• Better than both CMAES for 11 functions among 14.
In comparison:
• (µW , λ)-CMAES outperformed RO for 9 functions
among 14;
• The second parameterization of CMA-ES, (1, 5)-
CMAES, was indeed not better;
• LBFGSBR only outperformed RO for 5 functions
among 14. Note however that LBFGSBR was the best
algorithm for 4 functions, that were among the easiest
ones (functions 1,2,3 and 5).
• CDFO (using local models) was clearly outperformed,
what suggests that local models are not suitable for
global optimization with a small number of iterates.
B. Dimension 10 with 16 points
Table II shows the results on the same benchmarks [43],
this time in dimension 10, using a maximum of 16 evaluation
points. This experiments show that EDA are very efficient
for this small number of function evaluations. Statistically,
the EDA-model with SMO as learner is
• Better than RO (random-search) for 11 functions among
14;
• Better than (µW , λ)-CMAES for 10 functions among
14;
Results also show that EDA (or SM with a well-shaped
diversification) are a very good extension of SM. The
EDA-model with X={SMO,RBF,MP} as learner is better
than the SM with X as learner in {12 cases among 14, 10
cases among 13, 5 cases among 11}. The case of MP is less
important as the MP has not been efficient, either for EDA
or for SM. This is probably due to the fact that MP need
more examples for being accurate, whereas SMO is aimed
at generalizing well from a small sample. Finally, we can
also conclude that CoinDFO, which uses a local model, is
much less efficient here.
C. Dimension 2 with 64 points
Using 64 points in dimension 2, results presented in Table
III show us that:
• For 9 functions among 14 (the most difficult functions),
each of the EDA (EMMP, EMRBFN, EMSMO) outper-
formed LBFGSBR;
• LBFGSBR is the best for 5 functions (among the most
simple);
• PDS-optimizer becomes efficient and is the best for two
functions (f10 and f11). However it is outperformed by
each of the EDA for all other functions;
• EMMP has been the best algorithm for 5 functions
(among the most difficult): f7, f9, f12, f13, f14;
TABLE I
RESULTS IN DIMENSION 2 WITH 16 EVALUATION POINTS FOR THE 14 FUNCTIONS TAKEN FROM [43]. SMALLER VALUES MEAN BETTER RESULTS.
(µW , λ)- (1, 5)-
LBFGSBR RO SMMP EMMP SMRBFN EMRBFN SMSMO EMSMO CMAES CMAES CDFO PO
f1 -450.0 266.4 -254.3 -256.8 -254.3 -261.3 -254.3 -258.2 244.3 1314.4 2478.9 9803.7
f2 -450.0 492.2 -112.1 -139.4 -112.1 -132.9 -112.1 -121.4 635.0 1191.2 2555.0 12188.8
f3 7.45e+03 4.35e+07 7.4e+05 7.17e+05 7.4e+05 7.32e+05 7.4e+05 7.3e+05 4.83e+07 3.3e+08 1.92e+09 7.81e+09
f4 8744.8 1230.2 -6.2 -24.6 -6.2 -36.9 -6.2 -26.1 498.4 1810.3 3272.7 11680.5
f5 -238.0 2161.6 5290.0 3631.0 5290.0 3674.7 5290.0 3753.7 1827.6 238.2 6525.0 8204.5
f6 1.56e+05 9.75e+05 1.3e+04 1.23e+04 1.3e+04 1.19e+04 1.3e+04 1.3e+04 4.86e+06 2.02e+06 2.72e+09 2.23e+10
f7 341.5 -41.9 -139.6 -139.7 -140.2 -119.4 -139.6 -140.0 -138.7 105.1 317.5 680.3
f8 -119.2 -119.5 -119.1 -119.1 -119.3 -119.2 -119.2 -119.1 -120.1 -119.8 -118.4 -119.7
f9 -303.5 -317.6 -325.4 -325.4 -325.4 -325.5 -325.4 -325.5 -319.5 -313.5 -303.8 -307.4
f10 -283.2 -313.0 -307.0 -311.4 -307.0 -310.4 -307.0 -309.5 -316.3 -301.8 -281.6 -301.9
f11 92.8 92.0 91.9 91.9 91.9 91.9 91.9 91.9 92.0 92.0 94.0 92.0
f12 2960.8 856.4 -414.2 -414.2 -414.2 -414.2 -414.2 -414.3 950.0 1360.1 10853.1 1209.4
f13 4447.3 -39.6 -124.1 -124.6 -124.1 -124.2 -124.1 -124.5 -83.0 120399.0 -3.8 6883.1
f14 -299.0 -299.1 -299.1 -299.1 -299.1 -299.1 -299.1 -299.2 -299.1 -299.1 -299.0 -299.0
TABLE II
RESULTS IN DIMENSION 10 WITH 16 EVALUATION POINTS.
RO SMMP EMMP SMRBFN EMRBFN SMSMO EMSMO (µW , λ)-CMAES CDFO PO
f1 25787.8 27762.7 26206.0 27861.1 27161.5 27758.7 26997.0 22893.9 27942.5 58656.9
f2 40818.5 23940.5 23940.5 23940.5 23940.5 23940.5 23680.3 39807.5 64534.5 269006.2
f3 7.25e+08 3.24e+08 3.24e+08 3.24e+08 3.17e+08 3.24e+08 3.21e+08 7.38e+08 1.60e+09 4.25e+09
f4 49004.6 29912.4 29912.4 29912.4 29583.6 29912.4 29779.3 52509.2 80719.2 207297.9
f5 19431.3 25269.6 23040.0 25269.6 21819.0 25269.6 22217.9 18824.9 25574.8 31949.5
f6 1.46e+10 7.21e+09 7.16e+09 7.21e+09 7.05e+09 7.21e+09 6.90e+09 1.56e+10 1.40e+10 7.43e+10
f7 3705.4 1089.2 1089.9 1090.1 1112.1 1089.3 1089.5 1543.3 4706.5 5073.1
f8 -118.8 -118.8 -118.8 -118.8 -118.8 -118.8 -118.8 -118.8 -118.6 -118.7
f9 -181.9 -196.8 -195.5 -191.9 -193.3 -198.2 -198.7 -182.4 -186.8 -125.9
f10 -118.9 -145.1 -144.2 -143.8 -144.7 -144.2 -146.3 -114.4 -70.5 9.7
f11 105.5 105.4 105.5 105.2 105.3 105.4 105.3 105.0 110.0 105.9
f12 3.11e+05 3.00e+05 2.83e+05 3.00e+05 2.80e+05 3.00e+05 2.88e+05 2.97e+05 5.11e+05 4.45e+05
f13 1.68e+05 193.1 4170.1 805.64 13373 634.14 784.82 2.10e+05 113.13 2.03e+06
f14 -295.2 -295.1 -295.1 -295.1 -295.2 -295.1 -295.1 -295.1 -295.0 -295.1
• For function f9 and f13, the 6 best algorithms are the
SM and the EDA. This is indeed due to the quasi-
random exploration that works well for f9 and f13. for
f4, EMMP was only outperformed by another EDA,
EMSMO.
This mean that even in dimension 2, for 64 function-
evaluations, what is not the case of a very small number
of function evaluations in front of the dimension, the SM
and EDA remain efficient at least for difficult functions.
D. Dimension 10 with 64 points
And finally, Table IV presents the results in dimension 10,
using 64 evaluation points. From this, we can observe that:
• LBFGSBR was the best algorithm for 5 functions,
among the easiest ones (f1,f2,f3,f6,f12);
• For function f4, the EDA and SM all outperform random
search, and are the only algorithms that outperform
random search;
• For functions f5 and f11, (1, 5)-CMAES was the best
algorithm;
• Each of the EDA (EMMP, EMRBF, EMSMO) outper-
formed LBFGSBR for 8 functions among 14 (among
the most difficult);
• EMSMO outperformed (1, 5)-CMAES for 10 functions
among 14 and random search for 10 functions among
14;
• EMRBF outperformed (1, 5)-CMAES for 11 functions
among 14 and random search for 10 functions among
14;
• EMMP outperformed (1, 5)-CMAES for 8 functions
among 14 and random search for 10 functions among
14;
• For a comparison, LBFGSBR outperformed random
search for 8 functions among 14 and (1, 5)-CMAES
only outperformed random-search for 6 functions
among 14.
Once again, EDA have been the most stable algorithms.
V. CONCLUSION
We provided a common framework for EDA and SM,
based on generations correlated with the shape of nearly
optimal points. The main features are resource-aware bounds,
depending on the VC-dimension, the population size, the
selection rate.
The hypothesis on the shape of distributions’ supports is
that it must be able of approximating the neighborhood of
the set of optima; this avoids too-fast local convergence.
For locally quadratic functions (i.e. functions with non-
degenerated Taylor’s expansions), this suggests mutations
TABLE III
RESULTS IN DIMENSION 2 WITH 64 EVALUATION POINTS.
LBFGSBR RO SMMP EMMP SMRBFN EMRBFN SMSMO EMSMO (1, 5)-CMAES CDFO PO
f1 -450.0 -250.0 -254.3 -306.4 -254.3 -315.2 -254.3 -309.5 -132.9 3544.4 7652.6
f2 -450.0 -135.9 -112.1 -218.3 -112.1 -242.0 -112.1 -247.8 -329.6 2796.2 13191.1
f3 -449.96 3.7e+06 7.39e+05 5.99e+05 7.39e+05 6.87e+05 7.39e+05 5.18e+05 1.06e+07 2.16e+09 5.18e+09
f4 8411.7 -141.0 -6.2 -191.5 -6.2 -186.1 -6.2 -227.3 979.4 3732.2 13215.5
f5 -310.0 754.6 2223.3 1329.1 2223.3 1144.4 2223.3 1430.9 -293.8 7254.9 8290.1
f6 502.34 56998 1416.7 1316.1 1416.7 1371.3 1416.7 1359.1 3.29e+05 1.96e+09 8.07e+09
f7 -31.4 -97.3 -139.6 -140.6 -140.3 -140.5 -139.6 -139.9 68.6 305.7 414.5
f8 -119.8 -120.0 -119.9 -120.0 -119.9 -119.9 -119.9 -119.9 -120.0 -118.5 -119.9
f9 -320.2 -322.9 -325.4 -325.9 -325.4 -325.6 -325.4 -325.8 -318.1 -304.1 -322.3
f10 -311.1 -319.2 -307.0 -318.8 -307.0 -318.2 -307.0 -317.6 -315.9 -289.7 -319.7
f11 92.6 91.3 91.9 91.6 91.9 91.6 91.9 91.5 91.7 93.8 91.2
f12 -222.2 -57.1 -414.2 -418.9 -414.2 -414.5 -414.2 -416.4 291.6 11952.5 109.1
f13 -6.7 -127.7 -129.8 -129.8 -129.8 -129.8 -129.8 -129.8 55891.3 -3.1 -123.2
f14 -299.0 -299.2 -299.1 -299.3 -299.1 -299.2 -299.1 -299.2 -299.2 -299.0 -299.0
TABLE IV
RESULTS IN DIMENSION 10 WITH 64 EVALUATION POINTS.
f1 -450.0 19027.6 27714.5 20882.8 27801.9 18681.0 27721.6 19176.8 20386.5 27408.5 64250.6
f2 11596.0 23569.0 23940.0 23565.0 23940.0 23083.0 23940.0 23015.0 34077.0 62891.0 191383.0
f3 1.05e+08 3.12e+08 3.24e+08 2.87e+08 3.24e+08 2.68e+08 3.24e+08 2.82e+08 3.38e+08 1.54e+09 5.84e+09
f4 1.63e+05 30932 28816 27355 28816 26548 28816 25896 48585 79352 1.99e+05
f5 12594.5 16732.0 13442.4 13227.9 13442.4 13253.9 13442.4 13140.5 11442.3 26048.7 31594.0
f6 3.24e+08 6.25e+09 7.21e+09 6.03e+09 7.21e+09 5.65e+09 7.21e+09 5.95e+09 1.65e+10 1.40e+10 6.99e+10
f7 1181.9 2924.4 1088.8 1088.8 1088.9 1103.7 1088.8 1088.9 4820.9 4795.8 5670.0
f8 -118.6 -119.0 -119.0 -119.0 -119.0 -119.0 -119.0 -119.0 -119.0 -118.6 -118.9
f9 -155.5 -209.3 -225.4 -215.7 -209.3 -198.6 -216.8 -209.3 -164.5 -185.6 -132.7
f10 -53.8 -145.7 -161.4 -159.9 -148.2 -159.7 -157.5 -167.3 -101.9 -63.1 -12.6
f11 106.8 103.9 104.6 104.4 104.6 104.5 104.5 104.7 103.7 109.9 104.5
f12 1.58e+05 1.86e+05 3.00e+05 2.22e+05 3.00e+05 2.08e+05 3.00e+05 2.05e+05 2.49e+05 5.47e+05 4.31e+05
f13 5748.8 65952.7 32.1 113.8 184.5 257.5 158.1 178.9 2242855.6 113.1 787898.4
f14 -295.1 -295.4 -295.1 -295.3 -295.1 -295.3 -295.1 -295.3 -295.4 -295.0 -295.1
that have a covariance (ellipsoid). This is very related to
what is done in CMAES [45].
The superiority of SM and EDA, in front of naive methods,
increases as the dimension increases with respect to the
number of points. This is explained by the fact that the curse
of dimensionality is handled by the learning. In particular,
many works in the last 10 years have shown that the huge
number of weights (e.g. in neural networks), which may
be the consequence of a huge dimension and an ability to
approximate complex fitnesses, does not necessarily lead to
a huge sample complexity (i.e. a large amount of points for
learning). See [33] and references therein for more details.
We consider that the main contributions of this paper are:
• Demonstration of the relevance of VC-theory and sta-
tistical learning theory in general for the study of
Estimation of Distribution Algorithms;
• Illustration of the relevance of EDA for Design of
Experiments, i.e. optimization in very frugal contexts;
• Idea that EDA are a natural extension of SM, in which
noise-introduction or various heuristics are clearly for-
malized.
The mathematical proofs introduce the use of statistical
learning for the study of EDA, but they are based on
assumptions that are (i) much too restrictive (ii) unnecessary.
Comparable properties can be derived with sharper constants,
and much less restrictive assumptions (in particular hypoth-
esis H2).
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