Groundwater resource management: methodological approaches and analysis of space-time data useful for assessing environmental impacts in drought contexts by GHIGLIERI, GIORGIO & FUNEDDA, ANTONIO LUCA
   
 
 
 
 
Università degli Studi di Cagliari  
 
 
 
PHD DEGREE 
SCIENZE E TECNOLOGIE DELLA TERRA E DELL’AMBIENTE 
Cycle XXXII 
 
 
 
TITLE OF THE PHD THESIS 
Groundwater resource management: methodological approaches and 
analysis of space-time data useful for assessing environmental impacts in 
drought contexts 
Scientific Disciplinary Sector(s) 
Area 04 – Applied Geology GEO/05 
 
PhD Student: Andrea Zirulia 
 
Coordinator of the PhD Programme Prof. Giorgio Ghiglieri 
 
Supervisor Prof. Antonio Funedda 
Co-advisor  Prof. Luigi Carmignani 
Co-advisor  Prof. Paolo Conti 
Co-advisor  Prof. Giorgio Ghiglieri 
Co-advisor  Dott. Enrico Guastaldi 
 
Final exam. Academic Year 2018 – 2019 
Thesis defence: January-February 2020 Session 
 
Università degli Studi di Cagliari
DIPARTIMENTO DI SCIENZE CHIMICHE E GEOLOGICHE
DOTTORATO DI RICERCA IN SCIENZE E TECONOLOGIE DELLA TERRA
E DELL’AMBIENTE
Ciclo XXXII
Groundwater resource management: methodological approaches
and analysis of space-time data useful for assessing environmental
impacts in drought contexts
PhD Thesis
ANDREA ZIRULIA
Cagliari, PhD defense, 26 February 2020
Università degli Studi di Cagliari
Abstract
European Water Framework Directive (2000/60/EC) regards underground water resource pro-tection and one of its main challenges is to provide a quantitative and qualitative monitoring
activities in order to achieve a "good" status of groundwater resources. A good environmental
status of the groundwater resource is linked to its chemical conditions and to its quantitative
state, which depends on the equilibrium between withdrawals in the medium-long term and nat-
ural recharge. The main objective of this research was to use alternative and non-conventional
methods of analysis useful for groundwater resources management and sustainable procurement
in environments characterized by dry events and water deficit, paying particular attention to
the evaluation of the natural groundwater recharge sources. The specific objective of this thesis
was defining the episodes of natural recharge in a porous aquifer located in an area of Tuscany
considered semi-arid and characterized by dry events. In order to do this, hydrological and hydro-
geological assessments based on automated methods, such as the recession curves MRC (Master
Recession Curve) were used. These methods represent the relationship between the value of a
hydrograph response and its rate of change over time (dR/dt) at a time when there is no infil-
tration or other entry of water. The MRC calculated for the time series of the response variable
(i.e. the groundwater level) also allowed to determine the recharge episodes through the EMR
Episodic Master Recession method. The EMR method is based on the level fluctuation algorithm
(Water Table Fluctuation-WTF) and is suitable for identifying discrete recharging episodes from
the hydrograph, the recharge amounts attributable to each episode and the amount of precipita-
tion that caused this answer. This method considers a recharge flow in a saturated zone, that
causes an increase of groundwater level before that dissipation processes that take place in the
saturated zone bring it back to its steady state. This phenomenon is the product of the Specific
yield (Sy) of the aquifer and the groundwater table level change (H = ∆H/dt) attributable to
recharge. The main challenge of the WTF method is to estimate Sy in groundwater zone fluctua-
tion. Thanks to field measurements obtained with geophysical methods, the actual Sy parameter
value was obtained. The integration of utilizes procedures and techniques was useful not only
for evaluating recharge episodes, but also for assessing the relationship between recharge events
and possible climate changes taking place in the study area. Thus, this research was able to link
climatic changes with the modifications in the water level of the studied aquifer.
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Preface
"You’re only given a little spark of madness
and if you lose that, you’re nothing"
Robin Williams
Having undertaken a PhD co-funded by the University of Cagliari and GEOexplorer ImpresaSociale S.r.l. (an innovative start-up company of the CGT (Centre for GeoTechnologies of
University of Siena, Italy), I have got the great opportunity to carry out this task in contact with
the "real world" work in the hydrogeological and environmental fields. This allowed me to deeply
know the real problems related to groundwater management.
During my first PhD year, I carried out a bibliographic study to investigate the environmental
impacts (e.g. climate change, human pressure) on the groundwater resource, and to identify
where new researches should head to fill the gaps between the current knowledge and the applied
water management. From this analysis it emerged that a sustainable groundwater management is
highly sensitive to the quality of input (e.g. natural recharging) and output (e.g. withdrawals and
natural discharge) data, especially in order to determine its behavior and its sustainable long-term
performance.
In the groundwater management framework, recharge is one of the most important inputs,
having deep implications in terms of quality and quantity. As an example, groundwater numer-
ical modeling is often used to predict the long-term balance of an aquifer. However, without
a good space-time distribution of the recharge value, the modeling process becomes unreliable
and management decisions based on it, faulty. Thus, Determining the natural recharge rate is
a fundamental prerequisite for a sustainable groundwater management, chiefly in areas such as
the Mediterranean Region where water is often a limiting factor to the economic development.
Accordingly, this study aims to propose an approach that allows a cost-effective evaluation of the
natural groundwater recharge and its behaviour in a climate change scenario, by integrating mul-
tiple disciplines (i.e. hydrogeology, geognostics, geophysics applied to hydrogeology, hydrology,
hydrogeochemistry, hydroinformatics, statistics and geoinformatics).
On a practical level, as part of the research project funded by ASA Azienda Servizi Ambientali
S.p.A. Water Utility to GEOexplorer Impresa Sociale S.r.l. titled ("Overcoming of the critical
quality and sustainable exploitation of the underground water resource - Coast of Tuscany"), I have
got to study and work in different areas of Tuscany (Central West Italy) that were all characterized
by severe drought periods during the recent past and a general water deficit (province of Livorno).
Data gathering fieldworks have been carried out in the Livorno province in cities and villages
(such as Castagneto Carducci, Rosignano Marittimo, Bibbona), alluvial plains (the main of which
were Cecina River and Cornia River valleys), and a small island (Elba Island). Throughout these
fieldworks I was able to deepen and become more familiar with the methods of field data ac-
13
Preface
quisition and instruments management necessary for carrying out hydrogeological, topographic
and geophysical surveys in porous aquifers. In the initial stage, I was involved in water points
census (wells, piezometers and springs). Each point was located via GPS survey, using the Real
Time Kinematic survey methodology. In addition, I prepared detailed tabs for each water point
detected. Afterwards, I measured and monitored the groundwater heads, flow rates and the main
physical-chemical groundwater parameters (electrical conductivity, temperature, oxidation/reduc-
tion potential or ORP, dissolved oxygen, etc.).
To carry out these operations, the following instruments were utilized: OTT flat tape Water
Level Meter (200 m) and Hydrolab MS5 multi-parameter water quality probe (200 m) equipped
with the following sensors: Temperature, Specific Conductance, pH, ORP, dissolved oxygen (with
agitator) and turbidity sensor. Where necessary the determinations were carried out after a
preventive bleeding performed manually with a "Eijkelkamp" double valve bailer. To better
understand the hydraulic characteristics of the soils located in the project areas, on-site tests
were also carried determining its punctual hydraulic conductivity using a classic open double ring
infiltrometer. The use of a double-ring, compared to a single-ring, guarantees a mostly vertical
water flow of the liquid contained in the inner ring. The lateral losses linked to the suction of
the surrounding dry soil are minimized thanks to the water level maintained also in the outer
ring. Thanks to these instruments it was possible to develop the conference poster "Integrated
system for field acquisition, processing and management of environmental data in an open source
environment", doi.org/10.1088/1475-7516/2016/03/048.
Furthermore, in order to deepen my knowledge on direct and indirect drilling exploration
techniques, I participated to some exploratory boreholes drilling, carried out at Campo nell’Elba,
Rio Elba and Porto Azzurro municipalities (Elba island). This allowed me to deepen my knowledge
of drilling techniques, to carry out site geological assistance and stratigraphic logging, and to
perform the hydrogeophysical logs in boreholes. This is the reason I acquired the required safety
certifications needed to provide field assistance during exploratory drilling surveys. I was also
involved in another project for the acquisition of hydrogeological and geophysical data in Laterina
municipality, province of Arezzo (Tuscany, Italy). This allowed me to gain greater familiarity with
the use of the Syscal Pro tool.
Integration of the hydrogeological study with the geophysical study matured in Laterina, repli-
cated also in some areas of the Livorno coastal plain, culminated with the scientific publication:
“Potential shallow aquifers characterization through an integrated geophysical method: multivari-
ate approach by means of k-means algorithms", doi.org/10.7343/as-2017-278. By desk activities,
I was able to excecute an in-depth analysis of geological, hydrological and hydrogeological data
relating to these areas and to local databases from the regional authorities (including all the
data relating to the Significant Underground Water Bodies of the Region Tuscany; DGRT n.
225/2003 Law of Tuscany Region). In particular, I had the opportunity to conduct a first study
on the hydrogeological data relating to the Cornia River valley (Province of Livorno), which have
been interpreted, homogenized, and categorized for the statistical reconstruction of the area’s
aquifer (conceptual hydrogeological model). From this study derived the article “Stochastic 3D
reconstruction of the Cornia River valley alluvial aquifer”, doi.org/10.7343/as-2017-278, and the
abstract “Using flood water in Managed Aquifer Recharge schemes as a solution for groundwater
management in the Cornia River valley (Italy)”, doi.org/10.7343/as-2017-278. Consistent with
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the objectives of the doctorate, four courses were chosen and attended at the CGT, which allowed
me to acquire the necessary foundations for:
• Direct sampling methodologies of the environmental matrices established by technical regula-
tions;
• Use IT tools capable of simulating groundwater flow and contaminant transport;
• Management of environmental variables in the open source software QGIS;
• Understand the main chemical-physical mechanisms related to geochemistry of soils and wa-
ters;
• Statistical analysis, also through open source tools such as software R, oriented to the pro-
duction of thematic maps of geostatistical prediction of the behavior of chemical-physical
variables and to the hydro-climatic variables analysis over time.
The second year of the doctorate was characterized by a research period of 6 months spent
in Italy and 6 months spent abroad. Oman (6 months) was chosen as a study area in which to
carry out research activities due to its arid climate and its complex water resource management
system. In particular, the Al Batinah plain in the north of the Sultanate (where I conducted my
studies) is characterized by a large aquifer, which currently appears to be overexploited due to
a raise in domestic, agricultural and industrial consumption. This has also led to a growing in
the water balance deficit over time as well as an increasing in salt water intrusion from the sea,
similar to what happens in the Tuscan coast. The data provided by the Omani Ministry of the
Environment consisted of a time series (in some cases of up to 40 years) as follows: phreatimetric
(106 monitoring wells), salinity (59 monitoring wells), and rainfall (115 pluviometers) values. All
sampling wells and pluviometers where located along the coast of southern plain of Al Batinah.
In March 2018 it was possible to carry out the following field activities to integrate existing
data: survey of wells in the area of interest, phreatimetric measurements and electrical conduc-
tivity. Given the characteristics of the databases provided, the amount of data available and
the knowledge of statistical analysis acquired during the first year, the open source programming
language R was chosen as the analysis software, due to its powerful computing skill and the al-
most infinitive contributions by scientists from everywhere. In particular, this language appears
to be suitable for applications in hydro-information technology due to the good quantity of com-
ponents (“packages”) related to hydrology (hydrological data for example are often time series),
water resources, climatology, soil science and meteorology, giving access to both consolidated and
experimental computational methods.
During my stay at the German University of Technology in Oman I studied the time series
theory, which was later applied to understand the significant trends of the given hydroclimatic
variables. In particular, two case studies were addressed. The first one has seen the evaluation of
the phreatimetric levels trends of a particular area of the Al Batinah plain called Wadi M’awill.
The paper: "Trends in Groundwater Observation Data and Implications" was subsequently pre-
sented at the Water Science and Technology Association (WSTA) 13th Conference on Gulf water
held in Kuwait in March 2019. The second case study, still under development, concerns the study
of the effective artificial recharge capacity of groundwater by particular dams built downstream
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of the Hajar mountain range, again using the time series provided. I also had the opportunity to
apply to the data provided cluster analysis techniques and the ARIMA forecast models (Autore-
gressive Moving Average), useful for obtaining and completing further information on the possible
effect of climate change on natural phenomena of groundwater recharge.
Finally, the educational activities I conducted at the German University of Technology were:
• attending the courses of Hydrogeology I, Hydrogeology II and Hydraulic testing held by Prof.
Holzbecker;
• support and assistance to Prof. Ivan Callegari regarding the use of GIS / R software for
geology and hydrogeology;
• supervision and examination of the subjects in the various departments of the university,
including geosciences.
In the 6 months of the second year of doctorate spent in Italy, first I evaluated the best
calculation method of the hydroclimatic time series and geoelectrical measurements, considering
the quality and the type of these data. Consequently, I decided to use the MRC recession curves
(Master Recession Curve) for the time series of the response variable (i.e. the water level and
cumulative precipitation) that allowed the determination of the recharge episodes through the
EMR (Episodic Master Recession method, which in turn is based on the algorithm of fluctuation
of the levels of the Water Table Fluctuation), in which the Specific yield (Sy) is a fundamental
parameter. This gave rise to the idea of measuring the Sy parameter (which is almost always taken
from bibliographic sources) through geoelectrical measurements to make its value as accurate as
possible and therefore be able to use it within the calculation estimate.
For the evaluation of the possible study areas of recharge I considered the field activities car-
ried out the previous year, the available hydroclimatic data, the field activities and the problems
encountered in the first months spent in Italy. Initially the island of Elba had been considered as a
hypothetical study area, due to its well documented chronic problems of water deficit. In fact, on
the island I was able to take part in the operations of boreholes drilling and hydrogeophysical logs
performed at "Reale" area (Municipality of Porto Azzurro, Elba island) and at "San Giuseppe"
area (Municipality of Rio Marina, Elba Island), useful for the understanding and interpreting
the stratigraphic data and the direct hydrogeological characterization of coastal aquifers. I was
also able to carry out a census of the wells located in the central eastern sector of the island,
aimed at verifying the current fractional levels. However, I chosen to not consider the aforemen-
tioned area due to the impossibility of carrying out geoelectrical surveys, the absence of historical
phreatimetric series and the high logistic costs.
Later I analyzed the location of the geoelectrical lines performed during the previous geo-
physical data acquisition fieldworks regarding to the hydrological service measurement stations,
identifying two subareas suitable to study the process of groundwater recharge. This areas where
included within the aquifer between Cecina and San Vincenzo villages (province of Livorno).
Once the relative electrical tomographies of resistivity were interpreted, I identified a method in
the literature that could be used to calculate the value of Sy.
Finally, in this year I also studied the characteristics of the datasets related to the hydro-
climatic variables belonging to the hydrological service of the Tuscany region and I performed the
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statistical treatment for the time series of pluviometric, hydrometric, thermometric and phreato-
metric data on the basis of temporal irregularities, validation years and their location relative to
the study subareas and the power lines. Finally, the first simulations were performed to calculate
the recharge episodes on the Castagneto Carducci municipality using an R script developed by
USGS.
During the third year of the PhD program I had the opportunity to participate in the geophys-
ical data survey carried out in Kenya as part of the "FLOWERED" project ("de - FLuoridation
technologies for imprOving quality of WatEr and agRo - animal products along the East African
Rift Valley in the context of aDaptation to climate change", a project aimed at developing a sus-
tainable water management system in the areas affected by fluorine contamination in water, soil
and food in the African Rift Valley countries, as part of the Horizon 2020 research and innovation
program funded by the European Union). Thanks to this experience I was able to further improve
my geological and hydrogeological knowledge in a semi-arid environment, and in the components
that constitute the prerequisite (conceptual model) for the implementation of sustainable water
management. This lead to the presentation of the abstract titled “Multidisciplinary geophysical
surveys for 3D hydrogeological conceptual model reconstruction in areas contaminated by fluoride
in the Nakuru area, East African Rift System (Kenya)" at the FLOWPATH 2019 congress held
in Milan.
Thanks to the experience gained in statistical analysis of environmental data, during the first
two years of this PhD, I was also able to hold a lecture called "Evolution and representation
of hydroclimatic variables in different environmental contexts" (Second level Master’s Degree in
Environmental Geotechnologies organized by the University of Siena at CGT), with the aim of
providing students with the logical tools useful for the correct manipulation and representation
of the environmental data and its evolution through the use of the R software. I was also able
to present an abstract at the 2nd World Congress on Climate Change: “Time Series Analysis of
Hydro-Climatic Variables in an Arid Environment" held at Berlin.
Furthermore, I had the opportunity to act as tutor of two students who attended the final
training internship of the aforementioned master’s course, and to obtain certification of knowledge
of the English language level B2 in accordance with the European Framework of Reference for
Languages.
As part of the 18th International conference "Applied Stochastic Models and Data Analysis"
held in Florence in June 2019, I presented the paper entitled "Groundwater level forecasting for
water resource management". The forecast analysis was carried out in order to study the temporal
trend of the phreatimetric levels recorded continuously in four wells located in the chosen study
area, using the ARIMA model theory studied in Oman. During the two months spent abroad at
the Energy and Water Agency of the state of Malta, I was able to study in depth the statistical
analysis methods of the island’s pluviometric data. This allowed me not only to understand and
verify the possible connections between groundwater and climate change, but also to evaluate the
possible relationships between recharging events and possible climatic changes taking place in the
study area. Finally, the last months of the third year were devoted to the analysis of the remaining
points located in the area of study and to the drafting of the thesis.
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Chapter 1
Hydrogeological problems addressed in this thesis
"Some people thought we were at war with the Germans. Incorrect.
We were at war with the clock"
Alan Turing, by Benedict Cumberbatch in Imitation Game
Currently, the role of groundwater for society is very important. In fact, groundwater notonly plays a key role on natural ecosystems scale, but also in various human productive
contexts. The progress of technologies, combined with the need for water in the production sectors,
has given a strong impetus to the exploitation of this resource which, over the decades, has been
seriously impoverished both from a qualitative and quantitative point of view. The deficit of
groundwater resources has become a global issue, as demonstrated by recent studies conducted
using satellite data that enable the detection of dynamic changes in large-scale underground water
reservoirs and show a rapid depletion of groundwater reserves. These studies highlight how most
of the population use and abuse these reserves unaware that they are rapidly depleting and might
run out in the near future [5]. In particular, the current agricultural production demands high
quantities of fresh water for irrigation and processing, which is also associated with decrease in soil
water content, increased evapotranspiration from farming areas, raised temperature and reduced
rainfall. All of this put on severe stress on groundwater reservoirs [6]. The groundwater resources
represent 43% of the total water used for irrigation worldwide [7]. Irrigation with groundwater
plays a key role in agri-food economies, food security and living conditions of people in many
countries [8, 9]. Therefore, global changes can have a serious impact on rural economies and on
the livelihoods of people living in regions where irrigation is dependent on groundwater [10, 11].
The growing in temperatures due to global change will increase the rate of evapotranspiration,
which will in turn augment irrigation demand [12] and decrease the availability of irrigation water
from both surfaces [13] and underground sources [14]. Today the effects of climate change are
starting to have a greater impact on the water resource, since the potential decrease in precipitation
could cause a crisis in linked biosystems.
To overcome this, a strategy is the exploitation of deeper aquifer levels. However this is proved
to be more difficult, considering the energy costs associated. In fact, the decreasing in groundwater
levels [15] will also contribute to higher carbon emissions from irrigated agriculture [16].
Hence, a lack of adequate understanding of the groundwater system can generate higher drilling
costs and higher energy expenditure [17].
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1.1 The key role of natural groundwater recharge
Understanding the mechanisms concerning the natural water supplies can improve the man-
agement of natural resources, saving time for planning and providing indications on the scope and
potential costs of future work. The sustainable exploitation of groundwater should not exceed
the recharge rate of the corresponding water basin, so it is important to understand the spatial
variability of the recharge itself [18].
Producing a reliable estimate of the natural recharge rates of groundwater is useful for de-
termining the quantities of water that can be renewed over time and for deriving a threshold for
human consumption [19]. Groundwater recharge is an important component of the water balance
that is difficult to quantify. It is often approximated with literature values [20–23] and recharge
temporal changes are uncertain due to the complex nature of recharge processes and the lack of
observational data [19,24].
One of the major challenges in hydrogeology is the temporal estimation of recharge rates [25],
which is often considered as a fixed percentage of precipitation and difficult to determine [26].
Generally an over-exploitation of the groundwater resource causes a decline in groundwater levels,
so the spatiotemporal analysis of the levels could then reveal important information about the
underground water system [27] and would be useful in order to estimate the recharge in different
areas [28].
The study of recharge is fundamental to understand the underground water flows [29] in order
to reduce the gap between water supply and demand with more efficient irrigation systems [30,31],
to model underground aquifers [32–34], to define possible changes in quantity and quality [35–37],
as a prerequisite for the sustainable management of groundwater, especially in regions where the
demand for water is high and the economy of the area depends on it [38].
1.2 Links between climate change and groundwater recharge
In temperate regions, studies aimed to understand the response of recharge to heavy rainfall
are very scarce [20].
In the Mediterranean basin, as well as in other parts of the world, cases of coastal aquifers that
are not subject to over-exploitation are now rare and there are significant drops in water resources
that will have an environmental, economic and social impact [39]. Moreover, the Mediterranean
area has been recognized as a hot spot for climate change projections [40] which foresees a decrease
in annual rainfall during the hot season and, for the northern regions, a significant increase in
rainfall. However it is not clear how changes in precipitation affect recharge rates [19, 41]. The
uncertainty of the recharge process will be compounded by the uncertainty associated with the
forecast of future climate scenarios [42]. In particular, in the case of arid or semi-arid environ-
ments [39] there are still considerable doubts about the impact that climate change will have
on groundwater recharge, since the aridity of the climate generates smaller and more variable
recharge flows in space and time [38].
Most of the consequences of the groundwater recharge changes will be detrimental to the un-
derstanding of the dynamics and interactions of processes that affect recharge over time. Thus,
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understanding this changes is crucial for the assessment of the quality and quantity of groundwa-
ter [13, 24,43].
Policy makers are becoming more sensitive to the sustainable management of groundwater and
the challenges posed for their better management are acknowledged, including groundwater and
climate change issues among the priorities of the political agenda in many world regions [24,44,45].
1.3 Research Objectives
The general objective of this work is to estimate natural recharge quantities of a shallow
aquifer through multitemporal time series evaluation of piezometric levels fluctuations and possible
climatic variations connected to it. The reproducibility of proposed workflow is guaranteed by
use and enhancement of public regional monitoring time series and open source software. This
general objective was developed in order to provide an alternative and unconventional analysis
work flow useful to improve understanding and guide integrated groundwater management in light
of climate change. In particular to achieve this goal, the attention will be based on the following
specific objectives:
• Recharge computing in a shallow aquifer within an area shifting towards a semi-
arid climate condition:
In literature, a few attention has been paid to the effect of climate change on the natural
recharge of aquifers [46]. In arid and semi-arid regions, for example the western coast of
Tuscany, low rainfall and continuous water consumption limit the quantities of groundwa-
ter [47]. Traditionally it has been assumed a yearly recharge value ranging between 20 and
30% of the annual cumulative rainfall. However, after an exhaustive literature review only
a few references for this value have been found. In particular, an author reports a table
with some recharge values in areas in which climate changes is underway [38]. Very often
groundwater flow is modelled in study areas where it is very complex to obtain a direct
recharge value by means common techniques (e.g. isotope tracing, lysimeter).
In sections 4.1, 4.2 and 4.3 of this thesis an integration of methods to estimate natural
recharge values is proposed, taking into account the error sources associated with recharge
calculation method selected. Thus, the proposed workflow is able to provide site-specific
recharge values useful for modeling and it consists in a sustainable groundwater managing
by means of environmental data available in regional databases through the open source
statistical software R [48].
• Specific yield estimation:
The Specific yield (Sy) is the volume of water that drains from a saturated soil due to gravity
relative to its total volume [49]. The main challenge of the Water Table Fluctuation (WTF)
method involves the estimation of the Sy of the aquifer at the depth of the zone of water table
fluctuation [50]. As will be demonstrated later, the main difficulty in applying this formula is
having a reliable estimate of aquifer Sy [51]. Perhaps the main drawback is the uncertainty
in obtaining a representative value of Sy [52]. This will be addressed in section 4.2. For
this study, following common practice, Sy was set at a constant value. However, in reality
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Sy varies as a function of the depth of the water table. It also varies over time in response
to the wetting and draining history of the aquifer. If multiple rises occur closely spaced in
time, the sediments may not fully drain between rises. In theory, it would be appropriate
to assign different values of Sy to different rises. In practice, however, the information and
resources required to make these accommodations are rarely available [25,38].
• Assessing the connection between groundwater recharge and climate change in
a semi-arid environment:
In the "Intergovernmental Panel on Climate Change" fifth evaluation report [53] areas such
as the Mediterranean basin are particularly vulnerable to future alterations of rainfall events
and extreme droughts periods. As such, it is suggested to deeply analyze the variability and
the distribution of precipitation also at the sub-regional level. In section 5.2 the links between
aquifer recharge and climate change are studied on the basis of precipitation analysis over
a 70 years period at local scale.
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Study Area
"The Nation that destroys its soil
destroys itself"
Franklin Delano Roosevelt
2.1 Location and extent of study area
The municipality of Castagneto Carducci, with a territorial extension of approximately 142
km2, is the largest municipality in the Province of Livorno (Tuscany, Italy). The Geographic
position is 43◦10’ latitude North and 10◦36’ longitude West; maximum elevation is 585 meters
above mean sea level (amsl). From morphological point of view, the study area consists of two
distinct zones (figure 2.1): a zone has a low-to-medium steep layout with altitude between a few
tens of meters and 500/550 meters amsl; the second one is very broad, mostly flat, and has a
weak and almost continuous slope towards the sea (figure 2.2). The steeper zone characterizes
the eastern part of Castagneto Carducci municipality, where the hills crown a vast flat area that
extends above all between the Castagneto-Bolgheri villages line and the sea. Furthermore, the
hilly zone is affected by strong incisions of the water courses, whose main flowing directions are
from East to West in the norther part, where the plain is more extended, or from south-east to
north-west in the southern part.
2.2 Geological context
The study area is characterized by geological formations of the Neo-Autochthonous Complex,the Sub-Ligurian and Ligurian Domain, and the Tuscan Domain complex. The various
complexes can be distinguished in geological formations with alluvial deposits from the bottom
upwards as follows (figure 2.3):
• Formations of the Tuscan Domain (MAC, STO):
they constitute the pre-neogenic substrate and emerge in the south-eastern portion of the
study area.
• Formations of the Sub-Ligurian and Ligurian Domain (ACC, APA, ARB, DSA, ELM, OFI):
they consist of the Ophiolic and Austroalpine Units. They rise to the north and east and
surround the entire basin of the Bolgheri stream.
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• Formations of the Neo-Autochthonous (EMO, FAA, MES, VIL):
consisting of Miocene deposits and Pliocene and Pleistocene deposits. The latter constitute
the edges of the reliefs, up to the western coastal plain.
• Recent and current deposits (OLO, PLE):
they are found in the valley depressions of most watercourses and in the northern portion
along the low plain of the Bolgheri stream.
More in detail, the alluvional plain forming the studied aquifer is characterized by the following
Neo-Autochthonous deposits of Pleistocenic sands and limestone, and recent and current alluvional
deposits:
• Sands and limestone of Donoratico (Upper Pleistocene): the formation consists of orange-
red fine sands with intercalated calcarenitic lenses formed in three transgressive cycles of
the Terriniano. In the coastal plain calcarenitic and conglomeratic deposits constitute the
hydrogeological units of the drinking water aquifers of Castagneto Carducci municipality.
• Alluvial deposits (Holocene): they are identified by alternations of silts, sands and pebbles
in particular along the course of the Bolgheri stream where they reach thicknesses of over
10 m.
• Marsh stocked deposits (Holocene): they are made up of silts, black plastic gray clays with
fossils, present from the dune cordons up to the alluvial plain of the stream of Bolgheri.
They are identified by alternating silt sands and pebbles.
2.3 Hydrogeological context
The "Coastal Aquifer between Cecina River and San Vincenzo village" is located in the Livorno
province (Tuscany, Italy) [54]. This aquifer is formed by a sequence of permeable gravel and sand
layer separated by impermeable silty-clayey deposits. The bedrock of this sequence is represented
by: sands and clays in the northern sector, low-permeability Ligurian units in the southern sector,
and clayey deposits of uncertain stratigraphic position in the sector between Cecina river and
Bolgheri.
The general hydrogeological scheme is characterized by a multi-layer system with levels overlap-
ping aquifers, represented by the deposits of sand, sand and gravel, calcarenites and conglomerates
separated by clayey and clayey-muddy layers that give it characteristics of artesianity. However,
due to the discontinuous nature of the impermeable deposits and the presence of several boreholes
that connect the permeable layers situated at different depths, this multi-layer system can be
considered to behave as a single-layer aquifer [55]. From the observation of the geological map it
appears that there is a prevalence in outcrop of hydrogeological units characterized by permeable
deposits, while markedly impermeable deposits (poor / zero permeability) outcrop in a very small
percentage and mainly in the mountain ranges that surround the coastal plain of Castagneto
Carducci from North-East to South-West. Indeed, the whole flat part up to the first hilly slopes
is constituted by alluvial, eolic and marine deposits with variable permeability, high in sandy and
gravelly levels, which pinch-out towards west where they come in contact with the medium to low
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permeability rock outcrops of the hilly areas. These deposits have thicknesses of between 40 and
60 - 65 meters and end at the base with a clay level below which it was sometimes encountered
(from data relating to the drilling of water wells) a rocky substrate.
It is then possible to locally distinguish in the aforementioned deposits (consisting of sands,
gravels, silts, clays, conglomerates, sandstone levels, calcarenites) two types of aquifer [55]:
• Unconfined Shallow Aquifer.
It is made up of deposits of sand, sand and gravel, silt, with intercalations of lenticulars
levels of clays and clayey silts. These deposits extend from the sea to the first hill slopes,
with thicknesses varying from 10 to 25 meters; they host water of poor quality chemical
qualities, regulated by the trend of rainfall. It is now exploited by few wells that manage to
give the low quantities of water required by users, in the months from October to April/May,
remaining almost dry in the summer period.
• Deep confined Aquifer.
This rich aquifer is a source of large quantities of water, exploited for drinking water and
agricultural purposes. It consists of sand, sand and gravel deposits, gravel, sandstone and
conglomerate levels, "bench" limestone, silt, separated from the upper aquifer by clay and
clay-silt levels that give it artesian characteristics. However, these levels do not have a
homogeneity for the whole plain. The clay levels, placed above the deeper porous deposits,
locally seal the groundwater from surface pollutants. The deep aquifer has an average
thickness of 25/30 meters with maximums of 35/40 meters.
However, as discussed before, this two aquifers while are sometimes locally clearly separated,
overall are generally interconnected.
The overall aquifer is mainly recharged by both meteoric waters that infiltrate through the
vadoze zone, from the ground surface to the aquifer (zenithal recharge), and by the lateral flow
contributions from the embedding rocks with medium-low permeability which are in contact with
the coastal deposits at the height of the first hilly slopes. An extra minor inflow is due to the
sub-riverbed contributions of the watercourses present in the coastal plain. The potentiometric
surface (figure 2.4) of this coastal water body behaves quite similarly to the one from the nearby
aquifers (e.g. "Cecina Valley" and "Between River Fine and Cecina River"), decreasing from
the western hilly aquifer boundary towards the sea level in the eastern margin. During the
year, the groundwater head is influenced by the precipitation seasonal distribution, but the main
groundwater flow directions remain constant. The periods of maximum stress are detected in the
summer months when drought is added up high levies for the needs of agriculture and the strong
tourist presence.
In the southern area of the aquifer, where this study is focused, an exploratory drilling was
carried out (and concluded on 5/12/2017) about 300 m east from a regional water level recording
station (figure 2.3). The stratigraphic log (figure 2.5) shows the presence of sands and silts with a
conglomerate level of 7 to 27 meters, the site of a probable phreatic surface aquifer, interspersed
by a small clay layer; an alternation of gravel-sandy levels and subordinate clayey compact layers
from 32 to 54 meters, the site of a probable deeper stratum isolated by an impermeable level of
clays.
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Unfortunately, for this focused study area, it was not possible to find direct estimation of the
aquifer hydrodynamic parameters since past investigations have never been carried out by the
water utility, let alone by private individuals.
2.4 Water resource assessment
2.4.1 Climate conditions and land use
Tuscany has a moderate climatic variability that has extreme per-humid and micro-thermal
climates in the higher parts of the northern Apennines and the Apuan Alps, and semi-arid types
in the southern coastal part [47] (figure 2.6). This climatic variety is due to its geographical
position with respect to the prevailing direction of western perturbations, to the topographic and
morphological profile and to the distance from the sea of continental areas. Due to a variety of
factors including summer dryness, winter drought episodes, improper land use, over-exploitation
of water resources and demographic and tourist pressure, Tuscany areas are sensitive to land
degradation phenomena. For this reason soil has been included among the non-renewable resources
and its monitoring is essential. With reference to planning document of the municipality of
Castagneto Carducci [55], table 2.1 shows the percentages of land use at local level (municipal
boundaries).
Table 2.1: Land use in the study area.
Land use Area km2
Residential 6.2
Industrial 0.8
Forest 64.6
Agricltural 64.8
Recreation areas 0.3
Infrastructure 2.3
Beach 0.8
Waters 1.0
Other 1.2
Total 142
2.4.2 Hydrogeochemical water characteristics
Studies conducted by Cerrina-Feroni et alii [54] have shown that the groundwater of the
aquifer between Cecina and S. Vincenzo is characterized by high concentrations of HCO−3 and
Ca2+, although in some areas Cl− is also an important ion. According to these authors, SO2−4 is
of relevance only in wells abstracting water from gypsum or anhidritic lithologies, which crop out
in the nearby hills. Based on the shape of the potentiometric surface together with available δ18O
values, these authors also confirm the above mentioned conceptual model in which the studied
aquifer is mostly recharged by both local precipitations (mainly in the plains) and meteoric water
infiltration in the nearby hills. Furthermore, ongoing studies currently being undertaken at the
University of Siena (Center for GeoTechnologies), applying multivariate statistical techniques to
the physico-chemical data collected by the local authorities for the period 2008-2018, are in line
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with this (figures 2.7 and 2.8). The analysis of the data obtained also showed high concentrations
of Ca2+, HCO−3 and Cl
− and very low contents ofK+. The use of different multivariate statistical
analysis (i.e. Self-organizing maps and hierarchical clustering) showed the presence of three groups
of waters (C1, C2 and C3), based on the predominance of Ca2+,HCO−3 , SO
2−
4 and Cl− ions,
indicating that there were wells where waters could be grouped together with waters associated
to local rainfall. This result is being taken as a further prove of the influence exerted by local
precipitations as a recharge source for this aquifer.
Figure 2.1: Photograph representing the landscape of the study area.
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Figure 2.2: Digital elevation model of the study area; the studied aquifer "Coastal Aquifer between
Cecina River and San Vincenzo village" [54, 56] (red polygon) is located in the Livorno province
(central Italy). The main rain gauge (blue square) and the monitoring well (red triangle) used for
this work are also shown.
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Figure 2.3: Location of the monitoring well (red triangle) on the geological map of the north area
of Castagneto Carducci municipality (1:250000 scale).
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Figure 2.4: Potentiometric surface of the Coastal Aquifer between Cecina River and San Vincenzo
village.
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Figure 2.5: Detailed stratigraphic log (meters above sea level) of the exploratory survey performed
on December 2017. The coring location of the stratigraphic log is shown in Figure 4.46.
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Figure 2.6: Joint representation of the aridity and drought indices (climate quality) for the year
2008 for the Tuscany region [57]. From the point of view of climatic criticality the areas with
a color from yellow-orange to red present a higher risk. In particular, the study area falls into
the latter category and where the most important element of sensitivity is the climate, with dry
summers and dry winters.
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Figure 2.7: The “Self-organizing map” presented on the left of double figure maps all data into a set
of discrete locations, organized in a regular grid. Associated with every location is a prototypical
object, called codebook vector. Thus, individual objects from the data set can be mapped to this set
of positions, by assigning them to the unit with the most similar codebook vector. The density of
these vectors is greatest in areas where the density of points is greatest. When the codebook vectors
are shown at their SOM positions, the individual objects are shown at a random position close to
“their” codebook vector. In SOMs objects that are mapped to the same or to neighbouring units
are likely to be similar, an advantage when working with high dimensional data. The codebook
vectors are acquired after an iterative process that involves three steps: (i) competition between
nodes; (ii) selection of a winning node defined as the Best-Matching Unit (BMU); and (iii) update
of the codebook vector of each node [58–61]. SOM’s are also specially good for clustering the data
applying hierarchical clustering methods to the codebook vectors obtained [59, 61]. This Figure
shows the results of Ward’s clustering to the hydrogeochemical dataset, where the rainwater sample
was included on C3, together with sampling wells near the area of Castagneto Carducci (P102,
P104, P105 e P106). In the right figure it is possible to observe the geographical location of the
clustered points from the self organizing maps for the year 2018. In the southern part of the
territory the waters are characterized by a hydro-chemical composition similar to rainwater (green
dots). Only one point is blue, even if its location in the cluster over time has always been found
to be on the border between the C1 cluster and the C3 clusters.
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Figure 2.8: A Piper diagram [62] is shown with all the data points used coloured according to the
SOM clustering. All points associated to C3 fell within the magnesium-bicarbonate facies, except
one. This point fell in the same location that other 2 points in the SOM map, as a consequence of
the simultaneous consideration of all chemical parameters and of the standardization of the values.
However, in the traditional Piper diagram, the more dominant ions exert a stronger influence over
the location of the point in the central diamond. Thus, the similarities that may exist on the other
ions is disregarded and underlying processes might be overlooked.
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"Believe you can
and you’re halfway there"
Theodore Roosevelt
3.1 Recharge estimation
Several studies have been carried out focused on groundwater recharge estimation all in differentgeological, geomorphological, climatic and technological settings. Many factors must be
considered to select an appropriate recharge calculation method, like: aquifer depth, degree of soil
moisture, subsoil lithology, rainfall time series and temperatures. A correct interpretation of the
geological structure an the evaluation of soil types and their use is also of particular importance for
selecting the calculation method. Furthermore, the choice of space-time scale is also an important
factor to be considered. In many cases, an integration of methods has been used to improve the
recharge calculation which, even today, remains the most difficult parameter to measure [38] in
groundwater resources evaluation.
3.1.1 Overview of the methods for groundwater recharge calculation
Groundwater recharge can be calculated using physical, chemical, empirical and indirect tech-niques. Lysimeters are widely used to measure water percolation under the vegetation zone
and after evapotranspiration processes. It is the most important direct method to measure water
drainage. Through its use, the recharge value can be indirectly estimated from a balance equation.
Generally measurements must be taken at the beginning of the rainy season, at a certain time of
the year, and they are calculated weekly. Although it is a direct method useful for the evaluation
of low-flow infiltration recharge, lysimeters must have adequate dimensions to carry out measure-
ments for long monitoring periods. Thus, the main limitations for this technique are its high costs
and its scarce ability to represent the natural spatial variability of the subsoil [63,64]. Other direct
methods that allow the determination of groundwater recharge involve using seepage meters and
infiltration meters.The seepage meter consists of a watertight seepage cup connected by a tube to
a flexible bag for holding water. The cup isolates a known surface area of canal bottom. Water
seeping through this area comes from the flexible bag and may be measured. The flexible bag of
water, being submerged, maintains the same head on the test meter as the surrounding area of
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the canal bed. On the other hand, infiltration meters allow the determination of the amount of
water infiltrating downwards. This method requires several measurements over long time periods.
It has the advantages of being easy to use, fast and economic, it also provides precise estimates
of the top level. However, to produce representative values it would be necessary to carry out
several measurements in several points of the study area.
An empirical method to calculate groundwater recharge, is the water budget of a hydrological
unit. This budget takes into account all incoming and outgoing water quantities over a specific
period of time.The water budget method is based on a balance equation in which the recharge
term is estimated as a “residual” of the equation [65, 66]. It is applicable to different time space
scales and it is easily applicable if all the components are accurately measured. Thus, in order
to be applied it requires a detailed knowledge of the regional or watershed hydrological processes.
Unfortunately, it is difficult to estimate all the parameters with adequate accuracy. This method
provides reasonable estimates when rainfall significantly exceeds evaporation. For example, if
rainfall and evapotranspiration quantities are similar (semi-arid environments), this estimate is
less accurate [67,68].
Other empirical methods are: soil moisture balance and Darcy’s law method. The soil mois-
ture balance method is used when there is not significant outflow and from a simple balance
equation it is possible to derive the recharge term [69]. This method is easy to apply, but requires
complex evapotranspiration measurements and precise estimates of precipitation and losses for the
considered system. In the humid and arid regions, this method turns out to be unsuitable [70],
providing unreliable recharge measurements.
In the Darcy’s law method for the unsaturated zone, only the gravity (constant) is taken into
account, so that the quantities of water that tend to go downwards (recharge) will be equal to the
hydraulic conductivity of the ground multiplied by the hydraulic gradient. Hence, the water that
passes through the unsaturated zone contributes to the recharge in a one-dimensional flow [68].
The major difficulties that can be encountered applying this method are: the measurement of
the soil-water potential gradient and the evaluation of the variability of soil hydraulic properties
of the study area. The Darcy’s law method provides a precise recharge estimation in a wide
time interval and the method’s goodness depends on the degree of accuracy of both the hydraulic
conductivity measurement and the moisture content. Moreover, this approach does not indicate
total recharge since it only takes into account the diffused flow or the matrix; while if the top-up
is due to preferential flows it must be determined separately [38].
Darcy’s law is also used to estimate the groundwater flow of a confined aquifer, considering
a constant flow and no water extraction. The flow is calculated by multiplying the hydraulic
conductivity by the hydraulic gradient. The hydraulic gradient must be estimated along the flow
path and must be at a right angle to it. The volumetric flow in the cross section of an aquifer is
equal to the recharging speed multiplied by the surface. This approach can be applied to large
surfaces (Area ≈ 1 − 10.000km2), although it is not suitable for areas where there is significant
variability in hydraulic conductivity and hydraulic gradient [66]. Furthermore, the high variability
present over large areas generates uncertainty both on the recharge estimates, on the accuracy of
the estimation of saturated aquifer thicknesses.
The zero-flow plane method considers the plane in which the vertical hydraulic gradient is equal
to zero, so if the water present in the soil moves upwards above this plane this happens thanks to
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evapotranspiration, while below is the phenomenon of percolation [70]. The recharge estimation
depends on the accuracy of the water content measurements. Furthermore, the method provides
a precise estimate of the top-up, so multiple measurements are required in multiple positions
for a representative estimate of the study site. Finally, this approach requires experience and is
relatively expensive in terms of tools required and of amount of data collected.
Another possibility is to quantify groundwater recharge through the basic flow discharge us-
ing the water balance. In this approach, groundwater recharge is equal to the discharge. Then,
assuming a balance between discharge and recharge, this will be equal to the basic flow [68]. The
critical points of this method concern the parameters useful for recharging. These in fact must
be reliable and independently calculated. Moreover the method is not very accurate if applied in
basins with pumping, evapotranspiration and significant underflow towards deep aquifers. How-
ever, the method is simple, easy to apply, and appropriate for areas where the groundwater is
shallow and flows are generally increasing [70].
Recharge rates on large areas are also calculated by modeling rainfall runoff, where it is a
residue in the water balance equation. The estimate is regulated by the accuracy of the measure-
ment of the balance’s parameters at a given time scale [71]. For example, Lumped models, perform
a unique recharge estimate for the entire basin. Other models can be spatially divided into units
based on their hydrological or hydrogeomorphological response. These small scale models are more
suitable to obtain the measurements of the balance parameters. The measurements performed at
a daily pace are better because they allow a more precise measurement of the recharge, this being
a larger component of the water balance at smaller time scales [38]. This indirect method allows
to measure the recharged quantities as a residue through a good measurement accuracy of the
water balance parameters.
The evolution of computers, together with the increased development of specific calculation
codes has enabled the generation of long-term simulations of groundwater recharge. For the
unsaturated zone, the recharge estimates are made on the vertical and horizontal drainage rates,
even if these do not always reflect the actual recharge rates. These techniques are often applied to
unsaturated zones located in areas considered arid or semi-arid [38]. The reliability and accuracy
of the recharge estimation through these techniques should be compared with other methods
such as lysimeter or tracers. Moreover, many approaches are used to simulate the flow in the
unsaturated medium, such as the numerical solutions of the Richards equation [72]. The positive
points of this method are its fast calculation time and ability to evaluate the sensitivity calculation
output for various parameters, making it possible to predict future recharge scenarios according
to the different environmental conditions. However this type of models are limited to the study
of small areas (Area ≤ 100m2) or to the one-dimensional flow in the subsoil (Depth ≤ 15m).
So, considering non-linear relations between recharge, hydraulic conductivity and water content,
these measurements when performed in the unsaturated medium can be highly uncertain.
Evaluation of recharge through groundwater models gives parameter values with a good degree
of accuracy [73]. The data obtained can be verified afterwards by comparison with values obtained
using the water table fluctuation method or the infiltration equation [74]. The limitations of this
recharge calculation method are related to errors due to the characteristics of the model itself and
associated to the validation process.
The central concept of the tracer technique is that it retains its mass by moving freely in the
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water, not being absorbed by the soil or vegetation. These conditions are also the conditions of
uncertainty of the method. The tracers are divided into two categories: chemical and isotopic. In
the first case we speak of natural or artificial tracers. Once applied they provide accurate recharge
estimates because they are independent of the outflow conditions of the investigated system. The
application of the tracers allows to control the execution times, the positioning and the quantities
used in the study area and finally the uncertainty relative to the first meter of soil can be avoided
if injected below this meter [75].
To estimate the recharge, the tracers are applied to the soil surface, or at a specific depth,
so that rainfall or irrigation water carries the tracer downwards. Once a certain period of time
has been established, its distribution in the subsoil is studied by digging a trench or by drilling
at the injection point. The spatial distribution of the tracer makes it possible to establish the
recharge rate [65, 76]. The chemical tracers are applied in single points and on small areas. The
hydrological interpretation of this application not only depends on the time between application
and sampling, and the application depth. The validity of the physical model used to describe
the flow of water in the system studied also affects its interpretation [77]. The application of this
method does not present risks of environmental pollution, it is easy to perform, generally has
low costs and can be seen through the use of appropriate associated dyes [64]. Despite this, the
presence of preferential routes could give inaccurate estimates of the actual recharge. Furthermore,
the process of absorption of some chemicals by the vegetation could be significant, while attention
should be paid to the concentrations of tracer in input as these tend to become negligible with
depth [64].
Isotopes are currently widely used for hydrogeological and hydrological environmental studies
and assessments. These are divided into two categories: stable and radioactive. Stable isotopes
18O, 1H and 2H are generally used to identify the recharge of river and lake aquifers. This is because
the isotopic composition of O and H in groundwater does not change considering the water-rock
interactions at low temperatures.However, its use to estimate the recharge is cumbersome because
the time scales range from seasonal in high-flow areas to hundreds of years in low-flow areas [38].
Currently 3H is the most conservative of all radioactive tracers, but its use is prohibited in
many regions for environmental protection reasons. As with the chemical tracers, either stable
or radioactive isotopes are injected through the surface of the ground or at a certain depth and
its vertical distribution is used to estimate the recharging speed. These tracers can be applied to
multiple sites, and coupled with methods such as kriging or Thissen polygons the evaluation of
the reload in the study area can be improved [76]. X-ray tracers fall into the category of direct
methods, allow accurate results to be obtained, have no absorption problems and do not require
long sampling periods. On the contrary, in some countries they may be prohibited and have high
analysis costs.
In many cases the groundwater recharge calculation has been performed using the chloride
concentration (natural tracer) method [65,78–81]. To implement this method it must be assumed
that: chloride is the only source of Cl in groundwater, there is no loss of Cl during evapotran-
spiration, the geological formation of the unsaturated zone does not contain chloride, there is no
significant run off, there is no drainage in the subsoil by minor rivers or streams, agricultural
activities are not a source of chlorine, vegetation does not absorb chlorine, there are no inputs
from industrial activities, and recharging occurs through the soil matrix [69, 82]. The degree of
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uncertainty therefore depends on the compliance with all the above mentioned conditions. In arid
or semi-arid regions where rainfall is considered scarce (500 - 700 mm per year) the outflow is
negligible. In humid and sub-humid regions (1000 - 2500 mm per year) instead a good quantity
of water is drained through surface runoff www.fao.org. Furthermore it is difficult to assess the
degree of influence of cultivated fields, as well as the possible amounts of chlorine released by the
surrounding industries [83, 84]. Consequently the calculation of the recharge through the use of
the concentration of chlorine is difficult to measure exactly. This approach is simple to apply, low
cost and suitable for dry areas.
The recharge can be calculated through historical tracers that derive from human activities
occurred in the past (bromide, nitrate, atrazine or arsenic). Despite this, the geochemistry of these
elements makes recharge estimation difficult. For example, a deep infiltration of thermonuclear
tracers has been observed in sandy soils in dry environments [85]. The advantage of this method
is that there are no costs for the use of the tracer, while the uncertainties generally derive from
the difficulty of sampling and from the depth of infiltration of the tracer.
By estimating the age of the groundwater it is possible to determine the recharge rates. The
age of the groundwater, or the time elapsed once the water enters the saturated zone, can be
calculated from the ratio between tritium and tritiogenic helium, while the recharge rates are
average rates calculated in the period represented by the age of the waters underground. The
recharge can be estimated through calculation of the age along vertical profiles positioned in more
points or using the speed reversing the age gradient and multiplying this speed by the porosity
inside the depth interval [86]. This approach is easy to implement when the survey instrument is
available, however it is very expensive.
Finally, in recent years, for estimating groundwater recharge at a regional scale, technical
combinations of remote sensing, GIS and geostatistical approaches have also been used [87–90].
3.1.2 Water table fluctuation method
The Water Table Fluctuation (WTF) approach is useful to estimate recharge in shallow un-confined aquifers that show steep water level rises and declines [28]. This method considers
a significant input flux (infiltration of precipitation) that causes a rise in the water table level,
once entering the saturated zone. After this effect, the dissipative processes that take place in the
saturated zone bring the water table into a steady-state level [91].
Then, the effective change in time attributable to recharge ∆h multiplied to specific yield Sy
gives the recharge estimation:
Rr =
Sy × (h1 − h2)
(t1 − t2) =
Sy ×∆h
∆t
(3.1)
where water-table data are expressed as a height ∆h (meters) above the steady state position.
Under these conditions, the amount of recharge water that compensates recessional processes
(evaporation, discharge to springs or lateral saturated-zone transport) needs to be corrected for.
In fact, possible error sources for this method are [92]:
• Diurnal fluctuations driven by high evapotranspiration
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Figure 3.1: A simple outline of underground water table level rise.
• Heavy groundwater pumping
• Sy calculation
• Changes in atmospheric pressure
• Pressure changes due to entrapped air
• Rapid conversion of capillary water to phreatic water where the water table is near the
ground surface
Despite the uncertainties associated to it, the WTF approach is widely used because it is
simple and requires little data for analysis. Furthermore the mechanism of water displacement in
the unsaturated area is independent, as well as the areal integration of the recharge [93]. To verify
the presence of different processes, mechanisms or sources of error, the time series of precipitation
should be compared with the recharge estimates obtained with this method [38].
Another advantage of the WTF method is that it takes into account the combination of all
recharging sources and the existence of preferential flow paths does not imply a limitation [93]. It
also provides information on transient recharge trends [80] and it is possible to verify long-term
changes in recharge quantities calculated due to climate changes [2, 38].
3.1.3 Master recession curve (MRC)
A Master Recession Curve (MRC) can be defined as the relation between the value of a mea-sured response R (in our case water table level) and its rate of change in time within a
period, when there aren’t any others external inputs to the system [2,70,91,94]. Thus, understand-
ing water table level recession periods is fundamental not only for the groundwater component,
but also to better understand unconfined aquifers properties [94]. For the recession analysis, hy-
drograph analysis is necessary to determine the baseflow component [95, 96]. This, usually can
be achieved through three different approaches [97]:
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i. Analytical expressions for recession analysis
ii. Graphical methods for master recession curve determination
iii. Parameterization based on the flow recession rates as a function of flow
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Figure 3.2: Water table level behavior Ht representation. On the y-axis the level of the water
table is shown in meters, while on the x-axis the time is represented. in the second axis of y the
cumulative precipitation (meters; blue line) is instead represented, in which the dark blue color
represents the precipitation event (storm) involved in the recharge episode. The red curves are
the MRC fit extrapolations and distance between the two extrapolations gives the total recharge
episode.
3.1.4 Episodic master recession (EMR)
The Episodic Master Recession method (EMR) determines periods of significant water levelrises. These periods are estimated using a MRC. This curve is a mathematical represen-
tation of the expected water table decline in the absence of episodic recharge as a function of
hydraulic head [98]. If dT is considered as an estimate of the maximum magnitude of water table
fluctuations caused by factors other than recharge, a recharge event is identified by [92]:
∆H > dt −∆HMRC (3.2)
where ∆H is the significant water table level change and ∆HMRC represents the water table
decline in the absence of recharge (obtained with the MRC extrapolation). Then, any recharge
episode begins when this threshold is exceeded.
During a hydrographic analysis problems may arise related to the subjectivity in the hydro-
logical perception of the variations, for example linked to the significance of fluctuations, which
cannot be eliminated [99]. Despite this, thanks to an adequate parameter setting it is possible to
limit this problem [2].
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Figure 3.3: Time rate of change dH/dt (black line) with MRC (red line) and tolerance bands
(dashed green line).
Thanks to MRC and EMR codes written for the open-source statistical software R [48], crit-
ical hydrological parameter values can be estimated and run using specifically designed packages
available for RStudio (R’s graphical user interface) [2,48,91]. In order to generate a good MRCfit
and EMR outputs they both require an iterative process evaluation before-hand. The dataset
used to generate MRCfit and EMR results is:
i. Time as a numerical quantity (e.g. daily time series)
ii. Water-table level (e.g daily time series)
iii. Cumulative precipitation(e.g daily time series)
The pure recession period is identified by a segment of the curve with a certain degree of
slope (slope element). This element can be approximated to the length of a straight line and
is adjustable through the use of the length parameter [2]. The Resplimits parameter defines the
slope element within a range of values. With the Mindrytime parameter an input time period that
is not significant for the system is considered. The Maxtick parameter indicates the maximum
total value of the rises within the slope element. The amount of non-significant precipitation in
the recession period is indicated with Maxdelprec. Within the recession period, data gaps must
not be present and this period must not overlap with other selected inclination elements [2]. The
inclined elements included are preferably taken as those representing the first parts of the recessive
intervals [2, 91].
Once the iterative process for the evaluation of the parameters indicated above has been carried
out, the rate of decline of each slope element is calculated by linear regression of the data within
it. The decline rates are coupled to the variable R from the midpoint of each slope element and
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Table 3.1: Master Recession Curve parameters in MRCfit [2].
Name Type Meaning
Resplimits numeric min./max. limits values of slope elements
Tslength numeric duration of slope elements for linearization
Mindrytime numeric duration between significant precipitation and recession start
Maxdelprec numeric max. amount of precipitation considered negligible
Maxtick numeric max. total uptick within a linearized slope element
Throughorigin true/false force the fit through the origin
Binsize numeric bin size for lumping of dR/dt for fitting (0 for no binning)
Maxslope numeric max. allowable dR/dt for fitting
from their adaptation, the optimized parameters of the MRC are obtained. Other parameters
that can be adjusted are the maximum Maxslope decline rate and the Binsize, with which you
specify the number of bins (elevation interval [100]) thanks to which equidistant elevation bins
(averaged values) are generated that range from the lowest to the highest altitudes. If the data
are many and exhibit an irregular trend, the bins should be used [100]. Furthermore, it is possible
to obtain a geometric meaning from several MRC estimates. In fact, by modifying Resplimits
(response limits) one can take into account the lithology of the substrate, most likely connected
to slope elements which show different slope [2]. From the analysis of the MRC the slope and
intercept values are obtained which will define the line that represents the MRC adapted for the
EMR analysis. During the execution of the EMR program the parameter to which particular
attention must be paid is the Fluctol, through which the tolerance of the fluctuation is regulated
in stationary conditions. A delay value should be determined to give a representation of the time
needed for the amount of water that infiltrates the soil to reach the saturated area and generate
a recharge event [2]. Furthermore, if the rain gauge is far from the well in which the stratum
levels are measured, the difference between precipitation input and response may not follow the
predicted relationship. The Ependpar parameter is useful for approximating the time needed to
achieve the pre-event behavior, while the Minprecip parameter indicates the minimum quantity
that will cause a real response.
Table 3.2: Episodic master recession parameters [2].
Name Type Meaning
Lagtime numeric lag time between start of input and response of hydrograph
Ependpar numeric parameter used in determining episode end
Fluctol numeric max. rate of change of response dR/dt, allowable as system noise
Minprecip numeric min. amount of precipitation to allow inclusion as an episode
Nsmooth numeric max. used for smoothing of the computed hydrograph slope
3.2 Geophysical estimation of Sy
3.2.1 Overview of methods for Sy calculation
For unconfined aquifers the most natural field method to estimate the value of Sy are pumpingtests. However, it has been found that for many cases the Sy value obtained was an underes-
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timation, reducing his efficiency [101–103]. To address this limitation, some authors have modified
the starting conditions of the pumping tests. For example, observing the delayed yield when the
interpretation of pumping tests [102,103] or calculating the ratio between the cumulative volume
of pumped water and the volume of the groundwater cone [104,105]. The determination of Sy also
has other difficulties: duration of the pumping test; geographical position of the test execution
point and its observation point [106, 107], long times required for execution of the test, and high
costs associated to the development of models that consider different phenomena (heterogeneity of
the aquifer), even if they improve the estimate [108–111]. An alternative method to determine Sy
involves using a neutron probe. In this method the whole interior of observation wells is used to
determine the vertical profiles of the volumetric water content [112]. The major drawback of this
method is that its use is extremely regulated and limited to the state laws in force at the moment.
Another possibility to obtain Sy values is through the evaluation of the changes in gravity over
time. These changes can be used to estimate variations in groundwater storage in unconfined
aquifers [113]. This method allows for variations in hydraulic properties including Sy. However,
a minimum variation of the water table equal to 0.3 m is required to be reliably detected [114].
Moreover, an integration of the vertical direction is obtained as a result. This prevents from
discretization of the vertical variations in Sy. In addition to this drawback, field procedure and
sand data processing are laborious [113,114]. The Magnetic resonance sounding (MRS) method is
a method used for large-scale data acquisition. This method allows to record magnetic resonance
signals emitted by water molecules in aquifers. Consequently, many studies have turned towards
this method with the aim of finding links between the hydraulic properties of the aquifer [115].
Finally, although geoelectrical methods are widely used for the characterization of aquifers and
their main hydraulic properties [116,117], few studies have been addressed to the evaluation of Sy.
For example, good Sy values were obtained using vertical electric probes, deriving a modification
of Archie’s law [49, 118]. However, this approach implies ignoring the the lateral variations of
resistivity. Finally, the time-lapse Electrical Resistivity Tomography (ERT) has also been used
to map water content variations in response to phreatic level fluctuations [101] making ERT a
possible approach for evaluating variability in the space of the Sy.
3.2.2 Electrical resistivity tomography (ERT) in DC current
Electrical Resistivity Tomography (ERT) in DC current has been proved as one of the mostreliable and effective methods for groundwater exploration, since resistivity is influenced by
lithology, pore fluid chemistry and water content. Electrical methods are very versatile, and can
be applied in a wide range of survey configurations. The approach adopted will depend on:
• Objectives of the survey
• Expected spatial variability of electrical properties
• Access to suitable electrode sites
• Equipment availability
• Data processing capabilities
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In surface applications, ERT can be used for 2D and 3D representations [119], depending
on the spatial resistivity variation, the depth and the resistivity contrast between target and
background values. Usually 2D profiles are performed by using a multi electrode configuration
with automatic measurements of potential difference across couples of electrodes. In this manner
one can obtain a profile of resistivity values along vertical and horizontal directions. This is one
of the main strengths for the ERT method and it also allows the detection of subsoil changes in
particularly complex environments. 3D applications are often used where targets are well defined,
and restricted to a portion of subsoil (i.e. plumes or filtration paths). Moreover, multi temporal
ERT surveys have also proven to be useful to highlight the changing of water content in the vadose
zone.
3.2.2.1 Theory and basic principles
The purpose of an electrical resistivity survey is to individuate the soil spatial resistivitydistribution. The resistivity of a medium is defined as follows:
ρ = R× S
L
(3.3)
where R is the electrical resistance, L is the length of a cylinder and S is the area of its cross-section.
The electrical resistance R is defined by the Ohm’s law as follows:
R =
V
I
(3.4)
where V is potential and I is the current.
In a homogeneous half-space, with point source of current, the current flow is radial from this
point and electrical equipotential surfaces are hemispherical.
In this configuration the potential can be expressed through the resistivity and the current:
V =
ρ× I
2× pi ×R (3.5)
In an elementary quadripolar configuration, on a homogeneous subsoil and with four electrodes
called C1, C2, P1, P2, the injection of current from C1-C2 dipole produces a current flow and
a correspondent potential field with equipotential surfaces, which can be measured through the
P1-P2 dipole. The potential difference measurement between the P1-P2 dipole can be expressed
in analytical way by the equation:
∆V =
ρ× I
2× pi × [
1
C1× P1 −
1
C2× P1 −
1
C1× P2 −
1
C2× P2]×
∆V
I
= K × ∆V
I
(3.6)
where C1P1, C2P1, C1P2 and C2P2 represent geometrical distances among every couple of elec-
trodes C1, C2, P1, P2.
The electrical resistivity can then be calculated as follows:
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ρ = [
2× pi
(
1
C1× P1)− (
1
C2× P1)− (
1
C1× P2)− (
1
C2× P2)
]× ∆V
I
= K × ∆V
I
(3.7)
where K is a geometrical factor that depends on the relative disposition of the four electrodes
(quadripolar configuration in figure 3.4).
Figure 3.4: Elementary quadripolar configuration in homogeneous half-space.
For non-homogeneous subsoil, the current flow distribution depends on the resistivity of the
medium, and the current flow is concentrated into the more conductive volume. Potential differ-
ence patterns provide information on the form of subsurface heterogeneities and of their electrical
properties [120]. Subsurface electrical resistivity depends on textural and structural characteris-
tics and is sensitive to the water content [121], therefore it can be considered as a proxy for the
variability of soil physical properties. More in specific, the electrical resistivity is a grain size and
mineralogy, voids intended as pore size distribution and connectivity, fluids content on pore and
their resistivity properties and temperature. Electrical resistivity values for soils, range from a
few Ωm to several tens of thousands Ωm. In terms of electrical conductivity, most of the soils
are composed by insulating grain minerals, clayey conductive minerals and in minimum cases
of metallic conductive minerals. The underlying electrical conductivity mechanisms are different
depending on the prevalence of these minerals: if insulating grain minerals prevail, the current
flow is mainly governed by electrolytic conductivity and takes place through the moisture-filled
pores; in the case of clayey soils, resistivity depends of the electrical charge density at its surface
and is related to the clay’s cation exchange capacity Table 3.3. Finally when massive minerals
are present without discontinuities, the current flow is a consequence of the displacement of free
electrons.
Thus, both air and water content, as well as the resistivity variation in the subsoil are a con-
sequence of the distribution of voids and their connections (i.e. grain size and textural structure),
which depend on the depositional environment. Archie’s law relates resistivity and porosity for
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Table 3.3: Exchange capacity of common clays.
Clay Exchange Capacity
Kaolinite 3 to 15 m-equiv/100 g
Halloysite 2H2O 5 to 10
Halloysite 4H2O 40 to 50
Montmorillonite 80 to 150
Illite 10 to 40
Vermiculite 100 to 150
Chlorite 10 to 40
Attapulgite 20 to 30
water saturated geological materials in absence of surface conductivity (i.e. without clay):
F =
ρ
ρw
= a× Φm (3.8)
where F is the formation factor often assumed to be an indicator of hydraulic tortuosity, ρ and
ρw are resistivity of formation and pore water, a and m are constants related to the coefficient of
saturation and the cementation index respectively, and Φ is the porosity. Archie’s law implicitly
assumes that the effective porosity Φe is equal to the total porosity (Φ) of the sample, and that
all electrical conductivity in a water-saturated rock or soil results from the migration of ions in
the bulk pore-solution. If there are isolated pores through which ions cannot migrate, then ne<n,
and Archie’s law will over-predict sample conductivity [3]. Archie showed that m ranged from
1.3 for unconsolidated sands to approximately 2.0 for consolidated sandstones. Jackson et al.
(1978) [122] made electrical conductivity measurements on natural and artificial sand samples,
determining that m increased as the grains became less spherical while variations in grain size
and sorting had little effect.
When electrical conductivity is only a consequence of the ionic content in the water, if the the
resistivity of pore water is known as well as the resistivity of formation and empirical parameters
a and m , is possible to calculate the porosity. Thus, Archie’s law appears to be a powerful law
to estimate the porosity Table 3.4, however its usefulness is limited when surface conductivity is
not negligible and when applied to the vadose zone. Conductivity of an electrolyte is proportional
to: the kind and total amount of dissolved ions, and water viscosity [123]. Thus, electrolytic
conductivity has a large range of variations, which may change from soil to soil. Several ERT
researches have been focused on studying these facts, aiming to delineate saline water intrusion
areas into the coast [124,125]. Many studies were conducted about the estimation of water content
focused on salinity variation. In some cases, it has been shown that, the volumetric water content
relates to resistivity for different pore-water conductivity [126].
3.2.2.2 Geophysical data gathering
As previously mentioned, the ERT method has been applied in a wide range of survey configu-ration into the space, depending on target geometry and its spatial and temporal variability.
Two-dimensional multi-electrodic arrays provide a 2D resistivity image of the subsoil. In this ar-
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Table 3.4: Archie law exponents (m) of different consolidated and non consolidated media [3].
MEDIUM Porosity Range Archie’s Exponent
clean sand 0.12-0.40 1.3
consolidates sandstones 0.12-0.35 1.8-2.0
glass spheres 0.37-0.40 1.38
binary sphere mixture 0.147-0.29 1.31
cylinders 0.33-0.43 1.47
disks 0.34-0.45 1.46
cubes 0.19-0.43 1.47
prisms 0.36-0.52 1.63
8 marine sands 0.35-0.50 1.39-1.58
glass beads (spheres) 0.33-0.37 1.20
quartz sand 0.32-0.44 1.43
rounded quartz sand 0.36-0.44 1.40
shaley sand 0.41-0.48 1.52
shell fragments 0.62-0.72 1.85
fused glass beads 0.02-0.38 1.50
fused glass beads 0.10-0.40 1.7
sandstone 0.05-0.22 1.9-3.7
ploydisperse glass beads 0.13-0.40 1.28-1.40
sandstones 0.07-0.22 1.6-2.0
limestones 0.15-0.29 1.9-2.3
Syporex 0.80 3.8
Bulgarian altered tuff 0.15-0.39* 2.4-3.3
Mexican altered tuff 0.50* 4.4
glass beads 0.38-0.40 1.35
quarz sand 0.40-0.44 1.45
tuff particles 0.60-0.64 1.66
*connected (inter-granular) porosity - -
ray, the current and potential electrodes are maintained at a regular fixed distance from each other
and are progressively moved along a line at the soil surface. At each step, one measurement is
recorded. The set of all these measurements, at this first inter-electrodic spacing gives a horizontal
profile of resistivity values. Afterwards, the inter-electrode spacing is increased by a factor n =
2, and a second measurement level is done. This process (increasing factor n) is repeated until
the maximum spacing between electrodes is reached. The larger n-values, the greater the depths
of investigation in figure 3.5. As the distribution of the current also depends on the resistivity
contrasts of the medium, the depth of investigation derived conventionally from the spacing, is
also known as the "pseudo-depth".
The reciprocal position of each four electrodes for measurements, two for current and two
for potential, leads to different configurations, which will be well explained later. Table 3.5
summarizes the different 2D array configurations and compares the following characteristics: the
sensitivity of the array to horizontal and vertical heterogeneities, the depth of investigation, the
horizontal data coverage, and the signal strength [4]. What configuration is chosen is crucial
for the gathering of the geophysical data, since quadripolar configuration directly influences the
results obtained. This choice strictly depends on: target geometry, sensitivity of the resistivity
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Table 3.5: Array configuration: Wenner, Wenner-Schlumberger, Dipole-Dipole, Pole-Pole, Pole-
Dipole.
W W-S D-D P-P P-D
Structures horizontal array sensitivity ++++ ++ + ++ ++
Structures vertical array sensitivity + ++ ++++ ++ +
Depth of investigation + ++ +++ ++++ +++
Horizontal data coverage + ++ +++ ++++ +++
Signal Strenght ++++ +++ + ++++ ++
Figure 3.5: Distribution of resistivity measurements on a 2D electrical resistivity pseudo section
with n varying from 1 to 4.
meter, and background noise level [127].
The Schlumberger reciprocal array is a manipulation of the classical Wenner-Schlumberger,
where the current dipole is in the inner part of the quadripol. The larger distance of potential
electrodes instead of the classical Wenner-Sclumberger makes it more sensible the telluric noise.
One advantage of this configuration, in addition to the moderately sensitivity to both horizon-
tal and vertical variations, is the possibility to use multi-channel optimization for simultaneous
measurements. A drawback of this array is suffering possible effects of telluric currents in large
dipole configurations [127] with respect to the Wenner-Schlumberger because of the reciprocal
configuration. In presence of a high number of electrodes these features lead to a high-resolution,
very low time-consuming configuration [128]. The high-resolution geoelectrical resistivity mea-
surement were performed using the georesistivimeter Syscal-Pro Switch from IRIS Instruments
(IRIS Instruments, 2003). The Syscal-Pro Switch is designed for intensive underground surveys,
using the direct current method. It allows to automatically perform resistivity measurements
(based on the voltage values, stacking number and Q factor) and record the resistivity variations
49
3.2 Geophysical estimation of Sy
along the profile. Furthermore, it can measure the electrical chargeability of subsurface materials
(Induced Polarization).
The Syscal-Pro Switch is composed of a single case containing:
• an internal switch that allows the employment of 96 electrodes;
• a georesistivimeter formed by a transmitter and a receiver.
The maximum output values are 800 V in the switch mode and 1000 V in the manual mode, 2.5
A and 250 W with the internal transformer and battery 12 V, which can be increased up to 1200
W with an external generator and AC/DC (IRIS Instruments, 2003). The system of acquisition
(up to 10 channels) allows to carry out a maximum of 10 simultaneous readings, remarkably
reducing the time of acquisition. The time of injection/measurement is variable between 0.25
and 8 seconds. The maximum configuration is 96 metallic electrodes with galvanic connection
subdivided in 4 multi-conductor cables.
3.2.2.3 Inversion method
As explained in section 3.2.2.1, the immediate result of a 2D and 3D is either a resistivitypseudo section (2D) or a resistivity pseudo volume (3D). Thus, to obtain an electrical
resistivity image, the conversion from the apparent resistivity values to the resistivity model is
necessary. To obtain this conversion, it is necessary to apply the RES2DINV [129] routine. The
distribution of the data points in the pseudo-section is loosely tied to the arrangement of the
blocks. The distribution and size of the blocks is automatically generated by the program using
the distribution of the data points as a rough guide. The depth of the bottom row of blocks is
set to be approximately equal to the equivalent depth of investigation of the data points with the
largest electrode spacing [130]. A forward modelling subroutine is used to calculate the apparent
resistivity values, and a non-linear least-squares optimization technique is used for the inversion
routine [131, 132]. The program supports both the finite-difference and finite-element forward
modelling techniques. The smoothness-constrained least-squares method (L2–norm) is based on
the following equation:
(Jt × J + λ× J)×∆qk = Jt × g (3.9)
where:
• I = identity matrix
• λ = Marquardt or damping factor
• J = matrix of partial derivates (or Jacobian matrix)
• ∆q = model parameter change vector
• g = discrepancy vector between observed data and model response data
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One advantage of this method is that the damping factor and flatness filters can be adjusted
to suit different types of data. The purpose of this program is to determine the resistivity of the
rectangular blocks that will produce an apparent resistivity pseudo section that agrees with the
actual measurements. The layer discretization depends on the array configuration applied to carry
out the survey and in general the thickness of each subsequent layer is increased by a value ranging
from 10% to 25% with the depth. The depths of the layers can also be changed manually by the
user. The optimization method basically tries to reduce the difference between the calculated
and measured apparent resistivity values by changing the resistivity of the model blocks. This
difference can be assessed by the root-mean squared error (RMS). Iterations stop when reached a
defined number or the variation in terms of RMS is lower than a threshold value; on other hand
additional iterations don’t give substantial improvement at the results. However the model with
the lowest possible RMS error can sometimes show large and unrealistic variations in the model
resistivity values and might not always be the "best" model from a geological perspective [127].
In general the most prudent approach is to choose the model at the iteration after which the RMS
error does not change significantly. This usually occurs between the 3rd and 5th iterations [127].
The conventional smoothness-constrained least squares method (L2-norm) [131] attempts to
minimize the square of the changes in the model resistivity values. This formulation is given by:
(Jt × J + λ×Wt ×W)∆qk = Jt × g− λ×Wt ×W)× qk (3.10)
where q is the model resistivity vector.
The resulting resistivity image is a model with a smooth variation in the resistivity values
and is suitable in the case of subsurface resistivity varies in smooth manner. In presence of sharp
boundaries with high resistivity contrast the smoothness-constrained method produces images far
from the real distribution of resistivity, that will change in a too smooth manner with respect to
the real distribution. When the robust model constrain inversion method (L1-norm) is applied
for the processing of the resistivity model, the program will attempt to minimize the absolute
changes in the resistivity values. His formulation is:
(Jt ×Rd × J + λ×Wt ×Rw ×W)∆qk = Jt ×Rd × g− λ×Wt ×Rm)×W× qk (3.11)
This constrain tends to produce models with sharp interfaces between different regions with
high contrast of resistivity values, and within each region the resistivity value is almost constant.
This might be more suitable for areas where such a geological situation exists, such as the soil-
bedrock interface over a homogeneous bedrock.
3.2.3 Specific yield (Sy) calculation
Specific yield (Sy) is defined as the average volume of water that can be drained, per unit
surface of aquifer per unit drop of head, from the column of soil or rock extending from the
water table to the ground surface [101]. The main purpose of interpretation of resistivity data
is to determine the true resistivities and thicknesses of different layers purely from theoretical
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considerations. These results were subsequently used to obtain a realistic picture of the geolog-
ical framework. The geoelectrical method can contribute substantially towards obtaining initial
measures that allow the estimation of the aquifer transmissivity and hydraulic conductivity from
geophysical resistivity data. This method can greatly reduce the number of necessary pumping
tests, which are both expensive and time consuming [118]. When the aquifer resistivity of satu-
rated media and unsaturated layers is known, the specific yield of the aquifer can be calculated
as follows [49]:
Sy =
(
ρw
ρsat
) 1
m
×
[
1−
(
ρsat
ρunsat
) 1
n
]
(3.12)
where ρsat is the aquifer resistivity (Ωm); ρw is water resistivity (Ωm); ρunsat is resistivity
of unsaturated zone (Ωm); m is a coefficient that reflects the degree of cemented grains forming
porous media; finally n is a parameter like m which is considered for aquifers and in most cases
is equal to 2.
3.3 Statistical approach for hydroclimatic analysis
3.3.1 Hydroclimatic dataset reconstruction
The hydroclimatic analysis was conducted using the precipitation and temperature records
available at the Tuscany regional hydrological database. The first step was to locate all the
stations that fell within the study area. Afterwards, only those stations that had the greatest
amount of daily records for the time period needed (1951-2018) were used to construct the time
series to be analyzed. The stations selected using this criteria, as well as their location and ID
are listed in table 3.6.
Table 3.6: Geographic coordinates and altitude of raingaudges used to historical rainfall recon-
struction.
Weather station Latitude (◦) Longitude (◦) Altitude (m) ID
Bibbona 43.266 10.596 70.00 Bibbona1
Bibbona 43.262 10.597 70.00 Bibbona2
Bolgheri 43.247 10.553 9.62 Bolgheri
Castagneto Carducci 43.163 10.622 195.25 Carducci1
Castelluccio 43.226 10.618 70.11 Castelluccio
Donoratico 43.152 10.582 39.00 Donoratico1
San vincenzo 43.052 10.556 14.00 S.vincenzo2
Sassetta 43.131 10.646 320.00 Sassetta1
Sassetta 43.124 10.640 351.00 Sassetta2
Thus, the study area fell within the Bibbona and San Vincenzo villages at the North and
South, respectively; while from East to West, it comprised from the coastline to the hills (figure
3.7).
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A first review of the precipitation data showed a great amount of missing records. This
hampered the construction of a 50 year time series [133] to conduct climatic change studies. One
way to fill these gaps, is to perform data interpolation [47]. A time series can be reconstructed
using precipitation records from nearby stations [47], as long as they show similar precipitation
trends and that they have high correlation values. This approach also requires selecting one station
to be completed. Taking into account both its location and the amount of gaps that needed to
be filled, the station Carducci1 was the one selected for the reconstruction. This operation was
possible thanks to the use of the package hyfo [134].
3.3.2 Change point and trend test
Change point analysis is useful to determine sudden changes in the mean and/or variance of
the time series evaluated. Thus, this analysis is also known as discontinuity analysis, since from
that point on the series behaves in a different manner. The change point analysis was carried out
using an algorithm present in the R software libraries Changepoint [135]. In the first package,
algorithm calculates the optimum position and the number of discontinuity points within the data
through a user-defined method. For this research, the method selected involved the detection of
changes using the mean and the variance of the data. On the other hand. The evaluation of
the time series trends was done using both the Mann-Kendall and the Sen’s Slope tests [136].
The Mann-Kendall test, is a non-parametric statistic method that evaluates the trend in a time
series, taking as a null hypothesis that the samples that make up the complete dataset do not
have any correlation and are independent between them. The Mann-Kendall test was designed
to detect a monotonical data change (either increase or decrease), failing to detect sudden events
and it is more sensitive to gradual changes in the evaluated trends. For the Mann-Kendall test,
the m statistic is calculated using the equation shown in 3.13 where aij and bij are either the
precipitation or the temperature values in the i and j times. A positive or negative value of m
reflects increasing or decreasing trends respectively, where aij and bij are obtained using 3.14 and
3.15.
m =
n−1∑
i=1
n∑
j=i+1
aijbij (3.13)
aij = sign(yi − yj)

1, if yi > yj
0, if yi = yj
−1, if yi < yj
(3.14)
bij = sign(ti − tj)

1, if ti > tj
0, if ti = tj
−1, if ti < tj
(3.15)
In an erratic series that is, one where Ho is true, it is expected an m value equal to zero and
with a variance equal to 3.16.
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var(m) =
n(n− 1)(2 ∗ n+ 5)
18
(3.16)
The standard normal distribution (Z ) statistic is calculated through the equation 3.17, for
which Kendall proved that if n ≤ 10, the approximation to a Gaussian distribution can be consid-
ered acceptable.The results from the Mann-Kendall test are analyzed using the p-value, accepting
the null hypothesis (Ho) if this value is below the 0.05 significance level. A positive value of
Z reflects an upward trend (increase) while a negative value is associated to a downward trend
(decrease).
z =
m√
n(n−1)(2∗n+5)
18
(3.17)
Finally, the trends evaluation shown by a time series can be carried out using Sen’s non-
parametric method. Sen’s test uses a linear model fitted to the data to estimate real slope of the
model and, with this, analyzes trends. The calculated slope represents the speed of the linear
variation shown by the data. A series of linear slopes is calculated using equation:
d(k) =
xj − xi
(j − i) (3.18)
where (1 ≤ i < j ≤ n); d equals the slope; x is the variable to be evaluated; n the number of
observations and i and j indexes. Sen slope (b) is then calculated as the median of all the slopes
calculated, through equation: b = median (d(k)).
3.3.3 Local regression model
Local regression model represents relationship between an independent variable and a depen-
dent variable by local weighted adaptation of polynomials in space. It represents "local" relation-
ship between a response variable and a predictor variable on parts of their intervals, which may
differ from a "global" relationship determined using the entire data set with favorable statistical
and computational properties. A first approach proposed by Stones suggests a weight function
that assigns positive values only to k observations with values x0 closer to point of interest x,
where "closer" is determined using a pseudo-metric p, which is subject to the conditions of reg-
ularity [137]. The weight function "nearest k" (kNN) is defined for each x0, where Wi(x) is a
function such that Wi(x) > 0 if and only if I ∈ Ik, where Ik is a set index defined so that I ∈ Il if
and only if less than k of points X1, X2, ..., Xn are closer x0 than Xi using the metric p. So Wi(x)
is a kNN weight function. It start with a local polynomial fit [138] that adapts to least squares
so as to obtain the final adaptation. In particular, is possible to start with polynomial regression
in a neighborhood of x, find β ∈ Rp+1 which minimizes:
n−1
∑
Wki(x)
(
yi −
n∑
i=1
βjx
j
)2
(3.19)
where Wki(x) indicates the weights kNN. Calculate the residuals i and the scale parameter
σ = median(i). Define robustness weights i = K(i/6σ), where K(u) = (15/16)(1−u)2, if |u| ≤ 1
and K(u) = 0. And then adapt a polynomial regression, but with weights (σiWki(x)).
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The curve (black line) properties smooth and minimize the variance of the residuals or the
prediction errors. It is known as "lowess" or "loess" curve. The acronyms are intended to represent
the notion of locally weighted regression: a technique of adapting curves or functions that provides
a smooth curved behavior, whose value in a given position along the x axis is determined only
by the neighborhood points (the size of the neighborhood can be controlled using the "span"
argument, which controls the degree of smoothing. So, the greater the value of span, more
smooth is the fitted curve.). Consequently, the method does not hypothesize about the form of
the relationship and allows to discover the form using the data itself. Here below, we have also a
representation of 95% confidence interval.
Figure 3.6: An exemple of lowess fit using r.
55
3.3 Statistical approach for hydroclimatic analysis
Figure 3.7: Weather stations used for time series rainfall reconstruction based on table 3.6.
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Results
"The world is changing:
I feel it in the water, I feel it in the earth, and I smell it in the air"
J. R. R. Tolkien in The Return of the King
The proposed methods have been applied to described and understand phenomenon of naturalrecharge in study area. This hydrogeological parameter is currently unknown in this area.
In particular, for proposed objectives, I applied an integrated analysis of time series recorded
from 2011 to September 2019 in Regional Monitoring well P.10745 located in the municipal area
of Castagneto Carducci and subjected to daily monitoring by Hydrology Tuscany Region Agency.
The drilling dept is 36 meters and its coordinates are Est 1628204 North 4783711 ("Monte Mario
Italy zone 1" Projected Coordinate Reference System, EPSG Geodetic Parameter: 3003).
In 2018 (last complete year) annual average precipitation (referred to the rain gauge considered
for the recharge calculation) is of 2.2 mm. The following table 4.1 summarizes descriptive statistics
relating to the years considered complete (years whose non significant gaps have been interpolated
will also be considered).
Table 4.1: Statistical summary of rainfall and piezometric levels for years 2011-2012-2013-2017-
2018.
year 2011 2012 2013 2017 2018
rain-cum max (mm) 572 742.8 856 417.4 806.4
rain max (mm) 61.6 41.8 77.8 66 47.2
piezo min (m) 4.59 3.58 4.58 3.69 4.27
piezo max (m) 8.03 6.52 7.69 6.36 6.32
During 2018 piezometric levels observed varied between 4.27 ad 6.32 meters with an average
level of 5.28 meters. The minimum level of 3.69 was recorded on 2017 that coincides with drier
year of the considered years. The maximum value was detected on 2011 with 8.03 meters above
sea level. Soil is mainly composed of vegetable soil in the first meter (verification of stratigraphy)
and is often around 0.5 m. At the topographical level, the well is located 9 meters above sea level
and the land is flat and not characterized by steep slopes. A targeted survey was carried out on
site for verification of hole position and hole casing/filtering. With video inspection carried out
it was not possible to visualize well filtered sections, due to the short distance between the tube
and the camera that did not allow to catch opportune differences. The electrical conductivity log
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was also carried out along the entire depth of the well to check for any differences in conductivity.
The results do not show any particular differences in the electrical conductivity values (except the
first half meter of water with a value of 950 micro Siemens).
Table 4.2: The Electrical conductivity log for profiling conductivity and temperature studies in
well was conducted with TLC meter, ideal for profiling conductivity and temperature in wells.
The conductivity range is from 0-80.000 µS/cm. Conductivity and temperature measurements are
displayed on a LCD screen on the face of the reel. Conductivity accuracy is 5% of reading or 100
µ. A light and buzzer are briefly activated when the zero point of the probe enters water. The
depth to water and depth of displayed readings are read off the tape.
Electrical conductivity (mS) Water table level (m) Temperature (C)
950 -4.76 20
1080 -5.76 18.3
1103 -6.76 17.5
1110 -7.76 17.3
1114 -8.76 17.1
1113 -9.76 17.1
1115 -10.76 17.1
1114 -11.76 17.1
1114 -12.76 17.1
1113 -13.76 17.1
1113 -14.76 17.1
1113 -15.76 17.1
1113 -16.76 17.1
1113 -17.76 17.1
1113 -18.76 17.1
1112 -19.76 17.1
1112 -20.76 17.1
1112 -22.76 17.1
1112 -24.76 17.1
1112 -26.76 17.1
1112 -28.76 17.1
1112 -30.76 17.1
1112 -32.76 17.1
It is therefore assumed that the well is filtered for all its depth. The water level was checked
and compared to the daily level recorded in the regional database 4.2, which turned out to be
corresponding and equal to -4.49 m. In the study area, no studies were carried out to identify the
quantification of the recharge. Some indications for the present study can be taken from Mubarak
2017 [38], where, using water table fluctuation method, they identified 13 cases in different areas of
the globe, taking into account the humid, semi-arid and arid climate. The results obtained derive
from a careful review of the sources of error attributable to methods used 4.3. Specifically, a
strong evapotranspiration due to diurnal fluctuations was not possible to verify this effect because
daily time series downloaded from regional databases provide the daily average value, although
this effect is probably to be excluded given the agricultural characteristics of the land. Absence of
heavy groundwater pumping by neighboring wells was confirmed by field verification 4.46 (respect
distance of 200 m [1] from well studied). Changes in atmospheric pressure, pressure changes due
to entrapped air and rapid conversion of capillary water to phreatic water where water table is
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near the ground surface are inherently minimized by application of the EMR method [91, 92].
Hence, before recharge episodes calculation, a first cross correlation analysis was carried out
between precipitation and fluctuation of the water levels [91]. To do this, water table levels and
rainfall events related to the 2018 were used. Regional rain gauge station used for specific site
rainfall events evaluation is located in municipal area of Castagneto Carducci. Its coordinates
are Est 1632296 North 4783121 ("Monte Mario Italy zone 1" Projected Coordinate Reference
System, EPSG Geodetic Parameter: 3003), has an altitude of 95 meters above sea level and is
located 4 kilometers from studied well. One of the main challenges of this study was to verify
the correlation between precipitation events and groundwater fluctuations [2, 86, 91, 100, 139].
Subsequently, according to Knapp 2015 [140], the episodes of precipitation considered "storm"
have been identified: that is all rainy events developed in consecutive days or with at most two
days of difference, with a quantity equal to or greater than 99 percentile (in our case 29.76 mm for
daily rainfall time series of 2018). This has allowed me to identify 6 characteristic storms. In order
to determine the water-table-response time to rainfall events, the cross-correlation method, which
is a time series technique, has been used to reveal the significance of the water-table response to
rainfall [2,92,139]. In particular, cross correlation was set to the period of time over which there is
a correlation between groundwater level and rainfall at the 95% confidence level, assuming that it
is homogenous in the study. For example, the figure 4.6 shows that the vertical bars are above the
95% confidence level for selected days, thereby indicating that it takes 1 day for the groundwater
level inside the period in the study area to fully respond to the daily storm event. Hence, a first
cross correlation analysis between pure daily precipitation values and associated water table levels
was studied. Having obtained low correlations between daily groundwater levels and daily rainfall
values (figure 4.3), groundwater levels rate of change against daily precipitation were correlated.
In this way, significant correlations were obtained for one lag of difference (in one case 2 lag).
Table 4.3: Sources of error considered for the calculation of the recharge based on the bibliographic
indications.
Water Table level Fluctuation
Error Source Literature reference Action
Atmospheric changes Coock 2002, Nimmo 2015 Solved
Air pressure changes Coock 2002, Nimmo 2015 Solved
Water rapid conversion Coock 2002, Nimmo 2015 Solved
Correlation rain water table level Mubarak 2017, Nimmo 2018 Verified
Specific yield estimation Coock 2002, Mubarack 2017 Calculated
Evapotraspiration (diurnal fluctuation) Coock 2002, Nimmo 2018 Verified
Other wells pumping activities Coock 2002, Tashie 2016 Verified
Specifically, the six events identified in the periods of March, May, October and November
were studied. For each events was produced a daily time series representation of rainfall and
water table level, water table level rate of change over time and finally a graph relating to cross
correlation between groundwater table levels and rate of change of levels for considered period.
Time series graph for March 2018 (figure 4.4) identify a rain event of 7 days, with a total of
60.4 mm. Rain peaks correspond to increase in groundwater levels, while the maximum peak as
rate of change is 0.15 m/d (figure 4.5). In order to establish water table response time respect
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rainfall events, cross-correlation has been used to reveal significance of the water-table response
to rainfall. The Cross correlation graph in March shows a significant peak for a lag equal to 1,
with a value of 0.88 (figure 4.6). First storm event identified in May is equal to 4 days, for an
amount of 47.6 mm (figure 4.7). The identified rain peaks tend to increase in groundwater levels
with a maximum peak in the rate of change of 0.13 m/d (figure 4.8). Cross correlation graph for
first storm recorded in May shows a significant peak for a lag equal to 1, with a value of 0.94
(figure 4.9). Rainy event identified in the second storm of May consists of 2 days for an amount
of 36 mm (figure 4.10). The identified rain peaks correspond to an increase in groundwater levels
with a maximum peak rate of change of 0.04 m/d (figure 4.11). Cross correlation of second storm
recorded in May shows a significant peak for a lag equal to 1, with a value of 0.67 (figure 4.12).
Rainy event identified on third storm of May consists of 6 days, with 4 days without precipitation
and an amount of 70.6 mm (figure 4.13). In this case, it was considered a single rainy event due
to the increase in the level of groundwater on the first day and a non significant decrease in the
remaining days without rain. The identified rain peaks correspond to an increase in groundwater
levels with a maximum peak rate of change of 0.09 m/d (figure 4.14). Third cross correlation
shows a significant peak for a lag equal to 2, with a value of 0.5 (figure 4.15). The rainy event
identified between October and November 2018 consists of a total of 9 days, interspersed with 1
days without precipitation for an amount of 146.6 mm (figure 4.16). In this case, it was considered
a single rainy event given the increase in the level of groundwater on the only day without rain.
First three rainy days do not correspond to increases in the groundwater level, the identified rain
peaks correspond to an increase in groundwater levels with a maximum peak rate of change of
0.07 m/d (figure 4.17). Cross correlation graph for recorded storm shows a significant peak for a
lag equal to 1, with a value of 0.63 (figure 4.18). The rainy event in November 2018 consists of
a total of 3 days, for an amount of 57.8 mm (figure 4.19). Rain peaks identified correspond to
increases in groundwater levels with a maximum peak of the rate of change of 0.10 m/d (figure
4.20). Cross correlation chart for recorded storm shows a significant peak for a lag equal to 1,
with a value of 0.76 (figure 4.21).
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Figure 4.1: Site investigation for Regional Monitoring well P.10745 located in the municipal area
of Castagneto Carducci. The instrumentation used for field investigations consists of: interface
probe for water table level measurements, weight for well depth measuring, interface probe for
measuring electrical conductivity, video underwater camera for inspection of the well.
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Figure 4.2: Time series graph where daily rainfall (black lines) and water table level (blue lines)
are represented on 2018.
Figure 4.3: An example of Cross Correlation between daily water table level and rainfall on 2018.
Results presents a maximum correlation value of 0.15, proving in this case a low correlation.
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Figure 4.4: Time series storm event on March 2018.
Figure 4.5: Rate of change of groundwater level during storm event on March 2018.
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Figure 4.6: Cross correlation analysis between rate of change groundwater level and rainfall storm
event studied on March 2018.
Figure 4.7: First time series storm event with groundwater level behavior on May 2018.
64
Chapter 4. Results
Figure 4.8: Rate of change of groundwater level during first storm event on May 2018.
Figure 4.9: Cross correlation analysis between rate of change groundwater level and rainfall storm
event studied on May 2018.
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Figure 4.10: Second time series storm event with groundwater level behavior on May 2018.
Figure 4.11: Rate of change of groundwater level during second storm event on May 2018.
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Figure 4.12: Cross correlation analysis between rate of change groundwater level and rainfall storm
second event studied on May 2018.
Figure 4.13: Third time series storm event with groundwater level behavior on May 2018.
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Figure 4.14: Rate of change of groundwater level during third storm event on May 2018.
Figure 4.15: Cross correlation analysis between rate of change groundwater level and rainfall storm
third event studied on May 2018.
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Figure 4.16: Time series storm event with groundwater level behavior on October 2018.
Figure 4.17: Rate of change of groundwater level during storm event on October 2018.
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Figure 4.18: Cross correlation analysis between rate of change groundwater level and rainfall storm
event studied on October 2018.
Figure 4.19: Time series storm event with groundwater level behavior on November 2018.
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Figure 4.20: Rate of change of groundwater level during storm event on November 2018.
Figure 4.21: Cross correlation analysis between rate of change groundwater level and rainfall storm
event studied on November 2018.
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4.1 Master recession curve setting
Time series relating to years recorded from 2011 to 2019 were initially assessed on the basisof existing gaps. For this reason it was decided to interpolate only those small gaps (to be
determined how small) and those that were part of the recessions due to the summer season (see
example 2011 year). Furthermore, original data were filtered using second-order moving media
to reduce or eliminate white noise and apparent diurnal fluctuation (another possible source of
error [2,86,139]) present in the daily series. Finally, phreatimetric data have been transformed into
piezometric levels. One of the most important steps was to identify days of pure recession within
time series, so as to identify the characteristic slope element length (a short segment of recession
that can be considered as a straight line case by case) [2, 94]. This parameter has generally been
settled for 3 days because in some cases a setting lower led to the recession points at the time of
the curve’s rise (see 2017). For complete series, i.e. for the years 2011, 2012, 2013, 2017, 2018 and
2019, winter period was considered as representative for master recession curves parameterization.
For years relating to 2014 and 2015 instead, it was necessary to use only short time series cuts,
while few data belonging to 2016 were considered unusable.
Figure 4.22: Piezometric time series related to 2011 after moving averaged application. Interpo-
lation effect is visible between day 130 and day 230.
Throughorigin parameter was set false because zero piezometric value is not present in all time
series. Minimum duration of interval between significant precipitation and beginning of recession
(Mindrytime, 1 or 2 days depending on cases studied in 2018) was set at 3 days for the years 2017,
2018, 2019. This because a lower setting brought recession points identified (recession start) in
a rising moment curve (see 2017). Rainfall quantity that can be considered as zero in recession
period was generally set to 1 mm. Maxtick parameter has been set to 0.1 (default value), having
already applied a moving average filter. Averages points rates identified by Master Recession Curve
(Binsize) were not used, as they did not improve final coefficients results. Finally, maximum angle
of increase-response in a slope recession element has always been set to -0.01 value.
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Figure 4.23: Piezometric time series of 2012 (upper figure) and 2013 (lower figure) after moving
averaged application. For 2012 interpolation effect is visible between day 100 and day 130, while
for 2013 while for 2013 it is visible in the initial and final part of the year.
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Figure 4.24: Piezometric time series of 2014 (winter; upper figure) and 2015 (winter-spring; lower
figure) after moving averaged application. For both time series, temporal interpolations were not
applied due to incompleteness of original data.
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Figure 4.25: Piezometric time series of 2015 (summer-autumn; upper figure) and 2017 after
moving averaged application. For second part of 2015, linear interpolation was not applied due to
incompleteness of original data; while for 2017 linear interpolation was not applied (no gaps in
original data).
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Figure 4.26: Piezometric time series of 2018 and 2019 after moving averaged application. For
both time series, temporal interpolations were not applied (no gaps in original data).
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Time series relative to 2011 was partial complete respect groundwater level values. Linear
interpolations have been applied to 5 short periods. First one when water level was growing
and others when level was in recession, during the summer period. Relative hydrograph shows
selected slope elements that are represented with the cumulative precipitation in the background
and where blue crosses are starting point of selected recession moments. Remaining points in each
slope are highlighted by red symbols. Most peaks are linked with each rainy event, indicating a
direct response between water table level and rainy events. In table 4.4 all parameter values are
expressed and they are used to derive coefficients of the main master recession curve. Hydrograph
chart shows selected recession slopes characterized into winter season and in which groundwater
levels are more superficial over time. First selection process of MRC parameter values was closely
linked to visual assessment of interaction between cumulative rainfall values and groundwater
level reaction. After this, test and error parameter values evaluation based on Goodness Of
Fitness [141] was applied to identify best results, considering a negative inclination of MRC fitting
curve from distribution of the identified slope points. The computed regression visible in figure
4.27 shows slope points of selected elements, presenting a Goodness Of Fit index (GOF) equal
to 0.43. Mindrytime and tslenght parameter were set in 3 days. The maxdelprec parameter was
set to 1 mm, while binaverage operations were not managed. For year 2012 (figure 4.29), linear
interpolations of groundwater levels were carried out (they were not so large as to compromise
the hydrological evaluation). Best fitting was obtained by evaluating recession periods during
first part of the year. Parametrization process is characterized by a midrytime of 2 days, which
is only one differs from the previous analysis conducted on 2011. Computed regression visible in
figure 4.29 shows selected slope points elements and presents a GOF value of -0.05. In 2013 linear
interpolations were applied to the first and last part of the year (these interpolations will be taken
into greater consideration in Episodic Master Recession evaluation, figure 4.31). These made it
impossible to evaluate recession curves at initial period of the year (was the case for the years
2011 and 2012). For this reason, mrcfit was calculated from mid-March to late August, where no
interpolations were performed. The mrcfit parameters were found to be the same as 2012 and have
returned a GOF of -0.05 (figure 4.32). In order to obtain more information regarding the amount
of top-up, the first part of 2014 (figure 4.33) was considered (wettest year compared to others years
considered for this study, for a total of 1323.2 mm). In this case the time series of the first 50 days
of the year shows a clear correspondence between rainy events and the raising of the groundwater
level. The best possible parameterization has identified four recession points and an tslenght equal
to 2 days. The mindrytime was increased to 1 day compared to previous years, while the GOF
value was equal to 0.79 (figure 4.34). Time series for 2015 (figure 4.35) is characterized by a
first part from January to May and a second part from September to December. Consequently
the mrcfit was calculated only for these two series, without taking into account central period
of the year (too large to interpolate). Regarding to first time series, relative hydrogram shows a
clear dependency between rainy events and groundwater levels, while characterization of recession
periods the whole series was considered (figure 4.36). The value of mindrytime was set to 2 days,
as well as tslength, but mindrytime was set to 2 days. calculated GOF value was of 0.13. To
mrcfit second time series characterization of 2015, final part of the series was considered (figure
4.37). This because consideration of the whole series would have produced a positive inclination
regression line. For this reason settings have been kept unchanged with respect to previous series,
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and only resplimits number has been changed to identify best recession points (GOF = 0.98,
figure 4.38). Year 2017 (figure 4.39) was analyzed without preliminary interpolations. Recession
periods studied also concerned here first part of the year. Through the try and error process the
mindrytime value was reset to 3 days as well as tslength. Relative mrcfit chart shows identified
recession points with a calculated GOF equal to -0.06 (figure 4.40). Interpolations were also
applied for time series relative to 2018 (figure 4.41). The period from mid-March to June was
considered a useful period for the recession points assessment. The mrcfit setting was kept equal
to 2017 and returned a GOF of 0.5 (figure 4.42). The same analysis has also been carried out on
year 2019 although it is not naturally terminated (analysis conducted until mid-October). Also
in this case there was no need to interpolate groundwater values and mcfit parameters were kept
constant with respect to the 2017 and 2018 series. In this case the fitting GOF was 0.07.
Figure 4.27: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for 2011. In background, the cumula-
tive precipitation and selected slope element are also identified as representing of characteristic
recession piezometric level.
Table 4.4: MRC parameter values for 2011.
Parameter value
resplimits 6.9 to 7.97 m
throughorigin false
mindrytime 3 d
maxdelprec 1 mm
tslength 3 d
maxtick 0.1 m
binsize 0
maxslope -0.01
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Figure 4.28: Master Recession Curve (MRC) for 2011. Points representing slope elements deter-
mined by regression, with fitted master recession curve as a black line.
Table 4.5: MRC parameters values for 2012.
Parameter value
resplimits 5.5 to 6.5 m
throughorigin false
mindrytime 2 d
maxdelprec 1 mm
tslength 3 d
maxtick 0.1 m
binsize 0
maxslope -0.01
Table 4.6: MRC parameters values for 2013.
Parameter value
resplimits 4.6 to 6.6 m
throughorigin false
mindrytime 2 d
maxdelprec 1 mm
tslength 3 d
maxtick 0.1 m
binsize 0
maxslope -0.01
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Figure 4.29: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for 2012. In background, the cumulative
precipitation and selected slope element are also identified as representing of characteristic reces-
sion piezometric level. In this case with the exception of two points identified at the end of the
distribution. This because resplimits parameter selects only the depth range of the recession levels
to be analyzed.
Figure 4.30: Master Recession Curve (MRC) for 2012. Points representing slope elements deter-
mined by regression, with fitted master recession curve as a black line.
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Figure 4.31: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for 2013. In background, the cumulative
precipitation and selected slope element are also identified as representing of characteristic reces-
sion piezometric level. Evaluation of the recession period for this time series was performed by
excluding the initial period (first 80 days) due to the presence of significant interpolations.
Figure 4.32: Master Recession Curve (MRC) for 2013. Points representing slope elements deter-
mined by regression, with fitted master recession curve as a black line.
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Figure 4.33: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for 2014. In background, the cumula-
tive precipitation and selected slope element are also identified as representing of characteristic
recession piezometric level. It was possible to study only first part of the year.
Figure 4.34: Master Recession Curve (MRC) for 2014. Points representing slope elements deter-
mined by regression, with fitted master recession curve as a black line.
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Table 4.7: MRC parameters values for 2014.
Parameter value
resplimits 5.7 to 7.8 m
throughorigin false
mindrytime 2 d
maxdelprec 1 mm
tslength 2 d
maxtick 0.1 m
binsize 0
maxslope -0.01
Figure 4.35: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for winter-spring of 2015. In back-
ground, the cumulative precipitation and selected slope element are also identified as representing
of characteristic recession piezometric level.
Table 4.8: MRC parameters values for winter-spring of 2015.
Parameter value
resplimits 6.91 to 7.86 m
throughorigin false
mindrytime 2 d
maxdelprec 1 mm
tslength 2 d
maxtick 0.1 m
binsize 0
maxslope -0.01
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Figure 4.36: Master Recession Curve (MRC) for winter-spring period of 2015. Points representing
slope elements determined by regression, with fitted master recession curve as a black line.
Figure 4.37: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for summer-autumn of 2015. In back-
ground, the cumulative precipitation and selected slope element are also identified as representing
of characteristic recession piezometric level.
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Figure 4.38: Master Recession Curve (MRC) for summer-autumn period of 2015. Points rep-
resenting slope elements determined by regression, with fitted master recession curve as a black
line.
Table 4.9: MRC parameters values for summer-winter of 2015.
Parameter value
resplimits 6.2 to 6.59 m
throughorigin false
mindrytime 2 d
maxdelprec 1 mm
tslength 2 d
maxtick 0.1 m
binsize 0
maxslope -0.01
Table 4.10: MRC parameters values for 2017.
Parameter value
resplimits 5.9 to 6.35 m
throughorigin false
mindrytime 3 d
maxdelprec 1 mm
tslength 3 d
maxtick 0.1 m
binsize 0
maxslope -0.01
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Figure 4.39: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for 2017. In background, the cumula-
tive precipitation and selected slope element are also identified as representing of characteristic
recession piezometric level.
Figure 4.40: Master Recession Curve (MRC) for 2017. Points representing slope elements deter-
mined by regression, with fitted master recession curve as a black line.
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Figure 4.41: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for 2018. In background, the cumula-
tive precipitation and selected slope element are also identified as representing of characteristic
recession piezometric level.
Figure 4.42: Master Recession Curve (MRC) for 2018. Points representing slope elements deter-
mined by regression, with fitted master recession curve as a black line.
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Table 4.11: MRC parameters values for 2018.
Parameter value
resplimits 5.9 to 6.23 m
throughorigin false
mindrytime 3 d
maxdelprec 1 mm
tslength 3 d
maxtick 0.1 m
binsize 0
maxslope -0.01
Figure 4.43: Hydrograph with piezometric level (where H0 = 9 m a.s.l.) where start points (blue
points) and pure recessional data (red points) are selected for 2019. In background, the cumula-
tive precipitation and selected slope element are also identified as representing of characteristic
recession piezometric level.
Table 4.12: MRC parameters values for 2019.
Parameter value
resplimits 5.9 to 6.35 m
throughorigin false
mindrytime 3 d
maxdelprec 1 mm
tslength 3 d
maxtick 0.1 m
binsize 0
maxslope -0.01
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Figure 4.44: Master Recession Curve (MRC) for 2019. Points representing slope elements deter-
mined by regression, with fitted master recession curve as a black line.
4.2 Determination of the specific yield by electrical resistivity to-
mography
Geophysical data acquisition campaign was performed from 22 to 27 January 2017 and fol-
lowing were performed: two geophysical surveys in geoelectrical arrays, electrical resistivity. The
geoelectrical lines EL04 and EL05 were 166 m and 237.5 m respectively, with a spacing of 2m and
2.5 meters. Geoelectrical prospecting were carried out using the method of electrical resistivity
using Syscal Pro georesistimeter by IRIS Instruments which allows for fully automatic measure-
ments. For acquisitions in the study area, carried out using a reciprocal Schlumberger quadripolar
configuration, from a minimum of 84 to a maximum of 96 galvanic-coupled metal electrodes were
used. The distance from the monitoring well and the geoelectrical lines are 54 m for the EL04 line
and 24 m from the beginning of the EL05 line. The first step in processing data acquired during
the campaign carried out in the study site was to define a 2D block model, for each profile, that
divided the investigation zone into a number of rectangular cells with strictly arranged and size
linked to the distribution of the measurement points in the acquisition phase and to the electrode
spacing. For all the profiles a model was used in which the cells have equal width equal to half of
the electrode spacing.
The program used for data processing uses an inversion process based on the technique of
optimizing least squares using mathematical analysis with finite differences and finite element.
The purpose is to determine the resistivity value of each single block of the model such as to
produce an apparent resistivity as far as possible according to the measured value. Iterative
process stops when the difference between the minimum is reduced to a set minimum resistivity
measured in the field and that calculated by the set model. The quantification of the deviation of
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Figure 4.45: Syscal Pro georesistivimeter by IRIS Instruments.
the two measurements is indicated by the standard deviation returned by the model. The water
level measured during the data acquisition campaign was 6.9 m a.s.l in agreement with the values
recorded by the electronic monitoring system in the same period. This evaluation has allowed us
to identify the boundary between the unsaturated and saturated subsoil horizon. From here it
was possible to derive the average resistivity values for the two horizons (table 4.13), used in the
equation 3.12. Considering the inconsistent nature of the lithologies found on site, a value of 1.3
was placed on the m coefficient and a value of 2 on the n coefficient [118]. The water resistivity
ρw of the site was calculated using the mean value determined on site through the conductivity
log (table 4.2). From the equations 4.1 and 4.2 a value of ρw equal to 9.85 Ωm was obtained.
Finally, a value of Specific Yield of 0.12 was obtained, in accordance with the values obtained in
the literature [118] for the same lithologies.
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Figure 4.46: Map of Geophysical survey: Electrical profile El04 (green line); Electrical profile El05
(yellow line); Monitoring well (red triangle); Perforation stratigraphic log (yellow circle); Well
pumping area verification [1].
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Figure 4.47: 2D Electrical Resistivity Tomography carried out with Schlumberger reciprocal
quadripolar configuration. Electrical tomography sections: (A) Electrical profile El04; (B) Electri-
cal profile El05.
Table 4.13: Calculated values of resistivity.
Level Mean (Ωm) St. Dev. (Ωm) Altitude (m)
Unsaturated 28.2 19 Altitude > 6.9
Saturated 18.1 4.10 3.5 < Altitude < 6.9
σ(S/cm) =
1
ρ(Ωcm)
⇒ ρ(Ωcm) = 1
σ(S/cm)
(4.1)
ρ(Ωcm) =
1
1.015 ∗ 10−3(S/cm) = 985.22 Ωcm = 9.85 Ωm (4.2)
Sy =
(
9.85
18.1
) 1
1.3
×
[
1−
(
18.1
28.2
) 1
2
]
= 0.12 (4.3)
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Table 4.14: Parameters of equation 3.12.
Parameter Value
ρUnsat 28.2
ρSat 18.1
ρw 9.85
m 1.3
n 2
Figure 4.48: First figure on the left represents electrical cables for the El04 line. The relative
metric cable is visible in white, useful for establishing the electrodes spacing at a distance of 2
meters. Second image on the right shows the detail of the electrode into the ground during the
acquisition of the El05 line.
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4.3 Episodic master recession parameter setting
The EMR method was applied to the time series of the water table using the coefficient of the
curved master recession obtained. Regarding to physical parameter setting for recharge episodes
calculation, they are discussed in chapter 5.1.
Figure 4.49: Hydrograph with recharge episodes distinguished for 2011: quantitative identifications
are classified in table 4.16.
Table 4.15: EMR parameters values for 2011.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.06 m/d
minprecip 1 mm
ependpar 3 d
The numerical results of calculated recharge episodes have been summarized in tables 4.16,
in which are reported number of identified episodes, their duration in days, total precipitation
input that generated the single event, Delta H width generated by the event, the recharge episode
expressed in meters and the recharge-precipitation ratio RPR as a ratio between the groundwater
recharge for the jth recharge episode. Graphical result of the EMR application is visible for example
in figure 4.61 in which cumulative precipitation and groundwater levels expressed as piezometric
levels over time are illustrated. The hydrograph shows precipitation record with recharge episodes,
which are indicated by a bold hydrograph trace. The red curves represents MRC extrapolations
from the episode start and end points. Figure 4.62 shows the computed derivative of water-table
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Figure 4.50: Time derivative hydrograph where instantaneous slope are represented for 2011.
Table 4.16: EMR results for 2011.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 11 0.0182 0.39 0.05 2.570
2 21 0.1208 0.57 0.07 0.571
3 13 0.0464 0.58 0.07 1.502
4 9 0.0454 0.09 0.01 0.247
5 8 0.032 -0.59 -0.07 -2.235
6 8 0.097 -0.02 -0.002 -0.020
on time that identifies the same episodes shown in figure 4.61. Finally, the dashed black line
indicates a tolerance band determined using fluctol parameter, useful to establish a threshold of
dR/dt rate above which a recharge episode is detected.
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Figure 4.51: Hydrograph with recharge episodes distinguished for 2012: quantitative identifications
are classified in table 4.18.
Table 4.17: EMR parameters values for 2012.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.04 m/d
minprecip 1 mm
ependpar 4 d
Table 4.18: EMR results for 2012.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 8 0.045 0.15 0.02 0.396
2 9 0.002 0.15 0.02 9.963
3 6 0.045 0.12 0.01 0.0312
4 8 0.029 0.17 0.02 0.728
5 6 0.006 0.03 0.003 0.490
6 16 0.052 0.65 0.08 1.508
7 25 0.082 1.05 0.13 1.544
8 18 0.060 0.47 0.06 0.946
9 13 0.028 0.39 0.05 1.634
10 11 0.047 0.40 0.05 1.017
11 18 0.139 1.22 0.15 1.059
12 1 0.013 0.05 0.006 0.494
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Figure 4.52: Time derivative hydrograph where instantaneous slope are represented for 2012.
Figure 4.53: Hydrograph with recharge episodes distinguished for 2013: quantitative identifications
are classified in table 4.20.
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Figure 4.54: Time derivative hydrograph where instantaneous slope are represented for 2013.
Table 4.19: EMR parameters values for 2013.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.03 m/d
minprecip 1 mm
ependpar 4 d
Table 4.20: EMR results for 2013.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 76 0.291 2.73 0.33 1.128
2 4 0.011 0.09 0.01 0.963
3 4 0.005 0.08 0.009 1.889
4 8 0.045 0.26 0.03 0.690
5 9 0.015 0.18 0.02 1.408
6 5 0.006 0.13 0.01 2.799
7 3 0.006 0.05 0.006 0.965
8 4 0.001 0.14 0.02 16.368
9 4 0.001 0.24 0.03 23.846
10 48 0.202 1.61 0.19 0.958
11 10 0.052 0.4 0.05 0.937
12 34 0.049 0.64 0.08 1.560
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Figure 4.55: Hydrograph with recharge episodes distinguished for 2014: quantitative identifications
are classified in table 4.22.
Figure 4.56: Time derivative hydrograph where instantaneous slope are represented for 2014.
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Table 4.21: EMR parameters values for 2014.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.03 m/d
minprecip 1 mm
ependpar 1 d
Table 4.22: EMR results for 2014 from January to February.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 9 0.02 0.4 0.05 2.400
2 31 0.31 2.51 0.3 0.962
Figure 4.57: Hydrograph with recharge episodes distinguished for 2015 (from Winter to Spring):
quantitative identifications are classified in table 4.24.
Table 4.23: EMR parameters values for 2015 from Winter to Spring.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.03 m/d
minprecip 1 mm
ependpar 1 d
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Figure 4.58: Time derivative hydrograph where instantaneous slope are represented for 2015 (from
Winter to Spring).
Table 4.24: EMR results for 2015 from Winter to Spring.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 13 0.082 1.09 0.13 1.583
2 18 0.057 0.78 0.09 1.660
3 27 0.124 1.16 0.14 1.126
4 4 0.022 0.41 0.05 2.223
Table 4.25: EMR parameters values for 2015 from Summer to Autumn.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.025 m/d
minprecip 1 mm
ependpar 1 d
Table 4.26: EMR results for 2015 from Summer to Autumn.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 3 0.015 0.03 0.004 0.267
2 6 0.003 0.33 0.04 13.127
3 43 0.248 4.86 0.58 2.350
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Figure 4.59: Hydrograph with recharge episodes distinguished for 2015: quantitative identifications
are classified in table 4.26.
Figure 4.60: Time derivative hydrograph where instantaneous slope are represented for 2015 from
Summer to Autumn.
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Figure 4.61: Hydrograph with recharge episodes distinguished for 2017: quantitative identifications
are classified in table 4.28.
Figure 4.62: Time derivative hydrograph where instantaneous slope are represented for 2017.
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Table 4.27: EMR parameters values for 2017.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.024 m/d
minprecip 1 mm
ependpar 1 d
Table 4.28: EMR results for 2017.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 5 0.005 0.26 0.03 6.490
2 10 0.025 0.19 0.02 0.920
3 13 0.015 0.34 0.04 2.767
4 3 0.002 0.06 0.008 3.892
5 3 0.001 0.09 0.01 10.663
6 5 0.004 0.11 0.01 3.603
7 5 0.040 0.55 0.07 1.671
8 7 0.084 0.51 0.06 0.721
9 12 0.035 0.41 0.05 1.412
10 13 0.082 0.31 0.04 0.455
11 9 0.029 0.28 0.03 1.174
Figure 4.63: Hydrograph with recharge episodes distinguished for 2018: quantitative identifications
are classified in table 4.30.
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Figure 4.64: Time derivative hydrograph where instantaneous slope are represented for 2018.
Table 4.29: EMR parameters values for 2018.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.01 m/d
minprecip 1 mm
ependpar 1 d
Table 4.30: EMR results for 2018.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 7 0.032 0.06 0.007 0.212
2 26 0.127 0.47 0.06 0.447
3 25 0.048 0.45 0.05 1.126
4 11 0.067 0.34 0.04 0.618
5 16 0.072 0.28 0.03 0.477
6 4 0.030 -0.02 -0.002 -0.081
7 4 0.011 0.05 0.006 0.552
8 4 0.006 0.08 0.01 1.664
9 3 0.057 0.003 0.0003 0.005
Table 4.31: EMR parameters values for 2019.
Parameter value
capacity 0.12 m
lagtime 1 d
fluctol 0.024 m/d
minprecip 1 mm
ependpar 1 d
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Figure 4.65: Hydrograph with recharge episodes distinguished for 2019: quantitative identifications
are classified in table 4.32.
Figure 4.66: Time derivative hydrograph where instantaneous slope are represented for 2019.
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Table 4.32: EMR results for 2019.
Episode Duration (d) Water Input (m) Episode δH (m) Episode Recharge (m) RPR (m)
1 30 0.078 1.24 0.15 1.941
2 29 0.005 0.84 0.1 18.704
3 16 0.065 0.44 0.05 0.814
4 11 0.035 0.28 0.03 0.957
5 11 0.027 0.31 0.04 1.389
6 12 0.077 0.6 0.07 0.948
7 11 0.008 0.3 0.04 4.692
8 7 0.057 0.49 0.06 1.027
9 4 0.011 0.4 0.05 4.417
10 5 0.029 0.45 0.05 1.838
11 8 0.063 0.7 0.08 1.334
12 4 0.013 0.28 0.03 2.483
4.4 Hydroclimatic reconstruction for climate change analysis
Based on the gaps present in Carducci1 station, data interpolation was carried out for different
time periods, as shown in table 4.33. In order to do this, two or more stations in addition to
Carducci1, were selected. These additional stations had to have a statistical significant correlation
between them as well with Carducci1 and they could not have gaps in the same days that were
to be interpolated to complete Carducci1 station’s records. In table 4.33, the correlation between
Carducci1-Sassetta2 stations was kept, even though not statistically significant, since Sassetta2
was the only station within the study area that had record for 5 days in 2012, that were not
present in any of the other stations referenced in table 3.6.
Figure 4.67: A graphical representation of correlation between two rainfall time series belonging to
two different rain gauges. The reference station for time series reconstruction was the historical
station of Castagneto Carducci (in table 3.6 named Carducci1, that was different from station used
for the recharge calculation, as shown in figure 3.7). The time series of this station starts from
1951 until 2011 and several gaps displayed in table 4.33 have been filled.
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Table 4.33: Correlations results between rain gauges stations for selected gaps time periods.
Weather station ’51-’55 ’69-’71 ’72-’74 ’90-’99 ’02-’18
Carducci1-Bibbona1 r = 0.52 r = 0.56 r = 0.51
Carducci1-Bibbona2 r = 0.70
Carducci1-Donoratico2 r= 0.69 r = 0.7
Carducci1-Bolgheri r = 0.59
Carducci1-Castelluccio r = 0.65
Carducci1-Sassetta1 r = 0.72
Carducci1-Sassetta2 r= 0.23*
Bibbona1-Bolgheri r = 0.9
Bibbona1-Castelluccio r = 0.79
Bibbona1-Sassetta1 r = 0.76
Bibbona2-Donoratico2 r = 0.93
Carducci1-San Vincenzo2 r = 0.55
SanVincenzo2-Donoratico2 r = 0.76
San Vincenzo2-Sassetta2 r = 0.60
Donoratico2-Sassetta2 r = 0.77
For the precipitation reconstruction variable we used the fillGap function of the R soft-
ware [134]. Through the application of this method a complete time series of daily precipita-
tion was obtained for the Castagneto Carducci station from 1951 to 2018. A time series was
reconstructed that was at least 50 years long that, according to the guidelines proposed by IS-
PRA [133], represents the minimum timeframe for studying climate change. The reconstructed
series is represented in figure 4.68. The present work was carried out on a local scale. Statistical
and scientific evidence of climate change has been ascertained, in most cases, only with large-scale
studies [47]. To assess whether the changes described are ongoing at local scale (area of study),
the statistical approach described in chapter 2 are conducted. The Mann-Kendall calculated on
annual cumulative precipitation data, returned a p-value= 7.3425e-06, statistically confirming the
presence of a trend (in order to assess the existence of positive or negative trends, the Tau index
was used, which for the analyzed data is equal to -0.372,2, indicating a minimum negative slope).
The Sen’s slope test was used to estimate actual slope of the data. The value obtained is equal
to -6.6 (dimensionless), indicating the presence of a negative trend (figure 4.69). As you can see
from the graph, a local regression line (lowess) has been inserted to highlight this trend (figures
3.6, 4.70 and 4.71).
The change points analysis conducted for daily precipitation data is shown in figure 4.68. As
you can see, there is a first point of discontinuity starting around 1988. This generates a time series
that stops up to the second break point identified at the end of 2017. The points of discontinuity
identified, seem to be in agreement with the transition phase identified in the graph 4.69.
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Figure 4.68: Time series reconstruction and change point precipitation analysis from 1951 to 2019.
The red dotted lines represent the points of time in which a significant change in the mean and
variance values occurred in the distribution of values.
Figure 4.69: Annual precipitation from 1951 to 2019. The blue line represents local regression
(lowess) applied to the annual time series.
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Figure 4.70: The red lines indicate 95% confidence intervals, while yellow, green and red colors
represent the degrees of standard deviation of distribution, from highest to lowest.
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Figure 4.71: The red lines indicate 95% confidence intervals, while yellow, green and red colors
represent the degrees of standard deviation of distribution, from highest to lowest.
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Chapter 5
Discussion
"First they ignore you,
then they laugh at you,
then they fight you.
Then you win"
Mahatma Gandhi
5.1 Recharge characterization in shallow unconfined aquifer
Assessment of the physically meaningful MRC and EMR parameters, used in this study, wasconducted on the 2018 time series which contains no gap.
Regards to definition of the MRC, Mindrytime parameter (minimum duration of the interval
between significant precipitation and the beginning of the recession) was set, for all the time series,
equal to 2 or 3 days since a lower setting would have led to start the modeled recession at the
rising moment of the curve, while a higher setting would have started too late the recession.
The Tslenght parameter (number of days defining the significant recession segment) was also
set at 2 or 3 days. In fact, this period of time is better suited to different types of curve decline.
Too high number produces fewer number of recession start point and remaining recession points
are likely to wrongly "fall" to the next recession curve. While appearing short, on the base
of the expected hydraulic properties of the studied aquifer, the setting of 2-3 days has been
precautionary chosen to avoid overlaps of the modeled recession period without drawbacks in the
model parameters setting, since even a small portion of recession over time [2] is enough to define
a recession segment.
The value that allows to decrease variable white noise (Maxtick) has been left to default of
0.1 m, having already applied the moving average on distribution of the variable.
The Binsize parameter, useful for averaging the values of the MRC points for improvement of
the MRC fitting has not been used, obtaining a fitting only from the pure calculated values.
TheMaxslope parameter (maximum slope angle for the recession element studied) was set with
a value equal to 0.01 as found in many cases of literature [2]. A higher value of the parameter
would have excluded many points identified by reducing the goodness of the fitting.
The Throughorigin parameter (which considers the value of the origin equal to zero in the
fitting) was set "False" because physically meaningless for piezometric time series.
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In many case studies, the Maxdelprec parameter (amount of precipitation that can be consid-
ered zero during the recession period) assumes different values depending on lithology and site
climate conditions. In the case study called "Shale Hills", described by Nimmo 2018 [2], presents
soils composed of silt loam in the first meters of depth and a humid temperate climate (annual
rainfall between 700 and 1500 mm [142]). In that case, with soils composition similar to the
one of this study, the value attributed to the Maxdelprec parameter was 0.4 mm. Considering
the variation in precipitation studied in 67 years and the transition from a humid climate to a
semi-arid climate, this quantity was considered equal to 1 mm for all the years studied.
To evaluate the EMR, the Fluctol parameter (range of the maximum rate of change within
which the fluctuation is believed to be white noise or normal oscillation of the aquifer) was studied
on significant fluctuations in the change of piezometric levels during storm events (analysis of the
cross correlation between rainy event and change of rate of groundwater levels; figure 4.5). In
addition, for the different years studied, this parameter has been adjusted with repeated tests in
order to represent the hydrographer behavior as realistic as possible.
In several case studies [2, 139], calculation of Minprecip parameter (minimum amount of pre-
cipitation that will cause a real response) is not explained. Nimmo 2018 [2] attributes a low value
to recognize as many recharge episodes as possible. After that, it was adjusted in order to rep-
resent the best hydrograph’s behavior. From visual analysis of rainfall against water table (4.4),
maybe this value could be close to 10 mm, considering minimum groundwater level compared to
first amount of rain that occurs in a storm event. However, this value attributed to the param-
eter excluded evident increases in groundwater levels. So through a trial-and-error process, this
parameter has been assigned a value of 1 mm in order to recognize as many recharge episodes as
possible.
The Ependpar (time for the hydrograph to resume pre-event behavior, although not necessarily
the same level, after the input event) parameter was set for different years with values ranging from
1 to 4 days. These results have been achieved through repeated tests in order to represent the best
hydrograph’s behavior (in the literature examples it is not explained how it was obtained; [2,139]).
As described in section 4.2, site specific yield average value was calculated through the use
of equation 4.14, returning a uniform average value of 0.12. This value is similar to the average
specific yield value calculated with different methodologies for similar lithologies. For example,
Fettel [143] reports laboratory results in which Sy range ranging from 0.12 to 0.03 corresponds
to sandy clay lithology. Pool [144] through temporal gravity survey obtained a value of 0.15 on
gravelly sand and reddish clay. Kotchoni [145] obtained a Sy value of 0.16 thanks to magnetotel-
luric method on Quaternary sands. Varni [50] calculated a value of 0.15 on gravelly sand and
reddish clay. Kotchoni [145] estimated a Sy value of 0.16 thanks to magnetotelluric method on
Quaternary sands. Varni [50] obtained a Sy value equal to 0.09 on silty sediments using graphical
correlation analysis. Tziro [118] achieved a range of Sy 0.09 / 0.18 for silty sediments, while a
Sy value of 0.20 for sandy sediments. Chang [146] obtained a range of Sy values between 0.12
and 0.22 for mixed lithologies of sands and gravel through pumping tests. Regard to the study
area, analysis conducted by Regional Environmental Protection Agency suggest a Sy range values
between 0.10 [147] and 0.15 [148] (obtained from pumping tests carried out around Cecina River,
norther part of the study area) while other authors [56,149] suggest a value of 0.15 for innermost
parts of the Val di Cecina (along the river and far from the coastal line). The investigation method
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used is non-invasive and allows application in more positions than monitoring point considered.
Unlike other methods such as pumping tests, the geoelectric application does not generate waste
and or disposal material, ensuring short acquisition times. The data acquiring is less constrained
by the presence of other energy sources present in the territory, such as for example electrical
and phone cables (as opposed to magnetotelluric methods) and in general the execution costs are
lower compared to pumping tests, magnetotelluric and gravimetric methods. The disadvantages
include permission location acquisition lines, sometimes located on inaccessible private land. In
table 5.1 some indication about prices of considered method to calculate Sy parameter.
Table 5.1: Economic evaluation of Sy method calculation [150, 151]. The range of prices in Euro
are only for instruments use and not consider all other costs.
Geoelectric line (200 m) Magnetotelluric (per station) Pumping test
500 euro 200 - 300 euro 2000 - 3000 euro
The recharge quantity (mm) is indicated as "EMR water input" and expresses total precipi-
tation given by sum of each recharge episodes identified with EMR input parameters values over
time (tables 5.2, 5.3). In order to obtain the best characterization of calculated recharge quan-
tities, various changes have been made in calculated quantities. Furthermore, considering total
annual precipitation, the percentages that are theoretically used to derive recharge quantity have
been included in the absence of other calculation tools or bibliographic information. In table 5.2
are expressed total precipitation amounts for respective years compared to the amount of recharge
in input calculated. For complete information, they have also been classified the quantities for the
years 2014, 2015 and 2019 although they are incomplete (2016 was not considered because wide
gaps in the time series).
Table 5.2: The results of 2014*, 2015* and 2019* are partial, compared to the total precipitation
during the year.
Year EMR Water Input recharge (mm) Total rainfall (mm) Percentage of recharge (30%) Percentage of recharge (20%)
2011 359.8 572 171.6 114,4
2012 547.6 742.8 222.84 148.56
2013 683.4 856 256.8 171.2
2014* 333 1323.2 396.96* 264.64
2015* 551.8 799.6 239.88* 159.92
2017 320.2 417.4 125.22 83.48
2018 449.2 806.4 241.92 161.28
2019* 467.6 470.2 141.06* 94.04
Some of the results obtained were modified because RPR rate presented unreasonably negative
values. For this reason, values present in 2011 tables (episode 5 and 6, in figure 4.16) and 2018
(episode 6, in figure 4.30) were excluded. Some of calculated recharge quantities were vitiated
by linear interpolations that not reflect the response to precipitation events. Despite this, they
were necessary to make complete time series and usable by EMR program. In some cases (figure
4.53), linear interpolation line correspond to many precipitation events. This "flat" effect fails to
distinguish recharge events from the recession. For these reasons it was eliminate from recharge
amount calculated. In 2011 for example, the second recharge episode calculated at 120.8 mm was
eliminated and for 2013 the first, tenth and twelfth episode, respectively equal to 290.6 mm, 201.6
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mm and 49.2 mm were subtracted. No further changes have been made to eliminate this effect in
the remaining years. Setting of parameters relating to recharge episodes calculation has been kept
almost constant over the years. The ependpar parameter has been assigned values ranging from
1 to 4 based on the diversity of the signal behavior (piezometric level) found year by year. This
choice was also facilitated by the use of fluctol parameter which had different values for time series
studied. The hydrograph analysis developed for complete time series (2011, 2012, 2013, 2017, 2018
and 2019) shows sharp moments of recession for periods, with a range that stars from a few days to
several months. In particular, a strong seasonal component is evident. In all cases analyzed, there
is a long recession that generally starts from spring until the beginning of autumn, with small and
rare cases of recharge events in the summer. Regard to the year 2011, identified recharge episodes
(with parameters and applied corrections) appear to be correctly identified, even if some moments
are not properly modeled (for example some peaks in main spring-summer recession period). Final
part of the year (late autumn), rainy events did not create significant increases (fluctol equal to
0.06 m/d). The year 2012 represents one of the best representations for calculation of recharge
episodes through the use of the EMR algorithm. Although there are obvious interpolations (2
in the first 100 days of the year), the values attributed to the parameters seem to represent
recharge events correctly. The central recession period, around 200 days, is without rain, despite
the presence of obvious fluctuations in the water table. Based on these fluctuations, the fluctol
parameter was set to 0.04 m/d, which is consistent with the rest of the piezometric levels. The
year 2013 was characterized by difficulties in parameters values evaluation. Presence of significant
interpolations, in piezometric time series variable, does not allow to define the recharge events
throughout the year. Consequently, as already reiterated above, these hydrologically incorrect
recharge events were excluded from next assessments. Also in this case, the fluctol was set based
on groundwater fluctuations in the summer spring recession period (0.03 m/d), in which there are
no significant rain events. The year 2014 saw only month analysis of January and mid-February.
Despite this, the analysis was useful not only to assess the amount of recharge calculated for
that period (333 mm), but also to further demonstrate the interaction between precipitation and
groundwater levels. In this case the fluctol value was kept equal to the year 2013. The analysis
carried out on 2015 is divided into two periods. Also in this case there were a partial availability
of the data. In particular, recharge episodes have been calculated for spring-winter and autumn-
summer periods. The values of fluctol attributed to time series (respectively 0.03 and 0.025 m/d)
seem to capture well the recharge events, with the exception of two fluctuations between day 30
and day 40 in summer-autumn representation. The year 2017 was characterized by periods of
severe drought. The calculated recharge episodes turn out to be hydrologically consistent. The
fluctol value of 0.024 m/d was established on the basis of the first long dry period in which
groundwater fluctuations were not affected by anomaly peaks. The year 2018 shows a signal trend
(piezometric levels) very different from the one of 2017. In this case, even if the fluctol value is very
low (<0.01 m/d), the same number of recharge events were detected. Finally, year 2019 appears
to be characterized by consistent recharge episodes. Also in this case the parameter fluctol (0.024
m/d) was set on the basis of groundwater level fluctuations in drier period between 150 and 180
days. Table 5.3 summarizes calculated recharge quantities after the above mentioned corrections
and it characterizes natural phenomenon of recharge of the aquifer considered starting from 2011
until 2019.
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Table 5.3: The results of 2014*, 2015* and 2019* are partial, compared to the total precipitation
during the year.
Year EMR Water Input recharge (mm) Total rainfall (mm) Percentage of recharge (30%) Percentage of recharge (20%)
2011 110 572 171.6 114,4
2012 547.6 742.8 222.84 148.56
2013 142 856 256.8 171.2
2014* 333 1323.2 396.96* 264.64
2015* 551.8 799.6 239.88* 159.92
2017 320.2 417.4 125.22 83.48
2018 419.6 806.4 241.92 161.28
2019* 467.6 470.2 141.06* 94.04
5.2 Comprehensive hydrological processes and climate change
Table 5.4 shows the annual cumulative precipitation values. According to FAO climatic zone
subdivision www.fao.org, the study area was initially characterized by a sub-humid climate, with
cumulative annual rainfall between 700 mm and 1200 mm, from 1951 until 1990. If we divide
annual rainfall data considering discontinuity point identified by change point analysis, we get two
blocks: first between 1951 and 1989 and second one from 1990 to 2018. From this subdivision,
the cases within semi-arid climate area (according to FAO climatic zone subdivision, an area with
annual rainfall ranging between 400 and 600 mm) 3 in the first block and 12 in the second block
identified by the change point analysis (table 5.4).
Considering a significant change in rainfall time series was identified at the end of the 1980s,
the increase of semi-arid climate cases on first block and the presence of an new number of arid
climate cases in the 1997-1998-2017 years, it is possible to assume a climate variation in progress
for the study area.
Specifically, the investigated area shift in the last 50 years from a sub-humid to a semi-arid cli-
mate condition, according to the analysis of historical precipitation. To verify the correspondence
between historical trend and rainfall time series considered for recharge estimation, a correlation
test was performed. It was based on the years used for recharge calculation (from 2011 to 2018;
2019 excluded because not considered in the historical calculation), which returned a value of 0.98.
This result seems to reinforce the concept that precipitation is not only indicative of ongoing cli-
mate change, but also that the precipitation used to derive recharge episodes is part of variation
rainfall process shown in figure 4.69.
Local regressions of annual rainfall are shown in figures 4.70 and 4.71. The two graphs were
constructed considering maximum and minimum value attributable to the "span" parameter.
Figure 4.70 was obtained with a minimum span degree. Its setting allows to identify typical
cyclical behavior of precipitation, while different position of upper and lower confidence intervals
(an interval of plausible values for precipitation values) from 1951 until 2018, suggests a change
in their values over time. In particular, cumulative annual rainfall of the last years (2018-2016-
2015-2013-2012-2011 years, values attributable to a semi-arid climate, as shown in table 5.4) fall
within a range of a distribution of plausible values for that parameter with a confidence level of
95%. Therefore, these values would have been considered anomalous since the 80s (time = 35)
until 1951, or years in which the cumulative precipitation values fell within a sub-humid climate
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regime. Figure 4.71 instead shows the local regression in which the adapted curve is more uniform
over time (developed with the maximum number of spans). Also in this case a change in the
confidence levels of the distribution is visible, even if this interval is wider than in the previous
representation.
In the correlation matrix (figure 5.1), the recharge events corrected results are compared
(total EMR outputs results for 2011, 2012, 2013, 2017, 2018, and 2019 years). As noted, recharge
episodes are more influenced by their duration (length of recharge episode) as well as by the amount
of precipitation in input, with highly significant correlation indexes of 0.74 and 0.63 respectively.
On the other hand, RPR rate is negatively correlated with the amount of precipitation at the
input, confirming the fact that the increase in rainfall intensity leads to a decrease in the recharge
rate. The RPR rate can systematically vary with intensity of the precipitation. A significant
alteration of rainfall quantity, given for example by climate change, can therefore have an impact
on the aquifers recharge. A climatic variation connected to a greater storms intensity can make
a recharge increase up to certain point, after which input water quantities are lost due several
physical processes (e.g. runoff). The value obtained by cross correlation between quantity of
water in input and RPR rate of -0.43, could partially represent this phenomenon. Unfortunately,
it was not possible to strengthen evaluation of this behavior because was not possible to establish
the intensity of rainfall (available data were daily).
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Table 5.4: Total yearly rainfall (mm) for the hydroclimatic reconstruction.
Before first Change
Point
Total
Rainfall
(mm)
After first Change
Point
Total
Rainfall
(mm)
1951 658.08 1989 609.60
1952 667.10 1990 694.50
1953 700.20 1991 414.48
1954 682.90 1992 752.00
1955 803.90 1993 760.40
1956 902.50 1994 558.40
1957 608.10 1995 634.80
1958 757.70 1996 782.00
1959 853.70 1997 304.95
1960 1138.70 1998 331.85
1961 939.50 1999 652.36
1962 686.70 2000 698.80
1963 884.10 2001 561.20.
1964 785.50 2002 629.44
1965 903.40 2003 426.00
1966 1047.20 2004 622.99
1967 770.80 2005 626.41
1968 831.70 2006 465.90
1969 1017.60 2007 422.32
1970 735.39 2008 1022.41
1971 695.75 2009 723.00
1972 639.70 2010 1178.00
1973 436.94 2011 417.00
1974 856.80 2012 516.19
1975 994.80 2013 526.38
1976 857.20 2014 771.69
1977 725.40 2015 510.44
1978 664.40 2016 454.62
1979 1253.30 2017 276.29
1980 798.00 2018 537.02
1981 919.00 - -
1982 567.00 - -
1983 941.20 - -
1984 1240.60 - -
1985 588.60 - -
1986 805.00 - -
1987 789.60 - -
1988 716.20 - -
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Figure 5.1: The graphs show the correlation results, considering the most important outputs re-
turned by the recharge calculation, added for all years. This dimensionless correlation coefficient
expresses a relationship of linearity (bond) between two statistical variables measured on the same
samples, i.e. how they tend to vary simultaneously. It can vary between -1.00 and +1.00, where
the extremes represent perfect associative bonds. In case that the coefficient is zero, there is a
proof of the absence of a linear relationship between the two variables. In addition, for each coeffi-
cients is also reported the significance level, where: "***" corresponds to a p-value of 0.001, "**"
corresponds to a p-value of 0.01, "*" corresponds to a p-value of 0.05, and "." corresponds to a
p-value of 0.1. In the diagonal of the correlation matrix is reported the frequency distributions of
each variable considered and the relative density curve. In the lower triangular portion is reported
the bivariate dispersion diagrams for each pair of variables and the relative trend line.
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"Rev.CJ: Do you see the light?
JB: The Band"
Reverend Cleophus James & Jake Blues in The Blues Brothers
The proposed workflow was performed to meet specific research needs and it was performed inan area of Tuscany that currently face water supply challenges, accentuated by the increase
over time of dry periods. Considering the objectives pursued, the study area was therefore suitable,
even if a good amount of starting data were not available. For example, only one monitoring well
time series was present. The research was useful for estimating the amount of recharge of the
aquifer in an area where this parameter is unknown. To do this I applied the EMR method, which
was found to be the most suitable method that can be implemented, considering the starting
dataset and the execution costs for parameters estimation. From the initial explorative data
analysis (i.e. cross correlation) between rainfall and daily groundwater levels for the year 2018, a
correlation value of 0.15 is obtained. This value suggest a very low correlation between rainfall
and groundwater, indicating a non-existent reaction or connection, in contradiction to the other
hydrogeological and hydrogeochemical indication. However, this initial information is refuted by
repeating the cross correlation analysis using as new variables the rate of change of groundwater
levels against precipitation events considered "Storm". In fact, correlation values between the
latter variables are significantly high for a one delay lag time. This behavior indicates that
the groundwater levels react only after with a certain delay and amount of precipitation. This
quantity was set equal to 1 mm in the modeling of the recession curve, even if cross correlation
analysis suggests a higher number. A suitable methodology to calculate this quantity could be
considered as future development. So, study of stormy events associated with the application of the
EMR method confirms that precipitation is still the first source of water supply for groundwater
resource in the study area, even if, in some cases, there is a presence of abnormal groundwater
level fluctuations in absence of rainfall. A critical element for the studied aquifer and calculation
method is the groundwater levels deepening in time, which correspond to a decreasing in sensitivity
of the rainfall signal on the water table. The time series studied show a constant decrease over
time, passing from a maximum groundwater level of 8.03 meters amsl (2011) to 6.32 meters amsl
(2018). The same thing occurs for minimum levels. Consequently the method cannot be used if
the depths will continue to increase. The amounts of yearly recharge input calculated were: 110,
547.6, 142, 333, 551.8,320.2, 419.6 and 467.6 mm respectively for the years 2011, 2012, 2013, 2014,
2015, 2017, 2018 and 2019 (considering hydrological corrections and incomplete years). Finally,
the recharge quantities calculated in 2017 and 2018 (time series without gaps) were used for a
numerical model of groundwater flow, required by Tuscany Public Water Management Authority.
The calculation of the Specific yield with the geoelectric method, allowed me to estimate the
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most important/sensitive parameter to be used for aquifer recharge calculation through EMR
method. The choice of geoelectric technique was based on cost analysis against other methods for
the evaluation and calculation of this parameter.
The statistical trend analysis conducted on the rainfall of the study area provided important
information about climate condition. These was useful to better understand implications that
rainfall variations have on the hydrological cycle. Compared to rainfall, a statistically significant
negative trend has been observed over time. This change was evident above all for the cumulative
annual values. Trends, change point and local regression analysis show that, from 1951 to 1989,
annual cumulated rainfalls correspond to a sub-humid climate system; while from 1990 to 2018
there was a variation in quantities that leaded to a semi-arid climate system. Despite these indi-
cations, the calculation of the recharge quantities was insufficient to establish how these quantities
are connected to the climatic variations of the study area. This fact is attributable to the few
measures of groundwater levels available and to the many gaps in the time series, which are not
allowed to apply the complete calculation for the few years available. Finally, in order to respond
to research objectives, the proposed workflow used open source software and low-cost field tools,
making it easy to replicate.
Future developments
Evaluation of the recharge, by analyzing its effect on the water table, is an indirect estimation
based on site specific data with low-cost acquisition methods. Therefore, a wider use of the pro-
posed method can be suggested to water utilities to help the management of their resources, where
the right condition are applied. In particular, given the large number of regional hydroclimatic
monitoring stations, one could suggest a study of the hydroclimatic time series aimed at evaluat-
ing the main groundwater recharge areas in the Tuscany region. The study would be useful not
only for the evaluation of the aforementioned areas, but also to evaluate the geographical location
of new well fields for public water supply and water utilities. Considering the recent decline in
groundwater levels in study area, understand maximum depth of groundwater levels to applied
this method remains a challenge. Also the minimum amount of precipitation that will cause a
real response in groundwater levels remains a difficult quantity to estimate, depending not only
on the precipitation and the soil properties, but also on the soil moisture dry-wet cycles. On the
other hand, during this work emerged the potential interest in apply the study of water table level
fluctuation to investigate, by reverse modeling, the lithologies in which the water table fluctuates.
While being an indirect measure, the geoelectrical survey could be in future used to provide
a highly discrete (horizontal and vertical) distribution of the Sy, useful to compute a distributed
and detailed evaluation of the groundwater recharge provided by the WTF method.
In the end, the possibility to directly link the groundwater recharge, computed on a local scale
by means of the WTF method, with a site specific analysis of the climatic condition and evolution,
could provide and easy and cost-effective tool, usable by all the stakeholders of the groundwater
framework, to gain a more comprehensive understanding of the renewable groundwater resource
and forecast future management strategies.
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