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Anotace 
Diplomová práce se zaměřuje na aplikaci nástrojů umělé inteligence pro predikce vývoje 
finančních trhů. Hlavní důraz je kladen na vyhodnocení využitelnosti neuronových sítí, pro 
stanovení predikcí na devizových trzích. Zároveň je poskytnut návrh řešení, pro plně 
automatizované zpracování tržních dat a následné generování obchodních příkazů. 
 
 
Annotation 
This Master's thesis focuses on applying artificial intelligence tools for the prediction of 
development financial markets. Major emphasis is placed on evaluating the usability of 
neural networks to determine the prediction in the foreign exchange markets. It is also 
provided suggestion for fully automated processing of market data and subsequent 
submitting of trading orders. 
 
 
 
 
 
 
 
 
 
 
Klíčová slova 
Časové řady, predikce, neuronové sítě, genetické algoritmy, Forex, finanční trhy, MATLAB 
 
Keywords 
Time series, prediction, neural networks, genetic algorithms, Forex, financial markets, 
MATLAB 
  
 
 
 
Bibliografická citace 
VRBA, P. Využití prostředků umělé inteligence na finančních trzích. Brno: Vysoké učení 
technické v Brně, Fakulta podnikatelská, 2011. 78 s. Vedoucí diplomové práce prof. Ing. 
Petr Dostál, CSc. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Čestné prohlášení 
Prohlašuji, že předložená diplomová práce je původní a zpracoval jsem ji samostatně. 
Prohlašuji, že citace použitých pramenů je úplná, že jsem ve své práci neporušil autorská 
práva (ve smyslu zákona č. 121/2000 Sb., o právu autorském a o právech souvisejících 
s právem autorským). 
V Brně dne 31. května 2011 
 …………………………………………… 
  
 
 
 
Poděkování 
Tímto bych rád poděkoval vedoucímu diplomové práce, panu 
prof. Ing. Petru Dostálovi, CSc., za cenné rady a jeho zkušenosti, o které se podělil při 
konzultacích této diplomové práce. 
  
 
 
OBSAH 
ÚVOD .................................................................................................................................................. 10 
1 VÝCHODISKA PRÁCE .................................................................................................................... 11 
1.1 VYMEZENÍ PROBLÉMU .................................................................................................................... 11 
1.2 CÍL PRÁCE .................................................................................................................................... 11 
2 TEORETICKÁ VÝCHODISKA PRÁCE ............................................................................................... 12 
2.1 ČASOVÉ ŘADY A JEJICH PREDIKCE ...................................................................................................... 12 
2.2 FINANČNÍ TRHY ............................................................................................................................. 13 
2.2.1 Měnové trhy ......................................................................................................................... 14 
2.2.2 Analýzy trhů ......................................................................................................................... 17 
2.3 NEURONOVÉ SÍTĚ .......................................................................................................................... 20 
2.3.1 Historie Neuronových sítí ..................................................................................................... 20 
2.3.2 Model neuronu a neuronových sítí ....................................................................................... 21 
2.3.3 Síťová architektura ............................................................................................................... 23 
2.3.4 Učení sítě .............................................................................................................................. 25 
2.3.5 Dynamické neuronové sítě ................................................................................................... 28 
2.4 GENETICKÉ ALGORITMY .................................................................................................................. 33 
3 ANALÝZA PROBLÉMU A SOUČASNÁ SITUACE .............................................................................. 36 
3.1 ZADAVATELSKÁ SPOLEČNOST............................................................................................................ 36 
3.1.1 Základní údaje ...................................................................................................................... 36 
3.1.2 Profil společnosti .................................................................................................................. 36 
3.1.3 Zhodnocení současné situace společnosti ............................................................................ 38 
3.2 OBCHODNÍ PLATFORMA JFOREX ....................................................................................................... 40 
3.2.1 Nabídka společnosti Dukascopy ........................................................................................... 41 
4 VLASTNÍ NÁVRHY ŘEŠENÍ ............................................................................................................ 42 
4.1 MĚŘENÍ VÝKONNOSTI ..................................................................................................................... 42 
4.1.1 Měření přesnosti bodových predikcí .................................................................................... 42 
4.1.2 Měření přesnosti směrových predikcí ................................................................................... 43 
4.2 PŘÍPRAVA A ZPRACOVÁNÍ DAT .......................................................................................................... 47 
4.2.1 Třída TimeSeries ................................................................................................................... 48 
4.2.2 Datové úložiště a transformace časových řad ..................................................................... 50 
4.3 APLIKACE UMĚLÝCH NEURONOVÝCH SÍTÍ ............................................................................................. 52 
4.3.1 Hledání optimální architektury pomocí genetických algoritmů ........................................... 52 
 
 
4.3.2 Souhrnná analýza výkonnosti .............................................................................................. 56 
4.3.3 Srovnání výsledků s random walk ........................................................................................ 59 
4.4 TESTOVÁNÍ A PROVOZ OBCHODNÍCH SYSTÉMŮ ..................................................................................... 62 
4.4.1 Specifikace komunikačního protokolu .................................................................................. 63 
4.4.2 Interoperabilita mezi JForexem a MATLABem ..................................................................... 69 
5 ZÁVĚR ......................................................................................................................................... 71 
6 SEZNAM POUŽITÉ LITERATURY .................................................................................................... 72 
7 SEZNAM POUŽITÝCH ZKRATEK .................................................................................................... 74 
8 SEZNAM OBRÁZKŮ ...................................................................................................................... 75 
9 SEZNAM TABULEK ....................................................................................................................... 76 
10 SEZNAM PROGRAMOVÉHO KÓDU .............................................................................................. 77 
11 SEZNAM PŘÍLOH ......................................................................................................................... 78 
 
10 
 
ÚVOD 
Již od vzniku finančních trhů se projevila snaha účastníků předvídat budoucí vývoj. Cílem 
těchto snah bylo a je dosažení zisku. V průběhu doby vznikla celá řada analytických 
přístupů, které mají tyto předpovědi umožňovat.  
V prvé řadě se jedná o metody technické analýzy. Ta vychází ze znalosti historického 
vývoje trhů, v němž se pokouší hledat opakující se vzory, které signalizují pravděpodobný 
budoucí směr vývoje. Dalším přístupem je psychologická analýza, která je postavena 
na předpokladu, že obchodní aktivity jsou do značné míry ovlivněny emocemi, kterým 
účastníci trhů často podléhají. V neposlední řadě je využívána fundamentální analýza, 
která na základě hluboké znalosti kurzotvorných faktorů určuje vnitřní hodnotu 
obchodovaného artiklu a porovnává ji s tržní cenou. 
Koncem 20. století se díky rozmachu výpočetní techniky začíná rozvíjet nový obor – umělá 
inteligence. Kolem výkladu slova inteligence dodnes neexistuje vědecký konsenzus, který 
by ji jasně definoval, ovšem v kontextu této práce lze stěžejní význam hledat ve schopnosti 
adaptace či učení.  
Možnosti strojového učení a jejich aplikace v oblasti finančních trhů představují rámec 
této diplomové práce. Je ovšem nutné si uvědomit, že prostředky umělé inteligence 
v základní rovině nevytváří další analytický přístup pro predikce finančních trhů, 
ale především těmto, již zmíněným přístupům dávají další rozměr. S využitím dnešní 
výpočetní techniky je možné zpracovávat takové objemy dat, které jsou pro člověka 
prakticky neuchopitelné. Strojové učení nabízí metody, jak z dat získávat samotné znalosti, 
tedy určitý model o zákonitostech chování sledovaného systému. Synergickým efektem 
můžeme získat nástroj, který je oproti možnostem člověka ve značné výhodě. 
Současné technologie z oblasti umělé inteligence ovšem stále nenahradí kreativitu 
v takové míře, jakou má k dispozici člověk a zdá se, že navzdory prvotním optimistickým 
vyhlídkám tomu ještě tak dlouho zůstane. Stěžejní složkou zde pořád zůstává člověk s jeho 
znalostmi a zkušenostmi, které vloží do vytvářeného modelu. Od současných metod 
strojového učení lze "pouze" očekávat nalezení takových nelineárních vztahů zkoumaného 
systému, které by pro člověka bylo obtížné či až nemožné nalézt. 
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1 VÝCHODISKA PRÁCE 
1.1 VYMEZENÍ PROBLÉMU 
Tato práce je vypracovávána na základě podmětu společnosti Aegis, s.r.o., malé, ryze české 
společnosti působící v oboru informačních technologií, jež projevila zájem o možnost 
algoritmického obchodování na světových finančních trzích. Hlavní důraz je přitom kladen 
na devizový trh, vzhledem k výhodám, jež plynou z jeho velikosti, jako je vysoká likvidita, 
čtyřiadvacetihodinový obchodní cyklus, ale také možnost obchodování s maržovými účty 
apod. 
1.2 CÍL PRÁCE 
Cílem práce je jednak rešerše teoretických východisek neuronových sítí, společně s jejich 
aplikací v oblasti predikcí časových řad měnových párů. Druhá část spočívá ve vytvoření 
návrhu hlavních prvků systému, které budou tvořit základ pro budování budoucích 
algoritmizovaných obchodních strategií. 
Predikční modely založené na umělých neuronových sítích budou operovat 
na intradenních datech, přičemž cílem je nalézt takové konfigurace, jež budou vykazovat 
statisticky významnou spolehlivost – pravděpodobnost úspěchu. 
Návrh obchodního systému musí zohledňovat nutnost práce v reálném čase a to 
bez zásahu člověka. Implementované obchodní strategie mohou být závislé pouze na jasně 
definovaném rozhraní systému, tedy musí být snadno zaměnitelné, bez nutnosti zásahu 
do zbytku systému. Nasazená obchodní strategie bude mít přístup k aktuálním tržním 
datům, bude pravidelně notifikována o změnách tržních cen a bude mít k dispozici 
plnohodnotné rozhraní pro vytváření a odesílání obchodních příkazů. 
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2 TEORETICKÁ VÝCHODISKA PRÁCE 
2.1 ČASOVÉ ŘADY A JEJICH PREDIKCE 
Časová řada představuje posloupnost hodnot sledované veličiny v závislosti na čase. 
Matematicky lze časovou řadu vyjádřit jako vektor x = (x1, x2, … , xN), kde x1 přestavuje 
hodnotu časové řady v čase t = 1 atd. Pro potřeby predikce se považuje hodnota xN za 
poslední známou hodnotu a tedy hodnota xN+1 představuje první hodnotou predikce 
(DOSTÁL, 2008). 
Časové řady v sobě obsahují určité složky, které předurčují její průběh a jsou významným 
faktorem ovlivňující náročnost predikcí. Kategorizace časové řady může, ale nemusí být 
exkluzivní, tj. průběh může být dán kompozicí více složek, což samozřejmě komplikuje 
další analýzy. 
V základní rovině lze časové řady rozdělit na deterministické a stochastické. Stochastické 
časové řady v sobě obsahují nahodilost a nelze je tedy účinně predikovat. Můžeme pouze 
pomocí metod z teorie chaosu určit míru nahodilosti a tak i prediktabilitu dané časové 
řady. Deterministické časové řady v sobě neobsahují prvek nahodilosti a lze je tedy 
s vysokou pravděpodobností spolehlivě predikovat. Může se skládat z lineární složky 
představující trend, periodické složky s příznačným opakovaným průběhem, nebo 
z chaotické složky, pro kterou je typická dlouhodobá cyklická paměť, jež se projevuje 
„soběpodobnými“ a „soběpříbuznými“ tvary v grafu časové řady. 
13 
 
 
OBRÁZEK 2.1- DĚLENÍ SLOŽEK ČASOVÉ ŘADY , ZDROJ:  (DOSTÁL,  2008) 
V mnoha oblastech lidského působení je potřebná alespoň přibližná předpověď budoucího 
chování různých veličin. Za tímto účelem bylo v průběhu doby sestaveno velké množství 
různých metod, jež se pokouší různými způsoby stanovit spolehlivé predikce. Můžeme zde 
hovořit o metodách založených na principu matematických modelů a algoritmů, 
heuristických metodách, či metodách, jež využívají možností strojového učení. 
Pro vyhodnocení spolehlivosti predikčního modelu se používají metody, které porovnávají 
predikované a skutečné hodnoty sledované veličiny. Dle (DOSTÁL, 2008) se pro posouzení 
výkonnosti nejčastěji používá střední kvadratická chyba MSE – Mean Squared Error, 
střední absolutní chyba MAE – Mean Absolute Error a střední relativní chyba MAPE – Mean 
Absolute Percentage Error, vyjádřená v procentuální odchylce. 
2.2 FINANČNÍ TRHY 
Primárním významem finančních trhů je přemísťování peněz od přebytkových subjektů, 
k subjektům, které jich mají nedostatek, zato ovšem pro tyto peníze mají efektivnější 
využití. Na těchto trzích je možné se setkat s velkým množstvím finančních instrumentů, 
které mohou sloužit k různým účelům. Dle jejich funkce (REJNUŠ, 2008) uvádí: 
Složka časové 
řady
Deterministická
Lineární
Konstantní
Vzestupná
Sestupná
Periodická
S konstantní 
periodou
S proměnnou 
periodou
Chaotická
Stochastická
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 Depozitní funkci – která umožňuje akumulaci peněžních prostředků 
přebytkových subjektů pro budoucí využití. S tím souvisí i funkce uchovávání 
hodnoty prostřednictvím finančních instrumentů a minimalizace dopadů inflace. 
 Kreditní funkci – umožňující čerpání peněžních prostředků deficitním subjektům. 
 Funkce likvidity – tedy možnosti přeměny finančních aktiv na hotovost, s kterou 
také souvisí platební funkce. 
 Ochranná funkce – transferem rizik daného subjektu na pojišťovací společnosti, 
ale také rozložením bohatství do diverzifikovaných finančních portfolií. 
 Regulace finančního systému státem – tedy ovlivňování chodu finančního 
systému pomocí monetární a fiskální politiky s cílem prosazování státních 
(vládních) zájmů. 
2.2.1 MĚNOVÉ TRHY 
Měnové trhy lze rozdělit na dva dílčí segmenty (REJNUŠ, 2008): 
 Devizové trhy s bezhotovostními formami cizích měn, na kterých dochází ke 
směně konvertibilních měn, čímž dochází k tvorbě měnových kurzů. Účastníky 
tohoto trhu tvoří komerční a centrální banky, zástupci investičních fondů 
a v neposlední řadě brokeři – zprostředkovatelé devizových operací. 
 Valutové trhy s hotovostními formami cizích měn, které jsou obchodovány za tzv. 
valutové kurzy. Ty se zpravidla odvíjí s určitou odchylkou od devizových kurzů, 
což je dáno spíše maloobchodním charakterem tohoto trhu. 
Pro tuto práci jsou směrodatné devizové trhy, které jsou často označovány termínem 
Forex (z angl. Foreign Exchange). Jedná se o mimoburzovní neorganizovaný trh, tzv. OTC 
– over-the-counter trh, na kterém se účastníci trhu obracejí na svého zprostředkovatele, 
který požadovaný obchod provede, zpravidla v rámci svých obchodních kontaktů. Jedná se 
o jednoznačně největší finanční trh na světě, na kterém se dle odhadů (BICKFORD, 2007) 
denně zobchoduje více jak 2 biliony amerických dolarů.  
Specifickým rysem Forexu je dostupnost trhu 24 hodin denně. Je to dáno rozdělením do 
hlavních lokálních trhů mezi Londýn, New York a Tokio, čímž je pokryt celý 24 hodinový 
denní cyklus, rozdílnými časovými pásmy.  
Důvodem pro obchodování cizích měn na Forexu bývá plnění závazků z mezinárodních 
obchodních vztahů, spekulace, regulace kurzů centrálními bankami, ale také pro zajištění 
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si budoucích nákupních nebo prodejních podmínek. Mimo promptní (spotový) trh, na 
kterém se obchoduje dle aktuálních podmínek, existuje také termínovaný trh, na kterém 
se obchodují finanční deriváty. Mezi tyto deriváty se hlavně řadí: 
 Forwardy – obchody, k jejichž plnění dojde až se značným časovým odstupem, dle 
předem dohodnutých podmínek. 
 Futures – volně řečeno se jedná o standardizované termínované obchody. Tato 
standardizace má za cíl zjednodušení obchodů s deriváty. 
 Opce – vlastník opce má právo, nikoliv však povinnost, požadovat plnění 
uzavřeného termínovaného obchodu. Díky tomu lze sestavovat sofistikovaná 
portfolia, u kterých lze předem přesně stanovit maximální možné ztráty, jelikož 
vlastník opce se pouze vystavuje riziku neuplatnění nakoupeného práva. 
2.2.1.1 Měnové páry 
Při každém obchodu na devizovém trhu, musí dojít ke směně jedné měny za druhou. Tyto 
dvě navzájem směnitelné měny se nazývají měnový pár, který je tvořen bázovou 
(základní) měnou, která je uváděna na prvním místě měnového páru a kótovací měnou, 
uvedenou na druhém místě měnového páru. Kurz měnového páru potom vyjadřuje, kolik 
stojí jedna jednotka bázové měny v jednotkách kótovací měny. Americký dolar je většinou 
uváděn jako bázová měna, výjimku tohoto pravidla představuje euro, britský šterlink 
a australský dolar. 
2.2.1.2 Tržní data 
Nejmenší jednotkou ceny za určitou měnu je tzv. pip. Jeho velikost se odvíjí od měnového 
páru, nicméně pro většinu měn se jedná o násobek 10-4 hodnoty kótované měny. Změní-li 
se např. kurz EUR/USD z 1,4550 na 1,4551, jedná se o jeden pip, jehož hodnota je 0,01 
centu amerického dolaru. Jelikož každá měna má svoji hodnotu, je nutné kurzové zisky 
a ztráty přepočítávat na jednotky určité měny, jejíž výběr je interní záležitostí každého 
účastníka trhu. 
Z hlediska času, nejpřesnější data jsou tzv. tick data, která představují časový interval 
mezi dvěma obchody. Tržní aktivita se samozřejmě různí, v závislosti na měnových 
párech. Za nejaktivnější trh s nejvyšší likviditou je považován trh s EUR/USD. Na něm je 
potřeba tick data měřit v jednotkách milisekund. U málo významných měnových párů, je 
časový rozdíl mezi dvěma transakcemi třeba i několik hodin. 
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Tick data jsou nejpřesnějším zdrojem dat o chování trhu. Jejich využití ovšem nemusí být 
jednoduché. Na velmi aktivních trzích dochází k tak velkému množství obchodů, že 
zpracování takového objemu dat může pro výpočetně náročnější predikční modely činit 
potíže i dnešním moderním počítačům. V neposlední řadě jsou data nerovnoměrně 
rozložena v čase, což znemožňuje jejich využití celou řadou statistických či jiných metod, 
které vychází z předpokladu rovnoměrně rozložených vstupních dat v čase. Proto se tick 
data normalizují po stejných časových intervalech do tzv. OHLC dat, jež obsahují otevírací 
(open), nejvyšší (high), nejnižší (low) a uzavírací (close) cenu za daný interval. U těchto 
dat je nejčastěji také vyjádřen objem provedených obchodů (volume), za uvažovaný 
interval. Touto transformací jsou tak odstraněny obtíže, kterými trpí tick data. 
2.2.1.3 Cenové rozpětí 
Nejen na devizových trzích neexistuje pouze jedna univerzální cena určitého aktiva, ale 
existují dvě ceny – cena nabídky a cena poptávky. Proto jsou měnové kurzy uváděny v 
párech, kde první cena představuje cenu nabídky, druhá cenu poptávky. 
 Cena poptávky (bid) – což je cena, za kterou je trh ochoten koupit bázovou měnu. 
Z pohledu účastníka trhu to je cena, za kterou může prodat a je vždy nižší 
z uvedených dvou cen. 
 Cena nabídky (ask) – za kterou je trh ochoten prodat bázovou měnu a za kterou 
tedy účastník trhu může nakoupit. 
Rozdíl mezi cenou nabídky a cenou poptávky je tzv. cenové rozpětí (spread). Toto 
cenové rozpětí fakticky vyjadřuje transakční náklady, spojené s otevřením a uzavřením 
obchodní pozice. Pro zprostředkovatele na devizovém trhu tyto transakční náklady 
představují poplatek za provedení obchodního příkazu. Zároveň jim to umožňuje 
regulovat nakupované a prodávané množství určité měny tím, že v požadovaném směru 
cenové rozpětí rozšíří či smrští. Pokud tedy market-maker spekuluje např. na vzestup 
kurzu, zvýšením ask ceny, případně doprovázený také zvýšením výkupní bid ceny, 
účastník trhu odradí kupující, aby od něj nakupovali tuto měnu, a zároveň přiláká 
prodávající, kteří mu spíše prodají. 
Cenové rozpětí je ovšem i z teoretického hlediska nevyhnutelné, jelikož každý trh má 
tendenci se ustálit v rovnovážném bodě, ve kterém účastníci trhu po otevření obchodní 
pozice nebudou ochotni tuto pozici uzavřít, při stejném kurzu, za jaký tuto obchodní pozici 
otevřeli. 
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2.2.1.4 Pákový efekt 
Na devizových trzích jsou dnes běžně využívány maržové účty (margin account). Jedná se 
o spekulativní účty, pomocí kterých lze obchodovat se znatelně většími objemy peněz, než 
kolik činí počáteční vklad. 
Brokeři pro obchodování požadují určitou marži (záruku), kterou vlastník účtu ručí za 
případné ztráty z obchodování. Velikost marží se u jednotlivých brokerů liší, obecně jsou 
však dnes běžně nabízeny maržové účty s finanční pákou 1:100, lze získat i 1:500 či 
1:1000. 
Díky větším zobchodovaným sumám se násobně zvětšuje případný zisk z obchodů. Např. 
s 1000 USD lze při finanční páce 1:100 obchodovat se 100 000 USD a násobit tak míru 
zisku touto sumou. Je důležité ovšem pamatovat na to, že finanční páka funguje tzv. na obě 
strany.  Využitím finanční páky 1:100 je tedy možné zdvojnásobit hodnotu vkladu 
zvýšením kurzu o 1%, avšak také přijít o celý vklad poklesem kurzu o 1%. 
V případě, že je obchodní pozice vlastníka maržového účtu ohrožena, broker reaguje 
požadavkem o navýšení vkladu, tzv. margin call. Pokud k navýšení nedojde, broker uzavře 
obchodní pozici s aktuální ztrátou, kterou z účtu odepíše. S tím souvisí i tzv. udržovací 
marže (maintenance margin), jenž je vytvářena z důvodu snížení rizika brokera, který 
požaduje určitou výši vkladu, sloužící výlučně jako záruka k pokrytí případných budoucích 
ztrát. 
2.2.2 ANALÝZY TRHŮ 
Hodnoty finančních časových řad jsou ovlivněny složitými procesy, které v sobě zahrnují 
značnou dávku chaotičnosti. Pro bližší pochopení dějů, jež se na finančních a kapitálových 
trzích odehrávají, byla vytvořena hypotéza efektivních trhů. Dle (DOSTÁL, 2008) je tato 
hypotéza založena na předpokladech, že: 
 Cena odráží všechny dostupné informace. Její možná změna může být vyvolána 
pouze novou informací. 
 Investoři mají přístup k informacím, umí je interpretovat a v případě získání nové 
informace jsou schopni během krátké chvíle zareagovat a odstranit případné 
odchylky v kurzovních cenách. 
 Trhy nedisponují pamětí, tj. události v minulosti nijak neovlivňují budoucí chování 
trhu. 
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 Cena má normální rozložení. 
Teorie efektivních trhů předpokládá, že není možná efektivní predikce, protože nezáleží 
na minulosti. Budoucí kurzy odpovídají současnému kurzu a v budoucnu získané 
informaci, kterou ovšem lze získat až v budoucnu. 
Na základě míry efektivnosti, lze dle (DOSTÁL, 2008) rozlišovat tři formy efektivnosti: 
 Slabá forma efektivnosti – kdy kurzy jsou stanoveny na základě všech 
historických dat. V tomto případě není možné technickou analýzou, která se 
zabývá studiem historických pohybů, predikovat budoucí pohyb trhu. 
 Středně silná forma efektivnosti – je stav trhu, při kterém aktuální kurz zahrnuje 
nejen historická data, ale také aktuální veřejné informace. Tím pádem nelze 
s úspěchem aplikovat jak technickou analýzu, tak ani prostředky pro stanovení 
vnitřní hodnoty akcie. 
 Silná forma efektivnosti – je taková, kdy tržní kurz obsahuje i informace 
neveřejného charakteru, díky čemuž není prakticky možné budoucí vývoj 
předjímat. 
Hypotéza fraktálního trhu dle (DOSTÁL, 2008) vychází z poněkud odlišných 
předpokladů: 
 Cena může být každým účastníkem trhu stanovena odlišně a to i na základě 
různých informací. 
 Investoři se nemusí chovat racionálně, ale do značné míry emocionálně. Nemusí 
mít přístup ke všem informacím, popř. nemusí být schopni dostupné informace 
správně interpretovat. 
 Vývoj tržních kurzů je ovlivněn pamětí investorů, kteří obchodují na základě jejich 
očekávání a zkušeností z minulosti. 
 Vývoj ceny nemá normální rozdělení, ale tzv. leptokurtické rozdělení, které 
vyjadřuje skutečnost, že ceny rychleji klesají, než rostou. 
Významný je průnik těchto dvou hypotéz, kdy obě tvrdí, že v tržních cenách se neustále 
odrážejí informace, ať už pouze historické – v případě slabé formy, nebo i aktuální veřejně 
dostupné informace – v případě středně silné formy, nebo i neveřejné informace – 
v případě silné formy efektivnosti trhu. 
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Přestože jsou obě hypotézy v praxi využívány, realitě se asi více přibližuje hypotéza 
fraktálních trhů, a proto by měla být v úvahách o chování trhů upřednostňována (DOSTÁL, 
2008). 
2.2.2.1 Metodiky analýz 
Pro obchodování na kapitálových a finančních trzích vznikla v průběhu doby celá řada 
přístupů. Každý z těchto přístupů má své uplatnění, přičemž vypovídající hodnota 
výsledků záleží na řadě okolností, v rámci kterých je daný přístup aplikován. 
 Technická analýza – je nejstarší přístup pro analýzy trhů. Základem jsou 
historická data, obsahující vývoj cenových kurzů a objemů obchodů, která mají 
obchodníkovi poskytnout informace o trendech trhu, na základě kterých je možné 
se rozhodovat o vstupu na trh. 
Technická analýza má výhodu ve své univerzálnosti, jelikož její metody lze využít 
prakticky na libovolný trh. Nicméně je nejčastěji uplatňována v případech 
rozhodovacích problémů, jež se týkají krátkodobého, maximálně střednědobého 
časového horizontu. 
 
 Fundamentální analýza – se snaží stanovit správnou vnitřní hodnotu 
obchodovaného aktiva, pomocí analýzy širokého spektra informací, a to jak 
kvantitativních, tak i kvalitativních. Při analýze jsou tedy zohledňovány účetní 
výkazy, statistická data, ekonomická data a ukazatelé, ale také politické, 
demografické či odvětvové faktory vývoje. 
Výsledkem fundamentální analýzy je tedy vnitřní cena aktiva, která je následně 
porovnávána s cenou na trhu. Komparací dojdeme k závěru, zdali je aktivum 
na trhu podhodnocené, nadhodnocené, či správně ohodnocené. 
Vytvoření kvalitní fundamentální analýzy je náročný proces, hlavně na zkušenosti 
analytika, který musí velmi dobře znát faktory, jež na trhu působí a které budou 
utvářet tržní kurz. Obecně je fundamentální analýza využívána při investičních 
záměrech, jejichž časový horizont se pohybuje v střednědobém až dlouhodobém 
rámci. 
 
 Psychologická analýza – se nezabývá samotným obchodovaným aktivem, ale 
chováním investorů a jejich reakcemi na tržní impulsy. Základním nástrojem je 
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psychologie davu, jelikož tento přístup vychází z předpokladu, že obchodování je 
kolektivní činnost, která je ovlivněna emocionálním rozhodováním jedinců. 
Jedinec, který vstoupí do davu, ztrácí své osobnostní charakteristiky a začne se 
rozhodovat na základě svých pocitů, což značnou mírou degraduje racionalitu 
chování jak jedince, tak i celého davu. Jedinci v davu jsou velmi snadno 
zmanipulovatelní celkem, od kterého tak přebírají rozhodovací závěry. 
Psychologické faktory jsou považovány za faktory, které ovlivňují tržní kurzy 
pouze krátkodobě, v dlouhodobějším horizontu se kurzy ustálí na efektivnější 
hladině.  
 
2.3 NEURONOVÉ SÍTĚ 
Umělé neuronové sítě jsou zjednodušené modely nervových systémů živočichů. Cílem 
těchto modelů je snaha o napodobení myšlení živých organismů, čímž by mělo být 
dosaženo jistého inteligentního chování (ŠÍMA, a další, 1996). 
Doposud provedené experimenty v této oblasti prokazují, že je možné dosáhnout 
schopností, jež jsou přisuzovány inteligentním živočišným druhům. Těmito schopnostmi 
jsou především schopnost učit se (tedy získávat a využívat nabyté zkušenosti) a schopnost 
generalizace (aplikovat nabyté zkušenosti při řešení typově příbuzných úloh). Dlužno však 
dodat, že využití umělých neuronových sítí nemusí být vždy tak jednoduché a přímočaré, 
jak by se na první pohled mohlo zdát. Stále probíhá intenzivní výzkum této oblasti, jejímž 
výsledkem je nepřeberné množství různých metod a variant neuronových sítí. Pro řešení 
konkrétní úlohy je nutné, aby tvůrce sítě rozhodl a vybral tu správnou konfiguraci, která 
nejlépe odpovídá řešenému problému. 
2.3.1 HISTORIE NEURONOVÝCH SÍTÍ 
Za vznik neuronových sítí je považována dle (ŠÍMA, a další, 1996) práce Warrena 
McCullocha a Waltera Pittse z roku 1943, kteří vytvořili velmi jednoduchý model neuronu, 
na kterém ovšem dokázali, že je schopen vypočítat libovolnou aritmetickou nebo logickou 
operaci. 
V roce 1957 byl vynalezen tzv. perceptron (ŠÍMA, a další, 1996), jehož autorem je Frank 
Rosenblatt. Tento druh neuronu je zobecněním dřívějšího modelu, který pracuje v reálném 
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číselném oboru (na rozdíl od bipolárního). Rosenblatt navíc navrhl učící algoritmus, který 
byl schopen z libovolného počátečního stavu, po konečném počtu kroků, nalézt takový 
váhový vektor, který modeloval příslušná tréninková data.  
Nevýhodnou perceptronu je ovšem skutečnost, že dokáže řešit pouze lineárně separabilní 
úlohy, tedy takové úlohy, které lze řešit pouze lineárním rozdělením vstupního stavového 
prostoru. V této souvislosti byla často zmiňována jednoduchá logická operace XOR, kterou 
je možné počítat pouze pomocí vícevrstvé sítě, na které v té době ovšem neexistovaly učící 
algoritmy. Po určitou dobu se zdálo, že neuronové sítě nemají perspektivu a jejich vývoj 
byl utlumen. Roku 1986 však Rumelhart, Hinton a Williamse publikovali svou práci, 
ve které popsali učící algoritmus backpropagation, jež je na základě zpětného šíření chyby 
schopen učit i vícevrstvé sítě. Tento algoritmus opět zpopularizoval neuronové sítě a je 
dodnes nejpoužívanějším učícím algoritmem.  
2.3.2 MODEL NEURONU A NEURONOVÝCH SÍTÍ 
Jak již bylo zmíněno výše, umělý neuron vychází z principů biologických neuronů 
(DOSTÁL, 2008). Jako takový má jeden a více vstupů, kdy každý vstup má přiřazenu 
určitou váhu. Po „vážení” vstupních signálů (přesná matematická operace záleží na typu 
sítě), je do celkového vstupu zohledněn bias a výsledek je předán tzv. aktivační funkci, 
která generuje odpovídající výstup daného neuronu. Výstupní signál je předán neuronům 
v následující skryté, nebo výstupní vrstvě, čímž výstupní signál může být dále použit jako 
vstup do dalších neuronů (určité typy sítí mohou obsahovat i cyklické vazby výstup-
vstup).    
 
OBRÁZEK 2.2 - FORMÁLNÍ NEURON, ZDROJ:  (ŠÍMA,  A DALŠÍ, 1996) 
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Tyto tři procesy se obecně označují, v pojetí autorů publikace (MATHWORKS, 2010), jako 
váhová funkce, vstupní síťová funkce a aktivační funkce, přičemž konkrétní funkční 
předpisy se liší v závislosti na typu sítě. 
Většina typů neuronových sítí používá za váhovou funkci součin váhy a vstupu, nicméně 
používá se také např. vzdálenost váhy a vstupu |w – p|. Vstupní síťové funkce jsou většinou 
součty vážených vstupů a biasu, ale existují i jiné varianty. Bias lze obecně chápat jako 
posun aktivační funkce doleva o danou délku a lze jej tedy určitým způsobem chápat také 
jako váhu. 
2.3.2.1 Aktivační funkce 
Volba aktivačních funkcí u jednotlivých neuronů, do značné míry determinuje míru 
přesnosti, pro řešení konkrétní úlohy. Jejich smyslem je dle (DOSTÁL, 2008) normalizace 
vstupních hodnot, bez které by vstupní hodnoty mohly dosahovat velmi vysokých úrovní, 
což je hlavně problém u vícevrstvých sítí.  
Při návrhu sítě je nutné pamatovat na skutečnost, že i samotné aktivační funkce mohou 
být saturovány vysokými vstupními hodnotami, což může vést k problémům 
s konvergencí sítě ve fázi učení. To je z důvodu velmi malého gradientu aktivační funkce 
v exterémních hodnotách. Proto je v některých případech vhodné vstupní hodnoty sítě 
normalizovat, ještě před jejich aplikací. 
Lineární aktivační funkce purelin(n) jsou běžně používány v poslední vrstvě 
vícevrstvých sítí určených pro aproximaci. Jak je z názvu patrné, jedná se o lineární funkci, 
jejíž funkční předpis je dán vztahem a = purelin(n) = n. 
 
OBRÁZEK 2.3 - AKTIVAČNÍ FUNKCE PURELIN, ZDROJ:  (MATHWORKS,  2010) 
Sigmoind funkce logsig(n) převádí hodnoty z intervalu minus nekonečno, plus nekonečno 
na interval od 0 do 1. Tato funkce je obecně používána ve skrytých vrstvách vícevrstvých 
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sítí, do značné míry proto, že je diferencovatelná. To umožňuje učícímu algoritmu snadno 
určit gradient a posouvat se tak ve směru minima dané funkce. Funkční předpis je dle 
(MATHWORKS, 2010) dán vztahem: a = logsig(n) = 1 / (1 + exp(-n)) 
 
OBRÁZEK 2.4 - AKTIVAČNÍ FUNKCE LOGS IG, ZDROJ:  (MATHWORKS,  2010) 
Aktivační funkce hardlim je nejčastěji používána u neuronů ve výstupní vrstvě takových 
sítí, které jsou určeny ke klasifikaci vstupních vektorů sítě. Funkční předpis je dle 
(MATHWORKS, 2010) dán vztahem: 
              
 a   1 pro n   
 a   0 pro n   
  
 
OBRÁZEK 2.5 - AKTIVAČNÍ FUNKCE HARDLIM, ZDROJ:  (MATHWORKS,  2010) 
Mimo tyto zmíněné aktivační funkce jsou k dispozici další, jejichž uplatnění může mít 
pozitivní účinek na přesnost sítě, popř. mohou lépe vystihovat doménu hodnot výstupních 
neuronů. Za zmínku jistě stojí funkce tansig(n) a hardlims(n), jejichž obory hodnot 
představují intervaly (-1; +1) popř. <-1 ; +1>,  a proto jsou tak variantou pro funkce 
logsig(n) a hardlim(n). 
2.3.3 SÍŤOVÁ ARCHITEKTURA 
Neuronové sítě se typicky skládají z jedné vstupní vrstvy, žádné nebo několika skrytých 
vrstev a jedné výstupní vrstvy. Neurony ve vstupní vrstvě zpravidla neplní žádnou 
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výpočetní funkci, ale slouží pouze pro distribuci vektoru vstupních hodnot do neuronů 
v následujících vrstvách. 
Pro řešení praktických problémů jsou typicky potřeba vícevrstvé sítě. Tyto sítě obsahují 
jednu nebo více skrytých vrstev. Obecně se má za to, že sítě s dvěma resp. třemi vrstvami 
jsou schopné modelovat libovolně složitou matematickou funkci. Pro komplexnější úlohy, 
dle tohoto pravidla, stačí pouze zvýšit počet neuronů v těchto vrstvách. Přesto 
experimenty (PARDO, 2009) ukazují, že má smysl vytvářet sítě o daleko větším počtu 
vrstev. Lze si to vysvětlit jako důsledek omezených schopností učících algoritmů, pro práci 
s různými architekturami sítí, při hledání velmi složitých vazeb ve vstupních datech. 
 
OBRÁZEK 2.6 –  MATEMATICKÝ MODEL VÍCEVRSTVÉ FEEDFORWARD SÍTĚ , ZDROJ:  (MATHWORKS,  2010) 
Schéma referenční dopředné vícevrstvé sítě na obrázku výše, popisuje síť s R vstupy. Na 
vstupu tak přímá R-prvkový vstupní vektor p1, p2, … , pR, jež je násoben vahami w1,1 , w1,2 , 
… , w1,R a tyto součiny jsou nakonec sečteny – matematicky se tedy jedná o skalární součin. 
Výsledky jsou předány aktivačním funkcím, jež generují výstup neuronu. Horní indexy zde 
znační příslušnost k určité vrstvě. První index značí cílovou vrstvu, druhý zdrojovou. 
Vektor IW je vektor vstupních vah ve vstupní vrstvě a LW vektor výstupních vah skryté 
nebo výstupní vrstvy. 
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Neurony ve výstupní vrstvě slouží mimo jiné jako úložiště pro odezvu sítě. Výběr aktivační 
funkce pro tyto neurony značnou mírou předurčuje úlohu sítě.  Lze hovořit minimálně o: 
 Binární výstup – využívaný zejména pro klasifikační úlohy, kdy výstupní vrstva 
obsahuje počet neuronů, který odpovídá počtu cílových kategorií. Síť se poté učí, 
aby pro každý vstupní vektor reagovala odezvou, jež bude exkluzivně obsahovat 
jedničku, na místě pro rozpoznanou kategorii. 
 Reálný výstup – je typický pro aproximační úlohy funkcí apod. 
2.3.4 UČENÍ SÍTĚ 
Při učení neuronové sítě pomocí metody učení s učitelem, je cílem nalezení globálního 
minima chyby. Chyba je definována jako střední kvadratická chyba skutečné odezvy sítě 
a požadované odezvy sítě: E        o  
 . Nejprve se provede výpočet výstupů (krok 
vpřed), aby následně mohla být vypočítána chyba. Výsledku se pak využije při ladění 
váhových matic (krok zpět). Tento postup se cyklicky opakuje tak dlouho, dokud nedojde 
k požadované konvergenci chyby na akceptovatelnou úroveň. 
Neuronová síť může být pouze tak přesná, jak přesná jsou tréninková data. Je důležité, aby 
tréninková data pokrývala rozsah vstupů, pro které bude síť využita. Vícevrstvé sítě mají 
schopnost generalizace vztahů, v rámci rozsahu vstupních dat (interpolace). Nicméně 
nejsou schopné přesné extrapolace mimo rozsah vstupních dat. Proto je důležité, aby 
tréninková data pokrývala celý vstupní prostor. 
Jestliže síť nedosahuje požadovaných výsledků, je vhodné dle (MATHWORKS, 2010), 
pokusit se síť reinicializovat a spustit proces učení znovu. Je to dáno náhodnou inicializací 
váhové matice na počátku učení, kdy v podstatě záleží pouze na náhodě jak blízko, nebo 
daleko od globálního minima chybové funkce, leží váhový vektor sítě. 
Druhým způsobem je dle (MATHWORKS, 2010) zvýšení počtu neuronů ve skrytých 
vrstvách, což dává síti větší flexibilitu. Toto zvýšení by ovšem mělo být pozvolné. Příliš 
velký počet neuronů může mít negativní dopad, kdy síť sice bude dávat správné odezvy 
pouze na vstupy z tréninkové množiny, na ostatní vstupy bude ovšem reagovat 
nesprávnou odezvou. 
Další možností, jak zlepšit výsledky sítě je vyzkoušení jiné učící funkce. Jedním 
z nejoblíbenějších algoritmů je Levenberg-Marquardt, který je vhodný pro učení malých 
a středních sítí. Jak již bylo naznačeno výše, vícevrstvé sítě jsou schopné aproximovat 
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libovolnou funkci. Nicméně metoda backpropagation a její varianty nemusí být vždy 
schopny nalézt řešení. 
2.3.4.1 Učení s učitelem 
Sítě, jež jsou učeny tzv. s učitelem, jsou vhodné pro modelování a řízení dynamických 
systémů, klasifikaci dat zkreslených šumem či predikce. Neural Network Toolbox 
(MATHWORKS, 2010) rozlišuje a implementuje tyto typy sítí, jež jsou učeny s učitelem: 
 Dopředné (feedforward) sítě – vyznačují se dopřednými spojeními mezi 
neurony, tj. ve směru od vstupu k výstupu sítě. V praxi se jedná snad 
o nejpopulárnější typ sítí s širokým uplatněním pro predikční úlohy, rozpoznávání 
vzorů či nelineární aproximaci funkcí. Ve zmíněném toolboxu (MATHWORKS, 
2010) jsou podporovány učící algoritmy pro dopředný backpropagation, 
kaskádový-dopředný backpropagation, backpropagation se zpožděním ve vstupní 
vrstvě apod. 
 Radial basis sítě – RBF – poskytují alternativu k dopředným sítím. Ke své práci 
typicky potřebují větší počet neuronů, ovšem čas potřebný k jejich naučení je 
řádově kratší. Lze je využít pro klasifikační, aproximační i predikční úlohy. 
 Dynamické sítě – využívají paměť a zpětných vazeb pro rozpoznávání dočasných 
vzorů v datech. Jsou obecně používané pro predikci časových řad nebo modelování 
dynamických systémů. Jedná se o Focused Time-Delay sítě (zpoždění ve vstupní 
vrstvě), Distributed Time-Delay sítě (zpoždění ve vstupní a skrytých vrstvách), 
NARX sítě (se zpětnovazební smyčkou) a další. 
Svou povahou nejlépe postihují cíl této diplomové práce právě dynamické sítě, 
a proto jim bude věnována největší pozornost. Pro predikční úlohy lze jistě použít i 
další typy sítí, v závislosti na způsobu predikce. Je možné např. rozpoznávat 
Elliottovy vlny pomocí sítí pro rozpoznávání vzorů, klasifikovat směr trhu na býčí 
nebo medvědí, podle určitých symptomů pomocí sítí pro klasifikaci apod. 
 Learning vector quantization – LVQ – jsou sítě určené pro klasifikační úlohy, 
které nejsou lineárně separabilní. Tento typ sítí je přitom učen metodou učení 
s učitelem. 
Při učení s učitelem, jsou data rozdělena minimálně do dvou částí – tréninkových 
a testovacích. V Neural Network Toolboxu (MATHWORKS, 2010) se navíc ještě uvažuje 
27 
 
o validačních datech, která jsou využívána během učení pro ověření generalizačních 
schopností neuronové sítě. 
a. Tréninková (training) data, která jsou použita pro výpočet gradientu a úpravy vah 
a biasů sítě. Na této podmnožině dat tedy dochází k samotnému učení. 
b. Validační (validation) data, na kterých je v průběhu učení sledována chyba. Chyba 
na validačních datech se normálně snižuje na počátku učení sítě, společně s chybou 
na tréninkových datech. Nicméně jakmile síť začne být přeučená, chyba na 
validačních datech začne růst. Síťové váhy a biasy jsou pak uloženy v minimu 
validační chyby. 
c. Testovací (test) data, nejsou použity v průběhu učení, ale pro porovnání různých 
modelů a ověření schopností sítě generalizovat. Jestliže chyba na testovacích 
datech dosáhne minimum v podstatně odlišné iteraci učení, nežli v případě 
validačních dat, může to znamenat špatné rozdělení dat do zmíněných třech 
podmnožin. 
Rozdělení dat lze provést různými způsoby, přičemž vždy závisí na povaze dat, podle které 
by měla být zvolena ta která metoda (náhodné rozdělení, rozdělení po blocích apod.). 
2.3.4.2 Učení bez učitele 
Tato metoda učení nevyžaduje žádné vnější kritérium správnosti. Algoritmus hledá 
v tréninkových datech určité vzory, podle nichž se snaží data klasifikovat. Dle (DOSTÁL, 
2008) se jedná o: „identifikaci shluků dat s minimální vzdáleností od centra shluku“.  
Synonymum k výrazu „učení bez učitele“ lze považovat termín samo-organizace, jež je 
v odborné literatuře často používán. Neural Network Toolbox (MATHWORKS, 2010) 
rozlišuje dva typy těchto sítí: 
 Competitive layers – rozpoznává a seskupuje podobné vstupní vektory, na 
základě plně-automatizovaného algoritmu. Jsou používané pro klasifikační úlohy 
a rozpoznávání vzorů. 
 Self-organizing maps – se učí klasifikovat vstupy podle podobnosti. Mají stejné 
využití jako Competitive layers, ovšem na rozdíl od nich, zohledňují příbuznosti 
vstupů a jím odpovídajících kategorií. 
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2.3.5 DYNAMICKÉ NEURONOVÉ SÍTĚ 
Z nepřeberného množství neuronových sítí, mají vzhledem k zaměření této práce, největší 
význam dynamické neuronové sítě a proto jim bude věnováno nejvíce pozornosti.  
Obecně vzato, lze sítě dle (MATHWORKS, 2010) rozdělit na statické a dynamické. Statické 
feedforward sítě, nemají žádné zpoždění nebo zpětnou vazbu; odezva je vypočítávána 
„dopředně“ od vstupu k výstupu. Odezva u dynamických sítí nezávisí pouze na vlastním 
vstupu sítě, ale také na předchozích vstupech, výstupech nebo stavech sítě. Dynamické sítě 
lze dále dle stejného zdroje (MATHWORKS, 2010) rozdělit na sítě obsahující zpětnou 
vazbu (recurrent connection), nebo pouze dopředná spojení. 
 Dopředné dynamické sítě – jsou sítě bez zpětnovazebního spojení, oproti 
statickým sítím ovšem disponují tzv. tapped delay line – TDL, který představuje 
spojení s předchozími vstupy. Odezva sítě tak nezávisí pouze na současném 
vstupu, ale také na historii vstupní sekvence. 
Lineární1 dopředné dynamické sítě jsou nazývány FIR - Finite Impulse Response, 
protože odezva na vstupní impuls bude po konečném čase nula. 
 Zpětnovazební dynamické sítě - jsou sítě se zpětnou vazbou, tedy jejich výstup je 
součástí vstupu v dalším kroku. Zpětnovazební sítě mají typicky delší odezvu, než 
dopředné sítě, proto jsou také nazývány IIR - Infinite Impulse Response, jelikož 
odezva na vstupní impuls se může blížit nule (v případě stabilních sítí), ale nikdy 
se jí nedotkne. 
 
OBRÁZEK 2.7 - JEDNODUCHÁ ZPĚTNOVAZEBNÍ DYNAMICKÁ SÍŤ , ZDROJ:  (MATHWORKS,  2010) 
                                                             
1 Lineárními sítěmi jsou zde myšleny sítě s lineární aktivační funkcí. 
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2.3.5.1 Dynamické neuronové sítě v prostředí MATLAB 
V prostředí MATLAB, ve kterém bude implementováno řešení této práce, za pomocí 
Neural Network Toolboxu, je dle (MATHWORKS, 2010) možné učit všechny sítě typu 
Layered Digital Dynamic Network – LDDN. Každá vrstva v LDDN sítí je tvořena 
následujícími částmi: 
 množinou váhových matic, pro spojení, která vstupují do vrstvy (ať už ze vstupní 
nebo jiné vrstvy – IW, LW) 
 funkce, která kombinuje váhovou matici s vlastním vstupem (normálně 
představovaná skalárním součinem matic – dotprod); a přiřazeným zpožděním 
(tapped delay line)  
 vektorem biasů 
 vstupní síťovou funkcí, která je použita ke sloučení výstupů různých váhových 
funkcí s biasem, za účelem vytvoření síťového vstupu dané vrstvy (normálně 
netprod) 
 aktivační funkcí 
Následující obrázek zobrazuje třívrstvou LDDN síť, kde první vrstva má tři váhy: jednu 
vstupní váhu (IW1,1), váhu z vrstvy 1 (LW1,1) a váhu z vrstvy 3 (LW1,3). Dvě váhy vrstvy 
mají zpožděné spojení (tapped delay line – TDL). 
 
OBRÁZEK 2.8 - TŘÍVRSTVÁ LDDN  SÍŤ SE ZPOŽDĚNÍM , ZDROJ:  (MATHWORKS,  2010) 
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2.3.5.2 Učení dynamických neuronových sítí 
Učení dynamických sítí může být výpočetně velice náročné, oproti statickým sítím. 
Algoritmicky se jedná o stejný princip, založený na výpočtu gradientu, který ovšem musí 
být vypočítáván složitějším způsobem. Změna vah má totiž dva různé efekty na výstup 
sítě: 
a. Přímý efekt – změny vah způsobí okamžitou změnu výstupu v aktuálním časovém 
kroku. (Tento efekt lze spočítat standardní metodou backpropagation.) 
b. Nepřímý efekt – některé vstupy vrstvy, jako např. a(t - 1), jsou také funkcemi vah. 
K zohlednění tohoto nepřímého efektu se musí použít dynamický 
backpropagation, který je pro výpočet gradientů výpočetně náročnější. Z tohoto 
důvodu je učení pomocí dynamického backpropagation časově náročnější.  
Kromě toho, povrch chybové funkce dynamické sítě může být složitější, oproti 
statické síti. Učení tak dle (MATHWORKS, 2010) častěji uvízne v lokálním minimu, 
proto je doporučováno provést učení sítě vždy několikrát, aby bylo dosaženo 
optimálních výsledků. 
2.3.5.3 Sítě Focused Time-Delay 
Dynamické sítě označované Focused Time-Delay Neural Network (FTDNN), popř. pouze 
přívlastkem focused, jsou statické vícevrstvé feedforward sítě, mající dynamickou složku 
pouze ve vstupní vrstvě a to v podobě zpoždění (tapped delay line). Následující obrázek 
ilustruje dvou-vrstvou FTDNN. 
 
OBRÁZEK 2.9- TŘÍVRSTVÁ FTDNN  SÍŤ  S TDL VE VSTUPNÍ VRSTVĚ , ZDROJ:  (MATHWORKS,  2010) 
Tyto sítě jsou vhodné pro predikci časových řad. Kladem FTDNN sítí je, že nepotřebují 
vypočítávat gradient pomocí dynamického backpropagation. Je to způsobeno tím, že TDL 
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je pouze ve vstupní vrstvě sítě a neobsahuje žádné zpětné vazby. Díky tomu, učení těchto 
sítí je rychlejší oproti jiným dynamickým sítím. 
Dle autorů (MATHWORKS, 2010), se v případě aplikace dynamické sítě doporučuje, 
nejprve vyzkoušet lineární síť a potom FTDNN síť. Jestliže výsledky těchto sítí nejsou 
uspokojivé, teprve potom by měly následovat experimenty se složitějšími dynamickými 
sítěmi. 
2.3.5.4 Sítě Distributed Time-Delay 
Jedná se o podobný koncept, jako u sítě FTDNN s rozdílem, že distribuovaná TDNN – 
DTDNN – tzv. distribuuje TDL paměti skrze celou síť. Jak zobrazuje následující schéma, 
DTDNN síť obsahuje TDL v obou vrstvách. 
 
OBRÁZEK 2.10 - DVOUVRSTVÁ DTDNN  SÍŤ S TDL V OBOU VRSTVÁCH, ZDROJ:  (MATHWORKS,  2010) 
Technický vzato se tedy jedná o klasické dopředné sítě, které mají TDL zpoždění nejen 
ve vstupní vrstvě. Určitou nevýhodou DTDNN sítí je skutečnost, že při učení musí využívat 
dynamické varianty metody backpropagation, čímž je tento proces znatelně časově 
náročnější. 
2.3.5.5 Sítě NARX 
NARX – Nonlinear AutoRegressive network with eXogenous inputs – je rekurentní 
dynamická síť, se zpětnými vazbami mezi několika vrstvami. Model NARX je založen na 
lineárním ARX modelu, který je často používán při modelování časových řad. 
Sítě typu NARX se při učení dle (MATHWORKS, 2010) snaží nalézt řešení modelu v podobě 
rovnice:  
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ROVNICE 2.1- ROVNICE NARX MODELU, ZDROJ:  (MATHWORKS,  2010) 
Tato funkční závislost vyjadřuje, že následující výstupní hodnoty modelu y(t) v čase t, 
závisí na předchozích výstupních hodnotách y(t – 1) až y(t – ny) a zároveň závisí na 
hodnotách exogenní vstupní veličiny u(x) v intervalu u(t -1) až u(t – nu). 
NARX model lze implementovat pomocí dopředné neuronové sítě, která aproximuje 
uvedenou funkci f(), viz. následující schéma. 
 
OBRÁZEK 2.11 - NEURONOVÁ SÍŤ PRO APROXIMACI NARX  MODELU, ZDROJ:  (MATHWORKS,  2010) 
NARX sítě se používají k modelování nelineárních dynamických systémů, ve kterých je 
výstup použit jako následující vstup. Tyto sítě disponují touto zpětnou vazbou, nicméně 
jelikož jsou během učení známy skutečné požadované výstupy neuronové sítě, tato zpětná 
smyčka je během učení odstraněna a používají se skutečná data. To má dvě nesporné 
výhody: 
 Vstup do dopředné sítě je přesnější – což má pozitivní dopad na přesnost výsledné 
sítě. 
 Síť má ve fázi učení ryzí architekturu dopředné – feedforward – sítě, čímž lze pro 
učení použít statické metody backpropagation, což znatelně redukuje časovou 
náročnost učení. 
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Při odstraněné (otevřené) smyčce, je síť schopna predikovat pouze jednu hodnotu 
dopředu. Uzavřením smyčky, lze iterovat predikci mnoho časových korků dopředu. Síť tak 
pracuje ve dvou režimech: 
 Paralelním – tzv. s uzavřenou smyčkou, což je výhodné pro predikce o více 
časových krocích. 
 Sériovým – tzv. s otevřenou smyčkou, což je vhodnější pro učení sítě. 
 
OBRÁZEK 2.12 - PARALELNÍ (VLEVO)  A SÉRIOVÝ (VPRAVO)  REŽIM NARX SÍTĚ, ZDROJ:  (MATHWORKS,  
2010) 
Aby odezvy při inkrementální predikci byly přesné, je důležité, aby chyby při predikci 
o jeden krok dopředu, byly velmi malé, jelikož se chyby v jednotlivých krocích 
pochopitelně kumulují. Učení sítě s uzavřenou smyčkou je možné, ale je časově náročnější 
a výkonnost výsledné sítě není tak dobrá, jako v případě učení sítě s otevřenou smyčkou. 
To je důvod existence těchto dvou režimů/architektur. 
2.4 GENETICKÉ ALGORITMY 
Genetické algoritmy, které jsou podmnožinou evolučních algoritmů, je metoda pro hledání 
řešení složitých problémů, pro které zpravidla neexistuje jiný, na míru navržený 
algoritmus. Díky své jednoduchosti a univerzálnosti dnes zastávají snad nejvýznamnější 
postavení mezi optimalizačními metodami. 
Optimalizace pomocí genetických algoritmů má své kořeny v evoluční teorii, v principech 
přirozeného výběru, podle kterého jsou dalšího života a vývoje hodny pouze ti 
nejzdatnější jedinci v žijící populaci. 
V kontextu genetických algoritmů se jedná o hledání řešení formou soutěže (HYNEK, 
2008). Individua v populaci představují jednotlivá řešení dané úlohy. Každé individuum 
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musí být možné ohodnotit, na základě míry „optimálnosti“, s jakou poskytuje řešení dané 
úlohy. Předpis, pomocí kterého se toto hodnocení provádí, se nazývá fitness funkce a její 
konkrétní podoba se odvíjí od řešené úlohy. 
Ohodnocením individuí je možné individua mezi sebou porovnávat a v konečném 
důsledku preferovat ta schopnější. To je zvláště důležité v procesu reprodukce, na jehož 
začátku dochází k selekci, tedy výběru individuí, z nichž bude křížením vytvořena nová 
generace. Individua s vyšším ohodnocením fitness funkcí mají pochopitelně vyšší 
pravděpodobnost, že při selekci budou vybrána a budou tak moci svoji genetickou 
informaci předat do následující generace. 
Tento proces se opakuje v mnoha iteracích s nadějí, že při opakované selekci nejlepších 
jedinců a jejich následném křížení, budou vznikat v dalších generacích stále zdatnější 
individua, až do chvíle, kdy dojde k „vyšlechtění“ optimálního řešení, popř. alespoň 
dostatečného řešení – sub-optimálního. 
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OBRÁZEK 2.13 - PRŮBĚH GENETICKÉHO AL GORITMU, ZDROJ:  AUTOR 
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3 ANALÝZA PROBLÉMU A SOUČASNÁ SITUACE 
3.1 ZADAVATELSKÁ SPOLEČNOST 
3.1.1 ZÁKLADNÍ ÚDAJE 
 Název společnosti: Aegis 
 Právní forma: společnost s ručením omezeným 
 Sídlo: Na Pankráci 58, Praha 4, 140 00 
 IČ: 25621564 
 Datum vzniku: 6. listopadu 1997 
 Obor působnosti: Informační a komunikační 
  technologie 
 
 
3.1.2 PROFIL SPOLEČNOSTI 
Společnost Aegis s.r.o. byla založena v roce 1997 s cílem poskytovat odborné služby 
v oblasti informačních technologií a výpočetní techniky. Ve svých počátcích se společnost 
zaměřovala na produkty a technologie společnosti IBM a to především z tehdejších 
profesních zkušeností zakladatelů. Jednalo se především o systémy iSeries (původně 
označované jako AS/400) se kterými se společnost prosadila na trhu.  
Vedle samotného vývoje softwaru na této platformě, společnost postupem času rozšířila 
svůj sortiment služeb o poradenskou činnost a školení. I na tomto segmentu trhu se 
společnost prosadila a jako jedna z mála v České Republice získala mezinárodně uznávaný 
statut IBM Authorized Training Provider. Výše zmíněné působení společnosti je dodnes 
významnou částí předmětu podnikání, nicméně vývoj v oblasti IT vyvolal poptávku po 
systémech založených na nových, moderních technologiích. Jednou z těchto 
technologických větví byla platforma Java, jejímž směrem se vydala společnost Aegis. 
V současné době se na této platformě vyvíjí významná část nových produktů. 
3.1.2.1 Sortiment služeb 
Jak již bylo zmíněno výše, jednou z aktivit společnosti Aegis je poradenská činnost 
a školení uživatelů technologií a systémů společnosti IBM, především pak systému iSeries. 
OBRÁZEK 3.1 –  AEGIS S.R.O., 
LOGO SPOLEČNOSTI 
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V oblasti spolupráce na vzdělávacím programu IBM se jedná o zavedenou společnost, 
která kromě vlastní realizace kurzů zajišťuje technické vybavení, překlady určitých IBM 
materiálů do češtiny a tvorbu vlastních materiálů ke vzdělávacím kurzům. 
Mezi softwarovými produkty vlastní výroby hlavní místo zastává produkt IDFÚ – Interface 
pro dotazy finančních úřadů a ostatních oprávněných osob. Jeho vývoj započal již v roce 
2003 a doposud na trhu prakticky neexistuje konkurence. Tento systém je určen pro 
bankovní sektor a řeší zpracování výzev oprávněných osob na klienty banky, jejich účty 
a další majetek. Systém umožňuje zpracování písemných a elektronických dotazů 
oprávněných osob, automatické zpracování těchto dotazů a generování elektronických, 
resp. tiskových odpovědí. V současné době produkt používá 17 bank a stavebních 
spořitelen v České republice, čtyři banky ve Slovenské republice a probíhají jednání 
s dalšími.  
Společnost Aegis také realizuje vývoj softwaru na zakázku. Vzhledem k rozšířenosti již 
zmíněného systému IDFÚ se především jedná o produkty určené pro bankovní sektor. Na 
tuto oblast se společnost prioritně zaměřuje, jelikož v ní disponuje velkými zkušenostmi 
a dlouhodobými vztahy se zákazníky. 
3.1.2.2 Organizační struktura 
Společnost Aegis s.r.o. je ryze česká společnost, vlastněná dvěma společníky, kteří jsou 
zároveň jednatelé společnosti a také řídící pracovníci společnosti. V současnosti je zde 
zaměstnáno celkem 11 zaměstnanců. Z hlediska počtu zaměstnanců se tedy jedná o malou 
společnost. Tito zaměstnanci jsou rozmístěni mezi ústředí v Praze a pobočky v Brně 
a Blansku. 
Samotná organizační struktura je vzhledem k velikosti firmy velice jednoduchá. Skládá se 
ze dvou spoluvlastníků a jednatelů firmy (vedení společnosti), jedné pozice pro 
administrativu a účetnictví, zaměstnankyní s dlouhodobými zkušenostmi z bankovní 
oblasti a samozřejmě zbytku pracovníků, kteří se zabývají vývojem a technickým řešením 
zakázek. 
Vedení společnosti je velice demokratické a prakticky neexistuje žádná pevně definovaná 
formální heirarchie pravomocí mezi zaměstnanci. Pracovní síla je alokovaná podle 
aktuálních potřeb, tedy podle aktuálně realizovaných projektů. O těchto alokacích ovšem 
výlučně rozhodují zmínění jednatelé společnosti. 
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3.1.2.3 Obchodní situace společnosti 
Na tomto místě je samozřejmě nutné rozlišovat mezi trhem informačních technologií jako 
celku a segmentem tohoto trhu informačních technologií určených pro bankovní sektor. 
Společnost aktivně vyhledává nové zákazníky a nové podnikatelské příležitosti na celém 
IT trhu, nicméně vzhledem k dlouhodobým obchodním vztahům ve zmíněném segmentu 
trhu sklízí největší úspěchy právě zde. Přestože má velký potenciál rozšířit svoji působnost 
do dalších segmentů, bohužel této příležitosti aktivně nevyužívá. 
U školení uživatelů systému iSeries společnost těží ze své tržní pozice, jako jednoho z mála 
dodavatelů těchto kurzů se statusem IBM Authorized Training Provider v České Republice. 
Toto je dále podpořeno aktivitami společnosti při pořádání odborných konferencí 
zaměřených na informační technologie, jako je například konference Common ČR 
zabývající se především technologiemi z dílny IBM. 
3.1.2.4 Financování podniku 
Kromě počátečního vkladu společníků při založení firmy pochází veškeré finanční 
prostředky z výsledků činnosti. Společnost nikdy nevyužívala jako zdroj financování úvěry 
a snažila se nikdy nezadlužovat. Během své činnosti využívá finanční leasing a to na 
pořízení automobilů. Z dlouhodobého hlediska společnost nemá nedoplatky či dluhy vůči 
státní správě ani vůči svým dodavatelům. 
3.1.3 ZHODNOCENÍ SOUČASNÉ SITUACE SPOLEČNOSTI 
Vývojem softwarových produktů se zbývá relativně velké množství firem, přičemž největší 
konkurence mezi firmami vzniká spíše na trhu práce o kvalifikované zaměstnance, nežli 
o samotný odbyt finálních produktů.  
Silnou stránkou společnosti Aegis v této konkurenci je její dlouhodobé působení na trhu 
informačních systémů pro bankovní sektor. Společnost již prodala celou řadu svých 
vlastních produktů, které jsou rozšířené do mnoha bank. Díky své specializaci, vedení 
udržuje příznivé obchodní kontakty s poptávkou na tomto trhu a je mnohdy schopno 
software vyvíjený na zakázku prodat dalším zákazníkům s minimálními, nebo žádnými 
změnami. To umožňuje celkové náklady na vývoj produktu rozložit mezi více zákazníků 
a nabídnout tak nižší cenu, nežli konkurence, která těmito kontakty v takové míře 
nedisponuje. Toto samozřejmě neplatí jen pro počáteční náklady, ale i pro následující 
údržbu systémů. Výše zmíněný systém IDFÚ je toho vynikajícím důkazem. 
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Mezi slabé stránky v prvé řadě považuji velikost firmy. Pro některé nové zákazníky je firma 
o této velikosti nevyhovující. Společnost disponuje nedostatečnou kapacitou lidských 
zdrojů a tak práce na nových zakázkách jsou odkládány až do chvíle dokončení stávajících 
zakázek. Tímto společnost nevyužívá svůj potenciál a často je nucena nové zakázky 
jednoduše odmítnout. Problém samozřejmě spočívá v nedostatečném množství adekvátně 
kvalifikovaných pracovníků na trhu práce. Nábor a udržení patřičně kvalifikovaných 
pracovních sil je tedy problém, kterým by se společnost měla zabývat. 
SWOT ANALÝZA 
 
 
  
Slabé stránky 
 Velikost společnosti 
 Nedostatečná míra 
strategického řízení 
 Omezený přístup k velkým 
zakázkám 
 Relativně úzké technologické 
zázemí 
Silné stránky 
 Zavedená společnost s bohatými 
obchodními kontakty  
 Úspory z rozsahu 
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Příležitosti 
 Nábor dalších pracovníků 
 Zaměření se na větší zakázky 
 Zvýšení zákonné 
administrativní náročnosti 
komerčních bank 
 Elektronizace státní správy 
Hrozby 
 Nedostatek kvalifikovaných 
pracovníků 
 Zvýšení zájmu velkých 
softwarových spol. o daný tržní 
segment 
 Standardizace určitých 
technologických řešení 
 
OBRÁZEK 3.2 - SWOT  ANALÝZA SPOLEČNOSTI  AEGIS, S.R.O. 
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3.2 OBCHODNÍ PLATFORMA JFOREX 
Obchodní platforma JForex je určena jak k manuálnímu, tak i automatizovanému 
obchodování. Vzhledem k funkčnostem, které nabízí, její hlavní potenciál leží právě 
v nasazení automatizovaných obchodních strategií. 
JForex je vytvořen na platformě Java, přičemž podporuje vývoj obchodních strategií 
v tomto programovacím jazyce, v němž také poskytuje potřebné aplikační rozhraní pro 
sledování trhu, odbavení obchodních příkazů, nástrojů technické analýzy a souvisejících 
funkčností ke tvorbě strategií. Mezi konkurenčními softwary, pro tuto práci byl vybrán 
JForex vzhledem k následujícím důvodům: 
 Pro vývoj strategií nemusí být použit specializovaný programovací jazyk, který je 
podporován jedině danou obchodní platformou. Namísto toho, strategie jsou 
implementovány v jazyce Java, přičemž je možné využívat všech programových 
knihoven, jak dostupných ve standardní distribuci Javy, tak i poskytovaných 
třetími stranami. 
 Vzhledem k využití Java platformy, mohou být obchodní strategie spuštěny na 
libovolném operačním systému, podporujícím tuto platformu (což dnes 
představuje všechny nejpoužívanější operační systémy). 
 V rámci jedné obchodní strategie mohou být využívána data o více měnových 
párech současně, mohou být analyzovány ekonomické zprávy apod. 
 Pro testovací účely jsou poskytnuty demo účty, pomocí kterých uživatel získá plný 
přístup k historickým datům (včetně tick dat) o vývoji trhů. Tyto demo účty 
nejsou podmíněny smluvními podmínkami ani platbami. 
 Testování obchodních strategií v rámci JForexu probíhá na tick datech. To s sebou 
přináší značnou výhodu na rozdíl od jiných platforem, které využívají 
interpolovaná OHLC data, čímž mohou být výsledky backtestingu značně 
zkresleny. 
 Obchodní strategie mohou být vyvíjeny v libovolném prostředí, včetně 
integrovaných vývojových prostředí IDE jako jsou Eclipse, Netbeans apod. 
Zároveň, vyvíjené strategie nemusí být nutně spouštěny v prostředí JForex, ale 
mohou být spuštěny zcela odděleně, jako samostatná Java aplikace. 
 Je podporováno široké spektrum indikátorů technické analýzy, které nemusí 
být pokaždé implementovány. 
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 Obchodní platforma umožňuje umisťovat na trh nákupní a prodejní (BID/ASK) 
nabídky, což uživateli umožňuje vystupovat jako poskytovatel likvidity a vyhnout 
se tak transakčním nákladům v podobě cenového rozpětí. 
3.2.1 NABÍDKA SPOLEČNOSTI DUKASCOPY 
Společnost Dukascopy, která poskytuje finanční služby skrze obchodní platformu JForex 
(mimo další podporované platformy), byla založena v roce 1998. Jako taková, zajišťuje 
provoz a vývoj SWFX Swiss FX Marketplace, což je technologické řešení určené pro 
obchodování na devizových trzích, které poskytuje centralizované obchodní místo, jinak 
decentralizovaných segmentů, přičemž účastníky tohoto trhu mohou být jak fyzické osoby, 
tak i komerční banky, investiční fondy apod. 
Obchodní účty mohou být otevřeny v sedmi různých měnách, přičemž jsou k dispozici 
různé typy účtů, dle profilu klienta, což shrnuje následující tabulka. 
Typ účtu Retail Standard FIX API Custodian VIP 
Minimální vklad [USD] 1 000 50 000 100 000 250 000 500 000 
Fyzické osoby ano ano ano ano ano 
Právnické osoby  ano ano ano ano 
Způsob financování      
Bankovní zárukou   ano ano ano 
Oddělený účet    ano ano 
VIP služby     ano 
TABULKA 3.1 - NABÍZENÉ OBCHODNÍ ÚČTY SPOL. DUKASCOPY, ZDROJ:  (FOR11) 
Pro jednotlivé typy účtů je tedy především směrodatný peněžní vklad, od kterého se odvíjí 
sortiment služeb. Kompletní informace o podmínkách pro získání jednotlivých typů účtů, 
nabízených službách atd., jsou dostupné u příslušného zdroje (For11). 
Minimální velikost obchodní pozice je 1000 jednotek bázové měny měnového páru. Pokud 
tato podmínka není splněna, obchodní příkaz je zamítnut. K dispozici je finanční páka, jejíž 
maximální velikost je 1:100, její využívání a výše samozřejmě záleží na volbě samotného 
obchodníka. Při držení otevřené pozice přes neobchodní dny, je umožněna finanční páka 
maximálně do výše 1:30. 
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4 VLASTNÍ NÁVRHY ŘEŠENÍ 
4.1 MĚŘENÍ VÝKONNOSTI 
Pro vyhodnocení výkonnosti obchodních strategií, je potřeba tyto strategie podrobit testu 
na historických datech. Tento proces se často označuje jako "backtesting" 
 a jeho význam má dvě roviny: 
 Výsledky testu umožňují vyhodnotit výkonnost modelu na historických datech 
a ověřit si tak, zdali obchodní strategie bude fungovat v reálných podmínkách. 
 Při využití statistických ukazatelů lze určit přesnost a spolehlivost obchodní 
strategie, ale také nalézt slabá místa, což může být námětem na další optimalizaci 
modelu. 
Při vývoji modelu se typicky využívá určitá podmnožina historických dat, na kterých je 
model tzv. kalibrován. Tato podmnožina dat se nazývá "in-sample". Záleží na 
charakteristikách konkrétního modelu, podle nichž se určí velikost datové množiny in-
sample.  
Druhou část historických dat tvoří datová množina "out-of-sample", kterou tvoří data, na 
kterých model nebyl v průběhu vývoje kalibrován ani testován. Backtestingem modelu na 
těchto datech lze určit skutečné výkonnostní vlastnosti modelu, hlavně potom jeho 
schopnost generalizace a vyloučit tak možnost přeučení modelu na in-sample datech. 
Pro účely měření spolehlivosti predikcí, by mělo být rozlišováno mezi dvěma skupinami 
obchodních systému a to na ty, jež generují bodové a směrové predikce. Bodové predikce 
představují přesné kvantitativní vyjádření budoucí hodnoty sledované veličiny. Směrové 
predikce vyjadřují směr pohybu, zdali hodnoty budou růst, klesat resp. stagnovat a to bez 
přesného stanovení budoucích hodnot. 
4.1.1 MĚŘENÍ PŘESNOSTI BODOVÝCH PREDIKCÍ 
Měření spolehlivosti bodových predikcí bylo již nastíněno v teoretické části této práce. 
Spolehlivost bodových predikcí se určuje jako odchylka predikované hodnoty od hodnoty 
skutečné. Prakticky potom moc nezáleží na tom, zdali bereme v potaz absolutní nebo 
relativní odchylku, popřípadě její kvadrát apod. 
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Měření přesnosti bodových predikcí v sobě skrývá velmi závažné nedostatky, které mohou 
celkový výsledek do značné míry, ne-li zcela, zkreslit. 
a. Směr pohybu – základním principem obchodního systému není přesná predikce 
budoucích hodnot. To co odlišuje dobrý obchodní systém od špatného, je 
schopnost určit budoucí směr pohybu. 
V zásadě máme pouze dvě možnosti jak se zachovat, buďto koupit – nebo prodat. 
Trh má potom pouze dvě možnosti vývoje, pokud pomineme dočasné pohyby 
do strany. O tom, zdali tedy otevření dané obchodní pozice bylo úspěšné, 
rozhodne trh svým směrem, ne absolutní hodnotou.  
 
b. Maximální minimalizace chyby – vezmeme-li v potaz učící algoritmy, které se 
snaží optimalizovat model pomocí metod založených na minimalizaci odchylek, 
výsledkem těchto algoritmů mohou být modely, které neakceptují zásadní rozdíl 
ve směru pohybu.  
Při učení neuronových sítí, o které se tato práce opírá, jsem se postupem času 
dopracoval k takovým konfiguracím, jež vykazovaly naprosto zanedbatelnou 
chybu, ale také skrytou hrozbu. Problém nebyl v přeučení sítí, ale v tom, že se 
velmi dobře naučily minimalizovat chybu a to tak, že vypočítaly určité „těžiště“ ze 
vstupních OHLC dat, které poté tvořilo odezvu sítě. Jelikož devizové časové řady 
zpravidla neobsahují v krátkých periodách ve větší míře extrémní volatility, chyba 
tak byla opravdu minimální. Ovšem výsledné sítě nejsou použitelné pro podporu 
rozhodování, jelikož neakceptují elementární rozdíl mezi růstem a poklesem 
tržních cen, ale pouze se snaží o zmíněnou minimalizaci absolutní odchylky mezi 
predikcí a skutečností. 
Ze zmíněných důvodů je zřejmé, že měření spolehlivosti bodových predikcí může být 
značně kontraproduktivní. Proto jsem usoudil, že je nutné vždy zhodnotit více parametrů 
výkonnosti, které jsou založené na měření spolehlivosti, na základě predikovaného 
a skutečného směru trhu, přičemž absolutní hodnoty nejsou tak rozhodující. 
4.1.2 MĚŘENÍ PŘESNOSTI SMĚROVÝCH PREDIKCÍ 
Měření přesnosti směrových predikcí je podstatně komplikovanější, oproti vyhodnocování 
bodových predikcí. V literatuře (ALDRIDGE, 2010) je popsána jedna z metod pro 
vyhodnocování směrových predikcí a s tím spojené ladění parametrů obchodního 
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systému. Zajímavý přístup také popisuje publikace (SALOV, 2007), která je vůbec 
zaměřena na tuto oblast. V ní autor popisuje metodu, která se snaží vyčíslit maximální 
možný zisk, kterého by bylo možné na trhu dosáhnout a poměřuje jej se skutečně 
dosaženým výsledkem zkoumané obchodní strategie.  
Přesto i tyto metody mají svoje nedostatky a při současném zohlednění jejich 
komplikovanosti jsem se rozhodl, vytvořit vlastí, na míru sestavený soubor ukazatelů pro 
vyhodnocení směrových predikcí. 
4.1.2.1 Výpočetní algoritmus spolehlivosti směrových predikcí  
Výpočetní algoritmus je založen na předpokladu, že predikční model generuje 
předpokládané cenové změny. Tj. hodnoty větší jak nula představují růst, menší jak nula 
pokles a hodnoty rovné nule představují stagnaci trhu. 
Tyto predikované pohyby jsou následně porovnány se skutečnými pohyby, jež lze vyčíst 
z historických tržních dat. Zároveň jsou zohledněna cenová rozpětí, která na devizovém 
trhu představují transakční náklady, spojené s uskutečněním každého obchodu. Nakonec 
jsou vypočítány celkové statistiky, statistiky úspěšných a statistiky neúspěšných predikcí. 
Do celkových statistik patří: 
 Míra spolehlivosti predikovaného směru – tj. procentuální vyjádření, jaký podíl 
predikcí správně určilo růst, pokles či stagnaci ceny. 
 Míra spolehlivosti při zohlednění cenového rozpětí – spolehlivost 
predikovaného směru, při odpočtu transakčních nákladů – zisk může být nižší 
nežli cenové rozpětí, což v konečném důsledku vede ke ztrátě. 
 Střední hodnota a směrodatná odchylka cenového rozpětí – což je užitečná 
hodnota pro posouzení vztahu mezi dvěma výše uvedenými ukazateli. 
Výsledky jsou dále rozděleny na úspěšné a neúspěšné predikce a pro každou skupinu jsou 
samostatně vypočítány následující údaje: 
 Střední hodnota a směrodatná odchylka cenové změny – u úspěšných predikcí 
tato hodnota představuje „průměrný“ zisk, u neúspěšných „průměrnou“ ztrátu. 
Porovnáním hodnot z těchto dvou skupin lze posuzovat inklinaci k zisku nebo 
ztrátě. 
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 Střední hodnota a směrodatná odchylka predikovaných změn – znalost těchto 
hodnot je užitečné při konfiguraci parametrů obchodního systému (uzavíracích 
cen obchodních příkazů). 
 RMSE – Root Mean Square Error – tedy odmocnina střední kvadratické chyby. 
Tento údaj poměřuje skutečné cenové pohyby od těch predikovaných. 
4.1.2.2 Implementace 
Pro ohodnocení spolehlivosti slouží funkce dirperf() –  directional performance jejíž 
hlavička je následující: 
function [...] = dirperf(targetDiffs, predictionDiffs, spreads, 
printStats) 
KÓD 4.1 - SIGNATURA FUNKCE PRO VYHODNOCENÍ SMĚROVÝCH PREDIKCÍ, ZDROJ:  AUTOR 
Význam vstupních parametrů je: 
 targetDiffs – skutečné absolutní cenové změny v historických datech 
 predictionDiffs – predikované absolutní cenové změny, zaokrouhlené na celé pipy 
 spreads – velikost cenového rozpětí, pro každý časový okamžik z vektoru 
targetDiffs 
 printStats – logická hodnota 0 nebo 1 signalizující, zdali mají být na standardní 
výstup zapsány podrobné statistiky, popř. pouze vráceny návratové hodnoty. 
Jádrem algoritmu jsou následující části: 
a. Vyhodnocení směru probíhá na základě sestavené matice logických hodnot 0 a 1 
o třech řádcích. Každý prvek představuje logickou hodnotu o správnosti směrové 
predikce v daný časový okamžik. Aplikací funkce suma na sloupce matice, získáme 
sjednocené výsledky v řádkovém vektoru. 
correctBuys  = targetDiffs > 0 & predictionDiffs > 0; 
correctSells = targetDiffs < 0 & predictionDiffs < 0; 
correctWaits = targetDiffs == 0 & predictionDiffs == 0; 
  
correctDiffs = sum([correctBuys; correctSells; correctWaits], 1); 
KÓD 4.2 - VYHODNOCENÍ SPRÁVNOSTI SMĚRU, ZDROJ:  AUTOR 
b. Míra spolehlivosti je dána podílem úspěšných predikcí vzhledem k celkové délce 
intervalu. 
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successRate = length(nonzeros(correctDiffs)) / length(correctDiffs); 
KÓD 4.3 - VYHODNOCENÍ MÍRY SPOLEHLIVOSTI, ZDROJ:  AUTOR 
c. Vyhodnocení směru při zohlednění cenového rozpětí se provádí ve dvou 
krocích. V prvním kroku se vypočítá zisk/ztráta a to tak, že se od růstů odečte 
a k poklesům přičte cenové rozpětí. 
Ve druhém kroku se srovnává směr trhu se směrem predikce, současně 
s negativním působením cenového rozpětí. Na tomto místě již nejsou 
zohledňovány predikované stagnace. 
diffsWithSpread = NaN(size(targetDiffs)); 
for k = 1:length(targetDiffs) 
    if targetDiffs(k) < 0, 
        diffsWithSpread(k) = targetDiffs(k) + spreads(k); 
    elseif targetDiffs(k) > 0, 
        diffsWithSpread(k) = targetDiffs(k) - spreads(k); 
    else 
        diffsWithSpread(k) = 0; 
    end 
end 
  
correctBuysWithSpread = targetDiffs > 0 & diffsWithSpread > 0 & 
predictionDiffs > 0; 
correctSellsWithSpread = targetDiffs < 0 & diffsWithSpread < 0 & 
predictionDiffs < 0; 
correctDiffsWithSpread = sum([correctBuysWithSpread; 
correctSellsWithSpread], 1); 
KÓD 4.4 - VYHODNOCENÍ SMĚRU PŘI  ZOHLEDNĚNÍ  CENOVÉHO ROZPĚTÍ, ZDROJ:  AUTOR  
d. Míra spolehlivosti při zohlednění rozpětí se vypočítá stejně jako v dříve 
uvedeném případě. 
successRateWithSpread = ... 
    (length(nonzeros(correctDiffsWithSpread)) / 
length(correctDiffsWithSpread)); 
KÓD 4.5 - MÍRA SPOLEHLIVOSTI PŘI ZOHLEDNĚNÍ CENOVÉHO ROZPĚTÍ, ZDROJ:  AUTOR  
 
Příklad výstupu funkce dirperf() je uveden níže. Jedná se o statistiku jedné 
z nejvýkonnějších konfigurací neuronových sítí na 15 minutových datech EUR/USD, kde 
jsou predikovány cenové změny v pipech (tj. pro EUR/USD: 10-4 USD) a proto všechny 
údaje v této statistice jsou také uvedeny v pipech. 
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Celkovy vykon (6285 prvku) 
==========================  
 
Celkove statistiky predikci cenovych zmen: 
  Mira spolehlivosti smeru = 97.69% 
  sqrt(MSE) = 0.013325 
 
  Mira spolehlivosti pri zohledeni spreadu: 85.85% 
  Stredni hodnota spreadu = 1.099469 
  Smerodatna odchylka spreadu = 0.547190 
 
Uspesne predikce: 
  Stredni hodnota cenove zmeny = 7.207632 
  Smerodatna odchylka cenove zmeny = 7.230759 
 
  Stredni hodnota predikovane zmeny = 7.207562 
  Smerodatna odchylka predikovane zmeny = 7.230218 
 
  sqrt(MSE) = 0.011547 
 
Neuspesne predikce: 
  Stredni hodnota cenove zmeny = 0.000690 
  Smerodatna odchylka cenove zmeny = 0.008305 
 
  Stredni hodnota predikovane zmeny = 0.003697 
  Smerodatna odchylka predikovane zmeny = 0.036910 
 
  sqrt(MSE) = 0.045251 
KÓD 4.6 - UKÁZKOVÝ VÝSTUP FUNKCE DIRPERF , ZDROJ:  AUTOR 
4.2 PŘÍPRAVA A ZPRACOVÁNÍ DAT 
Nedílnou součástí vytvářených modelů tvoří samotná data, na kterých jsou modely 
vytvářeny a validovány. Proto je důležité věnovat patřičnou pozornost metodám, jež 
zajišťují přístup, uchovávání a zpracování dat. To snižuje pravděpodobnost rizika, že bude 
s daty nekorektně manipulováno, což by v konečném důsledku vedlo k nepoužitelnému 
modelu. 
Pro účely této práce byla použita data od společnosti Dukascopy, jež jsou zdarma dostupná 
v rámci demo účtů. Zmíněná společnost poskytuje obchodní platformu JForex, pomocí 
které byla data exportována do CSV souborů, jež jsou zdrojem pro modely vytvářené 
v programovém prostředí MATLAB. 
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4.2.1 TŘÍDA TIMESERIES 
Základním stavebním kamenem pro manipulaci s tržními daty je třída TimeSeries. Tato 
třída je zodpovědná za uchovávání dat, základní manipulace s daty, ale také načítáním dat, 
ze dříve zmíněných CSV souborů vygenerovaných aplikací JForex. 
V prostředí MATLAB, konkrétně v Financial Toolbox-u, je dostupná třída fints, což je 
objektová reprezentace časové řady, s prakticky stejnou funkčností (MATHWORKS, 2010). 
Nicméně tato implementace je při použití velkého objemu dat velice těžkopádná a časově 
(přesněji výpočetně) náročná. Z tohoto důvodu jsem se rozhodl vytvořit vlastní, 
odlehčenou a optimalizovanou třídu pro práci s daty časových řad. 
 
 
OBRÁZEK 4.1- ROZHRANÍ TŘÍDY TIMESERIES , ZDROJ:  AUTOR 
Pro vytvoření instance třídy slouží jednak konstruktor, kterému se předá časový vektor, 
matice s hodnotami ve sloupcích pro každou řadu, vektor s názvy řad a název celé instance 
třídy. Druhým způsobem je statická metoda fromJForexCsv(filename), které se předá cesta 
k vyexportovanému CSV souboru z aplikace JForex, jež vrátí instanci třídy naplněnou daty 
z uvedeného souboru. Výsledný objekt lze: 
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 Rozšířit o další řady, resp. z něj odstranit vybrané řady metodami addSeries(series, 
seriesDescs) popř. removeSeries(series). 
 Zkrátit všechny obsažené řady metodami truncate(fromPos, toPos) 
a truncateByDate(fromDate, toDate). Rozdíl mezi nimi, jak již název napovídá je 
ten, že první varianta přebírá indexy prvků, přičemž je možné použít i záporné 
indexy, které jsou pak počítány od konce. Druhá varianta ořezává časové řady 
na základě data a času. V obou případech je možné uvést pouze první parametr, 
čímž výsledná řada bude obsahovat data od uvedeného parametru dále. 
 Extrahovat data časových řad pomocí metod toMatrix(seriesNames) 
a toVector(name). V prvním případě lze specifikovat více názvů časových řad, čímž 
návratová hodnota bude tvořena maticí. V druhém případě je možné uvést název 
pouze jedné časové řady a tak návratová hodnota je tvořena sloupcovým 
vektorem. 
 Pro zobrazení uložených dat slouží metoda toString(), která zobrazí časové řady 
ve sloupcích. 
 Metoda length() samozřejmě vrací délky časových řad. Jelikož všechny časové 
řady musí mít stejnou periodu a být o stejné délce, návratová hodnota představuje 
délku všech obsažených časových řad. 
Příklad práce se třídou TimeSeries je uveden v následující ukázce. 
>> eurusdCloses = [ 1.3963 1.3954 1.3951 1.3952 1.3956 1.3953 ]; 
>> eurusdOpens = [ 1.3961 1.3952 1.3953 1.3952 1.3954 1.3955 ]; 
>> eurusdTs = TimeSeries(datetimes, [eurusdOpens; eurusdCloses]', 
   {'bidOpen', 'bidClose'}, 'Casova rada EUR/USD'); 
>> eurusdTs.toString() 
 
ans = 
 
TimeSeries: Casova rada EUR/USD 
[2010-02-03 01:45:00 - 2010-02-03 03:00:00] 
 
datetime           bidOpen   bidClose    
2010-02-03 01:45   1.3961    1.3963   
2010-02-03 02:00   1.3952    1.3954   
2010-02-03 02:15   1.3953    1.3951   
2010-02-03 02:30   1.3952    1.3952   
2010-02-03 02:45   1.3954    1.3956   
2010-02-03 03:00   1.3955    1.3953 
   
>> eurusdTs.bidOpen 
 
ans = 
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    1.3961 
    1.3952 
    1.3953 
    1.3952 
    1.3954 
    1.3955 
KÓD 4.7-  PŘÍKLAD POUŽITÍ TŘÍDY  TIMESERIES, ZDROJ:  AUTOR 
4.2.2 DATOVÉ ÚLOŽIŠTĚ A TRANSFORMACE ČASOVÝCH ŘAD 
Vzhledem k objemům historických dat, načítání nemusí být tak triviální záležitost, jak by 
se na první pohled mohlo zdát. V neposlední řadě, je vhodné mít k dispozici základní sadu 
funkcí, pro standardní transformační úlohy těchto vstupních dat. K tomuto účelu slouží 
jednak funkce cacheTsObjects(), která slouží k hromadnému zpracování vstupních CSV 
souborů, vytvoření instancí třídy TimeSeries a následné uložení těchto inicializovaných 
objektů do MAT souborů. MAT je datový formát, využívaný v prostředí MATLAB, pro 
serializaci datových struktur. Výhodnou tohoto mechanismu je velice výrazné zrychlení 
načítání dat2. 
Kód, který pracuje s tržními daty, nepřistupuje k CSV nebo MAT souborům přímo, ale 
k načtení používá funkce prepareData(tsName, startDate, endDate, format, allData), která 
mimo samotné načtení provede i požadované transformace historických dat. Význam 
těchto parametrů je následující: 
 tsName – název časové řady, současně s určením její periody. Např. "eurusd15m" 
pro načtení 15 minutových dat EUR/USD. 
 startDate a endDate – určuje časový interval načítané řady. Jestliže je některý 
z těchto intervalů prázdný, použije se samotný začátek resp. konec všech 
dostupných dat ve zdrojových CSV resp. MAT soborech. 
 format – datový formát tržních kurzů. Jsou podporovány dvě možnosti: 
o rate – časová řada bude vyjádřena standardním kurzem daného měnového 
páru 
                                                             
2 Načtení dat, zachycujících tři roky kurzu EURUSD v periodě jedné minuty, při načítání z CSV 
souboru trvá přibližně 20 až 25 minut. Pro načtení časové řady bid i ask, se tedy jedná o 40 – 50 
minut. Deserializace stejného objemu dat v podobě instance třídy TimeSeries v MAT souboru je 
otázkou 4 – 4,5 vteřin.  
Pro plné porovnání, při použití fints z Financial Toolboxu byl experiment po několika hodinách 
běhu přerušen a tato varianta byla dále vyloučena. 
Výsledky byly pořízeny při běhu v jednom vlákně na AMD Phenom II X3, 2.6 GHz. 
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o pips – časová řada bude vyjádřena v pipech (v násobcích nejmenší 
jednotky daného měnového páru). 
 allData – logická hodnota vyjadřující zdali výsledná časová řada má obsahovat 
kompletní údaje z hlediska časové osy, popř. pouze ta data, ve kterých je 
vykazován určitý objem obchodů. Jinými slovy, zdali v datech mají být uvedeny 
i víkendy, svátky apod., kdy na trhu nedocházelo k žádným cenovým změnám. 
Pro účely učení neuronových sítí je vhodné používat pouze data, ve kterých 
docházelo ke kurzotvorným procesům, jinak neuronová síť těžko může rozlišit 
mezi obchodním a neobchodním dnem, což se podepíše na přesnosti predikcí. 
Nicméně, jednoduché vysekání neobchodních dnů může mít negativní dopad na 
výkonnost sítě, jelikož den po neobchodním dnu trhy obecně vykazují vyšší 
aktivitu. Může být tedy lepší učit síť na kompletních datech a mezi vstupní 
parametry zařadit příznak, zdali se jedná o obchodní den, či ne. 
Parametr allData umožňuje použití obou těchto přístupů. 
Důležitou funkcí je také výpočet indikátorů technické analýzy, které jsou používané 
na mnoha místech. Pro tento účel slouží funkce computeTaData(ts, indicators), která jako 
první parametr přebírá instanci třídy TimeSeries, na základě jejichž dat vypočítává 
indikátory uvedené v poli struktur indicators. Výsledkem volání funkce je kopie instance 
třídy TimeSeries, rozšířená o sloupce obsahující hodnoty daných indikátorů. 
Následující ukázka kódu navazuje na ukázku kódu vytvoření objektu třídy TimeSeries. Zde 
je pomocí funkce computeTaData …  vypočítán jednoduchý a exponenciální klouzavý 
průměr za dvě, resp. tři periody. 
>> eurusdTs2 = computeTaData(eurusdTs, { struct('name', 'ema', 
   'period', 2), struct('name', 'sma', 'period', 3)}); 
>> eurusdTs2.toString() 
 
ans = 
 
TimeSeries: Casova rada EUR/USD 
[2011-04-23 18:02:26 - 2023-08-18 18:02:26] 
 
datetime           bidOpen   bidClose  ema2      sma3     
2011-04-23 18:02   1.3961    1.3963    NaN       NaN      
2013-10-09 18:02   1.3952    1.3954    1.39555   NaN      
2016-03-27 18:02   1.3953    1.3951    1.39525   1.3956   
2018-09-13 18:02   1.3952    1.3952    1.39522   1.39523  
2021-03-01 18:02   1.3954    1.3956    1.39547   1.3953   
2023-08-18 18:02   1.3955    1.3953    1.39536   1.39537  
KÓD 4.8 - UKÁZKA POUŽITÍ FUNKCE  COMPUTETADATA , ZDROJ:  AUTOR 
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Hodnoty NaN – Not a Number – zastupují prázdná místa, jelikož např. EMA za 2 periody 
samozřejmě nelze vypočítat z jedné známé hodnoty časové řady. 
4.3 APLIKACE UMĚLÝCH NEURONOVÝCH SÍTÍ 
Význam neuronových sítí tkví v jejich schopnosti učit se, avšak míra, do jaké bude 
neuronová síť disponovat touto schopností, závisí na jejím adekvátním návrhu. Prakticky 
neexistuje univerzální síť (pomineme-li určité typy adaptivních sítí, které spíše nabízí 
suboptimální řešení některých částí návrhu), která by nevyžadovala na počátku 
uživatelem stanovit následující části návrhu: 
 Typ sítě, tj. architektura, způsob šíření signálů mezi neurony apod. 
 Metoda učení sítě. 
 Velikost sítě, tj. počet vrstev a počet neuronů v jednotlivých vrstvách. 
 Aktivační funkce, přiřazené k jednotlivým neuronům. 
 Výběr vstupů a výstupů sítě. 
Pro posouzení výkonností různých konfigurací, se nelze vyhnout nutnému 
experimentování, které může usnadnit pouze zkušenost uživatele. 
4.3.1 HLEDÁNÍ OPTIMÁLNÍ ARCHITEKTURY POMOCÍ GENETICKÝCH ALGORITMŮ 
Pro stanovení optimální architektury neuronové sítě, jsem se pokusil využít schopností 
optimalizace genetickým algoritmem. Získané výsledky lze využít v dalších úvahách, jaký 
dopad bude mít změna architektury na výkonnost výsledné sítě. 
Experiment byl prováděn na Focused Time-Delay síti, tedy dopředné síti se zpožděním 
ve vstupní vrstvě, aktivační funkcí tansig ve skrytých vrstvách a funkcí purelin ve výstupní 
vrstvě.  
Řešení pomocí genetického algoritmu jsem provedl následujícím způsobem: 
 Individua v populaci představují konfigurace výše zmíněného typu neuronových 
sítí.  
 Vstupní prostor – představuje vektor přirozených čísel x = (x0, x1, … , xN), kde: 
o  x0 reprezentuje velikost zpoždění ve vstupní vrstvě (Tapped Delay Line –  
TDL) 
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o x1 až xN reprezentuje počet neuronů v první až N-té vrstvě. Jestliže je 
některý prvek roven nule, výsledná síť bude o danou vrstvu „zkrácena“. 
 Účelová (fitness) funkce – je střední kvadratická chyba naučené sítě 
na testovacích datech. Tím by v ohodnocení sítě měla být zohledněna také 
schopnost generalizace sítě. 
 Vstupní data sítí představují OHLC data + objem obchodů + cenové rozpětí.  
 Výstup sítě je očekáván jako uzavírací prodejní cena na trhu v následující časové 
periodě. 
Jednotlivá individua v populaci jsou reprezentována binárními řetězci o délce 5 + 5*v, kde 
v značí maximální možný počet vrstev v síti. Prvních 5 bitů je vyhrazeno pro zaznamenání 
velikosti TDL (zpoždění ve vstupní vrstvě), každých následujících 5 bitů pak představuje 
binární zápis počtu neuronů v jednotlivých, po sobě jdoucích vrstvách. Grafickou podobu 
binárního vektoru znázorňuje následující tabulková ilustrace.  
TDL 
Počet neuronů v 
1. vrstvě 
Počet neuronů v 
2. vrstvě 
… Počet neuronů v N-té vrstvě 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 … 5+N*5 - 4 5+N*5 - 3 5+N*5 - 2 5+N*5 - 1 5+N*5 
TABULKA 4.1 - GENOTYP NEURONOVÉ SÍTĚ , ZDROJ:  AUTOR 
Jelikož TDL i počty neuronů v jednotlivých vrstvách jsou určeny pěti bity, maximální 
možné zpoždění, resp. počet neuronů ve vrstvě je 25 – 1 = 31. Pro zde uvažovaný příklad se 
toto zdá být zcela dostatečné.  
Úloha byla řešena v prostředí MATLAB pomocí Global Optimization Toolboxu. Následující 
kód Kód 4.9 - Fitness funkce pro ohodnocení neuronové sítě, obsahuje fitness funkci, jež je 
volána samostatně, pro každé individuum v populaci. Průběh funkce je následující: 
1. Volání s parametrem pop, představujícím bitový vektor jedince k ohodnocení. 
Tento bitový vektor je pomocí vnořené funkce bits2params rozdělen do bloků po 
5ti bitech. Jejich hodnoty jsou převedeny na dekadická čísla, která tvoří návratové 
hodnoty dané funkce. 
2. Jestliže má individuum všechny bity pro určení počtu neuronů nulové, znamená to, 
že síť nelze sestavit a proto je fitness funkcí vrácena nevýhodně vysoká hodnota 
1010, což individuum z budoucích selekcí prakticky vyloučí. 
3. Je sestavena neuronová síť, dle hodnot v parametru pop. Tato síť je poté naučena 
na tréninkových datech ftdnet_cache, což je datová struktura uložená v globálním 
jménem prostoru, díky čemuž není nutné při každém volání fitness funkce 
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tréninková data načítat, což značně šetří výpočetní čas. Tato datová struktura 
obsahuje položky: 
a. ftdnet_cache.inputs – vstupní data neuronové sítě 
b. ftdnet_cache.targets – výstupní, očekávané odezvy sítě na vstupní data 
4. Po naučení sítě, jsou do logovacího souboru zaznamenány výkonnostní statistiky 
dané sítě, pro budoucí potřeby. Nakonec je jako návratová hodnota vrácena střední 
kvadratická chyba na testovacích datech. 
function fitness = ftdnet_fitness(pop) 
  
% prevod bitoveho vektoru na parametry site 
[tdlLength, layers] = bits2params(pop); 
  
fprintf('TDL=%d  layers=[%s]\n', tdlLength, num2str(layers)) 
  
if isempty(layers) 
    % nelze sestavit neuronovou sit 
    fitness = 1e+10; 
    return; 
end 
  
% vytvoreni site 
inputDelays = 0:tdlLength; 
hiddenLayerSize = layers; 
net = timedelaynet(inputDelays, hiddenLayerSize); 
net.numInputs = 1; 
  
% uzivatelska zpetna vazba pouze do textove konzole 
net.trainParam.showWindow = false; 
net.trainParam.showCommandLine = true; 
net.trainParam.show = 1; 
  
% po 1000 sekundach zastavit uceni 
net.trainParam.time = 1000; 
  
% nacteni dat 
global ftdnet_cache; 
  
[inputs, inputStates, layerStates, targets] = ... 
    preparets(net, ftdnet_cache.inputs, ftdnet_cache.targets); 
  
% rozdeleni dat 
net.divideParam.trainRatio = 70/100; 
net.divideParam.valRatio = 15/100; 
net.divideParam.testRatio = 15/100; 
  
% uceni site 
[net, tr] = train(net, inputs, targets, inputStates, layerStates); 
  
% zaloguj vysledky 
logPerformance(tdlLength, layers, tr); 
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% fitness hodnota - vykonnost na testovacich datech 
fitness = tr.best_tperf; 
  
end 
KÓD 4.9 -  FITNESS FUNKCE PRO OHODNOCENÍ NEURONOVÉ SÍTĚ, ZDROJ:  AUTOR 
4.3.1.1 Výsledek optimalizace architektury sítě  
Výsledky optimalizace nenabízí konkrétní konfiguraci neuronové sítě. Nicméně na základě 
záznamů o průběhu optimalizace lze vysledovat určité rysy, se kterými je dobré při 
návrzích sítí počítat. 
Optimalizace probíhala nad 15-ti minutovými daty měnového páru EUR/USD. 
Z výpočetních důvodů byly použity "pouze" tři měsíce dat, konkrétně od 1. 3. 2010 do 31. 
5. 2010. Po odstranění neobchodních dnů tak dostaneme 6339 záznamů. Jak je z výše 
uvedeného skriptu patrné, 70% dat bylo použito pro učení. Pro validaci a testování bylo 
použito po 15% dat, tj. 950+950 záznamů. I přesto, optimalizace probíhala více jak 
38 hodin, během kterých bylo vytvořeno a otestováno 385 konfigurací FTDN sítí. Určité 
chronologicky seřazené výseče o průběhu optimalizace jsou vzhledem k objemu dat 
uvedeny až v příloze této práce. 
Ze záznamu výsledků lze v kontextu FTDN  sítí v programovém prostředí MATLAB 
konstatovat: 
 Neural Network Toolbox poskytuje velmi výkonné učící algoritmy. Tato výkonnost 
je do značné míry dána sofistikovanými metodami, jež jsou schopné automaticky 
rozhodnout o řadě dílčích úloh jako je normalizace vstupních dat, výběr správného 
učícího algoritmu, rozdělení dat apod. 
 Z výsledků je patrná inklinace k rozšiřující se topologii sítě, kdy za vstupní vrstvou 
leží pomyslný vrchol trojúhelníku, před výstupní vrstvou potom leží jeho základna. 
 Příliš velké zpoždění ve vstupní vrstvě může působit spíše kontraproduktivně. 
Optimální velikost TDL jistě záleží na řešené úloze, nicméně z výsledků plyne, že je 
vhodné zvyšovat TDL pozvolna, dle potřeb. 
 Výsledky také potvrzují obecně přijímaný fakt, že větší sítě automaticky nepřináší 
lepší výsledky. Zvětšovaní sítě o další neurony musí být odůvodněné, jinak může 
mít negativní dopad na výsledky sítě, podobně jako u výše zmíněného TDL.  
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Zároveň každé zvětšování sítě zvyšuje výpočetní a paměťové nároky při procesu 
učení. Tento nárůst přitom nemusí být vůbec zanedbatelný. Určitým řešením může 
být využití jiné učící metody, např. Scaled conjugate gradient backpropagation – 
v prostředí MATLAB implementované ve funkci trainscg – která je vhodná k učení 
větších sítí. Tato metoda ovšem vzhledem k jednoduchosti experimentu nebyla 
uvažována. 
 Vzhledem k náhodné inicializaci vah na počátku každého učení je dobré, zvláště 
pak u zkoumaných dynamických sítí, provést učení každé konfigurace několikrát, 
jelikož výsledky se mohou výrazně lišit. 
Další optimalizace konfigurací neuronových sítí by mohla probíhat v mnoha rovinách. 
Zajímavý by mohl být výběr vstupů do sítě. Tedy aby genetický algoritmus, mimo 
samotnou topologii sítě, určovat také výběr vstupů. 
4.3.2 SOUHRNNÁ ANALÝZA VÝKONNOSTI 
Jak již bylo nastíněno v oddíle věnovanému měření spolehlivosti predikcí, výkonnost 
jednotlivých neuronových sítí byla měřena algoritmem pro vyhodnocení směrových 
predikcí, konkrétně dříve popsanou funkcí dirperf(). 
Použitá data představují vývoj měnového páru EUR/USD v 15-ti minutových periodách – 
tedy OHLC data. Z této časové řady byl pro všechny testy použit časový horizont 
od 1. února 2010 do 30. listopadu 2010. To činí celkem 28 992 prvků dat. Jestliže 
odebereme časové intervaly, ve kterých se neobchodovalo (tj. víkendy, státní svátky apod.) 
získáme 20 949 prvků dat.  
Tato data byla následně rozdělena na in-sample (70%) a out-of-sample (30%) data. 
In-sample data byla použita pouze pro učení neuronových sítí. Out-of-sample data, nebyla 
při procesu učení síti vůbec dostupná. Na nich se následně testovala výkonnost 
jednotlivých sítí pro použití v reálných podmínkách.  
Poznamenejme, že všechny dále použité statistiky výkonností jsou získané výlučně 
na out-of-sample datech. Dále, vzhledem k množství zaznamenávaných statistických 
ukazatelů jsou kompletní výsledky z typografických důvodů uvedeny v přílohách, v textu 
jsou uvedeny pouze ty nejzákladnější. 
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4.3.2.1 Sítě NARX 
Přestože byla autorem do tohoto typu sítě vkládána největší naděje, výkonnostní výsledky 
připomínají spíše průběh random walk. Konvergence chybové funkce těchto sítí se vždy 
zastavila na úrovni střední hodnoty cenových změn mezi jednotlivými periodami časové 
řady. Další konvergence sítě na tréninkových datech sice byla možná, ale to vždy na úkor 
zvyšování chyby na validačních či testovacích datech – přeučení sítě. Učení sítě bylo 
provedeno jak na časové řadě obsahující absolutní cenové změny, tak i na časové řadě 
skutečných kurzů měnového páru, ovšem se stejně neuspokojivými výsledky. 
Dále uvedené výsledky představují predikce o jeden časový krok dopředu. Vzhledem 
k velkostem chyb již nebyly provedeny testy sítí s uzavřenou smyčkou, tj. o více časových 
oken dopředu. 
Vstupní data 
Neuronová 
síť 
TDL 
Feedback 
TDL 
Vrstvy 
sítě 
Spolehlivost 
směru 
RMSE 
Spolehlivost 
při 
zohlednění 
spreadu 
OHLC, volume, 
spread, RSI(14), 
MACD, SMA(10, 
20, 40, 200) 
NARX 9 9 [20] 50,35% 11,175  44,76% 
OHLC, volume, 
spread, RSI(14), 
MACD, SMA(10, 
20, 40, 200) 
NARX 9 9 [20 15 8]  49,32% 17,556  43,79% 
OHLC, volume, 
spread, RSI(14), 
MACD 
NARX 9 9 [15 8] 49,32% 11,775 43,94% 
OHLC, volume, 
spread 
NARX 2 2 [20] 50,36% 11,564  44,77% 
OHLC NARX 2 2 [20] 49,01% 10,507  43,21% 
OHLC NARX 9 9 [20 8] 49,00% 10,762  43,21% 
OHLC NARX 9 9 [2 5 10 4] 48,91% 10,201 43,24% 
TABULKA 4.2 - VÝKONNOST SMĚROVÝCH P REDIKCÍ NARX SÍTÍ, ZDROJ:  AUTOR 
4.3.2.2 Focused Time-Delay sítě 
Focused Time-Delay sítě, tedy dopředné sítě se zpožděním ve vstupní vrstvě, oproti NARX 
sítím vykazují nesrovnatelně lepší výsledky. Jejich schopnosti směrových predikcí 
přesahují úroveň 90%, při zohlednění cenového rozpětí pak 85%.  
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Na tomto místě je důležité si povšimnout, že i tyto neúspěšné predikce nepředstavují 
významnější problém, jelikož cenové změny u neúspěšných predikcí jsou velmi malé, 
zatímco u úspěšných predikcí se sítím daří správně předpovídat větší cenové změny3. 
Jestliže tedy budeme za obchodní signál považovat pouze predikce s vyššími cenovými 
změnami, ztrátových obchodů bude minimum. 
Vstupní data 
Neuronová 
síť 
TDL Vrstvy sítě 
Spolehlivost 
směru 
RMSE 
Spolehlivost 
při 
zohlednění 
spreadu 
diff(1) FTDN 9 [14 8 5] 97,71% 0,003  85,85% 
OHLC, volume, 
spread 
FTDN 9 [14 8 5] 97,64% 0,284 85,85% 
OHLC, volume, 
spread, diff(1) 
FTDN 9 [14 8 5] 97,71% 0,042 85,85% 
OHLC, volume, 
spread, SMA(10, 20, 
40, 200) 
FTDN 9 [20 14 8] 95,77% 1,562 85,48% 
OHLC, volume, 
spread, SMA(10, 20, 
40, 200), diff(1), 
MACD, RSI(14) 
FTDN 9 [20 14 8] 97,78% 0,005 86,01% 
OHLC, volume, 
spread, SMA(10, 20, 
40, 200), diff(1), 
MACD, RSI(14) 
FTDN 9 [25]  97,78% 0,021 86,01% 
TABULKA 4.3 - VÝKONNOST SMĚROVÝCH P REDIKCÍ FTDN  SÍTÍ, ZDROJ:  AUTOR 
4.3.2.3 Distributed Time-Delay sítě 
Tyto sítě jsou založeny na podobné architektuře jako FTDN sítě a i jejich výsledky jsou 
velmi podobné. Naučené sítě jsou s velkou spolehlivostí schopné predikovat větší cenové 
změny. V případě malých oscilací může docházet k chybám, to ovšem nepředstavuje 
významnější problém, pokud tyto malé pohyby nebudeme považovat za obchodní signál. 
Jak je z výsledků zřejmé, DTDN sítě dosahují podobných výsledků jako FTDN sítě, ovšem 
oproti FTDN sítím je jejich architektura složitější, což je hlavně patrné při procesu učení. 
Tehdy se nutné použít dynamickou variantu učícího algoritmu backpropagation, čímž 
se učící proces násobně prodlužuje. Vzhledem k podobným výsledkům považuji 
za dostatečné řešení využití jednodušších sítí FTDN. 
                                                             
3 Tyto údaje jsou z typografických důvodů uvedeny v přílohách práce. 
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Vstupní data 
Neuronová 
síť 
TDL Vrstvy sítě 
Spolehlivost 
směru 
RMSE 
Spolehlivost 
při 
zohlednění 
spreadu 
OHLC, volume, 
spread 
DTDN [9 2] [20] 97,37% 1,693 85,82% 
OHLC, volume, 
spread 
DTDN [9 2] [20]  97,71% 0,145 85,85% 
OHLC, volume, 
spread, diff(1), 
RSI(14), MACD 
DTDN [9 2] [20]  97,72% 0,873  85,85% 
OHLC, volume, 
spread, diff(1), 
RSI(14), MACD, 
SMA(10, 20, 40, 200) 
DTDN [9 2] [20] 97,62%  1,017 85,83% 
TABULKA 4.4 - VÝKONNOST SMĚROVÝCH P REDIKCÍ DTDN  SÍTÍ, ZDROJ:  AUTOR 
4.3.3 SROVNÁNÍ VÝSLEDKŮ S RANDOM WALK 
Pro vyhodnocení statistické významnosti dosažených výsledků neuronových sítí, lze tyto 
výsledky podrobit srovnání s výsledky náhodné procházky. Jelikož ve výsledcích náhodné 
procházky není žádná znalost o chování trhu, lze na jeho základě odlišit model schopný 
predikce, od modelu chovajícího se více či méně nezávisle na vývoji trhu. 
Za tímto účelem byl sestaven test, který pomocí generátoru náhodných čísel, provádí 
"predikce" budoucích cenových pohybů. Tyto predikce jsou generovány s Gaussovým 
rozdělením4 a to na základě údajů vypočítaných z tréninkových dat, které byly použity pro 
učení neuronových sítí. Konkrétně se jedná o střední hodnotu a směrodatnou odchylku 
cenových změn. Predikce jsou potom pomocí generátoru náhodných čísel generovány 
v intervalu <a; b>, kde: 
       
        
kde µ značí střední hodnotu a σ směrodatnou odchylku. Tj. v případě normálního 
rozdělení by v tomto intervalu mělo ležet více jak 95% všech hodnot. Jednotlivé predikce 
jsou generovány dle vztahu: 
                                                             
4 Tento test tedy vychází z teorie efektivního trhu, který uvažuje normální rozložení ceny v čase. Dle 
teorie fraktálního trhu, by mělo být použito leptokurtické pravděpodobností rozdělení, kdy ceny 
rychleji klesají, než rostou (DOSTÁL, 2008). 
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kde rand() představuje funkci generující náhodné hodnoty se standardizovaným 
normálním rozdělením N(0,1).  
Získaný vektor predikcí je následně podroben testu pomocí funkce dirperf(), která 
hodnotila výkonnosti neuronových sítí. Každým provedením testu samozřejmě získáme 
mírně odlišné výsledky, nicméně za referenční lze považovat např. následující výstup 
funkce dirperf(). 
Celkovy vykon (6256 dat) 
========================== 
 
Celkove statistiky predikci cenovych zmen: 
  Mira spolehlivosti smeru = 48.99% 
  sqrt(MSE) = 15.183942 
 
  Mira spolehlivosti pri zohledeni spreadu: 43.39% 
  Stredni hodnota spreadu = 1.098594 
  Smerodatna odchylka spreadu = 0.547509 
 
Uspesne predikce: 
  Stredni hodnota cenove zmeny = 7.201729 
  Smerodatna odchylka cenove zmeny = 7.009199 
 
  Stredni hodnota predikovane zmeny = 9.891431 
  Smerodatna odchylka predikovane zmeny = 5.731993 
 
Neuspesne predikce: 
  Stredni hodnota cenove zmeny = 6.823246 
  Smerodatna odchylka cenove zmeny = 10.007358 
 
  Stredni hodnota predikovane zmeny = 9.921327 
  Smerodatna odchylka predikovane zmeny = 5.719566 
KÓD 4.10 - VYHODNOCENÍ SMĚROVÝCH  PREDIKCÍ NÁHODNÉ PROCHÁZKY , ZDROJ:  AUTOR  
V teoretické rovině lze předpokládat oscilaci míry spolehlivosti predikce směru okolo 
50%. Tento předpoklad získané výsledky víceméně potvrzují. Ovšem je zajímavé 
podotknout, že skutečně získané výsledky během několika spuštění testu, se pohybují 
přibližně od 0,5% do 1,5% pod 50% hranicí, což by potvrzovalo leptokuristické 
pravděpodobností rozdělení, jelikož predikce byly generovány s normální 
pravděpodobnostním rozdělením. 
Jestliže porovnáme statistiky úspěšných a neúspěšných predikcí, je na první pohled patrný 
nesoulad mezi statistikami cenových změn, přičemž statistiky predikovaných změn jsou 
víceméně totožné. I toto lze chápat jako argument pro leptokuristiké rozdělení. 
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Při zohlednění cenového rozpětí je spolehlivost vždy nižší, protože každá cenová změna 
nemusí pokrýt transakční náklady rovnající se právě cenovému rozpětí, což výsledky 
potvrzují. Následující obrázek zobrazuje kumulativní výsledek obchodování při realizaci 
náhodné procházky a to jednak při zohlednění cenového rozpětí tak i bez něj. Z grafu je 
patrný zvětšující se rozdíl těchto dvou variant ukazatele v čase. 
 
OBRÁZEK 4.2 -  KUMULATIVNÍ ZISK/ZTRÁTA NÁHODNÉ PROCHÁZKY V ČASE , ZDROJ:  AUTOR  
 
Následující graf zobrazuje pro srovnání kumulativní zisk/ztrátu na stejné časové řadě při 
použití predikcí sítě typu FTDN. 
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OBRÁZEK 4.3 - KUMULATIVNÍ ZÍSK/ZTRÁTA FTDN  SÍTĚ, ZDROJ:  AUTOR 
Výkonnostní stránka je jistě nesrovnatelná, navíc z relativně hladkého průběhu 
kumulativního výsledku je zjevná stabilita predikcí. Srovnáním s výsledkem náhodné 
procházky lze jistě konstatovat, že dosažené výsledky nejsou věcí náhody. Vzhledem 
ke skutečnosti, že testy byly provedeny na out-of-sample datech, nelze zde hovořit ani 
o přeučení.  
4.4 TESTOVÁNÍ A PROVOZ OBCHODNÍCH SYSTÉMŮ 
Pro plnohodnotné otestování implementace a strategie obchodních systémů, je vhodné 
obchodní systémy podrobit testování přímo proti obchodní platformě, jež umožňuje 
odebírat tržní data a v neposlední řadě provádět zadané obchodní příkazy. 
Zautomatizovaná komunikace a chod obchodních systémů ve svém důsledku eliminuje 
možné chyby, kterých se může dopustit uživatel, přičemž pro strategie pracující 
ve vysokých časových frekvencích je to přímo nezbytné. 
Pro komunikaci mezi účastníky na finančním trhu byl v roce 1992 vytvořen komunikační 
protokol FIX – Financial Information eXchange (2011). Tento protokol umožňuje výměnu 
tzv. zpráv (messages) v reálném čase, přičemž jsou podporovány všechny potřebné 
příkazy, jak pro sledování trhu, tak i pro aktivní vstup na trh. Jedná se o velice komplexní 
řešení, které bylo postupem doby dolaďováno a v době psaní této práce je k dispozici 
specifikace pro verzi 5.0-2 z dubna roku 2009. 
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Vzhledem k náročnosti implementace FIX protokolu5 v obchodních systémech, který 
obsahuje velké množství funkcí, které pro tuto práci nejsou vůbec potřebné, jsem se 
rozhodl navrhnout vlastní, výrazně jednodušší komunikační protokol, který bude pro tuto 
práci zcela dostatečný. 
4.4.1 SPECIFIKACE KOMUNIKAČNÍHO PROTOKOLU 
Důvodem pro vytvoření komunikačního protokolu je potřeba integrovat dvě (nebo i více) 
heterogenních programových prostředí tak, aby mohla mezi sebou aktivně komunikovat. 
Tento protokol má především sloužit jako jednotné rozhraní. V následujících oddílech je 
použita terminologie, jež odlišuje dvě hlavní komponenty: 
 Obchodní systém nebo obchodní strategie – představuje aktivní prvek systému, 
jenž analyzuje příchozí data a na základě nich odesílá obchodní příkazy 
(nákup/prodej). V kontextu této práce se jedná o určitý program v prostředí 
MATLAB, který stanovuje predikce a na základě nich odesílá obchodní příkazy. 
 Obchodní platforma nebo backtesting systém – představuje pasivní prvek, který 
zprostředkovává tržní data a provádí obchodní příkazy, které jsou požadovány 
připojeným obchodním systémem. Z pohledu této práce se může jednat 
o softwarový produkt JForex, Metatrader apod. 
Výraz „systém pro backtesting“ je použit na místech, kde je míněn tzv. paper-
trading, tedy obchodování na fiktivním účtu, které se provádí pouze za účelem 
získání statistik o výkonnosti dané obchodní strategii na historických datech. 
Obchodní 
platforma
Obchodní
systém
Tržní data
Obchodní příkazy
Finanční trhy  
OBRÁZEK 4.4 - STATICKÝ POHLED NA FUNKCI KOMUNIKAČNÍHO PROTOKOLU , ZDROJ:  AUTOR  
Každý obchodní systém musí být schopen zpracovávat historická data a generovat 
obchodní příkazy ve standardizovaném formátu. Původním záměrem bylo, aby obchodní 
systém četl data feed6 ze svého standardního vstupu a generoval příkazy na svůj 
                                                             
5  Existuje několik open-source projektů, jež implementují specifikaci FIX protokolu. Za 
plnohodnotné implementace lze jistě označit QuickFIX <http://www.quickfixengine.org/> s 
podporou jazyků C++, .NET, Python a Ruby, resp. QuickFIX/J <http://www.quickfixj.org/> v Javě. 
6 Data feed – softwarová komponenta jež poskytuje tržní data. 
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standardní výstup. Nicméně, toto se ukázalo jako poměrně nedostatečné řešení 
interoperability. Mezi překážky patří:  
 způsob, jakým efektivně spouštět skripty napsané v Matlabu. Kompilace skriptů do 
nativního strojového kódu je poměrně časově náročná, což znemožňuje efektivní 
ladění kódu. Zároveň, pod systémem MS Windows nelze jednoduše spustit 
v příkazovém řádku interpretr, tak jak tomu běžně bývá u jiných skriptovacích 
jazyků.  
 v některých prostředích nelze spouštět podprocesy – tedy obchodní systémy – 
a následně pracovat se standardním V/V tohoto podprocesu. Zejména se jedná 
o obchodní platformy, jež samozřejmě nenabízí plnohodnotné programovací 
prostředí. 
Z těchto důvodů byla nakonec zajištěna komunikace pomocí síťových prostředků, a to přes 
sockety. Obchodní systém se spustí naprosto odděleně od obchodní platformy jako server 
a začne naslouchat na předem domluveném čísle portu. Obchodní platforma se 
po spuštění připojí na určený port a následně začne generovat data feed a přitom načítat 
příkazy obchodního systému. 
 
OBRÁZEK 4.5 - CYKLUS PRÁCE OBCHODNÍHO SYSTÉMU , ZDROJ:  AUTOR 
Tato architektura lze dále vrstvit a nejsou tak ani vyloučeny budoucí implementace, které 
budou pracovat čistě se standardním V/V, jak bylo na počátku zamýšleno. Stěžejní 
výhodou je jednotný formát komunikace, díky čemuž lze vytvořit jednotné aplikační 
rozhraní v každém používaném programovém prostředí, které bude zodpovědné 
za generování a zpracování dat, čímž tvorba obchodních strategií není zatížena 
technickými detaily. 
Predikce
Generování 
obchodních 
příkazů
Provedení 
obchodních 
příkazů
Načtení 
tržních dat
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4.4.1.1 Podoba tržních dat 
Tržní data mohou být odesílána ve dvou různých podobách: 
 OHLC neboli Open, High, Low a Close za určitý časový interval. U těchto dat je také 
uveden objem obchodů – Volume. 
 Tick data, která obsahují veškeré pohyby na trhu. Skládají se z následujících 
položek:  
o Časové razítko - mělo by mít přesnost alespoň na sekundy  
o Identifikační kód daného aktiva, např. EURUSD  
o Bid cenu, tedy cenu kupujících, která je nižší než Ask cena  
o Ask cenu, tedy cenu prodávajících  
o Bid volume  
o Ask volume 
Bid a ask volume představují množství transakcí, počet zobchodovaných lotů, v případě FX 
trhu, které byly uskutečněny a to kupujícími nebo prodávajícími. Ke každé transakci je 
samozřejmě zapotřebí obou stran. Nicméně, až na pár výjimek, většina transakcí je 
uskutečněna za Bid, resp. Ask cenu. Jelikož Bid cena je nižší, zvýšený objem Bid obchodů 
může indikovat potenciál trhu k poklesu ceny a naopak. Proto je vhodné v datech uvádět 
tyto položky samostatně. 
4.4.1.2 Protokol data feedu 
Je formát, ve kterém jsou zapsána tržní data a který musí umět zpracovat a obchodní 
systém. 
Jednotlivé záznamy jsou od sebe odděleny znakem nového řádku. Formát dat je obdobný 
syntaxi volaní funkce v programovacích jazycích, kdy nejdříve předchází název příkazu, 
následovaný kulatými závorkami ve kterých je seznam parametrů oddělených znakem 
středníku ;. 
Command(arg0;arg1;arg2) 
KÓD 4.11  - FORMÁT PŘÍKAZU  KOMUNIKAČNÍHO PROTOK OLU, ZDROJ:  AUTOR 
Obchodní systém je zodpovědný za kontrolu těchto parametrů a vyhodnocení, zdali je 
s takovouto časovou řadou kompatibilní. Pokud ne, musí okamžitě ukončit svoji činnost.  
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Na rozdíl od data feedu v podobě určitého jednoduchého CSV formátu, je tento způsob 
výhodný zvláště proto, že obchodnímu systému může být simultánně odesíláno více 
časových řad, na základě kterých bude generovat obchodní příkazy.  
Důležitým předpokladem je, že obchodní systém musí zareagovat nějakým příkazem 
(koupit, prodat, čekat…), po každém příchozím záznamu z data feedu. Data feed nikdy 
neodešle více než jeden záznam historických dat, dokud na tento záznam nezíská 
patřičnou reakci od obchodního systému. Nelze tedy např. načíst celý data feed a pak začít 
generovat obchodní příkazy. 
Bar data z data feedu představuje OHLC data. Parametry jsou: 
 Symbol např. EURUSD  
 Period je časový interval OHLC dat v sekundách  
 DateTime je datum a čas příslušného baru v podobě „yyyy-MM-dd HH:mm:ss“  
 AskBar OHLC + volume, vytvořené pomocí dat na straně ask, tedy prodávajících  
 BidBar OHLC + volume, vytvořené pomocí dat na straně bid, tedy kupujících 
OHLC data jsou přitom v obou případech uváděna v následujícím pořadí: Open, High, Low, 
Close a Volume. Bar data musí mít oproti Tick datům nastaven parametr Period na počet 
sekund mezi jednotlivými záznamy. 
Bar(EURUSD;60;2010-10-27 00:00:00;1.38443,1.38495,1.38425,1.38477, 
63.1;1.38443,1.38495,1.38425,1.38477,63.1) 
... na novém řádku následuje další záznam 
KÓD 4.12 - PŘÍKLAD FORMÁTU BAR DAT, ZDROJ:  AUTOR 
Tick data mají odlišný formát od dat v podobě Bar. Skládají se z položek: 
 Symbol např. EURUSD 
 DateTime datum a čas příslušného ticku v podobě „yyyy-MM-dd HH:mm:ss“ 
Tick se skládá z hodnot v následujícím pořadí: Ask, Bid, AskVolume, BidVolume. 
Tick(EURUSD;2009-10-01 00:00:00;1.46545,1.46535,2.4,2.4) 
... na novém řádku následuje další záznam 
KÓD 4.13 - PŘÍKLAD FORMÁTU TICK DAT, ZDROJ:  AUTOR 
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4.4.1.2.1 Příkaz Stop 
Pro ukončení běhu celého systému obchodní platformou, je data feed povinen odeslat 
příkaz Stop a to na samostatném řádku, jako samostatný příkaz. Na základě něho může 
obchodní systém provést „čistící procedury“, ovšem již nemůže odesílat žádné obchodní 
příkazy.  
Příkaz Stop musí být odeslán vždy, ať už z důvodu odeslání všech dat, ukončení 
uživatelem, či z libovolného jiného důvodu. 
4.4.1.3 Generování obchodních příkazů 
Za generování obchodních příkazů je odpovědný obchodní systém. Obchodní platforma je 
přitom odpovědná za jejich provedení. 
Na každý záznam z data feedu musí obchodní systém reagovat alespoň jedním příkazem. 
Jestliže obchodní systém chce reagovat na samostatný záznam více příkazy, musí je 
od sebe oddělit separátorem |. 
4.4.1.3.1 Příkaz Wait 
Příkaz Wait vyjadřuje skutečnost, že obchodní systém nehodlá na aktuální záznam z data 
feedu reagovat dalšími příkazy a žádá tedy o další záznam z data feedu. Může se tedy 
vyskytovat samostatně, tak i jako zakončení sekvence příkazů. 
4.4.1.3.2 Příkaz SubmitOrder 
Jedná se o společný příkaz pro vstup jak do long, tak i short pozic. Příkaz vychází z API 
k platformě JForex (2011) a je blíže specifikován pomocí následujících parametrů 
(povinnými údaji je orderId, symbol, command a amount): 
 orderId je jedinečný identifikátor obchodního příkazu. Tento identifikátor může 
být dle (2011) maximálně 64 znaků, přičemž musí začínat písmenem a na dalších 
pozicích mohou být jak písmena, tak i čísla a znak podtržítka. Za generování tohoto 
identifikátoru je zodpovědný obchodní systém, který by si jej také měl uschovat 
pro pozdější uzavření pozice. 
 symbol identifikátor měnového páru, např. EURUSD.  
 command specifikuje typ obchodního příkazu dle (2011). Jestliže se jedná 
o příkaz za tržní cenu a zároveň je obchodním systémem určena požadovaná cena, 
obchodní příkaz bude zamítnut, jestliže tržní cena je horší, nežli požadovaná.  
o BUY – nákup za současnou tržní cenu.  
68 
 
o SELL – prodej za současnou tržní cenu.  
o BUYLIMIT – nákup v případě, že Ask cena je menší nebo rovna 
požadované ceně.  
o SELLLIMIT – prodej v případě, že Bid cena je větší nebo rovna požadované 
ceně.  
o BUYSTOP – nákup v případě, že Ask cena je větší nebo rovna požadované 
ceně.  
o SELLSTOP – prodej v případě, že Bid cena je menší nebo rovna 
požadované ceně.  
o BUYLIMIT_BYBID – nákup v případě, že Bid cena je menší nebo rovna 
požadované ceně.  
o SELLLIMIT_BYASK – prodej v případě, že Ask cena je větší nebo rovna 
požadované ceně.  
o BUYSTOP_BYBID – nákup v případě, že Bid cena je větší nebo rovna 
požadované ceně.  
o SELLSTOP_BYASK – nákup v případě, že Ask cena je menší nebo rovna 
požadované ceně.  
o PLACE_BID – vloží Bid požadavek za požadovanou cenu.  
o PLACE_OFFER – vloží nabídku za požadovanou.  
 amount - množství v milionech, dané měnové jednotky  
 price - požadovaná cena daného obchodního příkazu. Pokud je nulová, bude 
použita poslední tržní cena. Cena by měla být dělitelná 0.5 pipy, jinak bude příkaz 
zamítnut.  
 slippage – maximální přijatelný rozdíl mezi požadovanou a skutečnou cenou, 
za kterou se obchod provede.  
 stopLossPrice - cena stop loss. Měla by být dělitelná 0.5 pipy, jinak bude příkaz 
zamítnut.  
 takeProfitPrice - cena požadovaného zisku. Měla by být dělitelná 0.5 pipy, jinak 
bude příkaz zamítnut.  
 goodTillTime - počet milisekund, uvadajících za jakou dobu má být příkaz 
stornován, jestliže není vyřízen. Jestliže je tento příkaz větší jak nula, musí se 
jednat o příkaz PLACE_BID nebo PLACE_OFFER. 
Příklad odeslání jednoho obchodního příkazu: 
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SubmitOrder(f4f5d41g1n2ttydbt6hkdd94s8d85nf4f5d41g1n2ttydbt6hkdd94s
8d85n;EURUSD;BUY;0.1;0)|Wait 
KÓD 4.14 - NÁKUP 100 000 JEDNOTEK MĚNY ZA SOUČASNOU TRŽNÍ CENU , ZDROJ:  AUTOR  
Příklad odeslání dvou obchodních příkazů: 
SubmitOrder(6hkdd94s8d85nf4f5d41g1n2ttydbt6hk84h7dd94s8d85nf4f5d41g
1n2ttydbt;EURUSD;BUY;0.1;0)|SubmitOrder(ttydbt6hkdd94s8d85nf4f5d41g
1n2ttydbt6hkdd94s8d85nf4f5d4t41g1g1n2;EURJPY;BUY;0.1;0)|Wait 
KÓD 4.15  - PŘÍKLAD ODESLÁNÍ DVOU OBCHODNÍCH PŘÍKAZŮ , ZDROJ:  AUTOR 
4.4.1.3.3 Příkaz CloseOrder 
Příkaz uzavírá dříve otevřenou pozici. Povinným parametrem je pouze orderId.  
 orderId – identifikátor příkazu, který byl použit při otevírání pozice 
 amount – částka, která má být tímto příkazem uzavřena. Smí být menší, nežli je 
aktuální částka v otevřené pozici. Jestliže je parametr roven nule, nebo je větší, 
nežli částka v otevřené pozici, bude uzavřena celá pozice.  
Dvě podoby ekvivalentního příkazu:  
CloseOrder(f4f5d41g1n2ttydbt6hkdd94s8d85nf4f5d41g1n2ttydbt6hkdd94s8
d85naice)|Wait 
KÓD 4.16 - PŘÍKLAD UZAVŘENÍ OBCHODNÍ POZICE , ZDROJ:  AUTOR 
lze také zapsat jako:  
CloseOrder(f4f5d41g1n2ttydbt6hkdd94s8d85nf4f5d41g1n2ttydbt6hkdd94s8
d85naice;0)|Wait 
KÓD 4.17- PŘÍKLAD UZAVŘENÍ OBCHODNÍ POZICE , ZDROJ:  AUTOR 
4.4.2 INTEROPERABILITA MEZI JFOREXEM A MATLABEM 
Programové prostředí MATLAB podporuje přímý přístup k Java třídám a přímé volání Java 
metod z kódu v MATLABU. Možnosti platformy Java jsou velice široké a podpora socketů 
je již ve standardní distribuci JRE, takže implementace je v tomto případě přímočará.  
JForex, jehož implementace je napsána v Javě, poskytuje především možnost 
algoritmického obchodování a to aplikacemi napsanými (nejen) v Javě. Stojí za zmínku, že 
JForex není pouze uzavřená aplikace, ale poskytuje také potřebné Java knihovny, tak aby 
obchodní systémy mohly být implementovány ve vývojových prostředích jako je např.  
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Eclipse či Netbeans (2009). Přesto se nejedná open-source produkt a tak k vnitřní 
implementaci nejsou veřejně dostupné zdrojové kódy.  
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5 ZÁVĚR 
Tato práce byla zaměřena na posouzení možnosti využití umělých neuronových sítí 
v oblasti algoritmického obchodování na devizovém trhu. Současně s tím, byla navržena 
softwarová infrastruktura, potřebná k automatizovanému zpracování tržních dat, jejich 
zpracování a následném odeslání obchodních příkazů, bez vnějšího zásahu člověka. 
K experimentům s neuronovými sítěmi byla použita časová řada vývoje měnového páru 
EUR/USD, na kterých byly otestovány sítě FTDN se zpožděním ve vstupní vrstvě, DTDN 
sítě se zpožděním ve více vrstvách a sítě kategorie NARX.  
Z výsledků plyne, že sítě FTDN a DTDN jsou na uvedené časové řadě schopny stanovit 
statisticky významnou predikci se spolehlivostí až 85%. Oproti tomu, predikční 
spolehlivost sítě NARX připomíná spíše průběh náhodné procházky. To ovšem stále 
neznamená, že tento typ sítě není schopen spolehlivé predikce. Je možné, že se pouze 
nepodařilo nalézt vhodnou konfiguraci. Také se lze domnívat, že výkonnosti jednotlivých 
typů sítí mohou být diametrálně odlišné, při použití jiných časových řad, na kterých 
mohou dominovat sítě NARX. 
Pro algoritmické obchodování byla navržena platforma, jež umožňuje implementovat 
obchodní strategie v libovolném programovém prostředí, které podporuje možnost 
naslouchání na síťovém portu. Tomuto kritériu vyhovují snad všechny programovací 
jazyky, včetně prostředí MATLAB, které poskytuje vynikající nástroje pro vývoj, testování 
a simulaci neuronových sítí. Díky tomu je možné, aby obchodní strategie vytvořená 
v prostředí MATLAB přímo zpracovávala vstupní data a odesílala obchodní příkazy, 
bez součinnosti dalších komponent, nebo manuálního zadávání člověkem. 
Další směr vývoje modelu, založeném na neuronových sítích, by mohl být postaven 
na několika sítích, kde každá síť bude predikovat budoucí pohyb v jiné časové periodě. 
Jestliže predikce sítí budou navzájem shodné, ve smyslu směru trendu, potom predikcí 
modelu bude právě tento směr. Tímto způsobem by bylo, alespoň teoreticky možné, dále 
snižovat predikční chybu. 
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Příloha A – Výsledky NARX sítí 
Vstupní data 
T
D
L 
Feed
back 
TDL 
Vrstvy 
sítě 
Spolehlivos
t směru 
RMSE 
Spolehlivos
t při 
zohlednění 
spreadu 
mean 
spread 
std 
spread 
Úspěšné predikce Neúspěšné predikce 
mean 
cena 
std cena 
mean 
predikce 
std 
predikce 
RMSE 
mean 
cena 
std cena 
mean 
predikce 
std 
predikce 
RMSE 
OHLC, 
volume, 
spread, 
RSI(14), 
MACD, 
SMA(10, 20, 
40, 200) 
9 9 [20] 50,35% 11,175  44,76%  1,099  0,549  7,217 7,185 3,061 3,846 9,037 6,922 9,762 3,049 3,838 12,988 
OHLC, 
volume, 
spread, 
RSI(14), 
MACD, 
SMA(10, 20, 
40, 200) 
9 9 
[20 15 
8] 
 49,32% 17,556  43,79%  1,099 0,549 7,405  7,488 5,673 10,022 12,321  6,745 9,479 5,838 15,715  21,458 
OHLC, 
volume, 
spread, 
RSI(14), 
MACD 
9 9 [15 8] 49,32% 11,775 43,94% 1,099 0,549 7,390 7,361 3,516 4,887 9,447 6,759 9,306 3,424 5,105 13,665 
OHLC, 
volume, 
spread 
2 2 [20] 50,36% 11,564  44,77% 1,099  0,549  7,219  7,230 1,136  5,940 11,158  6,931 10,017  1,077  4,600 11,961 
OHLC 2 2 [20] 49,01% 10,507  43,21% 1,099  0,549  7,269  7,309 1,202  2,199 9,573 6,890  9,756 1,281 2,379 11,334 
OHLC 9 9 [20 8] 49,00% 10,762  43,21% 1,099 0,549 7,170  7,010  2,208  3,280  9,075 6,975 9,517 2,044 2,969 12,164 
OHLC 9 9 
[2 5 10 
4] 
48,91% 10,201 43,24% 1,099  0,549 7,207 7,132 1,071 0,988  9,410 6,940 8,831 1,032 0,895 10,904 
 
  
 
 
Příloha B – Výsledky Focused Time-Delay sítí 
Vstupní data TDL 
Vrstvy 
sítě 
Spolehlivost 
směru 
RMSE 
Spolehlivost 
při 
zohlednění 
spreadu 
mean 
spread 
std 
spread 
Úspěšné predikce Neúspěšné predikce 
mean 
cena 
std cena 
mean 
predikce 
std 
predikce 
RMSE 
mean 
cena 
std cena 
mean 
predikce 
std 
predikce 
RMSE 
diff(1) 9 [14 8 5] 97,71% 0,0032  85,85% 1,0995 0,5472 7,2065 7,2307 7,2064 7,2306 0,0032 0,0000 0,0000 0,0002 0,0002 0,0003 
OHLC, 
volume, 
spread 
9 [14 8 5] 97,64% 0,2835 85,85% 1,0995 0,5472 7,2109 7,2310 7,2172 7,2303 0,2719 0,0101 0,0820 0,0912 0,5471 0,5889 
OHLC, 
volume, 
spread, diff(1) 
9 [14 8 5] 97,71% 0,0419 85,85% 1,0995 0,5472 7,2065 7,2307 7,2029 7,2270 0,0423 0,0000 0,0000 0,0040 0,0040 0,0057 
OHLC, 
volume, 
spread, 
SMA(10, 20, 
40, 200) 
9 [20 14 8] 95,77% 1,5619 85,48% 1,0994 0,5491 7,3546 7,2539 7,3147 7,2117 1,1433 0,6494 2,2265 1,0130 3,3944 5,2987 
OHLC, 
volume, 
spread, 
SMA(10, 20, 
40, 200), 
diff(1), MACD, 
RSI(14) 
9 [20 14 8] 97,78% 0,0052 86,01% 1,0994 0,5491 7,2314 7,2412 7,2313 7,2402 0,0053 0,0000 0,0000 0,0001 0,0002 0,0002 
OHLC, 
volume, 
spread, 
SMA(10, 20, 
40, 200), 
diff(1), MACD, 
RSI(14) 
9 [25]  97,78% 0,0214 86,01% 1,0994 0,5491 7,2314 7,2412 7,2299 7,2370 0,0216 0,0000 0,0000 0,0064 0,0056 0,0085 
  
 
 
Příloha C – Výsledky Distributed Time-Delay sítí 
Vstupní data TDL 
Vrstvy 
sítě 
Spolehlivost 
směru 
RMSE 
Spolehlivost při 
zohlednění 
spreadu 
mean 
spread 
std 
spread 
Úspěšné predikce Neúspěšné predikce 
mean 
cena 
std 
cena 
mean 
predikce 
std 
predikce 
RMSE 
mean 
cena 
std 
cena 
mean 
predikce 
std 
predikce 
RMSE 
OHLC, volume, spread [9 2] [20] 97,37% 1,6933 85,82% 1,0995 0,5472 7,2302 7,2318 7,2442 7,2364 0,2740 0,0382 0,1734 0,8910 10,1838 10,3100 
OHLC, volume, spread [9 2] [20]  97,71% 0,1447 85,85% 1,0995 0,5472 7,2065 7,2307 7,1912 7,1987 0,1463 0,0000 0,0000 0,0162 0,0262 0,0307 
OHLC, volume, 
spread, diff(1), 
RSI(14), MACD 
[9 2] [20]  97,72% 0,8731  85,85% 1,0997 0,5476 7,2100 7,2337 7,2091 7,2333 0,0365 0,0000 0,0000 0,4864 5,7747 5,7750 
OHLC, volume, 
spread, diff(1), 
RSI(14), MACD, 
SMA(10, 20, 40, 200) 
[9 2] [20] 97,62% 1,0174 85,83% 1,0997 0,5476 7,2165 7,2342 7,2163 7,2224 0,1141 0,0228 0,2092 0,7955 6,3692 6,5575 
 
 
Příloha D –  Průběh optimalizace architektury neuronové sítě FTDN 
pomocí genetického algoritmu 
 
Vzhledem k množství dat, zde není z typografických důvodů uváděn kompletní průběh optimalizace. 
Namísto toho, jsou zde uvedeny čtyři spojité části, které na sebe po určitých intervalech chronologicky 
navazovaly. Z nich je jistě možné vypozorovat průběh optimalizace. 
Příloha D – Část I. 
Datum a 
čas 
TD
L 
Vrstvy sítě 
Tréninková 
data 
Validační 
data 
Testovací 
data 
Počet 
iterací 
Doba učení 
18.2.2011 
20:33 
5 [24  15  27] 0,0663 0,1675 0,8403 18 0:04:55 
18.2.2011 
20:50 
14 [3  20   9] 0,0938 0,1019 0,1362 408 0:14:38 
18.2.2011 
21:07 
16 [30   8  20] 0,1639 0,4399 1,1602 13 0:14:28 
18.2.2011 
21:09 
0 [3  13  17] 0,0926 0,1236 0,0793 14 0:00:30 
18.2.2011 
21:28 
4 [22  18  14] 0,1797 0,9248 6 499,8400 120 0:16:44 
18.2.2011 
21:33 
21 [7   2  30] 0,0867 0,1209 0,1141 14 0:01:53 
18.2.2011 
21:52 
20 [29  14   2] 67 684,0057 67 881,9268 66 026,8575 17 0:16:57 
18.2.2011 
22:04 
10 [12   8   9] 0,0889 0,2248 0,1619 108 0:10:02 
18.2.2011 
22:08 
3 [12  14   6] 3 770,1133 5 557,2643 4 521,3376 31 0:01:35 
18.2.2011 
22:16 
10 [7  12  17] 0,1747 0,3653 1,2265 73 0:04:50 
18.2.2011 
22:36 
21 [30  19  12] 0,8461 1,3762 1,2524 12 0:17:38 
18.2.2011 
22:55 
11 [22  25  10] 0,9307 3,9416 3,3221 47 0:16:44 
18.2.2011 
23:14 
8 [25  18  10] 0,1058 15,9956 0,4352 64 0:16:40 
18.2.2011 
23:33 
30 [11  21   3] 0,1122 0,2044 0,2844 48 0:16:45 
18.2.2011 
23:52 
12 [31  13  10] 0,0622 6,4624 0,1218 31 0:16:40 
19.2.2011 
0:05 
23 [15  25  27] 0,0562 0,2349 0,2240 10 0:10:43 
19.2.2011 
0:10 
18 [4  24  29] 0,0860 0,1024 0,1312 11 0:02:21 
19.2.2011 
0:29 
15 [30  15] 0,0496 1,4002 6,4489 25 0:17:01 
19.2.2011 
0:36 
1 [20  28  27] 0,4658 2,6752 2,7167 16 0:04:15 
  
 
 
Příloha D – Část II. 
Datum a čas TDL Vrstvy sítě 
Tréninková 
data 
Validační 
data 
Testovací 
data 
Počet 
iterací 
Doba 
učení 
19.2.2011 
12:39 
8 [7   6  17] 0,1630 0,2160 0,2643 22 0:01:07 
19.2.2011 
12:42 
8 [12  13] 0,5359 29,0493 20,2472 20 0:01:49 
19.2.2011 
12:47 
15 [7  13   9] 0,0885 0,1149 0,1170 17 0:01:47 
19.2.2011 
12:49 
0 [3  13  17] 0,0981 0,0900 0,1244 19 0:00:36 
19.2.2011 
13:01 
0 [3  13  17] 0,0963 0,0960 0,0964 430 0:10:17 
19.2.2011 
13:05 
0 [3   8  24] 0,0968 0,0831 0,1011 103 0:02:10 
19.2.2011 
13:11 
15 [7  13  25] 0,0738 0,4274 0,2814 25 0:03:18 
19.2.2011 
13:14 
2 [2  13  17] 0,1169 0,1653 0,1005 28 0:00:50 
19.2.2011 
13:19 
8 [7  14  17] 468,05 942,28 2 506,53 32 0:02:16 
19.2.2011 
13:22 
2 [10   8   9] 15,0884 132,48 17,9847 33 0:00:58 
19.2.2011 
13:25 
8 [2   4  17] 0,1007 0,1157 0,1145 64 0:01:07 
19.2.2011 
13:28 
7 [7  13   1] 32 966,04 31 436,11 31 176,38 6 0:00:23 
19.2.2011 
13:35 
0 [7   9  17] 0,0908 0,0829 0,3479 231 0:05:04 
19.2.2011 
13:38 
15 [3  13   5] 9 733,79 10 668,66 10 979,94 25 0:00:53 
19.2.2011 
13:41 
8 [3  13  17] 0,0926 0,1200 5,7693 15 0:00:42 
19.2.2011 
13:45 
12 [6   9  22] 0,0849 0,1050 0,1163 12 0:01:04 
19.2.2011 
13:49 
1 [13  28] 0,0743 0,1116 0,1237 51 0:02:26 
19.2.2011 
13:57 
2 [10   3  13] 0,1226 0,2255 0,1477 247 0:05:06 
19.2.2011 
14:00 
8 [6  13  12] 0,0829 0,1263 0,1879 16 0:00:56 
19.2.2011 
14:02 
0 [3  13  17] 0,1000 0,0874 0,0902 12 0:00:27 
19.2.2011 
14:06 
1 [11   8  27] 0,0857 0,0974 0,1063 13 0:00:41 
19.2.2011 
14:12 
2 [31 14 17] 1,0258 250,87 193,02 25 0:03:56 
19.2.2011 
14:22 
0 [3  13  17] 0,0892 0,0906 0,1097 345 0:08:16 
19.2.2011 
14:28 
0 [3  13  17] 0,1060 0,1102 0,1033 185 0:04:28 
19.2.2011 
14:34 
0 [3  13  17] 0,0946 0,0999 0,1206 157 0:03:49 
 
 
Příloha D – Část III. 
Datum a čas TDL Vrstvy sítě 
Tréninková 
data 
Validační 
data 
Testovací 
data 
Počet 
iterací 
Doba 
učení 
19.2.2011 
22:48 
8 [3   4  25] 0,0941 0,1395 0,0994 16 0:00:29 
19.2.2011 
22:52 
8 [7   1  13] 164,82 234,99 202,72 34 0:01:12 
19.2.2011 
22:57 
12 [2  5  1] 0,0979 0,1064 0,1015 233 0:03:07 
19.2.2011 
22:59 
0 [6   9  20] 0,1061 0,1004 0,0872 15 0:00:29 
19.2.2011 
23:13 
0 [6   9  20] 0,0902 0,0939 0,1023 510 0:11:29 
19.2.2011 
23:15 
2 [3   1  25] 275347,72 270136,26 304581,60 3 0:00:04 
19.2.2011 
23:20 
1 [2   9  21] 0,0960 0,0923 0,1532 119 0:02:34 
19.2.2011 
23:25 
8 [3  12  29] 0,1086 0,2276 0,2126 41 0:02:04 
19.2.2011 
23:37 
8 [3  13   1] 0,0949 0,1269 0,0996 619 0:10:00 
19.2.2011 
23:42 
12 
[11  13  
17] 
0,0731 0,2198 0,1747 12 0:02:22 
20.2.2011 
0:01 
4 [3  13  17] 0,1002 0,1185 0,1181 598 0:16:40 
20.2.2011 
0:04 
0 [7  17] 0,0954 0,1016 0,1852 135 0:02:09 
20.2.2011 
0:07 
0 [11   9  29] 0,0858 0,1970 0,1004 13 0:00:42 
20.2.2011 
0:14 
0 [3   5  24] 0,0980 0,1560 0,0910 343 0:05:24 
20.2.2011 
0:18 
0 [7  13  17] 0,0813 0,1386 0,1332 68 0:02:08 
20.2.2011 
0:22 
8 [3  13  25] 0,0883 0,1165 0,1021 16 0:00:58 
20.2.2011 
0:30 
10 [3   5  29] 0,1018 0,1003 0,1004 209 0:06:03 
20.2.2011 
0:37 
8 [3  12  17] 0,0922 0,0874 0,1160 149 0:04:39 
20.2.2011 
0:46 
0 [7   5  25] 0,0852 876,24 0,1199 341 0:06:33 
20.2.2011 
0:48 
0 [6   9  20] 0,0887 0,1089 0,3970 14 0:00:28 
20.2.2011 
0:58 
0 [6   9  20] 0,0908 0,0920 0,1071 380 0:08:36 
20.2.2011 
1:03 
0 [3  12  17] 0,1016 0,0885 0,0821 102 0:02:21 
20.2.2011 
1:06 
0 [6  13  25] 0,0839 0,1171 0,1071 27 0:01:14 
20.2.2011 
1:09 
0 [3  12  17] 0,0897 0,1285 0,0858 83 0:01:57 
20.2.2011 
1:13 
0 [3  12  17] 0,0922 0,1025 0,1046 80 0:01:52 
 
 
Příloha D – Část IV. 
Datum a 
čas 
TDL Vrstvy sítě 
Tréninková 
data 
Validační 
data 
Testovací 
data 
Počet 
iterací 
Doba učení 
20.2.2011 
14:45 
0 [3   4  16] 0,0935 0,0991 0,0984 434 0:05:01 
20.2.2011 
14:49 
0 [3  16] 0,1120 0,1171 0,1025 246 0:02:30 
20.2.2011 
14:51 
0 [3   8  16] 0,0949 0,2227 0,1017 23 0:00:26 
20.2.2011 
14:54 
0 [3   4  16] 0,0999 0,1151 0,0873 31 0:00:26 
20.2.2011 
15:01 
0 [3  16] 0,0899 0,1105 0,0993 610 0:06:06 
20.2.2011 
15:06 
0 [3] 0,1005 0,1110 0,0871 490 0:03:07 
20.2.2011 
15:10 
0 [3  16] 0,0955 0,1577 0,1035 327 0:03:20 
20.2.2011 
15:29 
0 [2  13  24] 0,1031 0,1107 0,0952 584 0:16:40 
20.2.2011 
15:32 
8 [2   5  16] 0,0949 0,0958 0,0962 29 0:00:34 
20.2.2011 
15:35 
0 [3   4  16] 0,0945 0,0975 0,1031 145 0:01:43 
20.2.2011 
15:38 
0 [3   1  16] 777,91 2 250,44 550,06 47 0:00:29 
20.2.2011 
15:40 
0 [3   4  16] 0,1065 0,0946 0,1008 23 0:00:20 
20.2.2011 
15:43 
0 [3   8  16] 0,0959 0,0807 0,1182 103 0:01:37 
20.2.2011 
15:47 
0 [3  12  16] 0,0931 0,1126 0,1107 69 0:01:28 
20.2.2011 
16:00 
0 [3   4  16] 0,0962 0,0997 0,0876 1000 0:11:24 
20.2.2011 
16:18 
0 [3  13  24] 0,0987 0,0899 0,0808 560 0:16:40 
20.2.2011 
16:21 
0 [3   4  16] 0,0975 0,1051 0,1069 39 0:00:31 
20.2.2011 
16:23 
0 [3  16] 0,0958 0,0856 0,3717 74 0:00:48 
20.2.2011 
16:25 
0 [3   5  16] 25,297 30,049 43,443 17 0:00:18 
20.2.2011 
16:34 
0 [3   8  16] 0,0934 0,0975 0,1846 431 0:06:28 
20.2.2011 
16:36 
0 [3  22] 0,1020 0,1179 0,1104 42 0:00:34 
20.2.2011 
16:38 
0 [2   4  16] 0,1055 0,1184 0,0911 14 0:00:14 
20.2.2011 
16:50 
0 [3  13  24] 0,0928 0,0856 0,0950 342 0:10:22 
20.2.2011 
16:53 
0 [3] 0,1081 0,0999 0,0966 323 0:02:05 
20.2.2011 
16:56 
0 [3  12] 0,0969 0,1043 0,1500 139 0:01:18 
 
 
 
