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Introduction
Une structure combinatoire est un objet mathématique discret. Il en existe de très
nombreuses sortes, des listes chaînées aux polynômes sur des corps finis, en passant par
les arbres, les λ-termes et les polyominos. L’objet de la combinatoire est l’étude de ces
structures. Parmi les problèmes les plus classiques en combinatoire, on trouve les pro-
blèmes d’énumération : combien y a-t-il de structures vérifiant certaines propriétés ?
Comme l’on traite généralement des familles infinies d’objets, on va souvent utiliser une
fonction taille qui associe un entier à chaque objet et la question précédemment énon-
cée devient : combien y a-t-il de structures de taille n vérifiant certaines propriétés ?
Rien que sur ce type de questions, de nombreux types d’approches différentes existent.
On peut, selon les cas, trouver une formule close donnant explicitement le nombre de
structures de taille n pour tout n, chercher à déterminer la croissance asymptotique
du nombre d’objets en fonction de la taille, développer des outils de calcul formel pour
pouvoir calculer efficacement les premières valeurs, étudier les propriétés algébriques
de la série génératrice... Mais l’énumération n’est pas la seule question qui se pose en
combinatoire. On peut par exemple s’intéresser aux propriétés moyennes de classes
d’objets, à l’existence d’une structure vérifiant certaines contraintes, à la complexité
d’algorithmes basés sur des structures discrètes ou à la génération exhaustive ou aléa-
toire. Les domaines d’applications de tels résultats sont très dépendants des structures
étudiées et contiennent entre autres l’algorithmique, la bio-informatique, la physique
statistique...
Pour cela on va souvent - et ce sera le cas dans cette thèse - chercher à décomposer
des objets en objets plus simples ou plus petits. Ou, en raisonnant dans l’autre sens, à
combiner des objets pour obtenir des objets plus gros ou plus complexes. Ce principe
est celui que l’on retrouve à la base des processus récursifs. Mais toutes les décom-
positions ne se valent pas : certaines seront plus naturelles, d’autres permettront une
analyse asymptotique, le calcul efficace des premiers termes ou la génération aléatoire
efficace. Il faut donc choisir avec soin sa décomposition en fonction des résultats que
l’on souhaite obtenir.
Cette thèse se situe dans le domaine de la combinatoire analytique, décrit par
Philippe Flajolet et Robert Sedgewick dans [FS09a]. L’idée maîtresse est d’utiliser
des spécifications pour décrire la manière dont on décompose les structures que l’on
étudie. On en déduit des relations sur des séries génératrices, ce qui conduit, par
des méthodes analytiques, à des propriétés asymptotiques. La génération aléatoire
vient compléter l’étude de ces propriétés asymptotiques. On y cherche à tirer selon
une distribution -souvent uniforme - une structure combinatoire vérifiant certaines
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propriétés, comme par exemple des arbres de taille donnée. La combinatoire analytique
est un cadre agréable pour la génération aléatoire, car on peut également s’appuyer
sur les spécifications pour définir des générateurs aléatoires, comme les générateurs
de Boltzmann [DFLS04] par exemple, en utilisant la fonction analytique associée à la
série génératrice des objets.
Dans cette thèse, nous rencontrerons différents types d’objets combinatoires pour
lesquels nous donnerons de nouvelles décompositions. Nous allons notamment définir
des opérateurs de greffes qui permettent d’obtenir un grand objet en ajoutant des
appendices de tailles bornées à un endroit donné d’un objet plus petit, par opposition
aux processus branchants qui combinent plusieurs objets de tailles arbitraires pour en
former un plus gros. L’exploration de ces nouvelles spécifications apporte une nouvelle
vision de ces objets, et de cette vision nous obtiendrons de nouveaux résultats d’ana-
lyse asymptotique ou de génération aléatoire, inaccessibles par des spécifications plus
classiques.
La philosophie générale de cette thèse peut donc être résumée de la manière sui-
vante : étant donnée une classe combinatoire, peut-on trouver des bijections permettant
d’obtenir une vision différente et utile sur ces structures. Cette étape est loin d’être
automatique en général, et nous chercherons à exploiter au mieux la structure des ob-
jets pour avoir des descriptions alternatives, afin de pouvoir y appliquer des méthodes
différentes et ainsi obtenir des résultats nouveaux. A partir de ces décompositions ori-
ginales, nous utiliserons des méthodes classiques pour l’énumération et on exploitera
leurs non-ambiguïtés constructives pour obtenir des générateurs aléatoires efficaces.
Plan de la thèse
Cette thèse est divisée en quatre parties. La première concerne les définitions clas-
siques qui reviendront tout au long de ce manuscrit (classes combinatoires, spécifica-
tions, générateurs de Boltzmann...). La deuxième partie se concentre sur l’algorithme
de Rémy et plus particulièrement sur des spécifications holonomes pour les arbres
binaires et unaires-binaires basées sur des opérateurs de greffe. La troisième a trait
aux λ-termes et l’on y utilise des spécifications faisant intervenir des produits de Ha-
damard dans un cas et à la fois des substitutions et des branchements dans l’autre.
Enfin, la quatrième partie regroupe des travaux sur deux objets différents : les arbres
comptés selon le nombre d’occurrences d’un motif donné, pour lesquels la spécification
est un système fini évoluant à la fois suivant la profondeur et suivant la largeur de
l’arbre spécifié, et les polyominos digitalement convexes où la spécification donnée est
une ré-interprétation d’un algorithme de reconnaissance [Brl] et prend comme classe
élémentaire la classe des couples d’entiers premiers entre eux.
Dans tous ces cas, ces nouvelles spécifications mènent à de nouveaux résultats,
d’énumération ou de génération aléatoire. Ces résultats sont obtenus par des méthodes
variées et classiques en combinatoire analytique (point col, transformée de Mellin,
théorème de Bender, théorèmes de transfert de Flajolet-Odlysko,...).
Nous pouvons maintenant donner un plan plus détaillé de ces différentes parties et
des résultats qu’elles contiennent.
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Partie I : Préliminaires
Chapitre 1 Classes combinatoires et spécifications
Ce chapitre reprend les définitions des classes combinatoires étiquetées et non-étiquetées,
des séries génératrices ordinaires et exponentielles, ainsi que celles de tous les construc-
teurs utilisés au cours de cette thèse. Une brève analogie avec la théorie des espèces y
est également présentée.
Chapitre 2 Arbres
Les arbres enracinés planaires apparaissant dans presque tous les chapitres de cette
thèse, aussi nous avons décidé de leur consacrer un chapitre introductif regroupant les
définitions et des faits élémentaires ou bien connus sur différentes classes d’arbres. Le
point de vue adopté ici reste celui de la combinatoire analytique.
Chapitre 3 Génération aléatoire
Ce chapitre présente la génération aléatoire en général et s’attarde plus particulière-
ment sur la méthode de Boltzmann. Nous y présenterons en particulier la complexité
en nombre de bits aléatoires consommés.
Partie II : Algorithme de Rémy
L’algorithme de Rémy est un algorithme ad hoc classique de génération aléatoire
d’arbres binaires dont la complexité en temps est linéaire et celle en bits aléatoires
est en O(n log n). Cette partie présente des travaux effectués avec Axel Bacher et Oli-
vier Bodini [BBJ13, BBJ14] autour de cet algorithme.
Chapitre 4 Introduction
L’algorithme de Rémy, rappelé dans ce chapitre, repose sur une récursion simple sur
le nombre d’arbres. Nous réinterprétons ici cette équation en termes d’équation dif-
férentielle sur les séries génératrices. Cette ré-interprétation nous permet de faire un
parallèle avec le générateur de Boltzmann qui suit cette spécification différentielle.
Chapitre 5 Amélioration de l’algorithme de Rémy
Nous utilisons ici la vision pointée de l’algorithme de Rémy et une correspondance
entre feuilles et nœuds internes des arbres binaires pour obtenir un générateur d’arbres
binaires de complexité linéaire en temps et en nombre de bits aléatoires utilisés. Cet
algorithme est le premier algorithme optimal en nombre de bits aléatoires pour la gé-
nération des arbres binaires. Nous modifions ensuite cet algorithme pour obtenir un
générateur aléatoire quasi-optimal en nombre de bits aléatoires : la génération uni-
forme d’un arbre de taille n consomme 2n+ Θ(log(n)2) bits aléatoires en moyenne.
Chapitre 6 Extension aux arbres de Motzkin
En suivant le même schéma que pour les arbres binaires, nous allons trouver et exploi-
ter une équation différentielle linéaire sur la série génératrice des arbres de Motzkin
afin d’obtenir un algorithme « à la Rémy ». Cet algorithme a une complexité linéaire
en temps et en bits aléatoires, ce qui en fait le meilleur algorithme actuel pour générer
des arbres de Motzkin.
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Partie III : λ-termes
Les λ-termes sont des objets fondamentaux de l’informatique théorique. Cette partie
présente deux ensembles de résultats sur la spécification, l’énumération et la généra-
tion aléatoire de différentes classes de λ-termes.
Chapitre 7 Introduction
Nous introduisons dans ce chapitre les classes de λ-termes étudiés ainsi que quelques
faits élémentaires sur ceux-ci.
Chapitre 8 Méthode bijective pour λ-termes linéaires et affines
Nous étudions ici deux classes de λ-termes : les λ-termes linéaires et les λ-termes af-
fines. Dans ces deux cas, nous exhibons des bijections avec des cartes combinatoires à
degrés contraints, reposant sur des parcours en profondeur d’abord. Grâce à ces bijec-
tions, on obtient les comportements asymptotiques ainsi que des générateurs aléatoires
efficaces pour les classes de λ-termes étudiées. Ces résultats sont tirés d’un travail en
commun avec Olivier Bodini et Danièle Gardy [BGJ10, BGJ13].
Chapitre 9 Spécification monovariée des λ-termes
Nous présentons ici une spécification monovariée pour les λ-termes généraux, linéaires,
affines et ceux dont le nombre de liens des nœuds unaires est borné. Cette spécifica-
tion repose sur un principe de greffe, comme dans la partie précédente. En revanche,
les équations obtenues ici ne sont pas holonomes, ce qui empêche d’utiliser la plu-
part des techniques de combinatoire analytique classiques. Ces nouvelles spécifications
permettent dans tout les cas un calcul plus efficace des premiers termes des séries
génératrices. Dans le cas des λ-termes multi-linéaires, on parvient également à obtenir
le comportement asymptotique des coefficients de la série génératrice. On y présente
également de nouvelles bornes sur le nombre asymptotique de λ-termes clos. Ce cha-
pitre est tiré de [BGGJ13], écrit en collaboration avec Olivier Bodini, Danièle Gardy
et Bernhard Gittenberger.
Partie IV : Autres travaux autour de la génération aléatoire
Ce chapitre regroupe deux travaux n’ayant pas leur place dans les deux parties pré-
cédentes mais s’inscrivant pourtant dans le cadre de cette thèse : on y retrouve le
même principe de nouvelle décomposition bijective permettant l’analyse et la généra-
tion aléatoire.
Chapitre 10 Arbres avec occurrences restreintes de motifs
Nous nous intéressons dans ce chapitre à construire automatiquement une spécification
pour les arbres enracinés planaires comptés selon leur nombre total de nœuds et selon
leur nombre d’occurrences d’un motif donné. La spécification obtenue est algébrique
et repose sur un processus de branchements. Mais ce processus n’est pas forcément
branchant à chaque étape : plusieurs nœuds de même profondeur devront parfois être
dérivés simultanément. Une fois cette spécification calculée, on déduit un générateur
de Boltzmann et un nouvel algorithme linéaire de reconnaissance de motifs dans un
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arbre. Tous ces résultats s’étendent aux arbres à arités restreintes, aux arbres colorés
et aux ensembles de motifs. Ils ont été obtenus avec Gwendal Collet et Julien David,
avec qui un article sur le sujet est en cours de rédaction [CDJ].
Chapitre 11 Polyominos digitalement convexes
Dans ce chapitre, on utilise une caractérisation de Brlek et al. des polyominos digitale-
ment convexes pour obtenir une spécification symbolique de ces polyominos. De cette
spécification, on déduit la forme limite des chemins NW-convexes, i.e., les quarts de
polyominos digitalement convexes, et un générateur aléatoire de polyominos digitale-
ment convexes, utilisant un générateur de Boltzmann. Expérimentalement, en utilisant
ce générateur aléatoire, nous avons pu observer une forme limite déterministe pour les
polyominos digitalement convexes. Ces travaux ont été effectués avec Olivier Bodini,
Philippe Duchon et Ljuben Mutafchiev [BDJM13].
Première partie
Préliminaires
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Chapitre 1
Classes combinatoires et
spécifications
Dans ce chapitre nous allons commencer par décrire les classes combinatoires non-
étiquetées : ce cadre permet de définir facilement les classes combinatoires en toute
généralité, sans la notion d’atomes ou de constructions.
1.1 Classe combinatoire non-étiquetée
Une classe combinatoire est un couple (E, t) tel que :
– E est un ensemble (fini ou infini)
– t est une fonction taille de E dans l’ensemble des entiers naturels telle que pour
chaque taille n il y a un nombre fini d’objets de cette taille.
Exemple. L’ensemble des mots sur 2 lettres muni de la fonction taille "longueur du
mot” est une classe combinatoire : pour tout n > 0, il y a 2n mots de taille n.
Soit A l’ensemble des arbres enracinés planaires, et t la fonction qui associe à un
arbre son nombre de nœuds. Alors (A, t) est une classe combinatoire.
D’autres exemples de classes combinatoires peuvent être l’ensemble des entiers
naturels ayant pour taille leur valeur, les chemins sur un graphe donné ayant pour
taille leur longueur, les permutations, les formules logiques avec leur longueur pour
taille, les séquences ADN avec leur nombre de nucléotides pour taille, les pavages par
un ensemble de tuiles donné d’une surface finie où la taille est celle de cette surface,
les urnes composées de boules noires et blanches où la taille est le nombre de boules...
On déduit directement de la définition que tout ensemble dénombrable, associé à
une fonction taille, peut-être vu comme une classe combinatoire. C’est donc, a priori,
un cadre très vaste. Dans la suite, nous allons restreindre ce cadre aux classes construc-
tibles, i.e., que l’on peut définir récursivement.
On notera en général, par abus de notation, A une classe combinatoire pour la
classe (A, t). Soit A une classe combinatoire et a ∈ A. On note |a| la taille de a dans
la classe combinatoire A, ou |a|A en cas d’ambiguïté, An l’ensemble des objets de taille
n dans A (et donc, ∀n ∈ N, An est fini), et an le nombre d’objets de taille n dans A.
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Munis de ces définitions et notations, nous allons maintenant pouvoir décrire les
séries génératrices et les constructeurs, qui sont au cœur de la combinatoire analytique.
1.2 Séries génératrices ordinaires
Soit A une classe combinatoire. La série formelle :
A(x) =
∑
a∈A
X |a| =
∑
n∈N
anX
n.
est appelée série génératrice ordinaire (ou OGF pour Ordinary Generating Function)
de la classe A.
On peut voir cette définition comme représentant énumérativement la fonction
taille de la classe A : on associe à chaque objet a de A un monôme X |a|, puis on fait
la somme de ces monômes pour tout objet de A. On a ainsi perdu toutes les autres
informations sur les objets, c’est-à-dire les informations structurelles. La série généra-
trice à elle seule ne permet donc pas de définir une classe combinatoire. Cependant, la
connaissance de la série génératrice permet déjà de connaître beaucoup de choses sur
les objets : elle va souvent nous indiquer, par la croissance de ses termes, quels sont
les processus récursifs possibles pour la construction des structures. On sait également
que toutes les classes combinatoires ayant la même série génératrice sont en bijection
les unes avec les autres, et que l’on peut donc traduire les résultats énumératifs ob-
tenus sur l’une aux autres classes comptées par la même série. Conjecturer que deux
classes ont la même série (par exemple, en entrant les premiers termes d’une série dans
l’OEIS [Slo]) permet de chercher, et parfois de trouver, des bijections explicites (iso-
morphismes) qui permettent souvent de traduire également les propriétés structurelles
d’une classe à l’autre.
De plus, la manipulation de séries génératrices est souvent plus simple que l’énu-
mération directe. En effet dans de nombreux cas, lorsque la classe a une structure
récursive forte, la série génératrice admet une forme close. Par exemple, la série géné-
ratrice de la classe des mots à deux lettres L, définie comme :
L(X) =
∑
n≥0
2nXn
admet comme forme close
L(X) = 11− 2X .
Il existe également de nombreux cas où il est relativement aisé de trouver un sys-
tème d’équations que vérifie la série génératrice (notamment grâce aux constructeurs,
définis ci-dessous) mais où l’énumération exacte est a priori difficile pour une taille
quelconque.
Lorsque la série génératrice admet un rayon de convergence ρ non nul, on peut alors
considérer la fonction (réelle ou complexe) associée. Des propriétés analytiques de cette
fonction se déduisent alors des propriétés énumératives, notamment asymptotiques, sur
la classe combinatoire. Par exemple dans le cas très (trop) simple de la classe L, le
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seul fait que le rayon de convergence de L(X) est 1/2 (et que la singularité dominante
en z = 1/2 est un pôle simple) nous permet de conclure que le nombre de mots à
deux lettres de taille n sera asymptotiquement équivalent à 2n, sans aucun argument
combinatoire. Dans de très nombreux cas, la série génératrice ordinaire ne converge pas,
comme par exemple pour les permutations dont la série est
∑
n≥0
n!Xn. Nous verrons un
peu plus loin la définition de classes étiquetées et de séries génératrices exponentielles
qui sont des notions plus adaptées pour certains de ces cas.
1.3 Constructeurs
Cette thèse se concentre principalement sur les classes combinatoires constructives :
une classe combinatoire constructive est un ensemble d’objets que l’on peut construire
récursivement à partir d’un ensemble fini d’objets (la section 1.3.1 décrit deux en-
sembles élémentaires) et des constructeurs (dont les plus classiques sont décrits dans
ce chapitre) qui permettent de créer des liens entre des sous-objets. Dans tout ce ma-
nuscrit l’égalité entre spécifications représente l’isomorphisme entre les classes ainsi
définies, et sous-entend que l’on connaît une bijection explicite permettant de passer
d’une classe à l’autre.
1.3.1 Classe atomique et classe neutre
On appelle classe atomique une classe réduite à un seul objet de taille 1, et atome
un objet de taille 1.
Par exemple, en considérant que la taille d’un arbre est son nombre total de nœuds, le
singleton contenant un arbre réduit à une feuille est une classe atomique. Si on regarde
les mots sur l’alphabet {0, 1} en comptant comme taille leur nombre de lettres, le
singleton contenant le mot 0 est une classe atomique et le singleton contenant le mot
1 en est une autre.
Par abus de langage, on parlera généralement de la classe atomique, notée Z, bien
que celle-ci renvoie à plusieurs réalités combinatoires.
La série génératrice ordinaire de Z est X.
De la même manière, on appellera un objet de taille 0 un objet neutre et la classe
associée la classe neutre, notée 1. Sa série génératrice ordinaire est 1.
On peut bien sûr définir ainsi n’importe quel ensemble fini. Par exemple, les mots
sur un alphabet à deux lettres sont les suites d’objets atomiques a et b. La classe
constituée de deux objets de taille 1 distincts est notée 2Z, de série génératrice 2X.
1.3.2 Produit cartésien et union disjointe
Soient A et B deux classes combinatoires. Le produit cartésien de A et B, noté
A×B, est la classe combinatoire C des couples d’objets de A et B. Plus formellement,
C = { (a, b) | a ∈ A, b ∈ B}
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La taille du couple ainsi formé est la somme des tailles de ses deux composantes,
i.e., |(a, b)| = |a| + |b|. Combinatoirement, cela signifie que le nombre total d’atomes
dans l’objet est la somme des nombres d’atomes dans ses sous-parties. Par exemple,
le nombre total de nœuds d’un arbre binaire, qui est le produit d’un atome (la racine)
et de deux sous-arbres, est la nombre de nœuds de son sous-arbre gauche, plus celui
de son sous-arbre droit, plus un pour la racine.
La série génératrice de C est :
C(X) =A(X) ·B(X)
=
∑
n≥0
n∑
i=0
aibn−iXn
Soit A et B deux classes combinatoires. L’union disjointe de A et B, notée A+B,
est une classe combinatoire D, constituée de tous les objets de A et tous les objets de
B avec la mémoire de leur origine, c’est-à-dire que si un élément apparaît à la fois dans
A et dans B on garde les deux exemplaires et on les distingue. Plus formellement,
D = (A× {0}) ∪ (B × {1}).
On omettra par la suite le marquage des objets. En fait, on se contente en général de
considérer l’ensemble des objets d’une classe combinatoire comme un multi-ensemble,
et ce problème de non-ambiguïté n’apparait alors plus de cette manière (mais il faut
toujours veiller à ne pas inclure plusieurs fois un objet que l’on voudrait ne voir qu’une
fois).
La série génératrice de D est :
D(X) = A(X) +B(X)
Par exemple, la classe 2Z qui contient deux objets de taille 1 peut être vue comme
Z + Z, l’union disjointe de deux classes à un élément de taille 1. Sa série génératrice
est 2X.
Avec ces deux opérateurs, on peut définir les classes algébriques. Ce sont les même
que celles définies par les langages hors contexte non-ambigus.
Exemple. Reprenons ici encore l’exemple de la classe L des mots à deux lettres. On a
L = 1 + Z × L+ Z × L
qui est l’équivalent de la grammaire
L = ε|aL|bL.
On en déduit que la série génératrice L(x) de L vérifie
L(X) = 1 + 2XL(X),
d’où on retrouve
L(X) = 11− 2X .
Des exemples sur les arbres seront également développés dans le chapitre 2.
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1.3.3 Séquence
L’opérateur séquence, noté Seq peut se définir à partir de l’union disjointe et du
produit cartésien. Comme c’est un opérateur très courant, on préfère disposer d’un
constructeur propre. Soit A une classe combinatoire sans objet de taille 0 :
SeqA = 1 +A× SeqA.
On en déduit immédiatement que :
SeqA = ∑
k≥0
Ak.
La série génératrice de B = SeqA est :
B(X) = 11− A(X) .
Cette notation formelle appelée quasi-inverse représente le développement limité de
B(X), c’est à dire B(X) = 1 + A(X) + A(X)2 + A(X)3 + ...+ A(X)n + ....
Par exemple, la classe L des mots sur un alphabet à deux lettres se décompose
comme Seq 2Z. On retrouve bien que la série génératrice de L est
L(X) = 11− 2X .
Soit E un ensemble d’entiers naturels. On définit SeqE comme l’ensemble des
séquences de longueurs incluses dans E :
SeqE A =
∑
k∈E
Ak.
Remarque. Il n’est pas possible de faire une séquence d’une classe contenant un objet
de taille nulle. En effet, on pourrait sinon faire un n-uplet aussi long qui l’on souhaite
de cet objet de taille nulle, et l’on obtiendrait un nombre infini d’objets de taille nulle
(en fait, un nombre infini d’objets de toutes les tailles pour lesquels au moins un objet
existe). L’ensemble ainsi obtenu ne constituerait donc pas une classe combinatoire.
1.3.4 Produit de Hadamard
Soit A et B deux classes combinatoires. Le produit de Hadamard de A et B, noté
AB est l’ensemble des couples d’objets (a, b) où a et b sont de même taille et a ∈ A
et b ∈ B. On note alors H = A B, on a donc :
H = {(a, b)|a ∈ A, b ∈ B, |a| = |b|}.
La taille du couple est la taille de son premier élément (qui est la même que celle
du deuxième).
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La série génératrice de H est :
H(X) =
∑
n≥0
anbnX
n.
Le produit de Hadamard est très classique en théorie des espèces où il a été in-
troduit par Joyal dès le fondement de cette théorie [Joy81] dans le cas étiqueté. En
combinatoire analytique, dans le cas général, la série génératrice obtenue est moins
simple à analyser que pour les autres opérateurs de base. Il faut cependant remarquer
que les classes holonomes sont closes par produit de Hadamard et qu’ils apparaissent
dans plusieurs études récentes sur l’holonomie (voir par exemple [Mis05]).
1.3.5 Cycles, Multiset et opérateurs de Pólya
Les opérateurs de Pólya sont des constructeurs qui introduisent des symétries sur
des objets : il s’agit de séquences d’objets vus à une équivalence près. Les opérateurs
les plus classiques sont les cycles et les multi-ensembles, mais il est également possible
de considérer d’autres groupes de Coxeter [PRA11, PTW09].
L’opérateur cycle d’une classe combinatoire A sans objet de taille nulle, noté
Cyc(A), est l’ensemble des séquences non vides d’objets de A vues à permutations
circulaires près. La taille d’un cycle est la taille d’un de ses représentants. La série
génératrice de C = Cyc(A) est :
C(X) =
∑
k≥1
ϕ(k)
k
ln 11− A(Xk)
où ϕ est la fonction indicatrice d’Euler.
L’opérateur multi-ensemble d’une classe combinatoire A sans objet de taille nulle,
noté MSet(A), est l’ensemble des séquences d’objets de A vues à permutations près.
Une façon de le voir est de fixer un ordre canonique sur les objets de A, puis de faire
une séquence d’objets de A, potentiellement répliqués plusieurs fois, dans leur ordre
canonique. Autrement dit :
MSetA = ∏
a∈A
Seq{a}.
La taille d’un multi-ensemble est la taille d’un de ses représentants. La série géné-
ratrice de L = MSet(A) est :
M(X) = exp
∑
k≥1
1
k
A(Xk)
 .
Comme pour la séquence, on noteCycE (resp.MSetE) l’ensemble des cycles (resp.
multi-ensemble) de longueurs incluses dans E. Soit CE = CycE(A), on a :
CE(X) =
∑
k∈E
ϕ(k)
k
ln 11− A(Xk) .
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1.4 Classes étiquetées et séries exponentielles
Une classe étiquetée est une classe combinatoire où les atomes d’un objet sont
distingués. Une façon de le voir est, pour un objet de taille n, d’associer à chaque
atome une étiquette entre 1 et n, chaque étiquette n’apparaissant qu’une seule fois.
Notons tout de même que l’on introduit ainsi un ordre linéaire sur les étiquettes 1
(exploité par exemple pour compter les records d’une permutation).
Dans le cas étiqueté, l’usage des séries exponentielles se révèle souvent plus adéquat.
La série génératrice exponentielle (ou EGF pour Exponential Generating Function) de
A, notée Aˆ, est défini comme :
Aˆ(X) =
∑
n≥0
an
n!X
n
où an est le nombre d’objets étiquetés de taille n.
1.4.1 Somme, produit, séquence
La somme est définie comme dans le cas non-étiqueté.
Le produit cartésien étiqueté de deux classes étiquetées A et B est l’ensemble des
couples d’objets de A et d’objets de B réétiquetés sur leur taille totale, en conservant
leur ordre d’origine.
Exemple. On considère le produit de deux objets, (1, 2) et (3, 1, 2), tous deux appar-
tenants à SeqZ.
(1, 2)× (3, 1, 2) = { ((1, 2) , (5, 3, 4)) ,
((1, 3) , (5, 2, 4)) ,
((1, 4) , (5, 2, 3)) ,
((1, 5) , (4, 2, 3)) ,
((2, 3) , (5, 1, 4)) ,
((2, 4) , (5, 1, 3)) ,
((2, 5) , (4, 1, 3)) ,
((3, 4) , (5, 1, 2)) ,
((3, 5) , (4, 1, 2)) ,
((4, 5) , (3, 1, 2))}
Soit C = A× B le produit cartésien étiqueté de A et B, la série génératrice expo-
nentielle de C est :
Cˆ(X) = Aˆ(X)Bˆ(X).
1. Cette supposition n’est pas restrictive et ne modifie pas les résultats. Un ordre linéaire est
équivalent à donner, en plus de la structure, une séquence des mêmes étiquettes ; ce qui revient à
faire un produit de Hadamard avec une classe de série
∑
n≥0 1xn.
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La définition de la séquence étiquetée en découle directement. Soit A une classe
combinatoire étiquetée sans objet de taille 0, soit S = SeqA, la série génératrice
exponentielle de S est :
Sˆ(X) = 1
1− Aˆ(X) .
1.4.2 Produit de Hadamard étiqueté
Soit deux classesA et B étiquetées sur le même ensemble E, le produit de Hadamard
étiqueté de A et B, noté A  B, est l’ensemble des couples de même taille. La taille
du couple est la taille de ses parties. Plus formellement :
A B = {(a, b)|a ∈ A, b ∈ B et|a| = |b|}
avec |(a, b)| = |a| = |b|. Notons que les étiquettes originales sont conservées, chaque
étiquette apparaissant donc dans chacun des deux éléments du couple.
Soit C = A B,
Cˆ(X) =
∑
n≥0
anbn
n! X
n
La définition d’un atome à l’intérieur d’un produit de Hadamard demande des
précautions : un atome est l’ensemble de tout les éléments de même étiquette (qui
doivent donc être dans des parties différentes du couple).
Ce produit a été introduit dans [Joy81] dans le cadre de la théorie des espèces.
1.4.3 Rigidité
Une classe combinatoire A est dite rigide si à chaque objet de taille n non étiqueté
correspondent n! objets étiquetés. En particulier la série génératrice ordinaire de la
classe non-étiquetée est la même que la série exponentielle de la classe étiquetée. Cela
revient à dire que ses objets n’ont pas de symétries.
Toute classe algébrique est rigide : les opérateurs +,×,Seq conservent la rigidité.
Le produit de Hadamard conserve également la rigidité. On vérifie facilement cette
propriété en comparant les formes des séries génératrices ordinaires et exponentielles
associées.
Dans la suite nous définissons les opérateurs ne conservant pas la rigidité dans le
cas étiqueté.
1.4.4 Cycles et Ensembles
Comme dans le cas non-étiqueté, on peut définir des séquences à équivalences près.
Dans le cas étiqueté, comme tous les atomes sont différents, ces équivalences créent
des automorphismes triviaux et donc toutes les structures de même longueur auront
le même nombre de représentants.
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Soit A une classe combinatoire étiquetée. La série génératrice exponentielle de la
classe étiquetée C = CycA est :
Cˆ(X) = ln 1
1− Aˆ(X) .
L’opérateur ensemble est l’opérateur séquence vu à permutation près. Contrai-
rement au cas non-étiqueté un même objet ne peut pas être répliqué plusieurs fois,
puisque si c’était le cas alors chacune des occurrences aurait des étiquettes différentes
et serait donc distinguées. La série génératrice exponentielle de la classe étiquetée
E = SetA est :
Eˆ(X) = exp(Aˆ(X)).
1.5 Classes Multivariées
On a défini dans la section 1.3.1 une classe atomique et une classe neutre. Or,
dans beaucoup d’applications on a envie de pouvoir distinguer certaines catégories
d’atomes. Par exemple, pour un arbre unaire-binaire on peut vouloir distinguer les
nœuds unaires des nœuds binaires. Pour cela, on peut ajouter une marque de poids
nul, ce qui revient à faire un produit cartésien avec une nouvelle classe neutre, notée
U .
Dans le cas multivarié, on peut vouloir, pour plus de clarté, indiquer explicitement
les dépendances aux classes élémentaires. Par exemple, soit la classe A définie à partir
d’une classe atomique Z, d’une classe neutre 1 et d’une classe neutre marquée U , on
la note également A(Z,1,U) ou A(Z,U), la classe neutre non-marquée étant souvent
omise.
Exemple. Soit A(Z,U) la classe des arbres enracinés planaires unaires-binaires (i.e.,
dont tous les nœuds internes ont un ou deux fils) ayant pour taille le nombre de nœuds
internes et dont les nœuds unaires sont marqués par U . Une spécification de A est :
A(Z,U) = 1 + Z ×A(Z,U)×A(Z,U) + U × Z ×A(Z,U).
Notons que l’on peut également compter de cette manière des configurations qui ne
sont pas associées à un atome. Dans l’exemple ci-dessus on pourrait par exemple
vouloir compter les arbres unaires-binaires selon deux paramètres : leur nombre de
nœuds internes et leur nombre de feuilles. La spécification deviendrait alors :
A(Z,U) = U + Z ×A(Z,U)×A(Z,U) + Z ×A(Z,U).
À partir de là, on peut définir une série bivariée (ou multi-variée si on veut utiliser
plusieurs marques différentes). Soit une classe A(Z,U), sa série génératrice ordinaire
est :
A(x, u) =
∑
n,k≥0
an,kx
nuk
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où an,k est le nombre d’objets de A(Z,U) de taille n ayant k marques U .
De même, sa série génératrice exponentielle est :
Aˆ(x, u) =
∑
n,k≥0
an,k
n! x
nuk.
On peut extraire la série génératrice monovariée des objets sans marque de cette
série en posant u = 1 ou interdire les configurations qui possèdent des marques en
posant u = 0.
1.6 Dérivée combinatoire
La notion de dérivée combinatoire est centrale pour cette thèse. On définit ici la
dérivée des classes étiquetées, ou non-etiquetées rigides. Le cas non-étiqueté compor-
tant des opérateurs de Pólya est plus compliqué et ne rentre pas dans le cadre de cette
thèse, mais a été étudié dans [BFKV07].
La dérivée d’une classe combinatoire A est l’ensemble des objets de A dont un
atome a été retiré, et où l’on a marqué l’endroit d’où il a été retiré.
L’opérateur de pointage d’une classe consiste à la dériver puis à en faire un produit
cartésien par Z : de cette manière, on obtient la classe des objets dont un atome est
distingué (celui qui a été retiré puis remis).
La dérivation et le pointage conservent la rigidité des classes.
1.6.1 Règles de dérivation
Comme pour les fonctions, il y a des règles de dérivation des classes combinatoires
qui se composent. Que ce soit dans le cas étiqueté ou non-étiqueté rigide on a les règles
suivantes pour l’opérateur point, noté • :
– 1• = ∅ : on ne peut pas distinguer un atome d’une classe d’objet sans atome,
– (A + B)• = A• + B• : un objet pointé dans l’union disjointe de A et B est soit
un objet pointé de A soit un objet pointé de B,
– (A×B)• = A• × B +A×B• : un couple pointé peut l’être soit sur sa première
soit sur sa deuxième partie,
– (SeqA)• = SeqA × A• × SeqA : une séquence pointée a un de ses éléments
qui est pointé. Les éléments d’avant et d’après ne le sont pas.
– (SeqE A)• =
∑
i,j
i+j+1∈E
SeqiA×A• × Seqj A,
– (CycA)• = A• × SeqA : pointer un cycle permet d’un distinguer le premier
sous-objet (celui sur lequel est le point), ce qui nous donne une séquence dont le
premier élément est pointé,
– (CycE A)• = A• × SeqE−1A où E − 1 = {i|i+ 1 ∈ E, i 6= −1},
– (SetA)• = A• × SetA : pointer un multi-ensemble permet d’en distinguer un
sous-objet, celui qui est pointé. Ceci n’induit pas d’ordre sur les autres éléments.
– (SetE A)• = A• × SetE−1A où E − 1 = {i|i+ 1 ∈ E, i 6= −1},
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– (AB)• = A•B = AB• : le produit de Hadamard est l’ensemble des couples
de structures sur le même ensemble d’atomes. Si un atome est distingué, on peut
considérer qu’il a été distinguer dans A et transmis à B ou l’inverse.
Ces relations se traduisent automatiquement sur les séries génératrices. Elles restent
vraies en remplaçant l’opérateur point par une dérivée.
1.6.2 Dérivées partielles
Dans le cas de classes multi-variées, on peut également vouloir distinguer une
marque. On peut pour cela utiliser des dérivées partielles sur la marque concernée.
Exemple. Une spécification de la classe A(Z, 0, 0) des mots sur l’alphabet {a, b} dont
un a est distingué, est :
B(Z,Ua,Ub) =UaZB(Z,Ua,Ub) + UbZB(Z,Ua,Ub
A(Z,Ua,Ub) =∂B(Z,Ua,Ub)
∂Ua
1.7 Analogie avec la théorie des espèces
Dans le formalisme différent de la théorie des espèces, ces idées ont été introduites
par Joyal [Joy81] en 1981, et reprises par Bergeron Labelle Leroux dans [BLL98]. Le
cadre naturel est alors le cadre étiqueté.
Une espèce est un foncteur F qui associe à un ensemble E de taille n (i.e., l’ensemble
des atomes dans le formalisme Flajolet) un ensemble de structures sur cet ensemble
(i.e., l’ensemble des objets de taille n de la classe combinatoire dans le formalisme
Flajolet). On appelle les éléments de cet ensemble des F -structures.
Le produit étiqueté y trouve alors une définition simple : il suffit de prendre deux
ensembles à supports disjoints pour chacune des 2 F-structures dont on veut faire le
produit. Si l’on considère que l’on a un ordre total sur l’union de ces deux supports,
on retrouve la définition du produit étiqueté donnée plus haut.
C’est un cadre très agréable pour parler de dérivée combinatoire et de produit de
Hadamard : la dérivée est un foncteur qui associe à une structure sur E une structure
sur E ∪ {?}. Le produit de Hadamard étiqueté consiste à associer deux F-structures à
l’ensemble E.
Pour parler de classe non-étiquetée on doit ensuite voir l’ensemble muni de sa struc-
ture à automorphisme près. On peut également utiliser d’autres classes d’équivalence
pour parler d’opérateurs de Pólya ou de classes colorées.
Chapitre 2
Arbres
Les arbres, sous différentes formes, apparaissent dans presque tous les chapitres de
cette thèse. Aussi, nous avons choisi de consacrer un chapitre de ces préliminaires à
leurs définitions et à exposer des faits simples qui nous seront utiles dans la suite. De
plus, c’est une première occasion de rencontrer un objet combinatoire et d’en décrire
différentes propriétés.
Au sens de la théorie des graphes, les arbres sont des graphes acycliques. Ces objets
classiques ont fait l’objet de nombreuses études dans ce cadre mais nous allons nous
intéresser ici à des familles d’arbres plus proches des structures informatiques.
2.1 Arbres enracinés planaires
Un arbre sera pour nous une structure récursive finie, qui se compose comme suit.
Un arbre T est soit :
– une feuille, i.e., un atome.
– un nœud interne n, i.e., un tuple composé d’un atome et d’une séquence d’arbres.
La longueur de la séquence est appelée arité du nœud. Les arbres de la séquence
sont appelés sous-arbres de T issus de n.
Les arbres de cette famille seront appelés arbres enracinés planaires : en effet, si on
se replace dans le cadre de la théorie des graphes, cette définition correspond à celles
des graphes plongés (ou cartes) acycliques enracinés. Un informaticien remarquera que
cette définition n’est rien d’autre que celle des structures définies par pointeurs, pour
un peu que l’on autorise les atomes à porter des informations.
Soit T = (x, T1, T2, ..., Tk) un arbre. La racine de l’ arbre est x. Les arbres T1,
T2,... ,Tk sont appelés fils de Z1. Réciproquement, Z1 est le père de T1, de T2,... et
de Tk. L’ensemble des ancêtres (resp. descendants) est l’ensemble obtenu par clôture
transitive de la relation père (resp. fils 1). Le sous-arbre enraciné en un nœud y est
l’arbre de T ayant pour racine y. La figure 2.1 illustre ces définitions.
1. Comme la relation fils fait correspondre un nœud à des arbres, il faut assimiler pour pouvoir
faire la clôture transitive un sous-arbre et sa racine.
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x
y
z
Ty
Figure 2.1 – Un arbre enraciné planaire à 7 nœuds internes et 9 feuilles. Tous les
nœuds internes ont une arité de 1 ou 3. Sa racine s apparaît en rouge, ses feuilles en
bleu. x, y et z sont des nœuds de l’arbres, x et y sont des nœuds internes, z est une
feuille. Le sous-arbre enraciné en y est Ty.
La taille d’un arbre est définie comme le nombre total de nœuds, internes ou feuilles,
qu’il contient. La spécification combinatoire correspondante est :
A = Z + Z × SeqA
Dans le cas général, on ne peut pas se contenter de compter uniquement les nœuds
internes ou uniquement les feuilles : il existerait alors un nombre infini d’objets de
taille donnée. En effet, dans le cas où l’on ne compte que les nœuds internes on peut
définir, pour tout n, un arbre ayant une racine d’arité n et dont tous les fils sont des
feuilles, qui auraient tous taille 1. Dans le cas où l’on ne compte que les feuilles on
peut définir, pour tout n, un arbre constitué d’une chaine de n nœuds unaires suivis
d’une feuille et on obtient également un nombre infini d’objets de taille 1. Il faut donc
être prudent lors de la définition de la taille d’une structure combinatoire.
Nous allons maintenant présenter des faits triviaux, mais néanmoins utiles, sur les
arbres enracinés planaires.
Fait 1. Le degré d’un nœud est égal à son arité si le nœud est la racine de l’arbre, et
à l’arité plus un sinon.
On peut définir plusieurs familles d’arbres en restreignant l’arité des nœuds à ap-
partenir à un ensemble donné. Cette restriction est très naturelle du point de vue
informatique. On peut fixer l’arité des nœuds internes à un certain ensemble E ⊆ N∗,
ce qui mène à la spécification pour la classe des arbres enracinés planaires dont tous
les nœuds internes ont une arité dans E munie de la fonction taille nombre totale de
nœuds, notée TE :
TE = Z + Z ×
∑
i∈E
T iE.
Dans le cas où E est fini, on peut prendre le nombre de nœuds internes comme fonction
taille en restant consistant avec la définition de classe combinatoire, ce qui donnerait
la spécification :
T˜E = 1 + Z ×
∑
i∈E
T˜Ei,
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et, dans le cas où 1 6∈ E, on peut également utiliser le nombre de feuilles comme
fonction taille.
Fait 2. Pour tout E ⊆ N∗, la classe TE est rigide.
Ce fait découle directement de sa spécification. Remarquons qu’il reste vrai pour
les autres définitions de la taille évoquées dans ce chapitre.
Fait 3. Soit k ∈ N. Un arbre de T{k} à n nœuds internes aura (k − 1)n+ 1 feuilles.
Soit T en arbre, v un nœud de cet arbre. Nous distinguons ici les notions de hauteur
et de profondeur d’un nœud dans un arbre. La hauteur du nœud v dans T est :
– 0 si v est une feuille,
– 1 + max
S fils deT
hauteur S sinon.
La hauteur de T est la hauteur de sa racine.
La profondeur de v est :
– 0 si v est la racine ,
– 1+ la profondeur du père de v sinon.
La profondeur de T est le maximum sur tous ses nœuds de leur profondeur (et est
égale à la hauteur).
La largeur d’un arbre est le maximum du nombre de nœuds de même profondeur.
Pour tout E ⊆ N∗, la hauteur moyenne des arbres de TE est en O(√n), ou n est
la nombre total de nœud de l’arbre (voir [DBRK71] ou [FS09a, p.329]).
2.2 Arbres de Catalan
Les arbres de Catalan, ou arbres binaires sont les arbres enracinés planaires dont
tous les nœuds internes ont une arité de 2. Il s’agit de la classe la plus simple contenant
effectivement un phénomène de branchement. Ces arbres ont été très largement étudié
depuis très longtemps, et peuvent être rapprochés des processus de Galton-Watson
finis. Ils sont comptés par la suite de Catalan (1, 2, 5, 14, 42, 132, 429, 1430, 4862, ...) qui
comptent également un très grand nombre de structures combinatoires variées, pour
lesquels on connait de nombreuses bijections explicites ( arbres planaires enracinés
généraux, parenthèsages,...). Les termes de la suite de Catalan sont
Cn =
(
2n
n
)
· 1
n+ 1
On utilise habituellement le nombre de nœuds internes comme taille pour les arbres,
afin de vraiment coïncider avec la suite de Catalan (sinon, un coefficient sur deux est
nul, d’après le fait 3). Cependant, dans les parties suivantes, nous allons utiliser le
nombre total de nœuds de l’arbre comme taille (notamment pour pouvoir utiliser
un opérateur de pointeur simple permettant de distinguer indifféremment un nœud
interne ou une feuille). La fonction taille utilisée sera rappelée lors de l’introduction
des arbres dans chacun des chapitres où ils apparaissent.
Une spécification des arbres de Catalan comptés selon leur nombre de nœuds in-
ternes est :
C = 1 + Z × C2
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La série génératrice (ordinaire ou exponentielle) des arbres de Catalan est l’unique
solution analytique en 0 de l’équation :
C(X) = 1 +X · C(X)2
. On obtient donc :
C(X) = 1−
√
1− 4X
2X
Lorsque n tend vers l’infini, on a l’équivalence suivante pour le nombre d’arbres de
Catalan à n nœuds internes :
Cn ∼ 4nn− 32 .
Ce résultat peut être prouvé par la combinatoire analytique (voir [FS09a, Section
1.1] pour plus de détails) ou simplement en utilisant la formule de Stirling.
2.3 Arbres de Motzkin
Les arbres de Motkzin, ou arbres unaires-binaires sont les arbres enracinés planaires
dont tous les nœuds internes ont une arité de 1 ou de 2. Il s’agit également d’une classe
largement étudiée, pour laquelle il existe de nombreuses bijections (mais moins que
pour Catalan). Les premiers termes de la suite sont : 1, 1, 2, 4, 9, 21, 51, 127, 323, 835, 2188, 5798.
La taille considérée ici est le nombre total de nœuds. Il n’existe pas de forme close
simple pour les coefficients mais une expression obtenue par inversion de Lagrange :
Mn = 1n
∑n
k=0
(
n
k
)(
n−k
k−1
)
.
Une spécification des arbres de Motzkin est :
M = Z + Z ×M+ Z ×M2
Le série génératrice de Motzkin est :
M(X) =
1−X −
√
(1 +X)(1− 3X)
2X
Lorsque n tend vers l’infini, on a l’équivalence suivante pour le nombre d’arbres de
Motzkin à n nœuds :
Mn ∼ 3nn− 32 .
2.4 Autres types d’arbres enracinés
Il existe de nombreux autres types d’arbres enracinés, qu’ils soient planaires ou non.
Par exemple les arbre binaires de recherche (ABR) ou les arbres croissants qui sont des
arbres enracinés planaires étiquetés avec des contraintes sur l’ordre des étiquettes. Ces
arbres ont des comportements asymptotiques différents de ceux des arbres généraux
ou à arités fixées.
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On peut également relâcher la contrainte de planarité, c’est voir la séquence des
fils d’un nœud à équivalence près. Il s’agit des arbres d’Otter, des mobiles, des arbres
de Cayley,...
Signalons également que de nombreux processus de branchements probabilistes
peuvent, dans les cas finis, être vus comme des classes combinatoires pondérées. C’est
par exemple le cas des processus de Galton-Watson et des arbres de Ford [For06].
Chapitre 3
Génération aléatoire
3.1 Introduction à la génération aléatoire
Un générateur aléatoire de structures combinatoires est un algorithme qui tire
aléatoirement un objet a d’une classe combinatoire A selon une distribution donnée.
Le cas le plus classique est la génération uniforme en taille exacte : l’algorithme prend
un entier n en entrée et renvoie un objet de A de taille n de telle manière que tous les
objets de taille n de A aient la même probabilité d’être tirés.
Un intéret de la génération uniforme est de savoir à quoi ressemble un objet typique
de grande taille de la classe qui nous intéresse. Pour les petites tailles, on pourra
préférer la génération exhaustive, rapidement impossible pour toutes les classes dont
le nombre d’objet croît rapidement (de très nombreuses classes combinatoires croissent
exponentiellement vites) par rapport à la taille. Pour nous, un objet de grande taille
est en général un objet ayant de quelques centaines à quelques millions d’atomes, en
fonction de la complexité de la structure (et de la capacité à le dessiner et d’y voir
quelque chose).
Selon les classes regardées, les applications peuvent être variées. Tout d’abord, pou-
voir échantillonner des grands objets combinatoires permet d’obtenir des conjectures
sur la distribution moyenne de certains paramètres ou sur des propriétés limites. La
génération aléatoire procure également un moyen de tester empiriquement la com-
plexité moyenne d’algorithmes prenant en entrée des données structurées. Un autre
type d’application est le raffinement de modèles : on connaît un ensemble de règles
(physiques par exemple) qui donne de la structure à un objet. Si on génère un objet
selon ces règles, ressemble-t-il aux objets observés dans la réalité ? Si non, c’est que
les système de règles est incomplet (ou faux).
Nous reviendrons sur les applications à la fin de cette section.
3.1.1 Bits et nombres aléatoires
La génération de nombres pseudo-aléatoires n’a pas grand chose à voir avec une
génération de structures aléatoires. Elle se fait à base de suites chaotiques, initialisées
à partir d’une graine, généralement dépendante du temps et de la machine, permettant
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de différencier chaque instance.
Les suites de nombres aléatoires produites par un ordinateur sont pseudo-aléatoires,
en particulier elles sont souvent périodiques. Dans toute la suite on considèrera qu’un
ordinateur est capable de donner une suite infinie de bits aléatoires non corrélés. En
pratique, la période est normalement plus grande que le nombres de bits aléatoires
utilisés pour engendrer un ensemble d’objets de grande taille.
Remarque. Il existe aujourd’hui des générateurs aléatoires basés sur des instruments
de mesure haute précision de grandeurs physiquement fluctuantes (telle que la tempé-
rature en un point).
3.1.2 Complexité
On parle ici d’algorithmes, on va donc très naturellement se poser la question de la
complexité associée. Cette complexité, comme les algorithmes de génération aléatoire,
se décompose souvent en deux temps : complexité du pré-calcul et complexité du
tirage. En effet, lorsque l’on fait de la génération aléatoire on va souvent avoir envie de
tirer plusieurs grandes structures de même taille. On peut donc accepter un pré-calcul
plutôt coûteux, si on peut ensuite obtenir une structure efficacement. Pour le tirage,
il y a trois types de complexité qui nous intéressent :
– complexité en temps : le nombre d’opérations unitaires (la définition d’opération
unitaire varie en fonction du modèle de complexité utilisé),
– complexité en espace : la taille des structures stockées en mémoire pendant le
déroulement de l’algorithme (on considère dans cette thèse une case mémoire
comme unité, les pointeurs et les entiers sont considérés de taille constants) ; la
sortie du pré-calcul est incluse dans cette complexité,
– complexité en nombre de bits aléatoires : le nombre de bits aléatoires utilisés par
l’algorithme.
Comme on a besoin d’écrire les structures, les complexités en temps et en espace seront
au moins linéaires, pour tout modèle de complexité raisonnable 1. Pour le pré-calcul,
seul les complexités en temps et espace font sens.
Pour les bits aléatoires, tous les modèles ne les considèrent pas comme une ressource
privilégiée. Par exemple, pour certains générateurs de Boltzmann présenté un peu plus
tard, on considère que l’on tire une variable aléatoire uniformément dans [0, 1]. En
pratique, cela pose des problèmes de précision et de complexité bit-à-bit en temps
mal maîtrisée. Ces problèmes ont déjà été considérés dans [FPS11, Duc11, Lum13], en
ayant notamment recours à de l’évaluation paresseuse. Dans la partie 1 de cette thèse,
nous attaquerons les choses sous cet angle : nous allons construire un algorithme qui
n’utilise pas des lois de probabilité mais directement des bits aléatoires.
Notons ici que pour un générateur aléatoire uniforme de structures de taille n,
le nombre minimal moyen de bits aléatoires requis est le logarithme en base 2 du
nombre de structure de taille n (car il y en faut au moins autant que le nombre de bits
nécessaire à différencier les structures). Ce nombre est appelé l’entropie de l’ensemble
[Sha48].
1. C’est à dire, même haut-niveau
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3.1.3 Génération exhaustive
La génération exhaustive de structures, i.e., écrire explicitement toutes les struc-
tures d’une taille donnée, est également un problème intéressant et souvent difficile.
Cependant, pour les structures dont le nombre croît exponentiellement, il est rapide-
ment impossible de stocker toutes les structures en mémoire, même pour des tailles
raisonnables.
Remarquons néanmoins que la génération exhaustive d’objets d’une taille donnée
permet d’obtenir un générateur aléatoire optimal en nombre de bits aléatoires : en
effet, il suffit alors de tirer un entier entre 1 et le nombre an de structures générées ce
qui peut être fait avec dlog2(an)e bits aléatoires.
3.2 Méthodes ad-hoc et méthode récursive
On désigne par ad-hoc un algorithme qui ne se base pas sur une méthode généra-
lisable.
3.2.1 Knuth shuﬄe : génération aléatoire de permutations
LeKnuth shuﬄe [Knu97b] pour générer uniformément des permutations de {1, 2, ..., n}
est une méthode ad-hoc en temps linéaire (dans un modèle où tirer un entier aléatoire
et échanger deux éléments d’un tableau se font en temps constant), utilisant log2(n!)
bits aléatoires. On considère que tirer un nombre aléatoire est une opération élémen-
taire. L’algorithme fonctionne comme ceci : on part d’un tableau (trié) de taille n ,
puis pour tout entier i allant de 1 à n on tire un entier j entre i et n et on échange le
contenu des cases d’indices i et j (voir Algorithme 1).
Algorithm 1: Knuth Shuﬄe
Input: la taille n de la permutation
Output: une permutation uniforme de taille n.
T := [1, 2, .., n]1
for i = 1 à n do2
j := un entier uniforme entre i et n3
Échanger T [i] et T [j]4
return T5
Cet algorithme est optimal en nombre de bits aléatoire utilisés : il y a n! permuta-
tions de taille n, on a donc besoin de log2(n!) bits pour pouvoir toutes les différencier.
3.2.2 Méthode récursive
La méthode récursive [NW78, FZC94] est une méthode de génération aléatoire
automatique d’objets combinatoires. À partir de la spécification d’une classe combi-
natoire, on peut automatiquement obtenir un générateur aléatoire pour cette classe
en composant des générateurs élémentaires.
36 CHAPITRE 3. GÉNÉRATION ALÉATOIRE
Pour générer un objet de A + B de taille n, on génère un objet de A de taille n
avec probabilité an
an + bn
, de B sinon.
Pour générer un objet de A× B de taille n, on génère avec probabilité
akbn−k
n∑
i=0
aibn−i
un objet de taille k dans A et un objet de taille n− k dans B.
Pour pouvoir utiliser la méthode récursive, il faut donc connaître explicitement
les coefficients ce qui entraîne en général un pré-calcul coûteux (en temps mais aussi
en espace). La génération s’effectue ensuite en temps quadratique pour les processus
branchants pour lesquels on ne peut pas appliquer de stratégie Boustrophédon efficace
(i.e., choisir intelligemment l’ordre d’évaluation des akbn−k∑n
i=0 aibn−i
).
Exemple. Nous donnons ici deux générateurs d’arbres de Catalan par méthode récur-
sive. L’algorithme 2 a une complexité en temps de génération quadratique en moyenne,
alors que l’algorithme Boustrophédon (algorithme 3) a une complexité en temps de
génération linéaire en moyenne. On considère que les opérations arithmétiques et le
tirage d’un réel uniforme sur [0, 1] se font en temps constant.
Les preuves de correction et de complexité de ces deux algorithmes se trouvent dans
[FZC94].
Algorithm 2: Binaire1(n)
Input: n le nombre total de nœuds de l’arbre
Output: un arbre binaire uniforme de taille n.
s := 01
for i = 0 à n− 1 do2
r := un réel uniforme sur [0, 1]3
s := s+ cicn−i−1
cn
4
if s > r then5
return (Z,Binaire1(i),Binaire1(n− i− 1))6
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Algorithm 3: Binaire2(n)
Input: n le nombre total de nœuds de l’arbre
Output: un arbre binaire uniforme de taille n.
s := 01
for i = 0 à n−12 do2
r := un réel uniforme sur [0, 1]3
s := s+ cicn−i−1
cn4
if s > r then5
return (Z,Binaire2(i),Binaire2(n− i− 1))6
s := s+ cn−i−1ci
cn7
if s > r then8
return (Z,Binaire2(n− i− 1),Binaire2(i))9
3.3 Générateur de Boltzmann
Les générateurs de Boltzmann ont été introduits par Duchon Flajolet Louchard
Schaeffer [DFLS04], puis étendus aux premiers opérateurs de Pólya dans [FFP07].
Une grande littérature existe maintenant sur le sujet, à la fois pour l’extension des
générateurs [Piv08, Bod11, BJ08, BRS12, BP10, BFKV07, BGR10, BL12], que pour
leurs applications à la génération de structures données [BDN08, CD09, BMW13,
BBM11, BN07, BFP10, Fus05]. Ces générateurs fonctionnent, dans la plupart des cas,
en temps linéaire en taille approchée.
3.3.1 Générateurs d’objets non-étiquetés
Soit A une classe combinatoire non-étiquetée. Un générateur de Boltzmann de A
de paramètre x, noté ΓxA, est un algorithme qui tire aléatoirement un élément a de
A avec probabilité :
P(a) = x
|a|
A(x)
où A(x) est l’évaluation de la série génératrice ordinaire de A en x, avec x réel dans
son rayon de convergence.
On remarque que tous les objets ont une probabilité positive d’être tirés, mais
que deux objets de même taille sont générés avec la même probabilité, ce qui est à
rapprocher d’une notion d’uniformité. On peut choisir judicieusement le paramètre
pour viser une taille donnée, et utiliser du rejet pour obtenir des générateurs en taille
exacte ou approchée. Plus de détails seront donnés sur le sujet en sous-section 3.3.4.
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3.3.2 Générateur d’objets étiquetés
Dans le cas d’une classe combinatoire étiquetée, Un générateur de Boltzmann de
A de paramètre x, noté ΓxA, est un algorithme qui tire aléatoire un élément a de A
avec probabilité :
P(a) = x
|a|
|a|!A(x)
La méthode pour générer un objet étiqueté est en général 2 de tirer aléatoirement
un squelette d’objet étiqueté puis de tirer une permutation aléatoire et d’associer à
chaque atome un nombre (celui correspondant à sa position dans la permutation, si
on regarde une représentation linéaire de la structure). Notons que cette méthode est
correcte même quand on utilise des opérateurs de Pólya : on génère dans ce cas un
représentant linéaire (car il doit de toute façon être représenté en machine) dont on
utilise l’ordre pour la correspondance entre atome et étiquette.
3.3.3 Générateurs des constructeurs
Les générateurs de Boltzmann se basent sur les spécifications et, comme les séries
génératrices, peuvent être construits automatiquement à partir de celles-ci dans les
cas favorables. Nous décrivons ici les générateurs des différents constructeurs utilisés
dans la suite de ce manuscrit, à composer pour obtenir un générateur de Boltzmann
d’une classe donnée.
Les générateurs d’unions disjointes, de produits cartésiens et de séquences sont les
mêmes dans les cas étiqueté et non étiqueté. Notons que pour les classes étiquetées il
faudra, après génération complète de l’objet sans ses étiquettes, étiqueter uniformé-
ment les atomes en tirant une permutation.
Soit A et B deux classes combinatoires. Le générateur de Boltzmann de A × B
(resp. A + B, resp. SeqA) de paramètre x est noté ΓxA × B (resp. ΓA + B, resp.
Γx SeqA) et est décrit dans l’algorithme 4 (resp. l’algorithme 5, resp. l’algorithme
6). Dans ces algorithmes, A(x) (resp. B(x)) est la fonction génératrice ordinaire de
A (resp. de B) dans le cas d’une spécification non-étiquetée et exponentielle de le cas
d’une spécification étiquetée.
Algorithm 4: ΓxA× B
Input: x le paramètre
Output: un objet de A× B avec probabilité de Boltzmann
return (ΓxA,ΓxB)1
2. à part pour les structures ordonnées comme les arbres croissants [RS09]
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Algorithm 5: ΓxA+ B
Input: x le paramètre
Output: un objet de A+ B avec probabilité de Boltzmann
r := 0 ou 1 tiré selon une loi de Bernoulli de paramètre A(x)
A(x)+B(x)1
if r = 0 then2
return ΓxA3
else4
return ΓxB5
Les générateurs de séquences, de cycles et d’ensembles étiquetés fonctionnent tous
les trois de la même manière : on tire le nombre d’éléments de la séquence (du cycle, de
l’ensemble) puis on tire chacun de ces éléments indépendamment selon un générateur
de Boltzmann de même paramètre.
Algorithm 6: Γx SeqA
Input: x le paramètre
Output: un objet de SeqA avec probabilité de Boltzmann
r := un entier tiré selon une loi géométrique de paramètre A(x)1
s :=  une chaîne vide2
for i = 1 à r do3
s := s.ΓxA, la concaténation d’un objet tiré par ΓxA à s4
return (s)5
Lorsque les opérateurs ne conservent pas la rigidité, les générateurs de Boltzmann
seront différents dans le cas étiqueté du cas non-étiqueté. Nous donnons ici les géné-
rateurs ΓxCycA et Γx SetA des cycles et ensembles étiquetés.
Algorithm 7: ΓxCycA
Input: x le paramètre
Output: un objet de CycA avec probabilité de Boltzmann
r := un entier tiré selon une loi logarithmique de paramètre A(x)1
s :=  une chaîne vide2
for i = 1 à r do3
s := s.ΓxA, la concaténation d’un objet tiré par ΓxA à s4
return (s)5
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Algorithm 8: Γx SetA
Input: x le paramètre
Output: un objet de SetA avec probabilité de Boltzmann
r := un entier tiré selon une loi de Poisson de paramètre A(x)1
s :=  une chaîne vide2
for i = 1 à r do3
s := s.ΓxA, la concaténation d’un objet tiré par ΓxA à s4
return (s)5
Nous aurons également besoin, dans le chapitre 11, du générateur de Boltzmann de
multi-ensembles non étiquetés. L’idée est de tirer des éléments du multi-ensemble avec
des multiplicités de tirage, indépendamment les uns des autres. Un même élément
peut ainsi être tiré plusieurs fois (avec différentes multiplicités ou pas) lors de la
génération : sa multiplicité dans le multi-ensemble sera alors la somme des multiplicités
avec lesquelles il a été tiré. On détermine pour cela une multiplicité maximum de tirage,
que nous utilisons comme limite de boucle dans l’algorithme 9. Nous présentons ici
cet algorithme sans plus d’explications, pour plus de détail voir [FFP07], [BFP10] ou
[Piv08].
On note MA(x) l’évaluation de la série génératrice ordinaire de MSetA en x. Soit
IndiceMax (A, x) un algorithme tirant un entier positif selon la distribution :
P(K ≤ k) = ∏
j>k
exp
(
1
j
A(xj)
)
.
Ceci peut être réalisé par méthode inverse [Dev86, Section 2.1][Knu97b, Section 4.1].
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Algorithm 9: ΓxMSetA
Input: x le paramètre
Output: un objet de MSetA
imax := IndiceMax (A, x)1
s :=  une chaîne vide2
if imax 6= 0 then3
for j = 1 à imax − 1 do4
p := un entier tiré selon une loi de Poisson de paramètre A(x
j)
j5
for i = 1 à p do6
a := ΓxjA7
s := s.a.a...a, la concaténation de j copies de a à s8
p := un entier tiré selon une loi de Poisson positive de paramètre A(x
imax)
imax9
for i = 1 à p do10
a := ΓximaxA11
s := s.a.a..a la concaténation de imax copies de a à s12
return s13
Remarquons qu’ici le paramètre de Boltzmann change au cours de la génération :
il est donc nécessaire de pouvoir évaluer rapidement la série génératrice en plusieurs
points.
De nombreux travaux ont étendu les générateurs de Boltzmann à d’autres opé-
rateurs ou classes : produit de Hadamard [BGR10], produit de mélange (shuﬄe)
[DPRS10b, DPRS10a], intégrales (opérateur box) [BRS12], quotient [BBM11], classes
colorées [BJ08], cycles équilibrés [BJ13]...
On remarquera que si l’on peut construire un générateur de Boltzmann ad-hoc, i.e.,
un algorithme tirant un objet d’une classe avec probabilité de Boltzmann pour une
classe non-constructive (par exemple), on peut ensuite utiliser ce générateurs dans les
algorithmes ci-dessus. Cette remarque nous sera utile dans le chapitre 11. A l’inverse,
dans le chapitre 8 on utilise un générateur de Boltzmann à l’intérieur d’un générateur
ad-hoc afin d’obtenir une distribution uniforme à taille fixée mais ne suivant pas une
probabilité de Boltzmann.
3.3.4 Choix du paramètre et complexité
Comme nous l’avons vu plus haut, un générateur de Boltzmann génère tous les
objets d’une classe avec une probabilité positive. Cependant, la probabilité de tirer un
objet de taille n dépend grandement du paramètre x. En particulier, l’espérance de la
taille de l’objet généré par un appel à un générateurs de Boltzmann de paramètre x
de la classe A est :
Ex(N) = x
A′(x)
A(x) ,
42 CHAPITRE 3. GÉNÉRATION ALÉATOIRE
et sa variance :
Ex(N2) =
x2A′′(x)xA′(x)
A(x) .
En fait, on peut calculer tous les moments de manière similaire.
L’espérance de la taille est croissante en fonction du paramètre. On peut fixer
ce paramètre pour viser des objets d’une taille donnée. On peut ensuite rejeter les
objets tirés jusqu’à obtenir un objet de la taille souhaitée, c’est ce que l’on appellera
un générateur de Boltzmann en taille exacte. Une autre possibilité, en fonction des
applications visées, est d’accepter une tolérance relative sur la taille visée. Dans ce
cas, on fixe la tolérance ε > 0 et on rejette et recommence l’algorithme jusqu’à obtenir
un objet dont la taille est comprise entre (1− ε)n et (1 + ε)n, où n est la taille visée.
On parle dans ce cas de générateurs de Boltzmann en taille approchée. Ces rejets
conservent la propriété que deux objets de même taille ont la même probabilité d’être
tirés.
Intéressons nous maintenant à la complexité des générateurs. On se place pour
cela dans un modèle où l’on peut tirer une loi uniforme dans [0, 1] et faire des calculs
arithmétiques réels en temps O(1). La complexité en espace mémoire est linéaire en
la taille de la sortie (on ne construit rien d’autre). La complexité en nombre de bits
aléatoires n’a pas initialement été étudiée, mais a suscité de l’intérêt depuis [Duc11].
La complexité en temps de la génération sera en général linéaire pour les géné-
rateurs de Boltzmann en taille approchée de classes décomposables, linéaire à qua-
dratique en taille exacte. Pour analyser ces générateurs on distingue trois types de
distribution pour la taille de l’objet tiré, de la plus favorable à la moins favorable :
– centrée (bumpy)
– plate (flat)
– pointue (peak).
Nous ne présentons ici que la distribution centrée, pour les distributions plate et poin-
tue (qui joueront un rôle moins important dans cette thèse) le lecteur est invité à se
référer à [DFLS04].
Définition 3.1. La distribution de la sortie d’un générateur de Boltzmann d’une
classe A est dite centrée quand les conditions suivantes sont satisfaites :
– µ1(x)→∞ quand x→ ρ−
– σ(x)/µ1(x)→ 0 quand x→ ρ−,
où µ1(x) (resp. σ2(x)) est l’espérance (resp. la variance) de taille de la sortie, et ρ est
la singularité dominante de A(x).
Lorsque la distribution est centrée, on rejette en moyenne O(1) fois pour le géné-
rateur en taille exacte, menant à une complexité linéaire.
Pour compléter la description des générateurs de Boltzmann, il faut remarquer que
l’on a besoin, pour qu’ils soient implémentables, de pouvoir calculer l’évaluation de
la série génératrice en un point (pour les générateurs sans symétries) ou en plusieurs
points. Lorsque l’on a pas de formule close simple, il s’agit d’un problème complexe
qui a été traité dans [PSS08, PSS12] pour les spécifications usuelles.
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Figure 3.1 – De gauche à droite : la distribution centrée des partitions d’ensembles,
le distribution plate des surjection et la distribution pointue des arbres de Catalan
pour différentes valeurs du paramètre. Cette figure est due à Carine Pivoteau.
3.4 Applications de la génération aléatoire
Comme évoqué plus haut, les applications de la génération aléatoire sont très va-
riées. La plus évidente, mais souvent plus utile qu’il n’y paraît, est de pouvoir observer
un ensemble d’objets représentatifs d’une classe combinatoire. Cela permet une pre-
mière étude empirique des propriétés moyennes des objets de la classe. Cette phase
d’observation peut mener à des conjectures. Par exemple, dans le chapitre 11 la forme
limite que nous donnons pour les chemins NW-convexes a d’abord été observée sur les
objets produits aléatoirement, puis prouvée. De manière plus générale, cette observa-
tion peut donner sur les propriétés moyennes à étudier, sur la validité des conjectures
énoncées ou sur la pertinence du modèle de distribution choisi.
D’autres applications plus concrètes existent également, nous présentons ici le test
logiciel à grande échelle [MDBS09, CD09, Dar08], la simulation de contexte [CDJ] et
le raffinement de modèle [DPT10].
Dans le cas du test logiciel, on se place dans le cadre d’algorithmes prenant des
structures de données, potentiellement grandes, en entrée. Pour attester de la robus-
tesse on peut vouloir tester la charge : envoyer de très grosses données, ou beaucoup de
données ou les deux à la fois. Sans génération aléatoire, cela nécessite de conserver de
grandes bases de données de structures, ce qui est coûteux en espace. Un générateur
aléatoire pourra à la place fournir (rapidement) une grande structure aléatoire avec
très peu de stockage préalable.
Dans la même veine, la simulation de contexte a pour but de permettre des bench-
marks sur des ensemble de données plus grands que ceux initialement disponibles. En
partant d’un ensemble d’objets, obéissant à une distribution de probabilité inconnu,
on fait un certain nombre de mesures statistiques de grandeurs prédéterminées (par
exemple, le nombre d’occurrences de certaines configurations, la taille moyenne, la
variance de certains paramètres,...) en espérant ainsi caractériser au mieux cette dis-
tribution. Puis, on règle un générateur aléatoire pour qu’il génère des objets ayant
une distribution proche sur ces mesures. On peut ainsi obtenir efficacement de grands
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ensembles de grands objets, de distribution que l’on espère proche de celle de la réalité.
L’esprit du raffinement de modèle est un peu différent. On a un système réel que
l’on souhaite modéliser, comme par exemple le repliement des molécules. On connait
un certain nombre de règles physiques qui les régissent, mais est-ce suffisant pour
expliquer leur distribution ? Pour le tester, on construit un générateur aléatoire qui
génère selon ces règles et on observe les résultats obtenus. Sont-ils distribués comme
dans la réalité ? En général, il ne le seront pas parfaitement. On peut alors étudier les
différences entre l’échantillon réel et l’échantillon simulé. Ces différences nous indiquent
alors des pistes de corrections. On raffine alors le modèle (ou les règles physiques que
l’on cherche à déterminer) et on recommence.
Deuxième partie
Algorithmes de Rémy
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Chapitre 4
L’algorithme original de Rémy
4.1 Introduction
Les arbres enracinés planaires, présentés dans le chapitre 2, sont des structures de
données centrales en informatique, et ont été très largement étudiées à la fois en mathé-
matiques et et informatique. Dans cette partie, nous nous intéressons à la génération
aléatoire d’arbres de Catalan et d’arbres de Motzkin. La génération aléatoire efficace
(en temps, en espace et en bits aléatoires) de ces arbres est d’un grand intérêt. En
effet ces structures apparaissent dans de nombreux domaines (structures de données,
bioinformatique, probabilités,...) et un générateur uniforme efficace permet de réaliser
des tests, des conjectures, et des simulations pour des propriétés importantes.
La génération aléatoire d’arbres a une longue histoire. Les méthodes classiques de
génération incluent la méthode récursive [NW78, FZC94], la méthode de Boltzmann
[DFLS04], des bijections avec des mots [ARS97, Alo94] ou avec des marches [BPS92],
et, pour les arbres de Catalan, des processus de Galton-Watson finis et l’algorithme
de Rémy [Rem85].
L’algorithme de Rémy est l’algorithme le plus efficace jusqu’à maintenant. Il consiste
à faire grossir un arbre depuis une feuille par des transformations locales que nous ap-
pellerons greffes. Le principal intérêt de cette méthode pour la génération aléatoire est
d’éviter un processus de branchements entre sous-structures de tailles quelconques.
C’est en effet sur ces produits que les méthodes classiques de générations aléatoires
perdent en efficacité, ou en précision sur la taille de la sortie pour les générateurs de
Boltzmann.
Notre première contribution est de réinterpréter la bijection de Rémy en utilisant
des spécifications faisant intervenir des opérateurs différentiels, puis de l’améliorer et
de l’étendre aux arbres de Motzkin.
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Figure 4.1 – La greffe d’un nœud binaire et d’une feuille à un arbre binaire dont un
nœud est distingué. Les nœuds distingués apparaissent en rouge.
4.2 L’algorithme de Rémy
L’algorithme de Rémy [Rem85, M9¨9] est un algorithme ad hoc de génération aléa-
toire uniforme d’arbres binaires. Il se base sur l’équation récursive :
(n+ 2)c2n+3 = 2(2n+ 1)c2n+1
où c2n+1 est le nombre d’arbres de Catalan à 2n + 1 nœuds (interne ou feuille),i.e.,
c2n+1 est le n-ième nombre de Catalan. 1
Cette équation récursive est alors interprétée comme une bijection entre le produit
cartésien de {0, 1} et l’ensemble des arbres de Catalan de taille 2n+ 1 dont un nœud
quelconque (interne ou feuille) est distingué, noté C•2n+1 et l’ensemble des arbres de
Catalan de taille 2(n+ 1) + 1 dont une feuille est distinguée, noté C(f)2n+1.
Remarquons que cette équation récursive a la propriété intéressante d’être une ré-
cursion simple, i.e., on a uniquement besoin du terme n−1 pour obtenir le terme en n.
Cette propriété est très intéressante d’un point de vue énumératif. En ce sens, la bijec-
tion de Rémy a récemment été étendue à des classes de cartes combinatoires [Bet14]
par une récurrence sur plusieurs variables.
Décrivons maintenant cette bijection. Soient (e, T ) ∈ {0, 1} × C•2n+1, d le nœud
distingué de T , p son père (si d est racine, p = ⊥). On ajoute un nœud binaire b et
une feuille f en modifiant l’arbre tel que : p est le père de b, si e = 0 (resp. 1), d est
le fils gauche (resp. droit), de b et f est le fils droit (resp. gauche ) de b. On marque f
comme distinguée et on oublie la distinction de d. Le reste de l’arbre reste inchangé.
On obtient ainsi un arbre de C(f)2n+1. Cette bijection est illustrée dans la figure 4.1.
On dit que cette bijection est une greffe car elle consiste à l’insertion à un endroit
quelconque d’un nombre fini de nœuds.
Il s’agit bien d’une bijection : on peut facilement appliquer la bijection inverse - qui
consiste à marquer le nœud frère de la feuille marquée puis à supprimer la feuille et
son père en « recollant » les deux arêtes dont il manque une extrémité ainsi obtenues,
et à garder un bit d’information 0 ou 1 en fonction de si le feuille marquée était fille
droite ou gauche - pour retrouver l’arbre de départ. De même, on peut appliquer cette
1. Ce choix de taille est fait pour garder une cohérence avec ce qui va suivre. Comme on introduit
des opérateurs de pointage permettant de choisir n’importe quel nœud d’un arbre, cette définition de
la taille est pour nous plus naturelle.
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bijection inverse puis la greffe à un arbre de C(f)2n+1 et le retrouver. Une preuve plus
détaillée sera donnée en section 5.1.1.
Nous pouvons maintenant donner l’algorithme de Rémy. Dans cet algorithme, on
part d’un arbre réduit à une feuille sur lequel on fait des greffes successives jusqu’à
obtenir un arbre de la taille souhaitée.
Algorithm 10: Remy(n)
Input: n le nombre de nœuds internes de l’arbre à générer
Output: un arbre choisi uniformément parmi ceux de taille 2n+ 1
T := un arbre réduit à une feuille1
for i = 1 à n do2
d := un nœud choisi uniformément parmi les nœuds de T3
e := 0 ou 1 uniformément4
if e = 0 then5
Greffer un nœud interne et une feuille à droite de d6
else7
Greffer un nœud interne et une feuille à gauche de d8
return ΓxB9
Cet algorithme génère bien un arbre de taille 2n+1 uniformément : en effet, on est
uniforme à chaque étape puisque tout arbre de taille 2i+1 a i+1 feuilles, on peut donc
oublier la feuille distinguée sans biaiser. Une autre façon de la voir est de marquer la
feuille distinguée par i lorsqu’elle apparaît à l’étape i. On obtient ainsi un arbre dont
les feuilles sont étiquetées, donc chaque forme d’arbre de taille 2n+1 apparaît (n+1)!
fois. C’est sous cette forme que l’algorithme est prouvé dans [Rem85].
Pour la complexité en temps de cet algorithme, nous allons nous placer dans le
modèle suivant, utilisé tout du long de cette partie. On considère que les opérations
suivantes peuvent être effectuées en temps O(1) :
– lire et écrire l’identifiant d’un nœud v ;
– déterminer si un nœud v est un fils gauche ou un fils droit et trouver son père ;
– déterminer si un nœud v est un nœud binaire ou une feuille et trouver ses fils ;
Une structure de données vérifiant ces conditions sera donnée à la section 6.2.1.
De plus, on suppose ici que tirer aléatoirement uniformément un entier entre 1 et m
peut être fait un temps constant pour tout m (cette condition sera relâchée dans les
chapitres suivants).
Une fois ceci établi, on a la propriété suivante :
Propriété 4.1. L’algorithme de Rémy a une complexité linéaire en temps et en espace,
et utilise Θ(n log n) bits aléatoires.
Démonstration. Les complexités en temps et espace sont évidentes.
Pour les bits aléatoires, pour chaque i entier entre 1 et n, si on veut générer un arbre
de taille 2n+1, on tire un entier entre 1 et 2i+1 afin de pouvoir choisir uniformément
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un nœud de l’arbre. L’entropie d’un tel tirage est log2(2i+ 1). Or,
n∑
i=1
log2(2i+ 1) = Θ(n log n).
À chaque étape on choisit également uniformément droite ou gauche, ce qui coute 1
bit aléatoire. On utilise donc bien Θ(n log n) bits aléatoires en tout.
4.3 Spécification holonome
Nous allons maintenant retranscrire la bijection précédente en terme de spécifica-
tion combinatoire.
Soit C la classe des arbres de Catalan munie de la fonction taille nombre total de
nœuds. Soit C• (resp. C(f)) la classe des arbres de Catalan munie de la fonction taille
nombre total de nœuds dont un nœud quelconque (resp. une feuille) est distingué. Le
bijection de Rémy donne directement la spécification :
C(f) = Z + 2Z2C•.
En effet, le plus petit arbre ayant une feuille distinguée est l’arbre réduit à un feuille
distinguée, et tous les autres peuvent être obtenus, via la bijection de Rémy, en ajoutant
un nœud interne et une feuille à un arbre plus petit. On a ici une justification du
choix de notre fonction taille : en choisissant le nombre total de nœuds, on peut ainsi
distinguer n’importe quel nœud de l’arbre par un opérateur point.
Ceci nous permet en effet de rester en une seule variable lorsque l’on établit :
2C(f) ∼ C + C•.
Ceci découle directement du fait qu’un arbre (sans nœud distingué) de taille 2n + 1
a n + 1 feuilles, donc apparaît n + 1 fois dans C(f), donc apparaît 2n + 2 fois dans
2C(f) (la classe des arbres ayant une feuille distinguée, où chaque arbre avec une feuille
distinguée apparaît avec multiplicité 2). Or, 2n + 2 est également le nombre total de
nœud plus un, ce qui correspond à compter chaque arbre une fois pour chaque nœud
qu’il contient, i.e., à compter chaque arbre une fois pour chacun de ses nœuds, plus une
fois, ce qui correspond à un arbre sans nœud distingué. Une bijection explicite peut
être obtenue en donnant une correspondance explicite entre feuilles et nœuds binaires,
par exemple en prenant l’ordre du parcours en profondeur d’abord. Une bijection
algorithmiquement efficace sera donnée dans le chapitre suivant.
On obtient donc la spécification :
C + C• = 2Z + 4Z2C•
pour les arbres de Catalan. Cette spécification a la particularité d’être holonome :
l’équation correspondante est une équation différentielle linéaire à coefficients polyno-
miaux.
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Remarque. En une variable, les termes « holonome » et « D-fini » sont synonymes.
Les équations holonomes jouent un rôle important en calcul formel : elles per-
mettent, entre autres, de calculer rapidement les premiers termes de la série généra-
trice de la classe (car elles correspondent à des équations récursives de profondeurs
bornées), et il existe de nombreux outils analytiques, souvent moins puissants que ceux
pour les classes algébriques. Toute classe algébrique (i.e., pour laquelle il existe une
spécification algébrique) est également holonome.
Mais l’aspect qui nous intéresse ici est surtout celui de la génération aléatoire.
En effet, pour la méthode récursive ce sont les produits entre classes infinies qui font
perdre en efficacité. Dans le cas des générateurs de Boltzmann, ce sont ces mêmes pro-
duits qui donnent une taille de sortie difficilement maîtrisable. Nous allons contourner
ces difficultés en utilisant une équation holonome. Attention cependant, si ces mé-
thodes sont appliquées telles quelles sur des spécifications holonomes on n’obtient pas
des générateurs efficaces : dans le cas de la méthode récursive il faut faire beaucoup
d’arithmétique pour recalculer les coefficients des séries pointées et dans le cas de la
méthode de Boltzmann il faut utiliser un opérateur de dépointage [BRS12, Rou12]
demandant d’évaluer les séries en un grand nombre de points. Nous avons étudié une
adaptation d’un générateur de Boltzmann [BBJ13], difficilement implémentable en
pratique.
Le chapitre 5 présente une amélioration de l’algorithme de Rémy permettant d’uti-
liser un nombre de bits aléatoires quasi-optimal, c’est-à-dire, pour générer un arbre de
taille n uniformément on utilise log2Cn + o(log2Cn) bits aléatoires tout en conservant
une complexité en temps linéaire en moyenne. Cette amélioration est basée sur la spé-
cification donnée ci-dessus, accompagnée de la correspondance efficace entre feuilles et
nœuds binaires.
Le chapitre 6 étend ensuite une version de cet algorithme aux arbres de Motzkin.
Cette extension repose sur une spécification holonome des arbres de Motzkin, dont on
décrit la bijection dans ce chapitre. Ici, le fait de passer par des spécifications permet,
via le calcul formel [SZ94], d’obtenir automatiquement une équation sur les séries. On
doit ensuite réinterpréter bijectivement cette équation, et l’utiliser pour obtenir un
algorithme de génération aléatoire efficace. Cet algorithme utilise toujours un temps
linéaire et un nombre de bits aléatoires proportionnel à l’entropie, mais cette fois-
ci la constante multiplicative est supérieure à 1. Autrement dit, l’algorithme utilise
O(log2Cn) bits aléatoires pour générer uniformément un arbre de taille n.
Chapitre 5
Amélioration de l’algorithme de
Rémy
Nous allons dans un premier temps reprendre la spécification des arbres de Catalan
déjà brièvement présentée dans le chapitre précédent. Nous l’utiliserons ensuite pour
présenter deux algorithmes : un premier qui découle naturellement de la spécification,
et un deuxième très proche mais plus efficace. Ce dernier algorithme utilise 2n +
Θ(log(n)2) bits aléatoires et en temps linéaire en moyenne.
5.1 Spécification des arbres de Catalan
5.1.1 La greffe
Dans cette section nous allons présenter la bijection F pour les arbres binaires :
F : 2Z + 4Z2B• → B?
où B est la classe des arbres de Catalan munie de la fonction taille nombre total de
nœuds et B? est la classe des arbres de Catalan dont une feuille est distinguée et colorée
en rouge ou en bleu, munie de la même fonction taille. Autrement dit,
B? = 2B(f)
où B(f) est la classe des arbres de Catalan dont une feuille est distinguée. Soit T un
arbre de B?. On dit qu’il est pointé en couleur et que sa feuille distinguée est pointée
en rouge (ou pointée en bleu).
Cette bijection, qui est, à un facteur près, celle de Rémy présentée dans la sec-
tion 4.2, repose sur le principe de greffe. La bijection inverse est donnée en preuve.
Le terme 2Z correspond aux deux arbres réduits à une feuille pointée en bleu ou
en rouge. Maintenant, on a 4 manières de faire grossir un arbre de B• :
Soit T un arbre pointé de B•. Soit n le nœud pointé, p son père (si n est la racine,
p = ⊥). On a 4 cas possibles, que l’on appelle F1, F2, F3 et F4. Dans chacun de ces
cas, on crée un nouveau nœud binaire b et une nouvelle feuille ` tel que b devient le
père de n, p de b et soit :
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p
•d
F−→

p
b
↗ `d
,
p
b
↖ `d
,
p
b
↗` d
,
p
b
↖` d

Figure 5.1 – La bijection de B•n à B?n+2. Remarquons que le noeud b prend la place
de d : il devient la racine si d l’était, le fils gauche (resp. droit) de p si d était était le
fils gauche (resp. droit) de p.
– dans le cas F1, ` est la fille droite de b et est pointée en rouge,
– dans le cas F2, ` est la fille droite de b et est pointée en bleu,
– dans le cas F3, ` est la fille gauche de b et est pointée en rouge,
– dans le cas F4, ` est la fille gauche de b et est pointée en bleu,
le point d’origine en n est oublié et le reste de l’arbre est inchangé.
Cette bijection est représentée dans la figure 5.1, où un nœud pointé est représenté
par • , une feuille pointée en bleu par ↖ et une feuille pointée en rouge par ↗ . Ces
notations se justifieront dans la section suivante.
Démonstration. Décrivons maintenant la bijection inverse F−1 qui, à chaque arbre de
M? de taille 3 ou plus, associe un unique arbre de B•. 1 Soit ` la feuille pointée (en
rouge ou en bleu), b son père (comme l’arbre est de taille 3 ou plus, une feuille ne peut
pas être la racine), s l’autre fils de b (s peut être un nœud binaire ou une feuille) et p
le père de b (avec p = ⊥ si b est la racine). La bijection F−1 consiste à supprimer b, à
faire de p le père de s : si b était un fils gauche (resp. droit), s devient un fils gauche
(resp. droit) et à pointer le nœud s.
En composant F et F−1, on a F (F−1(T )) = T et F−1(F (T ′)) = T ′.
5.1.2 Le repointage
Nous nous intéressons maintenant à la bijection associée à la spécification :
B? = B• + B ;
Nous cherchons pour cela, à partir d’un arbre T de B? pointé en couleur sur une feuille,
à obtenir un arbre de B ayant la même structure d’arbre que T mais où le point a
changé (on pointe maintenant un nœud quelconque, sans couleur) ou a disparu. Pour
cette raison, on appelle cette opération le repointage de T .
Soit v un nœud de T . Le nœud v peut être un fils gauche ou un fils droit. Par
convention, on considère que la racine est un fils droit. On donne également un ordre
aux ancêtres du nœud pointé v, de v à la racine en suivant l’unique chemin les reliant,
incluant v lui-même.
1. En fait, pour avoir une vraie bijection, il faut également garder l’information droite ou gauche
et bleu ou rouge. On étend sans difficulté l’opération décrite pour ce faire.
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Figure 5.2 – Des arbres pointés en couleur de C? et leur arbres pointés associés de
C + C•.
Le repointage est défini comme suit.
– Si T est pointé en bleu sur une feuille `, soit v son premier ancêtre qui est un
fils gauche, ou v = ⊥ s’il n’existe pas de tel ancêtre.
– Si T est pointé en rouge sur une feuille `, soit v son premier ancêtre qui est un
fils droit. Comme la racine est un fils droit, un tel ancêtre existe toujours.
Dans les deux cas, le résultat est l’arbre pointé (T, v) : l’arbre ayant la même structure
que T mais pointé sur v, ou l’arbre T sans point si v = ⊥. Il s’agit donc bien d’un
élément de B• + B.
Proposition 5.1. Le repointage décrit ci-dessus est une bijection.
Démonstration. Soit v un nœud de T ou v = ⊥. On prouve qu’il existe une unique
manière de pointer en couleur une feuille de T tel quel son repointage donne (T, v).
On va pour cela distinguer trois cas.
– Si v = ⊥, la feuille pointée en couleur correspondante ` doit être pointée en bleu
et ne pas avoir de fils gauche parmi ses ancêtres. On en déduit que ` est la feuille
la plus à droite de T .
– Si v est un fils gauche, la feuille pointée en couleur correspondante ` doit pointée
en bleu et être la descendante de v telle que la branche de v à ` ne contient pas
de fils gauche. Ce qui signifie que ` est la descendante la plus à droite de v.
– De manière similaire, si v est un fils droit, la feuille pointée en couleur corres-
pondante ` doit être pointée en rouge et être la descendante la plus à gauche de
v.
On a donc bien une bijection.
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L’avantage de cette bijection est de pouvoir être réalisée facilement algorithmique-
ment, comme montré dans la section 6.2.1 du chapitre suivant.
5.2 Génération aléatoire
Tous les algorithmes présentés ici suppose que les opérations suivantes sur un nœud
v d’un arbre T peuvent être réalisées en temps O(1) :
– déterminer si v est un fils gauche ou un fils droit et trouver son père ;
– déterminer si v est un nœud binaire ou une feuille et trouver ses enfants ;
De plus, on suppose que tirer aléatoire un entier dans {1, . . . ,m} peut être fait en
temps O(1) pour M = 4 ou m = 9. 2
Une implémentation pratique respectant ces conditions est présentée dans la sec-
tion 6.2.1 du chapitre suivant.
5.2.1 Premier algorithme
Nous présentons tout d’abord un algorithme en temps, espace et nombre de bits
aléatoires utilisés linéaires. La preuve de cet algorithme sera réutilisée dans le cas des
arbres de Motzkin au chapitre suivant. Nous modifierons ensuite légèrement cet algo-
rithme afin d’atteindre une complexité en nombre de bits aléatoires en 2n+ Θ(log2 n),
l’entropie étant 2n−Θ(log n).
Algorithm 11: Un essai de tirage d’un arbre de Catalan
Input: Une taille n.
Output: Un arbre binaire de taille 2n+ 1 ou FAIL
T := une feuille pointée en rouge ou en bleu (avec probabilité 1/2 chacun)1
Répéter n fois :2
(T, v) = repointer T3
si v = ⊥ return FAIL4
Choisir l’un des cas suivants :5
Avec probabiblité 14 ,6
T := F1(T, v)7
Avec probabiblité 14 ,8
T := F2(T, v)9
Avec probabiblité 14 ,10
T := F3(T, v)11
Avec probabiblité 14 ,12
T := F4(T, v)13
return T14
Remarque. À la ligne 11 de l’algorithme 11 on peut substituer « pointée en rouge ou
en bleu (avec probabilité 1/2 chacun) » par « pointée en rouge ». En effet, l’algorithme
2. Dans ce chapitre, on a uniquement besoin de m = 4.
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Algorithm 12: Arbre de Catalan aléatoire
Input: Une taille n.
Output: Un arbre binaire de taille 2n+ 1
T = Un essai de tirage d’un arbre de Catalan (n)1
while T = Un essai de tirage d’un arbre de Catalan do2
T = Un essai de tirage d’un arbre de Catalan (n)3
return T4
échoue à moins que la feuille de laquelle on part soit rouge, donc le changement laisse
inchangée la correction de l’algorithme 12.
Théorème 5.2. L’algorithme 12 renvoie un arbre de Catalan uniformément distribué
ayant 2n+ 1 nœuds. Sa complexité en temps est linéaire en moyenne.
Pour prouver le théorème, on commence par établir le lemme suivant.
Lemme 5.3. Soit T un arbre binaire pointé en couleur sur une feuille à 2n+1 nœuds.
Une passe de l’algorithme 11 atteint T avec probabilité :
P(T ) = 12 · 4n .
Démonstration. Par récurrence sur n.
Lemme 5.4. Supposons que l’algorithme 12 tire un arbre de taille 2n+ 1 avec succès.
La génération a pris O(n) opérations.
Démonstration. Soit T l’arbre généré. Tirer T prend n opérations de greffe et n opéra-
tions de repointage. Réaliser une greffe a une complexitéO(1) ; cependant le repointage
coûte O(d), où d est la distance parcourue par le point durant l’opération (i.e., la dis-
tance entre la feuille pointée en couleur et le nouveau point). On prouve que le point
parcourt en tout une distance O(n) lors de la génération de l’arbre.
Considérons la profondeur du point dans l’arbre en train d’être généré. Chaque
greffe ajoute un à la profondeur alors que les repointages réduisent la profondeur.
Comme la profondeur est positive ou nulle, le point parcourt au plus une distance n
lors des repointages successif 3. D’où le résultat.
Preuve du théorème 5.2. Par le lemme 5.3, tous les arbres pointés en couleur à 2n+ 1
sont tiré avec la même probabilité. Comme tout arbre a 2n + 2 points en couleur
possibles, chaque arbre a également la même probabilité d’être tiré. Ceci prouve l’uni-
formité.
Pour prouver la complexité, on rappelle tout d’abord que le nombre d’arbres bi-
naires à 2n + 1 nœuds est le nombre de Catalan Cn, qui est asymptotiquement équi-
valent à 4nn−3/2. Par le lemme 5.3, comme chaque arbre a 2n + 2 points en couleur
3. Il s’agit d’une analyse de complexité amortie [Tar85, AHU74, CLRC94].
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possibles, la probabilité pour une passe de l’algorithme 11 d’atteindre la taille 2n+ 1
est :
(2n+ 2)Cn
2 · 4n ≈ n
−1/2.
Ce qui signifie qu’il y a, en moyenne, O(√n) passes qui échouent.
Nous cherchons maintenant l’espérance du coût d’une passe qui échoue. Pour cela,
on calcule la probabilité d’échouer à la taille 2k+ 1 avec k < n. Par la proposition 5.1,
il n’existe qu’un point coloré pour chaque arbre de taille 2k + 1 qui fait échouer
l’algorithme à l’étape suivante. D’après le lemme 5.3, la probabilité d’échouer à la
taille 2k + 1 est alors :
Ck
2 · 4k ≈ k
−3/2.
Par le lemme 5.4, l’espérance du coût d’une passe dans l’algorithme qui échoue est
donc :
n−1∑
k=0
O(k · k−3/2) = O(√n).
En rassemblant tous ces éléments, on montre que générer un arbre à 2n+ 1 nœuds
implique en moyenne O(√n) passes dans l’algorithme 11, chacune coûtant O(√n) en
moyenne. On en déduit que le coût total est O(n).
5.2.2 Algorithme quasi-optimal
L’algorithme suivant est une version améliorée de l’algorithme 12. Son déroulement
est illustré par la figure 5.3
Théorème 5.5. L’algorithme 13 tire uniformément un arbre de taille 2n+ 1 en com-
plexité en temps et espace O(n) en moyenne. Dans le pire des cas, la complexité en
temps est O(n2 log(n)). De plus, soit Bn le nombre de bits aléatoires utilisés par l’al-
gorithme ; on a, en moyenne :
Bn = 2n+
log(n)2
4 log 2 + o(log(n)
2).
Ce résultat signifie que le nombre de bits aléatoires nécessaires est très proche
de l’entropie 2n : le nombre de bits aléatoires en excès est de l’ordre de (log n)2.
L’algorithme est quasi-optimal en nombre de bits aléatoire utilisés : ce nombre est
équivalent à l’entropie, le nombre de bits aléatoires supplémentaires étant négligeable.
Démonstration. La correction de l’algorithme se démontre facilement en constatant
que, à chaque étape i, l’arbre T est distribué uniformément parmi les arbres pointés
en couleur de taille 2i+ 1.
La complexité dans le pire des cas est également facile à montrer. Il faut tout
d’abord remarquer que le pire des cas correspond à générer le peigne droit en ajoutant
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variable de boucle Greffe choisie Arbre obtenu Arbre repointé
0 ↗ •
1 F4 •
↖
•
↖ •
•
• •
2 F2•
↖
•
• •
• ↖
•
• •
• •
3 F3 •
↗
•
• •
↗ •
• •
•
• •
• •
• •
4 F2•
↖
•
• ↖
• •
••
• •
•
• •
• •
••
• •
(choisi uniformément)
5 F4 •
↖
•
• •
↖ •
• •
• •
• •
Figure 5.3 – Un exemple d’exécution de l’algorithme 13 générant un arbre de taille
2× 5 + 1 = 11.
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Algorithm 13: Générateur efficace d’arbres de Catalan
Input: Une taille n.
Output: Un arbre binaire de taille 2n+ 1
T := une feuille pointée en rouge1
Répéter n fois :2
(T, v) = repointer T3
si v = ⊥4
v := un nœud de T choisi uniformément.5
Choisir l’un des cas suivants :6
Avec probabilité 14 ,7
T := F1(T, v)8
Avec probabilité 14 ,9
T := F2(T, v)10
Avec probabilité 14 ,11
T := F3(T, v)12
Avec probabilité 14 ,13
T := F4(T, v)14
return T15
à chaque étape une feuille à l’extrême droite, pointé en bleu. Dans ce cas, le point par-
court O(i) nœuds à l’étape i avant d’être choisi uniformément. La complexité en temps
est donc O(i log i) pour l’étape i, ce qui mène à une complexité totale O(n2 log(n)).
Pour montrer la complexité en moyenne, on remarque tout d’abord que la boucle
utilise 2 bits aléatoires pour choisir entre les 4 opérations de greffe possible. On a donc
en tout 2n bits aléatoires de cette manière. Maintenant, regardons ce qu’il se passe lors
de l’étape i. Comme l’arbre T est uniformément distribué et comme, pour tout arbre
non-pointé, un seul point en couleur fait que v est égal à ⊥, la probabilité de devoir
repointer uniformément est 1/(2i+2). De plus, comme il y a 2i+1 choix possibles pour
le nouveau nœud v choisi uniformément, le coût en bits aléatoires est blog2(2i + 1)c.
En sommant sur toutes les étapes, le nombre moyen de bits aléatoires utilisés par les
repointages uniformes est :
n−1∑
i=0
blog2(2i+ 1)c
2i+ 2 ∼
∫ n
0
log(2t+ 1)
(2t+ 2) log 2dt ∼
log2 n
4 log 2 .
On obtient ainsi l’équivalence annoncée.
Enfin, on prouve que la complexité en temps est linéaire. Tout d’abord, on constate
que tirer uniformément un nœud parmi 2i + 1 prend un temps en O(log2 i). La seule
opération qui pourrait maintenant contredire la complexité linéaire est le repointage.
Comme dans la preuve du lemme 5.4, on considère la profondeur du point dans
l’arbre T en train d’être généré. Cette fois-ci, la profondeur n’augmente pas seule-
ment lors des greffes mais également lors des repointages uniformes.
À l’étape i, il y a une probabilité 1/(2i + 2) de repointer uniformément. Après
cette opération, comme l’arbre T est aléatoire uniforme, le point aura une profondeur
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en O(
√
i) en moyenne. D’où, l’augmentation de la profondeur due aux repointages
aléatoires est de l’ordre de :
n−1∑
i=0
√
i
2i+ 2 ∼ O(
√
n).
Comme la profondeur du nœud pointé est positive ou nulle, le point ne peut pas
parcourir une distance supérieure à n+O(√n) lors de la génération de l’arbre, ce qui
prouve que la génération prend un temps linéaire en moyenne.
Pour finir, remarquons que l’on obtient par le même algorithme un générateur
aléatoire uniforme quasi-optimal pour les arbres binaires pointés. En effet, à chaque
étape le point est réparti uniformément sur les les sommets de l’arbre en train d’être
construit. Il suffit donc d’effectuer un repointage après la dernière greffe pour obtenir
un arbre pointé uniforme. Dans ce cas, le nombre de bits est encore plus proche de
l’entropie (celle-ci étant 2n+ log2 n).
Chapitre 6
Extension aux arbres de Motzkin
Dans ce chapitre, nous présentons plus généralement les spécifications holonomes
et en particulier celle pour les arbres de Motzkin. Nous en dérivons un générateur
aléatoire linéaire en temps et en nombre de bits aléatoires. Les bijections et méthodes
sont similaires à celles du chapitre précédent mais reposent sur une bijection plus
complexe.
6.1 Spécification holonome des arbres de Motzkin
6.1.1 Équation holonome
Afin, de pouvoir utiliser un algorithme type Rémy, il nous faut tout d’abord trouver
une spécification holonome pour les arbres de Motzkin, comptés selon leur nombre
total de nœuds. Pour cela, nous allons commencer par trouver une équation holonome
sur leur série génératrice, que nous interpréterons en temps que spécification dans le
chapitre suivant.
Trouver une équation holonome à partir d’une équation algébrique peut être fait
automatiquement par le calcul formel. Ici, nous avons par exemple utilisé Maple avec
le package gfun [SZ94] en partant de l’équation
M(z) = z + zM(z) + zM(z)2.
On obtient ainsi, après réorganisation des termes, l’équation holonome :
(1− z)M(z) + (z − 2z2 − 3z3)M ′(z) = 2z.
On pose M•(z) = zM ′(z) (basé sur la définition usuelle du point) et M?(z) =
M(z) +M•(z). L’équation holonome ci-dessus se réécrit alors :
M?(z) = 2z + zM?(z) + zM•(z) + 3z2M•(z). (6.1)
D’un point de vue combinatoire,M• est la classe des arbres de Motzkin pointés.
On note égalementM(`) la classe des arbres de Motzkin pointés sur une feuille et par
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M(u) la classe des arbres de Motzkin pointés sur un nœud unaire. On définitM?, de
série génératrice M?(z) (ce qui sera prouvé à la section 6.1.3), par :
M? =M(`) +M(`) +M(u),
En d’autres mots, la classe M? est la classe des arbres de Motzkin pointés sur une
feuille de deux manière différente (en rouge ou en bleu) ou pointés sur un nœud unaire
(que l’on dira pointés en vert). Ici encore, on désigne un arbre deM? comme un arbre
pointé en couleur .
Dans la section 6.1.2, nous donnons une interprétation combinatoire de l’équation
(6.1). Dans la section 6.1.3 nous interpretons l’équation M?(z) = M(z) + M•(z) de
manière similaire à ce qui a été fait dans la section 5.1.2 du chapitre précédent. On en
dérivera un générateur aléatoire « à la Rémy » dans la section 6.2.
6.1.2 La greffe pour les arbres de Motzkin
Cette section est dévouée à la bijection G sur les arbres de Motzkin :
G : 2Z + ZM? + ZM• + 3Z2M• →M?.
Cette bijection reprend l’idée de greffe de la bijection de Rémy, mais cette fois-ci
la récurrence est sur deux niveaux (les arbres de taille n peuvent être obtenus à partir
d’arbres de taille n − 1 ou n − 2). Dans un formalisme légèrement différent, cette
bijection avait été découverte par Dulucq et Penaud [DP02]. La bijection inverse est
donnée en preuve.
Pour plus de clarté, on commence par réécrire l’identité
2Z + ZM? + ZM• + 3Z2M• =M?
dans le cas où les arbres produits sont de taille n, avec n ≥ 3, ce qui donne :
Gn : ZM?n−1 + ZM•n−1 + 3Z2M•n−2 →M?n.
Maintenant, nous décomposons l’opération Gn en fonction de son ensemble de
départ.
– G1n :M?n−1 →M?n
L’opération effectuée dépend du la couleur du point.
– Si l’on part d’un arbre pointé en rouge sur une feuille `, on appelle p le père de
`. L’opération G1nconsiste à ajouter un nouveau nœud unaire comme parent
de ` et fils (droit, gauche ou unaire en fonction de ce qu’était `) de p. On
conserve le point en rouge sur `.
– Si l’on part d’un arbre pointé en rouge sur une feuille `, on fait une modification
similaire et on conserve le point en bleu sur `.
– Si l’on part d’un arbre pointé en vert sur un nœud unaire u, on note p son
père et f son fils. L’opération G1n consiste à transformer u en noeud binaire
de père p, ayant f pour fils gauche et une feuille ` nouvellement crée pour fils
droit. Ce nouvel arbre est considéré comme pointé en rouge sur `.
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Figure 6.1 – La bijection G pour les arbres de Motzkin. Dans le cas G1 (au-dessus), le
résultat dépend de la couleur du point. Remarquons qu’appliquer G1 ou G2 augmente
la taille de 1 alors qu’appliquer G3, G4 ou G5 augmente la taille de 2.
– G2n :M•n−1 →M?n
On part d’un arbre pointé sur un nœud d, de père p, auquel on doit ajouter un
nœud. Le nouvel arbre est formé un ajoutant un nœud unaire u qui devient le
père de d et le fils (gauche, droit ou unaire selon ce qu’était d) de p. L’arbre est
considéré comme pointé en vert sur u.
– G3n :M•n−2 →M?n
On part d’un arbre pointé sur un nœud d, de père p auquel on doit ajouter deux
nœuds. On crée un nouveau nouveau binaire b et une nouvelle feuille ` tel que
b devient le père de d, p devient le père de b et ` devient le fils droit de b. Le
nouvel arbre est considéré pointé en bleu sur `.
– G4n :M•n−2 →M?n
On part d’un arbre pointé sur un nœud d, de père p auquel on doit ajouter deux
nœuds. On crée un nouveau nouveau binaire b et une nouvelle feuille ` tel que
b devient le père de d, p devient le père de b et ` devient le fils gauche de b. Le
nouvel arbre est considéré pointé en rouge sur `.
– G5n :M•n−2 →M?n
On part d’un arbre pointé sur un nœud d, de père p auquel on doit ajouter deux
nœuds. On crée un nouveau nouveau binaire b et une nouvelle feuille ` tel que
b devient le père de d, p devient le père de b et ` devient le fils gauche de b. Le
nouvel arbre est considéré pointé en bleu sur `.
Ces opérateurs sont représentés dans la figure 6.1, où un nœud pointé est toujours
représenté par • , une feuille pointée en bleu par ↖ , une feuille pointée en rouge par
↗ et un nœud unaire pointé en vert par ↓ .
Avant de donner la bijection réciproque en preuve, on peut constater que Gn crée
bien (dans l’ordre où les opérations on été présentées) :
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– des arbres pointés en rouge sur une feuille fille unique
– des arbres pointés en bleu sur une feuille fille unique
– des arbres pointés en rouge sur une feuille fille droite
– des arbres pointés en vert sur un nœud unaire
– des arbres pointés en bleu sur une feuille fille droite
– des arbres pointés en rouge sur une feuille fille gauche
– des arbres pointés en bleu sur une feuille fille gauche.
Démonstration. De même que pour G, la bijection réciproque G−1 est décomposée en
fonction du type du point de T ∈ M?n. Nous décrivons ici explicitement G−1, mais il
n’y a rien de compliqué : il suffit de défaire chaque opérations effectuée par G.
Soit T ∈M?n, de taille n
– Si T est pointé en rouge sur une feuille fille unique `, son image est dansM?n−1.
Soit u le nœud unaire père de ` et p le père de u. On obtient l’arbre G−1(T ) en
supprimant u. La feuille ` devient alors la fille (gauche, droit ou unique selon
ce qu’était u) de p. Le reste de l’arbre est inchangé et l’on conserve la point en
rouge sur `.
– Si T est pointé en rouge sur une feuille fille unique `, son image est dansM?n−1
et l’opération est alors identique à celle du cas précédent, à la couleur du point
près.
– Si T est pointé en rouge sur une feuille fille droite `, son image est dansM?n−1.
Soient b le nœud binaire père de `, p le père de b et d le fils gauche de b. L’arbre
G−1(T ) est obtenu en supprimant `, transformant b en un nœud unaire de père
p et de fils unique d. L’arbre est maintenant considéré comme pointé en vert sur
b.
– Si T est pointé en vert sur un nœud unaire u, son image est dansM•n−1. Soient
p le père de u et d son fils. L’arbre G−1(T ) est obtenu en supprimant u, et d
devient alors le fils (gauche, droit ou unaire selon ce qu’était u) de p. L’arbre est
considéré pointé sur d.
– Si T est pointé en rouge sur une feuille fille droite `, son image est dansM•n−2.
Soient b le nœud binaire père de `, p le père de b et d le fils gauche de b. L’arbre
G−1(T ) est obtenu en supprimant ` et b. Le nœud d devient alors le nouveau fils
(gauche, droit ou unique selon ce qu’était b) de p. L’arbre est considéré comme
pointé sur d.
– Si T est pointé en rouge sur une feuille fille gauche `, son image est dansM•n−2.
Soient b le nœud binaire père de `, p le père de b et d le fils droit de b. L’arbre
G−1(T ) est obtenu en supprimant ` et b. Le nœud d devient alors le nouveau fils
(gauche, droit ou unique selon ce qu’était b) de p. L’arbre est considéré comme
pointé sur d.
– Si T est pointé en bleu sur une feuille fille gauche `, son image est dansM•n−2.
Soient b le nœud binaire père de `, p le père de b et d le fils droit de b. L’arbre
G−1(T ) est obtenu en supprimant ` et b. Le nœud d devient alors le nouveau fils
(gauche, droit ou unique selon ce qu’était b) de p. L’arbre est considéré comme
pointé sur d.
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Figure 6.2 – Des arbres pointés en couleur deM? et leur arbres pointés associés de
M+M•.
6.1.3 Le repointage
Nous allons maintenant donner la bijection correspondant à l’identité :
M? =M• +M.
Cette bijection est une extension de l’opération de repointage présentée à la sec-
tion 5.1.2 du chapitre précédent pour pouvoir également prendre en compte les nœuds
unaire. Lorsqu’on l’applique à un arbre de Catalan (tout arbre de Catalan est un arbre
de Motzkin) on a bien exactement la même opération.
Nous partons donc d’un arbre pointé en couleur T de M? et nous allons obtenir
un arbre pointé ou pas de même forme.
Par convention, on considère que la racine est un fils droit, et on ordonne les
ancêtres de chaque nœud depuis celui-ci jusqu’à la racine.
L’opération de repointage pour un arbre de Motzkin est définie comme suit.
– Si T est pointé en bleu sur une feuille `, soit v son premier ancêtre qui est un
fils gauche, ou v = ⊥ si il n’existe pas de tel ancêtre.
– Si T est pointé en rouge sur une feuille `, soit v son premier ancêtre qui est un
fils droit. Comme la racine est un fils droit, un tel ancêtre existe toujours.
– Si T est pointé en vert sur un nœud unaire u, soit v son fils.
Dans chacun de trois cas, l’arbre est maintenant considéré pointé sur v, ou non pointé
si v = ⊥. C’est donc bien un élément deM• +M.
Proposition 6.1. Le repointage décrit ci-dessus est une bijection.
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Démonstration. Soit v un nœud de T ou v = ⊥. On prouve qu’il existe une unique
manière de pointer en couleur une feuille de T tel quel son repointage donne (T, v).
On va pour cela distinguer quatre cas, les trois premiers étant identiques au cas des
arbres de Catalan.
– Si v = ⊥, la feuille pointée en couleur correspondante ` doit être pointée en bleu
et ne pas avoir de fils gauche parmi ses ancêtres. On en déduit que ` est la feuille
la plus à droite de T .
– Si v est un fils gauche, la feuille pointée en couleur correspondante ` doit pointée
en bleu et être la descendante de v telle que la branche de v à ` ne contient pas
de fils gauche. Ce qui signifie que ` est la descendante la plus à droite de v.
– De manière similaire, si v est un fils droit, la feuille pointée en couleur corres-
pondante ` doit être pointée en rouge et être la descendante la plus à gauche de
v.
– Si v est un fils unique, le point d’origine est vert et est placé sur son père.
On a donc bien une bijection.
6.2 Génération aléatoire
Nous allons présenter dans cette section un algorithme de génération aléatoire
uniforme d’arbre de Motzkin, de complexités en temps, espace et nombre de bits aléa-
toires linéaires. On reprend pour cela le modèle de complexité du chapitre précédent,
en rappelant que l’on peut tirer un entier aléatoire de {1, . . . , 9} en temps constant.
Théorème 6.2. L’algorithme 15 renvoie un arbre de Motzkin de taille n uniformément
distribué. Sa complexité en temps est linéaire en moyenne.
La preuve est très similaire à celle du théorème 5.2 du chapitre précédent. Dans
la suite, nous passons rapidement sur les parties similaire pour se concentrer sur les
différences. On commence par établir deux lemmes, similaire à ceux du cas binaires.
Lemme 6.3. Soit T un arbre de Motzkin pointé en couleur à n nœuds. Une passe
dans l’algorithme 14 atteint T avec probabilité :
P(T ) = 12 · 3n−1 .
Démonstration. Par récurrence sur n.
Lemme 6.4. Supposons que l’algorithme 15 ait renvoyé un arbre de taille n avec
succès. La génération a utilisé O(n) opérations.
Démonstration. Comme pour la preuve du lemme 5.4,on doit prouver que, au cours
de l’algorithme, le point parcourt une distance en O(n) lors des repointages. Cette fois
encore, nous considérons la profondeur du nœud pointé dans l’arbre T en train d’être
généré. Sa profondeur :
– augmente de un à chaque fois qu’une opération G1, G3, G4 ou G5 est appliquée ;
– augmente de un à chaque fois que l’on doit repointer un point vert ;
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Algorithm 14: Un essai de tirage d’un arbre de Motzkin
Input: Une taille n.
Output: Un arbre unaire-binaire de taille n, n+ 1 ou FAIL
T := une feuille pointée en rouge ou en bleu (avec probabilité 1/2 chacun)1
While |T| < n do :2
Choisir l’un des cas suivants :3
Avec probabiblité 13 ,4
T := G1(T )5
Avec probabiblité 13 ,6
(T, v) = repointer T7
si v = ⊥ return FAIL8
T := G2(T, v)9
Avec probabiblité 19 ,10
(T, v) = repointer T11
si v = ⊥ return FAIL12
T := G3(T, v)13
Avec probabiblité 19 ,14
(T, v) = repointer T15
si v = ⊥ return FAIL16
T := G4(T, v)17
Avec probabiblité 19 ,18
(T, v) = repointer T19
si v = ⊥ return FAIL20
T := G5(T, v)21
return T22
Algorithm 15: Arbre de Moztkin aléatoire
Input: Une taille n.
Output: Un arbre unaire-binaire de taille n
T =Un essai de tirage d’un arbre de Motzkin (n)1
While T = FAIL ou |T | = n+ 1 do :2
T =Un essai de tirage d’un arbre de Motzkin (n)3
return T4
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– reste identique si G2 is appliqué ;
– décroit lorsque le point voyage lors du repointage.
De plus, un point vert ne peut être produit que par G2, ce qui fait que la profondeur
du point augmente au plus une fois par itération. Comme la profondeur est positive
ou nulle, le point ne se déplace vers le haut qu’au plus n fois.
Preuve du théorème 5.2. Par le lemme 6.3, tous les arbres pointés en couleur à n nœuds
sont générés avec la même probabilité. Comme chaque arbre a n+ 1 points possibles,
l’uniformité est prouvée.
Le nombre d’arbres de Motzkin à n noeuds est le n-ième nombre de Motzkin Mn,
qui est de l’ordre de 3nn−3/2. En utilisant le lemme 6.3 on prouve, de manière identique
à ce que l’on a fait dans la preuve du théorème 5.2, que la probabilité de succes d’un
run de l’algorithme 14 est :
(n+ 1)Mn
2 · 3n−1 ≈ n
−1/2,
et qu’il y a donc en moyennes O(√n) passes qui échouent.
Trouvons maintenant le cout moyen d’une passe qui échoue. Si k < n, la proposi-
tion 5.1 et le lemme 6.3 montrent que la probabilité d’échouer à l’étape k est :
Mk
2 · 3k−1 ≈ k
−3/2.
De plus, il y a (n+ 2)Mn+1 arbres pointés en couleur de taille n+ 1. Par le lemme 6.3,
la probabilité d’échouer en atteignant la taille n+ 1 est au plus :
(n+ 2)Mn+1
2 · 3n−1 ≈ n
−1/2.
Par le lemme 6.4, le coût moyen d’une passe qui échoue est donc :
n−1∑
k=0
O(k · k−3/2) +O(n · n−1/2) = O(√n).
On en déduit que le complexité totale de l’algorithme 15 est O(√n) fois O(√n),
soit O(n).
Cette fois encore, l’algorithme nous permet de tirer uniformément des arbres poin-
tés en transformant le point une dernière fois avant de renvoyer l’arbre.
6.2.1 Structure de données et implémentation pratique
Pour implémenter nos algorithmes, on représente un arbre comme un tableau de
nœuds, chaque nœud contenant quatre valeurs :
– un entier représentant son arité (0, 1 ou 2 si le nœud est une feuille, unaire ou
binaire),
– l’indice de son père (avec une valeur distinguée pour la racine),
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– deux indices pour ses fils éventuels.
Un nœud a donc besoin de 128 bits pour être stocké si l’arbre une taille inférieure à
232. 1 Ces informations suffisent à effectuer en temps constants les opérations que nous
souhaitions.
Notre implémentation permet de générer un arbre de taille environ 10 millions en
environ 5 secondes sur un PC standard. Ce temps augmente significativement si l’on
souhaite écrire ou dessiner l’arbre.
6.3 Conclusion et perspectives
Au cours de cette partie nous avons vu des spécifications basées sur des équations
holonomes traduisant un processus de greffes (i.e., de transformations locales) plutôt
que des spécifications algébriques traduisant des processus de branchements pour les
arbres de Catalan et les arbres de Motzkin. Ces spécifications nous mènent vers des
générateurs aléatoires uniformes très efficaces, de complexité linéaire à la fois en espace
temps et nombre de bits aléatoires utilisés. Comme toute série génératrice algébrique
est également holonome, nous espérons pouvoir trouver d’autres spécifications de ce
type. À long terme, on peut même imaginer définir toute une famille de classes combi-
natoire pouvant être générées « à la Rémy », faisant de cet algorithme connu comme
ad hoc une nouvelle méthode générique de génération aléatoire. La principale difficulté
est que l’on doit pour cela trouver une interprétation combinatoire aux équations ho-
lonomes. Ceci n’est pas toujours possible, et même pour des classes combinatoires très
simples, comme la classe de arbres de Motzkin, ce ne fut pas élémentaire.
De plus, dans le cas des arbres de Catalan, le générateur que l’on obtient a une
complexité en nombre de bits aléatoires quasi-optimale. Nous sommes actuellement
en train d’étudier d’autres classes pour lesquelles on pourrait obtenir un générateur
quasi-optimal. Pour cela, la première extension possible est de considérer les mots
équilibrés, c’est-à-dire les mots à deux lettre ayant autant de a que de b. Comme la
classe de tels mots est en bijection avec les arbres binaires, on peut directement réuti-
liser notre générateur, mais écrire un générateur spécifique nous permettra d’étudier
des variations autour de ce cas, tels que les mots équilibrés à 2n lettres.
D’autres classes sont usuellement traitées (pour l’énumération, par exemple) par
des équations holonomes telles que les chemins, les méandres ou les permutations
évitant certains motifs. Donner un générateur aléatoire sur le principe de greffe pour
une de ces classes est déjà un grand défi, et présenterait certainement une avancée
significative pour leur génération aléatoire.
Nous allons maintenant brièvement présenter des travaux sur la spécification bi-
variée d’arbres de Motzkin, n’ayant pas encore abouti à des générateurs aléatoires
efficaces.
1. On remarque que la complexité en espace est donc en fait en O(n logn) si l’on considère vraiment
la taille des pointeurs. Comme en pratique l’algorithme doit être implémenté différemment dans le cas
où on retire cette borne, que stocker un arbre plus gros est difficile et que les applications potentielles
ne le justifient pas nous avons fait le choix de considérer ces pointeurs de taille O(1), car on utilise
une taille fixe quelque soit la taille de l’arbre que l’on souhaite généré, dans l’intervalle [1, 232].
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6.3.1 Spécifications pondérées
Afin de pouvoir simuler des distributions non-uniformes, on peut vouloir pondérer
des nœuds ou des configurations. Pour cela nous utilisons des spécifications bivariées
où la marque U pourra être ensuite remplacée par un réel bien choisi pour approcher
la distribution voulue. Nous présentons ici deux modèles pondérés différents : dans
l’un d’entre eux les nœuds unaires sont pondérés alors que dans l’autre ce sont les
opérateurs de greffes. Pour le moment, ces spécifications ne mène pas à une génération
aléatoire efficace.
Nœuds unaires pondérés
Nous présentons ici comment adapter la bijection de la section 6.1 à la classe A
des arbres unaires-binaires dont les noeuds unaires sont marqués par U . On a :
A? = 2Z + ZUA? + ZUA• + 4Z2A• −Z2U2A• (6.2)
où A? = A• +A.
En fait, le terme négatif −Z2U2M• peut être réécrit comme −ZU(ZUM•) qui,
en reprenant la bijection pour les arbres de Motzkin, correspond à l’opération créer
un nœud unaire pointé en vert puis le transformer en nœud binaire. On peut donc
réécrire l’équation 6.2 comme :
A? = 2Z + ZU(A(`) +A(`)) + ZUA• + 4Z2A•
où A(`) est la classe des arbres unaire-binaire pondérés pointés en bleu sur une feuille
et A(`) la classe des arbres unaire-binaire pondérés pointés en rouge sur une feuille.
Nous nous basons sur cette équation et décrivons maintenant la bijection
H : 2Z + ZU(A(`) +A(`)) + ZUA• + 4Z2A• → A?,
très similaire à la bijection G.
– H1n,k : A(`)n−1,k−1 → A?n,k On part d’un arbre pointé en rouge sur une feuille `.
L’opération H1 est équivalente à l’opération G1 sur un arbre pointé en rouge.
– H2n,k : A(`)n−1,k−1 → A?n,k On part d’un arbre pointé en bleu sur une feuille `.
L’opération H2 est équivalente à l’opération G1 sur un arbre pointé en bleu.
– H3n,k : A•n−1,k−1 → A?n L’opération H3n,k, équivalente à G2 consiste à ajouter
un noeud unaire pointé en vert au-dessus du noeud pointé.
– H4n,k : A•n−2,k → A?n,k Cette opération est similaire à G3. On part d’un arbre
pointé sur un nœud d, de père p et on ajoute un nœud binaire et une feuille à
droite de l’endroit pointé. L’arbre est maintenant considéré pointé en bleu sur
la nouvelle feuille.
– H5n,k : A•n−2,k → A?n,k Cette opération est similaire à G4. On part d’un arbre
pointé sur un nœud d, de père p et on ajoute un nœud binaire et une feuille à
gauche de l’endroit pointé. L’arbre est maintenant considéré pointé en rouge sur
la nouvelle feuille.
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– H6n,k : A•n−2,k → A?n,k Cette opération est similaire à G5. On part d’un arbre
pointé sur un nœud d, de père p et on ajoute un nœud binaire et une feuille à
gauche de l’endroit pointé. L’arbre est maintenant considéré pointé en bleu sur
la nouvelle feuille.
– H7n,k : A•n−2,k → A?n,k On part d’un arbre pointé sur un nœud d, de père p. On
crée un nouveau noeud binaire b et une nouvelle feuille ` tel que b devient le
père de d ; p devient le père de b et ` est le fils droit de b. Le nouvel arbre est
considéré pointé en rouge sur `.
Cette spécification nous permet immédiatement d’obtenir un générateur aléatoire,
similaire à l’algorithme 14 en ajoutant un rejet lorsque l’on cherche à greffer sur un
nœud unaire pointé en vert, et en pondérant les probabilités en fonction des coefficients
des termes correspondants. Cependant, cet algorithme a une complexité exponentielle
en moyenne, et est donc moins efficace que les algorithmes classiques, comme par
exemple la méthode de Boltzmann bivariée [BP10], rejet anticipé [BPS92] où méthodes
via mots de Łukasiewicz [BDM14]. Une de nos perspective est bien sur de chercher à
adapter ce générateur pour le rendre efficace.
Arbres de Ford
Les arbres de Ford [For06, PW09] correspondent à des processus probabilistes,
pouvant être décrit comme des processus où à chaque étape on effectue une greffe de
Rémy dans un arbre binaire mais où chaque nœud binaire à probabilité proportionnelle
à α d’être choisi et chaque feuille à 1−α. Nous considérons ici un modèle très légèrement
différent où lorsque l’on fait grossir un arbre de taille 2n + 1 chaque nœud binaire à
probabilité proportionnelle à αn d’être choisi et chaque feuille à (1− α)(n+ 1).
On peut obtenir une spécification différentielle pour les arbres de Ford finis en
modifiant légèrement celle correspondant à la bijection de Rémy :
U ∂F
∂U = ZU + αV
2Z2U ∂F
∂V + (1− α)VZ
2U2∂F
∂U
où F est la classe des arbres de Ford où les nœuds binaires sont marqués par U et α
est une constante.
Cette spécification devrait permettre l’analyse asymptotique de propriétés de ces
arbres. Des travaux en cours devraient notamment permettre de montrer par la com-
binatoire analytique que leur hauteur moyenne est en O(nα).
Troisième partie
λ-termes
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Chapitre 7
Introduction : λ-termes
Le λ-calcul a été inventé dans les années 30 par Church et Kleene [Chu36, Kle35a,
Kle35b] et a aujourd’hui un rôle fondamental en informatique théorique. Il s’agit d’un
langage reposant sur l’ensemble des λ-termes et constitué de règles de manipulation.
Cette construction donne un système très proche des arbres de preuves (voir par
exemple [LBB+13, Partie 2]). Le λ-calcul se révèle être un outil très puissant pour
décrire et prouver des programmes, analyser des langages de programmation, et faire
des preuves formelles en logique. Toute la programmation linéaire, comme par exemple
LISP, est fondée dessus.
Pourtant, peu de propriétés statistiques sont aujourd’hui connues sur ces objets.
Nous nous intéressons ici à l’énumération et la génération aléatoire de λ-termes. Cette
étude rentre dans le cadre du champ de recherche récent sur la logique quantitative, i.e.,
l’évaluation de différents paramètres caractérisants des systèmes de logique [FGGZ07,
GK09, MTZ00]. L’énumération des λ-termes en général est un problème extrêmement
complexe qui a été posé par Ph. Flajolet en 2006. Seules des bornes larges sont connues
(cf. la discussion autour de ce problème dans [BGG11] et pour un problème similaire
dans [GL12, fin de la Sec. 3]). C’est pourquoi nous avons opté dans cette thèse pour
une simplification du modèle. Les classes restreintes de λ-termes que l’on a abordées
sont à la fois plus abordables d’un point de vue analytique et elles ont néanmoins un
sens du point de vue du λ-calcul.
Dans cette thèse, nous nous concentrons uniquement sur le langage des λ-termes
indépendamment des règles de calcul associées. En particulier, les termes pourront ne
pas être typables, et les termes équivalents (au sens par exemple de la β−reduction)
sont considérés comme différents. L’objectif de cette analyse quantitative est de pou-
voir, par la suite, étudier des densités de classes ayant certaines propriétés, mais aussi
de créer une boîte à outils potentiellement réexploitable sur des classes plus complexes
(par exemple les lambda-termes typables).
Nous abordons, dans la suite de ce chapitre, les définitions de classes de λ-termes
ainsi que des spécifications bivariées pour celles-ci. Nous présentons dans le chapitre 8
une bijection entre certaines classes de cartes combinatoires et des sous-classes de λ-
termes : les λ-termes linéaires et affines, définis en section 7.4. Nous en déduisons leur
énumération mais également des générateurs aléatoires uniformes efficaces. Dans le
chapitre 9 nous nous intéressons à une extension des λ-termes linéaires et affines, pour
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lesquels nous donnons des spécifications reposant sur un principe de greffe. Ce même
principe nous permet également d’obtenir une spécification des λ-termes clos. Dans un
cas, celui des λ-termes multi-linéaires, on est alors capable d’obtenir le comportement
asymptotique de leur séquence d’énumération. Nous donnons également de nouvelles
bornes pour le comportement asymptotique du nombre de λ-termes.
7.1 Définition
L’ensemble des λ-termes est défini comme :
– pour toute variable x, x est un λ-terme, on dit alors que c’est la variable libre x
– si L1 et L2 sont des λ-termes, L1 L2 est un lambda terme, on appelle ce terme
l’application de L1 à L2,
– si L est un λ-terme, pour toute variable x, λx.L est un lambda terme, on appelle
ce terme l’abstraction de x dans L : toute les occurrences de la variable libre x
dans L deviennent liées (et ne sont donc plus libres).
La taille d’un λ-terme est son nombre total de variables (libres ou liées), d’abstractions
et d’applications.
On considère les λ-termes à renommage des variables liées près. Par exemple,
comme chaque variable lie seulement les variables libres de même nom du sous-terme
auquel il s’applique, les termes λy.(λx.x ∗ λz.y), λy.(λx.x ∗ λx.y) et λx.(λy.y ∗ λz.x)
sont identiques.
Un λ-terme est dit clos s’il ne contient pas de variable libre. Par exemple, (λx.(x ∗
x) ∗ λy.y) est un λ-terme clos alors que (λx.(x ∗ z) ∗ λy.y) n’en est pas un.
Remarque. Ici, on s’intéresse à l’ensemble de tous les λ-termes, normalisables ou pas,
indépendamment de la sémantique.
Des modèles avec une notion de taille différente (les variables ne comptent pas) ont
été étudiés dans [DGK+10, GL12]. Dans [DGK+10] des bornes supérieure et inférieure
sur le nombre de λ-termes de taille donnée ont été trouvées et des questions comme
celle de la proportion de termes typables ont été discutées. L’article [GL12] aborde la
question de l’énumération par une représentation des termes utilisant les indices de De
Bruijn. Les auteurs y obtiennent une relation de récurrence pour les termes avec ou
sans contraintes sur le nombre de variables libres et évoquent également la question
de la génération aléatoire des termes, ce qui leur permet une étude expérimentale de
différentes propriétés telles que la typabilité et des caractéristiques de taille.
7.2 Arbre syntaxique
A chaque lambda-terme on associe un arbre syntaxique : l’arbre syntaxique d’un
λ-terme est un arbre unaire-binaire planaire enraciné où :
– Une feuille représente une variable, on lui associe une étiquette correspondant
au nom de la variable,
– un nœud binaire représente l’application du terme correspondant à son fils gauche
à celui correspondant à son fils droit,
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– un nœud unaire est associé au nom d’une variable, et représente l’abstraction de
cette variable dans le terme correspondant à son arbre fils.
(λx.(x ∗ x) ∗ λy.y) λy.(λx.x ∗ λz.y)
x x
y
x y
Figure 7.1 – Deux arbres syntaxiques et leur λ-termes correspondant. Notez que les éti-
quettes sur les nœuds peuvent être oubliées puisque (λx.(x ∗ x) ∗ λy.y) et (λa.(a ∗ a) ∗ λb.b)
représent le même terme.
Avec cette représentation, on peut remplacer le nom des variables liées par un lien
entre un nœud unaire et les feuilles liées par l’abstraction. Ces liens lient toujours des
feuilles du sous-arbre du nœud unaire.
Figure 7.2 – Les mêmes arbres syntaxiques que dans figure 7.1.
7.3 Spécification bivariée
En suivant la définition précédente qui construit un λ-terme par la racine de ma-
nière non-ambigüe on obtient la spécification bivariée suivante :
Λ(Z,U) = UZ + ZΛ(Z,U)× Λ(Z,U) + ZΛ(Z, 1 + U)
où Λ(Z,U) est la série bivariée des λ-termes comptés selon leur taille et le nombre de
variables libres. Il faut noter que l’on omet ici le nom des variables liées, mais aussi
ceux des variables libres. Aussi les termes z(λx.x) et y(λx.x) sont représentés de la
même façon. Pour obtenir de "vrais" λ-termes à k variables libres ils faudrait k-colorer
les U , ce qui reviendrait à faire une substitution U → U1 + U2 + ...+ Uk.
La classe Λ(Z, 0) est la classe des λ-termes clos : l’omission du nom des variables
est ici non ambigüe car il n’y a pas de variable libre. Les termes clos sont spéciale-
ment intéressants car tous les termes sémantiquement corrects sont clos. Pour faire
un parallèle avec les programmes, une variable libre se rapproche d’une variable non
définie, ce qui n’est pas correct sémantiquement. Dans la suite, nous nous intéressons
uniquement aux termes clos.
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On peut, par traduction directe, obtenir des équations sur les séries génératrices
des λ-termes généraux et clos à partir de ces spécifications.
7.4 λ-termes linéaires et affines
7.4.1 Définition des λ-termes linéaires
Définition 7.1. Un λ-terme linéaire est un λ-terme clos où chaque abstraction lie
exactement une variable.
Par exemple λx.(λz.(xz)) est un λ-terme linéaire alors que λx.(xλz.(xz)) n’en est
pas un.
Une spécification bivariée des λ-termes linéaires avec variables libres, où Z compte
la taille et U les variables libres, est :
L(Z,U) = UZ + ZL(Z,U)× L(Z,U) + Z ∂L
∂U (Z,U); (7.1)
puis la classe des λ-termes linéaires est L(Z, 0). En effet, un λ-terme linéaire pouvant
contenir des variables libres est soit :
– réduit à une feuille, ce qui correspond au terme UZ,
– l’application d’un λ-terme linéaire pouvant contenir des variables libre à un autre,
autrement dit un arbre de racine binaire, ce qui correspond au terme ZL(Z,U)×
L(Z,U),
– l’abstraction d’une variable apparaissant exactement une fois dans un λ-terme
linéaire contenant des variables libres : cela revient à choisir une marque U et à
la supprimer, la variable n’étant plus libre, en faisant à la place apparaitre un
lien de cette feuille au nœud unaire. On obtient donc le terme Z ∂L
∂U (Z,U).
On remarque qu’un λ-terme linéaire est forcément de taille 3n + 2 : dans l’arbre
syntaxique, il y a une feuille de plus que de nœuds binaires (puisque c’est un arbre
unaire-binaire) et autant de nœuds unaires que de feuilles (puisque chaque nœud unaire
lie une feuille est chaque feuille est liée).
Ces λ-termes correspondent, via l’isomorphisme de Curry-Howard (voir par exemple
[LBB+13, Partie 2]) aux termes du système de logique BCI : les preuves de logique
linéaire obtenues à partir de axiomes B, C et I [Hin93]. Ces termes sont très étudiés
en logique combinatoire [II65b, II65a, IT79].
7.4.2 Suite de Wright-Louchard-Takács
À partir de la spécification précédente, on peut calculer les premiers coefficients de
la séries génératrice, i.e., le nombre de λ-termes linéaires de taille 2, 5, 8, 11, 14, 17, 20...
est 1, 5, 60, 1105, 27120, 828250.... Il s’agit de la séquence de Wright-Louchard-Takács
apparraisant dans les articles [FL01, VM10, FPV98] dans différents cadres : l’énu-
mération asymptotique de graphes connexes par excès, les moments des longueurs
de chemins et d’inversions dans les arbres, les moments de l’aire sous une excursion
(discrète ou continue), l’énumération de digrammes trivalents...
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On peut obtenir directement l’asymptotique du nombre de λ-termes linéaires en
résolvant l’équation différentielle de Ricatti 7.1, qui a une solution explicite :
T (x) = 12x −
Ai′(1/4x2)
Ai(1/4x2)
où Ai est la fonction d’Airy. Dans le chapitre 8 nous retrouverons le comportement
asymptotique des λ-termes linéaires par une méthode bijective, qui permet également
d’en tirer un générateur aléatoire efficace et s’étend au λ-termes affines.
7.4.3 Définition des λ-termes affines
Définition 7.2. Un λ-terme affine est un λ-terme clos où chaque abstraction lie au
plus une variable.
Par exemple λx.(λz.(xz)) et λx.λy.(λz.(xz)) sont des λ-termes affines.
Une spécification bivariée des λ-termes affines, où Z compte la taille et U les
variables libres, est :
A(Z,U) = UZ + ZA(Z,U)×A(Z,U) + Z ∂A
∂U (Z,U) + ZA(Z,U)
puis la classe des λ-termes affines est A(Z, 0).
Cette spécification se trouve de manière similaire à celle des λ-termes linéaires.
Comme pour les λ-termes linéaires, on a ici aussi une correspondance avec un
système de logique, le système BCK .
Remarque. La classe des λ-termes affines peut être vue comme la classe des λ-termes
linéaires où chaque nœud (i.e., atome) est remplacé par une séquence non vide de
nœuds, correspondant à la chaîne de nœuds unaires non lié le précédent. On a donc :
A(Z) = L(Z × Seq(Z)).
Chapitre 8
Méthode bijective pour λ-termes
linéaires et affines
Dans ce chapitre nous présentons une bijection permettant d’énumérer et de géné-
rer aléatoirement les λ-termes linéaires et affines. Ces résultats ont été publiés dans
[BGJ10].
8.1 Introduction
Les arbres syntaxiques des λ-termes , où l’on a dessiné explicitement les liens
comme des arêtes, peuvent être vus comme des cartes combinatoires enracinées, i.e.,
des graphes plongés dans un plan (ou une autre surface orientable), dont une demi-
arête est pointée.
Le résultat principal de ce chapitre est de montrer qu’après une transformation
bijective de la carte associée à un λ-terme linéaire, on obtient une classe de cartes facile
à décrire. Cela permet d’avoir une forme explicite et l’asymptotique des coefficients,
ainsi qu’un générateur aléatoire efficace pour les λ-termes linéaires. On peut en fait
étendre ce résultat à un ensemble de classes de cartes combinatoires et à un ensemble
de classes d’arbres enrichis, qui comprend les λ-termes affines. Cette bijection repose
sur un parcours en profondeur déterministe de la carte combinatoire, qui permet de
faire apparaître la structure d’arbre enrichi.
Pour les λ-termes linéaires on retombe ainsi sur la séquence de Wright-Louchard-
Takács, apparaissant par exemple dans [FPV98, VM10]. Par la vision en arbres enri-
chis, cela correspond également à la solution d’équations différentielles non linéaires.
On peut ensuite utiliser cette correspondance pour générer aléatoirement des λ-termes
linéaires ou affines en temps linéaire en la taille du λ-terme généré.
8.2 Cartes combinatoires
Les Cartes combinatoires ont été introduites dans les années 60, pour étudier en
particulier les graphes planaires [Edm60, CFGN10]. Elle ont depuis été intensément
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étudiées pour leur propriétés propres, notamment en genre donné. Ici, nous ne nous
restreignons pas aux cartes planaires et nous n’étudions pas le genre des cartes obte-
nues.
8.2.1 Définitions
Une carte est un graphe connexe (ou les boucles et multi-arêtes sont autorisées),
plongé dans une surface 2-orientable vu à homotopie (déformation continue de la
surface) près. Les cartes non-étiquetées non-enracinées sont assez compliquées à étudier
dû à leur nombreuses symétries, en particulier leur analyse asymptotique a été le sujet
de plusieurs articles [BC78, BFSS01]. Ici, nous nous plaçons dans le cadre beaucoup
plus simple des cartes enracinées. Dans la vision graphes, une carte étiquetée est une
carte où chaque demi-arête porte un numéro entre 1 et 2n où n est le nombre d’arêtes,
chaque numéro n’apparaissant qu’une seule fois, i.e., une arête e = (u, v) porte deux
étiquettes, une du coté de u et une du coté de v.
La définition des cartes étiquetées peut être formulée ainsi :
Définition 8.1. Une carte étiquetée est un triplet (E, σ, α) tel que :
– E est un ensemble fini de demi-arêtes (distinguées les unes des autres),
– σ est une permutation de E,
– α est une involution sans point fixe de E.
– (σ, α) engendre un sous-groupe transitif du groupe des permutations.
Le lien entre la vision graphe et la définition précédente est le suivant : un cycle de
σ correspond à un sommet (représenté par ses demi-arêtes adjacentes dans leur ordre
d’incidence) et un cycle de α correspond à une arête (représenté par l’ensemble de ses
deux demi-arêtes). La dernière condition correspond à la connexité (ou peut atteindre
toute demi-arête depuis n’importe quel demi-arête). Un exemple est donné figure 8.1.
1
5
4
11
6
7
3
10
2
12
9
8
Figure 8.1 – Une représentation de la carte ([|1..12|], σ, α) à dergré
contraints dans {1, 2, 4, 5} où σ = ((1, 9, 2, 6, 3, 4)(5, 7, 10, 11)(8)(12)) et
α = ((1, 5)(2, 12)(3, 10)(4, 11)(6, 7)(8, 9)).
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Remarque. Dans la suite, on utilisera E = {1, 2, ..2n}.
Dans ce chapitre nous nous concentrons plus particulièrement au cas des cartes
étiquetées à degrés contraints : soit D un ensemble d’entiers strictement positifs, une
carte (E, σ, α) est à degrés contraints àD si tous ses sommets ont un degré appartenant
à D. Autrement dit, tous les cycles de σ sont de longueur inclus dans D.
Une carte enracinée est une carte dont une demi-arête est distinguée. Autrement
dit, une carte enracinée est une carte (comptée par ses demi-arêtes) pointée. Plusieurs
définitions équivalentes sont souvent utilisées pour étudier les cartes combinatoires : on
peut parler d’un coin distingué (i.e., un espace entre deux arêtes autour d’un sommet),
ou d’une arête distinguée orientée.
Un arête est l’ensemble de deux demi-arêtes e, e′ telles que α(e) = e′.
Propriété 8.2. La classe des cartes enracinées est rigide.
Une preuve en sera donnée en section 8.3.1. Cette propriété est la raison pour
laquelle le modèle de carte enracinée est beaucoup plus simple que celui sans racine :
l’enracinement élimine toutes les symétries.
8.2.2 Spécification
On cherche ici à décomposer les cartes comme des objets constructibles, afin de
pouvoir y appliquer des méthodes efficaces pour l’analyse asymptotique et pour la gé-
nération aléatoire. Un travail similaire, mais sous l’angle de la théorie des espèces, a été
fait pour le cas des cartes enracinées à degrés contraints à 3 dans [Vid10, VM10] (alors
appelées triangular rooted diagrams). On notera CD la classe des cartes combinatoires
à degrés contraints dans D, où la taille d’une carte est son nombre de demi-arêtes. On
cherche ici une équation combinatoire pour C•D la classe des cartes enracinées à degrés
contraints dans D.
Le définition 8.1 nous conduit à considérer une permutation et une involution sur
le même ensemble. On reconnait ici la définition du produit de Hadamard étiqueté,
présenté dans le paragraphe 1.4.2. Rappelons les spécifications des involutions et per-
mutations :
La spécification d’une involution est :
I = Set(Cyc2(Z))
car c’est tout simplement un ensemble de cycles de longueur 2. La série génératrice
exponentielle associée est exp(x22 ).
De même, une permutation dont les cycles sont à longueur dans D a pour spécifi-
cation :
PD = Set(CycD(Z))
dont la série associée est exp(∑k∈D xkk ). On remarque immédiatement que l’exis-
tence d’une forme close pour cette série dépend de l’ensemble D. En particulier, si D
est fini, la série admet une forme close.
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On souhaite maintenant faire un produit de Hadamard exponentiel de ces deux
classes, mais on remarque qu’ainsi on peut obtenir des graphes plongés non connexes
(avec par exemple la permutation (12)(34) et l’involution (12)(34) ). On obtient donc
en fait un ensemble de cartes. D’où :
Set(CD) = I  P = Set(Cyc2(Z)) Set(CycD(Z)). (8.1)
Corollaire 8.3. La classe C•D des cartes enracinées à degrés contraints à D satisfait
l’équation :(
SeqD(Z)× Set(CycD(Z))
)
 Set(Cyc2(Z)) = C•D × Set(CD). (8.2)
Démonstration. On applique en pointage au deux parties de l’équation (8.1) :
Set(CycK(Z)) Set(Cyc2(Z)) = Set(CK).
On vérifie facilement que, pour deux classes combinatoires étiquetées A et B , (A 
B)• ' A•  B ' A  B• : comme les deux sous-objets sont étiquetés sur le même
ensemble, si on distingue une étiquette dans l’un alors on peut considérer qu’elle l’est
dans l’autre aussi. Et donc le terme de gauche devient :
(Set(CycK(Z)))•  Set(Cyc2(Z)).
Puis, par les relations :
1. Z• = Z
2. (Set(A))• = A• × Set(A)
3. (CycK(A))• = A• × SeqK−1(A) with K − 1 = {k − 1|k ∈ K}
on obtient (
Z × SeqK−1(Z)× Set(CycK(Z))
)
 Set(Cyc2(Z))
pour le terme de gauche, et
C•K × Set(CK)
pour le terme de droite. On en déduit le résultat.
Dans la suite, nous nous intéresserons également aux cartes enracinées où la racine
a un degré contraint à un ensemble R différent de la contrainte D des autres degrés.
On peut facilement modifier l’équation (8.2) pour prendre en compte de telles cartes :
(
SeqR(Z)× Set(CycD(Z))
)
 Set(Cyc2(Z)) = C•R,D × Set(CD). (8.3)
où C•R,D est la classe combinatoire des cartes enracinées dont la racine a un degré inclus
dans R et tous ses autres degrés inclus dans D.
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8.3 Parcours déterministe en profondeur d’abord
et arbres enrichis
Le parcours en profondeur d’abord (DFS , pour Depth-First Search) est un algo-
rithme classique pour explorer des graphes en informatique et en théorie des graphes,
voir par exemple [Knu97a], [CLRS09] (ou des cours de licence).
En quelques mots, voici ce que fait l’algorithme :
Il prend un sommet en entrée.
Si le sommet est marqué, il s’arrête.
Il visite le sommet de l’arbre, et le marque.
Il fait un DFS récursivement sur chacun de ses voisins.
On en déduit un arbre couvrant du graphe. L’arbre couvrant ainsi obtenu dépend
du choix du premier sommet visité et de l’ordre dans lequel on visite les voisins de
chacun des sommets.
Dans le cadre des cartes enracinées, on peut donc aisément construire un parcours
déterministe en profondeur d’abord : le premier sommet visité est celui adjacent à la
racine, puis on parcours les arêtes dans l’ordre cyclique, à partir de celle d’arrivée (au
premier round, la racine). C’est un parcours classique dans les cartes [Tut01].
Dans cette section nous allons décrire comment ce parcours déterministe en profon-
deur d’abord permet d’obtenir une nouvelle équation symbolique différentielle pour les
cartes, que nous rapprocherons dans la section suivante de la définition des λ-termes
linéaires et affines.
8.3.1 L’arbre couvrant en profondeur et droite d’abord
Un arbre couvrant en profondeur d’abord d’une carte est un arbre formé par un
parcours maximal en profondeur d’abord depuis la racine.
Un arbre couvrant en profondeur et droite d’abord est l’arbre couvrant en profon-
deur d’abord où, à chaque fois que l’on a le choix sur la demi-arête suivante on choisit
la prochaine dans l’ordre cyclique local induit par les permutations, i.e., pour une
carte (E, σ, α) la demi-arête visitée après e ∈ E est soit σ(e) soit α(e) en fonction de
la parité du round.
Il est important de remarquer que grâce à l’enracinement de la carte, ce parcours est
entièrement déterministe. En particulier cela prouve la rigidité des cartes enracinées.
Démonstration. Depuis une carte on peut obtenir un arbre couvrant enraciné planaire
de manière déterministe. Pour ce faire, on visite toutes les demi-arêtes de l’arbre.
L’ordre dans lequel on visite les demi-arêtes est déterministe. On peut ainsi les numé-
roter de 1 à n. Pour chaque permutation de {1, 2, ...n} on voit les étiquettes dans un
ordre différent. Il y a donc bien n! cartes enracinées étiquetées différentes correspon-
dant à une carte enracinée.
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Soit T l’arbre couvrant en profondeur et droite d’abord. On peut maintenant par-
titionner les arêtes de la carte en deux parties : les arêtes appartenant à T , appelées
arêtes de l’arbre, et celles n’appartenant pas à T , appelées arêtes liens (voir Fig. 8.2).
Remarque. Soit une carte (E, σ, α), si e ∈ T alors α(e) ∈ T , i.e., si une demi-arête est
dans T alors l’autre moitié de l’arête y est aussi.
Ce parcours en profondeur et droite d’abord permet également de donner une
orientation sur chacune des arêtes. Pour les arêtes de l’arbre il s’agit de l’orientation
racine vers feuille, pour les liens on pose que l’origine de l’arête est le nœud le plus
profond dans l’arbre (celui où on a essayé de prendre l’arête mais où on a vu que l’on
retombait sur nos pas).
8.3.2 Foliation des liens
On cherche ici une bijection entre des classes de cartes et des classes d’arbres
enrichis. On peut ainsi utiliser la spécification des cartes pour énumérer et générer
aléatoirement les arbres associés, ce qui sera fait en sections 8.4 et 8.5. En particulier,
les λ-termes linéaires et les λ-termes affines sont des classes d’arbres enrichis.
En partant d’une carte M on lui associe une carte M˜ où l’on a ajouté un nouveau
sommet sur chaque arête lien. Dans la carte M˜ à chaque fois que l’on crée 2 arêtes (à
partie d’une) une appartient à son arbre couvrant en profondeur et droite d’abord et
l’autre pas (voir Fig. 8.2). De cette manière, toute arête lien est précédée (dans l’ordre
induit par le parcours en profondeur) d’un sommet de degré 2.
Soit C•R,D la classe des cartes enracinées dont la racine a un degré inclus dans R et
tous ses autres degrés inclus dans D, et D•R,D la classe des cartes enracinées dont la
racine a un degré inclus dans R et tous les sommets à l’origine des liens sont de degré
2 et tous les autres degrés appartiennent à D.
Soit (C•R,D)n,r (resp. (D•R,D∪{2})m,r) l’ensemble des cartes de C•R,D (resp. D•R,D) ayant
n arêtes dont r liens (resp. m arêtes et r liens).
Définition 8.4. SoitM = (E, σ, α) ∈ C•R,D, avec |E| = 2n. Soit T et R respectivement
les arêtes de son arbre couvrant en profondeur et droite d’abord et ses liens avec
r = |R|. On définit une nouvelle carte M˜ = (E˜, σ˜, α˜) comme suit :
– E˜ = E ∪ F , F est l’ensemble des nouvelles arêtes (définies juste après)
– Pour chaque arête {e, e′} ∈ R avec e′ = α(e),on définit deux demi-arêtes f et f ′,
tel que σ˜(f) = f ′, σ˜(f ′) = f , α˜(e) = f , α˜(f) = e, α˜(e′) = f ′, α˜(f ′) = e′.
– ∀e ∈ E, σ˜(e) = σ(e).
– ∀(e, e′) ∈ T, α˜(e) = α(e) = e′.
On a M˜ ∈ (D•R,D∪{2})n+r,r.
La transformation de M à M˜ , illustrée dans la figure 8.2n est appelée foliation des
liens.
On remarque que l’arbre couvrant en profondeur et droite d’abord de M˜ est l’arbre
couvrant en profondeur et droite d’abord de M où l’on a ajouté une arête menant à
une nouvelle feuille à l’emplacement de départ des liens de M .
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Lemme 8.5. Pour tout n et r, la foliation des liens est une bijection de (C•R,D)n,r à
(D•R,D)n+r,r.
Démonstration. La foliation des liens est inversible. Soit M˜ = (E ∪ F, σ˜, α˜) Voici une
description de la bijection inverse : les demi-arêtes de F sont les demi-arêtes autour des
sommets de degré 2 qui précèdent les liens. En contractant ses demi-arêtes on retrouve
M (i.e., on peut reconstruire les permutations de manière parfaitement symétriques à
celle de la foliation des liens).
•
•
•
•
+
→
•
•
•
•
+
→
•
•
•
••
• •
+
Figure 8.2 – De gauche à droite : une carte enracinée, sa partition en arêtes de l’arbre
(en gras) et en liens (pointillés), et sa transformation par foliation des liens. La croix
marque la racine.
8.3.3 Équation différentielle bivariée
Grâce à la foliation des feuilles, on peut se ramener à étudier uniquement le cas des
cartes de D•R,D, la classe des cartes enracinées dont la racine a un degré inclus dans
R et tous les sommets à l’origine des liens sont de degré 2 et tous les autres de degré
appartenant à D.
On va ici donner une spécification bivariée de ces cartes. C’est une extension de
l’équation bivariée des λ-termes affines et linéaires donnée en section 7.4. Pour cela on
change ici la fonction taille : la taille d’un arbre enrichi est maintenant son nombre
de nœuds (i.e., sommets). Les deux modèles restent équivalents, en effet le nombre de
noeuds d’une carte de (D•R,D)n+r,r est n+ 1
On voit maintenant les cartes de D•R,D comme des arbres enrichis : la structure
d’arbre est celle donnée par l’arbre en profondeur et droite d’abord, enrichie de liens.
Grâce à la foliation des liens, on sait maintenant que ces liens sont toujours entre des
feuilles et un de leurs ancêtres dans l’arbre. Attention cependant : ici, on a un ordre
cyclique autour de chaque sommet, ce qui correspond à la planarité de l’arbre, mais
cet ordre concerne également les liens.
Comme pour le cas des λ-termes linéaire et affines, vus en section 7.4, on va marquer
les feuilles par U pour pouvoir ensuite les lier par un opérateur différentiel.
Pour plus de simplicité de notation, dans la suite on considère D•R,D = D et on
suppose R et D donnés.
Soit L1 l’ensemble des mots de (a+b)∗ de longueur appartenant à R et commençant
par un a (ou vide si 0 ∈ R, ce qui correspond à autoriser la carte réduite à un sommet).
Soit L2 l’ensemble des mots de (a+b)∗ de longueur appartenant àD−1 = {x−1|x ∈ D}
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et commençant par un a (ou vide si 1 ∈ D). Notons que comme une carte doit être
connexe si 0 ∈ D on peut considérer D \ 0 sans que cela ne change rien.
Théorème 8.6. Une spécification de D est D(Z) = D(Z,U) où
D(Z,U) = ∑
w∈L1
Z × Ew (8.4)
E(Z,U) = ZU + ∑
w∈L2
Z × Ew (8.5)
où Ew =

1 si w = ε ;
E(Z,U)×Dw′ si w = w′a ;
∂Dw′
∂U (Z,U) si w = w′b.
Comme d’habitude, ces équations formelles sur les classes combinatoires se tra-
duisent en équations (ici différentielles) sur la série génératrice. Dans le cas général ces
équations n’ont a priori pas de solution simple.
Démonstration. Soit M une carte de D et T son arbre couvrant en profondeur et
droite d’abord. La première (dans l’ordre cyclique, après l’arête père) arête a d’un
nœud interne n de T est toujours dans T . En effet, lorsque l’on visite le nœud n pour
la première fois dans le parcours en profondeur, aucun des nœuds des sous-arbres de
n n’a encore été visité. Comme un lien lie une feuille à un de ses ancêtres la première
arête ne peut pas être un lien car n n’est pas une feuille et sinon il devrait lier une
feuille d’un sous-arbre de n, donc encore non visité au moment où n est visité, et
dans ce cas on ajoute forcément a à T . Les autres arêtes peuvent être de n’importe
quel type (soit elle lie un nœud non encore visité, soit une feuille d’un des sous-arbres
précédents dans a). Si une arête mène vers un nouveau sous-arbre, cela correspond à
multiplier par D dans la spécification. Si une arête lie une feuille d’un des sous-arbres
précédents, cela correspond à dériver les sous arbres précédant par U (une feuille ne
peut être liée qu’une seule fois).
Exemple. Le tableau de la figure 8.3 montre les différents types de nœuds possible
pour la classe D4 = D{4},{5} où chaque nœud interne a 4 arêtes sortantes. L’équation
8.4 donne ici :
D4 = Z
(
U +D44 +
∂D34
∂U +
∂D24
∂U D4 +
∂D4
∂U D
2
4 +
∂2D24
∂U2 +
∂ ∂D4∂U D4
∂U +
∂2D4
∂U2 D4 +
∂3D4
∂U3
)
= Z
(
U +D44 + 6D24
∂D4
∂U + 4D4
∂2D4
∂U2 + 3
(
∂D4
∂U
)2
+ ∂
3D4
∂U3
)
8.4 Asymptotique des λ-termes linéaires et affines
8.4.1 Énumération asymptotique des λ-termes linéaires
D’après la section précédente et la section 7.4, on retrouve la spécification bivariée
des λ-termes linéaires avec l’équation (8.4) pour R = {2} et D = {3} :
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Nœud à Terme Définition
la racine associé
• ZU Feuille libre.
D44 Nœud ayant 4 fils dans T .
Z ∂D34∂U Nœud ternaire ayant un lien en 4-ème position, liant une feuille
d’un quelconque de ses fils.
Z ∂D24∂U D4 Nœud ternaire ayant un lien en 3-ème position liant une feuille
d’un de ses deux premiers fils.
Z ∂D4∂U D24 Nœud ternaire ayant un lien en 4-ème position, liant une feuille
de son premier fils.
Z ∂2D24
∂U2 Nœud binaire ayant 2 liens en 3-ème et 4-ème positions liants
chacun un feuille quelconque de ses fils.
Z ∂(
∂D4
∂U D4)
∂U Nœud binaire ayant 2 liens en 2-ème et 4-ème positions liants 2
feuilles, resp. dans le premier fils et dans un fils quelconque.
Z ∂2D4
∂U2 D4 Nœud binaire ayant 2 liens en 2-ème et 3-ème positions liants
chacun une feuille de son premier fils.
Z ∂3D4
∂U3 Noeud unaire ayant trois liens liants des feuilles de son fils.
Figure 8.3 – Les différents types de nœuds possibles pour un arbre de D{4},{5}
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Carte • • •× • • •× • • •× • • •× • • •×
Arbre
•
• •
• •
•
• •
•
•
•
• •
•
•
•
• •
•
•
•
• •
•
•
Terme (λx.x) (λy.y) λx.((λy.y) x) λx.(x (λy.y)) λx.(λy.(x y)) λx.(λy.(y x))
Figure 8.4 – Les cartes pointées de taille 8 de C•2,3 et les λ-termes linéaires correspon-
dants de taille 5
– les nœuds binaires ont un père, un fils gauche et un fils droit (sauf la racine). On
a bien un sommet de degré 3 avec un ordre induit par l’orientation des arêtes de
l’arbre.
– les nœuds unaires ont un fils un père et un lien (sauf la racine). La position du
lien n’est pas déterminée, on peut donc fixer canoniquement qu’ils arrivent après
l’arête fils. On a bien un sommet de degré 3 avec un ordre induit par l’orientation
des arêtes de l’arbre.
– la racine est soit un nœud unaire à un fils et un lien, soit est un nœud binaire
est a deux fils. Dans les deux cas le sommet est de degré deux.
(les nœuds unaires ont un fils et un lien, les nœuds binaires deux fils donc tous ont
degré 3 sauf la racine).
On en déduit directement le théorème suivant :
Théorème 8.7. L’ensemble des λ-termes linéaires de taille 3k + 2 est en bijection
avec la classe des cartes enracinées non-étiquetées avec degré de la racine 2 et tout les
autres sommets de degré 3 de taille 6k + 2.
Pour déterminer le comportement asymptotique de λ-termes linéaires, on va se
baser sur l’équation symbolique donnée par la vision carte (équation 8.3) pour obtenir
le théorème suivant :
Théorème 8.8. On a :
C•2,3(x) := x3 ·
d
dx
ln(ex3/3  ex2/2).
où C•2−3 est la classe des cartes enracinée dont la racine est de degré 2 et tous les autres
de degré 3.
Démonstration. Soit C3 la carte des cartes (connexes) dont tous les sommets ont degré
3. Par la spécification (8.1), on obtient :
eC3(x) = ex3/3  ex2/2,
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ce qui donne C3(x) = ln(ex
3/3ex2/2). On peut ensuite pointer (dériver puis multiplier
par x) cette équation pour obtenir les cartes pointées, ce qui donne :
C•3(x) = x
d
dx
ln(ex3/3  ex2/2).
On remarque ensuite que l’opération d’ajouter une racine de degré 2 à coté de la demi-
arête pointée est une opération bijective qui rajoute 2 demi-arêtes. On obtient ainsi le
théorème.
Des calculs élémentaires donnent :
ex
3/3  ex2/2 = ∑
n≥0
(6n)!
(3n)!(2n)!23n32nx
6n.
On applique ensuite la formule de Stirling, ce qui donne :
[x6n](ex3/3  ex2/2) ∼ (6n/e)
n
√
2pin
.
Lemme 8.9. On a
[x6n](ex3/3  ex2/2) ∼ [x6n] ln(ex3/3  ex2/2).
Démonstration. Le point central est le théorème suivant, dû à Bender [Ben74] :
Soient A(x) = ∑n>0 anxn et F (x, y) = ∑i,k fi,kxiyk satisfaisant :
i an−1 = o(an) ;
ii il existe r > 0 tel que
n−r∑
k=r
|akan−k| = O(an−r) ;
iii F (x, y) est analytique en (0, 0).
Définissons les deux séries B(x) = F (x,A(x)) et D(x) = Fy(x,A(x)) où Fy(x, y) =
∂
∂y
F (x, y). Alors,
[xn]B(x) =
r−1∑
k=0
[xk]D(x)an−k +O(an−r).
Dans notre cas, on choisit F (x, y) = ln(1+y) (remarquons qu’il n’est pas nécessaire
d’avoir une série bivariée) et A(x) = ex3/3  ex2/2 − 1. Les conditions i et iii sont
facilement vérifiées. Pour prouver ii, on observe que pour r = 6,
n−6∑
k=6
|akan−k| = O(an−6)
à cause de la croissance surexponentielle des coefficients a6n. Il suffit ensuite d’appliquer
le théorème de Bender pour obtenir le lemme.
Théorème 8.10. Pour n = 2 mod 3, le nombre de λ-termes linéaires de taille n suit
l’équivalent asymptotique quand n tend vers l’infini :
BCIn ∼
3
√
2
√
6
2n1/6
√
pi
(2n
e
)n/3
.
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Démonstration. On sait que les coefficients [xn]T (x) sont non nuls uniquement pour
n = 2 mod 3, et que
[x3k+2]T (x) =[x6k]C(x) ∼ 6
√
k(6k/e)k√
2pi
,
où T (x) est la série génératrice ordinaire de la classe des λ-termes linéaires, ayant
pour fonction taille le nombre de nœuds de leur arbre syntaxique, i.e., la longueur des
λ-termes. Puis, depuis ce qui précède, le comportement asymptotique des coefficients
est évident.
8.4.2 Énumération asymptotique des λ-termes affines
Comme pour le cas des λ-termes linéaires, on peut trouver une spécification alter-
native pour les λ-termes affines à partir des cartes dont la racine a son degré dans
R = {1, 2} et tous les autres sommets dans D = {2, 3}. Un λ-terme affine de taille
k + 2 correspond à une carte de taille 2k. Pour cela, on fixe également que les liens
arrivent canoniquement après le fils d’un nœud unaire.
On peut également, pour des raisons pratiques dans la suite, considérer d’un λ-terme
affine est le produit cartésien d’une séquence de nœuds unaires initiaux qui ne lient
aucune feuille, et d’un λ-terme affine dont la racine est de degré 2. Autrement dit, la
classe des λ-termes affines est en bijection avec le produit cartésien d’une séquence
d’atomes et d’une carte enracinée dont la racine a degré 2 et tous les autres nœuds
degrés 2 ou 3.
Comme dans la section précédente, on retrouve l’équation suivante pour Y (x), la
série génératrice des cartes enracinées dont les degrés sont tous 2 ou 3 :
Y (x) := x · d
dx
ln(ex3/3+x2/2  ex2/2).
Il faut maintenant chercher l’équivalent asymptotique des coefficients de la série
ex
2/2+x3/3. Cette question rentre dans le cadre de la méthode du point col [FS09a,
Partie 8]. Par des calculs fastidieux mais classiques on obtient :
[xn]ex2/2+x3/3 ∼ 1√
6pi n
(
e
n
)1/3n
e1/18−1/6n
1/3+1/2n2/3 .
Puis, on peut de nouveau appliquer le théorème de Bender d’où ressort :
[xn] ln(ex2/2+x3/3  ex2/2) ∼ nn/6 1√
3pi n
e1/18−1/6n+1/2n
2/3−1/6n1/3 .
La bijection avec le produit cartésien d’une séquence d’atome et d’une carte enra-
cinée dont la racine a degré 2 et tous les autres nœuds degrés 2 ou 3 fournit l’OGF
S(x) pour la classe des λ-termes affines. Cette série génératrice vérifie :
S(x) = 11− x(x
2 + x2Y (
√
x))
où Y (x) := x · d
dx
ln(ex3/3+x2/2  ex2/2).
Par une analyse de singularité (le pôle à x = 1 de 1/(1− x)), on obtient :
8.5. GÉNÉRATION ALÉATOIRE 89
Théorème 8.11. Le nombre de λ-termes affines de taille n admet l’équivalent asymp-
totique suivant quand n tend vers l’infini :
BCKn ∼ [xn]S(x) ∼ e
1/18 3√2√
6pi n1/6
(2n
e
)n/3
e1/2(2n)
2/3−1/6(2n)1/3 .
Corollaire 8.12. Le ratio du nombre ln de λ-terme linéaires de taille n par rapport
au nombre an de λ-termes affines de taille n a une croissance sous-exponentielle :
pour n = 2 mod 3,
ln
an
∼ 3 e−2−1/3n2/3+1/6 3
√
2n1/3−1/18.
Démonstration. Le résultat découle directement des théorème 8.10 et 8.11 pour n =
3k + 2.
8.5 Génération aléatoire
8.5.1 Générateur de λ-termes linéaires
On peut obtenir un générateur aléatoire de λ-termes linéaires directement depuis
la spécification :(
Z2 × Set(Cyc3(Z))
)
 Set(Cyc2(Z)) = Set•(C)).
Plus précisément, il suffit de générer deux permutations de même taille, une pointée
dont tous les cycles sont de longueur 3, sauf le cycle pointé de longueur 2, et l’autre
dont tous les cycles sont de longueur 2. On en déduit la carte sous-jacente si les
permutations engendrent un sous-groupe transitif du groupe de permutations, puis on
y applique la foliation des liens pour obtenir un λ-terme linéaire. La dernière étape
étant bijective, pour obtenir un λ-terme linéaire uniforme de taille 3k + 2 il suffit de
générer uniformément deux permutations (de longueur de cycles 3 et 2) engendrant
un sous-groupe transitif du groupe de permutations.
Une manière simple d’obtenir uniformément une permutation de longueur `k dont
tous les cycles ont longueur ` est de générer aléatoirement une permutation quelconque
écrite en ligne (par exemple le Knuth shuﬄe décrit dans la section 3.2.1), puis de
regrouper les termes par ` dans l’ordre de lecture pour créer les cycles.
Par exemple, tirer la permutation quelconque 296734185 donne l’ensemble de 3-
cycles (296)(734)(185).
Démonstration. Pour tirer une structure étiquetée de taille n, on peut lancer le géné-
rateur de Boltzmann pour obtenir la structure sous jacente, puis étiqueter les atomes.
Il existe une seule structure de taille `k dans Set(Cyc(Z)) : celle qui regroupe les
atomes par groupes de `.
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De même, pour obtenir une permutation pointée composée d’un couple puis d’un
ensemble de 3-cycles, il suffit de lire les 2 premiers nombres comme un couple puis le
reste de la permutation comme un ensemble de 3 cycles.
Algorithm 16: Γlineaire
Input: Un entier n.
Output: Un λ-terme linéaire de taille 3n+ 2.
Tirer deux permutations σ et α de taille 6n+ 2.1
Transformer σ en produit d’un couple et d’une permutation dont tous les cycles2
ont longueur 3. Le premier nombre de σ est la demi-arête pointée.
Transformer α en involution sans point fixe.3
if (α, β) engendre un sous-groupe transitif then4
Transformer la carte en λ-terme par foliation des liens.5
Oublier les étiquettes.6
return le λ-terme linéaire7
else8
Relancer Γlineaire.9
Exemple. Un λ-terme linéaire de taille 5.
•
•
•
+3
8
7
6
1
2
4 5
−→
•
•
•
•
•
Figure 8.5 – Une manière de tirer le λ-terme λx.((λy.y)x)
Tirer les permutations (3, 7, 1, 6, 8, 4, 2, 5) et (8, 3, 6, 7, 4, 5, 1, 2) donne :
– σ = (3, 7, (1, 8, 6)(4, 2, 5)) les demi-arêtes 3 et 7 n’appartenant à aucun cycle
correspondent au sommet la racine, 3 étant la demi-arête pointée,
– α = ((8, 3)(6, 7)(4, 5)(1, 2)).
Ce qui donne l’élément de D dans la Figure 1.
Proposition 8.13. L’algorithme 16 est un générateur aléatoire uniforme de λ-termes
linéaires, de complexité moyenne linéaire en la taille du λ-terme.
Démonstration. L’uniformité découle directement de la rigidité des cartes, et de la
bijection avec les λ-termes.
La génération des permutations se fait en temps linéaire, ainsi que le parcours
en profondeur (et donc la transformation via la bijection). Par le lemme 8.9, on sait
que la carte est connexe avec une probabilité tendant vers 1 quand la taille tend vers
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l’infini, donc le nombre moyen de rejets est constant. L’algorithme est donc linéaire en
moyenne.
Remarque. Si l’on utilise la composante pointée plutôt que de rejeter quand la carte
n’est pas connexe, on obtient un générateur uniforme en taille approchée.
8.5.2 Générateur aléatoire d’arbres enrichis
Soient D la classe des cartes enracinées dont la racine a son degré dans R et tous
les autres sommets un degré compris dans D. Comme les degrés des nœuds ne sont
plus fixés, on ne peut pas faire aussi simple que dans le cas des λ-termes linéaires : en
effet, on ne peut pas regrouper les nombre d’une permutation aléatoire uniforme en
cycles de longueur déterminée.
On va donc utiliser des générateurs de Boltzmann pour générer un objet σ de
SeqR×Set(CycD Z).
On obtient ainsi une permutation pointée vérifiant les propriétés souhaitées, en taille
approchée n. Si n est impair on rejette, sinon on génère une involution sans point fixe
de taille n, que l’on combine avec σ pour obtenir une carte de D. Il ne reste qu’à
appliquer la bijection et à oublier les étiquettes pour obtenir un arbre enrichi dont la
racine a degré dans R et tous les autres nœuds internes dans D.
Algorithm 17: Γarbreenrichi
Input: Un paramètre x, une taille minimale nm, une taille maximale nM ,
l’ensemble R des degrés autorisés pour la racine et D pour les autres
sommets.
Output: Un arbre enrichi
Tirer un objet σ dans SeqR(Z)× Set(CycD(Z)) par un générateur de1
Boltzmann de paramètre x.
if |σ| ≡ 1 mod 2 or |σ| < nm or |σ| > nM then2
Restart Γarbreenrichi3
else4
Tirer un permutation α de taille |σ|.5
Transformer σ en permutation sans point fixe.6
if la carte ({1, ..., |α|}, α, β) est connexe then7
Transformer la carte en arbre par la bijection8
Oublier les étiquettes.9
return l’arbre.10
else11
Recommencer Γarbreenrichi.12
Théorème 8.14. L’algorithme 17 retourne un arbre de D de taille appartenant à
[(1 − ε)n, (1 + ε)n], pour ε > 0 donné, en temps linéaire en n en moyenne. Tous les
arbres de même taille sont tirés avec même probabilité.
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Démonstration. La probabilité qu’un générateur de Boltzmann de paramètre x tire
un objet de taille paire dans SeqR(Z)× Set(CycD(Z)) est
γ(x) = 12(1 +
f(−x)
f(x) ),
où
f(x) =
∑
k∈R
xk · exp(∑
k∈D
xk).
Quand x tend vers +∞, γ(x) admet une limite dans [1/2, 1]. L’espérance du nombre
de rejet dû à la parité est donc constant. Après cette phase de rejet, le tirage d’un
objet dans SeqR(Z)×Set(CycD(Z)) ayant une taille dans [(1− ε)n, (1 + ε)n] a une
complexité linéaire en moyenne (ce résultat est prouvé dans [DFLS04]). La dernière
phase de rejet pour la connexité se fait également en temps constant en moyenne, par
le théorème de Bender.
Proposition 8.15. En particulier, l’algorithme 17 appelé avec R = {1, 2} et D =
{2, 3} donne un générateur aléatoire uniforme en taille approché pour les λ-termes
affines.
8.6 Perspectives
Cette bijection ne peut a priori pas s’étendre facilement à d’autres classes de λ-
termes. Cependant, elle met en évidence un lien entre des équations de Ricatti et
d’autres équations holonomes. Notre perspective principale, en plus des questions liées
au λ-termes, est donc d’étudier les équations de Ricatti pour lesquels ont peut obte-
nir l’asymptotique par des méthodes similaires à celles développées ici : définir une
équation holonome proche et en déduire le comportement asymptotique par des mé-
thodes classiques de combinatoire analytique puis utiliser le théorème de Bender pour
en déduire l’asymptotique de la solution de l’équation de Ricatti.
Chapitre 9
Spécification monovariée des
λ-termes
9.1 Introduction
Le premier but est ici d’obtenir des spécifications monovariées pour différentes
classes de λ-termes clos. Les spécifications que l’on obtient font intervenir des opéra-
teurs de branchements, des opérateurs différentiels (pointage) et des substitutions. On
y retrouve un principe de greffe similaire à celui de la partie II. Si on peut traduire
automatiquement ces spécifications en séries, les outils classiques d’analyse asympto-
tique ne suffisent pas à obtenir des équivalents pour les λ-termes généraux, la classe
n’étant pas holonome.
Plus précisément, nous nous intéressons aux classes que nous appelleront BCI(p) et
BCK(p) : la classe des BCI(p) (resp. BCK(p)) est la classe des λ-termes où chaque
nœud unaire lie exactement (resp. au plus) p feuilles. Pour p = 1, on retrouve les
λ-termes linéaires et affines.
Nous commencerons, en section 9.3, par préciser nos définitions et notations, ainsi
que par quelques remarques immédiates. Dans la section 9.3 nous donnerons des spé-
cifications monovariées des BCI(p), BCK(p) et des λ-termes généraux, et décrirons
les bijections associées. Puis, dans la section 9.4, nous en déduirons l’asymptotique du
nombre de termes BCI(p) de taille donnée. La section 9.5 est dédiée à obtenir des
bornes supérieure et inférieure sur le nombre λn de λ-termes de taille n, permettant
d’avoir le terme principal de l’asymptotique de log λn. De plus, nous déduisons une
relation de récurrence permettant le calcul efficace de λn.
9.2 Notations et faits élémentaires
Définition 9.1. Les classes des termes BCI(p) et des termes BCK(p) sont définies
ainsi :
– un λ-terme est BCI(p) si chaque nœud unaire a exactement p pointeurs, c’est-
à-dire lie exactement p feuilles. Ces termes sont également appelés λ-termes
p-linéaires.
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Figure 9.1 – De gauche à droite : un λ-terme clos de taille 17, un BCI(2) de taille
14 et un BCK(1) de taille 15.
– un λ-terme est BCK(p) si chaque nœud unaire lie au plus p feuilles. Ces termes
sont également appelés λ-termes p-affines.
La taille d’un terme BCI(p) ou d’un terme BCK(p) est son nombre total de nœuds
(binaires, unaires et feuilles).
Fait 4. Les plus petits termes de BCI(p) ont un nœud unaire à la racine et p feuilles.
Il y a p liens liant la racine à chacune des feuilles. On voit immédiatement que si on
retire la racine et tous ses pointeurs, on a un arbre de Catalan à p feuilles. La taille
d’un tel terme est donc 2p, et leur nombre
Cp−1 =
(
2p− 2
p− 1
)
1
p
.
Fait 5. Un terme BCI(p) à j nœuds unaires a pj feuilles et pj − 1 nœuds binaires, sa
taille est donc (2p+ 1)j − 1.
La classe des BCI(p) potentiellement non-clos, admet la spécification bivariée
T (Z,U) = ZU + (Z × T (Z,U)× T (Z,U)) + (Z × ∂
pT (Z,U)
∂Up ), (9.1)
où T (Z,U) est la classe des BCI(p) non-clos (i.e., pouvant contenir de feuilles libres)
comptés selon leur taille et leur nombre de feuilles libres. On retrouve ici une des-
cription bivariée similaire à celle des λ-termes linéaires présentée en section 7.3. Les
BCI(p) correspondent ensuite à T (Z, 0).
On peut obtenir une spécification similaire pour les BCK(p), mais il faudra sommer
sur tous les ordres de dérivation possibles.
Dans la suite, nous définissons de nouvelles spécifications pour les BCI(p), les
λ-termes clos et les BCK(p). Ces spécifications reposeront sur un principe de greffe.
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9.3 Spécifications de différentes classes de λ-termes
Nous utilisons ici les séries génératrices comme moyen d’énumération des λ-termes.
Soit gn = g(p)n le nombre de λ-termes p-linéaires de taille n et Gp(z) la série géné-
ratrice correspondante. Par le fait 5, on a :
Gp(z) =
∑
j≥1
gj(2p+1)−1zj(2p+1)−1.
De manière similaire, on définit
Fp(z) =
∑
n≥1
fnz
n
et
Λ(z) =
∑
n≥1
λnz
n
où fn = f (p)n est le nombre de termes BCK(p) de taille n et λn le nombre de λ-termes
clos de taille n.
L’étape suivante est d’établir des équations fonctionnelles pour ces séries généra-
trices. Ceci peut être fait en donnant une spécification des classes impliquées par la
méthode symbolique. Nous allons commencer par traiter le cas des BCI(p).
9.3.1 λ-termes multi-linéaires
Nous avons montré dans le chapitre précédent que G1(z) satisfait l’équation
G1(z) = z2 + zG1(z)2 + ∆1G1(z),
où l’opérateur différentiel ∆1 est 2z4D et D symbolise l’opérateur différentiel ordinaire
par rapport à z.
Proposition 1. La série génératrice des termes BCI(p) satisfait l’équation différentielle
Gp(z) = Cp−1z2p + zGp(z)2 + ∆pGp(z) (9.2)
où
∆p =
p∑
l=1
αl,p
l! z
l+2p+1Dl (9.3)
où les constantes αl,p sont définies par
αl,p =
∑∑
i
si=l;
∑
i
isi=p
(
l
s1, . . . , sp
) p∏
m=1
(
2m
m
)sm
. (9.4)
Démonstration. On peut spécifier la classe des BCI(p), notée T , par :
T = S + (Z × T × T ) + (Z × T˜ ), (9.5)
où S est l’ensemble des plus petits termes BCI(p) (cf. fait 4) et T˜ la classe des BCI(p)
non-clos ayant exactement p variables libres (et on considère que le produit cartésien
lie ces variables). Cette spécification peut être vue comme la définition suivante. Un
terme BCI(p) est soit :
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– un des plus petits termes,
– un nœud binaire dont les deux fils sont des BCI(p),
– ou un nœud unaire suivi d’un terme avec exactement p feuilles libres : on lie
alors ces feuilles au nœud unaire.
Pour pouvoir complètement spécifier les BCI(p), on doit définir une manière de
construire T˜ . Pour construire un terme t˜ de Z × T˜ (que l’on appellera un BCI(p)
à p variables libres), on part d’un terme BCI(p) auquel on greffe p feuilles, par une
méthode rappelant celle de Rémy (cf. Partie II). Pour cela, on choisit t un BCI(p) et
p nœuds, pas nécessairement distincts, de t. A chaque nœud v on fait correspondre son
arête mère, i.e., l’arête reliant v à son père si v n’est pas la racine de t, et v au nœud
unaire (de t˜ ∈ Z × T˜ ) nouvellement créé sinon. Ainsi, le choix de p nœuds se traduit
comme le choix de p arêtes, où une même arête peut être sélectionnée plusieurs fois.
Supposons maintenant que ` arêtes distinctes soient sélectionnées, et que pour tout i
il y ait si arêtes qui ont été sélectionnées i fois.
Si une arête est sélectionnée i fois, on la remplace par un chemin où un arbre binaire
est attaché à chaque nœud, soit à gauche soit à droite du chemin, et le nombre total
de feuilles de ces arbres binaires est i (voir la figure 9.2 pour une illustration de ce
processus). Ce remplacement crée de nouveaux nœuds internes. Au total, les différents
remplacements créent donc
p∑
i=1
isi = p
nouvelles feuilles et p nouveaux nœuds internes dans t. On en déduit donc que t˜ a
exactement 2p+ 1 nœuds de plus que t et, clairement, t˜ est un BCI(p).
Inversement, si on a un terme t BCI(p) dont la racine est unaire, alors la retirer
(ainsi que ses liens) donne un terme à p feuilles libres. Ces feuilles sont forcément filles
de nœuds binaires (puisque chaque nœud unaire est lié à p feuilles de son sous-arbre,
avec p > 0). Ainsi, les feuilles libres induisent un ensemble de sous-arbres binaires de
t maximaux dont toutes les feuilles sont libres.
Comptons maintenant le nombre de façons dont cette opération peut être faite.
Chaque arête sélectionnée i fois est en fait remplacée par un séquence d’arbres binaires
à droite ou à gauche. La série génératrice associée aux arbres binaires est
T (u) =
∑
n≥1
Cn−1un =
1−√1− 4u
2 .
Puis, le nombre de telles séquences comportant exactement p feuilles est
[ui] 11− 2T (u) = [u
i] 1√
1− 4u =
(
2i
i
)
.
Remarquons maintenant que si des ` arêtes sélectionnées le sont i fois, pour i =
1, . . . , p, le nombre de façons de partitionner les ` arêtes en respectant les multiplicités
de sélection est (
`
s1, . . . , sp
)
.
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Figure 9.2 – A gauche un BCI(4) avec un nœud sélectionné une fois et un autre trois
fois : la sélection est représenté par un cercle autour du nœud. Les arêtes sélectionnées
correspondantes apparaissent en rouge.
À droite, un des BCI(4) que l’on peut obtenir à partir du terme de gauche. Chaque
arête en rouge a été remplacée par un chemin en rouge auquel des nœuds binaires
ont été attachés. L’arête racine (en haut du premier terme, qui avait été sélectionnée
une fois) a été remplacée par un chemin de longueur deux (ayant donc 3 nœuds) et
un arbre de taille 1 à été attaché à gauche du nœud du milieu (notons qu’on ne peut
pas attacher d’arbre aux autres nœuds, qui ne sont pas créés par ce remplacement).
L’autre arête rouge du terme de gauche a été remplacée par un chemin de longueur 3,
auquel 2 arbres sont attachés : un arbre de taille 1 à gauche du nœud nouvellement
créé le plus haut et un arbre de taille 3 à droite sur l’autre nœud. Toutes les feuilles
nouvellement créées (en bleu) sont liées à la nouvelle racine unaire (en bleu également).
Chacune des si arêtes sélectionnée i fois est ensuite remplacée par une des
(
2i
i
)
sé-
quences d’arbres binaires possibles. Il a a donc
p∏
i=1
(
2i
i
)si
façons de faire le remplacement complet. Enfin, choisir ` arêtes distinctes correspond
à appliquer l’opérateur zlDl/l! au niveau des séries génératrices et les 2p + 1 nœuds
nouvellement créés entrainent un facteur z2p+1.
Proposition 2. Soient F (z) une série formelle (à coefficients réels), Du = ∂/∂u, la
dérivée formelle, et U l’opérateur G(u) 7→ G(0), G(u) étant une série formelle. Alors
∆pF (z) =
z2p+1
p! UD
p
uF
(
z√
1− 4u
)
= z2p+1[up]F
(
z√
1− 4u
)
.
Démonstration. La seconde équation est évidente puisque UDpu/p! = [up] correspond
exactement au théorème de Taylor. Pour prouver la première équation on pose Dz =
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∂/∂z et
f(u) := 1/
√
1− 4u = ∑
i≥0
(
2i
i
)
ui.
Alors, par la formule de Faà di Bruno (voir par exemple [Com74, p. 137]), on obtient
z2p+1
p! UD
p
uF (zf(u)) =
z2p+1
p!
∑∑p
i=1 isi=p
p!
s1! · · · sp! (D
s1+···+spF )(zf(0))
p∏
m=1
( 1
m!UD
m
u (zf(u))
)sm
= z2p+1
∑∑p
i=1 isi=p
1
s1! · · · sp! (D
s1+···+spF )(zf(0))
p∏
m=1
(
z
(
2m
m
))sm
= z2p+1
p∑
`=1
1
`!
(
l
s1, . . . , sp
) p∏
m=1
(
2m
m
)sm
z`D`F (z)
=
p∑
`=1
α`,p
`! z
`+2p+1D`F (z) = ∆pF (z).
où on substitue s1+· · ·+sp = l dans la seconde ligne et on sépare la somme en fonction
des valeurs de ` et on utilise f(0) = 1 dans la troisième ligne.
Remarque. De manière plus heuristique, on peut argumenter de la façon suivante. On
considère F (z) comme la série d’une structure arborescente où z marque le nombre
de nœuds. Alors F (z/
√
1− 4u ) est la série génératrice où chaque nœud est substitué
par un nœud et une séquence (potentiellement vide) d’arbres binaires à gauche ou à
droite où le nombre de feuilles apparaissant par substitution est marqué par u. Puis
[up]F (z/
√
1− 4u ) est la série génératrice de tels objets où p feuilles apparaissent lors
des substitutions. Le terme z2p+1 prend en compte l’introduction des 2p+ 1 nouveaux
nœuds. Ce terme vient de l’énumération des nœuds des arbres binaires venant des
substitutions, en ajoutant un nœud de plus pour le nœud connectant ces arbres au
chemin et ajoutant une nouvelle racine à la structure. C’est précisément ce que fait ∆p.
Cette construction est plus proche de ce que l’on va maintenant faire en section 9.3.2
pour les λ-termes clos.
Termes multi-linéaires et algorithme de Rémy
Le principe de greffe pour la spécification des λ-termes multi-linéaires commençant
par un nœud unaire est très similaire à la greffe de Rémy. En fait, on peut reformuler
l’ajout d’un nœud unaire comme nouvelle racine d’un BCI(p) comme :
– créer successivement p feuilles par greffe de Rémy
– lier toutes les feuilles ainsi créées au nouveau nœud unaire.
En effet, lorsque l’on effectue des greffes successives on va pouvoir, en autorisant
à repointer sur les nœuds nouvellement créés, faire apparaître des sous-arbres binaires
dont toutes les feuilles sont liées à la racine. On en déduit la spécification suivante
pour la classe des BCI(p), notée T :
T = ZC + ZT × T + Z ×Rp(T )
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où C est la classe des arbres de Catalan et R(A) est un opérateur effectuant une greffe
de Rémy tel que R(A) = 2Z2A•.
Cette remarque nous permet d’obtenir un générateur aléatoire utilisant la méthode
récursive et l’algorithme de Rémy pour les BCI(p), à condition d’avoir pré-calculé tous
les premiers termes. En effet, à chaque étape on choisit par méthode récursive si la
nouvelle racine est nœud binaire ou unaire. Attention, on fait ces choix en partant de
l’arbre les plus gros pour aller vers les plus petits sous-arbres. Il faudra donc stocker
un mémoire les choix successifs puis effectuer les modifications au moment de dépiler.
Lorsque l’algorithme choisi un nœud binaire, on fait deux appels récursifs pour chacun
de ses fils, en ayant déterminé leur tailles respectives. Lorsque l’algorithme choisi un
nœud unaire, on fait un appel récursif pour générer un BCI(p) ayant p − 1 nœuds
de moins qu’à l’étape en cours. Lorsque l’on dépile, au moment d’ajouter un nœud
unaire, on fait d’abord p greffes de Rémy (en utilisant l’algorithme de Rémy) que l’on
lie au nouveau nœud unaire.
On obtient ainsi un algorithme de génération aléatoire uniforme de BCI(p) taille
n de complexité en temps O(n2), en considérant que les calculs arithmétiques et le
tirage d’un réel uniforme dans [0, 1] peuvent se faire en temps O(1) : le choix des
tailles des sous-arbres pour un nœud binaire est linéaire et l’ajout d’un noeud unaire
de l’ordre de log n. On peut cependant utiliser une technique Boustrophédon pour les
nœuds binaires, qui sont en moyenne très déséquilibrés (cf. section 9.4). La complexité
du tirage devient alors O(n log n).
9.3.2 λ-termes clos
Soit λn le nombre de λ-termes clos et
Λ(z) =
∑
n≥1
λnz
n
la série génératrice de L(Z), la classe des λ-termes clos comptés selon leur nombre de
nœuds.
Proposition 3. SoitM(Z) la classe des arbres de Motzkin comptés selon leur nombre
de nœuds. L’équation
L = ZM(Z) + ZL(Z)2 + ZL(Z Seq(2ZM)) (9.6)
est une spécification des λ-terme clos. Cette spécification se traduit automatiquement
comme une équation sur la série génératrice
Λ(z) = zM(z) + zΛ(z)2 + zΛ
(
z
1− 2zM(z)
)
. (9.7)
Cette spécification est illustrée en figure 9.3 pour le sens constructif et en figure 9.4
pour le sens destructif.
Démonstration. Tout d’abord, remarquons que les plus petites structures correspondent
aux arbres de Motzkin possédant une racine unaire supplémentaire liant toutes les
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feuilles, ce qui correspond au terme ZM(Z). Le terme ZL(Z)2 correspond à une ra-
cine binaire. Il reste maintenant à étudier le terme ZL(Z Seq(2ZM)), correspondant
à ajouter une racine unaire.
Comme dans le cas des BCI(p) on remplace ici des arêtes par des suites d’arbres
dont les feuilles sont liées au nouveau nœud unaire. Ici encore, on va associer à chaque
arête (y compris celle menant à la nouvelle racine) le nœud à son extrémité la plus
profonde. De cette manière il suffit de remplacer chaque sommet par un sommet (car
on ne veut pas le supprimer) et un chemin ayant des arbres pendants à droite ou à
gauche, sans contrainte sur le nombre de feuilles crées. Par contre, on peut ici avoir
des nœuds unaires qui ne sont pas liés à des feuilles, on autorise pour cela les nœuds
unaires dans ces arbres pendants. Il y a donc deux types de nœuds unaires : ceux
obtenus lors de l’ajout de nouvelles feuilles et ceux obtenus lors de l’ajout d’une racine
unaire si toutes les arêtes ont été substituées par des séquences vides. On peut faire la
différence sans difficulté en regardant si le nœud est dans un sous-arbre dont toutes les
feuilles sont liées au même nœud unaire. On a donc bien une spécification des λ-termes
clos.
On peut éviter cette discussion sur les nœuds unaires venant des arbres substitués
ou d’une racine créée sans substitution grâce à la proposition suivante.
Proposition 4. Soit C(z) = (1 −√1− 4z2 )/2 la série génératrice associée aux arbres
binaires avec une racine supplémentaire, comptés selon leur nombre total de nœuds.
Soit Λ˜(z) la série génératrice solution de
Λ˜(z) = C(z) + zΛ˜(z)2 + zΛ˜
(
z
1− 2C(z)
)
− zΛ˜(z). (9.8)
Alors, on a :
Λ(z) = Λ˜( z1− z ).
Démonstration. Tout d’abord, remarquons que Λ˜(z) est la série génératrice des λ-
termes clos où chaque nœud unaire lie au moins une feuille. En effet, en procède de la
même manière que dans la preuve de la proposition 1, mais sans limiter le nombre de
nœuds pointés (ce qui simplifie la preuve) on arrive à l’équation
Λ˜(z) =
∑
p≥1
Cp−1z2p + zΛ˜(z)2 +DΛ˜(z)
où D = ∑p≥1 ∆p pour les λ-termes clos où chaque nœud unaire lie au moins une feuille.
Maintenant, en appliquant la proposition 2 on obtient (9.8).
Il ne reste ensuite qu’à insérer des nœuds unaires non liés sur chaque arête de
l’arbre, ou au dessus de la racine. On substitue pour cela chaque nœud d’un λ-terme
sans nœud unaire non lié par une séquence non vide d’atomes, représentant le nœud
remplacé et la suite des nœuds unaires qui le précède.
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Figure 9.3 – Une étape de la construction d’un λ-terme. À gauche un λ-terme de
taille 8 auquel on cherche à ajouter un nœud unaire à la racine. Au centre, chaque
nœud contient ce par quoi il va être substitué : une séquence de chemins à laquelle
des arbres de Motzkin sont attachés à droite ou à gauche, suivi du nœud d’origine. À
droite le λ-terme de taille 26 obtenu. Les sommets, arêtes et liens nouvellement créés
par substitution apparaissent en bleu. Les sommets d’origine sont rectangulaires.
9.3.3 λ-termes multi-affines
L’obtention de l’équation différentielle de la série génératrice pour les termesBCK(p)
est un peu plus complexe que pour les BCI(p). On remarque que l’opérateur diffé-
rentiel ∆p correspond à créer p pointeurs de la racine vers certaines feuilles. On peut
être tenté de remplacer ∆p dans l’équation (9.2) par une somme de ∆` pour prendre
en compte moins de p pointeurs. Mais la formule obtenue ainsi n’est pas entièrement
correcte.
Proposition 5. Soit Fp(z) la série génératrice associée aux BCK(p). Alors,
Fp(z) = Y (z/(1− z))
où Y (s) est l’unique série entière
Y (z) =
∑
n≥0
Ynz
n
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−→ −→ −→ −→
Figure 9.4 – Comment retrouver le λ-terme d’origine après une extension ajoutant
un nœud unaire à la racine ? Tout d’abord, on colorie en blanc le nœud unaire racine
et toutes les feuilles qui y était liées. Ensuite, on supprime les nœuds blancs (en
raccordant les arêtes incidentes entre elles le cas échéant) et on colorie leurs voisins
incomplets (nœuds binaires n’ayant pas deux fils, nœuds unaire sans fils) en blanc. On
continue recursivement jusqu’à avoir un terme bien formé.
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à coefficients positifs qui vérifie
Y (z) =
p∑
`=1
C`−1z2` + zY (z)2 + z
( p∑
`=1
∆`
)
Y (z). (9.9)
Démonstration. Les BCK(p) minimaux (en un certain sens) sont les arbres binaires
ayant à au plus p feuilles surmontés d’un nœud unaire liant toutes les feuilles. C’est
ce que l’on trouve dans le premier terme à droite de l’équation (9.9).
Remarquons qu’un noeud unaire peut également ne pas avoir de lien. Un noeud
unaire sans pointeur qui n’est pas à la racine ne peut pas être directement généré par
une équation très similaire à (9.5). On commence donc par construire les termes où
chaque nœud unaire a au moins un lien. Des arguments similaires à ceux développés
pour les BCI(p) mènent directement à (9.9). Enfin, on remplace chaque arête par
un chemin, ce qui permet de créer des nœuds unaires n’importe où. Cette opération
correspond exactement à la substitution z → z/(1− z).
Comme dans le cas des λ-termes clos, on peut également commencer avec les arbres
de Motzkin ayant une racine unaire supplémentaire liant toutes les feuilles comme
structures minimales. Le terme ayant un noeud unaire comme racine peut être généré
de la manière suivante. On fixe ` le nombre de liens de la racine et on va maintenant
sélectionner différentes arêtes, comme pour les BCI(p). Mais plutôt que de substituer
les arêtes sélectionnées par des séquences d’arbres binaires à droite ou à gauche, nous
allons ici utiliser des séquences d’arbres de Motzkin à droite ou à gauche, avec un
nœud supplémentaire les liant au chemin. On fait cette substitution de telle manière
que l’ensemble de nouveaux arbres créés aient en tout ` feuilles. En utilisant le fait
que sélectionner des arêtes correspond, au niveau de la série génératrice, à appliquer
un opérateur différentiel on obtient une ainsi une équation différentielle pour Fp(z).
Proposition 6. Soit M(z, u) la série génératrice des arbres de Motzkin où z marque
la taille (i.e., le nombre total de noeuds) et u marque le nombre de feuilles. Cette
fonction est l’unique série entière solution de M(z, u) = uz + zM(z, u) + zM(z, u)2,
c’est-à-dire
M(z, u) =
1− z −
√
(1− z)2 − 4uz2
2z . (9.10)
Alors, Fp(z) est la solution de
Fp(z) = z[up]
M(z, u)
1− u + zFp(z)
2 + z[up] 11− u Fp
(
z
1− 2zM(z, u)
)
. (9.11)
Démonstration. Ceci est une conséquence directe de la remarque ci-dessus et de la
proposition 2.
9.4 Nombre asymptotique de termes BCI(p)
Rappelons que
Gp(z) =
∑
n≥1
gn(2p+1)−1zn(2p+1)−1
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est la série génératrice des BCI(p). La fonction Gp(z) satisfait l’équation fonction-
nelle (9.2) qui implique l’opérateur différentiel ∆p donné par (9.3). Notre but est
maintenant d’en déduire une équation de récurrence pour les coefficients de Gp(z).
Proposition 7. Les coefficients gn(2p+1)−1 satisfont la relation de récurrence
gn(2p+1)−1 =
n−1∑
l=1
gl(2p+1)−1g(n−1−l)(2p+1)−1 +Qp(n− 1)g(n−1)(2p+1)−1, for n ≥ 2, (9.12)
avec la condition initiale g(2p+1)−1 = Cp−1 et où
Qp(n) =
p∑
m=1
αm,p
(
n(2p+ 1)− 1
m
)
. (9.13)
Démonstration. Clairement, le premier terme à droite de l’équation (9.2) n’affecte que
le cas n = 1, le terme quadratique est un produit de Cauchy et ∆p est une combinaison
linéaire de puissance de l’opérateur différentiel ordinaire, qui agit sur les coefficients
de la série entière en faisant un décalage et une multiplication par Qp(n− 1).
Lemme 9.2. Les polynômes Qp(n) peuvent être représentés plus explicitement comme
Qp(n) = 4p
((
p+ 12
)
n+ p− 32
p
)
.
Démonstration. Posons f(u) = 1/
√
1− 4u. Il est facile de voir que αm,p = [up](f(u)−
1)m et que le coefficient à droite vaut zéro si m > p. Ainsi, on obtient
Qp(n) =
p∑
m=1
(
(2p+ 1)n− 1
m
)
αm,p
= [up]
∑
m≥1
(
(2p+ 1)n− 1
m
)
(f(u)− 1)m = [up]f(u)(2p+1)n−1
= 4p
((
p+ 12
)
n+ p− 32
p
)
.
La clef de l’analyse asymptotique est la linéarisation de l’équation différentielle,
qui est possible car les coefficients de Gp(z) croissent rapidement. On commence par
énoncer un résultat auxiliaire pour les séquences croissant rapidement et qui dit que
dans leur produit de Cauchy seuls les termes extrêmes seront importants :
Lemme 9.3. Soient n0 ∈ N et A(z) = ∑n≥n0 anzn une série entière à coefficients
positifs (à partir d’un indice n0). Supposons qu’il existe σ ≥ 1 avec an+1/an = Ω(nσ)
quand n→∞. Alors [zn]A(z)2 = 2an0an−n0(1 +O(n−σ)) quand n→∞. Pour obtenir
le terme de second ordre, on prend les deux termes suivants, et ainsi de suite.
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Démonstration. Soit q(n) = an+1/an ; alors 1/q(n) = O(n−σ). Supposons que n soit
impair. Alors, le coefficient de zn dans A(z)2 est
n−n0∑
l=n0
alan−l = 2an0an−n0 + 2
bn/2c−n0∑
l=1
an0+jan−n0−j
= 2an0an−n0
1 + bn/2c−n0∑
l=1
q(n0)q(n0 + 1) · · · q(n0 + l − 1)
q(n− n0 − 1)q(n− n0 − 2)...q(n− n0 − l)
 .
Dans le cas où n est pair, on doit soustraire 1{n/2∈N}a2n/2 au terme de droite.
Le premier terme de la somme dans la dernière ligne est
q(n0)/q(n− n0 − 1) = O((n− n0 − 1)−σ) = O(n−σ)
(rappelons que n0 est une constante). Les termes suivants sont d’ordre O(n−2σ) et il
n’y en a pas plus de bn/2c. Donc la somme est d’ordre O(n1−2σ) = O(n−σ). D’où
[zn]A2(z) = 2an0an−n0(1 +O(n−σ)) ∼ [zn]2an0zn0A(z).
Nous pouvons maintenant déduire des bornes pour les coefficients de Gp(z).
Lemme 9.4. On définit φn = gn(2p+1)−1, (n ≥ 1). Alors on a φn+1/φn = Ω(np) quand
n→∞.
Démonstration. Par (9.12) on a φ1 = Cp−1 et, pour n ≥ 2,
φn =
n−1∑
l=1
φlφn−1−l +Qp(n− 1)φn−1. (9.14)
D’où φn ≥ Qp(n− 1)φn−1. Par 9.2 il est clair que Qp(n) est polynomial en n de terme
dominant 2p(2p+1)p
p! n
p, ce qui implique le résultat.
Corollaire 1. Pour p ≥ 1, on a l’équivalent asymptotique :∑
m+l=n−1
φmφl ∼ 2φ1φn−1(1 +O(1/np)).
Remarque. L’intuition derrière les considérations ci-dessus est celle qui suit. De notre
étude de BCI(1) et depuis les bornes obtenues (bien que dans un modèle différent)
dans [DGK+10], on sait déjà que le comportement asymptotique du nombre de λ-
termes diffère beaucoup du nombre d’arbres : la grande différence entre le nombre de
λ-termes d’une taille donnée par rapport au nombre d’arbres de Motzkin, qui sont
la structure arborescente sous-jacente aux λ-termes, vient du fait que l’on a un très
grand nombre de façons de lier les feuilles aux noeuds unaires. Donc, le rôle du terme
G2p, qui correspond à la structure purement binaire, est asymptotiquement négligeable
comparé au terme différentiel qui prend en compte la liaison des feuilles.
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Remarque. L’équation différentielle exacte pour Gp(z) est (9.2) mais les arguments de
la remarque 9.4 montrent que l’on peut travailler avec l’équation linéarisée 1
Lp(z) = Cp−1z2p + ∆pLp(z). (9.15)
L’équation linéarisée a également une interprétation combinatoire. En effet, elle compte
le nombre de structure S définies comme suit. Les structures les plus petites de S sont
exactement les plus petits BCI(p), i.e., un nœud unaire suivi par un arbre binaire à
2p−1 nœuds (et toutes les feuilles sont liées au nœud unaire). Tous les termes de S ont
une racine unaire. Pour construire leur terme plus gros, on ajoute une nouvelle racine
unaire et on étend le sous-terme en dessous en utilisant le même principe de sélection
et substitution que pour les BCI(p) de racine unaire. Ainsi, ces termes peuvent avoir
des nœuds binaires, mais jamais en tant que racine. Plus précisément, il n’y a pas de
sous-arbre enraciné sur le fils d’un nœud binaire qui donne une structure bien définie
(i.e., dont toutes les feuilles sont liées à des nœuds de ce sous-arbre).
Lemme 9.5. Pour p ≥ 1, la suite (φn)n≥1 satisfait
2φ1φn−1 ≤
n−1∑
l=1
φlφn−1−l ≤ 2φ1φn−1 + (n− 3)φ2φn−2.
Démonstration. La borne inférieure est claire : on se contente de garder le premier et le
dernier terme. Posons q(n) = φn+1/φn. Pour prouver la borne supérieure, on remarque
que (φn)n≥1 est croissante et que pour tout 1 ≤ i ≤ d(n− 3)/2e on a
φ2+iφn−2−i = φ2φn−2
q(2)q(3) · · · q(1 + i)
q(n− 2)q(n− 3) · · · q(n− 1− i) ≥ φ2φn−2.
Nous nous intéressons maintenant à l’équation linéarisée (9.15).
Théorème 9.6. Posons `p,n = [zn]Lp(z) où Lp est donné par (9.15). Alors, pour p
fixé et n→∞,
`p,n ∼ Bpβn−1p nγp(n− 1)!p
où
Bp = Cp−1
p∏
j=1
1
Γ
(
1 + 2(p−k)−12p+1
) (9.16)
= Cp−1 exp
(
−2p+ 12
∫ 2
1
log(Γ(x)) dx
)(
1 +O
(
1
p
))
, quand p→∞, (9.17)
≈ Cp−1(1.0844375142 . . . ...)(2p+1)/2
(
1 +O
(
1
p
))
et
βp =
(4p+ 2)p
p! , γp =
p(p− 2)
2p+ 1 . (9.18)
1. Ce n’est pas une linéarisation dans le sens strict du terme puisqu’on ne remplace pas le terme
quadratique par un terme linéaire mais on l’omet simplement.
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p ap Ap
2 1.048668. . . 0.981017. . .
3 1.0046726194. . . 2.19232485. . .
4 1.0006911656. . . 6.17349476. . .
5 1.0001221936. . . 19.2515312. . .
Table 9.1 – Les premières valeurs de ap.
Démonstration. L’équation (9.15) implique `p,2p = Cp−1 et `p,n = Qp(n − 1)`p,n−2p−1
pour n > 2p. D’où
`p,(2p+1)n−1 = Cp−1
n−1∏
j=1
Qp(j)
= Cp−1
(
(4p+ 2)p
p!
)n−1 p∏
k=1
Γ
(
n+ 2(p−k)−12p+1
)
Γ
(
1 + 2(p−k)−12p+1
)
= Cp−1βn−1p (n− 1)!p
n−1∏
j=1
p∏
k=1
(
1 + 2(p− k)− 12p+ 1 ·
1
j
)
(9.19)
Enfin, on remarque que, quand n→∞,
Cp−1
n−1∏
j=1
p∏
k=1
(
1 + 2(p− k)− 12p+ 1 ·
1
j
)
∼ Bpnγp ;
ce qui permet de conclure. La forme asymptotique (9.17) peut être obtenues par la
formule d’Euler-McLaurin.
Théorème 9.7. Pour p ≥ 2, le nombre de BCI(p) de taille (2p+ 1)n− 1 est asymp-
totiquement
Ap β
n−1
p n
γp(n− 1)!p
où βp et γp sont les mêmes que dans (9.18), Ap = apBp avec Bp défini comme dans
(9.16) et ap = 1 +O(1/(pep)), quand p→∞.
Remarque. Les premières valeurs des constante ap et Ap sont données dans le ta-
bleau 9.1.
Remarque. En appliquant la formule de Stirling on obtient la forme alternative
A¯pβ¯
n−1
p n
γ¯pnnp
où
β¯p =
βp
ep
, γ¯p =
−5p
4p+ 2
et A¯p = (2pi/e2)p/2Ap.
108 CHAPITRE 9. SPÉCIFICATION MONOVARIÉE DES λ-TERMES
Démonstration. A partir de l’équation de récurrence (9.14) pour φn, on obtient
φn = φn−1Qp(n− 1) +
n−1∑
l=1
φlφn−1−l
= φn−1 (Qp(n− 1) + Γn−1),
avec
Γn−1 =
∑
1≤l≤n−1
φlφn−1−l
φn−1
et Qp(n) tels que définis dans (9.13). D’où
φn = φ1
n−1∏
j=1
(Qp(j) + Γj) = Kp(n)φ1
n−1∏
j=1
Qp(j)
où
Kp(n) =
n−1∏
j=1
(
1 + Γj
Qp(j)
)
.
Pour p ≥ 2 on a Q(n) = Ω(np) et, de plus, le lemme 9.5 donne Γn−1 = 2φ1 +
O(1/np−1) = 2Cp−1 + O(1/np−1). Donc la séquence (Kp(n))n≥1 est convergente et on
obtient
φn = apCp−1
n−1∏
j=1
Qp(j)
(1 +O ( 1
n
))
où ap = Cp−1 · limn→∞Kp(n). Le produit
Cp−1
n−1∏
j=1
Qp(j)
est déjà évalué dans (9.19), ce qui mène vers le comportement asymptotique de l’équa-
tion linéarisée donnée dans le théorème 9.6.
La différence entre la linéarisation et φn est cachée dans la constante ap. Il nous
reste donc à déterminer ap. On va se restreindre à l’évaluation asymptotique pour
p→∞.
Tout d’abord, remarquons que le lemme 9.2 implique immédiatement l’inégalité
Qp(n) ≥ 2
p(2p+ 1)p
p! n
p. (9.20)
Maintenant observons que Γ1 = 0 et que par le lemme 9.5 on a Γj ≤ 2φ1 + (j −
2)φ2φj−1/φj. Le quotient dans le dernier terme a déjà été estimé dans la preuve du
lemme 9.4 par φj−1/φj ≤ 1/Qp(j). En utilisant cette estimation ainsi que l’inéga-
lité (9.20) on obtient, pour j > i,
Γj ≤ 2φ1 + j φ2p!2p(2p+ 1)pjp = 2Cp−1 + j
φ2p!
2p(2p+ 1)pjp .
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D’où
ap =
∏
j≥2
(
1 + Γj
Qp(j)
)
≤ ∏
j≥2
(
1 + Cp−1p!2p(2p+ 1)pjp +
φ2p!
22p(2p+ 1)2pj2p−1
)
≤ ∏
j≥2
(
1 + Cp−1p!2p(2p+ 1)pjp
)∏
j≥2
(
1 + φ2p!22p(2p+ 1)2pj2p−1
)
. (9.21)
Les deux produits au dessus sont de la forme ∏j (1 + εpjp) avec ε → 0 quand p → ∞.
On peut donc facilement les estimer par
log
∏
j
(
1 + εp
jp
)
=
∑
j
∑
k≥1
(−1)k−1
k
εkp
jpk
=
∑
k
(−1)k−1
k
εkpζ(pk).
Comme ζ(x) = 1 +O(2−x) quand x→∞ on obtient
∏
j
(
1 + εp
jp
)
= 1 +O(εp).
Maintenant, en se référant à (9.21) on a
Cp−1p!
2p(2p+ 1)pjp ∼
1
pep
√
2e
et φ2p!22p(2p+ 1)2pj2p−1 = o(e
−2p)
où on utilise
φ2 = φ1Qp(1) = Cp−14p
(
2p− 1
p
)
pour la deuxième équivalence. Ceci implique ap = 1 +O(1/(pep)), d’où le résultat.
9.5 Énumération des λ-termes clos
Nous n’avons pas, pour le moment, déterminé le comportement asymptotique de
λn. Nous allons ici obtenir des bornes supérieure et inférieure sur λn et une équation
de récurrence permettant le calcul rapide des premiers termes de λn.
9.5.1 Équivalent pour λn
Le nombre de BCI(p) donne une première borne inférieure, mais on peut, en
utilisant un équivalent plutôt grossier et élémentaire, trouver une meilleure borne.
Théorème 9.8. Le nombre λn de λ-termes clos de taille n satisfait, pour tout ε > 0
et pour n assez grand, les inégalités
c1
(
4n
e log n
)n/2 √log n
n
≤ λn ≤ c2
(
9(1 + ε)n
e log n
)n/2 (log n)n/(2 logn)
n3/2
où c1, c2 sont des constantes positives.
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Démonstration. On détermine le borne inférieure en comptant certains λ-termes par-
ticuliers de taille n. Prenons un arbre binaire à nf feuilles et attachons à sa racine une
séquence de nu nœuds unaires. Connectons maintenant les feuilles aux nœuds unaires
par des liens. Les objets obtenus ainsi sont des λ-termes clos et il y en a Cnfn
nf
u .
Remarquons que nu = n+ 1− 2nf . On obtient alors
λn ≥
n−1∑
nu=1
Cnfn
(n+1−nu)/2
u ≥ Cn˜fn(n+1−n˜u)/2u˜
où n˜u et n˜f sont les valeurs de nu et nf , respectivement, où n
nf
u atteint son maximum.
Le maximum est atteint à n˜u = n/W (en) où W (n) est la fonction W de Lambert
définie implicitement par W (n)eW (n) = n. Il est facile de montrer que
W (en) = log n− log log n+ 1 +O
(
log log n
log n
)
.
Ce qui implique
n
log n ≤ n˜u ≤
n
log n− log log n. (9.22)
D’où on obtient
n˜n˜fu ≥
(
n
log n
)(n/2)·(1−1/(logn−log logn))+1/2
=
(
n
log n
)n/2√
n
log n exp
(
− n2(log n− log log n)(log n− log log n)
)
.
La borne inférieure vient maintenant de Cr ∼ k14r/r3/2 (r → ∞) où k1 est une
constante positive.
Pour l’équivalent supérieur on construit un ensemble d’objets tel qu’un sous-ensemble
strict correspond à tous les λ-termes de taille n. Prenons un arbre de Motzkin et ajou-
tons des liens tels qu’une feuille est connectée à un nœud unaire quelconque de l’arbre.
Clairement, chaque λ-terme peut être généré de cette façon. Mais comme une feuille
x peut également être connectée à un nœud qui ne fait pas partie de ses ancêtres,
des arbres enrichis ne représentant pas de λ-terme peuvent également être obtenus.
On obtient donc la borne supérieure λn ≤ Mn max nnfu où Mn est le nombre d’arbres
de Motzkin à n nœuds. Comme ci-dessus, on a nu = n/W (en). Maintenant, (9.22)
implique que pour n assez grand on a
nnfu ≤
(
n
log n− log log n
)n
2 (1− 1logn)
≤
(
(1 + ε)n
log n
)n
2
(
n
log n
)− n2 logn
=
(
(1 + ε)n
e log n
)n
2
exp
(
n log log n
2 log n
)
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où on utilise log n/(1 + ε) ≤ log n − log log n pour n assez grand. Enfin, le fait bien
connu Mr ∼ k23r/r3/2 (quand r → ∞ et pour une constante k2 > 0) permet de
conclure la preuve.
Remarque. Si λ¯n est le nombre de λ-termes clos à n nœuds internes (autrement dit,
où les feuilles ne contribuent pas à la taille), alors David et al. [DGK+10] ont montré
le résultat suivant sur la croissance de la suite :(
(4− )n
log n
)n−n/ logn
≤ λ¯n ≤
(
(12 + )n
log n
)n−n/3 logn
.
Donc la croissance exponentielle est similaire à celle de λn, bien que le modèle sous-
jacent soit assez différent.
9.5.2 Une relation de récurrence
L’équation (9.7) implique immédiatement que λn suit la relation de récurrence
λn = Mn−1 +
∑
`+q=n−1
λ`λq +
∑
1≤`≤n−1
δn,`λ` (9.23)
où Mn = [zn]M(z, 1) est le nombre d’arbres de Motzkin de taille n et
δn,` = [zn−1−`]
1
(1− 2zM(z))` =
∑
r≥0
(
`− 1 + r
`− 1
)
ζn−`−1,r
avec ζs,r := [zs](2zM(z))r. Remarquons que ζs,r = 0 sauf quand s ≥ 2r et donc
δn,` =
b(n−`−1)/2c∑
r=0
(
`− 1 + r
`− 1
)
ζn−`−1,r.
Par inversion de Lagrange on obtient
ζs,r = 2r[zs−r]M(z)r = 2r
r
s− r
∑
a,b,c: b+2c=s−2r
(
s− r
a, b, c
)
qui donne, après quelques calculs
δn,` =
bn−`−12 c∑
t=0
t∑
r=0
r2r
(
`−1+r
r
)
(n− `− 2− r)!
t! (t− r)! (n− `− 1− 2 t)! . (9.24)
Maintenant posons
bn,`,t :=
t∑
r=0
r2r
(
`−1+r
r
)
(n− `− 2− r)!
t! (t− r)! (n− `− 1− 2 t)! .
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Cette somme se prête à la création télescopique (voir [Zei91]) qui entraine un système
de deux récurrences d’ordre un pour la séquence multi-indicée (bn,`,t)n,`,t≥0 :(
−`2 − 2nt− 2`t− `− n+ n2
)
bn,`,t +
(
2`t− 2n`+ 2`2 + 4`
)
bn,`+1,t
+
(
−4t2 − 2t+ 4nt− 4`t− n2 + 2n`− `+ n− `2
)
bn+1,`,t = 0
et
(2n− t− 2) (n− `− 2t− 2) (n− `− 2t− 1) b`,n,t − t (t+ 1) (n− `− t− 2) b`,n,t+1
− (n− `− 2t− 2)(n− `− 2t− 1) (n− `− 2t) b`,n+1,t = 0.
où les conditions sont données par la représentation en somme de bn,`,t.
Ce système peut-être résolu explicitement et on obtient :
bn,`,t =
2`
t
· Γ (n− `− 2) 2F1(−t+ 1, `+ 1;−n+ `+ 3; 2)
Γ (t)2 Γ (n− `− 2t)
Maintenant, en utilisant les mêmes techniques, on obtient également un système de
deux récurrences D-finies pour δn,` :
(n− `) (n+ 1− `) (n− 2`− 2) δn+2,` − (n− `)
(
2n2 − 6n`− 5n+ 2`2 + 3`+ 1
)
δn+1,`
− (n− 1)
(
3n2 − 2n`+ n− `2 − 9`− 8
)
δn,` + 20 (n− 1) ` (`+ 1) δn,`+2
+ 2 (n− 1) (5n− 9`− 12) `δn,`+1 = 0
et
(n− `) (`− n− 1) δn+2,` + (n− `) (2n− `) δn+1,` − ` (n− 1) δn+1,`+1
− 4` (n− 1) δn,`+1 (n− 1) (3n− 2`+ 1) δn,` = 0.
Malheureusement, ce système n’admet pas de solution explicite en terme des fonctions
spéciales classiques. Néanmoins, cette récurrence permet le calcul efficace des premières
valeurs de δn,`.
9.6 Conclusion et perspectives
La motivation de notre analyse était l’énumération de λ-termes clos. Comme le
problème semble difficile, nous avons étudié les sous-classes BCI(p) qui imposent une
restriction importante sur le degré de liberté dans le lien des variables par des quanti-
ficateurs. On s’attend donc à ce que la classe des BCI(p) soit petite en comparaison
de celle des λ-termes clos. Nos résultats vérifient et quantifient ce fait. De plus, ils
montrent que la restriction est plus faible que celle qui vise à limiter la hauteur unaire,
i.e., le nombre maximum de nœuds unaires sur les chemins de la racine aux feuilles.
En effet, si la hauteur unaire est bornée par L, le nombre asymptotique de terme est
alors Cn−3/2ρn en général ; i.e., le comportement asymptotique est similaire à celui des
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arbres de Motzkin. Pour certaines valeurs particulières de L seulement, le comporte-
ment asymptotique devient Cn−5/4ρn (voir [BGG11]). Ce comportement asymptotique
change si l’on remplace la contrainte sur la hauteur unaire par une contrainte sur le
nombre de liens qu’un nœud unaire peut avoir (comme dans le cas BCI(p)) ou qu’on
l’abandonne complètement (tous les λ-termes clos). Ces structures sont donc en effet
très différentes des structures arborescentes : leur nombre croît beaucoup plus vite que
celui des arbres de Motzkin. Nous concluons donc que l’énumération des BCI(p) n’est
pas seulement intéressante pour l’étude de cette classe particulière, mais est aussi bien
plus proche du problème d’énumération d’origine que de l’énumération des arbres.
Comme la classe des BCK(p), quand p tend vers l’infini, est précisément la classe
des λ-termes clos, on pourrait vouloir aborder le problème du comportement asymp-
totique de λn par le nombre de BCK(p), en faisant tendre p vers l’infini. Pour obtenir
une telle limite on a besoin de l’asymptotique précise du nombre de BCK(p). Malheu-
reusement, ce calcul s’avère être beaucoup plus difficile que dans le cas des BCI(p).
Le cas p = 2 a récemment été traité dans [BG14] et les auteurs y conjecturent la forme
de l’asymptotique pour tout p. Pour pouvoir se rapprocher d’avantage de l’asympto-
tique des λ-termes clos il faut donc maintenant développer des outils de calcul formel
puissants pour l’évaluation de cet asymptotique, ou trouver une nouvelle approche.
Quatrième partie
Autres travaux autour de la
génération aléatoire
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Chapitre 10
Arbres avec occurrences restreintes
de motifs
10.1 Introduction
Dans ce chapitre, nous cherchons à spécifier et à générer aléatoirement des arbres
en contrôlant le nombre de motifs apparaissant dans ces arbres. La génération aléatoire
de plusieurs objets combinatoires selon leur occurrences de motifs (ou évitant certains
motifs) a récemment été étudiée (comme les mots [CR02], les permutations [BBP+12,
Pie13], les marches [BFPW13], les graphes pour certains mineurs [BMW13], les arbres
où les sous-arbres sont les motifs considérés [FMJ09]...) Plusieurs méthodes différentes
ont été développées dans ce but. Ici, nous allons utiliser des spécifications pondérées
(cf section 1.5).
Les spécifications pondérées permettent de favoriser certaines configurations. Un
cas simple et utile est de pondérer un certain type d’atome, sur un niveau de récursion
comme par exemple les arbres unaires-binaires dont les nœuds unaires sont pondérés.
La spécification bivariée se décrit alors facilement en ajoutant une marque sur les
éléments concernés. Mais il est assez courant de vouloir pondérer des motifs, i.e., des
configurations qui se forment sur plusieurs niveaux de récursion. Pour cela, il ne suffit
plus d’ajouter des marques sur une spécification existante, mais de d’abord trouver
une spécification permettant d’isoler les cas formant ces motifs pour pouvoir ensuite
les pondérer.
Nous nous intéressons ici aux arbres enracinés planaires (d’arités potentiellement
restreintes). Soit T un arbre planaire, un arbre M à f feuilles est un motif de T
s’il existe des arbres t1, t2, ...tf tels que l’arbre obtenu en substituant chaque feuille
i de M par ti est un sous arbre de T (nous reviendrons sur cette définition dans la
sous-section 10.2.1). Pour cela, nous allons écrire un algorithme permettant d’obtenir
une spécification sous forme d’un système d’équations. Chaque ligne de ce système
correspondra à un début de motif de profondeur donnée. Afin de rendre la gram-
maire non-ambigüe tout en comptant toutes les occurrences de motifs, nous devons
considérer le phénomène d’auto-corrélation des motifs (défini à la sous-section 10.2.3)
d’arbres. Une fois cette spécification obtenue, il est alors possible de l’utiliser pour
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générer uniformément des arbres de taille donnée ayant un nombre d’occurrences d’un
motif fixé ou pour compter le nombre d’occurrences d’un motif dans un arbre. Cet
algorithme peut être rapproché de l’automate (de mots) permettant de compter le
nombre d’occurrence d’un motif [CR02] : là aussi il faudra calculer l’auto-corrélation
pour pouvoir, lorsque l’on rajoute une lettre à la fin d’un mot, passer dans le bon état
de l’automate. La principale différence dans les arbres est qu’un arbre peut être conti-
nué en chacune de ses feuilles : il faudra alors considérer en même temps l’extension de
toutes les feuilles pouvant entrainer une auto-corrélation où les motifs se superposent
par endroits.
Dans [CDKK08], les auteurs obtiennent une grammaire pour une notion de motifs
similaires à celle que nous utilisons ici dans le cadre des arbres non planaires. Leur
méthodes peuvent être adaptées au cas planaire, cependant, la grammaire obtenue est
alors au moins aussi grosse que celle que nous obtenons ici. Plus précisément, dans
le pire cas, la grammaire est identique (tant que l’arité maximale des nœuds ne croît
pas avec la taille du motif) mais pour des cas plus favorables notre algorithme sera
meilleur. Nous conjecturons que notre algorithme est polynomial en moyenne en la
taille du motif, alors que l’algorithme de [CDKK08] est toujours exponentiel.
Nous commençons, par une première section, par définir les notions fondamentales
que nous utilisons dans notre algorithme. La deuxième section est dévouée à la pré-
sentation de l’algorithme permettant d’obtenir automatiquement depuis un motif M
donné la spécification bivariée des arbres comptés selon leur taille et leur nombre d’oc-
currences de M . La section 10.4 décrit brièvement comment utiliser cette spécification
pour obtenir un générateur aléatoire, et pour la reconnaissance de motifs. Enfin, dans
la dernière section, nous explorons des pistes d’extensions.
10.2 Définitions
Nous allons commencer par donner diverses définitions sur les arbres enracinés
planaires que nous utiliserons ensuite pour définir notre algorithme. Nous considérons
ici que la taille d’un arbre est son nombre total de nœuds et que le plus petit arbre
est l’arbre réduit à une feuille, de taille 1.
10.2.1 Préfixe, suffixe and motifs
Nous commençons par définir, et illustrer dans la figure 10.1 , les motifs auxquels
nous nous intéressons.
Soit T un arbre, un arbre S est un suffixe si et seulement s’il existe un nœud n
dans T tel que S est le sous-arbre issu de n.
Soit k le nombre de feuilles de T , un arbre P est un préfixe si et seulement s’il existe
un k-uplet d’arbres S = (S1, · · · , Sk) tel que l’on obtient T en substituant, pour tout
i ∈ {1, .., k}, la feuille i par l’arbre Si dans P .
Définition 10.1. Un arbre M est un motif de T si et seulement s’il existe un suffixe
S de T tel que M est préfixe de S.
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Arbre Occurrences Occurrences Occurrences
en tant que préfixe en tant que suffixe en tant que motif
1 2 3
1 0 1
0 0 0
0 0 2
0 0 1
0 2 3
Figure 10.1 – Exemples de préfixes, suffixes et motifs : pour des arbres donnés, le
tableau à droite montre combien de fois ils apparaissent en tant que préfixes, suffixes
et motifs dans l’arbre de gauche.
Soit T et M deux arbres, n un nœud de T . On dit que M apparait comme motif
enraciné en n si M est un préfixe du sous-arbre enraciné en n.
10.2.2 Troncatures et segments
Définition 10.2. La troncature d’un arbre T à profondeur d, notée troncT (d), est le
plus grand préfixe de T de profondeur d, i.e., l’arbre réduit à ses nœuds de profondeur
au plus d.
On remarque qu’il y a hauteur(T ) + 1 troncatures de T . Une troncature de T est
dite stricte si et seulement si elle est différente de T .
Une feuille d’un arbre est dit active si elle est de profondeur maximale, c’est à dire
qu’elle est de même profondeur que l’arbre. L’ensemble de feuilles actives d’un arbre
T est noté active(T ).
Cette définition va nous servir pour construire des arbres depuis la racine en les
faisant croitre simultanément sur toutes leurs feuilles actives. On construit ainsi un
arbre par ses troncatures, en y ajoutant des segments.
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Définition 10.3. Un segment s ∈ NN est une séquence d’arités. Le segment d’un
arbre T à profondeur d ≥ 1, noté segmentT (d), est la séquence des arités des nœuds
de profondeur d.
t : s :
−→
t · s :
Figure 10.2 – De gauche à droite : un arbre t ayant 3 feuilles actives (représentées en
bleu), un segment s = (3, 0, 2) compatible avec t (car s est de longueur 3), et l’arbre
t · s obtenu par concaténation de s à t.
La longueur de segmentT (d) est |active(troncT (d))|. La troncature troncT (d) peut
être obtenu depuis troncT (d − 1) et segmentT (d − 1) : c’est la propriété que nous
utiliserons pour faire croitre nos arbres. On dit qu’un segment s est compatible avec
un arbre T si et seulement si |s| = |active(T )|. Soit T un arbre et s = (s1, ..., sk) un
segment compatible avec T . L’arbre T ′ obtenu en substituant à chaque feuille active
i de T par un nœud d’arité si dont tous les fils sont des feuilles, noté T · s, est appelé
la concaténation de s à T .
10.2.3 Corrélations
Afin d’obtenir une grammaire non ambigüe qui compte bien toutes les occurrences
d’un motif, nous définition une corrélation dans les arbres. Ceci nous permettra de
détecter lorsque deux occurrences (potentielles) du motif se superposent.
Soit S et T deux arbres, l’arbre couvrant commun, s’il existe, à S et T est le plus
petit arbre U ayant S et T pour préfixes.
Soit deux arbres C et T , l’arbre C est dit corrélé à T s’il existe un nœud n de T tel
que le sous-arbre issu de n à un arbre couvrant commun avec C. Le nœud n est appelé
point de corrélation de T pour C. On dit qu’un point de corrélation n couvre un nœud
a de T s’il existe un préfixe P de C tel que P soit un motif de T enraciné en n dont
a est un nœud. Notons immédiatement que la relation de corrélation définie ici n’est
pas symétrique, et que toutes les feuilles d’un arbre T sont des points de corrélation
pour tout arbre C.
S = , T = , C =
Figure 10.3 – De gauche à droite : un arbre S, un arbre T et leur arbre couvrant
commun C.
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Soit T et C deux arbres, n un point de corrélation de T pour C, la superposition
corrélée de C en n est l’arbre où l’on a substitué le sous-arbre issu de n par l’arbre
couvrant commun entre le sous-arbre issu de n et C. Cela revient à compléter T de
manière à ce que C apparaisse comme motif enraciné en n.
Soit T un arbre de profondeur p et F = troncT l’ensemble de ses troncatures, soit
F1 un élément de F de profondeur k et n un point de corrélation de F1 pour T , on
considère l’opération suivante : On construit F2 en faisant une superposition corrélée
de T en n dans F1 puis on ajoute tronck(F2), la troncature à profondeur k de F2, à F .
La clôture de F par cette opération est appelée l’ensemble des troncatures corrélées
de T . Une illustration de cette définition est donnée en figure 10.4.
M =
{ , , , , , , , }
Figure 10.4 – Un arbre M dont les points d’auto-corrélation apparaissent en bleu et
son ensemble de troncatures corrélées.
Lemme 10.4. Soit T un arbre de profondeur p, d’arité maximale amax fixée. Il y a
au moins un nombre linéaire en p de troncatures corrélées de T et au plus en nombre
exponentiel en p.
Démonstration. Les troncatures de T sont des troncatures corrélées de T , il y en a donc
au moins p+ 1. Il n’y a qu’un nombre exponentiel d’arbres de profondeur inférieure à
p et d’arité max amax, ce qui permet de conclure.
Dans la suite, nous utiliserons uniquement un sous-ensemble de ces troncatures
corrélées, les troncatures corrélées spéciales (cf. définition 10.7). Mais avant de les
définir, nous avons besoin d’autres notions.
Définition 10.5. Soient T et C deux arbres, on associe à chaque feuille active ` de
T un point de corrélation m` de T pour C, dit maximum pour `, tel que m` couvre `
et tous les points de corrélation de T pour C couvrant f appartiennent au sous-arbre
issu de n. L’ensemble des points de corrélation maximaux de T pour C est l’ensemble
des points de corrélation qui sont maximaux pour au moins une feuille active de T .
Les figures 10.5 et 10.6 illustrent cette définition et celle des sous-arbres élagués
corrélés (cf. définition 10.6).
120CHAPITRE 10. ARBRES AVECOCCURRENCES RESTREINTES DEMOTIFS
C = T =
E =
 , , , ,

Figure 10.5 – Deux arbres C et T , et l’ensemble E des sous-arbres élagués de T
corrélés à C. Les 5 nœuds en rouge de l’arbre T forment l’ensemble des points de
corrélation maximaux pour C. Remarquons que la feuille verte, qui n’est pas active,
n’est couverte par aucun point de corrélation maximum.
On peut trouver ces points en parcourant l’arbre de la racine vers les feuilles. On
marque pour cela toutes les feuilles actives de l’arbre et on cherche sur chaque branche
de l’arbre le nœud de corrélation le plus haut couvrant des feuilles marquées. On teste
pour cela sur chaque nœud de l’arbre, du plus haut au plus bas, s’il est un point de cor-
rélation couvrant une feuille marquée. On ajoute les nœuds ainsi trouvés à l’ensemble
de points de corrélation maximaux, on supprime les marques des feuilles couvertes et
on répète sur tous les sous arbres des derniers points de corrélation maximaux trouvés
contenant encore des feuilles marquées. Ceci peut se faire en temps quadratique par
rapport à la taille de T : on considère au plus une fois chaque nœud comme un point
de corrélation maximal potentiel, et le test pour savoir si le nœud est un point de cor-
rélation et quelles feuilles sont couvertes est également linéaire (il faut juste comparer
toutes les nœuds du sous-arbre à ceux correspondant dans C).
Nous allons maintenant définir les sous-arbres élagués corrélés. Ceux-ci intervien-
dront dans notre algorithme car c’est en considérant les segments agrandissant ces
sous-arbres élagués que l’on va pouvoir former des motifs.
Définition 10.6. Soit T et C deux arbres, Em l’ensemble de points de corrélation
maximaux de T pour C. L’ensemble F des sous-arbres élagués de T corrélés à C
est un ensemble de motifs de T défini comme suit. Un arbre A appartient à F si et
seulement si :
– A est un motif de T enraciné en un point e de Em,
– tous les nœuds couverts par e sont dans A,
– pour toute feuille active f ∈ A, pour tout e′ 6= e de Em couvrant f , tous les
nœuds couverts par e′ sont dans A,
– il n’y a pas d’autre nœud dans A.
On remarque immédiatement deux choses : un arbre a au plus autant de sous-
arbres élagués corrélés que de points de corrélation maximaux et chaque feuille active
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M = T =
e1
e2
f1 f2f3 f4 f5 f6
Figure 10.6 – Un arbre M , appelé double peigne de profondeur 4, et un arbre T .
L’arbre T a 6 feuilles actives, f1, ..., f6, et deux points de corrélations maximaux e1
et e2. Le point e1 couvre f1, f2, f5 et f6. Il est maximum pour ces 4 feuilles. Le point
e2 couvre f1, f2, f3 et f4. Il est maximum pour f3 et f4. L’ensemble des sous-arbres
élagués de T corrélés à M est le singleton {T} : en effet, e1 couvre f1 et comme f1 et
également couvert par e2 tous les nœuds couverts par e1 et e2 doivent appartenir au
même sous-arbre élagué corrélé.
d’un arbre T appartient à exactement un sous-arbre élagué corrélé. On obtient donc
ainsi une partition des feuilles actives entre les différents sous-arbres élagués corrélés.
Prenons de l’avance sur la section suivante avec la remarque suivante. Si on com-
plète un arbre T par un segment s et que l’on s’intéresse au début d’occurrences d’un
motifM dans T , on observe qu’un tel début de motif ne peut pas recouvrir des feuilles
actives de deux sous-arbres élagués de T corrélés à C différents. Il est donc équivalent
de considérer la concaténation de différents sous-segments à chacun des sous-arbres
élagués corrélés, en ce qui concerne la capacité de compter les occurrences du motif C.
Passons maintenant à la dernière définition nécessaire avant de présenter notre
algorithme.
Définition 10.7. Soit M un arbre de profondeur p, une troncature corrélée T de M
est dite spéciale si et seulement si :
– L’ensemble des sous-arbres élagués de T corrélés à M est le singleton {T},
– La profondeur de T est strictement inférieure à M .
Dans de nombreux cas, les seules troncatures corrélées spéciales seront les tron-
catures strictes. C’est par exemple le cas des arbres M de la figure 10.4, C et T de
la figure 10.5 et T de la figure 10.6. Par contre, dans le cas du double peigne (cf. fi-
gure 10.6) par exemple, il y aura un nombre exponentiel de tel troncature. Un exemple
est donné en figure 10.7.
Proposition 10.8. Soit M un arbre de profondeur p, d’arité maximale amax fixée, il
y a au moins p troncatures corrélées spéciales de M et au plus un nombre exponentiel
en p.
Démonstration. Les troncatures strictes sont des troncatures corrélées spéciales et il
y en a p (une pour chaque profondeur de 0 à p − 1). La borne supérieure découle
directement du lemme 10.4.
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Figure 10.7 – Les troncatures corrélées spéciales du double peigne de profondeur 4.
Les points de corrélations maximaux sont indiqués en rouge.
10.3 Construction automatique de la spécification
On cherche maintenant à définir un algorithme qui étant donné un motif M
construit une spécification bivariée des arbres comptés selon leur nœuds et le nombre
d’occurrences de M . Cette spécification sera constituée d’un système d’équations, où
l’ensemble des membres de droite est l’ensemble des troncatures corrélées spéciales de
M .
Soit M un motif de profondeur p, et soit T une troncature corrélée spéciale de
M , on note AT la série génératrice bivariée des arbres comptés selon leur nombre de
nœuds et leur nombre d’occurrences du motif M ayant T pour préfixe. On cherche
à obtenir la spécification de A• (où • représente l’arbre réduit à une feuille). Pour
cela, on va écrire un système dont les membres de gauche des équations sont les AT
avec T une troncature corrélée spéciale de M . Les termes de gauche correspondent
aux différents cas possibles lorsque l’on fait grandir T par un segment compatible lors
de sa dérivation. On doit alors ajouter autant de nœuds que son nombre de feuilles
actives, puis chercher les nouveaux états dans lesquels on se trouve. Comme dans le
cas des spécifications algébriques pour les arbres, on a un processus branchant menant
vers des sous-arbres que l’on va considérer indépendamment. La principale différence
est qu’ici ce branchement ne se passe pas à tous les nœuds : si, dans un sous-arbre de
T , on a une chance de voir apparaitre une occurrence du motifM , alors tous les nœuds
pouvant faire partie de cette occurrence doivent être considérés simultanément lors de
la prochaine étape de dérivation. Nous donnons un exemple de telle spécification dans
la figure 10.8.
SoitM un motif de profondeur p,l’idée de l’algorithme est de construire cette spéci-
fication en produisant successivement chacune des troncatures corrélées spéciales par
ajout de segments. Soit E l’ensemble des troncatures corrélées spéciales de M . On
va construire E au fur et à mesure de l’algorithme, initialement E contient unique-
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ment •. On définit un système d’équation 1 contenant initialement la ligne incomplète
« A• = ». À chaque fois que l’on ajoute une troncature corrélée spéciale T à E, on
ajoute la ligne « AT = » au système d’équation. Ensuite, on considère successivement
chacunes des troncatures corrélées spéciales dans E, de la plus petite à la plus grande.
Pour chaque troncature corrélée spéciale C, on note i son nombre de feuilles actives
et on va concaténer successivement chaque segment compatible s (on verra plus tard
comment gérer le fait que cet ensemble est infini) à C. On obtient ainsi un nouvel
arbre T , et on ajoute le terme correspondant dans la spécification de AC .
– Si T est une troncature corrélée spéciale de M , on ajoute T à E et le terme
Z iAT
à la spécification de AC .
– Si T est de profondeur strictement inférieure à p et n’est pas une troncature
corrélée spéciale de M : T a donc plusieurs sous-arbres élagués corrélés à M . On
détermine ES = {S1, .., S`} l’ensemble des sous-arbres élagués de T corrélés à
M . 2
On ajoute le terme
Z i ∏`
j=1
ASj
à la spécification de AC .
– Sinon T est de profondeur p. On va alors distinguer deux cas : celui où un motif
apparaît et celui où il n’apparaît pas. Soit F1, ..., Fk les fils de la racine de T
de profondeur p − 1, i.e., l’ensemble des plus grands sous-arbres contenant des
feuilles actives, on détermine ES = {S1, .., S`} l’union des ensembles des sous-
arbres élagués de F1, ..., Fk corrélés à M .
– Si la racine de T est un point de corrélation maximum pour M , alors le motif
apparaît. On ajoute le terme
UZ i ∏`
j=1
ASj
à la spécification de AC .
– Sinon, on ajoute le terme
Z i ∏`
j=1
ASj
à la spécification de AC .
Détecter les nœuds de corrélations maximum peut facilement se faire en temps
polynomial par rapport à la taille du motif M .
1. Bien sur, ce n’est pas la structure de données à utiliser pour implémenter l’algorithme. Une
discussion plus élaborée sur les structures de données sera présentée dans [CDJ]
2. On reconnait ici le même phénomène que pour l’automate reconnaissant Σ∗u [CR02] : lorsque
l’on ajoute une lettre, il faut trouver le plus grand suffixe du nouveau mot qui est un préfixe de u.
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Revenons maintenant à l’ensemble S des segments compatibles pour un arbre T
à i feuilles actives. Nous montrons ici comment on peut ne considérer qu’un nombre
fini de segments compatibles. Soit ea l’ensemble des arités apparaissant dans le motif
considéré M , et soit s = (s1, ..., si) ∈ S, on défini s˜ = (s˜1, ..., s˜i) par :
s˜i =
si si si ∈ ea0 sinon
Soit j le nombre d’éléments de s n’appartenant pas à ea,
Bj =
∑
k 6∈ea
Ak•
j ,
et Cs˜ le terme obtenu dans l’algorithme par l’ajout de s˜ à T , le terme obtenu dans
l’algorithme par l’ajout de s à T est C × B. On peut donc se restreindre à l’ensemble
S˜ des segments compatibles ne contenant que des arités apparaissant dans M en
remplaçant Cs˜ par
Cs˜ ×
d∑
j=0
Bj
où d est le nombre de 0 de s˜.
M =
B = A• + Seq≥3(A•)
A• = Z + ZA + ZB
A = Z2 + Z2A + Z2A B + Z2A + Z2BA + Z2A A + Z2B2
A = Z2 + Z2UA + Z2UA B + Z2A + BZ2A + UA A + Z2B2
Figure 10.8 – Un motif M et la spécification des arbres comptés selon leur taille et
leur nombre d’occurrences de ce motif. En particulier, le nombre d’arbres de taille n
à k occurrences de m est :
[
ZnUk
]
A•.
Appelons l’algorithme que nous venons ainsi de définir algorithme de spécification
automatique.
Théorème 10.9. La spécification produite par l’algorithme de spécification automa-
tique suit les propriétés suivantes :
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– Chaque arbre peut être dérivé d’une unique manière.
– Le nombre d’arbres de taille n à k occurrences du motif M est[
ZnUk
]
A•.
Démonstration. La spécification est déterministe : chaque segment n’est considéré
qu’une fois pour chaque troncature et la séparation en différents processus partitionne
les feuilles actives. Il y a donc au plus une dérivation possible pour chaque arbre.
Comme tous les segments sont considérés (via ce qui précède) pour toute troncature,
tout arbre peut être dérivé. Comme dériver un arbre revient à dériver ses troncatures
et à ne séparer en processus indépendants que lorsqu’une occurrence du motif ne peut
pas apparaître entre les deux parties séparées, et que l’on détecte à chaque étape si on
a atteint le motif, on compte bien le nombre d’occurrences.
On remarque ici que l’on suppose que l’on connait une correspondance explicite
entre un segment et le terme qu’il produit pour une ligne donnée, afin de pouvoir
dériver l’arbre. Ce sera la cas pour la plupart des applications de l’algorithme et il
suffit pour cela de stocker cette correspondance lors du calcul des termes.
Proposition 10.10. Soit M un motif de profondeur p, d’arité maximale amax fixée,
la spécification obtenue par l’algorithme de spécification automatique a :
– un nombre de lignes au moins linéaire et au plus exponentiel en p.
– son nombre de termes apparaissants à droite des équations au plus exponentiel
en p.
Démonstration. Comme il y a une ligne par troncature corrélée spéciale exactement,
la première propriété suit directement de la proposition 10.8. Le nombre de termes
apparaissants à gauche de l’équation ayant AT pour terme droit a
i∑
j=1
(
i
j
)
2iai−jmax,
termes, où i est le nombre de feuilles actives de T , car un segment prend ses valeurs
dans {0, ...amax} et les 0 peuvent être remplacés, ou pas, par des arités supérieures à
amax.
La condition d’arité maximale fixée n’est souvent pas restrictive pour les applica-
tions. Dans le cas où cette restriction ne serait pas réaliste, une méthode similaire à
celle de [CDKK08] adaptée pour les arbres planaires serait probablement préférable à
la notre.
Remarque. Nous avons considéré les spécifications d’arbres enracinés planaires géné-
raux mais rien n’empêche de restreindre les arités autorisées. Dans ce cas, on ne consi-
dère pas les segments ayant des arités non-autorisées et les résultats restent corrects.
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10.4 Applications de l’algorithme
10.4.1 À la génération aléatoire
Soit un motifM . L’algorithme de spécification automatique nous permet d’obtenir
une spécification algébrique bivariée pour les arbres comptés selon leur taille et leur
nombre d’occurrences du motif M . Cette spécification rentre dans le cadre de la mé-
thode de Boltzmann pour les classes multi-variées [BP10]. Cette méthode permet de
tirer des arbres de taille appartenant à [n(1−ε), n(1+ε)] ayant approximativement m
occurrences du motif (la précision dépend de n). Sa complexité 3 moyenne sera en Θ(n)
(fois la taille de la spécification) car la distribution moyenne du nombre d’occurrences
d’un motif dans l’ensemble des arbres de taille fixée est gaussienne [CDKK08].
La méthode récursive peut également être appliquée, mais on doit, pour générer
un arbre de taille n à k occurrence de M , pré-calculer les coefficients des différentes
séries entrant en jeu, jusqu’à la taille n et k occurrence du motif. La complexité en
temps d’un tirage est est Θ(n2).
Dans les deux cas, la génération est efficace si la taille du motif est très petite
devant celle des arbres que l’on souhaite générer.
Pour pouvoir appliquer ce générateur à la simulation de contexte, il faut tout
d’abord extraire les motifs intéressants dans les arbres étudiés. Pour beaucoup de
contextes, ce n’est pas un problème évident, et l’on doit recourir à des algorithmes de
fouille de données pour l’extraction de ces motifs. L’extraction d’arbres fréquents est
un sujet bien connu et abordé par exemple dans [Ari08]. On fixe pour cela un seuil q,
et un motif est dit fréquent s’il apparait plus de q fois dans une collection d’objets.
Ceci peut être fait en complexité en temps et en espace polynomial, par rapport à la
taille de la sortie. On peut détecter des motifs interdit par des méthodes similaires.
10.4.2 À la reconnaissance de motifs
L’algorithme de spécification automatique donne immédiatement un algorithme
permettant de compter le nombre d’occurrences d’un motif dans un arbre. En effet
avec la spécification il suffit de dériver l’arbre et de compter le nombre d’occurrences
de U : cela se fait en temps linéaire par rapport à la taille de l’arbre à dériver fois la
taille de la spécification. Là encore, c’est dans le cas où le motif est beaucoup plus
petit que l’arbre que notre algorithme sera efficace. Ceci est d’autant plus vrai lorsque
l’on veut compter le nombre d’occurrences du même motif dans différents arbres. En
effet, ici, comme pour la génération aléatoire le pré-calcul couteux de la spécification
ne sera fait qu’une fois. La spécification (de taille potentiellement exponentielle en la
taille du motif) devra cependant être stockée en mémoire.
Les autres méthodes linéaires de reconnaissance de motif [HO82] demandent éga-
lement un pré-calcul exponentiel en la taille du motif.
Dans le cas où les motifs ne sont pas si petits par rapport à la taille de l’arbre, des
3. Le modèle de complexité considéré ici permet de tirer une loi uniforme et de faire des calculs
arithmétiques en temps constant.
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méthodes comme celles présentées en [CH03], de complexité O(n log n), ou [SF83], de
complexité quadratique dans le pire des cas et linéaire en moyenne, seront préférables.
10.5 Extensions de l’algorithme
Notre algorithme peut facilement être étendu à au moins deux autre contextes :
les arbres comptés selon leur nombre d’occurrences de différents motifs et les arbres
colorés, i.e., dont les nœuds portent des informations supplémentaires que les mo-
tifs doivent respecter. Ces adaptations se transfèrent sans problème à la génération
aléatoire et à la reconnaissance de motifs.
10.5.1 Ensemble de motifs
Pour donner une spécification d’une classe d’arbres comptés selon différents motifs,
on peut utiliser un type de marque différent pour chaque motif différent. Notons que
l’on peut également s’intéresser au nombre total d’occurrence d’un des motif avec une
seule marque, mais on peut immédiatement déduire une spécification pour ce modèle
d’après le précédent.
Pour cela, on construit l’ensemble des troncatures spéciales de tous les motifs,
corrélées à tous les autres motifs, ce qui oblige à considérer les points de corrélations
(maximaux) pour chaque couple de motifs.
Les autres modifications nécessaires suivent naturellement.
10.5.2 Arbres colorés
Il est très courant de vouloir utiliser plusieurs type de nœuds de même arité. On
utilisera pour ce faire des arbres colorés, i.e., des arbres où chaque nœud possède une
couleur déterminant son type. Pour pouvoir s’intéresser aux motifs dans de tels arbres,
il faut déjà retoucher les définition de préfixe, suffixe et arbre couvrant commun pour
y inclure le fait que deux nœuds à la même positions doivent être de même couleur.
La définition des segments est également modifiée : un segment de longueur ` est alors
un `-uplet de séquences, potentiellement vides de couleurs. Ces couleurs détermine
celles des nouvelles feuilles actives crées par concaténation du segment à un arbre. Les
longueurs de chaque séquence déterminent les arités des nouveaux nœuds internes.
10.6 Conclusion et perspectives
Nous avons obtenu un algorithme permettant de spécifier automatiquement la
classe bivariée des arbres enracinés planaires munie de la fonction taille nombre to-
tal de nœuds et du paramètre nombre d’occurrences d’un motif donné. Une fois ce
pré-calcul effectué, on en tire un générateur aléatoire linéaire en moyenne, ainsi qu’un
algorithme qui compte le nombre d’occurrences d’un motif dans un arbre. Ce dernier
algorithme a une complexité linéaire en la taille de l’arbre dans lequel on veut compter
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les motifs, et sera donc très efficace dans le cas où le motif est très petit par rapport
à la taille de l’arbre.
Il reste néanmoins beaucoup à faire pour une implémentation pratique efficace
de l’algorithme de spécification automatique. Tel que présenté ici l’algorithme refait
plusieurs fois les mêmes opérations, qui pourraient être factorisées avec un choix de
structures de données adaptées.
Ensuite, notre principal objectif est d’établir la complexité de notre algorithme.
En effet, on voit facilement que si le motif contient peu d’arités différentes et peu
de points de corrélation l’algorithme sera polynomial. Comme ceci semble être le cas
pour la plupart des motifs, on conjecture que notre algorithme sera polynomial en
moyenne, mais le prouver demande une analyse poussée. De plus, le pire cas n’est
quand à lui pas évident à identifier. En effet, si on imagine une famille des motifs
où le nombre d’arités différentes apparaissant dans un motif croît avec la taille, notre
algorithme pourrait à priori être sur-exponentiel. Pour que cela se produise même avec
une implémentation maligne (qui, par exemple, testerait au préalable l’existence de
points de corrélation non-triviaux) il faudrait que le nombre de points de corrélation
maximaux croisse également et suffisamment vite avec la taille des motifs. L’existence
et l’identification d’une telle classe demande une étude combinatoire pointue de ce que
doit contenir une telle structure.
Enfin, un autre problème proche de celui étudié ici est la spécification d’arbres
étiquetés (par les entiers de 1 à n) à motifs ordonnés : il s’agit alors de considérer
qu’un arbre M est motif étiqueté d’un arbre T si et seulement si M est un motif de
T enraciné en un nœud n et les étiquettes des nœuds de T apparaissant dans cette
occurrence de M ont le même ordre relatif que les étiquettes de M . La question de la
spécification d’une telle classe semble être bien plus difficile.
Chapitre 11
Polyominos digitalement convexes
Introduction
En géométrie discrète, un ensemble de cellules du réseau Z2 constitue un polyomino
digitalement convexe s’il existe un convexe du plan tel qu’il s’agit exactement de l’en-
semble des cellules incluses à l’intérieur. 1. On considère les polyominos digitalement
convexes à translations près. Le périmètre est celui de la plus petite boîte rectangulaire
qui le contient. Ce périmètre est également celui du polygone formé par le contour des
cellules, en admettant un polygone non auto-évitant dans le cas où l’ensemble n’est
pas connexe (voir figure 11.1).
La notion de polyominos digitalement convexes apparaît naturellement dans le
contexte de l’estimation de courbure et est conséquemment dans le domaine de la
reconnaissance de motifs géométriques [KLN08, CMT01].
Brlek et al. [Brl] ont décrit une caractérisation des polyominos digitalement convexes
en termes de mots codant leur contour. Dans ce chapitre, nous allons reformuler cette
caractérisation comme une spécification, que nous utiliserons pour analyser la forme
moyenne et donner un générateur aléatoire de polyominos digitalement convexes.
L’algorithme se base sur des générateurs de Boltzmann pour tirer des quarts de
polyominos digitalement convexes aléatoirement. La génération de quarts de polyomi-
nos se fait en temps linéaire, grâce à un bon paramétrage du paramètre de Boltz-
mann. Celle des polyominos complets est moins efficace, mais néanmoins réalisable
en quelques dizaines de minutes sur un ordinateur de bureau pour des polyominos de
périmètre quelques milliers.
La génération aléatoire de ces polyominos suggère l’existence d’une forme limite
pour les quarts de polyominos digitalement convexes. Nous identifions et prouvons
cette forme limite dans la Section 11.2.
La première section est dévouée à définir les objets d’étude et à retranscrire la
caractérisation de Brlek et al [Brl] en tant que spécification. Comme annoncé ci-dessus,
la section 11.2 se concentre sur l’analyse asymptotique des propriétés des quarts de
polyominos digitalement convexes. Finalement, nous présentons en section 11.3 les
1. La définition classique des polyominos requiert que l’ensemble soit connexe, ce qui n’est pas
forcément le cas des polyominos digitalement convexes.
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générateurs aléatoires pour les quarts de polyominos et les polyominos complets, ainsi
que l’analyse de la complexité de la génération.
11.1 Caractérisation des polyominos digitalement
convexes
Le but de cette section est de rappeler (sans preuve) la caractérisation mise en
évidence par Brlek, Lachaud, Provençal, Reutenauer [Brl] des polyominos digitale-
ment convexes et de la reformuler selon les termes de la méthode symbolique. Cette
caractérisation et la spécification associée sont le point de départ de l’analyse et de la
génération aléatoire de ceux-ci, développées dans les sections suivantes.
11.1.1 Polyominos digitalement convexes
Rappelons tout d’abord la définition donnée en introduction :
Définition 11.1. Un polyomino digitalement convexe, abrégé en PDC , est l’ensemble
de cellules de Z2 inclus dans une région convexe bornée du plan.
Figure 11.1 – Des polyominos digitalement convexes (en gris), de périmètres (de
gauche à droite) 24, 26 et 16. Leur contours apparaissent en noir et les convexes du
plan dans lesquels ils sont compris en rouge (notons que ceux-ci ne sont pas uniques).
Une première caractérisation découle directement de la définition : un ensemble de
cellules P de la grille carrée est un polyomino digitalement convexe si et seulement si
toutes les cellules incluses dans l’enveloppe convexe de P sont dans P . Une illustration
de cette propriété est donnée en figure 11.2.
Ici, nous caractérisons plutôt un PDC d’après son contour.
Définition 11.2. Le contour d’un polyomino P est le chemin fermé sans croisement
(mais pas forcément auto-évitant) ni demi-tour du réseau carré qui partitionne le plan
en cellules de P et cellules n’appartenant pas à P.
Dans le cas où P n’est pas connexe (et où le chemin ne sera donc pas auto-évitant), le
contour est le seul chemin respectant les conditions précédentes et qui reste à l’intérieur
de l’enveloppe convexe de P . Cette définition n’a de sens que si P est digitalement
convexe.
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Figure 11.2 – Deux polyominos en gris : celui de gauche est digitalement convexe :
toutes les cellules à l’intérieur de son enveloppe convexe appartiennent au polyomino.
Celui de droite n’est pas digitalement convexe : la cellule en rouge est à l’intérieur de
son enveloppe convexe mais n’appartient pas au polyomino.
On définit le périmètre d’un PDC P comme la longueur de son contour. Notons que
le périmètre de P est égal au périmètre de la plus petite boîte rectangulaire contenant
P .
Le contour d’un PDC peut être décomposé en quatre sous-chemins par la décom-
position standard de polyominos, que nous rappelons.
La décomposition standard d’un polyomino distingue quatre points extrémaux :
– W , le point le plus bas du côté le plus à gauche,
– N , le point le plus à gauche du côté le plus haut,
– E, le point le plus haut du côté le plus à droite,
– S, le point le plus à droite du côté le plus bas.
Ces définitions sont illustrées dans la figure 11.3.
Le contour d’un PDC est alors constitué du quadruplet de chemins WN , NE, ES,
et SW . En tournant ces trois derniers chemins de respectivement un quart, un demi
et trois quarts de tour dans le sens trigonométrique on obtient des chemins dirigés
qui ne contiennent que des pas nord et est. Ces chemins permettent une nouvelle
caractérisation des polyominos digitalement convexes : un polyomino est digitalement
convexe si et seulement si, une fois tournés, les chemins WN , NE, ES, et SW sont
tous NW-convexes et forment, dans leurs orientations d’origine, un chemin fermé.
Définition 11.3. Un chemin p est NW-convexe si et seulement si il commence et finit
par un pas nord et qu’il n’y a pas de cellule entre p et son enveloppe convexe supérieure
(voir figure 11.3).
La taille d’un mot NW-convexe est sa longueur.
Dans la suite de ce chapitre, nous nous concentrons principalement sur la caracté-
risation et la génération aléatoire de chemins NW-convexes.
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N
W
S
E
N
W
Figure 11.3 – Un polyomino digitalement convexes, composé de quatre chemins NW-
convexes délimités par les points N , E, S et W . Le chemin NW-convexe allant de W
à N est codé par le mot w = 1110110101010001001.
11.1.2 Mots
La caractérisation de [Brl] est basée sur la combinatoire des mots. On s’intéresse
ici aux mots sur l’alphabet {0, 1}. On note {0, 1}∗ l’ensemble de tous les mots à deux
lettres et {0, 1}+ l’ensemble de tous les mots à deux lettres d’au moins une lettre. On
code les chemins dirigés en notant, depuis le point de départ jusqu’à celui d’arrivée, 0
pour un pas est et 1 pour un pas nord (voir figure 11.3).
L’idée est maintenant de décomposer un chemin NW-convexe par ses contacts avec
son enveloppe convexe.
Définition 11.4. Soient p et q deux entiers, avec p ≥ 0 et q > 0. Le mot de Christoffel
associé à (p, q), ou mot de Christoffel de pente p/q, est le mot qui code le chemin le
plus haut allant de (0, 0) à (p, q) tout en restant sous la ligne allant de (0, 0) à (p, q)
(i.e., le chemin codant le segment discret [(0, 0), (p, q)]).
Un mot de Christoffel est dit primitif ssi p et q sont premiers entre eux.
(0, 0)
(5, 2)
Figure 11.4 – En rouge, le mot de Christoffel primitif 0001001, de pente 2/5.
Notons qu’un mot de Christoffel finit toujours par 1.
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11.1.3 Spécification des chemins NW-convexes
Notre spécification suivante vient du théorème suivant, tiré de [Brl] :
Théorème 11.5. Un mot est NW-convexe si et seulement si il se décompose en une
séquence de mots de Christoffel primitifs de pentes décroissantes, dont le premier com-
mence par 1.
Un mot NW-convexe commence forcément par 1 (i.e., un chemin NW-convexe
commence forcément par un pas vertical) afin d’éviter les demi-tours pour le contour
d’un PDC. En effet, comme tous les mots de Christoffel primitifs terminent par 1,
on assure ainsi la compatibilité avec la décomposition standard (commencer et finir
dans un coin). Comme les mots de Christoffel primitifs apparaissent dans un ordre
canonique (ici décroissant), la classe des chemins NW-convexes peut être identifiée à
la classe des multi-ensembles de mots de Christoffel primitifs contenant le mot 1 avec
multiplicité au moins 1. On peut s’affranchir de cette dernière condition en considérant
plutôt le produit cartésien du singleton {1} et de la classe des multi-ensembles de mots
de Christoffel primitifs. C’est cette description que nous utilisons comme spécification.
Soient S est la classe des chemins digitalement convexes comptés selon leur longueur,
et CP celle des mots de Christoffel primitifs comptés selon leur longueur. On a donc :
S = Z ×MSet CP .
La série génératrice CP (z) de CP est :∑
n≥1
ϕ(n)zn
où ϕ est l’indicatrice d’Euler : ϕ(n) est le nombre d’entier compris entre 1 et n premiers
avec n. On en déduit la série S(z) de S :
S(z) =
∞∏
n=1
(1− zn)−ϕ(n)
Pour étudier plus précisément la forme limite des chemins NW-convexes, on regarde
la spécification à 3 variables Z, H et V où Z marque la taille (i.e., la longueur totale
des mots), H (pour horizontal) le nombre de 0 et V (pour vertical) le nombre de
1, si bien que le coefficient [znhivj]S(z, h, v) est le nombre de chemins NW-convexes
commençant en (0, 0) et finissant en (i, j). La série génératrice multivariée est alors
définie par :
S(z, h, v) = (1− zv)−1
∞∏
n=2
∏
p+q=n,p∧q=1
(1− znvphq)−1.
11.2 Asymptotique et forme limite des chemins NW-
convexes
Cette section est dédiée à l’analyse de propriétés asymptotiques des chemins NW-
convexes. Le principal objectif est de décrire une forme limite pour les chemins NW-
convexes normalisés (i.e., dont l’échelle a été changée pour être contenu dans une
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boîte de largeur 1). Cette forme limite est obtenue en trois étapes. On extrait tout
d’abord le nombre asymptotique de chemins NW-convexes en utilisant une approche
par transformées de Mellin. Pour la seconde étape, on utilise la même méthode pour
prouver que le nombre de pas verticaux initiaux est en O( 3
√
n). Finalement, on utilise
des lemmes techniques pour conclure que la forme limite des chemins NW-convexes
est
√
2z − z avec 0 ≤ z ≤ 1/2.
Commençons par un bref rappel sur les transformées de Mellin. Pour plus de détails,
voir [FS09a, Annexe B.7].
11.2.1 Rappel sur les transformées de Mellin
La transformée de Mellin est une transformée intégrale similaire à la transformée de
Laplace depuis laquelle on peut déduire des équivalents asymptotiques des expressions
impliquant certains types de produits ou sommes infinis. Étant donnée une fonction
continue f définie sur R+, la transformée de Mellin de f est la fonction :
M[f ](s) :=
∫ ∞
0
f(t)ts−1dt. (11.1)
Si f(t) = O(t−a) quand t → 0+ et f(t) = O(t−b) quand t → +∞, alors M[f ](s)
est une fonction analytique définie sur la bande fondamentale (fundamental strip)
a < Re(s) < b. De plus, M[f ](s) est dans la plupart des cas prolongeable en une
fonction méromorphe dans tout le plan complexe.
La première propriété fondamentale de la transformée de Mellin est qu’elle permet
de factoriser les sommes harmoniques comme suit :
G(t) =
∑
k≥1
akf(µkt) ⇒ M[G](s) =
(∑
k≥1
akµ
−s
k
)
M[f ](s). (11.2)
De la même manière que la transformée de Laplace, la transformée de Mellin est
presque involutive, la fonction f(t) pouvant être retrouvée depuisM[f ](s) en utilisant
la transformée inverse
f(t) =
∫ c+i∞
c−i∞
M[f ](s)t−sds pour tout c ∈ (a, b). (11.3)
Avec la transformée inverse et le théorème des résidus, le développement asymp-
totique de f(t) quand t → 0− peut être déduit des pôles de M[f ](s) à gauche du
domaine fondamental, le plus à droite de ces pôles donnant le terme dominant du
développement asymptotique. SiM[f ](s) décroît très rapidement quand Im(s) → ∞
(ce qui est le cas dans toutes les séries que nous analyserons dans la suite, puisque
Γ(s) décroît rapidement et ζ(s) a une croissance modérée lorsque Im(s) → ∞), alors
on a la règle de transfert suivante : un pôle deM[f ](s) d’ordre k+1 (k ≥ 0),
M[f ](s) ∼
s→αλα
(−1)kk!
(s− α)k+1
donne un terme
λαt
−α ln(t)k
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dans le développement de f(t) autour de 0.
En particulier, un pôle simple λα/(s− α) induit un terme λα/tα.
Déterminons tout d’abord la transformée de Mellin de ln(S(e−t)), ce qui est plus
simple que d’obtenir la transformée de Mellin de S(z). Après cela, il est assez simple
de calculer le développement de S(z) quand z tend vers 1.
Lemme 11.6. La transformée de Mellin associée à la série de mots de Christoffel
primitifs est
M[ln(S(e−t))](s) = ζ (s+ 1) ζ (s− 1) Γ (s)
ζ (s) ,
où ζ(z) et Γ(z) sont respectivement la fonction zeta de Riemann et la fonction Gamma.
Démonstration. La preuve repose sur un schéma exp-log, réécrivant ln(S(e−t)) comme
une somme harmonique puis appliquant des propriétés des sommes harmoniques.
En effet, on a :
ln(S(e−t)) =
∞∑
n=1
−ϕ(n) ln(1− e−tn).
Puis, par développement de ln(1− x), on obtient :
ln(S(e−t)) =
∞∑
n=1
∞∑
k=1
1
k
ϕ(n)e−tkn.
On échange ensuite les sommes :
ln(S(e−t)) =
∞∑
k=1
1
k
B(kt)
où B(t) =
∞∑
n=1
ϕ(n)e−nt.
Avec la propriété harmonique de la transformée de Mellin (équation 11.2), on voit que :
M[ln(S(e−t))](s) = ζ(s+ 1)M[B](s).
On peut maintenant appliquer la propriété harmonique à B et on obtient
M[B](s) = ζ(s− 1)
ζ(s) M(e
−t)(s).
Enfin, commeM(e−t)(s) = Γ(s), on a :
M[ln(S(e−t))](s) = ζ (s+ 1) ζ (s− 1) Γ (s)
ζ (s)
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Proposition 11.7. On a l’équivalence suivante pour S(z) quand z tend vers 1− :
S(z) ∼
exp
(
6zζ(3)
pi2(1−z)2
)
(2pi(1− z)) 16
· exp
(
g(1− z) + ζ (3)
2pi2 − 2 ζ
′ (−1)
)
,
où
g(t) =
∑
r
t−rΓ(r)ζ(r + 1)ζ(r − 1)
et r parcourt les zéros non triviaux de la fonction zêta de Riemann. Et
g(t) =
∑
r
Ress=r(F (s)), (11.4)
F (s) = t
−sζ(s+ 1)ζ(s− 1)Γ(s)
ζ(s) , (11.5)
où le terme de droite de l’équation (11.4) représente la somme des résidus de F (s) sur
les zéros non-triviaux de la fonction zêta de Riemann.
Démonstration. Notre argument est similaire à celui présenté par Brigham [Bri50] et
Yang [Yan00] dans l’étude des partitions d’entiers en nombres premiers. Premièrement,
on applique la transformée de Mellin inverse à la fonction du lemme 11.6 et on obtient :
lnS(e−t) = 12pii
∫ c0+i∞
c0−i∞
t−sΓ(s)ζ(s+ 1)ζ(s− 1)
ζ(s) ds
avec c0 > 2. Comme dans [Bri50, Yan00], on décale maintenant la droite d’intégration
à la verticale <(s) = −c1, 0 < c1 < 1, en prenant en compte les résidus de l’intégrande
à s = 2 et s = 0 et aux zéros non-triviaux de la fonction zêta. Clairement, le résidu de
l’intégrande à s = 2 est 6ζ(3)/pi2t2. Le pôle à s = 0 est du second ordre. Pour trouver
son résidu on utilise les développements bien connus :
ζ(s+ 1) = 1
s
+ C + ...,
Γ(s) = 1
s
− C + ...
ζ(s− 1) = ζ(−1) + ζ ′(−1)s+ ...
t−s = 1− s ln t+ ...
et
1
ζ(s) = −2 + 2s ln (2pi) + ...,
où C est la constante d’Euler.
En multipliant ces séries, on obtient que le résidu désiré est :
−16 ln t− 2ζ
′(−1)− 16 ln (2pi).
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Ensuite, les résidus aux zêta-zéros sont accumulés par la somme :∑
r
t−rΓ(r)ζ(r + 1)ζ(r − 1) = g(t), (11.6)
où r parcourt les zêta-zéros non-triviaux.
De cette manière, on obtient
lnS(e−t) = 6ζ(3)
pi2t2
+ g(t)− 16 ln t− 2ζ
′(−1)− 16 ln (2pi)
− 12pii
∫ −c1+i∞
−c1−i∞
t−sΓ(s)ζ(s+ 1)ζ(s− 1)
ζ(s) ds.
Pour estimer la dernière intégrale on utilise les bornes suivantes pour les fonctions
zêta et gamma :
ζ(1− c1 + iy) |y|c1/2 ln |y|,
ζ(−c1 − 1 + iy) |y|−1/2−c1 ln |y|
et
Γ(−c1 + iy) |y|−c1−1/2e−pi|y|/2
pour
|y| ≥ y0 > 0
(voir par exemple [Ivi03], p. 25 et p. 492).
On estime 1/ζ(s) en utilisant la représentation bien connue
ζ(s) = χ(s)ζ(1− s), χ(s) = (2pi)
s
2Γ(s) cos (pis/2) (11.7)
(voir [Ivi03, p. 9]).
Pour s = −c1 ± |y|, la formule de Stirling implique que
|χ(−c1 ± |y|)| = ( |y|2pi )
c1+1/2(1 +O( 1|y|) ,
|y| ≥ y0 > 0. De plus,
|ζ(1− (−c1 + i|y|)| = |ζ(1 + c1 + i|y|)| ≥ (1− )ζ(1 + c1), 0 <  < 1,
d’après [Ivi03, Thm. 9.1, p. 235]. Ce qui montre que
1
ζ(−c1 + iy)  |y|
c1+1/2.
D’où l’intégrande est absoluement intégrable et l’intégrale tend vers 0 quand t → 0+
car
1
2pii
∫ −c1+i∞
−c1−i∞
t−sΓ(s)ζ(s+ 1)ζ(s− 1)
ζ(s) ds
 tc1
∫ ∞
0
e−pi|y|/2|y|−(c1+1)/2 ln2 |y|dy  tc1 .
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Ainsi, on obtient :
lnS(e−t) = 6ζ(3)
pi2t2
+ g(t)− 16 ln t− 2ζ
′(−1)− 16 ln (2pi) + o(1), t→ 0
+. (11.8)
La proposition suit en changeant la variable t en 1− z et en prenant les exposants
de gauche et de droite de l’équation (11.8).
On conclut la preuve de la proposition 11.7 par un équivalent de la fonction g(t)
quand t→ 0+. En utilisant (11.7), on vérifie que :
ζ(s− 1) = ζ(2− s)2(2pi)1−s sin (pis/2)Γ(s− 1) . (11.9)
On réprésente ζ(s) dans le dénominateur de l’équation (11.5) en utilisant le théo-
rème de factorisation de Hadamard [Tit86, p. 30-31] comme suit :
ζ(s) = e
bs
2(s− 1)Γ(s/2 + 1)
∏
r
(
1− s
r
)
es/r, (11.10)
où b = 16 ln (2pi) − 1 − C/2 et C est la constante d’Euler. On suppose d’abord que le
zéro r = δ + iγ (0 ≤ δ ≤ 1) de ζ(s) est simple (i.e., dans l’équation (11.16) mr = 1).
En combinant les équations (11.5), (11.9) et (11.10), on obtient
(s− r)F (s) = t
−ss2(1− s)Γ(s/2)ζ(s+ 1)ζ(2− s)e−bs
2(2pi)1−s sin (pis/2)∏k≥1,rk 6=r(1− s/rk)es/rk . (11.11)
Dans cette dernière formule, on suppose que les zéros complexes rk = δk + iγk de ζ(s)
sont triés par ordre décroissant de la valeur absolue de leur partie imaginaire |γk| ; si
certaines valeurs coïncident leur ordre respectif est choisi arbitrairement. Clairement,
0 ≤ δk ≤ 1, k = 1, 2, ....
Nous étudions maintenant le comportement de (s − r)F (s) dans un voisinage de
s = r, disons, {s : |s − r| < }, où  > 0 est suffisamment petit. Soit T un nombre
entier satisfaisant l’inégalité T + 1/K1 lnT < |γ|, où K1 > 0 sera spécifié plus loin.
De plus, on note K1, K2, ... des constantes entières positives. On représente le produit
dans le dénominateur de l’équation (11.11) de la manière suivante :∏
k≥1,rk 6=r
(1− s/rk)es/rk = Π1(s)Π2(s),
où
Π1(s) =
∏
rk 6=r,T≤|γk|<T+1
(1− s/rk)es/rk , Π2(s) =
∏
rk 6=r,|γk|/∈[T,T+1)
(1− s/rk)es/rk .
Il est maintenant clair que l’équation (11.11) peut être réécrite comme :
(s− r)F (s) = ψ(s)Π1(s) , (11.12)
11.2. ASYMPTOTIQUE ET FORME LIMITE DES CHEMINS NW-CONVEXES139
où
ψ(s) = t
−ss2(1− s)Γ(s/2)ζ(s+ 1)ζ(2− s)e−bs
2(2pi)1−s sin (pis/2)Π2(s)
(11.13)
est analytique dans une voisinage de s = r. D’où lims→r ψ(s) = ψ(r). Pour trouver
un équivalent de ψ(r) on remarque d’abord que ζ(s) n’a pas de zéros dont les parties
réelles valent 0 ou 1 (voir [Tit86, p. 49]). D’où <(r + 1),<(2− r) ∈ (1, 2), et par [Ivi03,
Thm. 1.9, p. 25],
ζ(r + 1) ln |γ|, ζ(2− r) ln |γ|.
De plus
1
| sin (pir/2)|  e
−pi|γ|/2, Γ(r/2) e−pi|γ|/4
et
t−r  t−θ,
où θ est la plus petite borne supérieure pour la partie réelle des zêta-zéros.
Enfin, 1/|Π2(r)| prend ses valeurs dans le complémentaire d’un voisinage de 0 car le
produit sur ces rk satisfaisant |γk| ≤ T n’a pas de zéro dans le disque {s : |s− r| < }
si  est assez petit et les autres facteurs pour lesquels |γk| > T +1 sont des progressions
géométriques de raison |r/rk| < 1.
En combinant ces équivalents avec l’équation (11.13), pour |s− r| < , on obtient :
|ψ(s)|  t−θ|γ|3 ln2 |γ|e−3pi|γ|/4. (11.14)
Il nous reste à trouver un équivalent de lims→r 1/|Π1(s)|. Nous utilisons pour cela
quelques faits basiques de la théorie de la distribution des zêta-zéros dans la bande
critique. Tout d’abord, on applique le fait bien connu (voir par exemple [Tit86, p.
211]) qui nous dit que, pour un T assez grand, le nombre de zêta-zéros dont la valeur
absolue de leur partie imaginaire est dans l’intervalle [T, T + 1[ est au plus O(lnT ).
Soit K1 la constante multiplicative de ce O. On utilise également un équivalent pour
l’écart moyen entre deux zéros successifs de ζ(s) dans un voisinage de r = δ + iγ. Cet
équivalent est ∼ 2pi/ ln |γk| ∼ 2pi ln |γ| (voir [Tit86, pp. 214, 246]). Enfin, il est clair
que
|rk| = |δk + iγk| = O(T ) = O(|γ|),
pour 0 ≤ δ, δk ≤ 1 et T ≤ γ, γk < T + 1 quand T est assez grand. On a donc :
| lim
s→r Π1(s)| =
∏
rk 6=r,T≤|γk|<T+1
|1− r
rk
|e<(r−rk) ≥ K2
∏
rk 6=r,T≤|γk|<T+1
|r − rk|
|rk|
≥ K3
(
2pi
ln |γ|
)K1 lnT
T−K1 lnT ≥ K4
(
pi
|γ| ln |γ|
)K1 ln |γ|
≥ K5e−K6 ln2 |γ|.
En combinant cet équivalent avec l’équation (11.16) (où mr = 1) et avec la différence
entre les équations (11.12) et (11.14), on obtient
|Ress=r(F (s)|  t−θ|γ|3 ln2 |γ| exp (ln2 |γ| − 3pi|γ|/4)
 t−θe−K|γ|, K > 0. (11.15)
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Bien que tous les zéros connus r de ζ(s) dans la bande critique soient simples, i.e.,
mr = 1, ce fait n’a pas encore été prouvé. Actuellement, il n’y a que des équivalents
pour mr (pour des résultats récents dans cette direction, voir [Ivi99]). L’équivalent
le plus simple et le plus ancien semble être mr  ln |γ| (voir [Tit86, p. 211]). La
preuve que (11.15) est vrai dès que mr > 1 est techniquement plus compliquée. Elle
suit le schéma de raisonnement donné plus haut. On doit pour cela manipuler une
somme contenant mr = O(lnT ) sommants, pour r = δ + iγ, 0 ≤ δ ≤ 1 et T ≤
|γ| < T + 1. Chacun de ces sommants doit contenir, après différentiation, le facteur
((s− r)/t)mr−jt−s, j = 0, 1, ...,mr − 1. Comme s− r et t tendent tous les deux vers 0,
il faut garder un équilibre dans chaque sommant, tel que ((s − r)/t)mr−j  1. Pour
les facteurs restants dans chaque sommant, des équivalents similaires à ceux présentés
précédemment semblent être corrects. De cette manière, on peut établir l’équation
(11.15).
Pour obtenir l’équivalent final de g(t), on a besoin d’utiliser la borne [Tit86, p.
211] : ∑
r=δ+iγ,T≤|γ|<T+1
1 lnT.
D’où, par (11.4),
g(t) ∑
r=δ+iγ
e−K|γ|/2t−θ  t−θ.
Remarque. Remarquons que
Ress=r(F (s)) =
1
(mr − 1)! lims→r
dmr−1
dsmr−1
((s− r)mrF (s)), (11.16)
où mr est la multiplicité du zêta-zéro r.
Remarque. Soit θ la plus petite borne supérieure des parties réelles des zéros non-
triviaux de la fonction zêta de Riemann (θ = 1/2 si l’hypothèse de Riemann est
vraie). La fonction g(t) satisfait également g(t) = O(t−θ) quand t→ 0.
De plus, l’équivalence de la proposition 11.7 nous permet de calculer, par une ap-
proche technique découlant d’une analyse de point col [FSZ91], la croissance asymp-
totique du nombre de chemins NW-convexes de taille (i.e., de longueur) n :
Proposition 11.8. Soit pNW (n) de nombre de chemins NW-convexes de taille n. On
a :
pNW (n) ∼ αn−11/18 exp
βn2/3 + g
(12ζ(3)
npi2
)1/3,
où g(t) = ∑r t−rΓ(r)ζ(r+1)ζ(r−1), où r parcourt les zéros non-triviaux de la fonction
zêta de Riemann, et où
α = 16
25/9e
(5/2) ζ(3)−2 ζ′(−1)pi2
pi2 9
√
ζ (3)3 1118
pi
8
9
∼ 0.3338488807...
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et β = 322/3
(
ζ(3)
ζ(2)
)1/3
= 2
−1/334/3ζ(3)1/3
pi2/3
∼ 1.702263426...
Démonstration. La fonction S(z) peut être analysée d’une manière similaire à celle de
la fonction génératrice des partitions d’entiers (voir [FS09b, p. 574-578]). Ceci explique
que l’on peut utiliser une anlyse de point col sur l’approximation de S(z) pour obtenir
l’asymptotique de pNW (n). Le but de la preuve est de vérifier la H-admissibilité de la
fonction S(z). Une fois celle-ci établie, les calculs sont standards et le résultat suit.
Soit xn = 1−
(
12ζ(3)
pi2n
)1/3
la racine de l’équation de point col est
tn = − ln xn ∼
(
12ζ(3)
pi2n
)1/3
i.e., xn = e−tn .
Nous allons maintenant prouver la propriété asymptotique suivante :
|S(xneiθ)| = o(S(xn)/
√
b(xn)), n→∞, (11.17)
uniformément pour tn ≤ |θ| < pi.
On remarque tout d’abord que
|S(e−tn+iθ)|
S(e−tn) = exp (<(lnS(e
−tn+iθ))− lnS(e−tn)). (11.18)
(Ici, ln (.) représente la branche principale de la fonction logarithme, telle que ln y < 0
si 0 < y < 1.)
Puis, en posant θ = 2piu, pour tn/2pi ≤ |θ|/2pi = |u| < 1/2, on a
<(lnS(e−tn+iθ)− lnS(e−tn)) =
= <
(
−
∞∑
k=1
ϕ(k) ln
(
1− e−ktn+2piiuk
1− e−ktn
))
= −12
∞∑
k=1
ϕ(k) ln
(
1− 2ektn cos (2piuk) + e−ktn
(1− ektn)2
)
= −12
∞∑
k=1
ϕ(k) ln
(
1 + 4e
ktn sin2 (piuk)
(1− ektn)2
)
≤ −12
∞∑
k=1
ϕ(k) ln (1 + 4ektn sin2 (piuk))
≤ − ln 52
∞∑
k=1
ϕ(k)e−ktn sin2 (piuk) = − ln 52 Un, (11.19)
où la dernière inégalité vient du fait que ln (1 + y) ≥ ln 54 pour 0 ≤ y ≤ 4. De plus, on
obtient une borne inférieure pour la somme
Un =
∞∑
k=1
ϕ(k)e−ktn sin2 (piuk). (11.20)
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On note par {d} la partie fractionnaire du nombre réel d, et par ‖d‖ la distance d à
son entier le plus proche, tel que :
‖d‖ =
{ {d} si {d} ≤ 1/2,
1− {d} si {d} > 1/2.
Il n’est pas difficile de montrer que
sin2 (pid) ≥ 4‖d‖2 (11.21)
On remarque que ‖uk‖ = uk si |u|k < 1/2, c’est-à-dire, si k < 1/2|u| ≤ pi/tn. D’où,
en appliquant (11.21), l’inégalité |u| ≥ tn/2pi et le fait que ϕ(k) ≥ c0k/ ln ln k pour
k ≥ 3 (fait dû à Landau), on obtient
Un ≥ 4
∞∑
k=1
ϕ(k)e−ktn‖uk‖2
≥ 4u2 ∑
1≤k≤pi/tn
k2ϕ(k)ektn ≥ t
2
n
pi2
∑
3≤k≤pi/tn
k2
(
c0
k
ln ln k
)
ektn
≥ c0t
2
n
ln ln (pi/tn)
t−4n
∫ pi
0
y3e−ydy ≥ c1 t
−2
n
ln | ln tn| . (11.22)
D’où c0 et c1 sont des constantes positives. En remplaçant (11.19), (11.20) et (11.22)
dans (11.18) et en prenant en compte l’équivalent asymptotique pour tn, on a
|S(xneiθ)| = O(S(xn) exp (−c3n2/3/ ln lnn)).
Ce qui implique directement (11.17) puisque
√
b(xn) est d’ordre const.n2/3 - bien plus
petit que l’ordre exponentiel donné ci-dessus.
Remarque. La contribution de g
((
12ζ(3)
npi2
)1/3)
est une fluctuation de très petite ampli-
tude, comme il est classiquement observé dans des analyses similaires. En particulier,
cette contribution est imperceptible sur les 1000 premiers termes.
Maintenant, nous nous concentrons sur l’étude du nombre moyen de pas verticaux
initiaux dans un chemin NW-convexes (ce qui correspond à la longueur du premier
run de 1 dans le mot associé).
Lemme 11.9. Le nombre moyen de pas verticaux initiaux est équivalent à
3
√
18pi2n
6 3
√
ζ (3)
.
Démonstration. Une manière classique d’aborder ce type de problème est de marquer
par un nouveau paramètre la contribution des pas initiaux dans la série génératrice.
Ainsi, on obtient la fonction génératrice
S(z, u) = (1− zu)−1
∞∏
n=2
(1− zn)−ϕ(n)
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où clairement, le coefficient [znuk]S(z, u) est le nombre de chemins NW-convexes de
longueur n ayant exactement k pas verticaux initiaux. Maintenant, le nombre moyen
de pas initiaux verticaux pour un chemin NW-convexe de taille n est juste
[zn]∂S(z, u)
∂u
|u=1
[zn]S(z, 1) .
Nous devons maintenant extraire l’asymptotique de
G(z) := ∂S(z, u)
∂u
|u=1 = z(1− z)2
∞∏
n=2
(1− zn)−ϕ(n).
Là encore, nous procédons par transformée de Mellin et on obtient que :
M[ln(G(e−t))](s) = ζ (s+ 1) (ζ (s− 1) + ζ (s))Γ (s)
ζ (s)
Donc,
G(z) ∼
exp
(
6zζ(3)
pi2(1−z)2
)
(2pi(1− z)7) 16
· exp
(
g(1− z) + ζ (3)
2pi2 − 2 ζ
′ (−1)
)
.
Enfin, en utilisant une analyse de point col et en divisant par l’asymptotique de
pNW (n), on obtient le lemme 11.9.
En particulier, si l’on renormalise le chemin NW-convexe par 1/n, la contribution
des pas verticaux initiaux pour la forme limite est nulle.
Nous nous intéressons maintenant à la position moyenne du dernier point d’un
chemin NW-convexe aléatoire uniforme. Si l’on considère un chemin NW-convexe privé
de ses pas initiaux, alors par symétrie, on conclut que la position moyenne de fin est
(xn ∼ n2 , yn ∼
n
2 ).
Mais, par le lemme 11.9 et le fait que la longueur renormalisée des pas initiaux verti-
caux est o(1), on déduit que :
Lemme 11.10. La position moyenne du point final d’un chemin NW-convexe aléatoire
de taille n est
(xn ∼ n2 , yn ∼
n
2 ).
En suivant la même approche, avec un peu plus de travail, on peut prouver que :
Proposition 11.11. L’abscisse moyenne du point de pente x dans un chemin NW-
convexe de taille n renormalisé par 1/n est
1
2
(
1−
(
x
1 + x
)2)
.
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Démonstration. On déduit du lemme 11.10 :
∂(1− zv)S(z, h, v)
∂h
|h=1,v=1 = z2
∂(1− zv)S(z, h, v)
∂z
|h=1,v=1.
De plus, en développant la dérivée, on a
∂(1− zv)S(z, h, v)
∂h
|h=1,v=1 = (1− zv)S(z, h, v)|h=1,v=1
∞∑
n=2
∑
p+q=n,p∧q=1
pzn
1− zn .
On déduit de cela le lemme technique suivant :
Lemme 11.12. L’identité suivante est vraie :
∞∑
n=2
zn
1− zn
∑
p+q=n,p∧q=1
p =
∞∑
n=2
nϕ(n)zn
2(1− zn) =
z
2
∂(1− zv)S(z, h, v)
∂h
|h=1,v=1
(1− zv)S(z, h, v)|h=1,v=1 .
Continuons maintenant avec la position moyenne du point de pente x pour 0 ≤
x < ∞. La position du point final, traitée précédemment, est un cas particulier de
cette question (pour x = 0). Dans ce but, considérons la fonction génératrice
Fx(z, u) = (1− z)−1
∞∏
n=2
∏
p+q=n,p∧q=1, q
p
>x
(1− znup)−1 ∏
p+q=n,p∧q=1, q
p
≤x
(1− zn)−1.
L’abscisse moyenne du point de pente x dans un chemin NW-convexe de taille n n’est
rien d’autre que l’espérance
[zn]∂Fx(z, u)
∂u
|u=1
[zn]Fx(z, 1)
.
En développant la dérivée, on a :
∂Fx(z, u)
∂u
|u=1 = Fx(z, u)|u=1
∞∑
n=2
zn
1− zn
∑
p+q=n,p∧q=1, q
p
>x
p.
Maintenant, nous avoins besoin du petit lemme suivant de théorie des nombres :
Lemme 11.13. L’équivalence suivante est vraie pour tout x fixé dans [0,∞[ :
∑
p+q=n,p∧q=1, q
p
>x
p = 12
(
1−
(
x
1 + x
)2)
nϕ(n)(1 + ε(n))
où ε(n)→ 0 quand n tend vers ∞.
La preuve est immédiate.
Enfin, en utilisant le lemme 11.12, on obtient la proposition 11.11.
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À ce stade, pour prouver que la forme limite est deterministe, nous avons besoin
de montrer que l’écart type de l’abscisse est en o(n).
Cette preuve est longue et technique, mais suit le même chemin que ce que nous
avons fait pour l’espérance.
On conclut en résolvant l’équation différentielle :f (0) = 0, 2f (z) = 1−
(
d
dz
f (z)
)2
(
1 + d
dz
f (z)
)2

qui explique le fait que la pente de f(z) est x à l’abscisse
1
2
(
1−
(
x
1 + x
)2)
.
En conséquence, on a :
Théorème 11.14. La forme limite pour le renormalisé par 1/n d’un chemin NW-
convexe de taille n lorsque n tend vers l’infini est la courbe d’équation f(z) =
√
2z−z.
11.3 Générateurs de Boltzmann pour les chemins
NW-convexes
11.3.1 La classe des polyominos digitalement convexes
Rappelons tout d’abord que les PDC peuvent être décomposés en quatre chemins
NW-convexes, chacun d’entre eux étant un multi-ensemble de segments discrets irré-
ductibles, lesquels peuvent être décrits par la théorie des mots. On déduit de cette
décomposition la série génératrice des chemins NW-convexes :
S(z) =
∞∏
n=1
(1− zn)−ϕ(n),
où ϕ(n) est la fonction indicatrice d’Euler.
La première question qui se pose pour en adapter un générateur de Boltzmann est
de déterminer le paramètre de génération xn, qui est un point central pour la com-
plexité du générateur en taille exacte ou approchée. Afin d’approximer xn lorsque n
tend vers l’infini (i.e., lorsque l’on veut tirer de gros objets), nous utilisons l’asympto-
tique de S(z) quand z → 1, que nous avons déjà obtenu dans la section précédente.
11.3.2 La distribution de Boltzmann des chemins NW-convexes
La première étape pour analyser la complexité du générateur de Boltzmann en
taille exacte ou approchée est de caractériser le type de distribution de Boltzmann :
centrée, plate ou pointue (voir la section 3.3.4). Dans cette section nous prouvons
que la distribution de Boltzmann est centrée pour les chemins NW-convexes. Ceci
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nous assure que l’on a seulement besoin d’un nombre constant d’essais en moyenne
pour tirer un objet en taille approchée. Une analyse précise nous permet également de
donner la complexité du générateur en taille exacte.
Tout d’abord, on déduit de l’équivalence de S(z) près de sa singularité dominante
ρ = 1 une expression pour le réglage du paramètre de Boltzmann :
Corollaire 11.15. Un bon choix de paramètre de Boltzmann xn pour tirer des chemins
NW-convexes de taille n, où n est grand, est
xn = 1− 3
√
12ζ (3)
npi2
.
Démonstration. L’espérance de taille de la sortie est
xS ′(x)
S(x) ,
qui est une fonction croissante en x. En utilisant l’équivalent de S(x) quand x tend vers
1, on peut trouver une approximation du premier membre de l’équation xS
′(x)
S(x) = n
pour obtenir :
12ζ (3)
(1− x)3 pi2 = n.
Le résultat suit immédiatement
On vérifie ainsi la première condition de la distribution centrée.
Nous allons maintenant étudier la fraction
σ(x)/µ1(x).
Lemme 11.16.
– L’espérance de taille de la sortie du générateur de Boltzmann satisfait :
µ1(x) ∼ 12ζ (3)(1− x)3 pi2 quand x tend vers 1.
– La variance de la taille de la sortie satisfait :
σ(x) ∼ 6
√
ζ (3)x
pi(1− x)2 quand x tend vers 1.
Donc la distribution de Boltzmann des chemins NW-convexes est centrée.
L’analyse de la distribution étant faite, il nous reste à décrire le générateur de
Boltzmann pour les chemins NW-convexes et les polyominos digitalement convexes.
En effet, ici, la spécification ne permet pas de déduire automatiquement un générateur
de Boltzmann.
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Figure 11.5 – La distribution du périmètre d’un chemin NW-convexe tiré avec pro-
babilité x = 0.8908086616.
11.3.3 Générateur de mots de Christoffel primitifs
Nous nous concentrons tout d’abord sur la génération d’un couple d’entiers pre-
miers entre eux. Cette classe ne peut pas être décrite par les constructeurs habituels
utilisés par les générateurs de Boltzmann, nous développons donc un générateur ad
hoc qui tire un couple d’entiers premiers entre eux selon une probabilité de Boltzmann
(ici, la taille d’un tel couple est la somme de ses éléments). Nous utiliserons ensuite ce
générateur pour tirer des chemins NW-convexes.
Nous cherchons donc à tirer deux entiers p, q premiers entre eux avec probabilité :
xp+q∑
n≥1 ϕ(n)xn
.
L’algorithme 18 répond aux critères ci-dessus, avec
b(x, n) := ϕ(n)x
n
∞∑
n=1
ϕ(n)xn
.
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Algorithm 18: ΓCP
Input: Un paramètre de Boltzmann x
Output: Deux entiers premiers entre eux
Tirer n avec la probabilité de Boltzmann b(x, n)1
Do Tirer p uniformément dans {1, ..., n}2
While p, n ne sont pas premiers entre eux3
return (p, n− p)4
La complexité moyenne de l’algorithme est O(n).
Correction
On a p∧n = 1⇔ p∧n−p = 1, donc tirer un entier p premier avec n uniformément
dans {1, .., n} est équivalent à tirer uniformément p, q premiers entre eux avec p+q = n.
En choisissant n avec probabilité
ϕ(n)xn
∞∑
n=1
ϕ(n)xn
,
on obtient un générateur de Boltzmann pour les mots de Christoffel primitifs.
Complexité
Pour évaluer la complexité de cet algorithme deux étapes doivent être analysées :
le tirage d’un nombre n avec probabilité b(x, n) et le tirage de deux nombres premiers
entre eux.
La complexité du tirage de n est essentiellement liée à l’évaluation de la série
génératrice et de ϕ(k) pour tout k ≤ n. Dans la suite, on considère que l’évaluation
de la série génératrice et une table assez grande de valeur de ϕ(k) sont pré-calculés.
La complexité du tirage de n est donc en O(n). Expérimentalement, les pré-calculs
nécessaires prennent quelques minutes sur un ordinateur personnel standard pour des
chemins NW-convexes de tailles allant jusqu’à 100000.
Évaluons maintenant la complexité du tirage de deux nombres premiers entre eux.
La probabilité qu’un nombre p tiré uniformément dans {1, .., n} soit premier avec n
est ϕ(n)/n. L’inégalité classique sur l’indicatrice d’Euler (voir [BS96, Thm 8.8.7])
ϕ(n)
n
>
1
eγ log log(n) + 3ln ln(n)
,
valide pour tout entier positif n, prouve que le nombre d’essais moyens dans la boucle
est en O(log log(n)).
Remarque. En fait, l’algorithme fera en moyenne moins d’essais dans la boucle que
dans le cas moyen. En effet, la probabilité de Boltzmann fait que l’on a tiré n en
favorisant les cas où ϕ(n) est proche de n, autrement dit, les cas où il y a beaucoup
d’entiers inférieurs à n premiers avec n.
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11.3.4 Générateur aléatoire de chemins NW-convexes
Pour tirer un chemin NW-convexe on utilise l’isomorphisme entre ceux-ci et les
multi-ensembles de mots de Christoffel primitifs. Le multi-ensemble non-étiqueté est
un constructeur classique pour lequel il existe un générateur de Boltzmann (voir sec-
tion 3.3.3 ou [FFP07, BFP10]). La complexité du tirage est linéaire, les pré-calculs
necessaires s’effectuent toujours en quelques minutes sur un ordinateur personnel.
Une fois que l’on a tiré un multi-ensemble de couples d’entiers premiers entre eux
par ce générateur de Boltzmann, on le transforme en un chemin NW-convexe codé sur
{0, 1}. La procédure peut ainsi se décrire :
– Tirer m un multi-ensemble de MSet(PC) par un générateur de Boltzmann,
– Trier les éléments (p, q) de m en ordre décroissant de q/p,
– Réécrire chacun de ces couples comme le segment discret de pente q/p codé sur
{0, 1}∗,
– Ajouter 1 au début du mot ainsi obtenu.
La complexité en temps de cette procédure est O(n ln(n)), où n est la longueur du
mot obtenu, à cause du tri de la deuxième étape.
11.3.5 Complexité de la génération d’un chemin NW-convexe
en taille approchée et exacte
Les sections précédentes réunissent tous les éléments nécessaires à déterminer la
complexité du générateur de Boltzmann de chemins NW-convexes. Les deux théorèmes
suivants traitent respectivement de la complexité du tirage dans la cas d’un générateur
en taille approchée et d’un générateur en taille exacte.
Théorème 11.17. Un générateur de Boltzmann en taille approchée pour les chemins
NW-convexes réussit en un essai avec probabilité tendant vers 1 quand n tend vers
l’infini.
Le coût global moyen de la génération d’un chemin NW-convexe en taille approchée
est
O(n ln(n))
en moyenne.
Théorème 11.18. Un algorithme de Boltzmann de chemins NW-convexes en taille
exacte réussit en un nombre d’essais moyen tendant vers
κ · n2/3
où
κ =
6
√
2 3
√
3pi5/6
6
√
ζ (3)
≈ 4.075517917...
quand n tend vers l’infini.
Le coût global de la génération est O(n5/3 ln(ln(n))) en moyenne.
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Remarque. Comme ϕ(n) croît lentement, le paramètre xn réglé pour tirer de gros
objets sera proche de 1, ce qui conduit à des multiplicités importantes dans le multi-
ensemble. Une conséquence est que l’on a besoin de calculer la série génératrice des
mots de Christoffel primitifs que jusqu’à un ordre relativement petit pour obtenir de
bonnes approximations pour nos probabilités. En revanche, la série du multi-ensemble
sera évaluée en de nombreux points.
11.3.6 Générateur aléatoire de PDC
Nous venons de montrer comment générer uniformément et indépendamment les
uns des autres des chemins NW-convexes. On veut maintenant obtenir un PDC com-
plet en recollant quatre chemins NW-convexes. Cependant, un quadruplet quelconque
de chemins NW-convexes indépendants ne donne pas forcément le contour d’un poly-
omino. Pour que cela soit le cas, on a besoin de satisfaire la condition suivante : les
quatre chemins NW-convexes (une fois tournés du bon angle et mis les uns à la suite
des autres) doivent former un chemin fermé. Comme les chemins sont NW-convexes,
on sait que le chemin ainsi obtenu ne se croisera pas lui-même et ne contiendra pas de
demi-tours. L’algorithme 19 permet de générer un quadruplet de chemins NW-convexes
vérifiant cette condition.
Algorithm 19: ΓP
Input: un paramètre x
Output: un quadruplet de chemins NW-convexes formant un PCD
Répéter :1
Tirer WN , NE, ES, SW quatre chemins NW-convexes en utilisant des2
appels indépendants à un générateur de Boltzmann de paramètre
Si |WN |0 + |NE|1 = |ES|0 + |SW |1 et |NE|0 + |ES|1 = |SW |0 + |WN |13
alors return (WN,NE,ES, SW )4
Il s’agit simplement d’un algorithme naïf qui tire et rejette des quadruplets de
chemins NW-convexes tant qu’ils ne satisfont pas cette condition. Il est évident que
l’on obtient ainsi un générateur qui tire deux PDC de même taille avec la même
probabilité 2. Plus précisément, pour être fermé un chemin doit contenir autant de pas
horizontaux dans sa partie supérieure de W à E (constituée de deux chemins NW-
convexes, dont un pivoté d’un quart de tour) que dans sa partie inférieure de E à
W (constituée de deux chemins NW-convexes, pivotés d’un demi et de trois quart de
tour) et autant de pas verticaux dans sa partie gauche de S à N (constituée des deux
chemins NW-convexes pivotés de trois quart de tour et pas pivoté) que dans sa partie
droite de N à S (constituée des deux chemins NW-convexes pivotés d’un demi et de
trois quart de tour).
2. En fait, on obtient même un générateur de Boltzmann, car la probabilité est proportionnelle à
xn, où n est la taille du PDC tiré.
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Figure 11.6 – Un polyomino de périmètre 81109 tiré avec un paramètre de Boltzmann
x = 0.98.
Conclusion et perspectives
Nous avons présenté dans ce chapitre une méthode pour tirer aléatoirement uni-
formément des polyominos digitalement convexes. Notre approche est basée sur des
générateurs de Boltzmann nous permettant de tirer de grands PDC (quelques dizaines
de milliers en quelques dizaines de minutes sur un ordinateur personnel). La recherche
d’un algorithme plus efficace (comme il a été développé dans le cas des produits de
Hadamard [BGR10]) reste une question à explorer. On se trouve en effet dans un cas
plus complexe que pour les produits de Hadamard en une variable, et une adaptation
directe de la méthode présentée dans [BGR10] donne une générateur biaisé.
Notre générateur aléatoire nous a permis de mettre en évidence que les PDC aléa-
toires admettent une forme limite quand leur taille tend vers l’infini. Nous avons prouvé
dans ce chapitre la forme limite des chemins NW-convexes, qui semble être également
celle de la partie W à N des PDC, i.e., la contrainte de clôture ne semble pas affec-
ter la forme limite. Les outils nécessaires à l’étude de la forme limite des PDC nous
semblent pour le moment hors d’atteinte. Même la question plus simple de l’énuméra-
tion asymptotique précise des polyominos digitalement convexes (l’ordre de grandeur
étant prouvé dans [IKŽ94]) est actuellement un véritable défi. Nous concluons en sou-
lignant que notre travail peut probablement être étendu à des dimensions supérieures,
mais un important travail reste à faire ne serait-ce que pour trouver une spécification.
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Résumé
La combinatoire analytique est un domaine qui consiste à appliquer des méthodes
issues de l’analyse complexe à des classes combinatoires afin d’obtenir des résultats
sur leurs propriétés asymptotiques. On utilise pour cela des spécifications, qui sont une
manière de formaliser la structure (souvent récursive) des objets.
Dans cette thèse, nous nous attachons principalement à trouver des nouvelles spé-
cifications pour certaines classes combinatoires, afin de pouvoir ensuite y appliquer des
méthodes efficaces d’énumération ou de génération aléatoire. En effet, pour une même
classe combinatoire il peut exister différentes spécifications, basées sur des décompo-
sitions différentes, rendant les méthodes classiques d’énumération asymptotique et de
génération aléatoire plus ou moins adaptées. Le premier volet de résultats présentés
concerne l’algorithme de Rémy et la spécification holonome qui y est sous-jacente, ba-
sée sur un opérateur de greffe. On y développe un nouvel algorithme, plus efficace, de
génération aléatoire d’arbres binaires et un générateur aléatoire d’arbres de Motzkin
basé sur le même principe. Nous abordons ensuite des questions relatives à l’étude de
sous-classes de λ-termes. Enfin, nous présentons deux autres ensembles de résultats,
sur la spécification automatique d’arbres où les occurrences d’un motif donné sont
marquées et sur le comportement asymptotique et la génération aléatoire de poly-
ominos digitalement convexes. Dans tous les cas, les nouvelles spécifications obtenues
donnent accès à des méthodes qui ne pouvaient pas être utilisées jusque là et nous
permettent d’obtenir de nombreux nouveaux résultats.
Abstract
Analytic combinatorics is a field which consist in applying methods from complex ana-
lysis to combinatorial classes in order to obtain results on their asymptotic properties.
We use for that specifications, which are a way to formalise the (often recursive) struc-
ture of the objects.
In this thesis, we mainly devote ourselves to find new specifications for some combi-
natorial classes, in order to then apply more effective enumerative or random sampling
methods. Indeed, for one combinatorial class several different specifications, based on
different decompositions, may exist, making the classical methods - of asymptotic enu-
meration or random sampling - more or less adapted. The first set of presented results
focuses on Rémy’s algorithm and its underlying holonomic specification, based on a
grafting operator. We develop a new and more efficient random sampler of binary trees
and a random sampler of Motzkin trees based on the same principle. We then address
some question relative to the study of subclasses of λ-terms. Finally, we present two
other sets of results, on automatic specification of trees where occurrences of a gi-
ven pattern are marked and on the asymptotic behaviour and the random sampling
of digitally convex polyominoes. In every case, the new specifications give access to
methods which could not be applied previously and lead to numerous new results.
