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Abstract
An exciting development in the field of correlated systems is the possibility
of realizing two-dimensional (2D) phases of quantum matter. For a systems
of bosons, an example of strong correlations manifesting themselves in a 2D
environment is provided by helium adsorbed on graphene. We construct the
effective Bose-Hubbard model for this system which involves hard-core bosons
(U ≈ ∞) and repulsive nearest-neighbor (V > 0) interactions.
In this work, we focus on the calculations of single particle properties of
the model such as the hopping parameter t. This is accomplished via Wannier
Theory and Band structure calculations, which proves to be reliable methods of
calculating such properties. For the many body properties such as V , we show
that Wannier Theory breaks down and other methods are preferably used. The
result places the ground state of the first layer of 4 He adsorbed on graphene deep
in the commensurate solid phase with 1/3 of the sites on the dual triangular
lattice occupied
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Chapter 1
Introduction
This chapter contains sections and figures from the following published work by
the author [1].

1.1

Backgrounds and Motivation

The problem of Helium-4(4 He) atoms deposited on solid substrates has been
identified for many decades as a bosonic many-body problem that could exhibit
a rich phase diagram[2, 3, 4, 5, 6, 7, 8, 9]. Because 4 He atoms are neutral, the
many-body interactions that determine the behavior of this system are the van
der Waals (VDW) interactions between He atom pairs and between He and
the Carbon atoms in graphite. Specifically, the attractive VDW interaction between He atom pairs tends to be weaker than the attractive VDW interaction
between He atoms and other atoms. This means that He is a universal wetting
agent and easily spreads over most surfaces [10]. This behavior in which atoms
forms a thin layer on top of a substrate is called adsorption. Since VDW interactions are typically fairly weak, but long range, the possibility of superfluidity,
and at which density (and film coverage) it can exist depends on the interplay
between the two-body He–He interactions and the interaction of He with the
1

substrate atoms. Graphite, a bulk material made up of many layers of carbon
atoms in hexagonal lattices, was initially used due to its exceptional homogeneity [11]. Extensive experimental [12, 13] and theoretical studies [14, 15, 16]
have demonstrated that under the right circumstances a superfluid He film can
develop on the second layer of He adsorbed on graphite. The reason that a superfluid He film does not developer on the first layer is because of the stronger
adorption potential closer to the layer, which strongly localizes the He atoms.
However, the discovery of the two-dimensional (2D) version of graphite, namely
graphene [17](essentially a single layer of the hexagonal lattice of carbon atoms
in graphite), with a 10% weaker adsorption potential, has lead to the possibility
of purely 2D 4 He superfluidity (atomic width film) in the first layer of He adsorbed on graphene [18, 19, 6, 20]. Furthermore, if superfluidity does not exist
on the first layer of He adsorbed on graphene, the 2D nature of graphene also
lets us more easily manipulate graphene in a variety of ways [21, 17, 22] and
change the adsorption potential between He and graphene [18]. This could provide another path to realize the existence of a 2D superfluidity in He absorbed
on graphene.

1.1.1

Nasa Relevance

Great advances have been made in the experimental field of cold atoms. Since
the first creation of a Bose-Einstein condensate in 1995 [23], cold atom experiments have reached such low temperatures and momenta that the force of
gravity has begun to have an effect on the construction and measurements of
cold atom experiments. This was one of the main motivations of the creation
of Nasa’s Cold Atom Lab (CAL). Located on the Internation Space Station,
the CAL allows cold atom experiments to be done in microgravity, conditions
difficult to replicate on earth [24]. The microgravity enviroment allows exper-

2

imentalists to explore novel quantum materials in a regime called the ”coldest
place in the universe”, and the theoretical framework developed in this thesis
can help to guide further studies in this area. By establishing a Bose-Hubbard
model frameworks for exploring 2D quantum phases, we can pinpoint interesting 2D systems that can then be explored by experimentalists on earth or in
space.

1.2

Model: Helium on Graphene

First, let us describe the behavior of 4 He adsorbing on pristine graphene in
vacuum. When He is deposited on graphene, the VDW interactions between the
He atoms and the substrate forms a honeycomb shaped potential, in which the
minimum of the interaction is located above the centers of each of the graphene
hexagons. Thus, the deposited He atoms occupy the sites in the center of each
graphene hexagon that forms a triangular lattice. However, the He-He VDW
interaction is repulsive at the length between the sites on the triangular lattice
as show in Fig. 1.3, so the He will first fill 1/3 of the triangular lattice sites
such that no two adjacent sites are filled at the same time. This forms the the
so-called C1/3 commensurate solid as show in Fig. 1.1. As one continues to
add particles, the He atoms will fill up to 2/3 of the sites, or form a second
layer, and so on. So far, theoretical studies [19, 25, 26, 27, 20] have confirmed
the existence of the insulating C1/3 commensurate solid state.
Now let us describe the geometry of the system of He adsorped on graphene.
First, the graphene lattice is made up of carbon atoms fixed at z = 0 forming
a hexagonal lattice with lattice (a) and basis (b) vectors:
a0 Ä √ ä
a0 Ä √ ä
3, 3 ,
b1 =
3, 1
2
2
a0 Ä √ ä
a2 =
− 3, 3 , b2 = a0 (0, 1)
2

a1 =

3

(1.1)

√
√
Figure 1.1: A schematic of the 3 × 3 commensurate solid phase for 4 He
atoms (blue) adsorbed on graphene (gold) showing 1/3 of the Ns = 72 sites
filled where the He atoms are localized on the sites of a triangular lattice (see
 × 17 A.

shadow). The size of the indicated region of graphene is Lx × Ly ' 22 A
At some height z, which is determined by the He-graphene adsorption potential,
above the graphene lattice, the sites occupied by the He atoms forms a triangular lattice with the same lattice vectors (a) as the graphene lattice. These
lattices, as well as the relevant quantities which we will calculate, are shown in
Fig. 1.2.

1.3

The Bose-Hubbard Model

The aim of this work is to develop an effective 2D Bose–Hubbard (BH) model
for the first layer of 4 He on graphene. The reason that such a model is desirable is that a BH model allows us to identify the important interactions that
determine the phase of the system of He adsorped on graphene. This allows us
to theoretically predict the phase of systems of He adsorped on graphene and
tell us what manipulations of the graphene substrate could lead to 2D superfluidity. This could even be generalized to other 2D systems of similar form.
The Hamiltonian for such a Bose–Hubbard model is:

4

V0

~a2

~b2

~a1
~b1

3a 0
√
3a

0

t, V

a0

Figure 1.2: The triangular lattice defined by hexagon centers of the graphene
lattice (shown in grey) with the lattice and basis vectors in Eq. (1.1) shown in
the upper right. The nearest neighbor
√ hopping t and interaction V are experi is the length
enced between sites separated by 3a0 (blue) where a0 ' 1.42 A
of a hexagon side. The dashed red lines indicate the next-nearest neighbor
interaction V 0 between sites separated by 3a0 which form a triangular superlattice at 1/3 filling (open circles) which corresponds to the adsorbed C1/3 solid
depicted in Fig. 1.1. Lattice vectors a1 and a2 are shared between the graphene
and triangular lattice.

5

Figure 1.3: The interaction potential between two Helium atoms in Kelvin,
plotted against the distance between two Helium atoms r in Angstroms. At zero
6
distance the repulsive interaction
√ is on the order of 10 Kelvin. At the distance
between two Helium sites of 3a0 or about 2.46 Angstroms, the interaction
potential is still about 31 Kelvin. The minimum of the potential is only about
−9 Kelvin at about 2.8 Angstrom.

HBH = −t

X †
X
X
(bi bj + h.c.) + V
ni nj + V 0
ni nj + . . . .
hi,ji

hi,ji

(1.2)

hhi,jii

In this model, t is the hopping strength, which indicates how likely an He atom
absorbed on a site will hop the a site next to it. V and V 0 are the strengths of the
nearest neighbor and next-nearest neighbor interaction. The operators b†i (bi )
creates (destroys) a bosonic 4 He atom on site i with [bi , b†j ] = δi,j and ni = b†i bi
counts the number of particle on site i. The sites i, j correspond to the vertices
of the triangular lattice formed by the centers of graphene’s hexagons as seen
in Fig. 1.2. The brackets in hi, ji and hhi, jii indicates restrictions to the sum
such that only the nearest neighbor sites and next-nearest neighbor sites are
summed over, respectively. The ellipsis indicates higher order interactions that
are neglected here. Absent from our BH Hamiltonian the the on site interation
term U , which is common to many Hubbard models. The reason that we have
6

omitted U is the fact that the separation of our lattice sites is on the same
length scale as the strong repulsive core of the He-He VDW interaction. The
strength of this repulsive interaction at zero lengths is at a scale (106 K) much
larger than the relevant interactions we are trying to capture with the BoseHubbard Model, so we must omit the on site interaction term U and preclude
the possibility of multiple He atoms occupying the same site. As such, our BoseHubbard model is a Hard-Core Bose-Hubbard model. As mentioned above, the
He-He interaction remains quite repulsive even at the length scale of one lattice
vector as show in Fig. 1.3, this will cause difficulty in the calculations of the
BH parameters, and lead to the multitude of approaches that we take in this
work.

1.4

Approach

A system of N 4 He atoms of mass m interacting with the graphene substrate
can be described in first quantization via the Hamiltonian:
N

N

X
~2 X 2 X
∇i +
VHe−s (ri ) +
VHe−He (ri − rj )
H=−
2m i=1
i=1
i<j

(1.3)

where the ith atom is located at position ri = (xi , yi , zi ). The interaction
between helium atoms is VHe−He , shown in Fig. 1.4(a), while the corrugated
helium–graphene potential VHe−s can be constructed empirically [28, 29, 30,
31, 32, 33, 34, 25, 35]. Here, we employ the form of Ref. [28], obtained from the
sum of isotropic interactions between 4 He and C atoms with the 6–12 Lennard–

7

(a)

VHe−He / K

75

empirical
DFT
MP2

r

50
25
0

−25
−50

2.25

2.50

2.75

3.00 3.25

r / A

3.50

3.75

VHe−s / K

(b) 400
z

200
0

−200
−400

3

4

z / A

5

Figure 1.4: The interaction (a) and adsorption (b) potentials in Eq. (1.3). The
three curves in both panels indicate three different approaches to the potentials. Empirical indicates the formulas discussed in the text where VHe−He is
taken from Ref. [36] while VHe−s is determined from Eq. (1.4) at = (0, 0).
The potentials labelled DFT and MP2 are extracted from the minimal energy
surfaces determined by those ab initio methods as described in § 4.1 and 4.2.

r

Jones potential with parameters σ and ε:
®ñ Å ã10 Å ã4 ô
2 σ
σ
−
5 zi
zi
ñ
ô´
Å
ã5
Å 2 ã2
2
XX
1 gσ 2
gσ
ıg·(ri −b` )
K5 (gzi ) −
K2 (gzi ) . (1.4)
+
e
60
2z
2z
i
i
g6=0 `=1

4π
VHe−s (ri ) = εσ 2
A

In Eq. (1.4),

r = (x , y ) are the coordinates of a
i

i

i

4

He atom in the xy-plane, b`

are the basis vectors defined in Eq. (1.1), g are the reciprocal lattice vectors,
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defined as

g = n1 G1 + n2 G2

G1 =

2π Ä√ ä
3, 1 ,
3a0

G2 =

2π Ä √ ä
− 3, 1 ,
3a0

(1.5)

(1.6)

We start with calculating the one particle properties using the empirical potential Eq. (1.6). First, density of the first layer in z is determined by solving
the 1D Schrodinger equation using the shooting method for the average of the
empirical potential in x − y. The 3D He-graphene VDW potential Eq. (1.6) is
then averaged in z, weighted by the density in z, to produce a 2D potential.
This 2D potential is then solved numerically using Bloch’s theorem to produce
a band structure and Bloch states. In order to compute the hopping t we employ the maximally localized Wannier functions, which are single-particle wave
functions constructed from the Bloch states, and tight binding calculations.
The maximally localized Wannier function can also be used to calculate two
particle interaction parameters like V and V 0 . However, due to the aforementioned strong repulsion of VHe−He at low distances and the disregarding of said
potential in the Wannier calculations, unphysically large results are obtained.
Methods that take into account the He-He interactions must be employed to
obtain physical values of V and V 0 .
Two methods are employed using the empirical potential to incorporate the
influence of VHe−He . First is the self-consistent Hartree-Fock equations [37, 38].
Which uses variational methods to take into account the He-He interactions.
Second, the path integral ground state quantum Monte Carlo (QMC) method
is employed to simulate He atoms above a Graphene sheet.
Two types of ab initio methods are also employed: Density Functional The-

9

Method

t / (K)

V / (K)

V 0 / (K)

t/V

Wannier

1.45

7540

638

0.0002

HF

1.45

69.7

-2.08

0.021

QMC

1.38

54.3(1)

-2.76(2)

0.025

DFT

1.10

21.4

-1.36

0.051

MP2

0.59

51.5

-1.97

0.011

Table 1.1: The hopping parameter t, nearest and next nearest-neighbor interaction V and V 0 , and the ratio of t/V of the effective Bose–Hubbard model
defined in Eq. (1.2) as calculated by the five different methods: Wannier functions, Hartree–Fock (HF), quantum Monte Carlo (QMC), Density Functional
Theory (DFT), and Møller–Plesset perturbation theory (MP2). In all cases, t
is calculated via the band structure of single helium atom subject to a periodic two-dimensional adsorption potential VHe−s . Note that t is the same for
Wannier and Hartree–Fock as they use the same empirical potential.
ory (DFT) [39, 40] improved by including VDW energies in the appropriate
DFT functional [41, 42, 43], and 2nd order Møller–Plesset (MP2) [44, 45, 46].
In all cases, the He-graphene adsorption potential can be determined, and the
hopping t can then be extracted from the bandwidth or overlap integrals. The
adsorption and He-He potential for all methods are shown in Fig.1.4. The
resulting values of t, V , and V 0 are show in Table.1.1.

10

Figure 1.5: The mean-field phase diagram for hard-core bosons on the triangular lattice with nearest-neighbor interactions V and hopping t with density
controlled by the chemical potential µ. Identified phases include commensurate solids (at fillings f = 1/3, 2/3), superfluid, and supersolid (a superfluid
that breaks triangular lattice symmetries). Solid lines indicate discontinuous
(first order) transitions, while continuous (second order) transitions occur across
dashed lines. The data points in the lower left-hand corner represent the major
results of this paper, indicating that the ground state of a single layer of 4 He
on graphene resides deep in the commensurate solid phase at 1/3 filling.

1.5

The Bose-Hubbard Phase Diagram

The phase diagram of Eq. (1.2) considering only nearest neighbor interactions
(t − V model) can be analyzed within the mean-field theory [47, 48], is shown
in Fig. 1.5. This result is known to be in qualitative agreement with lattice
quantum Monte Carlo for hard-core bosons with extended interactions [49, 50,
51]. The axis are in terms of the two parameters explained above, t and V ,
and the chemical potential µ. The chemical potential can be thought of as the
average energy per particle of a system and governs the exchange of particles
between systems. When two systems are in contact, particles will move from the
system with higher chemical potential to the one with lower potential [52]. This
can be used to control the number of particles in a system by connecting the
system to a reservoir whose chemical potential we can control. For the system of

11

He on Graphene, the chemical potential can be thought of as the partial pressure
of the He gas that is adsorbing onto the graphene sheet. For small values of the
chemical potential (low filling fraction) three phases are identified: the C1/3
phase discussed previously, a supersolid phase, and uniform superfluid phase,
in order of increasing hopping t. At higher values of the chemical potential, a
C2/3 phase exists, though we will not explore this phase.

1.6

Outline

The rest of the Thesis are set up as follows. The second chapters describes
the process of determining the position in z of He adsorbing on graphene. The
shooting method is employed to solve the Schrodinger equation in 1D, and the
3D empirical potential is reduced to a 2D one. The third chapter contains
the sum of all empirical calculations. First, the full mapping of the 2D BoseHubbard model is described. Then, we describe the full detail of the calculations
of t through Bloch theorem and Wannier functions, both for empirical and
ab initio adsorption potentials. Then the two empirical methods of correctly
calculating V , Hartree-Fock and Quantum Monte Carlo, are described. The
fourth chapter contains the description of the ab initio calculation of V via
Density Functional Theory and Møller–Plesset. The final chapter contains the
discussion of results and potential future work.

12

Chapter 2
Dimensionality of the First
Layer
This chapter contains sections and figures from the following published work by
the author [1]. The author’s contribution includes utilizing the shooting method
to find the density in z of the first layer of Helium abosrbed on graphene.

2.1

Dimensionality of the First Adsorbed
Layer

Regardless of the form of the employed interaction potential in the microscopic
model, the goal of this work is to obtain access to properties of the ground state
of the N -particle three-dimensional time-independent Schrödinger equation:

HΨ0 (R) = E0 Ψ0 (R)

(2.1)

in order to determine the parameters of an effective two-dimensional Bose–
Hubbard Hamiltonian described by Eq. (1.2) where R ≡ {r1 , . . . , rN } are the
spatial locations of helium atoms.
13

The basic physical picture of adsorption of helium on graphene is clear.
At low temperature and densities, atoms preferentially adsorb to the strong
binding sites located at the center of graphene hexagons due to the attractive
interaction seen in Fig. 1.4(b). If the density is low enough that interactions
between helium atoms are not relevant, Eq. (1.3) can be numerically integrated
to obtain the z-dependence of the wavefunction in the approximation where the
corrugation is neglected and the atoms experience an average smooth potential
over the xy-plane. This potential, which we will call V0 from now, is obtained
by taking only the g = 0 term in Eq. (1.4).
ßï  10  4 ò
2 σ
σ
V0 (z) = εσ
−
A
5 z
z
2 4π

(2.2)

This potential can then be used to solve the 1D Schrodinger equation in z,
allowing us to obtain the density distribution of the first layer in z.

2.2

Shooting Method

The shooting method is a numerical method that allows us to find solutions
to differential equations in 1D provided that we know the boundary conditions. It can be a good way to numerically solve for bound state solutions
to the Schrodinger equation in 1D. The main challenge in utilizing the shooting method is intelligently choosing the initial conditions, following which the
procedure is routine. Let us start with the Schrodinger equation in 1D:
ï

ò
~ ∂2
+ (V (x) − E) ψ(x) = 0
−
2m ∂x2

(2.3)

for which we know the potential V (x) within some interval x0 < x < x1 . For
most potentials, we have a reasonable intuition of the expected solution to the
Schrodinger equation based on the properties of the Schrodinger equation and
14

E=0

ψ

E < E0

E = E0

0

E > E0
x0

x1

Figure 2.1: An example of several shooting method wavefunctions for the case of
the square well, where the potential is 0 in the interval shown and ∞ elsewhere.
The wavefunction is expected to be 0(shown as the black dashed line) at both
x0 and x1 . We start with E = 0 and gradually increase the energy until the
wavefunction that we “shot” from the left matches the boundary conditions at
the right.
differential equations in general. Using this intuition we make a “guess” for the
values of ψ(x0 ), ψ 0 (x0 ), and ψ(x1 ). We then set the value of E to the minimum
value of V (x), knowing that the energy for bound states cannot be less than
the minimum of V (x). Using the inital values of ψ(x0 ) and ψ 0 (x0 ), we solve Eq.
(2.3) step-by-step using a numerical method such as the Runge-Kutta method
until we arrive at x = x1 . We now check to see if the numerical solution ψs (x1 )
matches the predetermined “guess” ψ(x1 ). If they do not match, we increase
the energy E slightly and repeat the preceding steps. If they do, or very nearly
does, we have arrived at a solution. When the shooting method finds a solution,
it is not guaranteed that the solution found is the ground state. This can be
checked by visually inspecting the wavefunction ψ, if it only has one node,
the ground state solution is found, if it has multiple nodes, some intermediate
eigenvalue E might have been skipped. The accuracy of the solution is bound
by the accuracy of the numerical calculations. If the shooting method is found
not to converge, one may increase the accuracy of the numerical calculations
by going from the Euler method to the second order Runge-Kutta method, for
15

example, or increasing the precision of the floating point numbers used to store
the calculations. The process of arriving at the ground state solution for the
square well is show in Fig. 2.1.

2.2.1

Examples of choosing boundary values

Let us consider the application of the shooting method to two simple and well
know models for the Schrodinger Equation. First, the infinite square well:

V (x) =




0,

x0 < x < x1

(2.4)



∞, elsewhere.
We know from the infinite V at the edge of the box that ψ(x0 ) = ψ(x1 ) = 0.
We also know from the discontinuities in V that ψ 0 (x0 ) is some finite value.
In general, when ψ 0 (x0 ) is expected to be finite, ψ 0 (x0 ) is set to 1 (or any
other small number of your liking), as changing ψ 0 (x0 ) will only change the
normalization of the solution ψ.
Now let us consider the case of the harmonic oscillator:

V (x) ∝ x2 .

(2.5)

The boundary conditions in this case are less obvious. While we expect ψ(x) →
0 as x → ∞, we cannot set our boundaries at infinity. We can attempt to set
our boundary at some large number far from the origin, but setting ψ 0 (x) then
becomes difficult as ψ 0 (x) → 0 as x → ∞ also. We cannot set both ψ(x) and
ψ 0 (x) to 0 as that would give us the trivial solution. However, we can exploit the
even parity of the potential to give us the boundary conditions. Since V (x) is
an even function, we know that the eigenfunctions to the Schrodinger equation
must be either even or odd. Knowing this, we can solve for the solutions in
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two sets. We will first set x0 = 0. For the even solutions, we set ψ(x0 ) = 1 and
ψ(x0 )0 = 0. Once more the exact value for the non-zero guess is not important,
as it will only affect the normalization. For the odd solutions we set ψ(x0 ) = 0
and ψ(x0 )0 = 1. To set x1 we can use the fact that ψ(x) → 0 as x → ∞. We
can set x1 to some large number, and set ψ(x1 ) = 0. It is important to keep
E  V (x1 ) for our guess at x1 to remain valid, thus if the eigenvalues found
are large compared to V (x1 ), x1 must be increased.
The first 4 solutions to the two cases outline above are show in Fig. 2.2.

Square Well

SHO

16E0

7E0

9E0

5E0

4E0

3E0

E0

E0

Figure 2.2: The first 4 solution to the square well and simple harmonic oscillator
found via the shooting method. The black dashed lines indicate ψ = 0 for each
wavefunction. The wavefunctions and energies match the well known analytical
solutions. The energies are shown in multiples of the ground state energy E0
and accurate to within 4 significant figures.
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200

V0 /K

100
0

−100
−200

2.5

3.0

3.5
z/Å

4.0

4.5

Figure 2.3: The average adsorption potential V0 for the empirical potential.
The minimum of -170.5 K occurs at z = 2.64 Å.

2.2.2

Applications to He on Graphene

In our case, the average potential experienced by the adsorbed atoms is V0 (z)
above the graphene layer, as shown in Fig. 2.3. The behaviors of a single atom
above the layer in z is thus governed by the following 1D time-independent
Schrodinger equation:
ï
ò
~ ∂2
−
+ (V0 (z) − E) ψ(z) = 0.
2m ∂z 2

(2.6)

V0 forms a potential well with a minimum −170K, V0 becomes large as z →
0 and approaches zero as z → ∞. Unfortunately, neither of the examples
provided above will help us in determining the boundary conditions, as there
are no infinity or any symmetry in the potential. We will have to use our
intuition to make reasonable guesses for the boundary conditions. We can
expect that ψ → 0 as z → 0, so we set z1 = 0 and ψ(z1 ) = 0. We also expect
ψ → 0 as z → ∞, in this case, we choose a large enough z0 , in our case z0 = 10,
such that V (z0 ) ≈ 0, and set ψ(z0 ) = 0. Since V0 (z1 ) << V0 (z0 ), we expect the
derivative of the wavefunction to be greater at z0 and so we start the shooting
method from z0 , setting ψ 0 (z0 ) = 1.
18

2.3

Shooting Method Results

The resulting single particle density in the z-direction [53, 54, 19] is shown in
Fig. 2.4 along with values corresponding to the adsorption potentials computed

via ab initio methods. Thus, single atoms are strongly localized around z ≈ 3 A,

−1
ρ(z) / A

2.5

empirical
DFT
MP2

2.0

max z
/ Å
2.69
3.07
2.93

∆zrms
/ Å
0.161
0.149
0.142

∆E
/K
21.2
23.5
25.5

1.5
1.0

empirical
DFT
MP2

0.5
0.0

3

4

z / A

5

6

Figure 2.4: The particle density, ρ(z) ∝ |φ0 (z)|2 in Eq. (??) obtained via
the shooting method for VHe−s computed for the three different approaches
to the potentials described in § ??-??. The table indicates the value of z
at which»the maximum density occurs, the root mean squared value of z
∆zrms = hz 2 i − hzi2 , and the difference between the zero point energy and the
minimum of VHe−s for each potential. All three methods yield density profiles
for the adsorbed layer that are effectively two dimensional with sub-angstrom
widths.
regardless of the way the adsorption potential is calculated, with an root mean
 and a zero point energy that lifts the ground state
squared width of ≈ 0.15 A
≈ 20 K above the classical potential minimum.
As the density of atoms is increased, there is now a competition between
the energy gained due to attraction of the graphene sheet, and the interaction
potential between helium atoms, VHe−He , which has an attractive minimum at
 and eventually becomes repulsive at smaller distances (see Fig. 1.4).
rmin ≈ 3 A

The length scales defining VHe−He should be compared with those imposed by
the graphene corrugation potential where the nearest neighbor distance be19

tween two hexagon centers is

r

NN

=

√
 while the next-nearest
3a0 ' 2.46 A

neighbor distance, corresponding to one out of every three hexagons occupied
has

r

NNN

 as seen in Fig. 1.2. Thus at low densities, the sys= 3a0 ' 4.26 A

tem stabilizes at a single well-defined 2D monolayer, that can exist at both
commensurate and incommensurate filling fractions f = N/Ns (where Ns is
the number of triangular lattice sites) in a regime of coverage where both the
adsorption and interaction energies are attractive. As the density continues
to increase, eventually the cost of repulsive interactions between helium atoms
overcomes the reduced attraction felt further from the sheet and layer completion is reached near f ≈ 0.6. At this point, a second layer begins to form
and the system can no longer be considered as effectively two dimensional (see
Fig. 3.11 in § 3.5.2).
This simple picture has been validated by 50 years of experiments [2, 55, 4,
56, 57, 58, 59] and numerical simulations [14, 54, 15, 60, 25, 26, 61, 35, 16] on
helium adsorbed on graphite, where the adsorption potential is 10% stronger
than graphene. While no experiments yet exist in the graphene system considered here, quantum Monte Carlo simulations [19, 26, 62, 63, 20, 64, 65] both at
zero and finite temperature show analogous behavior. As already discussed in
√ √
the introduction, in the first layer, a commensurate 3 × 3 R 30◦ incompressible C1/3 solid phase (helium atoms occupy 1/3 of the strong binding sites on a
√
triangular lattice (hexagon centers) with constant 3a0 and axes rotated by 30°
with respect to the original graphene triangular lattice) is thermodynamically
stable over a large range of chemical potentials [20] (see Figs. 1.1 and 1.2) and
may compete with a lower density liquid [64] depending on simulation details
and the employed form of VHe−s . All observed phases in the first layer are incompressible, with no systematic evidence of finite superfluid density surviving
extrapolation to the thermodynamic limit.
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Thus, the ground state of the first adsorbed monolayer of 4 He on graphene
can be described by an effective two-dimensional system. We now discuss how it
can be mapped at low energies onto a single-band Bose–Hubbard model, which
requires moving beyond the simple continuum one-body model described here
and understanding the role of interactions in Eq. (1.3).
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Chapter 3
Empirical methods
This chapter contains sections and figures from the following published work by
the author [1], The author’s contribution to this section includes calculating the
hopping matrix element t for all methods via the Bloch theorem and Wannier
functions.

3.1

Effective 2D Bose–Hubbard Description

We attack the problem of building the 2D Bose-Hubbard model at various
levels of sophistication starting from the non-interacting band structure and
Wannier theory, then systematically explore the effects of interactions in different approximation schemes: Hartree, Hartree–Fock, quantum Monte Carlo,
Møller–Plesset and dispersion corrected density functional theory.

r

In this section we introduce an effective 2D VHe−s ( ) potential where

r

r=

(x, y) is the in-plane coordinate. The way VHe−s ( ) is determined depends on
the specific method used and will be discussed on a case by case basis.

22

3.1.1

Mapping onto a Bose–Hubbard Model

First, we outline the well-known general procedure for mapping the interacting
problem in Eq. (1.3), onto the effective Bose–Hubbard model Eq. (1.2). This
mapping is valid at low energies and therefore the two representations lead to
the same ground state properties. A similar mapping has been used to analyze
the properties of dilute Bose gases confined on optical lattices [66, 67, 68];
however the physics in our case turns out to be fundamentally different due
to the importance of short-range correlations for a (fairly dense) collection of
helium atoms confined to the graphene lattice.
We begin by expressing the first-quantized microscopic Hamiltonian in
Eq. (1.3) in second quantization for a single 2D monolayer, via the intro-

r r

duction of bosonic field operators, Ψ̂( ), Ψ̂† ( ) such that the local density is

r

r r

n( ) = Ψ̂† ( )Ψ̂( ). In this notation, the effective 2D Hamiltonian can be written as a sum of a one-particle term, which includes the kinetic energy and
the helium–graphene potential, and a two-body term (that originates from the
helium–helium interaction) [69, 70]:
ã
Å
~2 2
∇ + VHe−s ( ) Ψ̂( ) +
d Ψ̂ ( ) −
2m r

Z
H =
1
2

r r
dr dr Ψ̂ (r)Ψ̂ (r )V
†

ZZ

0

†

†

0

He−He

r r
(r − r )Ψ̂(r )Ψ̂(r) ,
0

0

(3.1)

where a discussion of VHe−He is included in Appendix A of [1]. For helium atoms
strongly confined near 2D triangular lattice locations

r defined by the centers
i

of graphene hexagons (see Fig. 1.2), the field operators can be expanded over

r r

a complete orthonormal set of localized Wannier functions ψ( − i ) and the
bosonic annihilation and creation operators bi , b†i [69, 70]:

r

Ψ̂( ) =

X

r

i

r r

r

ψ( − i )bi , Ψ̂† ( ) =
23

X

r

i

r r

ψ ∗ ( − i )b†i .

(3.2)

We use the shorthand notation b†i ≡ br†i for an operator that creates a boson at

r , and ψ (r) = ψ(r −r ) for the Wannier function localized around the site i on
i

i

i

a triangular lattice. With ni = b†i bi being the number of particles at the site i.
The Wannier functions will be constructed in the next section, and we assume
that they correspond to the lowest energy band.
Substituting Eq. (3.2) into Eq. (3.1) one obtains:

ãX
Å
~2 2
∇r + VHe−s ( )
ψj ( )bj +
H= d
ψi (
−
2m
j
i
ZZ
X
X
1
ψj∗ ( 0 )b†j VHe−He ( − 0 )∗
ψi∗ ( )b†i
d d0
2
j
i
X
X
ψk ( 0 )bk
ψl ( )bl .
Z

r

X

∗

r

r

)b†i

r
r

r
r

rr

r

k

r r

(3.3)

l

We can pull out all the sums and the bosonic annihilation and creation operators.

H=

X
i,j

b†i bj

Z

Å
ã
~2 2
) −
∇ + VHe−s ( ) ψj ( )+
2m r

r r

d

ψi∗ (

r

ZZ
1 X † †
b b bk bl
d d 0 ψi∗ ( )ψj∗ ( 0 )VHe−He
2 i,j,k,l i j

rr r r

r
(r − r )ψ (r )ψ (r) .
0

k

0

l

(3.4)

We can then take advantage of the orthonormality of the Wannier functions:
Z

r r r

d ψi∗ ( )ψj ( ) = δi,j ,

and use integration by parts to obtain:
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(3.5)

Z

Å
ã
~2 2
) −
∇ + VHe−s ( ) ψj ( ) +
2m r

r r
ZZ
1X
nn
dr dr |ψ (r)| V
2

H =

X

b†i bj

d

i,j

ψi∗ (

0

i j

2

i

r

r −r )|ψ (r )| .

He−He (

i,j

r

0

j

0

2

(3.6)

This can be mapped to the effective lattice Bose–Hubbard Hamiltonian in
Eq. (1.2). In both sums over i and j, the summand approaches zero rapidly
as the sites represented by i and j gets further apart. The first term of the
Hamiltonian becomes a constant when i = j, thus the largest term of interest is when i and j are nearest neighbors, this is the one-particle hopping (t).
The second term of the Hamiltonian consists of a sum containing successively
smaller interaction parameters starting with the on-site (U ), nearest-neighbor
(V ), and next-nearest-neighbor (V 0 ) on a triangular lattice, determined by the
distance between i and j. Thus we can extract the standard expressions for
these paramters[70]:
Z

ò
ï
~2 2
d ψ () −
∇ + VHe−s ( ) ψ( − a1 )
2m r

r
rr
rr
rr

∗

r

r r
r r r
r r r
r r r

t=−
ZZ
2
U=
d d 0 |ψ( )|2 VHe−He ( − 0 )|ψ( 0 )|
ZZ
2
V =
d d 0 |ψ( )|2 VHe−He ( − 0 )|ψ( 0 − a1 )|
ZZ
2
0
V =
d d 0 |ψ( )|2 VHe−He ( − 0 )|ψ( 0 − a1 − a2 )| .

r
r
r

(3.7)
(3.8)
(3.9)
(3.10)

Here, the choice of lattice site for the computation is arbitrary due to translational invariance, and one can replace a1 ↔ a2 .
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3.2

Band Structure and Effective Hopping t

In order to calculate the overlap integrals in Eqs. (3.7)–(3.10), we start by
evaluating the general band structure and specifically the hopping parameter t
which are determined by the purely one-particle Hamiltonian,

−

~2 2
∇ + VHe−s ( ).
2m r

r

(3.11)

We must find the solutions to the one-particle Schrodinger equation with this
Hamiltonian, and then construct the band structure and Wannier functions.

3.2.1

Bloch’s Theorem

We start with the 2D Schrodinger equation, labeled by band n and quasimomentum k,
ò
p2
(n)
(n) (n)
+ VHe−s ( ) Ψk ( ) = Ek Ψk ( ),
(3.12)
2m
ä
∂
+ ∂y
, the 2D momentum operator, and k is the 2D quasiï

where p = −i~

Ä

∂
∂x

r

r

r

momentum within the Brillouin zone in momentum space. Bloch’s theorem
states that the solution to the Schrodinger equation for a periodic potential
must take the following form

Ψk ( ) = eik·r uk ( ).
(n)

r

(n)

r

(3.13)

This solution takes the form of a plane wave eik·r multiplied by a periodic
(n)

r

(n)

r

function uk ( ) with the same periodicity as the potential. In our case, uk ( ) =
(n)

r

(n)

r

uk ( + a1 ) = uk ( + a2 ). We can then substitute Eq. (3.13) into Eq. (3.12)
to obtain:
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ï

ò
1
(n)
(n) (n)
2
(p + ~k) + VHe−s ( ) uk ( ) = Ek uk ( ).
2m

r

r

r

(3.14)

r

We can easily extract the Fourier components of Eq. VHe−s ( ) in (1.4) such
P
that VHe−s ( ) = g cg ∗ eig·r , they are:

r

cg =

2
X

ñ
e−ıg·b`

`=1

ô
Å
ã5
Å 2 ã2
gσ
1 gσ 2
K5 (gzi ) −
K2 (gzi ) .
60 2zi
2zi
(n)

(3.15)

r

Similarily, we can also expand the periodic functions uk ( ) in Fourier Modes:

(n)

r

X

uk ( ) =

Cg(n,q) eig·r .

(3.16)

g

Now subsituting the expanded Fourier series into Eq. (3.17) and rescaling by
the recoil energy ER =

~2 G2
,
2m

where G is the length of either of the reciprocal

lattice vectors in Eq. (1.6).

"
X

Å
ER

g

k
g
+
G G

ã2
+

X

cg 0 e

r

#

ig0 ·

Cg(n,k) eig·r =

X

g0

Ek Cg(n,k) eig·r .
(n)

(3.17)

g

Combining the exponents of g and g0 in the left hand side.

"
X

Å
ER

g

k
g
+
G G

ã2

Cg(n,k) eig·r +

X

cg0 Cg(n,k) e

r

#

i(g0 +g)·

g0

=

X

Ek Cg(n,k) eig·r .
(n)

g

(3.18)
Let’s rearrange the outer sum over g such that the value in the exponent in the
0

inner sum is always ei(g) in stead of ei(g) or ei(g +g) :

"

X
g

eig·r ER

Å

k
g
+
G G

ã2

#
Cg(n,k) +

X

(n,k)
cg0 Cg−g0

g0
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=

X
g

eig·r Ek Cg(n,k) .
(n)

(3.19)

We can then define the Hamiltonian:
"

Å

Hg,g00 = ER

k
g
+
G G

#

ã2
δg,g00 +

X
g0

cg0 δg,g00 −g0 ,

(3.20)

to simplify the equation to:

X

(n,k)

Hg,g00 Cg00

(n)

= Ek Cg(n,k) .

(3.21)

g00

The resulting Hamiltonian is a 4D matrix which must be reshaped into a 2D
matrix and then diagonalized numerically, in our case using MATLAB’s eigs
function.

3.2.2

Numerical Calculations of Bloch States

During the numerical calculations, we performed a change of variables, shown
in Fig. 3.1, that aligned the lattice vectors a1 and a2 with our new axis and
√
set the period of the lattice from 3a0 to π,
√
3π
π
y
xlat = x +
2
√2
π
3π
ylat = − x +
y.
2
2

(3.22)

Now the unit vectors for the lattice and reciprocal lattice are:
a1 = (π, 0)

a2 = (0, π),

G1 = (2, 0)

G2 = (0, 2).

(3.23)

This makes it possible to perform the calculations, as in Cartesian coordinates
the unit cells are not actually periodic in y. Since we will perform integrations for t and V in this coordinate system, we must remember to include the
Jacobian determinant in the integrand.
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Figure 3.1: Visual demonstration of the change of basis performed. The axis
has been rotated by 60 deg so that the geometry of the new basis is more clear.
This made it so that the lattice is now periodic along our new axis xlat and ylat .

1
2
√
3
2

|J| =

− 12
√

3
2

√
3
=
2

(3.24)

Then, for each k within the Brillouin zone, we construct the Hamiltonian
(n,k)

Eq. (3.20), reshape it to a 2D matrix and solve it to obtain: Cg

as a vector.

The eigenvalues can be used to form the band structure 3.4. The eigenstates
are then reshaped back to a matrix in g and combined via Eq. (3.16) to form
(n)

r

the periodic functions uk ( ). These are then combined by Eq. (3.13) to form
(n)

r

the Bloch wavefunctions Ψk ( ). Since we are only interested in the first band,
from now on we will assume n = 1 and drop the band index (n).

3.2.3

Wannier Function

r

Once the Bloch wave-functions Ψk ( ) are found, the localized Wannier functions
are constructed via
1 X −ik·ri
ψi ( ) = ψ( − i ) = √
e
Ψk ( ),
Ns k∈BZ

r

r r

r
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(3.25)

(1)

r

(1)

r

Figure 3.2: Periodic part of bloch wavefunction uk ( ) for k = 0. Also Ψk ( )
for k = 0.
where the summation is over the first Brillouin zone, and Ns is the number
of (triangular) lattice sites. As mentioned above, the Wannier function is both
orthogonal to the Wannier function on any other site and normalized, i.e.,
R
d ψi∗ ψj = δi,j . This means the Wannier function is a good representation of a

r

single He atom localized to one site. Eq. (3.25) can now be used in the overlap
integral for t defined in Eq. (3.7) for a given value of VHe−s computed within
the empirical or ab initio approach. The Wannier function calculated from the
empirical Bloch theorem calculations is show in Fig. 3.3

3.2.4

Empirical

Here the bare potential is given by Eq. (1.4) and we use two approaches to

r

construct an effective 2D potential VHe−s ( ).
Following the discussion in § 2.1, we can integrate the full 3D helium–
graphene interaction potential over the probability density in the z-direction
presented in Fig. 2.4 as described in detail in Appendix A of [1]. This leads to

r

eHe−s ( ) as defined in Eq. (??). Expressed as an integral, this
a 2D potential V
30

Figure 3.3: Surface plot of the calculated Wannier function for the first layer
of Helium on Graphene. The majority of the wavefunction forms a large bump
centered at the site i = (0, 0), and the six smaller bumps near the large bump
roughly corresponds to the six Helium sites near the central site.

r

is:

r

eHe−s ( ) =
V

Z

dz VHe−s (r)ρ(z).

(3.26)

The corresponding band structure is presented in Fig. 3.4 and a cut of the
resulting Wannier function is plotted in Fig. 3.5(a).

Based on these results,

Eq. (3.7) is evaluated in the lowest band resulting in:

tW = 1.45 K .

(3.27)

In addition, we can approximate the lowest band via tight binding. In tight
binding, the energy of the lowest band is:
Z
ε(k) =

r r

r

d Ψ† ( )HΨ( ),

(3.28)

where the Bloch functions can be constructed from the Wannier functions as:
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r

eHe−s ( ) as introduced Eq. (??)
Figure 3.4: The band structure obtained using V
along a high symmetry path in the first Brillouin zone as shown in the inset.
The first band (in black) is well separated from the higher excited bands and
thus the low energy properties of the system are determined by the lowest band.
The dashed line shows the tight binding dispersion from Eq. (3.33), in excellent
agreement with the continuum model supporting the use of an effective 2D
lattice model. The shaded region corresponds to the bandwidth equal to 9t as
determined symmetry.

r

Ψk ( ) = √

1 X ik·ri
e ψi ( ).
Ns i

r

(3.29)

Subsituting Eq. (3.29) in to Eq. (3.28) we get:
Z
1 X
ε(k) =
d eik· (rj −ri ) ψj∗ ( )Hψi ( ).
Ns i,j

r

r

r

(3.30)

The i = j term forms ε0 :
Z

r r

r

d ψ ∗ ( )i Hψ( )i ,

ε0 =

(3.31)

and the remaining terms(excluding any non nearest-neighbor) form:

ε(k) − ε0 =

X

e

r r

ik· ( j − i )

Z

r r

r

d ψi∗ ( )Hψj ( ).

(3.32)

hi,ji

The integral on the right is by definition −t, and the restrictions on i and j
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Figure 3.5: Spatial dependence of the density ρ(x, y) = |ψ(x, y)|2 /N of an
adsorbed 4 He atom on graphene for a y = 0 cut in the xy-plane corresponding
to the lattice path shown in the top inset. (a) A comparison of the localized
Wannier function defined in Eq. (3.25) to that computed via quantum Monte
Carlo (QMC) for a single particle N = 1, f = 1/Ns by slightly biasing a single
site at the level of the trial wavefunction as discussed in § 3.5. The wavefunction
strongly penetrates into neighboring lattice sites, leading to the breakdown of
Wannier theory for the computation of interaction parameters. (b) The density
at unit filling N = Ns as computed via QMC, and within the Hartree-Fock and
Hartree approximations showing the tendency towards exponential localization
on a single site. In both panels, the 2D normalization is computed over the full
graphene sheet.
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means

r −r
j

i

= [a1 , a2 , −a1 , −a2 , a1 − a2 , a2 − a1 ], meaning the exponents

take the form of three standing waves in the direction of the three smallest k
vectors. These can be simplified to cosines in terms of kx and ky . Thus:
åô
ã Ç√
kx a
3ky a
ε(k) − ε0 = −2t cos(kx a) + 2 cos
cos
,
(3.33)
2
2
√
where a = 3a0 and ε0 is an energy offset. This means that the bandwidth,
ñ

Å

defined as the energy difference between the K point (located at momentum
(4π/3a, 0)) and the Γ point (0, 0) in Fig. 3.4, is equal to 9t. Equation (3.33) is
plotted as the dashed line in Fig. 3.4, and the considerable agreement provides
further validation for mapping from the continuum to a lattice model.
An alternative approach to obtaining a 2D effective potential is to exactly
simulate a single 4 He atom subject to the full 3D potential via quantum Monte
Carlo as described in detail in § 3.5 and obtain the adsorption potential as

r

r

a function of the 2D coordinate in the plane, , via Eq. (3.47): VHe−s ( ) =
hVHe−s (x, y)i. This potential is then used to calculate t using the method
described in the next section. The corresponding hopping parameter calculated
from this potential is
tQMC = 1.38(1) K.

(3.34)

where the parenthesis indicates the statistical uncertainty in the last digit. We
note that this value agrees with that computed using the adsorption potential
determined from the 1D wavefunction in Eq. (3.27) at the order of 10%.

3.2.5

Ab Initio

The hopping parameter t can also be estimated for an effective 2D potential
computed within the ab initio approximation. While it is computationally

r

difficult to perform a DFT and MP2 calculation for every position , these
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numerical methods can readily determine the adsorption potential at the high
symmetry points corresponding to the minima, maxima, and saddle point (as
shown in Fig. 3.6).
Since the summation over |g| is dominated by the terms with the smallest
magnitudes and converges rapidly, the full 2D potential can be approximated
as

r

VHe−s ( ) = V0 + cg1
where g1 = 4π/(3a0 ) and g2 =

√

X

eig·r + cg2

X

eig·r ,

(3.35)

|g|=g2

|g|=g1

3g1 are the lengths of the two smallest set of g

vectors . The coefficients cg1,2 can be uniquely determined from the minimum,
maximum, and saddle point values of the potential. We define the positions of
the minimum, maximum, and saddle point as

r

sp

=(

√

3a0
, 0),
2

r

min

= (0, 0),

r

max

=(

√

3a0 a0
, 2 ),
2

the points closest to the origin are chosen to simplify the cal-

culations. We can then evaluate the sums in Eq. (3.35) to obtain:

min
VHe−s
= V0 + 6cg1 + 6cg2

(3.36)

max
VHe−s
= V0 − 3cg1 + 6cg2

(3.37)

sp
VHe−s
= V0 − 2cg1 − 2cg2 .

(3.38)

sp
min
max
Subtracting VHe−s
from VHe−s
and VHe−s
will eliminate V0 , then the system

of two equations and two unknowns can be solved to give:

1 max
min
− VHe−s
),
cg1 = − (VHe−s
9
 1 max

1 sp
min
min
cg2 = VHe−s
− VHe−s
− VHe−s − VHe−s
.
8
9

(3.39)

The calculation of the hopping parameter t then proceeds as in the previous
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max
VHe
s
min
VHe
s

sp
VHe

s

y

x

Figure 3.6: The effective 2D potential VHe−s (x, y) used to calculate the hopping
t can be reconstructed from MP2 and DFT calculations by determining three
values corresponding to the minimum, maximum, and saddle-point values as
indicated. The resulting scale along the black line can be seen in Fig. ??.
section, where the Wannier functions are determined using the 2D potential in
Eq. (3.35), leading to:

tDFT = 1.10 K, tMP2 = 0.59 K .

(3.40)

The results for t from the QMC, and DFT adsorption potentials are remarkably similar given the variation in their underlying approximations to the full
3D system. MP2, on the other hand, predicts a smaller value of t, as a result

r

of the significantly stronger adsorption potential VHe−s ( ) from this method.
A summary of the relevant parameters calculated with different methods is
presented in Table 3.1.
As a final check on the physical realism of these results, the WKB method
can be used to estimate t as discussed in Appendix C of [1], leading to results
which are in very reasonable agreement with those presented above.
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Method


max
min
VHe−s
− VHe−s
/ (K)


sp
min
VHe−s
− VHe−s
/ (K)

HF

21.2

17.5

QMC

24.7

21.7

DFT

39.2

36.1

MP2

72.2

66.0

Table 3.1: The parameters taken from the adsorption potential for the four
different methods at the high symmetry points corresponding to the minima,
maxima, and saddle point required to calculate the coefficients cg1,2 in Eq. (3.35)
(HF and Wanner use the same potential).

3.3

Interaction Effects:

Breakdown of the

Wannier Theory
So far, we have been considering the mapping of the 2D adsorbed 4 He layer
within the single particle approximation. Now, we proceed with an evaluation
of the interaction parameters U, V, V 0 . In any parameterization of the He–
He interaction potential, the existence of a strong hard-core will preclude the
double occupation of a single site on the triangular lattice and thus effectively
U = ∞ as it is the dominant scale with U  t, V, V 0 . For the potentials in
Fig. 3.13(a) we find that Eq. (3.8) yields U > 106 K. Therefore, the effective
Bose–Hubbard model describes hard-core bosons hopping on the triangular
lattice formed by the graphene hexagon centers (Fig. 1.2). Using the singleparticle Wannier function approach, one can also compute the nearest neighbor
(V ) and next-nearest neighbor (V 0 ) parameters directly from Eqs. (3.9) and
(3.10) which lead to
0
VW = 7540 K, VW
= 638 K.

(3.41)

The resulting enormous energy scales associated with these parameters are
unphysical and suggest that the spatial extent of one-particle wave function is
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too large, and fails to capture the correct interaction physics. This catastrophe
originates from the fact that we study the adsorption of 4 He atoms on a solidstate substrate and consequently both the spatial extent of the one-particle
wavefunction (determined by the graphene lattice structure), and the most
prominent (repulsive) part of the He–He potential, vary on the same length
scale, of order of several Å.
This is in contrast to the case of dilute cold atomic gases confined in optical
lattices, where the confinement scale, as well the optical lattice wavelength
(“lattice spacing”), are typically on the order of a µm. These scales are much
 such that the twolarger than the range of the interaction potential (∼ 10 A)
body interaction is contact-like and is assumed to be described by a δ-function.
Thus in cold atom systems, which provide the main examples of Bose–
Hubbard models and associated quantum phase transitions in nature, the onebody confinement scale and the two-body interaction scale are well separated.
Due to this, the effective model is of the t − U type [66], with a finite Hubbard
U and irrelevant (i.e. much smaller) additional interactions V, V 0 .
In the case where the 2D limit is reached via adsorption on graphene, the
very strong He–He repulsion on the scale of the one-particle wave-function effectively produces an infinite on-site Hubbard U and therefore it is the nearestneighbor V and next-nearest neighbor V 0 that determine the relevant quantum
phases of the system, leading to the hard-core t−V −V 0 model considered here.
Therefore, the determination of V, V 0 presents considerable technical challenges
and has to be done via sophisticated techniques that take into account the correct structure of the wave function which is modified by two-body interactions
and at finite density deviates significantly from the one-particle results presented so far. In this sense, our analysis is quite unconventional compared to
the usual approaches to the Bose–Hubbard model. Because of the well-localized
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structure of the many-body wave functions (as will be clear from the results
of the next sections), the effective Bose–Hubbard model is still dominated by
two-body (density–density) interactions, with the nearest-neighbor term being
the largest one (V  |V 0 |).
The remainder of this section presents a number of different approaches to
gain access to the many-body wavefunctions of 4 He on graphene in order to
compute V and V 0 exemplifying the strong correlations in the problem.

3.4

Hartree–Fock Approach to Interaction Parameters

Here we provide details on how the parameters V and V 0 of the effective Bose–
Hubbard model can be computed from an effective 2D model of the adsorbed
layer. Since V is the energy of nearest-neighbor interaction, then for its computation, one needs to consider a helium layer with a unit filling fraction. However,
as noted in § 2.1, 4 He atoms at this density form two, not one, layers on top of
graphene. To resolve this issue, we will rely on an important result from our
QMC simulations, which is described in detail in § 3.5. Namely, a quasi-2D,
single-layer arrangement of helium over graphene is restored when one imposes
a confining potential in the z-direction. Importantly, the particle density in
that direction obtained with the confinement is close to the density profile at
filling fraction f = 1/3; see e.g. Figs. 3.10 and 3.11. This justifies the use
of a 2D model for the approximate computation of nearest-neighbor He–He
interactions.
Let us stress again that the spatial extent of the maximally localized Wannier functions found in the previous subsection (well-suited for the description
of an isolated helium atom), is on the order of the spacing between the near-
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est graphene hexagon centers. Therefore, the standard approach of computing
interaction parameters in the Bose–Hubbard model via the overlap integral
Eq. (3.9) would give an unphysically large result. However, we note that the
mutual repulsion of adjacent helium atoms narrows their wavefunctions considerably compared to the Wannier functions (see Fig. 3.5). We will now show how
these narrower wavefunctions are found and then use them in the calculation
of V and V 0 via Eqs. (3.9) and (3.10).
Such wavefunctions are obtained by numerically solving a system of 2D
Hartree–Fock equations [38]:
~2 2
∇ ψi ( ) + VHe−s ( )ψi ( )+
−
2mZ r
X
d 0 ψj∗ ( 0 )VHe−He ( − 0 ) × [ψj ( 0 )ψi ( ) + ψi ( 0 )ψj ( )] = Ẽi ψi ( ) , (3.42)

r

r r

r r
r r

r r

r r

r

i6=j

r

r r

where the wavefunctions ψi ( ) ≡ ψ( − i ) also satisfy the orthonormality constraint:
Z

r r r

d ψi ( )ψj ( ) = δij ,

(3.43)

with δij being the Kronecker delta.
Equations (3.42) and (3.43) were solved by the accelerated imaginary-time
evolution method (a variant of fixed-point iterations), whose general framework
for systems of equations subject to constraints were laid out in [71]; its technical
details will be described elsewhere. To estimate the significance of the exchange

r r

interaction (i.e., the last term, ψi ( 0 )ψj ( ), in Eq. (3.42)), we also simulated the
Hartree approximation, obtained from Eq. (3.42) by dropping that term and
not imposing the constraint in Eq. (3.43).
We performed simulations for the z-averaged potentials VHe−s and VHe−He ,
as described in Appendix A of [1]. For the potentials averaged with two different
ρ(z)’s: that defined in Appendix A of [1] and that found by QMC (§ 3.5),
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Eq. (3.9) gives, respectively: VHF = 69.7 and 62.2 K. The reason for the latter
value being smaller is that VHe−He is reduced (smoothened) more by the more
spread-out ρ(z) obtained by the QMC. On the other hand, the contribution
of the difference between the two averaged VHe−s ’s to the difference in the
corresponding V ’s is negligible. In fact, we found that the effect of even larger
— on the order of 50% — changes in the magnitude of VHe−s on V was well
under 1%. For completeness, we also note that when we used VHe−s and VHe−He
averaged with ρ(z) defined in Appendix A of [1] but used the Hartree rather
than Hartree–Fock approximation, we found V = 72.4 K. Finally, the parameter
V 0 computed from Eq. (3.10) by any of these approximations equals −2.1 K
to two significant figures. (The number quoted in Table 1.1 is for the first
aforementioned case.)
We conclude that the Hartree–Fock method leads to remarkably strong
downward renormalization with respect to the one-particle (Wannier theory)
result Eq. (3.41). To summarize, the interaction parameters computed by the
Hartree–Fock approximation are:
0
VHF = 69.7 K, VHF
= −2.08 K.

(3.44)

For a system of localized bosons with strong short-range interactions, the
Hartree–Fock equations provide a very accurate description as many-particle
correlations beyond the scope of the method are expected to be weak. In addition, and quite reassuringly, we find that the above results are similar to those
obtained by the accurate many-body quantum Monte Carlo technique.
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3.5

Quantum Monte Carlo

At T = 0 K, the path integral ground state quantum Monte Carlo (QMC)
algorithm [72, 73, 74] provides access to ground state properties of a many-body
system by statistically sampling the imaginary time propagator e−βH . Starting
from a trial wave function |ΨT i, in the long imaginary time limit β → ∞,
e−βH |ΨT i converges to the exact ground state, |Ψ0 i, provided hΨ0 |ΨT i 6= 0.
Within this framework we can directly compute ground state properties by
statistically sampling the expectation value of an observable O, via:
hOi '

hΨT |e−βH Oe−βH |ΨT i
.
hΨT |e−2βH |ΨT i

(3.45)

We work in a first-quantized representation |Ri in 3 spatial dimensions where
configurations are sampled from the 3+1 dimensional imaginary time worldlines
of interacting particles. Appendix B of [1] provides additional details on the
convergence and scaling of our QMC approach and the source code can be
found online [75].
In the remainder of this subsection we discuss how QMC simulations of the
3D microscopic many-body Hamiltonian in Eq. (1.3) can be analyzed in the
context of an emergent 2D Bose–Hubbard model. We begin by confirming the
single-particle description of the adsorbed monolayer described in Section 2.1
which allows us to compute an effective 2D potential that can be used to determine the hopping parameters t. We then proceed by reducing the size of the
simulation cell in the z-direction where the extra dimensional confinement allows us to stabilize a monolayer at the large filling fractions needed to determine
the interaction parameters V and V 0 .
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3.5.1

Single Particle Properties: f = 1/Ns

We begin with the simplest case of considering a single 4 He atom proximate to
the graphene surface at T = 0. The results of QMC simulations are shown in
Figure 3.7 for N = 1 with Ns = 24 adsorption sites that are commensurate in
 × 12.78 A
 × 10.0 A
 = 1257 A
3 . The
a cell with volume Lx × Ly × Lz = 9.84 A
cell has periodic boundary conditions in the x and y directions, while motion
in the z-direction is restricted through the graphene sheet at z = 0 and a hard
wall at z = Lz enforced by the potential

Vwall (z) =

VHe−s (rmin )
.
1 + e(Lz −rvdW −z))/∆

(3.46)

√
Here, rmin = a0 ( 3/2, 1/2, 1) is located at z = a0 above a carbon atom such
that VHe−s (rmin ) ∼ O(105 ) K sets the scale of the repulsive potential, rvdW ≈

 is the van der Waals radius of helium, while ∆ = 0.05 A
 defines the
1.4 A

rapidness of its onset. The functional form of Eq. (3.46) and the choice of

parameters are unimportant at filling fractions f . 1/2 provided Lz & 6 A.
 considered here, simulation results are independent of
For the value Lz = 10 A
Lz and can be considered to be reflective of bulk adsorption phenomena.
Figure 3.7(a) shows the particle density in the z-direction determined from
¨PN
∂
RR
the expectation value ρ(z) =
δ(z
−
z)
∝
dx dy |Ψ0 (x, y, z)|2 via
i
i=1
 and a correEq. (3.45) (N = 1 here). It has a well-defined peak near 2.7 A
 width (shown as the full width half maximum) demonstrating
sponding sub-A
that adsorbed 4 He atoms indeed form a quasi-two dimensional layer. Panel
(b) includes the average particle density in the plane normalized such that
RR
N =
dx dy ρ(x, y) and the existence of density in each of the Ns = 24 adsorption sites is evidence of particle hopping and an ergodic simulation. The
lower panel (d) is a cut showing the scale of density fluctuations. Panel (c)
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N = 1, Ns = 24
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Figure 3.7: Quantum Monte Carlo results for a single 4 He atom (N = 1)
above a graphene membrane with Ns = 24 adsorption sites. (a) The average
density in the z-direction showing a well defined particle position a distance
 above the sheet with a width of 0.64 A.
 (b) The average density in the
2.71 A
xy-plane showing the ability of a single particle to hop between the sites of
the triangular lattice. White dots show the location of carbon atoms (not to
scale). (c) The average potential energy experienced by the 4 He atom due to
the graphene sheet in the xy-plane. (d) A horizontal cut of the particle density
ρ(x, y) along the line y = 0. (e) A horizontal cut of the adsorption potential
VHe−s (x, y) along the line y = 0.
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shows the average adsorption potential experienced by the 4 He as it moves in
2D:
hVHe−s (x, y)i ≡

≠R

dz VHe−s (x, y, z)ρ(x, y, z)
R
dz ρ(x, y, z)

∑
(3.47)

while (e) is a horizontal cut along the line y = 0 highlighting that the minimumsp
min
− VHe−s
' 20.5 K (on the order of the kinetic
to-saddle corrugation is VHe−s
sp
−
energy). The trough-to-maximum depth of the adsorption potential is VHe−s
min
VHe−s
' 23.6 K. These values are reduced by approximately 25% with respect

to the bare potential in Eq. (1.4) integrated over the wavefunction in panel
(a). This softening is due to the spatial extent in the z-direction and partial
localization of the wavefunction in the xy-plane.
These QMC results for a single particle can be used in conjunction with
the band structure analysis introduced in § 3.2 to map the system to a noninteracting Bose–Hubbard model. In particular, under the assumption that
an adsorbed 4 He atom is confined in a 2D layer, we employed hVHe−s (x, y)i
and extracted t from the resulting spectrum in Fig. 3.4. This is equivalent in
principle to using the overlap in Eq. (3.7) for a real wavefunction |Ψ⊥ (x, y)|2 ∝
ρ(x, y) where the QMC average has been performed by exploiting translational
invariance, i.e. moving from the Bloch to Wannier basis. The resulting localized
single particle wavefunction (labelled QMC) was previously shown in Fig. 3.5.
We find:
tQMC = 1.38(1) K .

3.5.2

Many-Body Adsorption: f > 0

In order to investigate the effects of He–He interactions and thus determine the
effective parameters V and V 0 in the Bose–Hubbard model we need to increase
the filling fraction until 4 He atoms occupy every site of the triangular lattice
defined by hexagon centers. However, as discussed in § 2.1, as the density of
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Figure 3.8: The two-dimensional density of particles ρ(x, y) obtained from
ground state quantum Monte Carlo simulations for a simulation cell with
 corresponding to the C1/3 phase
Lx × Ly × Lz = 14.75707 × 17.04 × 10.0 A
4
with f = 1/3 for N = 16 He atoms on Ns = 48 adsorption sites. Finite size
effects in the spatial wavefunction are negligible beyond Ns = 12.
helium atoms near the surface is increased, the strong repulsive interaction in
Eq. (1.3) will cause layer completion and promote the growth of further layers
such that the system can no longer be considered within the 2D approximation.
It is thus easier to first consider the case of f = 1/3 where a commensurate (so-called C1/3) solid phase is stable over a range of chemical potentials.
Performing a quantum Monte Carlo simulation for a system with N = 16 particles near Ns = 48 adsorption sites yields the 2D density profile ρ(x, y) shown
in Fig. 3.8. Note that in contrast to Fig. 3.7(b) for f = 1/Ns , here the local spread of the wavefunction around the hexagon centers in the xy-plane is
strongly reduced with vanishing density between. The ground state is a stable
solid and interactions are mediated through next-nearest neighbor sites at a
distance of 3a0 as indicated with dashed lines in analogy with Fig. 1.2. In order
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to estimate the value of V 0 from this data, we can compute the ground state
energy in the 2D Bose–Hubbard model in Eq. (1.2) for a Fock state characterizing the C1/3 phase, denoted by | i, where the kinetic energy and nearest
neighbor interaction terms are identically zero:

h |HBH | i ≡ EBH

f =1/3

= 3N V 0 = Ns V 0 ,

(3.48)

where we are neglecting the effects of even further V 00 interaction terms. Thus,
measuring the total contribution of the interaction potential to the ground state
energy in QMC, hVHe−He i and equating this with EBH , we identify:
0
VQMC
=

1
hVHe−He if =1/3
Ns

(3.49)

and estimate:
0
VQMC
= −2.76(2) K

from the finite size scaling analysis described in Appendix B of [1]. This value
differs by 25% from a naive estimate computed from the bare He–He interaction:
0
= VHe−He (|r| = 3a0 ) ' −2.0 K.
VHe−He

In order to perform a similar procedure to extract V , we need to hinder
the formation of multiple layers which can be accomplished by restricting our
simulation cell in the z-direction using (3.46). However, it is not clear which
value of Lz will (1) maintain the existence of a single well-defined 2D monolayer
as the filling is increased past f ' 0.6 and (2) not significantly modify the
behavior near filling fraction f = 1/3 where the equation of state shows a
minimum. The latter is especially important as the behavior of the 2D Bose–
Hubbard model is well understood in this regime [49, 50, 51]. In order to
answer these questions, we have performed QMC simulations at filling fractions:
f = 1/3, 1 for Lz ∈ [4.5, 5.5] and Ns = 24, 48, 96. Finite size effects in Ns were
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Figure 3.9: The density profile (per particle) of the adsorbed layer(s) for different vertical box sizes Lz enforced through the potential in Eq. (3.46) for
helium above a graphene sheet with Ns = 48 adsorption sites such that
 × 17.04 A.
 Panels correspond to (a) filling f = 1 and (b)
Lx × Ly = 14.757 07 A
f = 1/3 where statistical uncertainties are indicated by the shaded envelope.
 was determined to be the optimal value
The thicker curve in (a) for Lz = 5.05 A
(see text). The dashed line indicates the density profile for a “bulk” cell with
 at f = 1/3 that is used for comparison. The number of 4 He atoms
Lz = 10 A
in the simulation can be determined from N = f Ns .
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negligible for the density profiles in the z-direction, and we show simulation
results for Ns = 48 in Fig. 3.9. Here panels correspond to different filling
fractions and colors to different values of Lz .
In panel (a) at unit filling (f = 1) we observe that the density ρ(z) smoothly
evolves as a function of Lz from one that contains a single well-defined layer
 to a profile with two peaks in the density for
for small box sizes (Lz . 5 A),
 In order to quantify these two regimes and determine at which value
Lz & 5 A.
of Lz we should analyze the system, we performed additional simulations at
f = 1/3 (Fig. 3.9(b)) where we observe less drastic effects of the confinement.
At this lower filling, results are clearly approaching the bulk case for f = 1/3
 beyond Lz & 5.5 A
 as indicated by the dashed line. This
with Lz = 10 A
data can then be exploited by searching for the value of Lz at unit filling
that produces a density profile most similar to that of the bulk monolayer at
f = 1/3 within the approximation that interactions in the plane should not
seriously affect the z-spread of the wavefunction. To proceed, we search for a
minimum in the squared deviation of densities:

χ2 (Lz ) ≡

X
i

 ρ(zi )
Ns

Lz
f =1

−

ρ(zi )
Ns /3

2

Lz=10 A
f =1/3



(3.50)

where i runs over all spatial positions in z where density data has been obtained.
The results of this procedure are shown in Fig. 3.10 and indicate a quadratic
 At this value
dependence on Lz with the minimum occurring at Lz = 5.05 A.
of Lz , the inset shows a comparison of the two density profiles from Fig. 3.9.
Finite size effects in Ns were not found to alter the optimal value of Lz .
Recall that the goal of this procedure was to stabilize a single monolayer at
filling fraction f = 1 in order to determine the effects of nearest and next-nearest
neighbor interactions between 4 He atoms without substantially distorting the
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Figure 3.10: The squared deviation between solid and dashed curves in
Fig. 3.9(a) as a function the box size in the z-direction as quantified in
 is independent of the size of the
Eq. (3.50). The minimum at Lz = 5.05 A
graphene sheet, where data for Ns = 24 and 48 are shown. The inset shows a
comparison of the density profiles in the z-direction for this value at Ns = 48.
The dashed line is a guide to the eye.
physics of the adsorbed phase. As an additional check, we have computed the
 and compared it with that determined for the
equation of state at Lz = 5.05 A
 for a system with Ns = 24 adsorption
unrestricted bulk cell with Lz = 10 A
sites. The results, shown in Fig. 3.11, demonstrate that the additional confinement potential in Eq. (3.46) does not alter the ground state properties of the
adsorbed monolayer for f . 0.6. The insets show that the monolayer profile remains mostly unchanged for filling fraction f = 1/3. At unit filling with f = 1,
 still exhibits only a single layer, the
while the confined box with Lz = 5.05 A
unbounded cell can now accommodate an energetically favorable second layer.
Thus, provided we are interested in constructing a low energy effective model
 is an appropriate
at lower filling for a monolayer, we conclude that Lz = 5.05 A
choice for simulations at f = 1. In this case, the ground state is an insulator as
seen in the 2D density in Fig. 3.12. Here, the wavefunction is strongly localized
near the center of a graphene hexagon, with a cut along y = 0 having been
previously shown in Fig. 3.5. Following similar logic to that employed for the
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Figure 3.11: Equation of state (energy per particle as a function of filling frac The
tion) for Ns = 24 adsorption sites for two box sizes with Lz = 5.05, 10.0 A.
curves have been shifted by the energy for a single particle N = 1 corresponding to a filling fraction-independent value of ∼ 6 K due to the presence of Vwall .
The insets show the density of particles along the z-direction at filling fractions
 can accommodate a
f = 1/3 and 1. For unit filling, the cell with Lz = 10 A
second layer.
insulating phase at f = 1/3, Eq. (3.49), we examine the Bose–Hubbard model
on the triangular lattice at f = 1 where h |HBH | i ≡ EBH

f =1

= 3V N + V 0 N

and compute
VQMC =

1
0
hVHe−He if =1 − VQMC
.
3N

(3.51)

The results are shown in Fig. 3.13 as a function of Lz and we identify:

VQMC = 54.3(1) K
 where the uncertainty in the last digit arises from a combination
at Lz = 5.05 A,
of stochastic errors and finite size effects. This value is larger than an estimate
obtained from the bare interaction potential for two helium atoms separated by
Ä
√ ä
the nearest-neighbor distance: VHe−He = VHe−He |r| = 3a0 ' 31 K. While
there are very limited finite size effects in Ns , the chosen value of Lz does have
 to 49.0 K
an effect on the value of VQMC , reducing it from 61.5 K at Lz = 4.5 A
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Figure 3.12: The two-dimensional density of particles ρ(x, y) obtained from
ground state quantum Monte Carlo simulations for a simulation cell with Lx ×
 corresponding to the fully filled phase with
Ly × Lz = 14.75707 × 17.04 × 5.05 A
f = 1 for N = 48 4 He atoms on Ns = 48 adsorption sites. Finite size effects
in the spatial wavefunction are negligible beyond Ns = 12. Nearest neighbor
(V ) and next-nearest neighbor (V 0 ) couplings in the effective Bose–Hubbard
description are indicated with solid and dashed lines, respectively.
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Figure 3.13: The effective nearest neighbor interaction parameter of the Bose–
Hubbard model computed from Eq. (3.51) via quantum Monte Carlo for simulation cells with Ns = 24, 48 as a function of the cell size in the z-direction, Lz .
 as deThe indicated value of VQMC = 54.3(1) K was computed at Lz = 5.05 A
 indicate cell
scribed in the text. The semi-transparent symbols for Lz ≥ 5.25 A
sizes which allowed the nascent formation of a second layer, where the mapping
of the microscopic Hamiltonian to the 2D Bose–Hubbard model breaks down.
 For larger values of Lz , there is no longer a single well-defined
at Lz = 5.2 A.
monolayer and the rapid reduction in V observed in Fig. 3.13 can be attributed
to the promotion of a second layer where 4 He atoms can now move to larger
values of z to minimize their repulsive interaction (as seen in Fig. 3.9).
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Chapter 4
Ab initio Calculations of V
This chapter contains sections and figures quoted verbatim from the following
published work by the author [1], mainly consisting of work done by the coauthors of that work. The author’s contributions is extracting the potential at
the high-symmetry points and calculating the hopping t for the methods of this
chapter.

4.1

Density Functional Theory

We performed DFT calculations with the PBE (Perdew–Burke–Ernzerhof) generalized gradient approximation [76] for the exchange–correlation functional
and projector augmented wave (PAW) [77] pseudopotentials (PPs), as implemented in the Quantum Espresso electronic structure package [39, 40]. For He–
graphene calculations, one or two He atoms are placed at a specified distance
from a periodic graphene sheet consisting of 6 × 6 unit cells within a hexago-

 For He–He calculations, two
nal simulation cell with a vacuum region of 30 A.
He atoms are placed at a specified distance within a cubic simulation cell of
 PAW PPs for C and He were obtained from the standard solid-state PP li30 A.
brary [78, 79, 80]. We applied the DFT-D4 semi-empirical dispersion correction
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[41, 42, 43] when computing single point energies and structural optimizations
to account for long-range electronic–correlation effects. The energy cut-off for
wavefunctions was 50 Ry (680 eV) and 360 Ry (4900 eV) for the charge density
and potential. The Brillouin zone is sampled using a Monkhorst–Pack grid with
6 × 6 × 1 k-points.
To obtain the energies of the He-graphene interaction along the path that
connects two neighboring minima of the potential (between centers of neighboring lattice sites and passing through the saddle point), the position of the He
atom is fixed in the plane of the sheet and the optimal distance from the sheet
is then found at each point to compute the energy along the minimum energy
surface (see Fig. ??). We followed the same approach to find the maximum
value of he potential (centered at the position of a C atom) with the results
shown in Table 3.1.
For He–He on graphene calculations, two He atoms are placed at the centers
of various lattice sites and at an optimal distance from the sheet, obtained
 see Fig. 1.4). The resulting
beforehand for a single He atom (zopt ' 3.036 A,
interaction (relative to non-interacting adsorbed atoms) provides an estimate
for the nearest and next-nearest neighbor values:

VDFT = 21.4 K

4.2

0
VDFT
= −1.36 K.

(4.1)

Møller–Plesset Perturbation Theory

Because the He–He and He–graphene interactions are dominated by dispersion terms which require accurate treatment of the correlation energy [45, 46],
second-order Møller–Plesset (MP2) [44] perturbation theory calculations, which
in most cases capture ca. 95% of the correlation energy [45], were performed using Gaussian 09 [81] utilizing Pople-type [82] bases sets up to 6-31++G(d,3p),
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which include diffusion of all orbitals, and polarization functions d and p for
all atoms.
Such a high-order basis set was needed to obtain the He–He interactions in
vacuum to reasonable accuracy (Fig. 1.4(a)). To model the interaction of He
atom(s) with graphene (and possible modifications of the He–He potential on
graphene), a sequence of increasing aromatic molecules was considered (benzene, coronene, hexabenzocoronene, circumcoronene — the latter with 54 C
and 18 H atoms). The energy of the system was computed for different values of z between the He atom(s) and the C plane, and the asymptotic energy
for z → ∞ was removed as a baseline. To reproduce graphene, the aromatic

 and
molecules were constructed with C–C distances constrained to a0 = 1.42 A,
only the coordinates of terminating H atoms were optimized. Figure 1.4(b)
shows the potential energy vs. height for a single He atom above the center
of a circumcoronene molecule. We observed that the calculations converge after hexabenzocoronene and there was a relatively small “radial dependence” of

r

VHe−s ( , z) for other hexagon centers, making this a reasonable model for He
on graphene.
We also performed scans of the potentials over different positions over the
circumcoronene. Figure 3.6 depicts the dependence of VHe−s (x, y, z0 ), i.e., the
lateral dependence of the He–graphene minimum energy surface (values in Table 3.1) which allows for the calculation of tMP2 reported in §3.2.
Additionally, we performed calculations for the energy for two He atoms
adsorbed onto various hexagon centers. After removing the baseline 2 × VHe−s
terms, we find a remnant VHes −Hes (r) which remains strongly repulsive for
nearest neighbors (r = 2.46 Å) and attractive for next-nearest neighbors and
beyond (r ≥ 4.26 Å):
VMP2 = 51.5 K,

0
VMP2
= −1.97 K .
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(4.2)

Chapter 5
Conclusions and Future Work
5.1

Discussion

Our main result is the construction of a reliable and consistent description of
the effective two-dimensional adsorption problem of helium-4 on graphene using
the hard-core Bose–Hubbard Model, Eq. (1.2). The hopping and interaction
parameters computed via different techniques are summarized in Table 5.1. The
differences in the hopping and interaction parameters can be intuitively understood by examining Fig. 1.4. The variation in t can be explained by the depths
of the adsorption potential VHe−s . A stronger adsorption potential leads to a
more localized waverfunction, which means hopping is less likely. Correspondingly, we can see that the method with the deepest adsorption potential, MP2,
has the smallest t while the shallowest empirical potential produces the largest
t. The variation in V can be explained by the strength of the He-He interaction
VHe−He for each method. At the distance of one lattice spacing, the empirical
and MP2 potentials are strongly repulsive and corresponds to the largest V ,
while the DFT potential is slightly attractice, leading to the smallest V .
Regardless of the small variations in the parameters calculated via each
method, aside from the pure Wannier calculations, places the system of He
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Method

t / (K)

V / (K)

V 0 / (K)

t/V

Wannier

1.45

7540

638

0.0002

HF

1.45

69.7

-2.08

0.021

QMC

1.38

54.3(1)

-2.76(2)

0.025

DFT

1.10

21.4

-1.36

0.051

MP2

0.59

51.5

-1.97

0.011

Table 5.1: The hopping parameter t, nearest and next nearest-neighbor interaction V and V 0 , and the ratio of t/V of the effective Bose–Hubbard model
defined in Eq. (1.2) as calculated by the five different methods: Wannier functions, Hartree–Fock (HF), quantum Monte Carlo (QMC), Density Functional
Theory (DFT), and Møller–Plesset perturbation theory (MP2). In all cases, t
is calculated via the band structure of single helium atom subject to a periodic two-dimensional adsorption potential VHe−s . Note that t is the same for
Wannier and Hartree–Fock as they use the same empirical potential.
adsorbed graphene deep in the commensurate 1/3 filling phase, as show in
Fig.5.1. It is clear that the first layer of He adsorbed on graphene is unlikely
to be a superfluid. This is not suprising considering the decrease in adsorption
potential from graphite to graphene, 10%, is much less than the decrease in
adsorption potential from the first layer to the second layer, about 80%, regardless our experience with constructing this Bose–Hubbard model has given
us some unique insights. Unlike the usual examples of BH models that involve
cold atoms, where the lengths scale of the lattice is far larger than the lengths
scale of the particle-particle interactions, the He-He interactions are significant
at the lengths scale of the lattice. This means that special attention had to
be payed to the He-He interactions in order to produce accurate results. It is
hoped that this unique case of a Bose–Hubbard model construction can prove
enlightening.
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Figure 5.1: The mean-field phase diagram for hard-core bosons on the triangular lattice with nearest-neighbor interactions V and hopping t with density
controlled by the chemical potential µ. Identified phases include commensurate solids (at fillings f = 1/3, 2/3), superfluid, and supersolid (a superfluid
that breaks triangular lattice symmetries). Solid lines indicate discontinuous
(first order) transitions, while continuous (second order) transitions occur across
dashed lines. The data points in the lower left-hand corner represent the major
results of this paper, indicating that the ground state of a single layer of 4 He
on graphene resides deep in the commensurate solid phase at 1/3 filling. For
these data points, the chemical potential has been chosen such that µ/V has
the same value as the tip of the first lobe.

5.2

Future Work

Armed with the above realization, we envisage avenues of research that involve
effective Bose–Hubbard Hamiltonians of atoms on 2D materials with different
lattice parameters. Numerous 2D materials exist, and in addition, their parameters can be affected by external knobs such as strain, doping, etc. These
factors also affect the strength of the atom–material potential (which is of van
der Waals origin). The ultimate advantage of having a reliable effective Bose–
Hubbard description is that it allows studies of strongly correlated phases, such
as supersolids, correlated insulators and superfluids, as well as the phase transitions between them. Thus Bose–Hubbard model construction can be viewed as
a project of designing low-dimensional physical systems with given correlated
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ground state properties, e.g., superfluids in a regime (density, temperature,
size) more aligned with conventional solid state physics.
A logical next step in the applications of our methods is exploring the effect
of physically straining the Graphene substrate on the location of our results in
the phase diagram Fig. 5.1. In straining the graphene substrate, the adsorption
potential can still be expressed as Eq. (1.4), though with the lattice vectors a
and reciprocal lattice vectors g changed. In addition, the parameters σ and ε
must also be changed by fitting VHe−s to the long distance interactions of a
Helium atom with a graphene sheet [18].
The simplest way to strain graphene is isotropic strain, in which the
graphene sheet is strained equally in all directions such that the carbon-carbon
distance a0 increases. In this case we expect the hopping parameter t to increase
as the sites gets further apart and the Wannier functions to overlap less. We
also expect the nearest neighbor interaction V to decrease as the Helium adsorption sites gets further apart. In fact, we expect V to decrease faster as the
√
separation of the sites 3a0 = 2.46Å at no strain is close to where the empirical
Helium-Helium interaction becomes attractive at r = 2.65Å. With sufficient
strain V will in fact become negative. With V decreasing faster than t it is
possible that t/V could increase to some value that could indicate superfluidity.
Furthermore, strain could be applied in an anisotropic fashion [18], in which
the graphene sheet is strained in only one direction. In this case the BoseHubbard model becomes even more complex. The graphene substrate loses its
six-fold symmetry and the adsorption potential changes differently along and
perpendicular to the axis of strain. In this case, t and V will also become different along and perpendicular to the axis of strain and thus must be calculated
separately. This could lead to the possibility of anisotropic superfluid phases,
in which the adsorbed Helium becomes superfluid along a single axis.
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