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Summary
Damage detection and localization in civil or mechanical structures is a subject of
active development and research. A few vibration-based methods have been devel-
oped so far, requiring for example modal parameter estimates in the reference and
damaged states of the investigated structure, and for localization in addition a finite
element model. For structures in operation, temperature has been shown to be amajor
nuisance to the efficiency of such methods since the modal parameters are varying
not only with damage but also due to temperature variations. For detection, a few
rejection approaches have been developed. Besides the increased complexity, envi-
ronmental variation is hardly taken into account in localization approaches. In this
paper, we propose a sensitivity-based correction of the identifiedmodal parameters in
the damaged state with respect to the temperature field in the reference state, based on
a sensitivity analysis with respect to temperature dependent parameters of the finite
element model in the reference state. The approach is then applied to the Stochastic
Dynamic Damage Locating Vector (SDDLV) method, where its improved perfor-
mance under non-uniform temperature variations is shown in a numerical application
on a beam.
KEYWORDS:
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1 INTRODUCTION
For civil engineering structures such as bridges, buildings or offshore structures, vibration-based Structural Health Monitor-
ing (SHM) techniques have been actively developed for the last three decades1–4. The general aim of SHM in this context is
the long-term measurement-based observation of the structural condition in the sense of damage development over time. The
different tasks for damage diagnosis can be classified into five levels with increasing complexity5,6, namely damage detection,
localization, classification, quantification and lifetime prognosis. For damage detection (level 1) a broad range of methods has
been developed, utilizing diverse damage indexing features (e.g.1,7–10). While damage detection methods have reached some
maturity for industrial applications, damage localization (level 2) methods are less developed so far11.
Damage localization methods can be classified into model-based methods, where a finite element (FE) model of the structure
is analyzed in connection with measurements, and into data-driven methods, where only the information from the measurements
is used. Model-based methods update the parameters of an FE model of the healthy structure based on the measurements
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from the damaged system. Damage is located in those elements where parameters are modified12,13. Often however, model-
based methods are too poorly conditioned to be successful in practice, since the size of the finite element model is usually
much larger than the dimension of the space containing the parameter that can be estimated from sparsely instrumented in-
situ SHM systems14. In data-driven methods2,4, the damage is located using only the recorded response of the structure. For
example, damage localization can be performed based on changes in natural frequency15, mode shapes or modal curvature16,
or modal strain energy17. Furthermore, artificial neural networks18,19, genetic algorithms20, wavelet based analysis21 or other
signal processing methods22,23 are applied amongst others. Besides model-based and data-driven approaches, a third group of
methods has emerged that combines properties of both approaches, using data-driven features computed in the reference and
damaged states as well as information from a FE model of the healthy structure11. Then, damage indicators are defined with
respect to the elements of the FE model, without updating it. For example, damage is located by a statistical analysis of a
data-driven subspace-based damage residual with respect to model-based sensitivities24,25, or by analyzing stress fields that are
computed from data-driven load vectors and the FE model26–28.
This paper addresses the problem of vibration-based damage localization under temperature changes. It is well-known that
not only physical changes due to structural damage induce changes in the dynamic response, but the structural dynamics are
also affected by environmental and operational influences, e.g. temperature and humidity or traffic and wind loading29–31. Espe-
cially varying temperature may affect damage features far more significantly than local structural damage in early stage32–34.
The temperature distribution may be non-uniform over the structure35,36. To eliminate those damage masking effects, different
concepts have been proposed in the last decades. Generally, two different approaches are pursued to eliminate the temperature
effect on the structural response. Physical model-based procedures are closely connected with the structural model and employ
optimization algorithms to solve the inverse problem including the temperature effect37. On the other hand, statistical meth-
ods are often based on measurement data only without using any geometrical or material information, often without even using
temperature measurements, but a database under varying conditions instead. To eliminate the effect of perturbations in damage
indicating features, the data is processed utilizing statistical models that describe empirically the temperature influence e.g. on
modal parameters and eliminate their effect using e.g. regression analysis with ARX models29,34, Gaussian mixture models38,
factor analysis29,30, principal component analysis7,16, cointegration39 and others. Other statistical methods take into account
physical properties of the temperature effect on the structure based on physical models40. However, such methods have mainly
been applied in the context of damage detection, but hardly on damage localization so far.
In this paper, we develop an approach for the rejection of temperature variations on the modal parameters in connection with
a damage localization approach, namely the Stochastic Dynamic Damage Locating Vector (SDDLV)26, which operates on the
identified modal parameters in the reference and damaged states of the structure. We propose to reject possible temperature
variations in a preprocessing step by a sensitivity-based correction of the modal parameter estimates in the damaged state with
respect to the temperature in the reference state. The method allows to take into account non-uniform temperature fields on
the structure by using temperature measurements at several locations, e.g. by means of an infrared camera, which avoids in
particular the simplifying assumption of just one measured global temperature.Wewill show that the performance of the damage
localization method is significantly improved by the proposed temperature correction strategy when applying it to simulated
vibration data on a beam structure under non-uniform temperature variations.
The paper is organized as follows. In Section 2, an outline of the proposed damage localization method under temperature
variations is presented. In Section 3, the SDDLV method is recalled and the rejection of the temperature effect is developed.
The temperature model for data simulation is presented in Section 4. Finally, in Section 5 the proposed method is applied on a
numerical aluminum beam and its performance is evaluated.
2 OUTLINE OF THE TEMPERATURE CORRECTION METHOD
The proposed temperature correction method is suited for combined data-driven and model-based localization approaches, for
which modal parameter estimates are available in the reference and damaged states of the structure, as well as an FEmodel of the
structure in the reference state. In particular, the SDDLV method26 is such an approach. To localize damage with this approach,
a certain external load is computed from the modal parameters in both states that has the property that the resulting stress field
at the damaged elements is zero when applying this load to the FE model. In subsequent work41–43, the statistical SDDLV (S-
SDDLV) approach has been proposed, taking into account uncertainties in the stress computation due to noisy measurement
data. Though, considering the FE model and measurements in the reference state to be taken at some reference temperature
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FIGURE 1 Proposed SDDLV-based damage localization strategy with temperature correction.
conditions, the modal parameters in the damaged state may be affected by variations from the reference temperature. So far,
such environmental variability is not taken into account in the approach.
To correct the modal parameter estimates in the damaged state, first a temperature sensitivity analysis is carried out in the
reference state, where the derivative of the modal parameters with respect to the temperature in the different elements of the
FE model is obtained based on the material properties of the elements. Then, using actual temperature measurements in the
damaged state, the modal parameters will be corrected with respect to the reference temperature field based on the sensitivity
from the reference state. A scheme of the proposed approach is depicted in Figure 1.
For a numerical application, a non-uniform temperature field will be simulated using a heat flux model for temperature
propagation. It is then applied to a numerical beam for the simulation of vibration data. Note that the proposed temperature
correction scheme only requires the measurement of temperatures over some of the elements of the FE model. In this way,
information on the temperature model is not needed for the method itself.
3 TEMPERATURE EFFECT REJECTION FOR DAMAGE LOCALIZATION WITH S-SDDLV
In this section, the underlying dynamical models are recalled and the temperature correction approach is developed for the
estimates of the modal parameters in the damaged state. Then, the approach is applied to the SDDLV method and its statistical
counterpart, the S-SDDLV, for temperature robust damage localization.
3.1 Dynamic models of a structure
The behavior of a mechanical structure can be described by a linear time-invariant (LTI) dynamic system
̈(t) + ̇(t) +(t) = f (t) (1)
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where , ,  ∈ ℝd×d are the mass, damping and stiffness matrices, respectively, t indicates continuous time and  ∈ ℝd
denotes the displacements at the d degrees of freedom (DOF) of the structure. The external force f (t) is not measurable and
modeled as white noise. Let the dynamic system (1) be observed at r coordinates. Defining x = [ ̇]T , this leads to the
corresponding continuous-time state-space model
{
ẋ(t) = Ax(t) + v(t)
y(t) = Cx(t) +w(t)
(2)
with state vector x ∈ ℝn, output vector y ∈ ℝr, process noise w ∈ ℝn, output noise v ∈ ℝr, the state matrix A ∈ ℝn×n and
output matrix C ∈ ℝr×n, where n = 2d is the system order. The system matrices of the discrete-time system corresponding to
(2) can be estimated from measurements, using e.g. Stochastic Subspace Identification (SSI)44,45, and subsequently the modal
parameter estimates. Since not only structural modes, but also spurious modes appear when identifying the modal parameters,
the latter should be discarded in a stabilization diagram, and finally estimates of A and C are obtained from the selected modal
parameters. Details for their computation for the SDDLV approach are given in42.
3.2 Temperature correction of modal parameters
Since the considered damage localization approach operates on the modal parameter estimates, it is convenient to reject the
temperature effect directly on the modal parameters. We propose a sensitivity-based rejection approach, using temperature
measurements on the structure in the reference and damaged states. In this way, the modal parameters in the damaged state will
be approximated under the same temperature conditions as in the reference state. Hereby several temperature measurements at
different positions on the structure can be used, e.g. from several temperature sensors or infrared cameras, assuming a possibly
non-uniform temperature field.
Assume that T ∈ ℝp is a temperature parameter vector that describes the monitored system in the current state, and T0 ∈ ℝp
its value in the reference system for p temperature measurement points. In the following, the sensitivity matrix is obtained of
the modal parameters with respect to T , i.e. the derivative of the eigenvalues j and mode shapes 'j related to A and C for






be the full modal parameter vector of the system. These parameters are temperature dependent,  = (T ). The first-order Taylor
expansion of the parameter vector writes as







∈ ℂm(r+1)×p is the sensitivity matrix. Then, the rejection of temperature variation from the considered
parameter vector (T ) in an arbitrary state can be obtained from (3) as
(T0) ≈ (T ) − ,T (T − T0). (4)
In the following section, the sensitivity ,T of the modal parameters with respect to temperature is derived.
3.2.1 Sensitivities of the modal parameters
Assuming that only the stiffness of the system is affected by temperature variations, i.e.  = (T ), the derivative ,T of
the modal parameters with respect to the temperature vector can be obtained through the derivative of the stiffness matrix
with respect to the temperature vector. The eigenvalue and mode shape derivatives with respect to any component Tk of the




































where ai = 2iTi i+
T
i i, “
∗” denotes the complex conjugate and “H” the conjugate transpose, andi are the eigenvectors
of system (1) at all DOFs. Note that'i is equal to the components ofi at the sensor DOFs. The relation between the temperature
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component Tk and the material properties of the structure is used to obtain the derivative
)(T )
)Tk
, e.g. using a finite difference
approach. Assembling the real and imaginary parts of (5) and (6) for j = 1,… , m in the rows and for k = 1,… , p in the columns
leads to the sensitivity matrix ,T .
3.3 Computation of the temperature-robust damage indicator
The S-SDDLV damage indicator26,41–43 is based on the transfer matrix difference G(s) between reference and damaged states.
The transfer function G(s) ∈ ℂr×r of the system at the sensor coordinates can be derived from (2) as26







under the condition that the system order satisfies n ≤ 2r, whereD is the theoretical direct transmission matrix of the state space
model that however is not required in the following. As outlined in the previous section, we assume the system in the reference
state under (reference) temperature vector T0, and in the damaged state under an arbitrary temperature T . The identified modal
parameters in the damaged state are then corrected with the temperature correction approach in order to approximate their
behavior at T0. Subsequently, all computations in the damaged state are made with the corrected modal parameters.
The difference between the transfer matrices in both damaged (variables with tilde) and healthy states is G(s) = G̃(s)−G(s),
where G̃(s) in the damaged state is obtained with the temperature correction approach. Damage is considered as changes in the
stiffness of system (1), while mass remains unchanged. In the SDDLV approach, a vector in the null space of G(s) is obtained,
which is identical to the null space of R(s)T = R̃(s)T −R(s)T 26. Then, the desired load vector v(s) ∈ ℂr can be obtained from
the null space of R(s)T using a singular value decomposition (SVD). Finally, the load v(s) is applied to the FE model of the
healthy structure at the temperature T0 to compute the stress field over all structural elements. The respective stress resultants for
each of the elements are stacked in vector S(s), which yields a linear relationship to the load that can be expressed by a matrix
Lmodel(s) ∈ ℂl×r based on the FE model of the structure, satisfying
S(s) = Lmodel(s)v(s). (7)
The stress vector S(s) indicates potential damage for elements with corresponding entries in S(s) that are close to zero. When
estimated, these stresses are not exactly zero but small in practice because of modal truncation, model errors and statistical
uncertainties due to measurement data. For increased robustness, the evaluation of the stress can be done at several values of s
and several mode sets42,43.
To take into account estimation uncertainties that are due to the measurement data, a statistical evaluation of the stress is car-
ried out. The covariance of the stress vector ΣS has been estimated in41–43. Then, an appropriate hypothesis test is performed on
each structural element t by selecting the respective stress components St in S(s) as well as the respective covariance submatrix






for each structural element t tested for damage. Since stress over damaged elements is zero in theory, potential damage is located
in the elements t corresponding to the lowest value of 2t among all elements.
Notice that the correction of the modal parameters with respect to the effect of temperature variation is a deterministic step.
In this sense, the covariances of the modal parameters after correction are not affected and do not need to be corrected. Still,
the values of the modal parameters go into the computation of the covariances of the transfer functions, the load vector and
then the stress. Thus, these covariances are affected by the temperature correction strategy and the modal parameter values after
correction are used in their computation.
3.4 Summary of the algorithm
The proposed algorithm of the damage localization approach runs as follows with the proposed temperature correction strategy.
1. The FE model of the structure is obtained at reference temperature vector T0, and matrix Lmodel(s) is extracted from it for
the stress computation (Equation (7)).
2. Vibration measurements are recorded in the reference state at reference temperature T0. The modal parameters are iden-
tified from these measurements and used for estimation of the system matrices Â and Ĉ in the reference state, and their
covariance is obtained (see42).
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3. Based on the FE model and a relation between the temperature vector T and the material properties of the structure, the
sensitivity ,T of the modal parameters with respect to temperature changes is obtained (see Equation (3)).
4. Vibration measurements are recorded in the damaged state at an arbitrary temperature vector T . The estimates of the
modal parameters are obtained and corrected using the temperature correction strategy (4) and subsequently, the matrices
Â and Ĉ are computed in the damaged state rejecting the temperature variation by the proposed sensitivity analysis.
5. In order to compute the stress field S(s) in (7) for damage localization, the load vector v(s) in the null space of the
transfer matrix difference G(s) between the healthy and damaged systems is applied to the FE model corresponding to
the structure in the reference state at the reference temperature. This evaluation can be done at several values of s and
several mode sets (see42,43).
6. Finally, the statistical evaluation of the stress field is carried out in the 2 tests in (8), and damage is localized at the lowest
test values.
4 THE NUMERICAL TEMPERATURE MODEL
The numerical temperature model aims at computing the temperature field distribution inside the structure from the knowledge
of the environmental conditions. This is required for the simulation of relevant temperature scenarios in the numerical application
that go beyond simple uniform temperature distributions. It is here supposed that the investigated structure is submitted to:
• convective heat exchange with the air,
• radiative heat exchange with the environment,
• outside energy contributions (such as solar radiation or other active thermal source).
The temperature evolution in the structure is governed by the heat diffusion equation, which can be written as47
c )T
)t
− ∇ ⋅ (k∇T ) = q,
where  refers to the density, c is the thermal capacity, k is the thermal conductivity and q is a thermal source. , c and k can be
temperature dependent. The boundary conditions are defined as follows:
k∇T ⋅ n⃗ = ℎc(Ta − T ) + "(T 4e − T
4) + Φ,
where n⃗ is the outside normal, ℎc the convective exchange coefficient, " the emissivity,  = 5.67 × 10−8 W.m−2.K−4 the Stefan
constant, Ta the air temperature, Te the environmental temperature and Φ the total outside contribution.
In outdoor conditions, the value of the convective heat exchange coefficient depends on the wind speed. As an example,
MacAdams correlation estimates ℎc as 5.7 + 3.8Vw for wind speed Vw ≤ 5.0 m.s−1 48. A temperature difference of about 10◦C
between the structure and the air with a null wind speed also entails a total heat flux of about 60W.m−2.
For radiative exchange with the environment, Te is the sky temperature if the structure is located outdoors, with a large part of
the sky visible, or the wall temperature for the case the structure is located indoors. As a first approximation, the sky temperature
can be taken as Te = Ta − 649. For the case of a structure temperature at the surface (" ≈ 1) equal to 20◦C exposed to air at
temperature 10◦C, the sky temperature can be estimated as 4◦C and the heat flux coming from radiative transfer is also about
80W.m−2. Outdoors, during the daylight period, the main thermal effect comes also from solar radiation, with a heat flux that
can reach 1000W.m−2 at solar noon, close to summer solstice. Even during the winter period, solar heat flux still reaches 300
W.m−2 in France.
It is moreover supposed that the initial temperature field in the structure is known (or at least estimated) in the numerical
model, i.e.
T (t = 0) = T0
Applying the finite element method allows to get the following system of equations50:
CṪ (t) +K(t)T (t) = F (t), (9)
M.D.H. BHUYAN ET AL 7
where C is the thermal capacity matrix, K is the thermal conductivity matrix and F the thermal source vector. F depends on
environmental conditions, K is a function of the thermal properties of the structure and of the environmental conditions, while
C depends only on the thermal properties of the structure.
Equation (9) is solved in time with the Crank-Nicolson method, which allows to get an order 2 accuracy for time dependence.











T l + 1
2
(




where l refers to the lth time step.
In this way, the temperature field over a structure can be obtained at a certain point in time. For the numerical application,
this allows us 1) to simulate the temperature vector T at the desired coordinates within the temperature field, and 2) to simulate
vibration data according to the temperature field after obtaining the Young modulus of each element of the FE model based on
the material properties of the element at its respective temperature.
5 NUMERICAL APPLICATION
The proposed method has been applied on a 3D rectangular beam model in order to investigate the temperature effect and its
rejection on the dynamic properties of the structure in the computation of the stress and its statistical evaluation for damage local-
ization. The temperature model introduced in the previous section has been applied to the beam to simulate different temperature
scenarios.
In this application, the outcome of the damage localization results with temperature correction is compared to not using any
temperature correction, and the performance of the proposed method is evaluated using Monte Carlo simulations.
5.1 Beam model
A 3D aluminum beam model, matching a previously laboratory-designed and experimentally-realized mock-up51, has been
considered for damage localization under the temperature effect. The thickness and nature of the beam elements satisfy the
hypothesis of a Biot number lower than 0.1, which satisfies the assumption of a homogeneous temperature distribution indepen-
dent of the thickness at each time step. For instance, in such an experimental configuration, a thermal infrared camera may be
used to identify the temperature distribution along the beam elements52. The structure is modeled with 4 main beam elements
of length 1m. The elements are modeled as rectangular hollow structural sections (HSS) with internal 0.142m × 0.042m and
external 0.15m × 0.05m sections, as depicted in Figure 2. The mass density, Young modulus and Poisson ratio are 2700 kg.m−3,
70GPa (at 20◦C) and 0.33, respectively. Each section is enclosed by two plates of length 0.01m with external 0.18m × 0.08m
and internal 0.142m × 0.042m sections, respectively. Finally, at the beam ends, two plates of length 0.02m and section 0.3m ×
0.08m are mounted. All beam sections have the same physical properties as the main beam elements. Each main beam element
is discretized into 5 small elements and hence, the total number of elements is 30, and the number of degrees of freedom of the
structure is 180. Damping is defined such that the damping ratio of all modes is 0.2%.
The reference temperature of the beam is 20◦C. According to the considered temperature scenarios in the following, an addi-
tional heat flux is applied at element 17 of the beamwith the temperature model introduced in Section 4, leading to a non-uniform
temperature field of the beam. Then, the Young modulus of each beam element is set according to the obtained temperature in
the element based on the material properties of aluminum53, and the resulting FE model is used for data simulation.
Two damage scenarios are considered. First, damage is modeled at elements 12-14 (1.45m from left end) by a 30% stiffness
loss. Second, damage is located at elements 20-21 (2.87m from left end) with a 25% and 45% stiffness loss, respectively. For the
damaged and undamaged states, the acceleration data length for each simulated set isN = 100,000 at a sampling frequency of
2000 Hz, generated from collocated white noise excitation using four sensors in the Y-direction at 0.43m, 1.49m, 2.49m, and
3.47m from the left support end. White measurement noise with 5% of the signal’s standard deviation was added to the output
data. An overview of the FE model of the beam with the sensor positions, heat flux location and damaged elements is given in
Figure 3.
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FIGURE 2 Dimensions of the beam model.
FIGURE 3 Elements of the beam model, including sensor positions, heat flux location and damaged elements.
5.1.1 Modal analysis
In the SDDLV approach, the number of considered modes cannot be higher than the number of sensors. Using four sensors,
the first four modes of the structure are identified from a simulated dataset using stochastic subspace identification (SSI), see
Table 1. The identified mode shapes of the first four modes are illustrated in Figures 4 and 5 for the healthy and damaged states
together with the mode shapes obtained from the FE model in the healthy state. Moreover, Figure 6(a)-(b) shows how the first
and second modal frequencies are varying in terms of increasing heat flux for both healthy and damaged conditions.
TABLE 1 Frequency (f [Hz]) from healthy state (reference temperature 20◦C) and damaged states (heat flux 40W.m−2).
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(a) First mode (b) Second mode (c) Third mode (d) Fourth mode
FIGURE 4 Mode shapes of the first four vertical modes in the healthy state from data and mode shapes from FE model in
healthy state.
(a) First mode (b) Second vertical mode (c) Third mode (d) Fourth mode
FIGURE 5 Mode shapes of the first four vertical modes in the damaged state (30% stiffness loss) from data and mode shapes
from FE model in healthy state.
(a) First frequency (b) Second frequency
FIGURE 6 Temperature effect on the first (a) and second (b) frequency for both healthy and damaged states. Damaged elements
are 12, 13 and 14 with 30% stiffness loss.
5.2 Localization results in all elements using one dataset
To analyze the impact of temperature variation on both the stress computation and its statistical evaluation for damage local-
ization, results for each element are illustrated in Figures 7 and 8 taking into account temperature correction or not. The values
for the Laplace variable s is chosen as s1 = −1 + 700i in the vicinity of the identified poles. In the following, first, results are
illustrated considering no temperature correction and then results are illustrated using the temperature correction strategy. To
compare the ratios between test results for the healthy and damaged elements, the computed test values are normalized in the
figures such that the smallest of the 30 values – indicating damage – is 1.
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(a) Theoretical stress (b) Estimated stress (c) Statistical test
FIGURE 7 Without temperature correction – localization results at all elements for stress computation and its statistical
evaluation using one dataset and one s-value (s = −1 + 700i). Damaged elements are 12, 13 and 14 with stiffness loss of 30%.
(a) Theoretical stress (b) Estimated stress (c) Statistical test
FIGURE 8 With temperature correction – localization results at all elements for stress computation and its statistical evaluation
using one dataset and one s-value (s = −1 + 700i). Damaged elements are 12, 13 and 14 with stiffness loss of 30%.
In Figures 7(a)-7(c), the values of the theoretical stress, the estimated stress and its statistical evaluation are displayed when
temperature is simulated as varying between healthy and damage states, and similarly, the test values (theoretical, estimated
stress and its statistical evaluation) are illustrated in Figures 8(a)-8(c) when temperature correction is applied. It can be seen that
it is difficult to localize the damaged elements correctly at positions 12, 13 and 14 in Figure 7, while it is easier to discriminate
between the damaged and undamaged elements in Figure 8. In addition, it can also be noticed that the contrast ratio between the
test values for the damaged and undamaged elements leads to a higher value for the ratio of the statistical evaluation in Figure
8 when rejecting the temperature variations, compared to Figure 7.
5.3 Performance evaluation of damage localization with and without temperature correction
To investigate the performance of the damage localization method under temperature variation, the success rate (or probability)
of damage localization is evaluated for 100 simulated datasets in a Monte Carlo experiment, with or without using the proposed
temperature correction approach. For each dataset, damage localization is seen as successful when the lowest stress or lowest
2t value among all elements is indeed at the damaged element. The success rate is then numerically obtained as the percentage
of datasets for which the smallest stress or 2t value is at the damaged element. The success rate depends on the chosen value
for Laplace variable s and serves as the performance indicator for the method.
In order to evaluate the influence of the Laplace variable s on the success rate of the damage localization procedure, each
dataset in the Monte-Carlo simulations is evaluated for a set of values of s with different real and imaginary parts in order to
obtain the success rate in dependence of s. Some of the following plots contain the averaged success rate over several values
of s. The range of the Laplace variable s has been chosen in the vicinity of the identified poles to reduce the effects of modal
truncation in the transfer matrix estimates26.
First, the performance of the damage localization approach is evaluated depending on the choice of the value for the Laplace
variable s. The values of s are chosen in the vicinity of the modes (see Table 1) on a global grid with Re(s) ∈ [−4,−1] and
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(a) Without temperature correction, using estimated stress. (b) Without temperature correction, using statistical evaluation.
(c) With temperature correction, using estimated stress. (d) With temperature correction, using statistical evaluation.
FIGURE 9 Damage localization success rates in dependence of s. Damaged elements are 12, 13 and 14 with stiffness loss of
30%.
Im(s) ∈ [100, 1300], details are given in26,43. The success rates of damage localization (z-axis) from the estimated stress and
its statistical evaluation are shown in Figure 9 in dependence of the real and imaginary part of the chosen s-value (x and y-
axis), without and with using the temperature correction approach. In this test case, both the FE model and the healthy datasets
are generated at a reference temperature (20◦C) with uniform temperature distribution over the elements of the structure. The
damaged dataset is simulated at heat flux 80 W.m−2. This implies spatial temperature fluctuation over the structure, where the
temperature is different for each element of the structure. Both Figures 9(a)-9(b) show that the success rate of the damage
localization using either the estimated stress or its statistical evaluation are not satisfying in the entire s-plane due to the impact of
the temperature variations, while results are significantly improved in Figures 9(c)-9(d) after rejecting the effect of temperature
variations. For a better visualization, a comparison of the success rates in the respective range of the Laplace variable s is
shown in Figure 10 for a fixed real part Re(s) = −1 (since the choice of the real part of the Laplace variable has little impact
on the results). It can be clearly seen that the temperature correction approach significantly improves the damage localization
performance nearly everywhere in the s-plane in comparison to not using it.
The damage localization success rates with different choices of temperature scenarios in the reference state are shown in
Figures 11–13, considering two different types of damages, namely at elements 20 and 21 with 25% and 50% stiffness loss, and
at elements 12, 13 and 14 with 30% stiffness loss at each element. In these figures, the mean of the success rates for values of
s with Im(s) =100, 150, ..., 1300 are shown in dependence of the heat flux in the damaged state (0, 20, 40, 60, 80, and 100
W.m−2) with and without the temperature correction approach. Three cases are illustrated:
• Case 1: the FE model and healthy datasets are generated at a reference temperature of 20◦C with uniform temperature
distribution over the elements of the structure,
• Case 2: the FE model and healthy datasets are generated at a reference temperature of 20◦C with an additional heat flux
of 40 W.m−2, which yields non-uniform temperature distribution over the elements of the structure at reference state,
• Case 3: the FE model and healthy datasets are generated at a reference temperature of 20◦C with an additional heat flux
of 50 W.m−2.
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FIGURE 10 With/without temperature correction: Damage localization success rates of the estimated stress and its statistical
evaluation in dependence of the value of the Laplace variable s. Damaged elements are 12, 13 and 14 with stiffness loss of 30%.
(a) Damage at elements 20 and 21. (b) Damage at elements 12, 13 and 14.
FIGURE 11 Damage localization success rates for case 1 (uniform reference temperature at 20◦C) with and without temperature
correction, in dependence of heat flux in damaged state.
In case 1, Figure 11 shows the success rates of damage localization (based on the estimated stress and its statistical evaluation)
for both damage cases. For the first damage case in Figure 11(a), the success rates are in general relatively low and the temperature
correction does not influence much the success rates. Without using the temperature correction approach in the second damage
case in Figure 11(b), the performance decreases strongly when the heat flux in the damaged state increases. However, with the
correction approach, the performance of the localization results is significantly improved in this case, and it can be seen that the
success rate is almost constant for the different heat flux in the damaged state. It can also be seen that the performance of the
localization – with values of 60% and 94%, respectively – is now only related to the position of the damage and not dependent
on the temperature.
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(a) Damage at elements 20 and 21. (b) Damage at elements 12, 13 and 14.
FIGURE 12 Damage localization success rates for case 2 (heat flux 40 W.m−2 in reference state) with and without temperature
correction, in dependence of heat flux in damaged state.
(a) Damage at elements 20 and 21. (b) Damage at elements 12, 13 and 14.
FIGURE 13 Damage localization success rates for case 3 (heat flux 50 W.m−2 in reference state) with and without temperature
correction, in dependence of heat flux in damaged state.
It is in general expected that the correction of the effect of temperature variation due to heat flux yields a constant damage
localization performance, which is no better or worse than performing damage localization in a constant temperature environ-
ment. In that sense, the expected outcome of the correction strategy is that the performance should be flat over the different
values of the heat flux, not higher.
Cases 2 and 3 correspond to values of the heat flux of 40 and 50 W.m−2 in the reference state of the structure. In these cases,
a non-uniform temperature distribution is generated for both FE model and datasets in the reference state, and data is generated
for different values of the heat flux in the damaged state as in case 1. Without the temperature correction, it can be seen that the
localization performance is the highest around the reference heat flux, and dropping strongly especially for lower values than the
reference heat flux in both damage cases. The performance of the damage localization is significantly improved in both Figures
12 and 13 when the effect of temperature variation has been rejected, where it is quite stable independently of the heat flux in
the damaged state.
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FIGURE 14 Damage localization success rates with statistical evaluation in dependence of the heat flux in the damaged state,
using different numbers of temperature measurements for the temperature correction. Damaged elements are 12, 13 and 14 with
stiffness loss of 30%.
Finally, the influence of the number of temperature measurements is investigated in the temperature correction approach. So
far, the temperatures at all 30 beam elements have been used for the sensitivity-based correction. However, only temperature
measurements at fewer locations may be available, e.g. when using temperature sensors instead of an infrared camera in practice.
In Figure 14, the performance of the statistical damage localization is presented in the temperature scenario of case 1 (see also
Figure 11(b)), but showing also results for less temperature measurements in the temperature correction approach. In particular,
only three and one temperature measurements have been used, respectively. In the first case, the temperatures were measured
at elements 5, 15 and 25, and the temperatures in the elements in between were linearly interpolated, while the temperature in
the outer elements was assumed constant. It can be seen that the performance of this case is nearly identical to the case taking
all 30 temperatures into account. In the second case, only the temperature at element 15 was considered and assumed constant
throughout the beam. In this case, it can be seen that there is a slight drop in performance due to the increased error, however
the performance is still better than without temperature correction at high temperature variations.
6 CONCLUSIONS
In this paper, a temperature correction strategy has been presented, where the modal parameter estimates are corrected through a
sensitivity analysis before applying a subsequent damage localization approach that has been developed previously. The results
show that the temperature rejection on the modal parameters is a useful preprocessing step to improve the performance of
the damage localization results, making them independent from the current temperature scenario in the damaged state. In all
considered cases, it can be concluded that the risk of poor performance of the damage localization method due to the effect of
temperature variation can be reduced using this temperature correction strategy, and a significant improvement on the localization
success rate is made for non-uniform temperature fields. Since the proposed temperature correction approach operates directly
on the modal parameters, it can also be applied to other modal parameter-based damage diagnosis methods.
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