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Resumen
Este trabajo constituye una primera aproximacio´n a los fundamentos de la meca´nica
cua´ntica, una de las principales ramas de la f´ısica.
Tras una breve descripcio´n del contexto histo´rico en el que surgen estas teor´ıas, y del im-
pacto actual que poseen, sentaremos las bases matema´ticas necesarias para nuestro estudio,
y describiremos las herramientas que vamos a emplear. Enunciaremos y desarrollaremos los
seis postulados sobre los que se apoya la meca´nica cua´ntica, y hablaremos de algunas de sus
aplicaciones y conclusiones, tanto en te´rminos generales, como en la resolucio´n de algunos
problemas concretos.
Abstract
This work constitutes a first approach to the basis of quantum mechanics, one of the
main branches of physics.
After a brief description of the historical context in which these theories arise and their
current impact, we will provide the mathematical foundations necessary to our research and
describe the tools employed to this end. We will formulate and expound the six postula-
tes on which quantum mechanics rely, and we will explain some of their applications and
conclusions, both in general terms as well as within the resolution of concrete problems.
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Cap´ıtulo 1
Introduccio´n
La f´ısica cua´ntica constituye una de las ramas principales de la f´ısica, y son conocidos su
complejidad y su cara´cter antiintuitivo.
En este trabajo, queremos aportar algo de luz al tema de la meca´nica cua´ntica, mediante
una primera aproximacio´n a sus fundamentos.
En este primer cap´ıtulo hablaremos del contexto histo´rico en el que se comienzan a
desarrollar las teor´ıas cua´nticas, que au´n hoy siguen estudia´ndose. De co´mo esta´ presente la
meca´nica cua´ntica en el mundo actual, y el impacto que tiene incluso en nuestra vida diaria.
En el segundo cap´ıtulo, sentaremos las bases matema´ticas necesarias para nuestro estudio,
y describiremos las herramientas que vamos a emplear.
Ya en el tercer cap´ıtulo, enunciaremos y desarrollaremos los seis postulados sobre los que
se apoya la meca´nica cua´ntica, y hablaremos de algunas de sus aplicaciones y conclusiones
en te´rminos generales.
En el cuarto cap´ıtulo aplicaremos los conocimientos previos a la resolucio´n de algunos
problemas concretos.
Y por u´ltimo, en el quinto cap´ıtulo presentaremos las conclusiones.
Los desarrollos matema´ticos ma´s extensos, as´ı como algunas demostraciones o justifica-
ciones, se encuentran recogidos en los ape´ndices a fin de facilitar la lectura.
“Cuando te encuentras con la meca´nica cua´ntica como estudiante, curva tu mente y no
puedes creer que pueda ser as´ı. Y pensara´s que es rid´ıculo. Excepto porque puedes ir y hacer
experimentos que muestran que es realmente lo que pasa, as´ı funciona la naturaleza. As´ı
que, ma´s alla´ de lo que puedas pensar que tiene sentido o no, mejor intentar entenderlo.”
- Peter Skands. Miembro de la ARC y profesor de la Escuela de F´ısica y Astronomı´a de la
Universidad de Monash.
1.1. Introduccio´n histo´rica
Para el desarrollo de este trabajo, nos centraremos en la tradicional interpretacio´n de
Copenhague, que pretende facilitar la comprensio´n de la dualidad onda-corpu´sculo de la
materia.
Segu´n esta interpretacio´n, el principio de incertidumbre, segu´n el cual no podemos conocer
simulta´neamente la posicio´n y el momento de una part´ıcula, so´lo tiene cabida en el estudio
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de momentos futuros, y s´ı es posible conocer a la vez el valor que tomaron ambas magnitudes
de una part´ıcula en un momento del pasado.
Tambie´n afirma que toda la informacio´n que podemos tener de un sistema f´ısico la cons-
tituyen los resultados emp´ıricos. Cuando no se observa el sistema, so´lo podemos hablar en
te´rminos de probabilidades, y nada puede afirmarse.
“Escogiendo medir con precisio´n la posicio´n se fuerza a una part´ıcula a presentar mayor
incertidumbre en su momento, y viceversa; escogiendo un experimento para medir propie-
dades ondulatorias se eliminan peculiaridades corpusculares, y ningu´n experimento puede
mostrar ambos aspectos, el ondulatorio y el corpuscular, simulta´neamente.” - J. Gribbin.
En esta seccio´n veremos co´mo los problemas que presenta la f´ısica cla´sica a la hora de
explicar el feno´meno del espectro de la radiacio´n del cuerpo negro acaban desembocando
en la necesidad de introducir nuevas teor´ıas, dando paso as´ı a la f´ısica cua´ntica. Einstein
establece la dualidad onda-corpu´sculo del espectro de luz, y a ra´ız de este hecho, De Broglie
estudia la dualidad onda-corpu´sculo para la materia. Heisenberg establece su principio de
incertidumbre. Y por u´ltimo, Schro¨dinger establece la ecuacio´n que rige la evolucio´n de las
funciones de onda para la materia.
El cara´cter corpuscular de la luz
Newton considero´ la luz como un haz de part´ıculas, capaz de, por ejemplo,“rebotar” sobre
un espejo. Durante la primera mitad del S.XIX, se demostro´ la naturaleza ondulatoria de la
luz (interferencia, difraccio´n).
El estudio de la radiacio´n del cuerpo negro, que la electrodina´mica no pod´ıa explicar,
permitio´ a Planck sugerir la hipo´tesis de la cuantizacio´n de la energ´ıa (1900): para una onda
electromagne´tica de frecuencia ν, las u´nicas energ´ıas posibles son integrales mu´ltiples del
cuanto hν, donde h es una nueva constante fundamental.
Generalizando esta hipo´tesis, Einstein propuso recuperar la teor´ıa de part´ıculas (1905):
la luz consiste en un haz de fotones, cada uno de los cuales posee una energ´ıa hν.
Einstein mostro´ co´mo la introduccio´n de los fotones hac´ıa posible entender, de un modo
simple, caracter´ısticas del efecto fotoele´ctrico hasta ahora inexplicables. Veinte an˜os ma´s
tarde, el efecto Compton constituyo´ la prueba final de la existencia del foto´n, es decir, de la
naturaleza corpuscular de la luz.
Sin embargo, un punto de vista puramente corpuscular tambie´n presentaba problemas
al estudiar determinados procesos. El experimento de la doble rendija de Thomas Young
llevo´ a concluir que para una interpretacio´n completa del feno´meno, los aspectos ondulatorio
y corpuscular de la luz deben tenerse en cuenta simulta´neamente, aunque en inicio e´stos
parezcan irreconciliables.
La asociacio´n entre los para´metros de la part´ıcula (energ´ıa E y momento p de un foto´n)
y los de la onda (frecuencia angular ω = 2piν y vector de onda k, donde |k| = 2pi/λ, con ν la
frecuencia y λ la longitud de onda) viene dada por las siguientes relaciones fundamentales:
E = hν = ~ω
p = ~k
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donde ~ = h/2pi es definida en te´rminos de la constante de Planck h:
h ∼= 6,626 · 10−34 Julios× segundo
Estas relaciones fundamentales son conocidas como las relaciones de Planck-Einstein.
Durante cada proceso elemental deben conservarse la energ´ıa y el momento total.
El cara´cter ondulatorio de la materia
En 1924, de Broglie postulo´ la dualidad onda-corpu´sculo para la materia, que en 1927
ser´ıa probada emp´ıricamente. Basa´ndose en los estudios de Einstein, supuso que del mismo
modo en que los fotones se asocian con una onda, ir´ıan tambie´n asociadas con ondas las
part´ıculas de materia.
La asociacio´n entre los para´metros viene dada por las mismas relaciones que se establecie-
ron para el cara´cter cua´ntico de la luz, las relaciones de Planck-Einstein, y la correspondiente
longitud de onda asociada a la materia toma el valor
λ =
2pi
|k| =
h
|p|
Esta relacio´n se conoce como la relacio´n de de Broglie.
El principio de incertidumbre de Heisenberg
En 1925 Heisenberg enuncio´ el principio de incertidumbre, que establece la imposibilidad
de determinar simulta´neamente la posicio´n y el momento de una part´ıcula.
A escala macrosco´pica, el impacto que tiene sobre el momento de la part´ıcula la medida
de la posicio´n, o viceversa, son despreciables. Pero en una escala cua´ntica no pueden pasarse
por alto, pues la medida de una de las magnitudes alterar´ıa el estado del sistema de modo
significativo, y ya no ser´ıa va´lida una medida de la otra magnitud.
Heisenberg describio´ este hecho mediante la siguiente relacio´n de incertidumbre, que pone
de manifiesto co´mo se afectan la indeterminacio´n de la posicio´n, ∆x, y la del momento, ∆px
∆x ·∆px ≥ ~
2
A menor indeterminacio´n de una, mayor indeterminacio´n de la otra.
La ecuacio´n de Schro¨dinger
Como la materia tiene un cara´cter dual onda-corpu´sculo, cada part´ıcula habra´ de llevar
asociada una funcio´n de onda ψ(r, t) que la caracterice y contenga toda su informacio´n.
En 1925, Erwin Schro¨dinger escribio´ la ecuacio´n de ondas general que satisfacen las ondas
de materia ψ(r, t), y que por tanto describe su evolucio´n temporal.
As´ı, dada una part´ıcula de masa m, sujeta a un potencial V (r, t), la funcio´n de onda de
dicha part´ıcula viene dada por la ecuacio´n de Schro¨dinger
i~
∂
∂t
ψ(r, t) = − ~
2
2m
∆ψ(r, t) + V (r, t)ψ(r, t)
donde ∆ es el operador laplaciano ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2.
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1.2. La meca´nica cua´ntica en la actualidad
Aunque la f´ısica cua´ntica surge a principios del S.XX como respuesta a los problemas
que presentaba la f´ısica cla´sica a la hora de explicar ciertos feno´menos, en nuestros d´ıas, no
so´lo constituye una parte muy importante de la f´ısica, sino que se ha tornado relevante en
diversos campos fuera de e´sta.
“En 2020 veremos en televisio´n pel´ıculas en 3D, sin gafas de colores.” - T.W.Ha¨nsch.
Nobel de F´ısica en 2005.
En el mundo de la informa´tica y las tecnolog´ıas, la f´ısica cua´ntica se ha convertido en una
herramienta indispensable que esta´ presente tanto en elementos de la vida cotidiana, como
los dispositivos mo´viles que llevamos encima, o el nu´mero de una tarjeta de cre´dito; como
en otros no tan accesibles, pero de suma importancia para nuestro desarrollo.
Un ejemplo de este caso son los ordenadores cua´nticos. La computacio´n cua´ntica es su-
mamente potente gracias al bit cua´ntico o cubit. A diferencia del bit actual de nuestros
ordenadores, que se encuentra en un u´nico estado cada vez, el bit cua´ntico puede tener
mu´ltiples estados simulta´neamente, reduciendo el tiempo de ejecucio´n de algunos algoritmos
de miles de an˜os a segundos. Es por esto que la cua´ntica supone tambie´n un gran avance en
el mundo de la criptograf´ıa.
La meca´nica cua´ntica tampoco pasa desapercibida en otros campos ma´s alejados de la
f´ısica. Por ejemplo, en la industria alimenticia ha sido empleada para estudiar la interaccio´n
de los l´ıpidos con el agua en los alimentos, puesto que la estructura de e´stos influye en nuestro
organismo.
De un modo menos riguroso, la f´ısica cua´ntica tambie´n esta´ presenta en otros a´mbitos
ma´s creativos, como el mundo de la ciencia ficcio´n, que a menudo juega con la idea de la
existencia de “universos paralelos”, que no es otra cosa que la superposicio´n de todas las
l´ıneas temporales que pueden darse.
Algunos feno´menos cua´nticos de parecer mı´stico o incre´ıble, como el hecho de que “el gato
de Schro¨ndiger estuviese muerto y vivo simulta´neamente”, o ideas acerca de el teletransporte
o los viajes en el tiempo, dieron alas a la imaginacio´n de muchos artistas. As´ı por ejemplo, a
finales de los 90 surge la corriente conocida como “este´tica cua´ntica”, presente en el mundo
de la literatura, la pintura, el cine, e incluso la fotograf´ıa.
Aunque ya anteriormente, Jorge Luis Borges hab´ıa escrito diversas obras por la cuales
hay quien considera al autor argentino un profeta de la f´ısica cua´ntica.
“Cada vez que un hombre se enfrenta con diversas alternativas, opta por una y elimina
las otras; [...] Crea, as´ı, diversos porvenires, diversos tiempos, que tambie´n proliferan y se
bifurcan.” - J.L.Borges.
Cap´ıtulo 2
Herramientas matema´ticas de la
meca´nica cua´ntica
2.1. El espacio de las funciones de onda de una part´ıcula
Para determinar co´mo han de ser las funciones de onda de una part´ıcula, es necesario
tener en cuenta la interpretacio´n probabil´ıstica de e´stas. La probabilidad de encontrar una
part´ıcula, en un instante t, en un volumen dr = dxdydz, viene determinada por la funcio´n
de onda de dicha part´ıcula, ψ(r, t), y es igual a: |ψ(r, t)|2 dr. De este modo, la suma de estas
probabilidades, a lo largo de todo el espacio, debe ser igual a 1, es decir:∫
dr |ψ(r, t)|2 = 1
Por lo que so´lo tiene sentido hablar de funciones que sean de cuadrado integrable, esto es, que
pertenezcan a L2, que tiene estructura de espacio de Hilbert. Pero como L2 es un conjunto
demasiado amplio desde un punto de vista f´ısico, por simplicidad nos centraremos en el
subespacio de las funciones de L2 “suficientemente regulares”, que denotaremos F .
2.1.1. Estructura del espacio de funciones de onda F
Por ser F un subespacio de L2, ha de ser en s´ı mismo un espacio vectorial. Veamos que
efectivamente lo es.
Sean ψ1(r) y ψ2(r) dos funciones de F . Y sea ψ(r) = λ1ψ1(r) + λ2ψ2(r), con λ1, λ2 ∈ C.
Suponiendo que nos quedamos con las funciones de onda que son infinitamente diferen-
ciables, como dicha condicio´n de regularidad se conserva por combinaciones lineales, se dara´
ψ(r) ∈ C∞ siempre que ψ1(r), ψ2(r) ∈ C∞. Lo mismo sucede con la propiedad de ser de
cuadrado integrable, como se muestra en el ape´ndice (A.1.1).
Por tanto, podemos afirmar que:
ψ(r) = λ1ψ1(r) + λ2ψ2(r) ∈ F
∀ψ1(r), ψ2(r) ∈ F , y λ1, λ2 ∈ C.
Probando as´ı que F tiene estructura de espacio vectorial.
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Producto escalar y operadores lineales
Dentro del espacio de funciones de onda F , vamos a definir dos conceptos matema´ticos
que sera´n imprescindibles en el a´mbito de la meca´nica cua´ntica: el producto escalar 1, y los
operadores lineales.
Definicio´n 2.1.1 Producto escalar
Dados dos elementos ϕ(r), ψ(r) ∈ F , el producto escalar de ψ(r) por ϕ(r) (en ese orden),
se define como:
(ϕ, ψ) =
∫
dr ϕ∗(r)ψ(r)
De la definicio´n anterior se deducen algunas propiedades:
(ϕ, ψ) = (ψ, ϕ)∗
(ϕ, λ1ψ1 + λ2ψ2) = λ1(ϕ, ψ1) + λ2(ϕ, ψ2)
(λ1ϕ1 + λ2ϕ2, ψ) = λ
∗
1(ϕ1, ψ) + λ
∗
2(ϕ2, ψ)
Dos funciones ϕ(r) y ψ(r) se dicen ortogonales si su producto escalar es nulo, (ϕ, ψ) = 0.
Definimos la norma de ψ(r) como
√
(ψ, ψ), siendo (ψ, ψ) un nu´mero real no negativo,
dado que:
(ψ, ψ) =
∫
dr |ψ(r)|2 y (ψ, ψ) = 0⇐⇒ ψ(r) ≡ 0
El producto escalar que hemos definido permite por tanto la definicio´n de una norma en F .
Definicio´n 2.1.2 Operador lineal
Denominamos operador lineal a una entidad matema´tica A que establece una correspon-
dencia lineal entre funciones de F , asociando a cada funcio´n ψ(r) ∈ F , otra funcio´n
ψ′(r) = Aψ(r)
Como la correspondencia es lineal, se cumple:
A [λ1ψ1(r) + λ2ψ2(r)] = λ1Aψ1(r) + λ2Aψ2(r)
Dados dos operadores lineales A y B, definimos su producto AB como:
(AB)ψ(r) = A [Bψ(r)]
actuando primero B sobre ψ(r), y posteriormente A sobre la nueva funcio´n ψ′(r) = Bψ(r).
Llamamos conmutador de A y B al operador [A,B] = AB −BA.
En general, el producto de operadores es no conmutativo, es decir, AB 6= BA. Conse-
cuentemente, el conmutador de A y B es no nulo en general.
1Debe tenerse en cuenta que esta definicio´n de producto escalar no es la definicio´n usual empleada en matema´ticas.
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Bases ortonormales del espacio de funciones F
Una base ortonormal del espacio de funciones es un conjunto de funciones ortonormales
que definen dicho espacio de modo un´ıvoco.
Sera´n por tanto funciones cumpliendo:
1. Relacio´n de ortonormalizacio´n:
Un conjunto de elementos se dice ortonormal si el producto escalar de cualesquiera dos
elementos distintos es nulo, y el de un elemento por s´ı mismo (es decir, el cuadrado de
la norma) es igual a 1.
2. Relacio´n de cierre:
Un conjunto de elementos se dice base de F si toda funcio´n de F puede expresarse
como combinacio´n lineal de los elementos del conjunto, y dicha expresio´n es u´nica.
Analizamos estas relaciones para los casos discreto y continuo:
Caso discreto:
Consideremos el conjunto contable de funciones {ui(r)}, en que los ui(r) vienen carac-
terizados por el sub´ındice discreto i (i ∈ N). Este conjunto sera´ considerado base si
cumple:
1. Relacio´n de ortonormalizacio´n:
(ui, uj) =
∫
dr u∗i (r)uj(r) = δij ∀ui, uj ∈ {ui(r)}
donde δij denota la Delta de Kronecker (que es igual a 1 si i = j, y 0 en caso
contrario).
2. Relacio´n de cierre:∑
i
ui(r)u
∗
i (r
′) = δ(r− r′) ∀ui ∈ {ui(r)}
donde δ(r− r′) es la Delta de Dirac, que se define impl´ıcitamente por:∫
dr δ(r− r′)f(r) = f(r′) (2.1)
En el ape´ndice (A.1.1) se da la prueba de que estas condiciones caracterizan una
base.
Caso continuo:
Consideremos el conjunto no contable de funciones {wα(r)}, en que los wα(r) vienen
caracterizados por el sub´ındice continuo α. Este conjunto sera´ considerado base si
cumple:
1. Relacio´n de ortonormalizacio´n:
(wα, wα′) =
∫
dr w∗α(r)wα′(r) = δ(α− α′) ∀wα, wα′ ∈ {wα(r)}
donde δ(r− r′) es la Delta de Dirac.
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2. Relacio´n de cierre:∫
dα wα(r)w
∗
α(r
′) = δ(r− r′) ∀wα ∈ {wα(r)}
donde δ(r− r′) es la Delta de Dirac.
Bases ortonormales no pertenecientes a F
Existen conjuntos de funciones que, aun no perteneciendo a F (ni siquiera a L2), veri-
fican que cualquier funcio´n de onda ψ(r) ∈ F puede expresarse en te´rminos de e´stas, y su
expresio´n es u´nica; esto es, conjuntos de funciones que, aun no perteneciendo al espacio F ,
constituyen una base del mismo.
Dos ejemplos de este hecho son las ondas planas, {υp(x)}, y las funciones delta de Dirac,
{ξr0(r)} que respectivamente se expresan
υp(x) =
1√
2pi~
eipx/~ ∀p ∈ R
ξr0(r) = δ(r− r0) =
1
2pi
∫
dα
~
eiα(r−r0)/~ ∀r0 ∈ R3
La justificacio´n, tanto de su no pertenencia al espacio F , como del hecho de que constituyen
una base del mismo, esta´ detallada en (A.1.2).
2.2. Notacio´n de Dirac
Sabemos por la seccio´n anterior que el estado cua´ntico de una part´ıcula en un instante
dado queda determinado por la funcio´n de onda ψ(r), que ha de ser de cuadrado integrable
para poder interpretarla probabil´ısticamente. Al espacio de las funciones de onda de este
tipo lo hab´ıamos denotado por F .
Introduciremos ahora los conceptos de vector y espacio de estado, en pos de simplificar
y generalizar el formalismo. Para cada part´ıcula, su estado cua´ntico se caracterizara´ por un
vector de estado asociado a su funcio´n de estado ψ(r); al conjunto de todos los posibles
vectores de estado de una part´ıcula se le llamara´ espacio de estado de la part´ıcula, y se
denotara´ por Er. Esto establece un isomorfismo entre Er y F , y por ser F un subespacio de
L2, esto implica que Er ha de ser un subespacio de un espacio de Hilbert.
Aunque los conceptos y resultados que veremos son aplicables a cualquier sistema f´ısico,
por simplicidad nos centraremos en el caso de una u´nica part´ıcula sin esp´ın 2.
2.2.1. Vectores “ket” y vectores “bra”
Elementos del espacio E : kets
Llamamos vector ket, o simplemente ket, a cualquier elemento del espacio E . Y denotamos
por |ψ〉 al ket asociado a la funcio´n de estado ψ. De este modo, definimos el espacio de estados
2El esp´ın es la propiedad de las part´ıculas que las dota de momento angular intr´ınseco. Su valor esta´ cuantizado
y es mu´ltiplo entero de ~/2.
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de una part´ıcula, Er, asociando a cada funcio´n de estado ψ(r) de F un vector ket |ψ〉 de Er:
ψ(r) ∈ F ⇐⇒ |ψ〉 ∈ Er
No´tese que el ket |ψ〉 no depende directamente de r, sino u´nicamente de la funcio´n de
onda ψ a la que esta´ asociado; r ahora representa el sub´ındice de una base en la que ψ(r)
sera´ interpretado como las componentes del vector ket |ψ〉. Es decir, la variable r que antes
caracterizaba la funcio´n de onda, ψ(r), ahora caracterizara´ el espacio de estado, Er.
Elementos del espacio dual E ∗ de E : bras
Recordemos primero el concepto de funcional lineal, consistente en una funcio´n lineal que
asocia escalares a vectores. En nuestro caso, una funcional lineal χ es una operacio´n lineal
que asocia un nu´mero complejo con cada ket |ψ〉:
|ψ〉 ∈ E χ−→ χ(|ψ〉) ∈ C
Como es lineal:
χ(λ1 |ψ1〉+ λ2 |ψ2〉) = λ1χ(|ψ1〉) + λ2χ(|ψ2〉)
Al espacio vectorial constituido por las funcionales lineales definidas sobre los kets |ψ〉 ∈ E ,
lo llamamos espacio dual de E , y lo denotamos E ∗.
Llamamos vector bra, o simplemente bra, a cualquier elemento del espacio E ∗. Y deno-
tamos por 〈χ| al bra que designa la funcional lineal χ.
A partir de ahora, usaremos la notacio´n “braket”, 〈χ|ψ〉, para referirnos al escalar obte-
nido por la accio´n del funcional lineal 〈χ| ∈ E ∗ sobre el ket |ψ〉 ∈ E :
χ(|ψ〉) = 〈χ|ψ〉
Correspondencia entre kets y bras
Para cada ket |ϕ〉 existe un bra 〈ϕ| con el que se corresponde, que designa la funcional
lineal que asocia con cada ket |ψ〉 ∈ E el nu´mero complejo resultante del producto escalar
(|ϕ〉 , |ψ〉) de |ψ〉 por |ϕ〉: 〈ϕ|ψ〉 = (|ϕ〉 , |ψ〉). Esta correspondencia es antilineal, como puede
verse en (A.1.3).
En cambio, no para todo bra existe un ket, dado que el ket asociado a un bra arbitrario
podr´ıa no ser un estado del sistema.
El producto escalar en notacio´n de Dirac
De ahora en adelante, haremos uso de la notacio´n de Dirac para referirnos al producto
escalar. As´ı, las propiedades del mismo quedara´n expresadas del siguiente modo:
〈ϕ|ψ〉 = 〈ψ|ϕ〉∗
〈ϕ|λ1ψ1 + λ2ψ2〉 = λ1 〈ϕ|ψ1〉+ λ2 〈ϕ|ψ2〉
〈λ1ϕ1 + λ2ϕ2|ψ〉 = λ∗1 〈ϕ1|ψ〉+ λ∗2 〈ϕ2|ψ〉
〈ψ|ψ〉 es real no negativo; 〈ψ|ψ〉 = 0 ⇔ |ψ〉 = 0
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Operadores lineales en notacio´n de Dirac
Reescribiremos ahora el concepto de operador lineal, as´ı como algunos conceptos relacio-
nados con e´l, en notacio´n de Dirac.
Un operador lineal A asocia a cada ket |ψ〉 ∈ E otro ket |ψ′〉 ∈ E , siendo la correspon-
dencia lineal:
|ψ′〉 = A |ψ〉
A(λ1 |ψ1〉+ λ2 |ψ2〉) = λ1A |ψ1〉+ λ2A |ψ2〉
El producto de dos operadores lineales A y B, notado AB se reescribe como sigue:
(AB) |ψ〉 = A(B |ψ〉)
Dados dos kets |ϕ〉 y |ψ〉, llamamos elemento matriz de A entre |ϕ〉 y |ψ〉, al producto
escalar:
〈ϕ| (A |ψ〉)
que depende linealmente de |ψ〉 y antilinealmente de |ϕ〉.
Proyectores
Los operadores de proyeccio´n, o proyectores, son un ejemplo de operadores lineales que
posteriormente sera´n u´tiles en nuestro desarrollo. Veamos co´mo se comportan.
El proyector Pψ sobre un ket |ψ〉
Sea |ψ〉 un ket normalizado (〈ψ|ψ〉 = 1), y consideremos el operador Pψ definido por
Pψ = |ψ〉 〈ψ|3. Aplicando esto a un ket arbitrario |ψ〉 tenemos:
Pψ |ϕ〉 = |ψ〉 〈ψ|ϕ〉
As´ı que Pψ, actuando sobre un ket arbitrario |ϕ〉, da un ket proporcional a |ψ〉 con
coeficiente de proporcionalidad el producto escalar 〈ψ|ϕ〉.
Por tanto Pψ es el operador de proyeccio´n ortogonal sobre el ket |ψ〉. Adema´s, esta
interpretacio´n esta´ confirmada por el hecho de que la proyeccio´n de una proyeccio´n es
ella misma: P 2ψ = Pψ; es decir, el proyector Pψ es un operador idempotente. En efecto:
P 2ψ = PψPψ = |ψ〉 〈ψ|ψ〉 〈ψ| = |ψ〉 〈ψ| = Pψ
El proyector Pq sobre un subespacio generado por q kets
Sean |ϕ1〉, |ϕ2〉, ..., |ϕq〉, q vectores ket normalizados y ortogonales dos a dos:
〈ϕ1|ϕj〉 = δij ; i, j = 1, 2, ..., q
Sea Eq ⊆ E el subespacio generado por estos vectores; y Pq el operador lineal definido
por:
Pq =
q∑
i=1
|ϕi〉 〈ϕi|
3Debemos tener en cuenta la importancia del orden de los elementos en notacio´n de Dirac; si bien 〈ϕ| y |ψ〉,
escritos en este orden, es decir |ϕ〉ψ, denota el producto escalar de los dos kets |ϕ〉 y |ψ〉 (y es por tanto un escalar
complejo y ϕ una funcional lineal), 〈ϕ| y |ψ〉 escritos en el orden inverso, es decir |ψ〉 〈ϕ|, denota un operador lineal,
dado que devuelve un ket al ser aplicado a otro ket, por ejemplo |ψ〉 〈ϕ|χ〉 (es el producto del ket |ψ〉 por el escalar
complejo 〈ϕ|χ〉, y por tanto es un ket).
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Aplicando esto a un ket arbitrario |ψ〉 ∈ E tenemos:
Pq |ψ〉 =
q∑
i=1
|ϕi〉 〈ϕi|ψ〉
As´ı que Pq, actuando sobre un ket arbitrario |ϕ〉, devuelve una combinacio´n lineal de
kets proporcionales a los |ϕi〉 con coeficientes de proporcionalidad el producto escalar
〈ϕi|ψ〉 en cada caso.
Por tanto Pq es el operador de proyeccio´n ortogonal sobre el subespacio generado por
los |ϕi〉. Adema´s, esta interpretacio´n esta´ confirmada por el hecho de que la proyeccio´n
de una proyeccio´n es ella misma: P 2q = Pq; es decir, el proyector Pq es un operador
idempotente. En efecto:
P 2q =
q∑
i=1
q∑
j=1
|ϕi〉 〈ϕi|ϕj〉 〈ϕj| =
q∑
i=1
q∑
j=1
|ϕi〉 〈ϕj| δij =
q∑
i=1
|ϕi〉 〈ϕi| = Pq
2.2.2. Conjugacio´n hermı´tica
Introducimos la conjugacio´n hermı´tica por ser necesaria para estudiar la accio´n de los
operadores sobre los bras.
Accio´n de un operador lineal sobre un bra
Hasta ahora so´lo hemos visto la accio´n de un operador sobre un ket. Veamos que tambie´n
es posible definir la accio´n de un operador sobre los bras.
Dado un bra 〈ϕ|, con ket del espacio puede asociarse el nu´mero complejo 〈ϕ| (A |ψ〉),
que ya hab´ıamos definido como el elemento matriz de A entre |ϕ〉 y |ψ〉, y que depende
linealmente de |ψ〉.
Por tanto, la especificacio´n de 〈ϕ| y A define un nuevo funcional lineal sobre los kets
de E , esto es, un nuevo bra perteneciente a E ∗. Denotaremos este nuevo bra como 〈ϕ|A, y
escribiremos la relacio´n que define del siguiente modo:
(〈ϕ|A) |ψ〉 = 〈ϕ| (A |ψ〉)
El operador A asocia con cada bra 〈ϕ| un nuevo bra, 〈ϕ|A, mediante una correspondencia
lineal que se detalla en (A.1.4).
De la definicio´n (〈ϕ|A) |ψ〉 = 〈ϕ| (A |ψ〉) de 〈ϕ|A, deducimos que el lugar de los pare´ntesis
en la definicio´n simbo´lica del elemento matriz de A entre |ϕ〉 y |ψ〉 no es importante. Es por
esto que de ahora en adelante designaremos este elemento matriz como 〈ϕ|A |ψ〉:
〈ϕ|A |ψ〉 = (〈ϕ|A) |ψ〉 = 〈ϕ| (A |ψ〉)
El operador adjunto At de un operador lineal A
Cada operador lineal A esta´ asociado con su operador adjunto o conjugado hermı´tico At.
Sea |ψ〉 un ket arbitrario de E . El operador A asocia a e´ste otro ket |ψ′〉 = A |ψ〉 de E .
Como para cada ket existe un bra, en nuestro caso, al ket |ψ〉 le corresponde el bra 〈ψ|,
y al ket |ψ′〉 le corresponde el bra 〈ψ′|.
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Y del mismo modo en que el operador A asocia |ψ′〉 a |ψ〉, el operador At asocia 〈ψ′| a
〈ψ|, mediante la relacio´n 〈ψ′| = 〈ψ|At.
En (A.1.5) se muestra que esta relacio´n es lineal.
Igualmente en (A.1.5) se ve que el operador At tambie´n satisface la siguiente relacio´n:
〈ψ|At |ϕ〉 = 〈ϕ|A |ψ〉∗
que es va´lida para todo |ϕ〉, |ψ〉.
Correspondencia entre un operador y su adjunto
Sean A y B dos operadores lineales, y At y Bt sus respectivos operadores adjuntos. Se
cumple que:
(At)t = A
(λA)t = λ∗At
(A+B)t = At +Bt
(AB)t = BtAt
donde λ es un escalar, y λ∗ su conjugado complejo. La prueba de la u´ltima igualdad puede
verse en (A.1.6).
La conjugacio´n hermı´tica entre kets y bras
Un ket |ψ〉 y su correspondiente bra 〈ψ| se dicen conjugados hermı´ticos entre s´ı, y es por
esto que llamamos a At conjugado hermı´tico del operador A.
La operacio´n de conjugacio´n hermı´tica cambia el orden de los objetos sobre los que se
aplica. Teniendo en cuenta lo que hemos visto para operadores adjuntos, y las propiedades
del producto escalar, podemos deducir:
〈ψ| (|u〉 〈v|)t |ϕ〉 = (〈ϕ| (|u〉 〈v|) |ψ〉)∗ = 〈ϕ|u〉∗ 〈v|ψ〉∗ = 〈ψ|v〉 〈u|ϕ〉 = 〈ψ| (|v〉 〈u|) |ϕ〉
Es decir: (|u〉 〈v|)t = 〈v| |u〉
Operadores hermı´ticos
Un operador A se dice hermı´tico si es igual a su adjunto, es decir, si se da A = At.
Podemos ver entonces que el operador hermı´tico satisface la relacio´n:
〈ψ|A |ϕ〉 = 〈ϕ|A |ψ〉∗ , ∀ |ϕ〉 , |ψ〉 .
dado que, como hemos visto anteriormente, 〈ψ|At |ϕ〉 = 〈ϕ|A |ψ〉∗.
Y tambie´n la relacio´n 〈Aϕ|ψ〉 = 〈ϕ|Aψ〉, dado que vimos que se cumple 〈Atϕ|ψ〉 =
〈ϕ|Aψ〉.
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2.3. Representaciones en el espacio de estados
Los vectores y los operadores pueden ser representados en funcio´n de una base ortonormal
del espacio de estados E . De este modo, los vectores quedara´n identificados por componentes
(escalares), y los operadores por elementos matriz, tornando el ca´lculo vectorial que intro-
dujimos anteriormente en un ca´lculo matricial.
Veremos ahora brevemente co´mo se escriben los conceptos que ya vimos para bases, o
representaciones, discretas y continuas de F , usando la notacio´n de Dirac sobre un espacio
arbitrario E . Una versio´n ma´s extensa de esto puede leerse en (A.2).
Consideremos una base discreta, {|ui〉}, y otra continua, {|wα〉}. Vamos a describir cada
concepto para las representaciones discreta y continua respectivamente.
La relacio´n de ortonormalizacio´n viene dada por
〈ui|uj〉 = δij y 〈wα|wα′〉 = δ(α− α′)
La relacio´n de cierre puede expresarse de este modo:
|ψ〉 =
∑
i
ci |ui〉 y |ψ〉 =
∫
dα c(α) |wα〉
con componentes 〈ui|ψ〉 = ci y 〈wα|ψ〉 = c(α). O de este otro:
P{ui} =
∑
i
|ui〉 〈ui| = 1 y P{wα} =
∫
dα |wα〉 〈wα| = 1
Los vectores bra se representan por
〈ϕ| = 〈ϕ|P{ui} =
∑
i
〈ϕ|ui〉 〈ui| y 〈ϕ| = 〈ϕ|P{wα} =
∫
dα 〈ϕ|wα〉 〈wα|
cuyas componentes son, en ambos casos, los conjugados complejos de las componentes
del ket |ϕ〉 asociado a ese bra.
Adema´s, la relacio´n de cierre nos permite simplificar la expresio´n del producto escalar
de dos kets en te´rminos de sus componentes:
〈ϕ|ψ〉 =
∑
i
b∗i ci y 〈ϕ|ψ〉 =
∫
dα b∗(α)c(α)
Y en una representacio´n dada, las matrices que representan un ket |ψ〉 y el bra asociado
〈ψ| son conjugadas hermı´ticas una de la otra (en el sentido matricial).
Por otro lado, un operador lineal A viene definido respectivamente por
Aij = 〈ui|A |uj〉 y A(α, α′) = 〈wα|A |wα′〉
Y la matriz del producto de operadores es el producto de las matrices de e´stos
〈ui|AB |uj〉 =
∑
k
〈ui|A |uk〉 〈uk|B |uj〉
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Las representacio´n matricial de las coordenadas del ket |ψ′〉 = A |ψ〉 viene dada por
c′i = 〈ui|ψ′〉 = 〈ui|A |ψ〉 =
∑
j
Aijcj y c
′(α) = 〈wα|ψ′〉 =
∫
dα′ A(α, α′)c(α′)
El nu´mero 〈ϕ|A |ψ〉 se expresa
〈ϕ|A |ψ〉 =
∑
i,j
b∗iAijcj y 〈ϕ|A |ψ〉 =
∫∫
dα dα′ b∗(α)A(α, α′)c(α′)
Y el adjunto At de A se representa matricialmente por
(At)ij = 〈ui|At |uj〉 = 〈uj|A |ui〉∗ = A∗ji
y At(α, α′) = 〈wα|At |wα′〉 = 〈wα′|A |wα〉∗ = A∗(α′, α)
2.4. Observables
Antes de definir el concepto de observable, recordaremos una serie de conceptos ma-
tema´ticos necesarios para su comprensio´n, como son los conceptos de autovalor y autovector
de un operador; tambie´n estudiaremos las caracter´ısticas concretas que se dan cuando el
operador en cuestio´n es hermı´tico.
Cuando el espacio de estados E es de dimensio´n finita, siempre es posible formar una
base con los autovectores de un operador hermı´tico, pero si la dimensio´n es no finita, no
necesariamente se extiende el caso. He aqu´ı la utilidad de definir el concepto de observable,
como ya veremos ma´s adelante.
2.4.1. Autovalores y autovectores de un operador
Definiciones
Los conceptos que vamos a tratar aqu´ı se definen en torno a la siguiente ecuacio´n:
A |ψ〉 = λ |ψ〉
Llamamos autovalores del operador lineal A a los λ que son solucio´n de e´sta, y autovec-
tores a los |ψ〉 asociados a e´stos, es decir, a los |ψ〉 que son solucio´n de la ecuacio´n, cada uno
de los cuales ira´ asociado a un autovalor λ. Llamamos espectro de A al conjunto de todos
los autovalores de A.
Debe tenerse en cuenta que si |ψ〉 es un autovector de A asociado al autovalor λ, α |ψ〉
sera´ tambie´n un autovector de A asociado al mismo autovalor, ∀α ∈ C:
A(α |ψ〉) = αA |ψ〉 = αλ |ψ〉 = λ(α |ψ〉)
Con objeto de evitar esta ambigu¨edad, supondremos los autovectores normalizados, dado
que el u´nico caso en que las normas coinciden es el de eiθ |ψ〉 y |ψ〉. Caso que, en meca´ni-
ca cua´ntica, no modifica las predicciones obtenidas. Esto se vera´ posteriormente como una
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consecuencia del cuarto postulado.
Por otro lado, un autovalor puede ser degenerado o no degenerado, en funcio´n de si sus
autovectores asociados son o no linealmente independientes.
As´ı, decimos que el autovalor λ es no degenerado (o simple) si el autovector correspon-
diente al mismo es u´nico salvo producto por escalar. Y decimos que λ es degenerado, con
grado (u orden) de degeneracio´n g (que puede ser finito o infinito), si a dicho autovalor le
corresponden g autovectores linealmente independientes, es decir, |ψi〉 (i = 1, 2, ...g) tales
que:
A
∣∣ψi〉 = λ ∣∣ψi〉
(Decir que λ es no degenerado es equivalente a decir que su (grado de) degeneracio´n es g = 1.)
En (A.3.1), se prueba que el conjunto de autovectores de A asociados a λ constituye un
espacio vectorial g-dimensional, al que llamamos subespacio asociado al autovalor λ.
Tambie´n en (A.3.1) puede verse que los autovalores de un operador son las ra´ıces de su
ecuacio´n caracter´ıstica
Det [A − λI] = 0
donde A es la matriz N ×N de elementos Aij e I es la matriz unidad, y que dicha ecuacio´n
no depende de la representacio´n elegida.
Autovalores y autovectores de un operador hermı´tico
A partir de ahora trabajaremos con operadores hermı´ticos (A tal que A = At). Es por
esto que cabe sen˜alar dos caracter´ısticas de los operadores de este tipo que sera´n sumamente
u´tiles a la hora de formar una base con los autovectores de A.
1. Los autovalores y autovectores de un operador hermı´tico son reales.
2. Dos autovectores, asociados a dos autovalores distintos de un operador hermı´tico, son
ortogonales.
La prueba de ambas puede verse en (A.3.1).
2.4.2. Observables
Vamos a considerar un operador hermı´tico A cuyo espectro supondremos discreto por
simplicidad, {an;n = 1, 2, ...} (ma´s adelante veremos las modificaciones que deben hacerse
cuando el espectro, o parte de e´l, es continuo). El grado de degeneracio´n del autovalor an se
denotara´ por gn, siendo an no degenerado si gn = 1. Denotaremos por |ψin〉 (i = 1, 2, ..., gn)
a los gn vectores linealmente independientes y pertenecientes al subespacio En asociado al
autovalor an:
A
∣∣ψin〉 = an ∣∣ψin〉 ; i = 1, 2, ..., gn
Como vimos en el apartado anterior, por ser A hermı´tico, dos autovectores asociados a dos
autovalores diferentes, sera´n ortogonales entre s´ı, por tanto, tenemos ahora que todo vector
perteneciente al subespacio En asociado a an, es ortogonal a cualquier vector de cualquiera
otro subespacio En′ asociado a an′ 6= an; por tanto:〈
ψin|ψjn′
〉
= 0 para n 6= n′, i, j arbitrarios
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Por otro lado, podemos tomar los autovectores ortonormales dentro de cada subespacio
En, de modo que: 〈
ψin|ψjn
〉
= δij
Por tanto, podemos tomar los autovectores |ψin〉 de modo que satisfagan la siguiente
relacio´n: 〈
ψin|ψi
′
n′
〉
= δnn′δii′
es decir, de modo que formen un sistema ortonormal de autovectores de A.
Por definicio´n, el operador hermı´tico A es un observable si este sistema de vectores
ortonormales forma una base del espacio de estados. Esto puede expresarse por la relacio´n
de cierre: ∞∑
n=1
gn∑
i=1
∣∣ψin〉 〈ψin∣∣ = 1
Ahora bien, esto puede generalizarse al caso en que sea continuo o tenga una parte
continua. De este modo, si el espectro del operador hermı´tico con el que estemos trabajando,
tiene una parte discreta {an} (con grado de degeneracio´n gn), y una parte continua a(ν)
(que suponemos no degenerada), se tiene:
A |ψin〉 = an |ψin〉 ; n = 1, 2, ...
i = 1, 2, ..., gn
A |ψν〉 = a(ν) |ψν〉 ; ν1 < ν < ν2
Incluyendo tambie´n el concepto de ortonormalidad que ya introdujimos para bases continuas,
podemos tomar los autovectores de modo que formen una base ortonormal〈
ψin|ψi
′
n′
〉
= δnn′δii′
〈ψν |ψν′〉 = δ(ν − ν ′)〈
ψin|ψν
〉
= 0
Definicio´n 2.4.1 Observable
Bajo estas condiciones, A se dira´ observable si este sistema forma una base, es decir, si
∑
n
gn∑
i=1
∣∣ψin〉 〈ψin∣∣+ ∫ ν2
ν1
dν |ψν〉 〈ψν | = 1
Un ejemplo de observable es el proyector Pψ, como se muestra (A.3.2).
2.4.3. Conjuntos de observables que conmutan
Empezaremos enunciado algunos teoremas que se dan para operadores que conmutan,
cuyas pruebas aparecen en el ape´ndice (A.3.3).
Teorema 2.1 Si dos operadores A y B conmutan, y si |ψ〉 es un autovector de A, B |ψ〉 es
tambie´n un autovector de A, asociado al mismo autovalor
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Adema´s, si el autovalor es no degenerado, B |ψ〉 y B sera´n proporcionales (linealmente
dependientes), dado que, por ser ambos autovectores de un mismo autovalor no degenerado,
han de ser el mismo salvo por un factor de fase global. Y por tanto, |ψ〉 sera´ tambie´n un
autovector de B.
Sin embargo, si el autovalor s´ı es degenerado (llame´moslo a), so´lo podemos asegurar la
pertenencia del autovector asociado a e´l, B |ψ〉, al subespacio de A asociado al mismo, Ea.
Decimos que un subespacio de estados Ea es globalmente invariante bajo la accio´n de un
operador B, si ∀ |ψ〉 ∈ Ea se tiene B |ψ〉 ∈ Ea.
As´ı que podemos reenunciar el teorema (2.1) como sigue:
Teorema′ 2.1 Si dos operadores A y B conmutan, todo subespacio de A asociado a un
autovalor es globalmente invariante bajo la accio´n de B
Teorema 2.2 Si dos observables A y B conmutan, y si |ψ1〉 y |ψ2〉 son dos autovectores de
A asociados a autovalores diferentes, el elemento matriz 〈ψ1|B |ψ2〉 es cero.
Teorema 2.3 Si dos observables A y B conmutan, se puede construir una base ortonormal
del espacio de estados que esta´ asociado simulta´neamente a A y B.
De ahora en adelante, denotaremos por
∣∣uin,p〉 a los autovectores comunes de A y B:
A
∣∣uin,p〉 = an ∣∣uin,p〉 ; B ∣∣uin,p〉 = bp ∣∣uin,p〉 ;
Se cumple tambie´n el rec´ıproco del teorema (2.2), es decir: si existe una base de autovec-
tores comunes a A y B, los dos observables conmutan.
Esto se prueba en (A.3.3).
Conjuntos Completos de Observables que Conmutan (C.C.O.C.)
Los conjuntos completos4 de observables que conmutan nos permiten determinar un au-
tovector concreto a partir de un autovalor de cada uno de los observables. Es por esto que
no so´lo vamos a dar una definicio´n de ellos, sino que explicaremos tambie´n co´mo pueden
construirse.
Sea A un observable, y sean |uin〉 autovectores de A que forman una base de E .
Si ninguno de los autovalores de A es degenerado, todos los subespacios asociados En
son unidimensionales y quedan determinados de modo un´ıvoco al especificar el autovalor.
Por tanto, existe so´lo una base de E formada por los autovectores de A (salvo producto por
escalar).
En este caso, A constituye, por s´ı mismo, un C.C.O.C.
4Este uso de la palabra “completo” es espec´ıfico de la meca´nica cua´ntica y no debe confundirse con otros conceptos
que se denominan del mismo modo.
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En cambio, si alguno de los autovalores de A s´ı es degenerado, la especificacio´n de un
autovalor puede no ser suficiente para determinar un vector de la base, dado que puede
tener asociados varios autovectores. Puede elegirse una base para cada subespacio En no
unidimensional, y la base del observable A no es u´nica.
Para lograr esta unicidad, podemos introducir otro observable B que conmute con A, y
construir una base ortonormal de autovectores comunes a A y B. Si conseguimos una base
comu´n u´nica (salvo producto por escalar), es decir, una base comu´n en la que la especifica-
cio´n de un par de autovalores {an, bp} determine de modo un´ıvoco un atovector de ambos
observables, entonces diremos que A y B forman un C.C.O.C.
No´tese que para que A y B constituyan un C.C.O.C. no es necesario que todos los auto-
valores de B sean no degenerados (es decir, no es necesario que B constituya un C.C.O.C.
por s´ı mismo), sino que basta con que, en cada En (subespacio asociado a cada autovalor
ande A), los gn autovalores de B sean distintos.
Del mismo modo que antes, si alguno de los posibles pares de autovalores {an, bp} comu-
nes a A y B lleva asociado ma´s de un autovector, A y B no forman un conjunto completo.
Podemos entonces an˜adir un tercer observable C, que conmute tanto con A como con B, y en
cada subespacio En,p comu´n a A y B elegir una base formada por vectores que son tambie´n
autovectores de C (en los En,p que sean unidimensionales, necesariamente el autovector que
lo compone sera´ un autovector de C). As´ı, como en el caso de dos operadores, si consegui-
mos una base comu´n u´nica (salvo producto por escalar), es decir, una base comu´n en la
que la especificacio´n de una terna de autovalores {an, bp, cr} determine de modo un´ıvoco un
autovector comu´n a los tres observables, entonces diremos que A, B, y C forman un C.C.O.C.
Si aun con esto no hubie´semos logrado tener un conjunto completo, podr´ıamos an˜adir
otro observable D mediante un procedimiento ana´logo, y as´ı sucesivamente hasta llegar a
obtener una base u´nica y comu´n a todos ellos, es decir, hasta que los observables formasen
un C.C.O.C.
Por tanto, basa´ndonos en todo este procedimiento, podemos concluir la siguiente defini-
cio´n:
Definicio´n 2.4.2 Conjunto Completo de Observable que Conmutan (C.C.O.C.)
Un conjunto de observables A, B, C, ... es un conjunto completo de observables que
conmutan (C.C.O.C.) si existe una u´nica base ortonormal de autovectores comunes (salvo
producto por escalar).
Es decir, todos los observables conmutan dos a dos, y la especificacio´n de autovalores
(uno de cada observable) determina de modo un´ıvoco el autovector comu´n asociado a ellos.
2.5. Dos ejemplos importantes de representaciones y observables
Recordemos que hab´ıamos definido el espacio de estados Er de una part´ıcula (sin esp´ın)
de modo que cada funcio´n de onda ψ(r) ∈ F se corresponde linealmente con una funcio´n de
estado (un ket) |ψ〉 ∈ Er, y el producto de dos kets se corresponde con el producto escalar
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de las dos funciones asociadas con e´stos:
〈ϕ|ψ〉 =
∫
dr ϕ∗(r)ψ(r)
Definiremos en esta seccio´n dos representaciones y dos operadores concretos que tienen
particular importancia.
2.5.1. Las representaciones {|r〉} y {|p〉}
Definicio´n
Ya comentamos dos representaciones cuyos elementos, aun no perteneciendo al espacio
de funciones de onda F , forman una base de e´l. E´stas son {ξr0(r)} y
{
υp0(r)
}
. Definidas
respectivamente como:
ξr0(r) = δ(r− r0) y υp0(r) = (2pi~)−3/2e
1
~p0r
Ahora nos interesan representaciones del espacio de estados E , por tanto no vendra´n
dadas por las funciones de onda, sino por los kets asociados a e´stas, que denotaremos |r0〉 y
|p0〉 (respectivamente asociados a ξr0(r) y υp0(r)).
Hemos definido por tanto, basa´ndonos en las dos representaciones de F , {ξr0(r)} y{
υp0(r)
}
, dos representaciones de E , {|r0〉} y {|p0〉}. Las vamos a estudiar simulta´neamente.
Relaciones de ortonormalizacio´n y cierre
Mediante la definicio´n que hemos dado del producto escalar en Er, y la relacio´n de orto-
normalizacio´n para las funciones de onda, se llega a
〈r0|r′0〉 =
∫
dr ξ∗r0(r)ξr′0(r) = δ(r0− r′0) y 〈p0|p′0〉 =
∫
dr υ∗p0(r)υp0(r) = δ(p0− p′0)
Las bases que hemos dado son por tanto ortonormales. Y el hecho de que sean bases se
garantiza mediante las relaciones de cierre:∫
dr0 |r0〉 〈r0| = 1 y
∫
dp0 |p0〉 〈p0| = 1
Componentes de un ket
Sea |ψ〉 un ket arbitrario. Teniendo en cuenta las relaciones de cierre podemos escribir:
|ψ〉 =
∫
dr0 |r0〉 〈r0|ψ〉 y |ψ〉 =
∫
dp0 |p0〉 〈p0|ψ〉
Los coeficientes 〈r0|ψ〉 y 〈p0|ψ〉 vienen dados por:
〈r0|ψ〉 =
∫
dr ξ∗r0(r)ψ(r) = ψ(r0) y 〈p0|ψ〉 =
∫
dr υ∗p0(r)ψ(r) = ψ¯(p0)
donde ψ(r) es la funcio´n de onda que se corresponde con el ket |ψ〉, y ψ¯(p) es su transfor-
mada de Fourier.
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A partir de este momento, denotaremos por |r〉 y |p〉 a los vectores ba´sicos de las dos
representaciones con las que estamos trabajando (en vez de |r0〉 y |p0〉), y tendremos por
tanto que las componentes de un ket arbitrario |ψ〉 en las representaciones {|r〉} y {|p〉}, son
respectivamente:
〈r|ψ〉 = ψ(r) y 〈p|ψ〉 = ψ¯(p)
Las relaciones de ortonormalizacio´n vienen representadas, respectivamente, por:
〈r|r′〉 = δ(r− r′) y 〈p|p′〉 = δ(p− p′)
Y las de cierre por: ∫
dr |r〉 〈r| = 1 y
∫
dp |p〉 〈p| = 1
El producto escalar de dos vectores
Bajo la notacio´n que hemos establecido, y teniendo en cuenta las igualdades y relaciones
que acabamos de ver, podemos reescribir el producto escalar entre |ψ〉 y |ϕ〉 del siguiente
modo:
〈ϕ|ψ〉 =
∫
dr ϕ∗(r)ψ(r) =
∫
dr 〈ϕ|r〉 〈r|ψ〉
que coincide con lo obtenido si introducimos la relacio´n de cierre entre 〈ϕ| y |ψ〉.
Paso de la representacio´n {|r〉} a la representacio´n {|p〉}
Es interesante comentar el cambio de representacio´n entre estas dos bases continuas por
su relacio´n con las transformadas de Fourier de las funciones de onda.
Si consideramos un ket |ψ〉, la representacio´n del mismo en {|r〉} es 〈r|ψ〉, y en {|p〉} es
〈p|ψ〉. Y los elementos de paso son los siguientes:
〈r|p〉 = (2pi~)−3/2e i~p·r = 〈p|r〉∗
As´ı, podemos expresar el cambio de representacio´n del siguiente modo
〈r|ψ〉 =
∫
dp 〈r|p〉 〈p|ψ〉 y 〈p|ψ〉 =
∫
dr 〈p|r〉 〈r|ψ〉
respectivamente.
Que expresado en te´rminos de la funcio´n de onda ψ(r) y de su transformada de Fourier
ψ¯(p), quedar´ıa:
ψ(r) = (2pi~)−3/2
∫
dp eip·r/~ψ¯(p) y ψ¯(p) = (2pi~)−3/2
∫
dr e−ip·r/~ψ¯(r)
Por u´ltimo, podemos pasar de los elementos matriz 〈r′|A |r〉 = A(r′, r) de un operador A
en la representacio´n {|r〉} a los elementos matriz 〈p′|A |p〉 = A(p′,p) del mismo operador
en la representacio´n {|p〉}, teniendo:
A(p′,p) = (2pi~)−3
∫
dr
∫
dr ei(p·r−p
′·r′)/~A(r′, r)
y una forma ana´loga para el ca´lculo de A(r′, r) a partir de A(p′,p).
El procedimiento general que se sigue para un cambio de representacio´n, as´ı como sus
justificaciones, aparecen en (A.2.4).
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2.5.2. Los operadores R y P
Definicio´n
El operador vectorial R se compone de los tres operadores X, Y , y Z (as´ı como r repre-
senta la terna (x, y, z)), y e´stos actu´an del siguiente modo:
Siendo |ψ〉 un ket arbitrario de Er, y 〈r|ψ〉 = ψ(r) ≡ ψ(x, y, z) su correspondiente funcio´n
de onda, el ket resultante de la accio´n de X sobre |ψ〉, |ψ′〉 = X |ψ〉, viene representado en
la base {|r〉}, por la funcio´n 〈r|ψ′〉 = ψ′(r) ≡ ψ′(x, y, z) = x ψ(x, y, z).
Aunque el operador X viene caracterizado por el modo en que transforma la funcio´n de
onda, es un operador que actu´a en el espacio de estados Er.
Podemos as´ı definir las componentes de R, X, Y , y Z, como sigue:
〈r|X |ψ〉 = x 〈r|ψ〉 ; 〈r|Y |ψ〉 = y 〈r|ψ〉 ; 〈r|Z |ψ〉 = z 〈r|ψ〉 ;
La definicio´n de este operador nos aporta una nueva expresio´n para los elementos matriz:
〈ϕ|X |ψ〉 =
∫
dr 〈ϕ|r〉 〈r|X |ψ〉 =
∫
dr 〈ϕ|r〉x 〈r|ψ〉 =
∫
dr ϕ∗(r) x ψ(r)
De un modo similar, definimos el operador vectorial P por sus componentes Px, Py, y Pz,
cuya accio´n, en la representacio´n {|p〉}, viene dada por:
〈p|Px |ψ〉 = px 〈p|ψ〉 ; 〈p|Py |ψ〉 = py 〈p|ψ〉 ; 〈p|Pz |ψ〉 = pz 〈p|ψ〉 ;
donde px, py, y pz son los tres sub´ındices del ket |p〉.
Veamos ahora co´mo actu´a el operador P en la representacio´n {|r〉}.
Por la relacio´n de cierre, y el hecho de que 〈r|p〉 = 〈p|r〉∗, podemos escribir
〈r|Px |ψ〉 =
∫
dp 〈r|p〉 〈p|Px |ψ〉
donde aparece la transformada de Fourier 〈p|Px |ψ〉 = px 〈p|ψ〉 = pxψ¯(p), dando lugar a
〈r|Px |ψ〉 = ~
i
∂
∂x
ψ(r)
y por tanto:
〈r|P |ψ〉 = ~
i
∆ 〈r|ψ〉
As´ı que en la representacio´n {|r〉}, el operador P y el operador diferencial ~
i
∆ aplicado a las
funciones de onda coinciden.
Podemos entonces representar el elemento matriz 〈ϕ|Px |ψ〉 como sigue:
〈ϕ|Px |ψ〉 =
∫
dr ϕ∗(r) x ψ(r) =
[∫
dr ψ∗(r) x ϕ(r)
]∗
= 〈ψ|X |ϕ〉∗
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Veamos ahora co´mo son los conmutadores entre los operadores en la representacio´n
{|r〉}.
Por lo anterior tenemos, que para todo |r〉 y para todo |ψ〉 se cumple que
〈r| [X,Px] |ψ〉 = 〈r| (XPx − PxX) |ψ〉 = x 〈r|Px |ψ〉 − ~
i
∂
∂x
〈r|X |ψ〉 =
=
~
i
x
∂
∂x
〈r|ψ〉 − ~
i
∂
∂x
x 〈r|ψ〉 = i~ 〈r|ψ〉
Y por tanto puede deducirse que el conmutador [X,Px] es igual a i~.
Ana´logamente se llega a la misma conclusio´n para el resto de operadores. As´ı, para
i, j = 1, 2, 3, y denotando X, Y , Z, como R1, R2, R3 respectivamente, tenemos las siguientes
relaciones de conmutacio´n cano´nica
[Ri, Rj] = 0 ; [Pi, Pj] = 0 ; [Ri, Pj] = i~δij ;
R y P son hermı´ticos
R y P sera´n hermı´ticos si lo son cada uno de los operadores que constituyen sus compo-
nentes.
Veamos entonces, por ejemplo, que X es hermı´tico, es decir, que 〈ϕ|X |ψ〉 = 〈ψ|X |ϕ〉∗:
〈ϕ|X |ψ〉 =
∫
dr ϕ∗(r) x ψ(r) =
[∫
dr ψ∗(r) x ϕ(r)
]∗
= 〈ψ|X |ϕ〉∗
En efecto, X es un operador hermı´tico, y de modo ana´logo se ve que Y , Z, Px, Py, y Pz son
hermı´ticos. Por tanto, lo son R y P.
Autovectores de R y P
La accio´n del operador X sobre el ket |r0〉 viene dada por:
〈r|X |r0〉 = x 〈r|r0〉 = x δ(r− r0) = x0 δ(r− r0) = x0 〈r|r0〉
Y por ende las componentes del ket X |r0〉 en la representacio´n {|r〉} son las coordenadas
del ket |r0〉 multiplicadas por x0:
X |r0〉 = x0 |r0〉
Es decir, que los kets |r0〉 son autovalores de X, Y , y Z. Por tanto los kets |r〉 son los
autovalores comunes a X, Y , y Z; y podemos reescribir esto en general, sin necesidad de que
aparezca sub´ındice alguno
X |r〉 = x |r〉 ; Y |r〉 = y |r〉 ; Z |r〉 = z |r〉 ;
De un modo ana´logo, los kets |p〉 son los autovalores comunes a Px, Py, y Pz, en la
representacio´n {|p〉}, y sus componentes se escriben
Px |p〉 = px |p〉 ; Py |p〉 = py |p〉 ; Pz |p〉 = pz |p〉 ;
R y P son observables
Podemos asegurar que los vectores {|r〉} y {|p〉} constituyen bases en Er, porque ya vimos
que cumplen las relaciones de cierre. Por tanto, R y P son observables.
Cap´ıtulo 3
Postulados de la meca´nica cua´ntica
3.1. Descripcio´n de los postulados
Estado del sistema, cantidad f´ısica, y medida de e´sta
Hemos visto el concepto de estado cua´ntico de una part´ıcula en un tiempo dado, y tam-
bie´n que cada funcio´n de onda ψ(r) = 〈r|ψ〉 ∈ F se corresponde con un ket |ψ〉 ∈ Er que
caracteriza dicho estado cua´ntico de la part´ıcula en ese tiempo dado.
Este concepto de estado cua´ntico puede ser generalizado para cualquier sistema f´ısico. El
primer postulado trata la definicio´n de dicho estado.
Primer postulado:
En un tiempo dado t0, se define el estado de un sistema f´ısico especificando un ket
|ψ(t0)〉 perteneciente al espacio de estados E .
Adema´s, toda combinacio´n lineal de vectores de estado sera´ un vector de estado, por ser
E un espacio vectorial.
El segundo postulado trata la descripcio´n de cantidades f´ısicas.
Segundo postulado:
Toda cantidad f´ısica medible A se describe por un operador A actuando en E ; este
operador es un observable.
Y el tercer postulado localiza los posibles resultados de la medida de esas cantidades
f´ısicas.
23
24 CAPI´TULO 3. POSTULADOS DE LA MECA´NICA CUA´NTICA
Tercer postulado:
El u´nico resultado posible de la medida de una cantidad f´ısica A es uno de los
autovalores del observable correspondiente A.
Principio de la descomposicio´n espectral
El cuarto postulado se encarga de la prediccio´n probabil´ıstica del resultado de una medida.
Supongamos un sistema cuyo estado, en un tiempo dado, se caracteriza por un ket nor-
malizado |ψ〉; la prediccio´n de la medida de una cantidad f´ısica A asociada al observable A,
en ese instante, se llevara´ a cabo de una forma u otra dependiendo de si el espectro es o no
discreto, y en caso de serlo, de si es o no degenerado.
Por este motivo, la aclaracio´n de por que´ el cuarto postulado se formula como sigue,
puede leerse en el ape´ndice (B.1.1).
Cuarto postulado: Caso general de un espectro discreto:
Cuando medimos la cantidad f´ısica A en un sistema en el estado normalizado |ψ〉, la
probabilidad P(an) de obtener el autovalor an del observable correspondiente A es:
P(an) =
gn∑
i=1
∣∣〈uin|ψ〉∣∣2
donde gn es el grado de degeneracio´n de an y {|uin〉} (i = 1, 2, ..., gn) es un conjunto
ortonormal de vectores que forman una base en el subespacio En asociado al autovalor
an de A.
La probabilidad P(an) es independiente de la base {|uin〉} del subespacio de estados En
que se elija, como se ve en (B.1.1).
Cuarto postulado: Caso de un espectro continuo:
Cuando medimos la cantidad f´ısica A en un sistema en el estado normalizado |ψ〉, la
probabilidad dP(an) de obtener un valor que se encuentre entre α y α + dα es igual
a:
dP(α) = |〈υα|ψ〉|2 dα
donde |υα〉 es el autovector correspondiente al autovalor α del observable A asociado
a A .
El cuarto postulado trae como consecuencia el siguiente hecho:
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Un factor de fase global no afecta a las predicciones f´ısicas, es decir: para los kets
|ψ′〉 = eiθ |ψ〉, o |ψ′′〉 = αeiθ |ψ〉, las predicciones sera´n exactamente las mismas que para
el ket |ψ〉, ∀θ ∈ R, α ∈ C. Pero las fases relativas a los coeficientes de una combinacio´n
lineal s´ı pueden afectar, esto es: en general, el ket |ψ′〉 = λ1eiθ1 |ψ1〉+ λ2eiθ2 |ψ2〉 no describe
el mismo estado f´ısico que el ket |ψ〉 = λ1 |ψ1〉+ λ2 |ψ2〉, con θ1, θ2 ∈ R, y λ1, λ2 ∈ C.
La justificacio´n de este hecho aparece en el ape´ndice (B.1.1).
Reduccio´n del paquete de ondas
El quinto postulado describe el estado del sistema justo despue´s de haber realizado una
medida. Igual que en el caso anterior, una aclaracio´n del postulado se encuentra en el ape´ndi-
ce, en (B.1.2).
Quinto postulado:
Si la medida de una cantidad f´ısica A en el sistema en el estado |ψ〉 da como re-
sultado an, el estado del sistema inmediatamente despue´s de medir es la proyeccio´n
normalizada, Pn |ψ〉, de |ψ〉 sobre el subespacio asociado al autovalor an, En:
|ψ′〉 = Pn |ψ〉√〈ψ|Pn |ψ〉
Evolucio´n temporal de los sistemas
El sexto postulado trata la evolucio´n temporal del sistema, aportando una generalizacio´n
para la ecuacio´n de Schro¨dinger:
Sexto postulado:
La evolucio´n temporal del vector de estado |ψ(t)〉 se rige por la ecuacio´n de Schro¨dinger:
i~
d
dt
|ψ(t)〉 = H(t) |ψ(t)〉
donde H(t) es el observable asociado a la energ´ıa total del sistema.
El operador H que interviene se obtiene del cla´sico Hamiltoniano, y de ah´ı toma su
nombre.
3.1.1. Cuantizacio´n
Ahora estudiaremos co´mo construir el operador A que describe en meca´nica cua´ntica una
cantidad f´ısica A ya definida en meca´nica cla´sica.
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Idea principal
Si consideramos un sistema f´ısico compuesto por una part´ıcula (sin esp´ın) sujeta a un
potencial escalar, podemos asociar los observables R y P con la posicio´n r(x, y, z) y el
momento p(px, py, pz) de la part´ıcula, respectivamente.
Cualquier cantidad f´ısica A relativa a esta part´ıcula se expresa en te´rminos de las varia-
bles dina´micas fundamentales r y p: A (r,p, t). Y para obtener el observable correspondiente
A podr´ıamos en principio simplemente reemplazar estas variables fundamentales por sus ope-
radores asociados, de modo que A(t) = A (R,P, t).
El problema que nos encontramos en este modo de proceder es que, si bien el producto
escalar de las variables en meca´nica cla´sica es conmutativo, el de los operadores, en cua´ntica,
no lo es generalmente, como muestra el conmutador [Ri, Pj] = i~δij1. Por tanto, no podemos
reemplazar directamente r · p por R ·P. Adema´s, ni R ·P ni P ·R son hermı´ticos
(R ·P)t = (XPx + Y Py + ZPz)t = P ·R
En pos de evadir este problema, para aquellas variables cla´sicas cuyos observables aso-
ciados no se comporten del mismo modo que dichas variables, an˜adiremos reglas de simetri-
zacio´n que nos permitan asociar con e´stas un observable que sea ciertamente hermı´tico. Por
ejemplo, para el producto escalar r · p, definiremos el observable hermı´tico:
1
2
(R ·P + P ·R)
1. El hamiltoniano de una part´ıcula en un potencial escalar
Sea U(r) un potencial escalar, y consideremos una part´ıcula (sin esp´ın) de carga q y
masa m, situada en el campo ele´ctrico derivado de dicho potencial. La energ´ıa potencial
de la part´ıcula es por ende V (r) = qU(r). La cantidad f´ısica H
H (r,p) =
p2
2m
+ V (r)
es el correspondiente hamiltoniano cla´sico, donde p denota el momento de la part´ıcula,
y viene dado por
p = mv = m
dr
dt
Como no intervienen productos de operadores no conmutativos, no nos encontramos
problema alguno al reemplazar, as´ı que podemos prescindir de reglas de simetrizacio´n.
As´ı es que, describimos el operador cua´ntico H asociado a la cantidad f´ısica H como:
H =
P2
2m
+ V (R)
Consecuentemente, la ecuacio´n de Schro¨dinger dada en el sexto postulado, queda ahora
expresada por
i~
d
dt
|ψ(t)〉 =
[
P2
2m
+ V (R)
]
|ψ(t)〉
1Recordemos que para que dos operadores sean conmutativos, su conmutador ha de ser nulo.
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2. El hamiltoniano de una part´ıcula en un potencial vectorial
Consideremos un campo electromagne´tico descrito por los vectores escalar y potencial
U(r, t) y A(r, t), y una part´ıcula (sin esp´ın) con carga q y masa m situada en dicho
campo. La cantidad f´ısica H
H (r,p) =
1
2m
[p− qA(r, t)]2 + qU(r, t)
es el correspondiente hamiltoniano cla´sico, donde p denota el momento de la part´ıcula,
y viene dado por
p = m
dr
dt
+ qA(r, t) = mv + qA(r, t)
Igual que en caso previo, los operadores asociados al reemplazar directamente, no pre-
sentan problema alguno. Por tanto, el operador cua´ntico H asociado a la cantidad f´ısica
H queda ahora descrito como:
H(t) =
1
2m
[P− qA(R, t)]2 + V (R, t)
donde V (R, t) = qU(R, t).
Consecuentemente, la ecuacio´n de Schro¨dinger dada en el sexto postulado, queda ahora
expresada por
i~
d
dt
|ψ(t)〉 =
(
1
2m
[P− qA(R, t)]2 + V (R, t)
)
|ψ(t)〉
3.2. Medida de los observables
A la hora de aplicar los postulados a un proceso de medida real, nos encontramos con
el problema de que hemos considerado el sistema f´ısico independientemente del aparato de
medida que se emplee. De ahora en adelante consideraremos so´lo medidas ideales.
Debe tenerse tambie´n en cuenta que la existencia de observables cuyo espectro es conti-
nuo puede dificultar las predicciones f´ısicas basadas en el tercer postulado.
Veamos entonces cua´l es el valor esperado para un observable en un estado dado, y cua´n
dispersos se espera que este´n los valores.
3.2.1. Valores medios y desviacio´n cuadra´tica media
Las predicciones deducidas del cuarto postulado se expresan en te´rminos de probabilida-
des. Es por esto, que para obtener una prueba emp´ırica de los resultados teo´ricos, habr´ıamos
de repetir el proceso de medicio´n de una cantidad f´ısica, en infinitos sistemas que se encuen-
tren todos en el mismo estado cua´ntico. Obviamente, en la pra´ctica so´lo podemos medir una
cantidad finita de veces, y es por esto que se precisa de me´todos estad´ısticos para interpretar
los resultados de esas medidas.
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Vamos a definir el valor medio de un observable2, que tiende a la probabilidad P cuando
el nu´mero de medidas realizadas N tiende al infinito.
El valor medio del observable A en el estado |ψ〉, que denotaremos por 〈A〉ψ, o simple-
mente 〈A〉, se define como la media de los resultados obtenidos al realizar un gran nu´mero
de medidas N en sistemas que se encuentran todos en el mismo estado |ψ〉. Cuando fijamos
|ψ〉, las probabilidades de encontrar todos los posibles resultados son conocidas, y por tanto
el valor medio 〈A〉ψ puede predecirse. De hecho, si |ψ〉 esta´ normalizado, 〈A〉ψ viene dado
por la fo´rmula:
〈A〉ψ = 〈ψ|A |ψ〉
cuya prueba se encuentra en el ape´ndice (B.2.1)
El valor medio 〈A〉ψ nos aporta informacio´n acerca de los valores obtenidos mayoritaria-
mente al medir A, cuando el sistema se encuentra en el estado |ψ〉, pero no nos indica nada
acerca de cua´nto distan unos resultados de otros. Para un sistema que se encuentra en el
estado |ψ〉, casi todos los valores que podemos obtener cuando medimos A se encuentran
en un intervalo, que obviamente contiene a 〈A〉, y que, cuanto menor es, ma´s garantiza la
proximidad al valor medio de la mayor parte de los valores obtenidos.
Para caracterizar esta dispersio´n, primero positivizamos todas estas desviaciones para
que no se cancelen cuando sean sime´tricas, elevando al cuadrado las diferencias entre cada
valor obtenido y 〈A〉, y calculamos el promedio de estos cuadrados, (∆A)2 = 〈(A− 〈A〉)2〉.
Entonces definimos la desviacio´n cuadra´tico media como:
∆A =
√
〈(A− 〈A〉)2〉 =
√
〈A2〉 − 〈A〉2
A partir de la definicio´n de la desviacio´n cuadra´tica media puede deducirse el principio
de incertidumbre de Heisenberg para los operadores R y P, dado que tras un procedimiento
que aparece detallado en (B.2.2), se concluye que
∆X ·∆Px ≥ ~/2 ; ∆Y ·∆Py ≥ ~/2 ; ∆Z ·∆Pz ≥ ~/2 ;
3.2.2. Compatibilidad de observables
Sean A y B dos observables cuyos espectros supondremos discretos. Ya vimos que si A
y B conmutan, [A,B] = 0, existe una base {|an, bp, i〉} del espacio de estados compuesta
por los autovectores comunes a A y B (de hecho, si fuese u´nica, A y B conformar´ıan un
C.C.O.C.). Es decir, A y B pueden determinarse simulta´neamente.
Definicio´n 3.2.1 Observables compatibles
Dos observables A y B se dicen compatibles si pueden medirse simulta´neamente, es decir,
si conmutan.
En caso de que no conmuten, se dira´n incompatibles.
2Nos referimos con “observable” tanto a la cantidad f´ısica como a su operador asociado
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Si dos observables son compatibles, las predicciones f´ısicas son independientes del orden
en que se realicen las medidas, es decir, la probabilidad de obtener an seguido de bp coincide
con la de obtener bp seguido de an
P(an, bp) =P(bp, an) =
∑
i
|cn,p,i|2 =
∑
i
|〈an, bp, i|ψ〉|2
dando como resultado que el estado del sistema inmediatamente despue´s de las dos medidas
sea: ∣∣ψ′′n,p〉 = ∣∣ϕ′′n,p〉 = 1√∑
i |cn,p,i|2
∑
i
cn,p,i |an, pn, i〉
Como ya dijimos, cualquier otra medida que se realice sin dar tiempo a que el sistema evo-
lucione, aportara´ los mismos resultados.
El hecho de que el orden de medida sea indiferente nos permite concebir la simultaneidad
en las medidas de A y B, pudiendo generalizar los postulados cuarto y quinto para medidas
simulta´neas.
Por otro lado, si dos observables son incompatibles, la segunda medida provoca la pe´rdida
de la primera, en tanto que el autovector asociado a la primera medida, es un autovector de
e´se observable pero no tiene por que´ ser un autovector del observable que medimos en segun-
do lugar. Por tanto dos observables incompatibles no pueden ser medidos simulta´neamente.
Recordemos que si medimos un observabe A (cuyo espectro suponemos discreto) en un
sistema que se encuentre en el estado |ψ〉, para que dicha medida caracterizase el estado
del sistema tras realizarla, era necesario que el autovalor an obtenido en la medida fuese no
degenerado.
Del mismo modo, si medimos simulta´neamente dos observables compatibles A y B, para
que el resultado nos asegure cua´l sera´ el estado del sistema tras la medida, sera´ necesario
que el autovector asociado al autovalor (an, bp) obtenido sea u´nico (que (an, bp) sea no dege-
nerado). Esto ocurre cuando la base ortonormal de autovectores comunes de A y B es u´nica,
es decir, cuando A y B constituyen un C.C.O.C.
Podemos por esto afirmar que, para que el resultado de una medida determine de modo
un´ıvoco el estado en que se encuentra el sistema inmediatamente despue´s de hacerla, es
necesario que los observables que se miden conformen un conjunto completo de observables
que conmutan (C.C.O.C.). Por tanto, la preparacio´n del sistema en un estado bien definido
radica en la construccio´n de un C.C.O.C., que ya vimos co´mo llevar a cabo.
3.3. Aplicaciones f´ısicas de la ecuacio´n de Schro¨dinger
La ecuacio´n de Scho¨dinger juega un papel fundamental en la meca´nica cua´ntica, dado
que, de acuerdo al sexto postulado, es la ecuacio´n que rige la evolucio´n temporal del sistema
f´ısico. En esta seccio´n estudiaremos sus propiedades principales.
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Determinismo en la evolucio´n de sistemas f´ısicos y principio de superposicio´n
De acuerdo con la ecuacio´n de Schro¨dinger
i~
d
dt
|ψ(t)〉 = H(t) |ψ(t)〉
dado el estado inicial |ψ(t0)〉 del sistema, el estado |ψ(t)〉 en un momento posterior t esta´
determinado (por ser dicha ecuacio´n de primer orden en t). La indeterminacio´n aparece
u´nicamente cuando se realiza una medida, puesto que, por el quinto postulado, el vector
de estado entonces se somete a una modificacio´n impredecible. Pero entre dos medidas, el
vector de estado se encuentra en un ambiente perfectamente determin´ıstico.
Adema´s, por ser la ecuacio´n de Schro¨dinger lineal y homoge´nea, sus soluciones estara´n
linealmente superpuestas.
Conservacio´n de la probabilidad
La norma del vector de estado se conserva
El hecho de que el operador de Hamilton H(t) que aparece en la ecuacio´n de Schro¨dinger
sea hermı´tico, implica que el cuadrado de la norma del vector de estado, 〈ψ(t)|ψ(t)〉,
es independiente del tiempo. La prueba aparece en (B.3.1).
Conservacio´n local de la probabilidad
Si consideramos el caso de un sistema f´ısico compuesto por una u´nica part´ıcula (sin
esp´ın), con ψ(r, t) normalizado, ρ(r, t) = |ψ(r, t)|2 es una densidad de probabilidad,
es decir: la probabilidad dP(r, t) de encontrar, en un momento t, la part´ıcula en un
volumen infinitesimal dr localizado en el punto r es igual a dP(r, t) = ρ(r, t)dr.
Aunque ya vimos que la integral de ρ(r, t) sobre todo el espacio se mantiene constante
para todos los valores del tiempo (e igual a 1 si ψ esta´ normalizada), esto no significa
que ρ(r, t) deba ser independiente de t en todo punto r. De hecho, ρ(r, t) depende
generalmente del tiempo, y puede variar dentro del sistema a lo largo de t. So´lo podemos
asegurar la conservacio´n de su suma total (la integral en todo el espacio).
Evolucio´n temporal del valor medio de un observable
Sea A un observable. Si el estado |ψ(t)〉 del sistema esta´ normalizado, el valor medio del
observable A en el instante t es igual a:
〈A〉 (t) = 〈ψ(t)|A |ψ(t)〉
A partir de la ecuacio´n de Schro¨dinger podemos obtener la evolucio´n temporal de 〈A〉 (t),
que vendra´ dada por la ecuacio´n
d
dt
〈A〉 = 1
i~
〈[A,H(t)]〉+
〈
∂A
∂t
〉
cuya deduccio´n se detalla en (B.3.2).
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El segundo sumando sera´ o no nulo dependiendo de si el observable A depende o no
expl´ıcitamente del tiempo.
Cabe comentar que existe un caso l´ımite que concilia la meca´nica cua´ntica con la cla´sica.
E´ste es el caso en que el paquete de ondas esta´ tan localizado que basta con estudiar el
comportamiento de su centro. Entonces, las ecuaciones de la meca´nica cua´ntica pueden
deducirse de la ecuacio´n de Schro¨dinger.
3.3.1. El caso de los sistemas conservativos
Definicio´n 3.3.1 Sistema f´ısico conservativo
Decimos que un sistema f´ısico es conservativo si su hamiltoniano no depende expl´ıcita-
mente del tiempo. En este caso, la energ´ıa es una constantes de movimiento.
Vamos ahora a estudiar cua´les son las propiedades caracter´ısticas de los sistemas conser-
vativos en meca´nica cua´ntica.
Solucio´n de la ecuacio´n de Schro¨dinger
Consideremos un sistema conservativo, y sea H |ϕn,τ 〉 = En |ϕn,τ 〉 la ecuacio´n de autova-
lores de H (cuyo espectro suponemos discreto inicialmente). Por ser el sistema conservativo,
H no depende expl´ıcitamente del tiempo, y por tanto tampoco lo hara´n En ni el autovector
|ϕn,τ 〉.
Ahora, para En y |ϕn,τ 〉 dados, vamos a resolver la ecuacio´n de Schro¨dinger, esto es,
determinar la evolucio´n en el tiempo de cualquier estado.
Por ser H un observable, sabemos que los |ϕn,τ 〉 forman una base, as´ı que es siempre
posible, para todo valor de t, expresar cualquier estado |ψ(t)〉 del sistema en te´rminos de los
|ϕn,τ 〉
|ψ(t)〉 =
∑
n,τ
cn,τ (t) |ϕn,τ 〉 con cn,τ (t) = 〈ϕn,τ |ψ(t)〉
donde τ caracteriza el autovector cuando el autovalor es degenerado.
Como los |ϕn,τ 〉 no dependen de t, toda la dependencia del tiempo que tiene |ψ(t)〉
esta´ contenida dentro de los cn,τ (t). Para calcular los cn,τ (t), proyectamos la ecuacio´n de
Schro¨dinger sobre cada uno de los estados |ϕn,τ 〉. Esto nos lleva a
i~
d
dt
〈ϕn,τ |ψ(t)〉 = 〈ϕn,τ |H |ψ(t)〉
Y teniendo en cuenta que 〈ϕn,τ |H = En 〈ϕn,τ | por ser H hermı´tico, podemos reescribir la
proyeccio´n de la ecuacio´n de Schro¨dinger como
i~
d
dt
cn,τ (t) = Encn,τ (t)
Que es una ecuacio´n diferencial de variables separables, y por tanto puede fa´cilmente resol-
verse, obteniendo
cn,τ (t) = cn,τ (t0)e
−iEn(t−t0)/~
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donde t0 representa el instante inicial.
Por tanto, dado |ψ(t0)〉, la solucio´n de la ecuacio´n de Schro¨dinger viene dada por:
|ψ(t)〉 =
∑
n,τ
cn,τ (t0)e
−iEn(t−t0)/~ |ϕn,τ 〉
donde cn,τ (t0) viene dada por la fo´rmula habitual, cn,τ (t0) = 〈ϕn,τ |ψt0〉, y En es el autovalor
de H asociado al estado |ϕn,τ 〉.
Ana´logamente, en el caso en que el espectro de H es continuo, la solucio´n viene dada por:
|ψ(t)〉 =
∑
τ
∫
dE cτ (E, t0)e
−iE(t−t0)/~ |ϕE,τ 〉
Estados estacionarios
Definicio´n 3.3.2 Estado estacionario
Llamamos estados estacionarios a aquellos estados del sistema que son autoestados del
observable hamiltoniano H.
Supongamos que el propio |ψ(t0)〉 es un autoestado de H, y por tanto esta´ asociado a
algu´n autovalor En, forzando que n sea fijo. La expresio´n de |ψ(t0)〉 queda entonces expresada
como una suma que tiene como u´nico sub´ındice τ
|ψ(t0)〉 =
∑
τ
cn,τ (t0) |ϕn,τ 〉
y que contiene autoestados de H asociados al mismo autovalor En.
La solucio´n a la ecuacio´n de Schro¨dinger pasa por tanto a ser:
|ψ(t)〉 =
∑
τ
cn,τ (t0)e
−iEn(t−t0)/~ |ϕn,τ 〉 =
= e−iEn(t−t0)/~
∑
τ
cn,τ (t0) |ϕn,τ 〉 = e−iEn(t−t0)/~ |ψ(t0)〉
que muestra que ahora |ψ(t)〉 y |ψ(t0)〉 difieren so´lo en el factor de fase global e−iEn(t−t0)/~,
y son por ende f´ısicamente indistinguibles.
Podemos decir entonces que todas las propiedades f´ısicas de un sistema que se encuentre
en un autoestado de H no var´ıan en el tiempo, y es por esto que llamamos estados estacio-
narios a los autoestados de H.
Es tambie´n interesante ver co´mo aparece en meca´nica cua´ntica la conservacio´n de la
energ´ıa en un sistema conservativo. Supongamos que, en el instante t0, medimos una energ´ıa
de estas caracter´ısticas y encontramos, por ejemplo, Ek. Inmediatamente despue´s de medir,
el sistema esta´ en un autoestado de H, asociado a un autovalor de Ek, por el postulado de
la reduccio´n del paquete de ondas (quinto postulado). Acabamos de ver que los autoestados
de H son estados estacionarios. Por tanto, el estado del sistema no involucrara´ ma´s que la
primera medida, y permanecera´ siempre en un autoestado de H asociado a un autovalor
de Ek. Se sigue por ende que, una segunda medida de la energ´ıa del sistema, en cualquier
instante posterior t, siempre nos llevara´ al mismo resultado que le primera.
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Constantes de movimiento
Definicio´n 3.3.3 Constante de movimiento
Por definicio´n, una constante de movimiento es un observable A que no depende expl´ıci-
tamente del tiempo y que conmuta con H.
Por tanto, para un sistema conservativo,H sera´ en s´ı mismo una constante de movimiento.
Vamos a desarrollar ahora algunas propiedades importantes que poseen las constantes de
movimiento.
1. Recordemos la fo´rmula general de la evolucio´n de valor medio a lo largo del tiempo
d
dt
〈A〉 = 1
i~
〈[A,H(t)]〉+
〈
∂A
∂t
〉
Como A es independiente del tiempo y conmuta con H, su derivada respecto de t
sera´ nula, as´ı como el conmutador [A,H], y por tanto podemos reescribir la fo´rmula
precedente como:
d
dt
〈A〉 = d
dt
〈ψ(t)|A |ψ(t)〉 = 0
Podemos concluir de esto que, cualquiera que sea el estado |ψ(t)〉 del sistema f´ısico, el
valor medio de A en dicho estado no depende del tiempo. Es decir, 〈A〉 es una constante
de movimiento.
2. Como A y H son dos observables que conmutan, podemos siempre encontrar un sistema
de autovectores comunes, que denotaremos por {|ϕn,p,τ 〉}:
H |ϕn,p,τ 〉 = En |ϕn,p,τ 〉
A |ϕn,p,τ 〉 = ap |ϕn,p,τ 〉
Supondremos por simplicidad que los espectros de H y A son ambos discretos. El
sub´ındice τ fija los autovalores de los observables que forman un C.C.O.C. con H y
A. Como los estados |ϕn,p,τ 〉 son autoestados de H, son estados estacionarios. As´ı, si
el sistema esta´ en el estado |ϕn,p,τ 〉 en el instante inicial, permanecera´ en dicho estado
indefinidamente (dentro de un factor de fase global). Pero el estado |ϕn,p,τ 〉 es tambie´n
un autoestado de A.
Concluimos de esto que, cuando A es una constante de movimiento, existen estados
estacionarios del sistema f´ısico (los estados |ϕn,p,τ 〉) que se mantienen, para todo t,
como autoestados de A asociados al mismo autovalor (ap).
3. Finalmente, veamos que para un estado arbitrario |ψ(t)〉, la probabilidad de encontrar
el autovalor ap, cuando se mide la constante de movimiento A, es independiente del
tiempo.
|ψ(t0)〉 puede siempre escribirse en te´rminos de la base {|ϕn,p,τ 〉} que hemos introducido:
|ψ(t0)〉 =
∑
n,p,τ
cn,p,τ (t0) |ϕn,p,τ 〉
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de lo que podemos deducir:
|ψ(t)〉 =
∑
n,p,τ
cn,p,τ (t) |ϕn,p,τ 〉 con cn,p,τ (t) = cn,p,τ (t0)e−iEn(t−t0)/~
De acuerdo con el postulado de la descomposicio´n del espectro (cuarto postulado), la
probabilidad P(ap, t0) de encontrar ap cuando medimos A en el instante t0, sobre el
sistema en el estado |ψ(t0)〉, es igual a:
P(ap, t0) =
∑
n,τ
|cn,p,τ (t0)|2
Y como el cuadrado de la norma de cn,p,τ (t) coincide con el de la norma de cn,p,τ (t0),
podemos afirmar que Ana´logamente:
P(ap, t) =
∑
n,τ
|cn,p,τ (t)|2 =
∑
n,τ
|cn,p,τ (t0)|2 =P(ap, t0)
que prueba la propiedad que hab´ıamos establecido.
Cap´ıtulo 4
Resolucio´n de algunos problemas
concretos
Vamos a centrarnos en este cap´ıtulo en el estudio de dos problemas concretos como apli-
cacio´n de algunos de los conceptos que introdujimos en los cap´ıtulos anteriores. Antes de
ello conciliaremos las dos expresiones que hemos visto de la ecuacio´n de Schro¨dinger: la que
se dio en el primer cap´ıtulo en te´rminos de la funcio´n de onda, y la que proporciona el sexto
postulado en te´rminos de la funcio´n de estado.
Recordemos que estas expresiones eran, respectivamente:
i~
∂
∂t
ψ(r, t) = − ~
2
2m
∆ψ(r, t) + V (r, t)ψ(r, t)
donde ∆ es el operador laplaciano ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2. Y
i~
d
dt
|ψ(t)〉 = H(t) |ψ(t)〉
donde H(t) es el observable asociado a la energ´ıa total del sistema, que se obtiene del ha-
miltoniano del mismo.
Vamos primero a conciliar ambas expresiones: teniendo en cuenta que la primera viene
dada en te´rminos de la funcio´n de onda, y la segunda lo hace en te´rminos de la funcio´n de
estado, probaremos que son equivalentes.
Como el hamiltoniano en te´rminos de las variables dina´micas fundamentales, r y p, es
H(r,p) = p
2
2m
+ V (r), el observable correspondiente a e´ste vendra´ dado en te´rminos de los
observables R y P, y sera´: H(R,P) = P
2
2m
+ V (R). Por tanto, tendremos:
i~
∂
∂t
|ψ〉 =
(
P2
2m
+ V (R)
)
|ψ〉
(en este proceso, por comodidad, nos referiremos a |ψ(t)〉 como |ψ〉) de lo que se sigue:
〈r| i~ ∂
∂t
|ψ〉 = 〈r|
(
P2
2m
+ V (R)
)
|ψ〉
〈r| es independiente de t, as´ı que podemos escribir 〈r| i~ d
dt
|ψ〉 = i~ d
dt
〈r|ψ〉, y como 〈r|ψ〉 =
ψ(r, t), tenemos:
i~
∂
∂t
ψ(r, t) = 〈r|
(
P2
2m
+ V (R)
)
|ψ〉 = 〈r| P
2
2m
|ψ〉+ 〈r|V (R) |ψ〉
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Nos centramos primero en el sumando 〈r|V (R) |ψ〉:
〈r|V ((X, Y, Z)) |ψ〉 = V ((x, y, z)) 〈r|ψ〉 = V ((x, y, z))ψ(r, t) = V (r)ψ(r, t)
Nos centramos ahora en el otro sumando, 〈r| P2
2m
|ψ〉:
〈r| P
2
2m
|ψ〉 = 1
2m
〈r|P2 |ψ〉 = 1
2m
(〈r|P 2x |ψ〉+ 〈r|P 2y |ψ〉+ 〈r|P 2z |ψ〉)
Sabemos que:
〈r|p〉 = 1
(2pi~)3/2
e
i
~p·r y 〈p|ψ〉 = ψ¯(p)
Con lo que:
〈r|P 2x |ψ〉 =
∫
dp 〈r|p〉 〈p|P 2x |ψ〉 =
∫
dp 〈r|p〉 〈p|ψ〉 p2x =
1
(2pi~)3/2
∫
dp e
i
~p·rp2xψ¯(p)
Y fije´monos en lo siguiente:
∂
∂x
(
e
i
~p·r
)
=
∂
∂x
(
e
i
~ (pxx+pyy+pzz)
)
=
i
~
pxe
i
~ (pxx+pyy+pzz) =
i
~
pxe
i
~p·r
∂2
∂x2
(
e
i
~p·r
)
=
∂
∂x
(
i
~
pxe
i
~p·r
)
=
i
~
px
∂
∂x
(
e
i
~p·r
)
=
(
i
~
px
)2
e
i
~p·r = −p
2
x
~2
e
i
~p·r
Por tanto:
e
i
~p·rp2x = −~2
∂2
∂x2
(
e
i
~p·r
)
As´ı que tenemos:
〈r|P 2x |ψ〉 =
1
(2pi~)3/2
∫
dp
(
−~2 ∂
2
∂x2
(
e
i
~p·r
))
ψ¯(p) =
= −~2 ∂
2
∂x2
1
(2pi~)3/2
∫
dp
(
e
i
~p·r
)
ψ¯(p) = −~2 ∂
2
∂x2
ψ(r, t)
Razonando de modo ana´logo para Py y Pz, llegamos a:
〈r| P
2
2m
|ψ〉 = 1
2m
(
−~2 ∂
2
∂x2
ψ(r, t) +−~2 ∂
2
∂y2
ψ(r, t) +−~2 ∂
2
∂z2
ψ(r, t)
)
=
=
−~2
2m
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ψ(r, t) =
−~2
2m
∆ψ(r, t)
Y por tanto, nuestra igualdad inicial queda del siguiente modo:
i~
∂
∂t
ψ(r, t) =
−~2
2m
∆ψ(r, t) + V (r)ψ(r, t)
De este modo, hemos escrito el sexto postulado usando la representacio´n de posiciones,
obteniendo as´ı la ecuacio´n que verifica la funcio´n de onda ψ(r, t).
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4.1. Problema 1: Part´ıcula en una caja monodimensional
Consideremos una part´ıcula de masa m dentro de una caja de potencial monodimensional:
V (x) = 0 si 0 ≤ x ≤ a , V (x) =∞ en otro caso
La part´ıcula se encontrara´ entre la posicio´n x = 0 y la posicio´n x = a.
La funcio´n de onda de dicha part´ıcula vendra´ dada como la solucio´n de la ecuacio´n de
Schro¨dinger
i~
∂
∂t
ψ(x, t) =
−~2
2m
∂2
∂x2
ψ(x, t) + V (x)ψ(x, t)
Y so´lo tiene sentido hablar de este resultado cuando V (x) es finito, es decir:
i~
∂
∂t
ψ(x, t) =
−~2
2m
∂2
∂x2
ψ(x, t) con 0 ≤ x ≤ a
Vamos a centrarnos en el estudio de los estados estacionarios, los estados propios del hamil-
toniano, que vendra´n determinados por la ecuacio´n H |ψ〉 = E |ψ〉 As´ı que dicha ecuacio´n es
la que nos interesa resolver:
−~2
2m
d2
dx2
ψ(x) = Eψ(x) con 0 ≤ x ≤ a
Hemos reducido por tanto nuestro problema a la resolucio´n del siguiente problema de con-
torno:
d2
dx2
ψ(x) + k2ψ(x) = 0
ψ(0) = 0
ψ(a) = 0
donde k2 = 2mE~2 ≥ 0. Las condiciones de contorno quedan definidas as´ı al imponer continui-
dad en la funcio´n de onda.
Las soluciones de esta EDO vienen dadas por:
ψ(x) = Asen(kx) +Bcos(kx)
As´ı que, en nuestro caso, la funcio´n que define el estado de la part´ıcula sera´ de la forma:
ψ(x) = Asen
(√
2mE
~2
x
)
+Bcos
(√
2mE
~2
x
)
Resolvemos:
ψ(0) = B =⇒ B = 0 =⇒ ψ(a) = Asen
(√
2mE
~2
a
)
=⇒ Asen
(√
2mE
~2
a
)
= 0
Y no puede ser A = 0, dado que la funcio´n de onda no puede ser nula (no tendr´ıa sentido
puesto que si la part´ıcula existe, ha de encontrarse en algu´n estado), por tanto, como A 6= 0,
tenemos:
sen
(√
2mE
~2
a
)
= 0
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Entonces: √
2mE
~2
a = npi =⇒ 2mE
~2
=
n2pi2
a2
=⇒ En = n
2
a2
pi2~2
2m
con n ∈ N
Adema´s: √
2mEn
~2
=
npi
a
=⇒
√
2mEn
~2
x =
npi
a
x
Por tanto, el estado de la part´ıcula viene definido por la sucesio´n:
ψn(x) = Asen
(npi
a
x
)
con n ∈ N
No´tese que n ha de ser no nulo, puesto que no tendr´ıa sentido hablar de una funcio´n de onda
nula.
Tengamos ahora en cuenta que |ψn|2 representa la probabilidad de que la part´ıcula se
encuentre en el estado ψn, y por ende, ha de cumplirse la siguiente igualdad:∫ a
0
dx |ψn|2 =
∫ a
0
dx ψ∗(x)ψ(x) = 1 =⇒
∫ a
0
dx |A|2 sen2
(npi
a
x
)
= 1
Resolviendo la integral, obtenemos la condicio´n para A:∫ a
0
dx |A|2 sen2
(npi
a
x
)
= |A|2 a
2
=⇒ |A|2 = 2
a
=⇒ |A| =
√
2
a
Por simplicidad, nos quedaremos con la solucio´n real de A, teniendo de este modo que la
funcio´n de onda de la part´ıcula es finalmente:
ψn(x) =
√
2
a
sen
(npi
a
x
)
con 0 ≤ x ≤ a, n ∈ N
Vamos ahora a comprobar que dicha funcio´n de onda cumple la condicio´n de ortonorma-
lidad: Sean ψn1 y ψn2 dos autoestados, asociados respectivamente a n1 y n2, es decir, a los
autovalores
En1 =
n21
a2
pi2~2
2m
y En2 =
n22
a2
pi2~2
2m
con n1, n2 ∈ N. Entonces su producto debe ser nulo:
〈ψn1|ψn2〉 =
∫ a
0
dx ψ∗n1(x)ψn2(x) =
∫ a
0
dx
2
a
sen
(n1pi
a
x
)
sen
(n2pi
a
x
)
=
=
1
pi
[
1
n1 − n2 sen (pi(n1 − n2))−
1
n1 + n2
sen (pi(n1 + n2))
]
= 0
Hemos comprobado por tanto que la funcio´n de onda de la part´ıcula esta´ bien definida,
y viene dada por:
ψn =
√
2
a
sen
(npi
a
x
)
Realicemos algunas predicciones simples.
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Calculamos la probabilidad de que la part´ıcula se encuentre en la mitad derecha de la
caja: ∫ a
a/2
dx |ψn(x)|2 =
∫ a
a/2
dx
2
a
sen2
(npi
a
x
)
=
=
1
a
[
a− a
2
− a
2npi
sen
(
2npi
a
a
)
+
a
2npi
sen
(
2npi
a
a
2
)]
=
=
1
a
[a
2
− a
2npi
sen(2npi) +
a
2npi
sen(npi)
]
=
1
a
[a
2
]
=
1
2
De este resultado podemos deducir que es equiprobable encontrar la part´ıcula a uno u
otro lados del punto medio de la caja de potencial.
Calculamos la probabilidad de que la part´ıcula se encuentre en el tercio central de la
caja si esta´ descrita por la funcio´n del estado fundamental:
El estado fundamental es el correspondiente al menor valor de la energ´ıa, y en este caso
la energ´ıa hemos visto que viene definida por En =
(
npi~
a
)2 1
2m
, con n ∈ N, por tanto la
energ´ıa crece para n, as´ı que alcanzara´ su mı´nimo en: min {n : n ∈ N} = 1; es decir, el
estado fundamental sera´: ψ1 =
√
2
a
sen
(
pi
a
x
)
. El ca´lculo de dicha probabilidad sera´, por
ende: ∫ 2a/3
a/3
dx |ψ1(x)|2 =
∫ 2a/3
a/3
dx
2
a
sen2
(pi
a
x
)
=
=
1
a
[
2a
3
− a
3
− a
2pi
sen
(
2pi
a
2a
3
)
+
a
2pi
sen
(
2pi
a
a
3
)]
=
=
1
a
[
a
3
− a
2pi
sen
(
4pi
3
)
+
a
2pi
sen
(
2pi
3
)]
=
1
3
+
√
3
2pi
>
1
3
De este resultado podemos deducir que la probabilidad de encontrar la part´ıcula en el
tercio central de la caja de potencial es mayor que la de encontrarla en uno de los otros
dos tercios.
Calculamos el valor medio para el momento lineal de una part´ıcula que se encuentre
en la caja de potencial:
Recordemos que el valor medio de un operador A se define como: 〈A〉ψ = 〈ψ|A |ψ〉. Por
tanto, en nuestro caso concreto, que es unidimensional y en que la funcio´n de onda es
nula fuera de la caja, el valor medio de un operador A vendra´ dado por:
〈A〉ψn =
∫ a
0
dx ψ∗nAψn
Adema´s, recordemos que el operador momento lineal Px, en la representacio´n {|r〉},
coincide con el operador diferencial ~
i
∇ aplicado a las funciones de onda. Por tanto, de
nuevo en nuestro caso unidimensional, tendremos: Px =
~
i
d
dx
; y en consecuencia:
〈Px〉ψn =
∫ a
0
dx ψ∗nPxψn
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El resultado de esta integral sera´ el valor medio, o valor esperado, del momento lineal
de la part´ıcula en nuestro sistema. Primero desarrollamos la accio´n del operador:
Pxψn =
~
i
d
dx
√
2
a
sen
(npi
a
x
)
=
~
i
√
2
a
cos
(npi
a
x
) npi
a
=
~npi
ai
√
2
a
cos
(npi
a
x
)
Y ahora resolvemos la integral:
〈Px〉ψn =
∫ a
0
dx ψ∗n
~npi
ai
√
2
a
cos
(npi
a
x
)
=
∫ a
0
dx
√
2
a
sen
(npi
a
x
) ~npi
ai
√
2
a
cos
(npi
a
x
)
=
=
∫ a
0
dx
∣∣∣∣2a
∣∣∣∣ ~npiai sen(npia x) cos(npia x) =
∫ a
0
dx
∣∣∣∣2a
∣∣∣∣ ~npiai 12sen
(
2npi
a
x
)
=
=
∣∣∣∣2a
∣∣∣∣ ~npiai 12
[
−cos
(
2npi
a
x
)
a
2npi
]a
0
=
∣∣∣∣2a
∣∣∣∣ ~npiai 12 [−cos(2npi) + cos(0)] a2npi = 0
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4.2. Problema 2: Part´ıcula en una caja bidimensional
Sea una part´ıcula de masa m confinada en una caja bidimensional de potencial.
La part´ıcula se encontrara´ entre la posicio´n (x, y) = (0, 0) y la posicio´n (x, y) = (a, b),
siendo su funcio´n de onda la solucio´n de la ecuacio´n de Schro¨dinger en la que el potencial
viene dado por:
V (x, y) = 0 si 0 ≤ x ≤ a, 0 ≤ y ≤ b , V (x, y) =∞ en otro caso
La funcio´n de onda de dicha part´ıcula vendra´ por tanto dada como la solucio´n de:
i~
∂
∂t
ψ((x, y), t) =
−~2
2m
(
∂2
∂x2
+
∂2
∂y2
)
ψ((x, y), t) + V (x, y)ψ((x, y), t)
Y so´lo tiene sentido hablar de este resultado cuando V (x, y) es finito, es decir:
i~
∂
∂t
ψ((x, y), t) =
−~2
2m
(
∂2
∂x2
+
∂2
∂y2
)
ψ((x, y), t) con 0 ≤ x ≤ a, 0 ≤ y ≤ b
Buscamos los estados estacionarios que vendra´n determinados por la ecuacio´n:(−~2
2m
(
∂2
∂x2
+
∂2
∂y2
)
+ V (x, y)
)
ψ(x, y) = Eψ(x, y)
Con V (x, y) el anteriormente definido para este problema concreto, es decir:
−~2
2m
(
∂2
∂x2
+
∂2
∂y2
)
ψ(x, y) = Eψ(x, y) con 0 ≤ x ≤ a, 0 ≤ y ≤ b
Hemos reducido por tanto nuestro problema a la resolucio´n del siguiente problema de con-
torno: (
∂2
∂x2
+
∂2
∂y2
)
ψ(x, y) + k2ψ(x, y) = 0
ψ(0, 0) = 0
ψ(a, 0) = 0
ψ(0, b) = 0
ψ(a, b) = 0
donde k2 = 2mE~2 ≥ 0, y las condiciones de contorno quedan definidas as´ı al imponer conti-
nuidad en la funcio´n de onda.
Hasta aqu´ı el procedimiento ha sido ana´logo al que se llevo´ a cabo en el caso monodi-
mensional. Ahora bien, para resolver esta nueva ecuacio´n diferencial sera´ necesario aplicar
la te´cnica de separacio´n de variables:
ψ(x, y) = G(x)F (y)
dando lugar a: (
∂2
∂x2
+
∂2
∂y2
)
G(x)F (y) + (k2x + k
2
y)G(x)F (y) = 0 =⇒
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=⇒ ∂
2
∂x2
G(x) + k2xG(x) = 0 y
∂2
∂y2
F (y) + k2yF (y) = 0
Con lo que tenemos dos problemas de contorno monodimensionales y ana´logos al anterior.
De este modo, resolviendo como ya hicimos, obtenemos:
Gnx(x) =
√
2
a
sen
(nxpi
a
x
)
con 0 ≤ x ≤ a, nx ∈ N
Fny(y) =
√
2
b
sen
(nypi
b
y
)
con 0 ≤ y ≤ b, ny ∈ N
Y por tanto la funcio´n de onda para el caso bidimensional se describe del siguiente modo:
ψnx,ny(x, y) =
2√
ab
sen
(nxpi
a
x
)
sen
(nypi
b
y
)
con 0 ≤ x ≤ a, 0 ≤ y ≤ b, nx, ny ∈ N
y sus energ´ıas asociadas vienen descritas por:
Enx,ny =
(
n2x
a2
+
n2y
b2
)
pi2~2
2m
Fije´monos ahora en lo que pasar´ıa si el pozo de potencial fuese cuadrado, es decir, si
se diese b = a: esto dotar´ıa al pozo de una simetr´ıa, que a su vez dotar´ıa de simetr´ıa al
potencial, y con ello a los valores resultantes de la funcio´n de onda. As´ı que tendr´ıamos para
un mismo valor de la energ´ıa (un u´nico autovalor), dos resultados posibles de la funcio´n de
onda (dos autovectores). Es decir, tendr´ıamos autovalores degenerados. En efecto, sean nx y
ny, con nx 6= ny, y sea b = a obtenemos un u´nico autovalor:
Enx,ny =
(
n2x + n
2
y
a2
)
pi2~2
2m
al que esta´n asociados dos autovectores:
ψnx,ny(x, y) =
2
a
sen
(nxpi
a
x
)
sen
(nypi
a
y
)
ψny ,nx(x, y) =
2
a
sen
(nypi
a
x
)
sen
(nxpi
a
y
)
Cap´ıtulo 5
Conclusiones
En este trabajo hemos abordado el tema de la meca´nica cua´ntica desde un punto de vista
introductorio. Al ser un Trabajo de Fin de Grado del Grado en Matema´ticas, y en vista de
que los conceptos aqu´ı tratados no se estudian en dicho grado, hemos introducido primero
todo lo necesario para entender el contexto f´ısico en el que se desarrollan estas teor´ıas, y
la terminolog´ıa que se emplea en ese desarrollo. Sobre esto, hemos descrito las bases del
formalismo matema´tico de la meca´nica cua´ntica, expresando los conceptos en la notacio´n de
Dirac. Por u´ltimo, hemos descrito los seis postulados que conforman la base de la meca´nica
cua´ntica, estudiando algunas de sus consecuencias y aplicaciones, tanto en te´rminos generales
como en dos problemas concretos. Finalmente, de este trabajo podemos concluir:
1. Vimos que, a principios del S.XX, ante la necesidad de nuevas teor´ıas de la f´ısica capaces
de explicar ciertos feno´menos, se demuestra el cara´cter ondulatorio-corpuscular de la
materia. Esto provoca la necesidad de definir funciones de onda para las part´ıculas,
razo´n por la cual hemos estudiado la ecuacio´n de Schro¨dinger que rige la evolucio´n
temporal de dichas funciones. Enunciamos tambie´n el principio de incertidumbre de
Heisenberg, e interpretamos la funcio´n de onda de un modo probabil´ıstico, ya que de
inicio nada podemos asegurar del estado de una part´ıcula antes de hacer una medida.
2. Estudiamos el espacio vectorial de las funciones de onda F , e introdujimos la notacio´n
que se emplea usualmente en meca´nica cla´sica, la notacio´n de Dirac. Gracias a esta
notacio´n, hemos podido caracterizar las funciones de onda ψ(r) del espacio de funciones
de onda F , por vectores de estado |ψ〉 del espacio de estados Er. En ambos espacios,
definimos el concepto de base ortonormal.
3. Definimos los conceptos de autovalor, autovector, y operador. Vimos que cuando un
operador A es hermı´tico y puede establecerse una base ortonormal del mismo, se llama
observable. Y co´mo se asocia a una cantidad f´ısica A el observable correspondiente.
Pusimos de manifiesto la importancia de estos conceptos al mostrar que los resultados
obtenidos al medir en el sistema la cantidad f´ısica A pertenecen al conjunto de auto-
valores del observable A asociado, y que los estados posibles para una part´ıcula en ese
sistema pertenecen al conjunto de autovectores.
Tambie´n que si existe una u´nica base ortonormal comu´n a varios observables, e´stos for-
man un Conjunto Completo de Observables que Conmutan, entorno en el cual el estado
de la part´ıcula quedara´ totalmente definido por el autovector asociado al autovalor que
resulte de la medida.
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4. Gracias a los postulados quinto y sexto, aportamos algo de informacio´n al estado de
la part´ıcula tras hacer una medida, y a la ecuacio´n que rige la evolucio´n temporal de
la funcio´n de estado asociada a una funcio´n de onda. Estudiamos los conceptos de
estado estacionario, y constante de movimiento, que permiten hablar de determinismo
bajo ciertas condiciones. Concretamente, si tras una primera medida la part´ıcula se
encuentra en un autoestado del observable hamiltoniano H, ya siempre se encontrara´
en dicho estado, y e´ste se dira´ estacionario.
5. Por u´ltimo, hemos aplicado estos conceptos y herramientas en la resolucio´n de la ecua-
cio´n de Schro¨dinger para el caso de una part´ıcula confinada en una caja de potencial,
en los casos monodimensional y bidimensional.
Ape´ndice A
Ape´ndice. Herramientas matema´ticas
A.1. El espacio de las funciones de onda de una part´ıcula
A.1.1. Estructura de F
Combinacio´n lineal de funciones de cuadrado integrable
Veamos que la combinacio´n lineal de dos funciones de cuadrado integrable es tambie´n
una funcio´n de cuadrado integrable.
Sean ψ1(r), y ψ2(r) dos funciones de cuadrado integrable, y sea ψ(r) = λ1ψ1(r)+λ2ψ2(r).
Vamos a probar que entonces ψ(r) ∈ F .
Demostracio´n
Desarrollando |ψ(r)|2,
|ψ(r)|2 = ψ(r)ψ∗(r) = (λ1ψ1(r) + λ2ψ2(r))(λ∗1ψ∗1(r) + λ∗2ψ∗2(r)) =
= λ1ψ1(r)λ
∗
1ψ
∗
1(r) + λ2ψ2(r)λ
∗
2ψ
∗
2(r) + λ1ψ1(r)λ
∗
2ψ
∗
2(r) + λ2ψ2(r)λ
∗
1ψ
∗
1(r) =
= |λ1|2|ψ1(r)|2 + |λ2|2|ψ2(r)|2 + λ1ψ1(r)λ∗2ψ∗2(r) + λ2ψ2(r)λ∗1ψ∗1(r)
Los dos u´ltimos te´rminos son uno el conjugado del otro, por ende, sus mo´dulos coinciden,
siendo ambos
|λ1||λ2||ψ1(r)||ψ2(r)|
por otro lado, tenemos
[|ψ1(r)| − |ψ2(r)|]2 = |ψ1(r)|2 + |ψ2(r)|2 − 2|ψ1(r)||ψ2(r)|
2|ψ1(r)||ψ2(r)| = |ψ1(r)|2 + |ψ2(r)|2 − [|ψ1(r)| − |ψ2(r)|]2
y como [|ψ1(r)| − |ψ2(r)|]2 ≥ 0, podemos afirmar que
2|ψ1(r)||ψ2(r)| ≤ |ψ1(r)|2 + |ψ2(r)|2
con lo que:
λ1ψ1(r)λ
∗
2ψ
∗
2(r) + λ2ψ2(r)λ
∗
1ψ
∗
1(r) ≤ 2|λ1||λ2||ψ1(r)||ψ2(r)|
2|λ1||λ2||ψ1(r)||ψ2(r)| ≤ |λ1||λ2|[|ψ1(r)|2 + |ψ2(r)|2]
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|λ1||λ2||ψ1(r)||ψ2(r)| ≤ 1/2|λ1||λ2|[|ψ1(r)|2 + |ψ2(r)|2]
deducimos que:
|ψ(r)|2 ≤ |λ1|2|ψ1(r)|2 + |λ2|2|ψ2(r)|2 + 1
2
|λ1||λ2|[|ψ1(r)|2 + |ψ2(r)|2]
|ψ(r)|2 ≤ |ψ1(r)|2[|λ1|2 + 1
2
|λ1||λ2|] + |ψ2(r)|2[1
2
|λ2||λ1|+ |λ2|2]
es decir,
∫
d3r|ψ(r)|2 estara´ acotado superiormente por:
[|λ1|2 + 1
2
|λ1||λ2|]
∫
d3r|ψ1(r)|2 + [1
2
|λ2||λ1|+ |λ2|2]
∫
d3r|ψ2(r)|2
como tanto ψ1(r) como ψ2(r) son de cuadrado integrable, esta u´ltima expresio´n converge, y
en consecuencia,
∫
d3r|ψ(r)|2 <∞.
Por tanto, queda probado que
ψ(r) = λ1ψ1(r) + λ2ψ2(r) es de cuadrado integrable
∀ψ1(r), ψ2(r) de cuadrado integrables, y λ1, λ2 ∈ C.

Relacio´n de cierre
Consideremos el conjunto contable de funciones {ui(r)}, en que los ui(r) vienen caracte-
rizados por el sub´ındice discreto i (i ∈ N). Este conjunto sera´ base si, adema´s de cumplir
la condicio´n de ortonormalidad, toda funcio´n ψ(r) ∈ F puede expresarse de modo u´nico en
te´rminos de las funciones ui(r), esto es:
ψ(r) =
∑
i
ciui(r)
Veamos cua´l es el valor de los coeficientes ci: Si multiplicamos a ambos lados de la igualdad
por u∗j(r), por las propiedades del producto escalar, y teniendo en cuenta la ortonormalidad,
obtenemos
(uj, ψ) = (uj,
∑
i
ciui) =
∑
i
ci(uj, ui) =
∑
i
ciδij = cj
Es decir
ci = (ui, ψ) =
∫
dr u∗i (r)ψ(r)
El conjunto de los ci representa a ψ(r) en tanto que la determina un´ıvocamente.
Sustituyendo esto en ψ(r) =
∑
i ciui(r)
ψ(r) =
∑
i
ciui(r) =
∑
i
(ui, ψ)ui(r) =
∑
i
(∫
dr′ u∗i (r
′)ψ(r′)
)
ui(r)
Por tratarse de una base de F , espacio que hemos definido exigiendo que toda funcio´n sea
de cuadrado integrable, esta integral converge (el producto de u∗i (r
′) y ψ(r′) sera´ menor o
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igual que la norma al cuadrado que sea mayor entre ambas, y esta norma cuadrado converge
al ser integrada); es por esto que podemos intercambiar el orden entre e´sta y el sumatorio:
ψ(r) =
∫
dr′ ψ(r′)
(∑
i
ui(r)u
∗
i (r
′)
)
Por la definicio´n de la delta de Dirac, vemos que en esta expresio´n, el sumatorio debe ser∑
i
ui(r)u
∗
i (r
′) = δ(r− r′)
donde δ(r− r′) es la Delta de Dirac, que se define impl´ıcitamente por∫
dr δ(r− r′)f(r) = f(r′)
Y por tanto, queda probada la relacio´n de cierre, que implica que cualquier funcio´n de F
puede expresarse como combinacio´n lineal de elementos del conjunto de forma u´nica.
A.1.2. Bases no pertenecientes a F
Ondas planas como base de F
Por simplicidad, nos centramos en el caso unidimensional, donde Fx designara´ el espacio
de las funciones de onda ψ(x) que dependen u´nicamente de x.
Consideremos el conjunto no contable de funciones {υp(x)}, en que los υp(x) definen
ondas planas con vector de onda p/~, y vienen caracterizados por el sub´ındice continuo p:
υp(x) =
1√
2pi~
eipx/~ ∀p ∈ R
La integral de |υp(x)|2 = 1/2pi~ sobre todo el eje x diverge por ser la integral impropia
de una constante, es decir, efectivamente υp(x) /∈ Fx.
Veamos que {υp(x)} constituye una base de F .
Demostracio´n
1. Los υp(x) determinan un´ıvocamente ψ(x), ∀ψ(x) ∈ F :
Si expresamos las funciones de onda mediante las transformadas de Fourier, tenemos:
ψ(x) =
1√
2pi~
∫ +∞
−∞
dp ψ¯(p)eipx/~
ψ¯(p) =
1√
2pi~
∫ +∞
−∞
dx ψ(x)e−ipx/~
Reescribiendo esto en funcio´n de υp(x):
ψ(x) =
∫ +∞
−∞
dp ψ¯(p)
1√
2pi~
eipx/~ =
∫ +∞
−∞
dp ψ¯(p)υp(x)
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ψ¯(p) =
∫ +∞
−∞
dx ψ(x)
1√
2pi~
e−ipx/~ =
∫ +∞
−∞
dx ψ(x)υ∗p(x) =
=
∫ +∞
−∞
dx υ∗p(x)ψ(x) = (υp, ψ)
poniendo de manifiesto que toda funcio´n ψ(x) ∈ Fx puede expresarse de forma u´ni-
ca en te´rminos de las ondas planas υp(x); siendo ψ¯(x) = (υp, ψ) las componentes (o
coordenadas) de la funcio´n de onda ψ(x), en la base {υp(x)}.
2. Los υp(x) satisfacen una relacio´n de cierre:∫
dp υp(x)υ
∗
p(x
′) =
∫
dp
1√
2pi~
eipx/~
1√
2pi~
e−ipx
′/~ =
=
∫
dp
1
2pi~
ei
p
~ (x−x′) =
1
2pi
∫
dp
~
ei
p
~ (x−x′) = δ(x− x′)
3. Los υp(x) satisfacen una relacio´n de ortonormalizacio´n:
(υp, υp′) =
∫
dx υ∗p(x)υp′(x) =
∫
dx
1√
2pi~
e−ipx/~
1√
2pi~
eip
′x/~ =
=
∫
dx
1
2pi~
ei
x
~ (p
′−p) = δ(p− p′)

Queda por tanto probado que, los υp(x), aun no perteneciendo al espacio F , constituyen
una base de e´ste.
Estos resultados pueden ser fa´cilmente generalizados al caso tridimensional.
Funciones delta de Dirac como base de F
Consideremos el conjunto no contable de funciones de r, {ξr0(r)}, en que los ξr0(r) re-
presentan funciones delta de Dirac centradas en los distintos puntos r0 del espacio, y vienen
caracterizados por el sub´ındice continuo r0
ξr0(r) = δ(r− r0) =
1
2pi
∫
dα
~
eiα(r−r0)/~ ∀r0 ∈ R3
No´tese que, en el punto r = r0, ξr0(r) es la integral impropia de una constante, y por tanto
diverge. Es decir, en efecto ξr0(r) /∈ F .
Veamos que {ξr0(r)} constituye una base de F .
Demostracio´n
1. Los ξr0(r) determinan un´ıvocamente ψ(r), ∀ψ(r) ∈ F :
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Consideremos las siguientes relaciones, va´lidas para toda funcio´n ψ(r) perteneciente a
F
ψ(r) =
∫
dr0 ψ(r0)δ(r0 − r)
ψ(r0) =
∫
dr δ(r− r0)ψ(r)
Que, teniendo en cuenta que δ(r0 − r) = ξ∗r0(r), pueden ser reescritas como sigue
ψ(r) =
∫
dr0 ψ(r0)ξr0(r)
ψ(r0) = (ξr0 , ψ) =
∫
dr ξ∗r0(r)ψ(r)
con lo que podemos afirmar que toda funcio´n ψ(r) ∈ F puede expresarse en te´rminos
de los ξr0(r), siendo sus componentes el propio valor, ψ(r0), de la funcio´n en el punto r0.
Por la propia definicio´n de la delata de Dirac, y por el hecho de que es sime´trica,
tenemos:
2. Los ξr0(r) satisfacen una relacio´n de cierre:∫
dr0 ξr0(r)ξ
∗
r0
(r′) =
∫
dr0 δ(r− r0)δ(r′ − r0) = δ(r− r′)
3. Los ξr0(r) satisfacen una relacio´n de ortonormalizacio´n:
(ξr0 , ξr′0) =
∫
dr δ(r− r0)δ(r− r′0) = δ(r0 − r′0)

A.1.3. La correspondencia ket-bra es antilineal
En el espacio E , el producto escalar es antilineal respecto del primer vector.
Demostracio´n
En la notacio´n de 〈ϕ|ψ〉 = (|ϕ〉 , |ψ〉), esto viene expresado por:
(λ1 |ϕ1〉+ λ2 |ϕ2〉 , |ψ〉) = (λ1 |ϕ1〉 , |ψ〉) + (λ2 |ϕ2〉 , |ψ〉)
= λ∗1(|ϕ1〉 , |ψ〉) + λ∗2(|ϕ2〉 , |ψ〉)
= λ∗1 〈ϕ1|ψ〉+ λ∗2 〈ϕ2|ψ〉
= (λ∗1 〈ϕ1|+ λ∗2 〈ϕ2|) |ψ〉
Esto muestra que el bra asociado con el ket λ1 |ϕ1〉+ λ2 |ϕ2〉 es el bra λ∗1 〈ϕ1|+ λ∗2 〈ϕ2|:
λ1 |ϕ1〉+ λ2 |ϕ2〉 =⇒ λ∗1 〈ϕ1|+ λ∗2 〈ϕ2|
La correspondencia ket =⇒ bra es por tanto antilineal.
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
Si λ es un nu´mero complejo, y |ψ〉 un ket, λ |ψ〉 es un ket (E es un espacio vectorial).
Tambie´n podemos escribir:
|λψ〉 = λ |ψ〉
Hay que tener en cuenta que 〈λψ| representa el bra asociado con el ket |λψ〉. Por ser la
correspondencia entre un bar y un ket antilineal, tenemos:
〈λψ| = λ∗ 〈ψ|
A.1.4. Correspondencia lineal entre un bra y la accio´n de un operador sobre
dicho bra
El operador A asocia con cada bra 〈ϕ| un nuevo bra 〈ϕ|A. Vamos a probar que dicha
correspondencia es lineal.
Demostracio´n
Para ello, consideremos la combinacio´n lineal de dos bras, 〈ϕ1| y 〈ϕ2|:
〈χ| = λ1 〈ϕ1|+ λ2 〈ϕ2|
es decir: 〈χ|ψ〉 = λ1 〈ϕ1|ψ〉+ λ2 〈ϕ2|ψ〉. Como (〈ϕ|A) |ψ〉 = 〈ϕ| (A |ψ〉), tenemos:
(〈χ|A) |ψ〉 = 〈χ| (A |ψ〉)
= λ1 〈ϕ1| (A |ψ〉) + λ2 〈ϕ2| (A |ψ〉)
= λ1(〈ϕ1|A) |ψ〉+ λ2(〈ϕ2|A) |ψ〉
Como |ψ〉 es arbitrario, se sigue que:
〈χ|A = (λ1 〈ϕ1|+ λ2 〈ϕ2|)A
= λ1 〈ϕ1|A+ λ2 〈ϕ2|A
Por tanto, la ecuacio´n (〈ϕ|A) |ψ〉 = 〈ϕ| (A |ψ〉) define un operador lineal sobre los bras.
El bra 〈ϕ|A es el bra resultante de la accio´n del operador lineal A sobre el bra 〈ϕ|.

A.1.5. La relacio´n 〈ψ′| = 〈ψ|At es lineal
Veamos que la relacio´n 〈ψ′| = 〈ψ|At es lineal.
Demostracio´n
Sabemos que al bra λ1 〈ψ1|+ λ2 〈ψ2| le corresponde el ket λ∗1 |ψ1〉+ λ∗2 |ψ2〉 (la correspon-
dencia entre un bra y un ket es antilineal). El operador A transforma λ∗1 |ψ1〉 + λ∗2 |ψ2〉 en
λ∗1A |ψ1〉+ λ∗2A |ψ2〉 = λ∗1 |ψ′1〉+ λ∗2 |ψ′2〉. Finalmente, a este ket le corresponde el bra:
λ1 〈ψ′1|+ λ2 〈ψ′2| = λ1 〈ψ1|At + λ2 〈ψ2|At
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Lo que nos lleva a concluir:
(λ1 〈ψ1|+ λ2 〈ψ2|)At = λ1 〈ψ1|At + λ2 〈ψ2|At
Por lo que At es en efecto un operador lineal, definido como:
|ψ′〉 = A |ψ〉 ⇐⇒ 〈ψ′| = 〈ψ|At

De esto se deduce fa´cilmente otra relacio´n que satisface el operador At. Usando las pro-
piedades del producto escalar, podemos escribir:
〈ψ′|ϕ〉 = 〈ϕ|ψ〉∗
donde |ϕ〉 es un ket arbitrario de E . Usando las expresiones que acabamos de escribir para
|ψ′〉 y 〈ψ′|, obtenemos:
〈ψ|At |ϕ〉 = 〈ϕ|A |ψ〉∗
relacio´n que es va´lida para todos |ϕ〉 y |ψ〉.
A.1.6. Adjunto del producto de operadores
Vamos a probar la igualdad (AB)t = BtAt.
Demostracio´n
Para ello calculamos (AB)t. Para ello, consideremos el ket |ϕ〉 = AB |ψ〉. Escribiendo
esto en la forma |ϕ〉 = A |χ〉, llegamos a A |χ〉 = AB |ψ〉, y consecuentemente, a |χ〉 = B |ψ〉.
Entonces, dado que 〈χ| = 〈ψ|Bt, tenemos:
〈ϕ| = 〈ψ| (AB)t y 〈ϕ| = 〈χ|At = 〈ψ|BtAt
Por tanto, deducimos que:
(AB)t = BtAt

A.2. Representaciones en el espacio de estados
Vamos a estudiar detalladamente co´mo se escriben los conceptos que ya vimos para bases,
o representaciones, discretas y continuas de F , usando la notacio´n de Dirac sobre un espacio
arbitrario E
A.2.1. Relaciones caracter´ısticas con una base ortonormal
Veamos co´mo se expresan las relaciones de ortonormalizacio´n y cierre en la notacio´n de
Dirac:
1. Relacio´n de ortonormalizacio´n:
Un conjunto de kets, discreto, {|ui〉}, o continuo, {|wα〉}), se dice ortonormal si los kets
de este conjunto satisfacen la relacio´n de ortonormalizacio´n:
〈ui|uj〉 = δij o´ 〈wα|wα′〉 = δ(α− α′)
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2. Relacio´n de cierre:
Un conjunto discreto, {|ui〉}, o uno continuo, {|wα〉}, constituye una base si todo ket
|ψ〉 perteneciente a E puede expresarse de modo u´nico en te´rminos de |ui〉 o´ |wα〉;
respectivamente:
|ψ〉 =
∑
i
ci |ui〉 o´ |ψ〉 =
∫
dα c(α) |wα〉
Supongamos ahora que tenemos una base ortonormal. Si multiplicamos escalarmente,
a ambos lados de la relacio´n de cierre discreta por 〈uj|, y a ambos lados de la continua
por 〈wα′ |, teniendo en cuenta en ambos casos la relacio´n de ortonormalizacio´n, obtenemos
expresiones para las componentes cj y c(α
′); respectivamente:
〈uj|ψ〉 = cj y 〈wα′|ψ〉 = c(α′)
Los conjuntos {|ui〉} y {|wα〉} forman una base de E , discreta y continua respectivamente,
en funcio´n de la cual pueden expresarse de modo un´ıvoco todos los vectores ket del espacio
de estados E .
Adema´s, el hecho de que los operadores
∑
i |ui〉 〈ui| y
∫
dα |wα〉 〈wα| coincidan con el
operador identidad de E :
P{ui} =
∑
i
|ui〉 〈ui| = 1
P{wα} =
∫
dα |wα〉 〈wα| = 1
representa tambie´n la relacio´n de cierre.
Veamos que estas dos u´ltimas afirmaciones son ciertas.
Demostracio´n
Tenemos las siguientes igualdades:
|ψ〉 =
∑
i
ci |ui〉 con 〈uj|ψ〉 = cj
|ψ〉 =
∫
dαc(α) |wα〉 con 〈wα′ |ψ〉 = c(α′)
Por tanto, sustituyendo la expresio´n de los coeficientes en la expresio´n del vector de estado,
obtenemos:
|ψ〉 =
∑
i
ci |ui〉 =
∑
i
〈ui|ψ〉 |ui〉 =
∑
i
|ui〉 〈ui|ψ〉 =
(∑
i
|ui〉 〈ui|
)
|ψ〉
|ψ〉 =
∫
dαc(α) |wα〉 =
∫
dα 〈wα|ψ〉 |wα〉 =
∫
dα |wα〉 〈wα|ψ〉 =
(∫
dα |wα〉 〈wα|
)
|ψ〉
De este modo, vemos que aparecen dos operadores,
∑
i |ui〉 〈ui| y
∫
dα |wα〉 〈wα|, que devuel-
ves para ket |ψ〉 arbitrario, el propio |ψ〉; es decir, que coinciden con el operador identidad
de E . Veamos que las relaciones que describen este hecho
P{ui} =
∑
i
|ui〉 〈ui| = 1 y P{wα} =
∫
dα |wα〉 〈wα| = 1
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muestran que los conjuntos {|ui〉} y {|wα〉} constituyen bases. Para cada |ψ〉 perteneciente
a E , escribimos:
|ψ〉 = 1 |ψ〉 = P{ui} |ψ〉 =
∑
i
|ui〉 〈ui|ψ〉 =
∑
i
ci |ui〉
con:
ci = 〈ui|ψ〉
Del mismo modo:
|ψ〉 = 1 |ψ〉 = P{wα} |ψ〉 =
∫
dα |wα〉 〈wα|ψ〉 =
∫
dαc(α) |wα〉
con:
c(α) = 〈wα|ψ〉
Por tanto, todo ket |ψ〉 tiene una expresio´n u´nica en te´rminos de los |ui〉 o de los |wα〉.
Cada uno de estos dos conjuntos forma entonces una base, discreta o continua.

P{ui} y P{wα} pueden interpretarse como los proyectores, continuo y discreto, sobre el
espacio total.
A.2.2. Representacio´n de kets y bras
Representacio´n de kets
En la base discreta {|ui〉}, el ket |ψ〉 se representa por el conjunto de sus componentes,
esto es, ci = 〈ui|ψ〉, formando una matriz columna (con, en general, infinitas filas).
En la base continua {|wα〉}, el ket |ψ〉 se representa por una infinidad continua de
nu´meros, c(α) = 〈wα|ψ〉, esto es, por una funcio´n de α. As´ı que podr´ıa representarse
mediante un eje vertical, a lo largo del cual se situ´en los posibles valores de α, a cada
uno de los cuales le correspondera´ una componente de |ψ〉, 〈wα|ψ〉.
Representacio´n de bras
En la base {|ui〉}, el bra 〈ϕ| puede escribirse del siguiente modo:
〈ϕ| = 〈ϕ|1 = 〈ϕ|P{ui} =
∑
i
〈ϕ|ui〉 〈ui|
Las componentes del bra 〈ϕ|, 〈ϕ|ui〉, son los conjugados complejos de las componentes
bi = 〈ui|ϕ〉 del ket |ϕ〉 asociado a ese bra.
Del mismo modo, en la base {|wα〉}, el bra 〈ϕ| puede escribirse:
〈ϕ| = 〈ϕ|1 = 〈ϕ|P{wα} =
∫
dα 〈ϕ|wα〉 〈wα|
Las componentes del bra 〈ϕ|, 〈ϕ|wα〉, son los conjugados complejos de las componentes
c(α) = 〈wα|ϕ〉 del ket |ϕ〉 asociado a ese bra.
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Colocamos las componentes del bra en horizontal: en la base {ui} formando una matriz
fila (con, en general, infinitas columnas); y en la base {wα} puede representarse me-
diante un eje horizontal, a lo largo del cual se situ´en los posibles valores de α, a cada
uno de los cuales le correspondera´ una componente de 〈ϕ|, 〈ϕ|wα〉.
Adema´s, la relacio´n de cierre nos permite simplificar la expresio´n del producto escalar
de dos kets en te´rminos de sus componentes:
〈ϕ|ψ〉 =
∑
i
b∗i ci en la base {ui}
y
〈ϕ|ψ〉 =
∫
dα b∗(α)c(α) en la base {wα}
Y en una representacio´n dada, las matrices que representan un ket |ψ〉 y el bra asociado
〈ψ| son conjugadas hermı´ticas una de la otra (en el sentido matricial).
Veamos que estas dos u´ltimas afirmaciones son ciertas.
Demostracio´n
Antes de describir co´mo colocar las componentes de un bra, veamos co´mo la relacio´n de
cierre nos permite simplificar la expresio´n del producto escalar de dos kets en te´rminos
de sus componentes. Sabemos que siempre podemos colocar 1 entre 〈ϕ| y |ψ〉 en la
expresio´n del producto escalar:
〈ϕ|ψ〉 = 〈ϕ|1 |ψ〉 = 〈ϕ|P{ui} |ψ〉 =
∑
i
〈ϕ|ui〉 〈ui|ψ〉 =
∑
i
b∗i ci
Del mismo modo:
〈ϕ|ψ〉 = 〈ϕ|1 |ψ〉 = 〈ϕ|P{wα} |ψ〉 =
∫
dα 〈ϕ|wα〉 〈wα|ψ〉 =
∫
dα b∗(α)c(α)
Dado que las componentes del ket se expresan en columnas, para que el resultado del
producto escalar sea ciertamente un escalar, habremos de colocar las componentes que
multiplican a la izquierda de esta matriz columna, como una matriz fila, para que en
efecto se de´ que el producto matricial 〈ϕ|ψ〉 es el producto de la matriz columna que
representa |ψ〉 y la matriz fila que representa 〈ϕ|, dando as´ı como resultado una matriz
que tiene una fila y una columna, es decir, un nu´mero.

A.2.3. Representacio´n de operadores
Representacio´n matricial de un operador lineal
Dado un operador lineal A, en una base {|ui〉} o´ {|wα〉}, los siguientes elementos:
Aij = 〈ui|A |uj〉 o´ A(α, α′) = 〈wα|A |wα′〉
representan escalares que dependen de dos sub´ındices en cada caso.
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De este modo, en la base {|ui〉}, el operador A se representa por una matriz cuyos ele-
mentos son los Aij; y en la base {|wα〉}, por un plano cuyos ejes son α y α′.
Por otro lado, la matriz del producto de operadores es el producto de las matrices de
e´stos:
〈ui|AB |uj〉 =
∑
k
〈ui|A |uk〉 〈uk|B |uj〉
Y por tanto el convenio elegido para la colocacio´n de los elementos Aij o´ A(α, α
′) es consis-
tente con la u´nica relacio´n del producto de dos matrices.
Demostracio´n
Para calcular la matriz que representa al operador AB en la base {|ui〉} usamos la relacio´n
de cierre:
〈ui|AB |uj〉 = 〈ui|A1B |uj〉 = 〈ui|AP{uk}B |uj〉 =
∑
k
〈ui|A |uk〉 〈uk|B |uj〉
poniendo de manifiesto que la matriz del producto de operadores es el producto de las
matrices de e´stos.

Representacio´n matricial del ket |ψ′〉 = A |ψ〉
Conociendo las componentes de |ψ〉 y los elementos matriz de A en una representacio´n
dada, las componentes de |ψ′〉 = A |ψ〉 en la misma representacio´n vienen determinadas por
el producto de la matriz columna que representa |ψ〉 y la matriz cuadrada que representa A.
As´ı, en la base {|ui〉}, la coordenada c′i de |ψ′〉 viene dada por:
c′i = 〈ui|ψ′〉 = 〈ui|A |ψ〉 =
∑
j
Aijcj
Y en la base {wα}, la coordenada c′(α) de |ψ′〉 viene dada por:
c′(α) = 〈wα|ψ′〉 =
∫
dα′ A(α, α′)c(α′)
Demostracio´n
Conociendo las componentes de |ψ〉 y los elementos matriz de A en una representacio´n
dada, calculemos las componentes de |ψ′〉 = A |ψ〉 en la misma representacio´n:
Teniendo en cuenta que, en las bases {|ui〉} y {wα}, las coordenadas de |ψ′〉, c′i y c′(α)
respectivamente, vienen dadas por:
c′i = 〈ui|ψ′〉 = 〈ui|A |ψ〉 =
∑
j
Aijcj y c
′(α) = 〈wα|ψ′〉
si simplemente insertamos la relacio´n de cierre entre A y |ψ〉, para la base {ui} obtenemos:
c′i = 〈ui|A1 |ψ〉 = 〈ui|AP{uj} |ψ〉 =
∑
j
〈ui|A |uj〉 〈uj|ψ〉 =
∑
j
Aijcj
56 APE´NDICE A. APE´NDICE. HERRAMIENTAS MATEMA´TICAS
Y del mismo modo, para la base {|wα〉}, obtenemos:
c′(α) = 〈wα|ψ′〉 = 〈wα|A |ψ〉 =
∫
dα′ 〈wα|A |wα′〉 〈wα′|ψ〉 =
∫
dα′ A(α, α′)c(α′)
La expresio´n matricial de |ψ′〉 = A |ψ〉 es por tanto simplemente el producto de la matriz
columna que representa |ψ〉 y la matriz cuadrada que representa A:

Expresio´n del nu´mero 〈ϕ|A |ψ〉
〈ϕ|A |ψ〉 describe es producto de la matriz fila que representa a 〈ϕ|, por la matriz cua-
drada que representa a A, y por la matriz columna que representa a |ψ〉. Y su resultado
es por ende un escalar (una matriz 1x1), que viene dado, segu´n la base, por las siguientes
expresiones:
〈ϕ|A |ψ〉 =
∑
i,j
b∗iAijcj en la base {ui}
〈ϕ|A |ψ〉 =
∫∫
dα dα′ b∗(α)A(α, α′)c(α′) en la base {wα}
Demostracio´n
Insertando la relacio´n de cierre entre 〈ϕ| y A y otra vez entre A y |ψ〉, obtenemos:
〈ϕ|A |ψ〉 = 〈ϕ|P{ui}AP{uj} |ψ〉 =
∑
i,j
〈ϕ|ui〉 〈ui|A |uj〉 〈uj|ψ〉 =
∑
i,j
b∗iAijcj
para la base {ui}, y:
〈ϕ|A |ψ〉 = 〈ϕ|P{wα}AP{uj} |ψ〉 =
∫∫
dα dα′ 〈ϕ|wα〉 〈wα|A |wα′〉 〈wα′ |ψ〉 =
=
∫∫
dα dα′ b∗(α)A(α, α′)c(α′)
para la base {|wα〉}.
La interpretacio´n de estas fo´rmulas en el formalismo matricial, es por tanto como sigue:
〈ϕ|A |ψ〉 es un nu´mero, esto es, una matriz con una fila y una columna, obtenida multipli-
cando la matriz columna que representa |ψ〉, primero por la matriz cuadrada que representa
a A, y luego por la matriz fila que representa a 〈ϕ|.
Usando las convenciones precedentes, expresamos |ψ〉 〈ψ| por una matriz cuadrada, que
representa un operador, y 〈ψ|ψ〉 por un nu´mero.

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Representacio´n matricial del adjunto At de A
Como sabemos que 〈ψ|At |ϕ〉 = 〈ϕ|A |ψ〉∗, podemos deducir:
(At)ij = 〈ui|At |uj〉 = 〈uj|A |ui〉∗ = A∗ji
en el caso discreto, y
At(α, α′) = 〈wα|At |wα′〉 = 〈wα′ |A |wα〉∗ = A∗(α′, α)
en el caso continuo.
Por tanto, las matrices que caracterizan a A y a At en una representacio´n dada son
conjugadas hermı´ticas entre s´ı (se intercambian filas y columnas, y cada elemento por su
conjugado complejo).
Es por esto que, si A es hermı´tica (At = A), se tiene:
Aij = A
∗
ji y A(α, α
′) = A∗(α′, α)
Por tanto, un operador hermı´tico se representa por una matriz hermı´tica, esto es, una
matriz en la que cualesquiera dos elementos con posiciones sime´tricas son conjugados entre
s´ı:
Aii = A
∗
ii y A(α, α) = A
∗(α, α)
Todos los elementos de la diagonal de una matriz hermı´tica han de ser por tanto reales.
A.2.4. Cambio de representacio´n
En una representacio´n dada, un ket (o un bra, o un operador) se representa por una
matriz. Si cambiamos de representacio´n, el mismo ket (o bra, u operador) se representara´
por otra matriz diferente. Veamos co´mo son esas matrices.
Por simplicidad, nos centraremos en el caso en que pasamos de una base ortonormal
discreta {|ui〉} a otra base tambie´n ortonormal y discreta {|tk〉}.
Para cambiar de base (o representacio´n) usamos la matriz de cambio de base (matriz
transformacio´n o de paso), que viene definida por las componentes 〈ui|tk〉 de cada uno de los
kets de la nueva base en te´rminos de los kets de la base anterior. Establecemos por tanto:
Sik = 〈ui|tk〉
S es la matriz del cambio de base (matriz transformacio´n) , que es unitaria, y cuyo conjugado
hermı´tico se expresa como sigue:
(St)ik = (Sik)
∗ = 〈tk|ui〉
Demostracio´n
Veamos que la matriz de paso S es unitaria, es decir, que se da:
StS = SSt = I
donde I es la matriz unidad.
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Ciertamente, vemos que:
(StS)kl =
∑
i
StkiSil =
∑
i
〈tk|ui〉 〈ui|tl〉 = 〈tk|tl〉 = δkl
Y del mismo modo:
(SSt)ij =
∑
k
StkiSil =
∑
k
〈ui|tk〉 〈tk|uj〉 = 〈ui|uj〉 = δij

Para llevar a cabo los ca´lculos necesarios en el cambio de base, u´nicamente se precisan
las relaciones de cierre y ortonormalizacio´n:
P{ui} =
∑
i
|ui〉 〈ui| = 1 ; 〈ui|uj〉 = δij ;
P{tk} =
∑
k
|tk〉 〈tk| = 1 ; 〈tk|tl〉 = δkl ;
En concreto, las transformaciones de los elementos de un ket y de un bra, y las de los
elementos matriz de un operador, son como sigue:
1. Transformacio´n de las componentes de un ket
Componentes 〈tk|ψ〉 de un ket |ψ〉 en la base {|tk〉}, a partir de sus componentes 〈ui|ψ〉
en la base 〈ui|:
〈tk|ψ〉 =
∑
i
Stki 〈ui|ψ〉
Componentes del cambio en sentido inverso:
〈ui|ψ〉 =
∑
k
Sik 〈tk|ψ〉
Demostracio´n
Para obtener las componentes 〈tk|ψ〉 de un ket |ψ〉 en la nueva base, a partir de sus
componentes 〈ui|ψ〉 en la base anterior, simplemente introducimos la relacio´n de cierre
correspondiente entre 〈tk| y |ψ〉:
〈tk|ψ〉 = 〈tk|1 |ψ〉 = 〈tk|P{ui} |ψ〉 =
∑
i
〈tk|ui〉 〈ui|ψ〉 =
∑
i
Stki 〈ui|ψ〉
La expresio´n inversa puede deducirse del mismo modo:
〈ui|ψ〉 = 〈ui|1 |ψ〉 = 〈ui|P{tk} |ψ〉 =
∑
k
〈ui|tk〉 〈tk|ψ〉 =
∑
k
Sik 〈tk|ψ〉

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2. Transformacio´n de las componentes de un bra
Componentes 〈ψ|tk〉 de un bra 〈ψ| en la base {|tk〉}, a partir de sus componentes 〈ψ|ui〉
en la base 〈ui|:
〈ψ|tk〉 =
∑
i
〈ψ|ui〉Sik
Demostracio´n
El principio para el ca´lculo de las componentes de un bra es exactamente el mismo que
en el caso de un ket, por ejemplo:
〈ψ|tk〉 = 〈ψ|1 |tK〉 = 〈ψ|P{ui} |tk〉 =
∑
i
〈ψ|ui〉 〈ui|tk〉 =
∑
i
〈ψ|ui〉Sik

3. Transformacio´n de los elementos matriz de un operador
Elemento matriz 〈tk|A |tl〉 de un operador A en la base {|tk〉}, a partir de sus compo-
nentes 〈ui|A |uj〉 en la base 〈ui|:
Akl = 〈tk|A |tl〉 =
∑
i,j
StkiAijSjl
Del mismo modo:
Aij = 〈ui|A |uj〉 =
∑
k,l
SikAklS
t
lj
Demostracio´n
Si, en 〈tk|A |tl〉, insertamos la relacio´n de cierre entre 〈tk| y A, y otra vez entre A y
|tl〉, obtenemos:
Akl = 〈tk|A |tl〉 = 〈tk|P{ui}AP{uj} |tl〉 =
∑
i,j
〈tk|ui〉 〈ui|A |uj〉 〈uj|tl〉 =
∑
i,j
StkiAijSjl
Y del mismo modo:
Aij = 〈ui|A |uj〉 = 〈ui|P{tk}AP{tl} |uj〉 =
∑
k,l
〈uI |tk〉 〈tk|A |tl〉 〈tl|uj〉 =
∑
k,l
SikAklS
t
lj

A.3. Observables
A.3.1. Autovalores y autovectores de un operador
Espacio vectorial de autovectores
Veamos que el conjunto de autovectores de A asociados a λ constituye un espacio vectorial
g-dimensional, es decir, que cualquier combinacio´n lineal de los autovectores |ψi〉, es tambie´n
un autovector.
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Suponemos entonces el vector ket definido como combinacio´n lineal de autovetores:
|ψ〉 =
g∑
i=1
ci
∣∣ψi〉
y por el siguiente desarrollo:
A |ψ〉 = A
g∑
i=1
ci
∣∣ψi〉 = g∑
i=1
ciA
∣∣ψi〉 = λ g∑
i=1
ci
∣∣ψi〉 = λ |ψ〉
se deduce que |ψ〉 es un autovector de A asociado al autovalor λ, cualesquiera que sean los
coeficientes ci.
Ecuacio´n caracter´ıstica
Si proyectamos la ecuacio´n vectorial A |ψ〉 = λ |ψ〉 sobre los vectores de una base orto-
normal, por ejemplo los |ui〉 de la base {|ui〉}:
〈ui|A |ψ〉 = λ 〈ui|ψ〉
Insertando la relacio´n de cierre entre A y |ψ〉, obtenemos:∑
j
〈ui|A |uj〉 〈uj|ψ〉 = λ 〈ui|ψ〉
De modo que, con la notacio´n:
〈ui|ψ〉 = ci ; 〈ui|A |uj〉 = Aij ;
podemos reescribir A |ψ〉 = λ |ψ〉 del siguiente modo:∑
j
Aijcj = λci =⇒
∑
j
[Aij − λδij]cj = 0
Como este sistema es lineal y homoge´neo, tiene una solucio´n no trivial si y so´lo si el deter-
minante de los coeficientes es nulo, es decir, si
Det [A − λI] = 0
donde A es la matriz N ×N de elementos Aij e I es la matriz unidad.
Adema´s, el hecho de haber elegido la representacio´n {|ui〉} no afecta al resultado, por
ende, la ecuacio´n caracter´ıstica que de aqu´ı se deduce es independiente de la representacio´n
que se elija.
Autovalores y autovectores de un operador hermı´tico
1. Los autovalores y autovectores de un operador hermı´tico son reales.
Si multiplicamos escalarmente la ecuacio´n de autovalores A |ψ〉 = λ |ψ〉 por |ψ〉, obte-
nemos:
〈ψ|A |ψ〉 = λ 〈ψ|ψ〉
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Pero 〈ψ|A |ψ〉 es un nu´mero real si A es hermı´tico, como vemos de:
〈ψ|A |ψ〉∗ = 〈ψ|At |ψ〉 = 〈ψ|A |ψ〉
Y como 〈ψ|A |ψ〉 y 〈ψ|ψ〉 son reales, la igualdad 〈ψ|A |ψ〉 = λ 〈ψ|ψ〉 implica que λ
debe ser real.
2. Dos autovectores, asociados a dos autovalores distintos de un operador hermı´tico, son
ortogonales.
Consideremos dos autovalores λ y µ del operador hermı´tico A, y sus dos autovectores
|ψ〉 y |ϕ〉 asociados:
A |ψ〉 = λ |ψ〉
A |ϕ〉 = µ |ϕ〉
Dado que A es hermı´tico, se tiene:
〈ϕ|A = 〈ϕ|At = µ∗ 〈ϕ| = µ 〈ϕ|
Entonces, multiplicando en la primera igualdad por 〈ϕ| a la izquierda, y en esta u´ltima
por |ψ〉 a la derecha, obtenemos:
A |ψ〉 = λ |ψ〉 =⇒ 〈ϕ|A |ψ〉 = λ 〈ϕ|ψ〉
〈ϕ|A = µ 〈ϕ| =⇒ 〈ϕ|A |ψ〉 = µ 〈ϕ|ψ〉
Por lo que podemos deducir:
λ 〈ϕ|ψ〉 = µ 〈ϕ|ψ〉 ⇐⇒ 〈ϕ|ψ〉 = 0
dado que λ 6= µ.
Y el hecho que de su producto escalar se anule, implica por definicio´n que |ϕ〉 y |ψ〉
son ortogonales.
A.3.2. Observables
El proyector Pψ es un observable
Veamos que Pψ = |ψ〉 〈ψ| (con 〈ψ|ψ〉 = 1) es un observable. Sabemos que es hermı´tico, y
que sus autovalores son 1 y 0; el primero es simple y tiene asociado el autovector |ψ〉, y el
segundo es infinitamente degenerado y tiene asociados todos los kets ortogonales a |ψ〉. Para
probar que es un observable tenemos por tanto que probar que todo ket |ϕ〉 puede expresarse
como combinacio´n lineal de los autovectores de Pψ asociados a estos autovalores.
Cualquiera ket |ϕ〉 ∈ E puede escribirse del siguiente modo:
|ϕ〉 = Pψ |ϕ〉+ (1− Pψ) |ϕ〉
Y teniendo en cuenta que el proyector Pψ es un operador idempotente (P
2
ψ = Pψ), vemos
que Pψ |ϕ〉 es un autovector de Pψ asociado al autovalor 1:
Pψ(Pψ |ϕ〉) = P 2ψ |ϕ〉 = Pψ |ϕ〉 = 1 · (Pψ |ϕ〉)
y que (1− Pψ) |ϕ〉 es un autovector de Pψ asociado al autovalor 0:
Pψ((1− Pψ) |ϕ〉) = (Pψ − P 2ψ) |ϕ〉 = 0 = 0 · ((1− Pψ) |ϕ〉)
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A.3.3. Conjuntos de observables que conmutan
Teoremas
Teorema A.1 Si dos operadores A y B conmutan, y si |ψ〉 es un autovector de A, B |ψ〉 es
tambie´n un autovector de A, asociado al mismo atovalor
Demostracio´n
Por ser |ψ〉 es un autovector de A, sabemos que se cumple:
A |ψ〉 = a |ψ〉
Aplicando B a ambos lados de la ecuacio´n, obtenemos:
BA |ψ〉 = aB |ψ〉
Y teniendo en cuenta que BA = AB (dado que A y B conmutan):
A(B |ψ〉) = BA |ψ〉 = aB |ψ〉 = a(B |ψ〉)
Igualdad que pone de manifiesto que B |ψ〉 es un autovector de A, asociado al autovalor a.

Teorema A.2 Si dos observables A y B conmutan, y si |ψ1〉 y |ψ2〉 son dos autovectores de
A asociados a autovalores diferentes, el elemento matriz 〈ψ1|B |ψ2〉 es cero.
Demostracio´n
Por ser |ψ1〉 y |ψ2〉 autovectores de A, sabemos que se tiene:
A |ψ1〉 = a1 |ψ1〉
A |ψ2〉 = a2 |ψ2〉
Por el teorema (2.1) , tenemos que B |ψ2〉 es un autovector de A asociado al autovalor a2,
dado que A y B conmutan. B |ψ2〉 es por tanto ortogonal al autovector |ψ1〉 de A asociado
al autovalor a1 6= a2, y por tanto el producto escalar de estos dos autovectores es nulo:
〈ψ1|B |ψ2〉 = 0

Teorema A.3 Si dos observables A y B conmutan, se puede construir una base ortonormal
del espacio de estados que esta´ asociado simulta´neamente a A y B.
Demostracio´n
Como A es un observable, existe al menos un sistema ortonormal de autovectores de A
que forman una base en el espacio de estados. Denotaremos esos vectores por |uin〉:
A
∣∣uin〉 = an ∣∣uin〉 ; n = 1, 2, ... i = 1, 2, ..., gn
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gn es el grado de degeneracio´n del autovalor an, esto es, la dimensio´n del correspondiente
subespacio asociado a e´l En. Tenemos:〈
uin|ui
′
n′
〉
= δnn′δii′
Veamos co´mo se ver´ıa entonces la matriz que representa B en la base {|uin〉}.
Sabemos que los elementos matriz 〈uim|B |uin〉 son nulos cuando n 6= n′(por otro lado, no
podemos decir nada a priori de lo que pasa cuando n = n′ o´ i 6= i′). Colocamos los vectores
|uin〉 de la base en el orden:∣∣u11〉 , ∣∣u21〉 , ..., |ug11 〉 ; ∣∣u12〉 , ..., |ug22 〉 ; ∣∣u13〉 , ...
Obtenemos entonces para B una matriz “bloque-diagonal”, que evidencia el hecho de que el
subespacio asociado En es globalmente invariante bajo la accio´n de B.
Resultan dos casos:
1. Cuando an es un autovalor no degenerado de A, existe so´lo un autovector |un〉 de A,
asociado al autovalor an (el super´ındice i en |un〉 es innecesario): la dimensio´n gn de
En es por tanto igual a 1. Es decir, en la columna asociada a |un〉 el resto de elementos
son nulos, y la matriz que representa a B ahora es un nu´mero. Esto expresa el hecho
de que |un〉 es un autovector comu´n a A y B.
2. Cuando an es un autovalor degenerado de A (gn > 1), el “bloque” que representa B en
En no es, en general, diagonal: los |uin〉 no son, en general, autovectores de B.
Puede verse, sin embargo, que como la accio´n de A sobre cada uno de los gn vectores
|uin〉 se reduce a simplemente multiplicar por an, la matriz que representa la restriccio´n de
A dentro de En es igual a anI(donde I es la matriz unitaria gn × gn). Esto muestra el hecho
de que un ket arbitrario de En es un autovector de A asociado al autovalor an. La eleccio´n
en En de una base {|uin〉 ; i = 1, 2, ..., gn} es por tanto arbitraria. Cualquiera que sea la base,
la matriz que representa A en En es siempre diagonal e igual a anI.Usaremos esta propiedad
para obtener una base de En compuesta por vectores que sean tambie´n autovectores de B.
La matriz que representa B en En , cuando la base elegida es∣∣uin〉 ; i = 1, 2, ..., gn
tiene como elementos:
β
(n)
ij =
〈
uin
∣∣B ∣∣uin〉
Esta matriz es hermı´tica ( β
(n)∗
ji = β
(n)
ij ), dado que B es un operador hermı´tico. Es por tanto
diagonalizable, es decir, se puede encontrar en En una nueva base {|vin〉 ; i = 1, 2, ..., gn} en
la que B este´ representada por una matriz diagonal〈
vin
∣∣B ∣∣vin〉 = β(n)i δij
Esto significa que en En los vectores de la nueva base son autovectores de B:
B
∣∣vin〉 = β(n)i ∣∣vin〉
Como hemos visto, estos vectores son autovectores de A asociados a un autovalor an dado
que pertenecen a En. Destaquemos el hehco de que los autovectores de A asociados con
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autovalores degenerados no son necesariamente autovectores de B. Lo que acabamos de ver
es que siempre es posible elegir, en todo subespacio de A asociado a un autovalor, una base
de autovectores comu´n a A y B.
Si efectuamos esta operacio´n en todo el subespacio En, obtenemos una base de E , formada
por autovectores comunes a A y B. El teorema queda por tanto probado.

Si existe una base de autovectores comunes a A y B, los dos observables conmutan.
Demostracio´n
Denotamos por
∣∣uin,p〉 a los autovectores comunes de A y B:
A
∣∣uin,p〉 = an ∣∣uin,p〉 ; B ∣∣uin,p〉 = bp ∣∣uin,p〉 ;
Pudiendo as´ı expresar:
AB
∣∣uin,p〉 = bpA ∣∣uin,p〉 = bpan ∣∣uin,p〉
BA
∣∣uin,p〉 = anB ∣∣uin,p〉 = anbp ∣∣uin,p〉
De lo que se deduce:
AB
∣∣uin,p〉−BA ∣∣uin,p〉 = [A,B] ∣∣uin,p〉 = 0, ∀i, n, p.
Como hemos supuesto que los
∣∣uin,p〉 forman base, no pueden ser todos nulos, y por
tanto ha de ser [A,B] = 0, es decir, A y B conmutativos.

Ape´ndice B
Ape´ndice. Postulados
B.1. Descripcio´n de los postulados
B.1.1. Principio de la descomposicio´n espectral
Formulacio´n del cuarto postulado
El cuarto postulado se encarga de la prediccio´n probabil´ıstica del resultado de una medida.
Pero supuesto un sistema cuyo estado, en un tiempo dado, se caracteriza por un ket nor-
malizado |ψ〉; dicha prediccio´n de la medida de una cantidad f´ısica A asociada al observable
A, en ese instante, se llevara´ a cabo de una forma u otra dependiendo de si el espectro es o
no discreto, y en caso de serlo, de si es o no degenerado.
As´ı, tenemos los siguientes casos:
1. Caso de un espectro discreto no degenerado
Supongamos que el espectro de A es totalmente discreto, y que los autovalores que lo
componen son todos no degenerados. Entonces cada autovalor determina un´ıvocamente
un autovector (salvo producto por escalar), y por ser A un observable, el conjunto de
los autovectores constituye una base del espacio de estados E . Es decir, ∀ |ψ〉 ∈ E :
|ψ〉 =
∑
n
cn |un〉 con los |un〉 tales que A |un〉 = an |un〉
donde an son los autovalores del observable A.
Recordemos que la probabilidad de encontrar una part´ıcula, en un instante t, en un
volumen dr = dxdydz, ven´ıa determinada por la funcio´n de onda de dicha part´ıcula,
ψ(r, t), y era igual a: |ψ(r, t)|2 dr.
As´ı, postulamos ahora que la probabilidad P(an) de encontrar an cuando medimos A
es:
P(an) = |cn|2 = |〈un|ψ〉|2
2. Caso general de un espectro discreto
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Supongamos que en el espectro de A existen autovalores an que s´ı que son degenerados.
A cada uno de ellos esta´ asociado ma´s de un autovector |uin〉, y por tanto lo que tenemos
∀ |ψ〉 ∈ E en este caso es:
|ψ〉 =
∑
n
gn∑
i=1
cin
∣∣uin〉 con los ∣∣uin〉 tales que A ∣∣uin〉 = an ∣∣uin〉 ; i = 1, 2, ..., gn
Postulamos ahora por tanto, que la probabilidad P(an) de encontrar an cuando medi-
mos A es:
P(an) =
gn∑
i=1
∣∣cin∣∣2 = gn∑
i=1
∣∣〈uin|ψ〉∣∣2
Fo´rmula que generaliza el caso anterior.
3. Caso de un espectro continuo
Supongamos ahora que el espectro de A es totalmente continuo, y pos de la simplicidad,
supongamos tambie´n que los autovalores que lo componen son todos no degenerados.
Entonces cada autovalor determina un´ıvocamente un autovector (salvo producto por
escalar), y por ser A un observable, el conjunto de los autovectores constituye una base
del espacio de estados E . Es decir, ∀ |ψ〉 ∈ E :
|ψ〉 =
∫
dα c(α) |υα〉 con los |υα〉 tales que A |υα〉 = α |υα〉
donde los α son los autovalores del observable A.
Como los posibles resultados de una medida de A forman un conjunto continuo, de-
bemos definir un densidad de probabilidad, como hicimos para la interpretacio´n de
la funcio´n de onda de una part´ıcula [B-2 del cap´ıtulo I]. La probabilidad dP(α) de
obtener un valor que se encuentre entre α y α + dα viene dada por:
dP(α) = ρ(α) dα = |c(α)|2 dα = |〈υα|ψ〉|2 dα
No´tese que las reglas de cuantizacio´n son consistentes con la interpretacio´n probabil´ıstica
de la funcio´n de onda.
En efecto, la probabilidad de que una medida de su posicio´n nos de´ un resultado entre x
y x+ dx es igual a:
dP(x) = |〈x|ψ〉|2 dx = |ψ(x)|2 dx
donde x es un autovector del observable X, y |x〉 el autovalor al que esta´ asociado.
La probabilidad P(an) no depende de la eleccio´n de la base
El cuarto postulado de la meca´nica cua´ntica, en el caso general de un espectro discreto
(que puede ser o no degenerado), se enuncia del siguiente modo:
Cuarto postulado: Caso general de un espectro discreto:
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Cuando medimos la cantidad f´ısica A en un sistema en el estado normalizado |ψ〉, la
probabilidad P(an) de obtener el autovalor an del observable correspondiente A es:
P(an) =
gn∑
i=1
∣∣〈uin|ψ〉∣∣2
donde gn es el grado de degeneracio´n de an y {|uin〉} (i = 1, 2, ..., gn) es un conjunto ortonor-
mal de vectores que forman una base en el subespacio En asociado al autovalor an de A.
Veamos que esta probabilidad P(an) es independiente de la base {|uin〉} del subespacio
de estados En que se elija.
Sea |ψn〉 la proyeccio´n de |ψ〉 sobre En:
|ψn〉 =
gn∑
i=1
cin
∣∣uin〉 = gn∑
i=1
∣∣uin〉 〈uin|ψ〉
donde aparece el proyector sobre En:
Pn =
gn∑
i=1
∣∣uin〉 〈uin∣∣ =⇒ |ψn〉 = Pn |ψ〉
Y resulta que:
〈ψn|ψn〉 =
gn∑
i=1
∣∣cin∣∣2 = gn∑
i=1
∣∣〈uin|ψ〉∣∣2 =P(an)
Es decir, P(an) es el cuadrado de la norma de |ψn〉 = Pn |ψ〉, que es la proyeccio´n de |ψ〉
sobre En, y que no depende de la base que elijamos en En. Como Pn es un proyector, y es
hermı´tico, se tiene:
P(an) = 〈ψ|P tnPn |ψ〉 = 〈ψ|Pn |ψ〉
Co´mo afecta un factor fase a las predicciones f´ısicas
Veamos que el cuarto postulado trae como consecuencia el siguiente hecho:
Un factor fase global no afecta a las predicciones f´ısicas, es decir: para los kets |ψ′〉 =
eiθ |ψ〉, o |ψ′′〉 = αeiθ |ψ〉, las predicciones sera´n exactamente las mismas que para el ket |ψ〉,
∀θ ∈ R, α ∈ C. Pero las fases relativas a los coeficientes de una combinacio´n lineal s´ı pueden
afectar, esto es: en general, el ket |ψ′〉 = λ1eiθ1 |ψ1〉+ λ2eiθ2 |ψ2〉 no describe el mismo estado
f´ısico que el ket |ψ〉 = λ1 |ψ1〉+ λ2 |ψ2〉, con θ1, θ2 ∈ R, y λ1, λ2 ∈ C.
Demostracio´n
Por un lado, si tenemos los dos kets |ψ〉 y |ψ′〉 = eiθ |ψ〉, se cumple que:
〈ψ′|ψ′〉 = 〈ψ| e−iθeiθ |ψ〉 = 〈ψ|ψ〉
es decir, |ψ′〉 estara´ normalizado si lo esta´ |ψ〉, puesto que sus normas coinciden. Por tanto,
las probabilidades predichas para una medida arbitraria son las mismas para |ψ〉 que para
|ψ′〉, dado que, para cualquier |uin〉:∣∣〈uin|ψ′〉∣∣2 = ∣∣eiθ 〈uin|ψ〉∣∣2 = ∣∣〈uin|ψ〉∣∣2
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Si ahora tenemos los kets |ψ〉 y |ψ′′〉 = αeiθ |ψ〉, se tiene:
〈ψ′′|ψ′′〉 = 〈ψ| |α|2 |ψ〉 = |α|2 〈ψ|ψ〉
Pero como la suma de las probabilidades ha de ser uno, en el ca´lculo de las predicciones
f´ısicas se normalizara´ el ket, generando un factor que divida por |α|2, y que por tanto, se
anular´ıa con el que nos acaba de salir, haciendo de nuevo coincidentes las predicciones para
estos dos kets que hemos considerado.
Por otro lado, si el ket ante el que nos encontramos es una combinacio´n lineal de kets,
por ejemplo:
|ψ〉 = λ1 |ψ1〉+ λ2 |ψ2〉 λ1, λ2 ∈ C
aunque eiθ1 |ψ1〉 represente el mismo estado f´ısico que |ψ1〉, y eiθ2 |ψ2〉 el mismo que |ψ2〉, en
general:
|ψ′〉 = λ1eiθ1 |ψ1〉+ λ2eiθ2 |ψ2〉
no representa el mismo estado f´ısico que |ψ〉, dado que en ca´lculo de la norma y las probabili-
dades, al no ser el factor comu´n, no se dara´n las cancelaciones necesarias para la coincidencia.

B.1.2. Reduccio´n del paquete de ondas
Gracias al cuarto postulado, si conocemos el ket |ψ〉 que representa el estado del sistema,
podemos predecir las probabilidades de obtener los diferentes resultados posibles al medir
una cantidad f´ısica A . |ψ〉 representa el estado del sistema inmediatamente antes de medirlo,
pero tras realizar la primera medida, no puede mantenerse invariante la funcio´n de estado,
puesto que ya no tendr´ıa sentido hablar de probabilidades para los posibles resultados de
esa primera medida, en tanto que hemos obtenido ya un resultado concreto (lo que aporta
probabilidad 1 a e´ste y anula la del resto de posibles valores).
Es por esto que vamos a estudiar co´mo ha de ser el nuevo vector de estado en los casos
en los que una primera medida ya realizada nos aporte esta informacio´n adicional.
Supongamos que el resultado de la primera media de A es el autovalor an.
Si an es no degenerado, hemos postulado que el estado del sistema despue´s de haber
obtenido el autovalor an (y antes de haber tenido tiempo de evolucionar) sera´ el autovector
asociado a e´l, |un〉.
Si, por el contrario, an s´ı es un autovalor degenerado, el estado del sistema inmediatamente
antes de hacer la medida era:
|ψ〉 =
∑
n
gn∑
i=1
cin
∣∣uin〉 = ∑
n
|ψn〉
donde |ψn〉 es la proyeccio´n de |ψ〉 sobre es subespacio de estados En asociado a an, es decir
Pn |ψ〉. Por tanto, tras esta primera medida (sin dar tiempo a que el sistema evolucione), el
estado del sistema estara´ forzado a pertenecer a En (puesto que sera´ siempre un autovector
de A asociado al autovalor an), y podemos escribirlo:
|ψ′〉 =
gn∑
i=1
cin
∣∣uin〉 = |ψn〉 = Pn |ψ〉
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Como la norma de este nuevo ket podr´ıa ser distinta de 1, en pos de la simplicidad, lo
reescribimos normalizado:
|ψ′〉 = Pn |ψ〉√〈ψ|Pn |ψ〉
B.2. Medida de los observables
B.2.1. Valor medio de un observable en un estado dado
El valor medio del observable A en el estado |ψ〉, si |ψ〉 esta´ normalizado, 〈A〉ψ viene
dado por la fo´rmula:
〈A〉ψ = 〈ψ|A |ψ〉
Demostracio´n
Sea A un observable cuyo espectro es totalmente discreto, y sea N (an) el nu´mero de
veces que se obtiene el autovalor an al medir N veces A (estando el sistema en el estado |ψ〉
todas las veces). Por tanto, tenemos que el promedio de los resultados obtenidos en esos N
experimentos es:
1
N
∑
n
anN (an) con
∑
n
N (an) = N
El porcentaje de veces que aparece an en N experimentos, N (an)/N , se aproxima a la
probabilidad P(an) a medida que aumenta N . Por tanto, aplicando esto a la expresio´n que
acabamos de ver para el valor medio, obtenemos:
〈A〉ψ =
∑
n
anP(an)
Sustituyendo la expresio´n de P(an) en te´rminos de los |uin〉, y teniendo en cuenta que
A |uin〉 = an |uin〉 (por ser an un autovalor de A)
〈A〉ψ =
∑
n
an
gn∑
i=1
〈
ψ|uin
〉 〈
uin|ψ
〉
=
∑
n
gn∑
n=1
〈ψ| an
∣∣uin〉 〈uin|ψ〉 =
=
∑
n
gn∑
n=1
〈ψ|A ∣∣uin〉 〈uin|ψ〉 = 〈ψ|A
[∑
n
gn∑
n=1
∣∣uin〉 〈uin∣∣
]
|ψ〉 = 〈ψ|A |ψ〉
dado que la expresio´n que aparece entre corchetes representa la relacio´n de cierre de la base
ortonormal {|uin〉}, que es igual a la unidad.
Para el caso de un espectro continuo (tambie´n supuesto no degenerado, por simplicidad),
procedemos de modo ana´logo. Llamamos ahora dN (α) al nu´mero de experimentos que dan
un resultado entre α y α + dα, teniendo as´ı:
〈A〉ψ =
∫
α dP(α) =
∫
α 〈ψ|υα〉 〈υα|ψ〉 dα =
=
∫
〈ψ|A |υα〉 〈υα|ψ〉 dα = 〈ψ|A
[∫
dα |υα〉 〈υα|
]
|ψ〉 = 〈ψ|A |ψ〉

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B.2.2. Relaciones de incertidumbre a partir de la desviacio´n cuadra´tica media
Vamos a probar que puede deducirse el principio de incertidumbre de Heisenberg para
los operadores R y P a partir de la definicio´n de la desviacio´n cuadra´tica media.
Demostracio´n
Consideremos el ket definido como combinacio´n de R y P del siguiente modo
|ϕ〉 = (R + iλP) |ψ〉 con λ ∈ R
El cuadrado de la norma del ket ha de ser siempre positivo, por tanto, podemos establecer
una desigualdad
〈ϕ|ϕ〉 = 〈ψ| (R− iλP)(R + iλP) |ψ〉 =
= 〈ψ|R2 |ψ〉+ 〈ψ| (iλRP− iλRP) |ψ〉+ 〈ψ|λ2P2 |ψ〉 =
=
〈
R2
〉
+ iλ 〈[R,P]〉+ λ2 〈P2〉 = 〈R2〉− λ~+ λ2 〈P2〉 ≥ 0
Por tanto, el discriminante de esta ecuacio´n de segundo grado ha de ser menor o igual que
cero, esto es:
~2 − 4 〈R2〉 〈P2〉 ≥ 0 =⇒ 〈R2〉 〈P2〉 ≥ ~2
4
Denotando como R′ y P′ a
R′ = R− 〈R〉 = R− 〈ψ|R |ψ〉 y P′ = P− 〈P〉 = P− 〈ψ|P |ψ〉
vemos que R′ y P′ son tambie´n observables conjugados, as´ı que por las relaciones de con-
mutacio´n cano´nicas
[R′,P′] = [R,P] = i~
y por tanto podemos aplicar la desigualdad a la que hab´ıamos llegado, al caso de R′ y P′,
teniendo 〈
R′2
〉 〈
P′2
〉 ≥ ~2
4
Por como hab´ıamos definido R′ y P′, la desviacio´n cuadra´tica media de e´stos sera´, respecti-
vamente
∆R =
√〈
R′2
〉
y ∆P =
√〈
P′2
〉
Y por tanto podemos afirmar que se cumple la desigualdad
∆R ·∆P ≥ ~
2

B.3. Aplicaciones f´ısicas de la ecuacio´n de Schro¨dinger
B.3.1. La norma del vector de estado se conserva
Vamos a ver que el hecho de que el operador de Hamilton H(t) que aparece en la ecuacio´n
de Schro¨dinger sea hermı´tico, implica que el cuadrado de la norma del vector de estado,
〈ψ(t)|ψ(t)〉, es independiente del tiempo.
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Demostracio´n
Sabemos que 〈ψ(t)|ψ(t)〉 sera´ constante a lo largo de t si y so´lo si su derivada respecto
de t es nula.
d
dt
〈ψ(t)|ψ(t)〉 =
[
d
dt
〈ψ(t)|
]
|ψ(t)〉+ 〈ψ(t)|
[
d
dt
|ψ(t)〉
]
es la expresio´n de la derivada de la norma al cuadrado.
Por un lado, por la ecuacio´n de Schro¨dinger, tenemos:
d
dt
|ψ(t)〉 = 1
i~
H(t) |ψ(t)〉
Y por otro lado, tomando el conjugado hermı´tico a ambos lados, y teniendo en cuenta que
H es hermı´tico por ser un observable, obtenemos:
d
dt
〈ψ(t)| = − 1
i~
〈ψ(t)|H t(t) = − 1
i~
〈ψ(t)|H(t)
Por tanto, llegamos a lo que quer´ıamos:
d
dt
〈ψ(t)|ψ(t)〉 = − 1
i~
〈ψ(t)|H(t) |ψ(t)〉+ 1
i~
〈ψ(t)|H(t) |ψ(t)〉 = 0

B.3.2. Evolucio´n temporal del valor medio de un observable
Ecuacio´n de la evolucio´n temporal del valor medio
La evolucio´n, a lo largo del tiempo t, del valor medio de un observable A, viene descrita
por la siguiente fo´rmula general:
d
dt
〈A〉 = 1
i~
〈[A,H(t)]〉+
〈
∂A
∂t
〉
Demostracio´n
Para estudiar esta evolucio´n habremos de derivar respecto de t, obteniendo:
d
dt
〈ψ(t)|A(t) |ψ(t)〉 =
[
d
dt
〈ψ(t)|
]
A(t) |ψ(t)〉+ 〈ψ(t)|A(t)
[
d
dt
|ψ(t)〉
]
+ 〈ψ(t)| ∂A
∂t
|ψ(t)〉
Del mismo modo que en estudio de la evolucio´n temporal del sistema, por la ecuacio´n de
Schro¨dinger, y teniendo en cuenta que H es hermı´tico, tenemos:
d
dt
〈ψ(t)|A(t) |ψ(t)〉 = 1
i~
〈ψ(t)| [A(t)H(t)−H(t)A(t)] |ψ(t)〉+ 〈ψ(t)| ∂A
∂t
|ψ(t)〉
de lo que podemos concluir:
d
dt
〈A〉 = 1
i~
〈[A,H(t)]〉+
〈
∂A
∂t
〉

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