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Abstract

The move to more parallel computing architectures places more responsibility on the
programmer to achieve greater performance. The programmer must now have a greater understanding of the underlying architecture and the inherent algorithmic parallelism. Using
parallel computing architectures for exploiting algorithmic parallelism can be a complex
task. This dissertation demonstrates various techniques for using parallel computing architectures to exploit algorithmic parallelism. Specifically, three pattern recognition (PR)
approaches are examined for acceleration across multiple parallel computing architectures,
namely field programmable gate arrays (FPGAs) and general purpose graphical processing
units (GPGPUs).
Phase-only filter correlation for fingerprint identification was studied as the first PR
approach. This approach’s sensitivity to angular rotations, scaling, and missing data was
surveyed. Additionally, a novel FPGA implementation of this algorithm was created using
fixed point computations, deep pipelining, and four computation phases. Communication
and computation were overlapped to efficiently process large fingerprint galleries. The
FPGA implementation showed approximately a 47 times speedup over a central processing
unit (CPU) implementation with negligible impact on precision.
For the second PR approach, a spiking neural network (SNN) algorithm for a character recognition application was examined. A novel FPGA implementation of the approach
was developed incorporating a scalable modular SNN processing element (PE) to efficiently

ii

perform neural computations. The modular SNN PE incorporated streaming memory, fixed
point computation, and deep pipelining. This design showed speedups of approximately 3.3
and 8.5 times over CPU implementations for 624 and 9,264 sized neural networks, respectively. Results indicate that the PE design could scale to process larger sized networks
easily.
Finally for the third PR approach, cellular simultaneous recurrent networks (CSRNs)
were investigated for GPGPU acceleration. Particularly, the applications of maze traversal
and face recognition were studied. Novel GPGPU implementations were developed employing varying quantities of task-level, data-level, and instruction-level parallelism to achieve
efficient runtime performance. Furthermore, the performance of the face recognition application was examined across a heterogeneous cluster of multi-core and GPGPU architectures.
A combination of multi-core processors and GPGPUs achieved roughly a 996 times speedup
over a single-core CPU implementation.
From examining these PR approaches for acceleration, this dissertation presents
useful techniques and insight applicable to other algorithms to improve performance when
designing a parallel implementation.
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Chapter 1
Introduction

Pattern recognition (PR) is a field of science that involves finding regularities in
data through the use of computer algorithms and using the discovered regularities to take
actions, such as classifying data into different categories [1]. PR’s importance is due to its
ability to establish relationships within data to perform very interesting and useful tasks.
Some of these tasks include applications in face detection and tracking, speech recognition,
fingerprint identification, medical diagnosis, machine vision, character recognition, financial
engineering, bioinformatics, geographical information processing, and text analysis.
Computational speed is a bottleneck in the development of PR applications. As
a result, some PR algorithms have an overwhelming computational intensity to be useful
in practical applications. In the past, chip designers were able to improve performance
by increasing a processor’s clock frequency. Eventually, issues regarding heat management
emerged. Finding efficient ways to dissipate heat became so problematic that further acceleration of the system by frequency-scaling became impractical.
Along with combating rising heat concerns, other issues regarding higher frequency
affected processor design. When a processor operates at a higher frequency, the time available to do meaningful work per cycle along with the time for signals to traverse the width
of the chip decreases [2]. Therefore, additional cycles are required to allow signals to do
meaningful processing and/or propagate across the chip. Subsequently, performance gains
are pursued by performing more in parallel as opposed to serially, leading to current incor1

poration of parallel computing designs.
In recent times, the move to parallel computing represents an industry wide shift
to reduce power consumption while improving performance. Along with multi-core designs,
other parallel architectures have come into prominence to increase performance. The use
of general purpose graphical processing units (GPGPUs) found its way into high performance computing. Also, unconventional heterogeneous computing architectures, such as
the IBM/Sony/Toshiba Cell broadband engine, and parallel platforms which blur the line
between hardware and software, such as field programmable gate arrays (FPGAs), are being
utilized for high performance computing. Given the inherent parallelism in many PR algorithms, utilizing the advantages offered by parallel computing would be ideal for extracting
speed.
Unfortunately, gaining performance by exploiting parallel architectures can be a
complex task. With more control given to developers, obtaining greater performance implies
a deeper understanding of the underlying architecture as well as the inherent parallelism
present in the algorithm. The next section offers an overview of parallel computing architectures followed by an overview of the work presented in this thesis. Finally, the specific
contributions and the outline of this work are highlighted.

1.1

Parallel computing architectures
There are various types of parallel architectures available. These different archi-

tectures incorporate different physical arrangements such as tile, execution models such as
dataflow, and different memory structures such as cache mapped. Also, the architectures
vary in size, throughput, cache, power, and speed. This section gives an overview of select
parallel computing architectures as a survey of the work that has been performed in the
field.
Perhaps the forefather to modern multi-core designs is the Raw microprocessor [3].
In [4], the Raw microprocessor is evaluated for various tasks. The Raw microprocessor is a
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tiled architecture that has 16 processor tiles. The processor tiles are designed to be one clock
cycle in wire propagation width, including the interior combinational logic. The authors
compare the performance of the Raw microprocessor to a 600 MHz Pentium III processor
using similar implementation parameters. They test for instruction level parallelism (ILP)
and stream application performance. Raw outperforms the Pentium III with programs in
both ILP and stream applications.
In [5], Baas et al. describe an asynchronous array of simple processors, better known
as AsAP. AsAP is a many-core system that uses task level parallelism and fine grained
processing elements to take advantage of the workload parallelism seen in digital signal
processing (DSP) applications. AsAP processors uses single-issue 64-word×32-bit instruction memory, 128-word×16-bit data memory, 16-bit arithmetic logic units (ALUs), 16×16
multipliers with a 40-bit accumulator, and four programmable address-generators. Each
processor use 54 general instructions and is globally asynchronous, locally synchronous
(GALS). Also, each processor is clocked externally by a single oscillator and has an independent internal oscillator. AsAP requires less than 1% of processor area which lowers
power consumption.
Pericas et al. [6] discuss FMC, a flexible heterogeneous multi-core processor. The
design of FMC executes single to many thread applications for high performance. This
is due to the architecture using a dynamic instruction window size along with multi-scan
execution. From this work, Pericas et al. show that their FMC design improves an application’s floating point performance by 53% over next generation superscalar processors
and 12% over previous large instruction window designs. With integer computations, the
Pericas et al. design offers a 9% speedup over an out-of-order processor with a 256-entry
instruction window.
Zhong et al. [7] describe the Voltron architecture. By having two modes of operation,
the Voltron architecture takes advantage of instruction level and fine-grain thread level
parallelism to increase performance. In the first mode of operation, the architecture’s core
operates in lock-step creating a wide-issue very long instruction word (VLIW) processor to
3

exploit instruction level parallelism. In the second mode, the cores operate individually on
separate fine-grain threads to exploit fine-grain thread level parallelism. Zhong et al. show
that their Voltron architecture achieves a 1.46 times performance gain using a dual-core
system and 1.83 times performance gain using a quad-core system over a single-core design.
In [8], Sankaralingam et al. describe a prototype tiled architecture called TRIPS.
This architecture is a dataflow processor of tiles, where each tile is composed of one global
control tile, 16 execution tiles, four register tiles, four data tiles, and five instruction tiles
labeled GT , ET , RT , DT , and IT , respectively. The tiles can communicate in nearest
neighbor fashion while having a variety of different networks interconnecting them. Sankaralingam et al. describe the control protocols of this architecture and test its performance
against a clustered uniprocessor system. The TRIPS architecture shows a lot of promise.
Lastly in [9], Kapasi et al. describe Imagine, a stream processor, which exploits
data-level parallelism. Imagine is designed as a coprocessor to a general purpose processor
which would control the former by sending streaming commands. Within Imagine, there are
48 arithmetic logic units (ALUs) equally distributed into eight clusters. Kapasi et al. found
that this architecture achieves up to a sustainable 15 giga operations per second (GOPS)
for a variety of applications tested. They use KernelC and StreamC to compile code used
by the Imagine architecture.

1.1.1

FPGAs and GPGPUs
In this dissertation, FPGAs and GPGPUs were examined predominately for accel-

erated designs. Thus, this section gives an overview of FPGA and GPGPU operation and
briefly mentions their benefits in parallel computing.

1.1.1.1

FPGA overview
FPGAs are customizable chips, each consisting of a large array of programmable

logic blocks (the Virtex II Pro FPGAs utilized in the second and third chapters contained
53,136 logic blocks). Logic blocks are commonly constructed from multi-input look-up
4

Programmable
Interconnects

Input/Output
Blocks

Multiplexer
Input 1
Input 2

Logic Block

LUT

Flip‐Flop

Output

Input N
Clock
Selector

Figure 1.1: The general structure of an FPGA. This consists of logic and I/O blocks connected via programmable interconnects. Additionally, the internal structure of a logic block
is shown.
tables (LUTs) connected to flip-flops and possibly other memory elements. The LUTs
operate as truth tables and are responsible for implementing the functionality within the
logic blocks. The output of a logic block is generally selected from multiple values using a
multiplexer. Additionally, logic and input/output (I/O) blocks are all connected together
using an intricate array of programmable interconnections. Any operation can typically be
implemented efficiently through a combination of such logic blocks. Figure 1.1 shows an
example of the internal structure of an FPGA.
FPGAs are programmed using a hardware description language (HDL) such as Verilog or VHDL. HDLs are used to describe the behavior of a process as a custom hardware
circuit. After describing the process in HDL, FPGA specific software will perform various
analyses of the HDL description before mapping it to an FPGA. Finally, a bit file is gener-
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ated. A bit file is the set of instructions that allocate an FPGA’s resources to implement a
process.
Algorithms with large amounts of parallelism can have their different components
mapped onto separate areas in an FPGA. Thus, an FPGA can implement multiple algorithm
components in parallel. In a processor, these different components would be evaluated serially, with each component being represented by a long sequential list of simple instructions.
Therefore, even though FPGAs operate at lower frequencies than processors (MHz versus
GHz), high spatial parallelism and the efficient hardware implementations allow FPGAs to
implement many algorithms faster than processors.
One of the main hurdles with using FPGAs is that programming them is significantly more complex than programming general purpose processors. This is mainly because
algorithms have to be analyzed carefully to determine the different components that can
be evaluated in parallel. Additionally, each component needs to be mapped individually
onto the programmable logic blocks. Fortunately, the mappings for several standard operations (such as multiplication) are provided by FPGA vendors, thus reducing overall FPGA
programming time.

1.1.1.2

GPGPU overview
GPGPUs are quickly emerging as a premier acceleration platform. This is because

of the low learning curve for software developers. This leads to a reduced development
cycle when compared to other acceleration platforms such as FPGAs. Figure 1.2 shows
the general structure of a compute unified device architecture (CUDA) enabled GPGPU.
CUDA is a parallel computing architecture C programming language extension used to
program GPGPUs. CUDA enabled GPGPUs are composed of multiple scalar processors
(SPs) grouped together to form streaming multiprocessors (SMs). These SMs contain their
own shared memory, cache, multi-threaded instruction unit (MTI), and special functional
units (SFUs). All SMs have access to the same global memory.
Parallel execution using GPGPUs is accomplished by dividing a task among three
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Figure 1.2: General structure of a CUDA enabled GPGPU.
types of operation: threads, thread blocks, and grids. Figure 1.3 illustrates how threads,
thread blocks, and grids are related to one another. GPGPU threads are lightweight execution directives that can operate concurrently and have access to their own dedicated
local memory. A thread block is composed of a collection of threads operating on a code
sequence. Execution within a thread block occurs in batches of 16 threads where each
batch is referred to by the CUDA nomenclature as a half-warp. Furthermore, groups of two
batches, or 32 threads, are referred to as warps. When processing branching instructions,
threads belonging to different warps can branch and work on different code segments without inhibition. However, the branching instructions of intra warp threads are performed
sequentially. A thread block can process up to eight different warps simultaneously. Lastly,
a thread block has its own dedicated shared memory.
A grid consists of a group of thread blocks. While grids do not have their own
local memories, they are able to access global memory. Grids are mapped over SMs, where
each SM is capable of processing several simultaneous thread blocks. Each thread block
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Figure 1.3: Parallelism division within CUDA enabled GPGPUs. This figure shows the
composition and memory access of threads, thread blocks, and grids.
is capable of performing the execution for up to 1,024 active threads (or 512 for older
generation GPGPUs).
GPGPUs work on the principle of divide and conquer. In order to achieve the best
speedup performance possible, an application’s processing should be distributed within the
GPGPU among thousands of lightweight threads. Among various GPGPU applications,
memory access has been shown to be a bottleneck in the designs [10]. Therefore, GPGPUs
are more geared towards applications which have high compute-to-memory access ratios.

1.2

Dissertation overview
This dissertation explores the added benefits of using parallel computing architec-

tures to improve the runtime performance of PR applications. Different PR approaches
were examined with the performance benefits achieved by parallel systems to accelerate
them identified. While the first approach is a traditional PR algorithm, the second and
third approaches are biologically inspired algorithms.
Gaining momentum in the research community is the use of biologically inspired
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approaches to solve PR problems. This follows from the efficiency in which the mammalian
brain performs PR tasks. The mammalian brain is a highly parallel structure that is fairly
homogeneous and composed of similar elements performing uniform processing [11]. The
sheer volume of parallelism in the mammalian brain is one of the key factors attributed to
enabling it to efficiently perform PR tasks. Researchers want to investigate combining this
parallelism with biologically inspired approaches to achieve similar levels of computational
efficiency as the mammalian brain when performing PR tasks. Therefore, large scale biological inspired approaches adapted to PR have garnered great interest. Hence, the accelerated
implementations of the second and third approaches were examined to study their ability
to support large scale implementation.
The acceleration of the approaches is investigated using FPGAs for the first two
approaches and GPGPUs for the third. The first PR approach considered phase-only filter
based correlation for fingerprint pattern identification. In a previous work [12], a similar
correlation approach was utilized to examine the acceleration of a laser beam automatic
alignment algorithm. In [12], a novel Xilinx Virtex II Pro FPGA hardware acceleration
implementation of the automatic alignment algorithm’s correlation approach was developed
and achieved a speed increase of about 253 times over a software implementation. Based
on those results, the correlation approach given in [12] motivated the similar approach used
in this work towards fingerprints.
In this work, the main advantage of the phase-only filter based correlation approach
is that it is distortion tolerant and can be realized in optical or electronic parallel hardware.
Given that real world fingerprints are almost never perfect, distortion tolerance can prove
to be very important for this application. With large fingerprint databases, identification
can be a computationally challenging task. The high parallelism in phase-only filter correlation makes this approach ideally suited to FPGA based hardware acceleration. From
that observation, a Xilinx Virtex II Pro FPGA system was employed to achieve notable improved performance over a C implementation of the algorithm on a 2.2 GHz AMD Opteron
processor.
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The second PR approach explored the feasibility of using FPGAs for large scale
simulations of the Izhikevich model. This work deals with the development of a modularized
processing element to evaluate a large number of Izhikevich spiking neurons in a pipelined
manner. This approach allows for easy scalability of the model to larger FPGAs.
Lastly, the third PR approach examined the acceleration of the cellular simultaneous recurrent networks (CSRNs) based pattern recognition, utilizing an NVIDIA Tesla
C2050 GPGPU coupled with a 2.67 GHz X5650 Intel Xeon multi-core processor. Using this
approach, two specific applications were examined for acceleration: maze traversals and
face recognition. For CSRN based maze traversal, several novel accelerated CSRN GPGPU
implementations were created for both the training and testing phases of operation. Additionally, the use of several performance enhancing techniques to help improve GPGPU
CSRN computation were explored.
For CSRN based face recognition, only the training phase was examined. Several
parameters within the GPGPU implementation design were varied and compared to an
equivalent C programming language version compiled to take advantage of single instruction, multiple data (SIMD) commands. Large scale multi-core, multi-GPGPU, and multicore/GPGPU versions of CSRN based face recognition were created. The multi-core, multiGPGPU, and multi-core/GPGPU designs were tested on a newly established hybrid cluster
consisting of 78 Intel multi-core processors, 156 NVIDIA GPGPUs, and 1,716 PlayStation
3 consoles. While the acceleration performance of all systems improved linearly with the
addition of more resources, the performance benefit for using the same number of resources
is far greater for the implementations incorporating the use of GPGPUs. Given that there
are more cores than GPGPUs available, the implementations incorporating multi-cores scale
better on the cluster.
The acceleration study of these applications demonstrated the improvement to runtime performance possible using parallel systems in multiple PR domains. Novel parallel
system implementations were created for each, and the analysis of their contribution to
overall runtime performance was performed. Additionally, this dissertation explored large
10

scale implementations of the CSRN biologically inspired approach using a heterogeneous
compute cluster. Finally, a discussion about common acceleration trends supported by the
three approaches concludes this work.

1.3

Contributions and outline
The following is an outline of the main contributions made in this dissertation.

• In the second chapter, phase-only filter correlation for fingerprint pattern identification
is discussed.
a) Evaluated algorithm performance under multiple distortions:
– Angular rotations, scaling, and missing data
b) Developed a novel FPGA implementation of this algorithm:
– Utilized fixed point computations, deep pipelines, and four computation
phases
– Overlapped computation and communication to efficiently process large galleries
– Demonstrated negligible impact on precision using fixed point computations
– Achieved roughly 47 times performance speedup over an C implementation
• The third chapter studies the acceleration of Izhikevich SNN for character recognition.
a) Developed a novel FPGA implementation of the algorithm:
– Incorporated a scalable modular SNN processing element design for efficient
processing
– Utilized streaming memory, fixed point computations, and deep pipelines
– Achieved speedups of approximately 3.3 and 8.5 times over C implementations for 624 and 9,264 sized neuron network, respectively
– Portable design to perform larger sized networks using different FPGAs
11

• CSRN based pattern recognition is explored in chapter four.
a) Developed novel CSRN GPGPU design for maze traversal:
– Used task-level and thread-level parallelism in addition to concurrent execution in design
– Explored methods to improve GPGPU matrix inversion within design
– Achieved average speedups of approximately 7.2 and 3.5 times, respectively,
for training and testing over a C implementation
b) Extended CSRN GPGPU design to face recognition application:
– Improved GPGPU thread occupancy and reduced global memory transactions of design
– Evaluated design to demonstrate speedups greater than five times over a C
implementation for multiple algorithmic parameters
c) Scaled CSRN based face recognition designs to heterogeneous compute cluster:
– Exploited additional parallelism in design by porting it to heterogeneous
compute cluster
– Implemented a master-slave control scheme for design
– Evaluated speedup and scaling performance for systems using multi-core,
multi-GPGPU, and multi-core/GPGPU
– Demonstrated that multi-core/GPGPU system was capable of approximately
996 times speedup over a single-core C implementation
Finally, chapter five offers some closing remarks to conclude this work.
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Chapter 2
Phase-only Filter Based Optical Pattern
Recognition for Fingerprint Identification

2.1

Introduction
Fingerprint based identification is utilized in a variety of tasks ranging from his-

torical [13] to modern commerce and security [14]. The unique and invariant nature of
fingerprints has led to several automatic approaches for their classification [15, 16]. In
classical approaches to fingerprint identification, such as structural [17, 18, 19], statistical
[20, 21], syntactical [22], and neural network methods [23], the classification of fingerprints
is accomplished by using local or global feature extraction. These approaches have various
shortcomings, such as processing speeds, higher power requirements, sensitivity to noise,
complexity in grammar rules, and complicated neural nets. One of the trends in fingerprint
identification is motivated by the application of optical filters and correlation to achieve
high processing speed and low power requirements. Fitz and Green [24] used hexagonal fast
Fourier transforms to classify fingerprints into whorls, loops and arches. The joint transform
correlator (JTC) to identify fingerprints was used by Fielding et al. [25] as a binary JTC,
by Rodolfo et al. [26] as a photorefractive JTC, and by Alam et al. [27] as a polarization
and fringe-adjusted JTC.
In real world applications, some of the major problems with fingerprint data are
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that they get distorted or have portions missing when collected [28]. This distortion of
fingerprint data is usually generated from the image rotation and pressure variation of a
finger on the object where the finger is imprinted. In addition, recently developed chargecoupled device sensors may only capture a partial fingerprint [29]. Consequently, the real
challenge is whether those distorted images are recognizable or not. Although numerous
methods of fingerprint identification have been established, none of them can completely
recognize a distorted fingerprint.
The performance of pattern recognition systems is influenced by two phenomena that
may contribute to the success or failure of these systems. The first is the affine transform
that may cause an image to change shape, simply because of the change in the observation
angle of the sensor gathering information. A second influence comes from the clutter present
in the scene. A human observer may recognize an object from a different point of view, but
clutter poses a real challenge to even a human. A phase-only filter, a variation of classical
matched filter (CMF), performs an edge enhancement on the picture and tries to match the
structure using more than the actual gray levels; thus it has the ability to see through the
clutter and match against the edges of the object.
In this chapter, first a phase-only filter based fingerprint identification approach
is presented. Tests conducted demonstrate that fingerprint identification using opticallyinspired correlator based phase-only filters [30, 31] can overcome problems of missing data or
limited distortions (such as scaling and rotation) and can be executed in parallel hardware
in both the optical and the electronic domains. Simulation work is performed to identify
the effects of distortion on the reliability of fingerprint recognition. The results show that
the algorithm is able to identify prints with up to 58% of the data missing on average.
Given the widespread use of fingerprinting, there are large galleries of prints that
have to be searched. This can be a time consuming process requiring high computational
throughputs. Specialized hardware, such as field programmable gate arrays (FPGAs), can
take advantage of the parallelism in many fingerprint algorithms to provide significant
speedups [32, 33, 34, 35] over conventional general purpose processors. These systems are
14

becoming very reasonable in terms of cost, with FPGA accelerator cards in a desktop
computing system costing an average of about $2,500 per FPGA at present.
Secondly, the FPGA based acceleration of the phase-only filter based fingerprint
identification algorithm is examined. The algorithm is implemented on a Virtex II Pro
FPGA and evaluated for its speedup over a C programming language implementation of
the algorithm on a 2.2 GHz AMD Opteron processor. Special emphasis is placed on both
the communication and computation aspects of the algorithm. This ensures that data
transfers to the FPGA (which can be a severe bottleneck in FPGA based systems) do not
hamper the performance and thus allows efficient processing of large galleries. The results
indicate that the FPGA can produce speedups of about 47 times over the conventional
general purpose processor for this algorithm. The phase-only matching filter utilized in this
chapter has applications in several other domains (such as sound localization [36], DNA
sequence alignment [37], etc). Therefore, the acceleration architecture presented can be
utilized for other applications as well.

2.2

Phase-only filter
The Fourier transform property of correlation provides the theoretical basis for op-

tical pattern recognition. This property states that the Fourier transform of the correlation
of two signals is found by multiplying the Fourier transforms of one signal with the complex
conjugate of the other signal [38]. The inverse transform of this multiplication produces the
correlation operation between the two signals.
A simple pattern recognition system can be simulated as shown in Figure 2.1. The
input function f (x, y) is present at the input plane and is illuminated by uniform coherent
light produced by a laser source and lens L1. The complex spatial filter [F ∗ {h(x, y)}] is
situated at the Fourier plane. A lens, L2, is used to perform the Fourier transform of the
input information which appears at the focal plane. At this plane, the Fourier transform
F {f (x, y)} gets multiplied with the complex filter. A second lens, L3, placed one focal length
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Figure 2.1: A simple optical pattern recognition setup.
away from the Fourier plane, performs another Fourier transform of the product of input
transform and the filter, consequently producing the desired correlation operation. If the
filter function h(x, y) is actually present in the input function f (x, y), a strong correlation
peak will be produced in the output plane at the location where the corresponding match
occurred. The Fourier transform of the input function f (x, y) is denoted by Equation (2.1)
where ux and uy are the frequency variables in the x and y directions.

F (Ux , Uy ) = |F (Ux , Uy )| exp(jφ(Ux , Uy ))

(2.1)

A complex matched filter which produces the autocorrelation function of f (x, y) is given by
the complex conjugate of the template Fourier spectrum as denoted by Equation (2.2).
HCM F (Ux , Uy ) = F ∗ (Ux , Uy ) = |F (Ux , Uy )| exp(−jφ(Ux , Uy ))

(2.2)

The corresponding phase-only filter (HP OF ) is obtained by setting the magnitude of HCM F
to unity:
HP OF (Ux , Uy ) = exp(−jφ(Ux , Uy ))

(2.3)

Using the Fourier transform theory of correlation, the inverse Fourier transformation of
the product of F (Ux , Uy ) and HCM F (Ux , Uy ) results in the convolution of f (x, y) and
f (−x, −y) [38]. This is the equivalent of the autocorrelation of f (x, y). The phase-only
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cross-correlation of the input function and the filter function is shown in Equation (2.4).
CP OF (∆x, ∆y) = F −1 {F (Ux , Uy )HP OF (Ux , Uy )}

(2.4)

Note that Equation (2.1) is implemented by lens L1, an spatial light modulator (SLM) is
used for encoding Equation (2.3), the product of Equation (2.4) is performed by the light
corresponding to Equation (2.1) passing through the SLM representing Equation (2.3), and
the final lens L2 performs the second Fourier transform of Equation (2.4).
In the realm of fingerprint recognition, it is desirable to find the closest match
between a probe fingerprint to be recognized and a gallery of fingerprints. The phase-only
match filter approach described above needs to be performed between the probe and each
of the gallery samples. The gallery sample that produces the highest peak value in the
filter output would be considered as the closest match to the probe image. An application,
namely phase-only correlation [33, 39], implemented recently, divides Equation (2.4) above
by the magnitude of the Fourier transform that appears in Equation (2.1), resulting in an
inverse filter type correlation output. Such filters would be a special case of the amplitude
modulated phase-only filter (AMPOF) [40, 41].

2.3

Distortion invariant recognition
This section details the performance evaluation of the phase-only match filter with

200 fingerprints collected from the DB2 Set A of the FVC2000 competition database [15].
The 200 fingerprints consist of two fingerprints obtained from 100 different individuals. This
allowed for the separation of the 200 fingerprints into two data sets: a 100 image template
set, and a 100 image probe set. The template set was used by the phase-only match filter
algorithm as the fingerprint gallery, and the probe set was used to test the functionality of
the algorithm.
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Figure 2.2: Correlation peak plot for sample six against a 100 sample gallery.
Evaluation 1: Ability to identify known gallery sample

Initially, the optical cor-

relator based phase-only filter approach for fingerprint analysis was examined to evaluate
its ability to identify a sample from the fingerprint gallery. For this evaluation, sample six
(of the fingerprint gallery) was correlated against the 100 samples in the gallery. Figure 2.2
shows the results of this test (performed in MATLAB). As seen by the spike at sample six
in Figure 2.2, the algorithm correctly matched the sample against the gallery.

Evaluation 2: Ability to identify variants of known gallery sample Fingerprints
produced in real-time will vary from one another. To examine the performance of the
algorithm for such a case, three probe images were chosen to test the algorithm, namely
S 1, S 2, and S 3 as shown in Figure 2.3. All three images correspond to the different scans
of the same finger (which is the sample six in the gallery). Figure 2.4 shows the result of
correlating these three probe images with the gallery samples. All three of the probe images
produced the highest correlation peak at sample six.
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Figure 2.3: Several fingerprint images of the same finger (sample six) used as input.
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Figure 2.4: Correlation peak vs. sample number. When the input images shown in Figure 2.3
were used as input, all produced the highest correlation peak at the sample six.
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Figure 2.5: Correlation peak vs. degree of rotation for sample 76. The correlation peak
varied with the increases in the angle of rotation (both in positive and negative direction).
Evaluation 3: Sensitivity to rotation

In order to determine the sensitivity of the

algorithm to rotation, additional probe images were produced by rotating sample 76 of
the gallery samples from −25◦ to +25◦ at 1◦ intervals. Each of the rotated images was
correlated with all gallery samples. Figure 2.5 shows how the correlation peak varied with
different angles of rotation using sample 76 from the gallery as the base for rotation. The
autocorrelation produces the highest peak. Figure 2.6 shows the correlation peak between
the different rotated versions of sample 76 against the gallery for rotations between −10◦
to +10◦ . In this particular example, the probe image was recognizable for the continuous
range of −8◦ to +8◦ angular shifts.
For a more thorough test of the algorithm’s sensitivity to rotation, all probe set
images were rotated from −25◦ to +25◦ . Each resultant rotated probe set image was
correlated against all 100 samples in the gallery. Figure 2.7 shows a plot of the receiver
operating characteristic (ROC) curve for this examination. In generating the ROC curve,
the discrimination threshold was varied from 0 to 28,213,353. The number 28,213,353 was
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range of −8◦ to +8◦ , the highest correlation peaks appeared at sample number 76.
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Figure 2.7: ROC curve for the sensitivity to rotation examination. Here, the plot shows the
false-accept rate vs. the false-reject rate. This ROC curve has an EER of approximately
0.314.
chosen because it represents the peak correlation over all tests. The equal error rate (EER)
for the ROC curve is approximately 0.314. On average, the probe images were identified
correctly for the rotations between the range of −5.24◦ to +4.87◦ .

Evaluation 4: Sensitivity to scaling To examine the effect of scaling the fingerprint
images, sample 16 from the gallery was chosen as the base image and was resized to produce
multiple probe images. The image was resized from 80% to 120% of its original size.
Figure 2.8 plots the maximum correlation peak of the scaled versions of sample 16 against
itself and against all gallery samples. In cases where both peaks are the same, the image
is correctly identified. Figure 2.9 plots the correlation of the scaled versions of sample 16
against all the gallery samples. These two figures show that within the continuous scaling
factors of 92% to 110%, the maximum values of all correlation peaks were coming from the
correlation of the probe images with the original image.
Similar to the rotation examination, scaled versions of the probe set samples ranging
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Figure 2.8: Correlation peak vs. scaling factor. The left bars represent the highest correlation peak against all images in the gallery. The right bar represents the correlation peak
against the original unscaled fingerprint image.
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Figure 2.10: ROC curve for the sensitivity to scaling examination. Here, the plot shows the
false-accept rate vs. the false-reject rate. This ROC curve has an EER of approximately
0.298.
from 80% to 120% were created and correlated with the gallery samples. The same discrimination threshold as the sensitivity to rotation tests was used to generate a ROC curve for
this examination (shown in Figure 2.10). The ROC curve generated for this examination
has an approximate EER of 0.298. On average, correct classification was made for the probe
images between scaling factors of 95.10% to 105.34%.

Evaluation 5: Sensitivity to missing data

To examine the useful minimum usable

amount of fingerprint data required for identification, sample 55 was chosen as the base, and
additional probe images (an example is shown in Figure 2.11) were produced from sample 55
by artificially removing portions of data. Figure 2.12 shows the variation of correlation peak
with percentage of missing data when each missing data image was correlated with sample
55. It can be observed that the correlation peak decreases almost linearly with increases in
the percentage of data missing. Each image with missing data was also correlated with all
samples in the gallery to examine whether they could be identified correctly. Figure 2.13
25

Figure 2.11: Example of input images with missing data. The fingerprint with 0% missing
data would be used as the base image.
shows the resultant correlation peaks. The highest correlation peak is observed at gallery
sample 55 for all of the probe images. It is noteworthy that even when 95% of the fingerprint
data is missing, it is still possible to recognize the probe. This is because fingerprint images
naturally contain high spatial frequencies.
As in the evaluations of the sensitivity to rotation and scaling, missing data versions
of the probe set samples images were correlated with the gallery samples. Using the same
discrimination threshold as in the previous evaluations, the ROC curve shown in Figure 2.14
was produced. For this ROC curve, the EER is approximately 0.306. On average, correct
classification is possible for images containing 58% missing data using this gallery.
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Figure 2.12: Variation of correlation peak with respect to percentage of missing data.
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Figure 2.13: Correlation peak vs. sample number for various missing data percentages. All
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Figure 2.14: ROC curve for the sensitivity to missing data examination. Here, the plot shows
the false-accept rate vs. the false-reject rate. This ROC curve has an EER of approximately
0.306.

2.4
2.4.1

Hardware acceleration
FPGA design
The phase-only matched filter based fingerprint algorithm contains a fair amount

of parallelism. This allows a hardware implementation of the model to provide increased
performance over a fully software implementation. This section describes how the algorithm
can be implemented on FPGAs.
The FPGA fingerprint module was designed to implement the phase-only matched
filter algorithm described in section 2.3. This module correlates a stored collection of probe
images against a stored gallery of samples. The collection of probe images and gallery
samples are stored in a high speed off-chip memory. Figure 2.15 presents a system overview
of the FPGA fingerprint module. The system is pipelined to allow parallel processing of
different algorithm phases. Input data and intermediate values are stored in buffers. These
are on-chip memories on the FPGA. The probe images and gallery samples are loaded into
28

Phase 1a
Phase 1b

gn

8
/

sw

16
/

16-bit
FFT

24
/

24
/

sw

FFTShift
and
Conjugate
Multiply

mb0

fn

8
/

sw

16
/

16-bit
FFT

24
/

sw

24
/

16
/

Phase
Angle

Cos

11
/

Sin

11
/

36
/

mb0

mb1

36
/

sw

24
/

24-bit
FFT

32
/

sw

32
/

FFTShift
and
Find Max

32
/

Max
Index

mb2

Phase 2b
Phase 2a

Figure 2.15: Block diagram of the FPGA operations. The black boxes labeled “sw” are
switches.
the on-chip FPGA buffers “gn” and “fn” respectively.
Two-dimensional Fourier transforms need to be performed on the two input images.
This design utilizes two consecutive one-dimensional fast Fourier transforms (FFTs) —
first along the rows and then along the columns — to model a two-dimensional Fourier
transform. The FFT units were built using Xilinx-supplied library components. To enable
high-throughput computation, the system is pipelined into two alternating phases, with
each phase working on a separate gallery sample. Each phase is further subdivided into
two parts (as shown in Figure 2.15) that are evaluated serially. The computations in each
phase are described below:
a) Phase 1a:
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The first one-dimensional row FFT for the first Fourier transforms is computed. This
is done simultaneously for both the probe image and gallery sample in two separate
pipelines. The inputs to this phase are unsigned 8-bit values. The outputs of these
operations are signed 16-bit values and are stored in the buffers labeled mb0.
b) Phase 1b:
The second one-dimensional column FFT to complete the first two-dimensional Fourier
transforms is computed using the data stored in “mb0” as input. This FFT is applied
simultaneously for the probe image and gallery sample. The result of the probe image’s
column FFT produces F (Ux , Uy ) (Equation (2.1)). The output of the gallery sample
column FFT is normalized to the unit circle and conjugated to produce HP OF (Equation
(2.3)). HP OF is then multiplied by F (Ux , Uy ). An FFT shift operation is executed in
parallel with the multiplication in order to center the image. This output is 36 bits wide
and is stored in the buffer labeled “mb1”.
c) Phase 2a:
The first one-dimensional row FFT for the second Fourier transform is evaluated. Since
this FFT is implemented with two 24-bit forward FFT units, they use only the most
significant 24 bits of the inputs (since the Xilinx FFT units can take at most a 24-bit
input). This introduces round-off errors as the computations take place in the integer
domain. The output is stored in the “mb2” buffer.
d) Phase 2b:
The second one-dimensional column FFT for the second Fourier transform is evaluated
here (corresponding to Equation (2.4)). The peak value in the FFT output is computed
in this phase as the FFT outputs stream out. To evaluate the peak value, the absolute
value of each FFT output is computed. These values are compared against previously
generated values to determine the peak location. The coordinates, amplitude of the peak,
and index of the gallery sample where the peak occurred are all stored and returned to
the processor upon processing all the gallery samples.
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Figure 2.16: Diagram showing the phase execution schedule. Here, the execution schedule
for three probe images and three gallery samples are shown.
Phases 1a and 2a are executed in parallel. Likewise, phases 1b and 2b are also
executed in parallel. In phase 1a, the inputs to the FFT units come from the buffers
labeled “fn” and “gn”. In phase 1b, the inputs come from the buffers labeled “mb0”. Since
the “fn” and “gn” buffers are not used in phase 1b, a new probe image and/or new gallery
sample loads into the “gn” and/or “fn” buffer respectively from off-chip memory during
this phase. This can hide the latency of off-chip memory access and have new image data
ready whenever phase 1a needs it.
The incoming data to phase 1a is sequenced for combinations of probe image –
gallery sample pairs. Initially, the first probe image and first gallery sample are loaded from
off-chip memory. During the 1b and 2b phases, the remaining probe images in the collection
are loaded from off-chip memory to be computed in phase 1a with the first gallery sample.
Once all the probe images have been compared to the first gallery sample, a new gallery
sample is loaded along with the first probe image. This process continues in this fashion
until all probe images have been correlated against the entire gallery. Figure 2.16 shows the
phase execution schedule for three probe images and three gallery samples. The execution
schedule for the different probe image – gallery sample combinations clearly depicts the
staggered pipeline nature within the fingerprint module’s internal processing of the data.
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2.4.2

System design
The performance improvement offered by the hardware based system is evaluated

using a Cray XD1 at the Naval Research Laboratory in Washington, DC. The Cray XD1
contains a large set of Xilinx FPGAs and 2.2 GHz AMD Opteron processors tightly coupled
together. The hardware design described in section 2.4 was implemented using on a Xilinx
Virtex II Pro FPGA on the Cray XD1. Although the Cray XD1 contained multiple FPGAs,
only one FPGA was utilized for this work. A more practical approach for FPGA acceleration
would be to use an FPGA card for desktop computing systems (such cards average about
$2,500 per FPGA at present). These contain one or more FPGAs and would be able to
replicate the performance seen in this chapter.
The four main modules implemented on the FPGA are a fingerprint module that performs the distortion invariant phase-only filter operations, a direct memory access (DMA)
engine module provided by Cray Inc., an arbiter module which mediates the data transfers,
and an interface logic module provided by Cray Inc. The DMA module transfers data between the system DRAM and the high speed off-chip memory (SRAM) next to the FPGA.
The arbiter uses the DMA engine to route data to and from the fingerprint module, the
off-chip memory, and the AMD processor for the system (as shown in Figure 2.17). The
logic interface is used to transfer command and status signals between the AMD processor
and the fingerprint module on the FPGA.
The off-chip memory is a unit composed of four banks of memory. In this design,
three of the banks are utilized. The first two banks are used to store gallery samples. The
third bank is solely used to store probe images for processing. In each bank, the maximum
number of individual images that can be stored is 256. The first and second banks are
fed alternately to the FPGA for processing. When gallery samples in the first bank are
being used for processing by the FPGA, the arbiter allows the DMA engine to load data
into the second bank (and vice versa). Processing in this fashion completely hides the
latency of data transfers (which can otherwise be very performance limiting), thus allowing
processing of very large galleries with negligible slowdowns. It should be noted that none
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Figure 2.17: Block diagram of the overall network.
of the related FPGA based approaches for fingerprint identification cited in section 2.4.3
examine the issue of data transfer into the FPGA (this can be prohibitively expensive and
has to be addressed in any FPGA based design).

2.4.3

Related FPGA work
Algorithms for fingerprint detection can be computationally intense, but at the same

time, can also have large degrees of parallelism. Several hardware acceleration approaches
have been proposed to take advantage of this parallelism, including FPGAs [32, 33, 34,
35] and System on Chip (SoC) designs [42]. Given that SoCs are typically custom built
components while FPGAs are available commercially off-the-shelf, the latter are generally
cheaper and thus preferable for hardware acceleration.
Lindoso and Entrena [32] compare the implementation of zero-mean normalized
cross-correlation in the spatial and spectral domains implemented on FPGAs. They apply
the designs to fingerprint detection on a Virtex 4 SX FPGA and observe average speedups
of at least two orders of magnitude over implementations on a 3.0 GHz Pentium 4 processor.
Their design splits an image into multiple horizontal segments, and processes all the rows
within a segment in parallel. Only one image is processed at a time. In contrast, the design
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presented in this chapter achieves parallelism by processing multiple images (from different
stages of the algorithm) in parallel but only examines only row of each image at a time.
Danese et al. [33] implement a phase-only correlation algorithm on a 90 MHz Altera
Stratix II FPGA. As referenced in section 2.4.2, their algorithm differs from this chapter’s
implementation of the phase-only filter. The FPGA implementation provides a speedup of
seven times over an equivalent software design on a 2.2 GHz AMD Athlon 64 processor. As
in this chapter’s design, they evaluate only one row at a time for each image. However, there
is a major difference between their FPGA architecture and the one presented in this chapter.
This chapter’s design exploits algorithm level pipelining to achieve higher speedups while
Danese et al. evaluate their algorithm serially. In addition, this chapter’s design utilizes
specialized streaming memory resources in order to maintain the high data throughput
needed for pipelining.
Wang et al. [42] utilize a feature extraction approach for fingerprint identification.
They develop a custom SoC architecture containing a 32-bit RISC processor, a bit-serial
FPGA, and a 64 KB ROM. The bit-serial FPGA allows the system to have a modest degree
of reconfigurability. They show a significant performance gain over 100 MHz fixed point
DSP using their 50 MHz SoC.
Several groups have studied FPGA based hardware acceleration of fingerprint feature extraction algorithms for biometric applications. Garcı́a and Navarro [34] implement
fingerprint ridge extraction for two software cases and one hardware-acceleration case. The
two software cases utilized a 50 MHz Xilinx Microblaze soft-processor and a 1.7 GHz Intel
Centrino processor. The hardware-accelerated case was implemented on a 50 MHz Xilinx
Microblaze with a Xilinx Spartan 3 FPGA acting as a coprocessor system. Using the coprocessor system, they observe an 11 times speedup over the Intel Centrino and a 370 times
speedup over the Microblaze software implementations. Lorenzo et al. [35] examined the
FPGA acceleration of fingerprint minutiae extraction. The FPGA was utilized to accelerate
the backend of the minutiae extraction routine. The algorithm required about 60s to 90s on
a 3.0 GHz Pentium 4 processor and less than 100ms on a 65 MHz Xilinx Virtex II FPGA.
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2.5
2.5.1

Hardware performance
Experimental setup
The FPGA utilized on the Cray XD1 is initialized and controlled by a C program

running on the AMD processor. The C program was compiled with the GNU compiler
(GCC) using the −O3 optimization. To accurately compare the performance improvement
produced by the FPGA accelerator system, the phase-only matched filter based fingerprint
algorithm was implemented fully in C on the AMD processor. A FFT library developed
by Stefan Gustavson [43] was utilized in the full C implementation. Finally, a MATLAB
implementation of the algorithm was also developed to evaluate the accuracy of the model.
The 100 gallery samples (from section 2.3) were resized to 128×128 pixels in order to fit in
the FPGA on-chip buffers utilized.

2.5.2

Result
The FPGA system synthesized ran at 140 MHz. It utilized 72% of the available

FPGA’s logic and 91% of the onboard block RAM. Both the FPGA and the AMD processing
systems were tested with 256 probe fingerprint images. Two configurations where the only
difference was the number of gallery samples were examined. In the first configuration,
there were 256 gallery samples (as listed earlier), and there were 4,096 sample gallery in
the second configuration. Both the 256 and 4,096 sample galleries were constructed by
replicating the 100 sample gallery. Table 2.1 shows the timing breakdown and the FPGA
speedup over the C implementation for these two configurations. The runtime for the FPGA
system can be separated into FPGA input/output (I/O) time and FPGA compute time,
while the runtime for the C software implementation is simply the AMD compute time. The
time to read the image sample data from the hard disk (image reading time) is common to
both implementations and is therefore seen by both systems in the measure of their overall
time (this time is not considered in the other studies shown in section 2.4.3).
In configuration one, all 256 gallery samples fit in one off-chip memory bank for the
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Table 2.1: FPGA and software C implementations tested.
Metrics

Config. 1

Config. 2

256
256
10.935
0.019
37.529
48.487
1,809.61
1,820.54
37.547

256
4,096
71.152
0.148
601.497
612.434
28,963.57
29,034.72
47.409

Probe images
Gallery samples
Hard disk access time (s)
FPGA I/O time (s)
FPGA compute time (s)
FPGA overall time (s)
AMD compute time (s)
AMD overall time (s)
Speedup

FPGA implementation. Thus, there is no bank switching taking place to hide the disk I/O
latency. In configuration two, there have to be several bank switches to process all 4,096
gallery samples. This would thus hide the disk I/O time after the first set of 256 gallery
samples are read on the FGPA implementation. In the software implementation, there is
no such overlap. Therefore, the software implementation sees the entire time for gathering
data from the hard disk every time. Hence, configuration two produces a higher speedup
(approximately 47 times over the C implementation as shown in Table 2.1). With larger
galleries, speedups similar to configuration two would be seen.
When compared to the fully software implementations, the FPGA implementation

T_1

T_2

T_4

T_3

T_5

Figure 2.18: Fingerprint samples used to evaluate FPGA error rates.
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Table 2.2: Sample fingerprint points of maximum correlation peak. These values are based
upon the FPGA and MATLAB outputs for the prints shown in Figure 2.18 (all values are
to be multiplied by 107 ).
Image
T
T
T
T
T

1
2
3
4
5

MATLAB

FPGA

Error(%)

4.25
4.30
4.65
4.34
4.09

4.23
4.28
4.63
4.32
4.07

0.46
0.51
0.39
0.49
0.48

incurs some round-off errors that are introduced within the FPGA’s rounding and fixed
point calculations. To evaluate the effects of this error, the outputs of the MATLAB and
the FPGA implementations were compared for five probe images as shown in Figure 2.18.
These probe images were searched against the 100 sample gallery on both implementations.
Table 2.2 shows the maximum point of correlation as well as the error for the algorithm
when computed by using both the MATLAB and FPGA implementations. All the examined probe fingerprints were correctly identified within the 100 sample gallery. As seen in
Table 2.2, the error generated by the FPGA implementation in comparison to the MATLAB
implementation is very small. For the probe images tested, this error is at most 0.51%.
Tables 2.3, 2.4, and 2.5 show the errors generated by using distorted images on
the FPGA for the three types of distortions studied (rotation, scaling, and missing data
respectively). The tests here were designed the same as the tests discussed in section 2.3
where the rotated distortions were generated using sample 76, the scaling distortions from
sample 16, and missing data distortions from sample 55. As in Table 2.2, the maximum
point of correlation for both MATLAB and FPGA implementations are shown in Tables
2.3, 2.4, and 2.5. In Tables 2.3, 2.4, and 2.5, the error is at most 1.34%, 0.51%, and 2.51%,
respectively. The error increases in Table 2.5 because the effect of FPGA implementation’s
round-off error is amplified when there is less input data available. Despite the error, both
the MATLAB and FPGA implementations chose the same final fingerprint classification for
all of the test cases in Tables 2.3, 2.4, and 2.5.
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Table 2.3: Evaluation of FPGA with rotated images using sample 76. In all cases, the
FPGA results matched the results of MATLAB. The peak correlation value shown for
both MATLAB and FPGA are to be multiplied by 106 . The error compared to MATLAB
simulation is listed.
Rotation(◦ )
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
1
2
3
4
5
6
7
8
9
10

MATLAB

FPGA

Error(%)

10.02
9.63
9.70
9.88
9.39
9.44
9.52
10.27
10.36
11.02
10.96
10.50
9.99
9.70
9.44
9.60
9.18
9.77
9.10
9.07
9.23

9.84
9.44
9.84
9.88
9.38
9.44
9.59
10.26
10.34
10.91
11.09
10.64
9.99
9.70
9.44
9.61
9.19
9.79
9.09
8.96
9.23

1.79
1.95
1.42
0.00
0.05
0.02
0.79
0.06
0.18
0.97
1.16
1.34
0.03
0.04
0.04
0.08
0.09
0.20
0.13
1.24
0.07
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Table 2.4: Evaluation of FPGA with scaled images using sample 16. In all cases, the
FPGA results matched the results of MATLAB. The peak correlation value shown for
both MATLAB and FPGA are to be multiplied by 106 . The error compared to MATLAB
simulation is listed.
Scaling(%)
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110

MATLAB

FPGA

Error(%)

8.55
8.62
9.02
9.67
10.54
9.61
10.66
11.67
11.42
12.97
39.04
13.65
12.45
11.28
10.38
10.11
9.36
8.63
9.47
8.51
8.61

8.54
8.60
9.02
9.65
10.53
9.59
10.66
11.66
11.42
12.98
38.84
13.63
12.45
11.29
10.38
10.09
9.37
8.65
9.47
8.52
8.61

0.13
0.13
0.03
0.23
0.09
0.26
0.02
0.09
0.03
0.09
0.51
0.13
0.03
0.12
0.02
0.16
0.11
0.24
0.02
0.08
0.03
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Table 2.5: Evaluation of FPGA with missing data images using sample 55. In all cases,
the FPGA results matched the results of MATLAB. The peak correlation value shown for
both MATLAB and FPGA are to be multiplied by 106 . The error compared to MATLAB
simulation is listed.
Missing(%)

MATLAB

FPGA

Error(%)

9.89
9.20
9.17
8.78
9.00
8.87
7.76
6.65
6.15
5.34
5.10

9.90
9.21
9.18
8.79
9.00
8.86
7.75
6.65
6.01
5.48
5.23

0.12
0.10
0.06
0.09
0.01
0.14
0.08
0.00
2.24
2.51
2.47

0
10
20
30
40
50
60
70
80
90
95

2.6

Summary
Fingerprint identification is a PR technique applicable to a wide variety of appli-

cations. The phase-only filter based fingerprint identification approach highlighted in this
chapter has the main advantage that it is distortion tolerant and can be realized in optical
or electronic parallel hardware. Given that real world fingerprints are almost never perfect,
distortion tolerance can prove to be very important for fingerprint identification.
In this chapter, the performance of phase-only filter based fingerprint identification
was examined under various distortions. In the case of undistorted fingerprints, all fingerprint were correctly recognized within the gallery. In the case of distortions due to rotation,
the probe image was still recognizable if it was within an average range of −5.24◦ to +4.87◦
angular shifts from the original image. Distortions due to scaling gave an average scaling
factor range of 95.10% to 105.34% for reliable detection. The most interesting result is the
recognition of distorted fingerprints when the probe image has missing data. It was shown
that on average, probe images with up to 58% of their data missing can be successfully
identified using the phase-only filter.
The high parallelism in phase-only filter correlation makes it ideally suited to FPGA
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based hardware acceleration. Therefore, the FPGA acceleration of the phase-only filter
based fingerprint identification was evaluated. The results showed that a Virtex II Pro
FPGA can provide a speedup of about 47 times over a C implementation of the algorithm
on a 2.2 GHz AMD Opteron processor. This demonstrates that hardware acceleration of
fingerprint identification can provide significant performance gains over general purpose
processors. The design presented can be useful for searching large fingerprint galleries (a
computationally intensive task).
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Chapter 3
Izhikevich Spiking Neural Networks for Character
Recognition

3.1

Introduction
The brain utilizes a large collection of slow neurons operating in parallel to achieve

very powerful cognitive capabilities. There has been a strong interest amongst researchers
to develop large parallel implementations of cortical models on the order of animal or human brains. At this scale, the models have the potential to provide much stronger inference
capabilities than current generation computing algorithms [44]. A large domain of applications would benefit from the stronger inference capabilities including speech recognition,
computer vision, textual and image content recognition, robotic control, and data mining.
Several research groups are examining large scale implementations of neuron based
models [45, 46] and cortical column based models [47, 48] on high performance computing
clusters. IBM is utilizing a 32,768 processor Blue Gene/L system [45], while Los Alamos
National Laboratory is utilizing the Roadrunner supercomputer (one time fastest computer)
to model the human visual cortex [49].
Additionally, there is a strong interest in the design of specialized hardware acceleration approaches for these neuromorphic algorithms to enable large scale simulations.
The SpiNNaker project is developing an ARM based chip multiprocessor to evaluate 1,000
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leaky integrate-and-fire neurons [50]. Several researchers are examining the use of memristors [51, 52] for the design of neural circuits [53]. Gao and Hammerstrom [54] proposed
a simplified model of the neocortex based on spiking neurons and examined conceptual
implementations of the model using future CMOS and CMOL technologies.
One of the most common set of algorithms being examined for large scale simulation
and hardware acceleration is the spiking neural network (SNN) class of models. These
models capture neuronal behavior more accurately than traditional neural networks [55].
Several SNN models have been proposed recently. Of these, the integrate-and-fire model is
the most commonly utilized — both for algorithmic studies and hardware implementations.
Field programmable gate array (FPGA) implementations of the integrate-and-fire spiking
neuron model include [56, 57, 58, 59]. Shayai et al. [56] simulated a network of 161 quadratic
integrate-and-fire neurons and 1,610 synapses on a Virtex 5 FPGA. Upegui et al. [57] utilized
a Spartan II FPGA to implement a network of neurons based upon a simplified integrateand-fire neuron model. They also implemented Hebbian learning for the neurons in the
FPGA. Cassidy et al. [58] developed a spiking network of leaky integrate-and-fire neurons to
evaluate several experiments in a Spartan-3 FPGA. Pearson et al. [59] implemented a neural
processor using leaky integrate-and-fire neurons to perform neural network computations
on a Virtex II FPGA.
Izhikevich has shown [60] that the integrate-and-fire spiking neuron model is not
very biologically accurate and is unable to reproduce the spiking behavior of many neurons.
He proposed a new model [61] which has been shown to be almost as accurate as the highly
detailed Hodgkin-Huxley neuron model but with the low computational cost of the integrateand-fire model. Both the integrate-and-fire model and the Izhikevich model require 13
floating point operations per second (FLOPS) per neuron simulation, while the HodgkinHuxley model requires 256 FLOPS. Therefore, for large scale simulations, the Izhikevich
model is significantly more attractive than the more commonly used integrate-and-fire.
Recent studies [62, 63, 64, 65] have implemented the Izhikevich neuron model instead
of the integrate-and-fire model on FPGAs. La Rosa et al. [62] and Fortuna et al. [63]
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simulated two such neurons on an FPGA. Their primary objective was to examine the
feasibility of FPGA implementations of the model and to show that hardware can reproduce
the wide range of neuronal responses possible from the model. Mokhtar et al. [64] simulated
48 neurons based on the Izhikevich model on a Virtex II Pro FPGA for maze navigation.
Thomas and Wuk [65] develop a fully connected network of 1,024 Izhikevich spiking neurons
using a Virtex II Pro FPGA. Thomas and Wuk report that their implementation achieves
100 times real-time speed.
In this chapter, the feasibility of using FPGAs for large scale simulations of the
Izhikevich model is explored. A character recognition algorithm based on the Izhikevich
spiking neuron model presented in a previous paper [66] is utilized. The network in [66] was
scaled up in this chapter to evaluate the performance of large networks on FPGAs. The
primary contributions of this work are:
1) The design of a modularized processing element (PE) for implementing the Izhikevich
model on FPGAs. Multiple PEs can be placed on chip, with each PE able to process
a large number of neurons in a pipelined manner. The state of each neuron is stored
in on-chip memory. Additionally, a network with over 9,000 neurons using 25 PEs on a
Xilinx Virtex 4 FPGA was implemented.
2) The use of the PEs to evaluate a specific application on FPGAs using the Izhikevich
model. The results indicate that an FPGA implementation can provide a speedup of
about 8.5 times over a software implementation on a 2.2 GHz AMD Opteron core.

3.2

Background
Spiking neural models capture neuronal behavior more accurately than traditional

neural models. A neuron consists of three functionally distinct components called dendrites,
axons, and a soma. Each neuron is typically connected to over 10,000 other neurons. The
dendrites of a neuron collect input signals from other neurons, while the axons send output
signals to other neurons. Input signals coming in along dendrites can cause changes in the
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ionic levels within the soma, which can cause the neuron’s membrane potential to change.
If this membrane potential crosses a certain threshold, the neuron is said to have fired or
spiked. In these events, the membrane potential rises rapidly for a short period of time (a
spike) and causes electrical signals to be transmitted along the axons of the neuron to other
neurons connected to it. Details of the spiking mechanism can be found in [67]. Spiking
is the primary mechanism by which neurons communicate with each other. Over the last
50 years, several models have been proposed that capture the spiking mechanism within a
neuron.
Izhikevich proposed a new spiking neuron model in 2003 [61] that is primarily based
on two differential equations (Equation (3.1) and Equation (3.2)). In these equations, t
represents the time iteration, Vt is the membrane potential of the neuron, It is the synaptic
current, and ut represents a membrane recovery parameter used to supply negative feedback
to the voltage. In the Izhikevich model, Vt represents the state of a neuron, while ut is an
associated parameter contributing to the state of a neuron. The values for Vt and ut are
updated using Equation (3.3) and (3.4), respectively.
δVt
= 0.04Vt 2 + 5Vt + 140 − ut + It
δt

(3.1)

δut
= a(bVt − ut )
δt

(3.2)

Vt+1 = Vt +

δVt
2δt

(3.3)

ut+1 = ut +

δut
δt

(3.4)
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Figure 3.1: Spikes produced with Izhikevich model.

if Vt ≥ 30 mV, then



 Vt ← c

 ut ← ut + d

By tweaking the four constant parameters (a, b, c, and d), the model can reproduce almost
all types of neuronal responses seen in biological experiments. This makes the model almost
as versatile as the Hodgkin-Huxley model at a fraction of the computational cost of that
model. The same time step (1ms) and model parameters used by Izhikevich [60] were
utilized. The values of the constant parameters are given in Appendix A, while Figure 3.1
shows an example of spikes produced with this model.

3.3

Character recognition algorithm
The two layer spiking neural network algorithm for character recognition based on

the Izhikevich model presented earlier in [66] was utilized. In this model, the first layer
acted as input neurons, and the second layer as output neurons. The network was trained
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Figure 3.2: Training images.
as shown in [66] to recognize the 48 different input images shown in Figure 3.2. These
images represent the 26 upper case letters (A–Z), 10 numerals (0–9), eight Greek letters,
and four symbols.
Input images were presented to the first layer of neurons (referred to as level 1), with
each image pixel corresponding to a separate input neuron. Thus, the number of neurons
in level 1 was equal to the number of pixels in the input image. The number of second layer
neurons (referred to as level 2) was equal to the number of training images. This is because
each level 2 neuron was encoded to fire only when it recognized one specific image. Lastly,
each level 1 neuron was connected to every level 2 neuron. A prototype of this network is
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Level 2
Level 1
Image

Figure 3.3: Illustration of network connections between level 1 and level 2 neurons.
shown in Figure 3.3.
Each neuron has an input current It that is used to evaluate its membrane potential,
Vt . If this membrane potential crosses a certain threshold (30 mV in this design) during a
cycle, the neuron is considered to have fired. In case of a level 1 neuron, the input current,
It , is zero if the neuron’s corresponding pixel in the input image is “off”. If the pixel is
“on”, a constant current is supplied to the input neuron. A level 2 neuron’s overall input
current is the sum of all the individual currents received from the level 1 neurons connected
to it. This input current It (j) for a level 2 neuron j is given by Equation (3.5).

It (j) =

X

w(i, j)f (i)

(3.5)

i

In Equation (3.5), w is a weight matrix where w(i, j) is the input weight from level
1 neuron i to level 2 neuron j. Also in Equation (3.5), f is a firing vector where f (i) is
equal to zero if the ith level 1 neuron does not fire, and f (i) is equal to one if the ith level 1
neuron does fire. The elements of the weight matrix w are determined through a training
process where a set of training images are presented sequentially to the input neurons. The
weight matrix thus obtained is used to determine the input current to each of the output
neurons.
In the recognition phase, an input image is presented to the level 1 neurons and after
a certain number of cycles (12 cycles is sufficient for this design), one output neuron will
fire, thus identifying the input image. During each cycle, the level 1 neurons are evaluated

48

Algorithm 1 The recognition phase for the spiking neuron image recognition model
repeat
for all level 1 neurons do
Read input current It
Calculate neuron membrane potential Vt and recovery parameter ut
If neuron fires, append neuron index to firing vector
end for
–Barrier–
for all level 2 neurons do
for all non-zero entry of firing vector (previous cycle) do
Add corresponding weight elements to input current It
Calculate neuron membrane potential Vt and recovery parameter ut
If neuron fires, output is produced
end for
end for
–Barrier–
until level 2 neuron fires
based on the input image, and the firing vector is updated to indicate which of the level
1 neurons fired that cycle. In the same cycle, the firing vector generated in the previous
cycle is used to calculate the input current It to each level 2 neuron. The level 2 neuron
membrane potentials Vt are then calculated based on their input current It . This process
is described in detail in Algorithm 1. The Euler approach was utilized to solve equations
(3.1) and (3.2).

3.4
3.4.1

Hardware implementation
Structure
The hardware implementation of the SNN character recognition algorithm was de-

veloped on a Cray XD1. Only the recognition aspect of the algorithm was accelerated.
An AMD Opteron processor and a Xilinx FPGA were utilized to perform the processing.
Figure 3.4 shows the overall design of this system. The FPGA is connected to the AMD
processor through a high-speed interface logic module (adapted from designs provided by
Cray Inc.) and to an external SRAM bank through a direct memory access (DMA) interface
module. The latter is used to transfer data between the off-chip SRAM banks and both the
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Figure 3.4: Overall spiking neural network design on Cray XD1.
AMD Opteron and FPGA.
A third module on the FPGA, the SNN module, implements the character recognition algorithm. This consists of the following three components:
1) SNN processing elements (PEs):
These implement the neuron computations given by Equation (3.1) and Equation (3.2).
Each PE evaluates a subset of the neurons and generates a local firing vector based on
this subset of neurons.
2) L2 current module:
This implements the computations in Equation (3.5) needed to generate the input currents for level 2 neurons. This involves examining all the local level 1 PE firing vectors
and then initiating the transfer of the level 2 neuron weights based on these firings.
3) SNN controller :
This unit coordinates the operations of the SNN PEs and the L2 current module to
implement the character recognition algorithm.
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3.4.2

Processing element
Each SNN PE has a 23 stage pipeline and stores the parameters Vt , ut , It , and f

used in computations of Equations (3.1) – (3.4) locally in on-chip block RAM (BRAM).
All SNN PEs are connected to the L2 current module through a bus, on which the L2
current module is the arbiter. A dataflow diagram depicting the 23 stage pipeline is shown
in Figure 3.5. In Figure 3.5, the values in parentheses represent the associated delay in
terms of clock cycles. Additionally, the boxes represent the different computations required
for Equations (3.1) – (3.4) and are marked as follows:
A) Loading SNN neuron state (Vt ), associated state parameter (ut ), and input (It ) into the
pipeline
B) Computing intermediate values (f v1 , f v2 , f v3 , f v4 , f v5 , f v6 , and f v7 )
C) Computing

δVt
δt

(Equation (3.1))

D) Computing

δut
δt

(Equation (3.2))

E) Performing the Vt+1 update (Equation (3.3))
F) Performing the ut+1 update (Equation (3.4))
As seen in Figure 3.5, the neuron state (Vt ), associated state parameter (ut ), and
input (It ) are processed through the pipeline in a top to bottom manner. Every clock cycle,
a new Vt , ut , and It load into the pipeline. Thus, as new data stream into the pipeline,
new outputs are produced every cycle after an initial 23 clock cycle delay. In this fashion,
computations are processed in a highly efficient and spatially parallel manner.
To reduce the logic resource footprint and to accelerate the operation of each PE,
the computations in Equations (3.1) – (3.5) were implemented in fixed point format instead
of floating point form. Tests using a variety of different fixed point representations indicated
that fixed point representations with less than 12 bits after the radix point will produce
incorrect character recognition as a result of high round off errors. Therefore, a fixed point
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It
A: (1)

ut
A: (1)

Vt
A: (1)

if Vt ≥ 30 then
ut ← ut + d
Vt ← c
A: (1)

(14)

(13)

fv1 = Vt × Vt
B: (7)

fv2 = 5 × Vt
B: (6)

fv3 = b × Vt
B: (7)

fv4 = 0.04 × fv1
B: (6)

(7)

fv5 = fv3 – ut
B: (1)

(7)

(13)
(20)
fv6 = It +140 – ut
B: (6)

fv7 = fv4 + fv2
B: (6)

δut⁄ = a × fv
5
δt

D: (7)

(5)
δVt⁄ = fv + fv
6
7
δt

C: (1)

Vt+1 = Vt + δVt⁄2δt
E: (1)

ut+1 = ut + δut⁄δt
F: (1)

Figure 3.5: Dataflow diagram for the SNN PE 23 stage pipeline design. The neuron state
(Vt ), associated state parameter (ut ), and input (It ) process from top to bottom. The values
in parentheses represent the delay in terms of clock cycles.
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representation with 12 bits after the radix point was utilized. The number of bits before
the radix point increased from four to 32 bits as a result of maintaining precision across the
algorithm’s computations.

3.4.3

Operation
Before processing any images within the FPGA, the weight matrices w(i, j) for the

level 2 neurons need to be initialized. The weights are pre-calculated during the training
process and are stored initially in a file. These values are transferred into the SRAM
associated with the FPGA through the DMA module (only once). The weights are stored
in a 16-bit fixed point format with 12 bits after the radix point.
The interaction between the FPGA modules to evaluate the algorithm is coordinated
by the SNN controller module. A state machine depicting the overall process of the SNN
controller is shown in Figure 3.6. The following lists the interactions between the FPGA
modules based on this Figure 3.6.
a) Initialization and startup:
The binary image to be recognized is transferred to the FPGA’s on-chip BRAM through
the interface logic module. Once the binary image data has been written, the AMD processor signals the SNN module on the FPGA to begin operation (step (a) in Figure 3.6).
b) Process neurons:
The PEs are designated to evaluate either level 1 or level 2 neurons. All neurons for a
given level are distributed evenly across the PEs for that level and are processed in this
step (step (b) in Figure 3.6). The objective of the processing is to determine a neuron’s
membrane potential, Vt . If this potential is 30 mV or higher, the neuron is considered
to have fired. When a neuron fires, the PE stores the neuron’s index in a local firing
vector and also sets a fired flag on the PE.
c) Examine level 2 firing vector :
In this step, each level 2 PE is examined to determine if its fired flag is set (step (c)
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(a) Start/Reset
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Fired Vector
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Fired?
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(d) Process Lv1
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No

(e) Compute
Lv2 Current

Yes

(f) Cycle++

No

Cycle >
12?

Yes

Figure 3.6: State machine for spiking neural network controller.
in Figure 3.6). The firing of a level 2 neuron indicates that a character was recognized.
If the flag is set, processing ends (step (g) in Figure 3.6), and the index of the level 2
neuron that fired is stored for later reading by the AMD processor. This index represents
the character that was recognized.
d) Examine level 1 firing vector :
In this step, each level 1 PE is examined in a round robin manner to determined if its
fired flag is set (step (d) in Figure 3.6). If any level 1 neuron fires, the computations in
Equation (3.5) have to be evaluated to determine the input current, It , for each level 2
neuron (step (e) in Figure 3.6).
Weight computations involve streaming the indices of the level 1 neurons that fired
(stored in the local firing vector of each PE) to the high speed off-chip SRAM. After an
11 cycle latency, this SRAM returns the level 2 neuron weights corresponding to the level
1 indices sent to it. A data read from the SRAM is a 64-bit word; therefore, four weight
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values (16 bits each), corresponding to four level 2 neurons, are packed together into
each 64-bit SRAM word. The weight computations in Equation (3.5) are also evaluated
for four neurons at a time in the level 2 current module. The design was devised to
provide the SRAM with a continuous stream of indices to allow efficient processing of
weights.
e) Prepare for next simulation cycle:
The simulation cycle count is incremented (step (f) in Figure 3.6). If this cycle count is
less than 12, the SNN controller returns to step (b) to process another cycle. Otherwise,
the SNN controller ends operations by setting a finished flag and reports the cycle number
and image classification (index of level 2 node that fired) to the AMD processor.

3.5

Experimental setup
A fully software version and a hardware-accelerated version of the SNN recognition

algorithm on a Cray XD1 at the Naval Research Laboratory were developed. The Cray XD1
consisted of 144 Xilinx Virtex II Pro FPGAs, six Xilinx Virtex 4 FPGAs, and 864 AMD
Opteron 2.2 GHz cores (432 dual core processors). The fully software implementation was
written using the C programming language and was processed on a single AMD Opteron
core. The code was compiled with the GNU compiler (GCC) using the −O3 optimization.
Two character recognition networks were developed. One was trained on the 48
binary 24×24 pixel images shown in Figure 3.2. The second network utilized scaled versions
of these images (scaled to 96×96 pixels). The structures of the two networks are shown in
Table 3.1. The networks were tested with their training images.
The two networks in Table 3.1 were implemented on two types of FPGAs on the
Cray XD1. Network one was implemented on a Virtex II Pro FPGA, while network two
on a Virtex 4 FPGA. The Virtex II Pro accommodated six level 1 PEs and one level 2 PE.
The Virtex 4, with approximately three times the amount of logic in a Virtex II Pro, was
able to accommodate 25 level 1 PEs and one level 2 PE. The main difference between the
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Table 3.1: Structure of neural networks examined. Input images are shown in a row×column
format.
Model Parameters
Total SNN PEs
Input Image(pixels)
Level 1 neurons
Level 2 neurons
Total neurons

Network
1
2
7
24×24
576
48
624

25
96×96
9,216
48
9,264

level 1 and 2 PEs was the amount of BRAM dedicated to the firing vector and the values
of the parameters a, b, c, and d in Equation (3.1) and Equation (3.2).

3.6

Results
The resource utilization of the two FPGA implementations is shown in Table 3.2.

The systems were clocked at or near the 199 MHz frequency limit of the Cray XD1. Table 3.3
shows the overall runtime of the FPGA based implementations and their timing breakdowns.
The “Data in time” is the time to read the input image from the hard drive and write it into
the FPGA BRAMs. This time is higher for network two as the image size for this network
is larger. The “Data out time” is the time to read the index of the level 2 neuron that fired
(representing the image classification) and to read the simulation cycle count needed for
recognition. This time is the same for both networks. The FPGA compute time measure
starts when the FPGA is signaled to start processing (after the input image is loaded) and

Table 3.2: Device logic utilization.
Network
1

Utilization Metrics
Logic
BRAM
Speed
FPGA

75%
27%
199 MHz
Virtex II Pro
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2

79%
53%
198 MHz
Virtex 4

Table 3.3: Hardware-accelerated timing breakdown.
Timing Metrics(ms)
Data in time
Data out time
FPGA Compute time
Total Runtime

Network
1
2
0.015
0.003
0.014
0.032

0.105
0.003
0.082
0.190

ends when the FPGA signals the AMD processor that recognition has taken place.
Table 3.4 compares the runtime of the FPGA accelerated implementation with a
fully software implementation for both networks. Speedups of approximately 3.3 times and
8.5 times are seen for networks one and two, respectively. The speedup can be attributed
to multiple PEs operating in parallel and to having several neurons processed in parallel
through the 23 stage pipeline in each PE. The Virtex 4 implementation provides a higher
speedup than the Virtex II Pro implementation, primarily because the former has more
PEs on chip.

3.7

Summary
There has been a strong push recently to examine biological scale simulations of

neuromorphic algorithms to achieve stronger inference capabilities than current computing
algorithms. The recent Izhikevich spiking neuron model is ideally suited for such large scale
cortical simulations due to its efficiency and biological accuracy. This chapter explored
the feasibility of using FPGAs for large scale simulations of the Izhikevich model. The

Table 3.4: Performance measures.
Performance Metrics
Software time(ms)
Hardware-Accelerated time(ms)
Speedup
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Network
1
2
0.105
0.032
3.281

1.613
0.190
8.489

implementation of a character recognition algorithm based on the Izhikevich spiking neuron
model using two types of FPGAs was discussed. A modularized PE to evaluate a large
number of Izhikevich spiking neurons in a pipelined manner was developed. This PE based
design was easily scalable to larger FPGAs. Two network sizes were implemented and
showed significant speedups over equivalent software implementations (approximately 3.3
times for the 24×24 pixel image network on a Virtex II Pro and approximately 8.5 times
for the 96×96 pixel image network on a Virtex 4 over a 2.2 GHz AMD Opteron core). The
results indicate that FPGAs are suitable for large scale Izhikevich model based cortical
simulations.
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Chapter 4
Pattern Recognition Using Cellular Simultaneous
Recurrent Networks

4.1

Introduction
A fundamental problem encountered by both biological and machine vision systems

is the recognition of familiar objects and patterns in the presence of affine transformations
such as translations, rotations and scaling. Vision scientists have widely hypothesized that
this problem is solved in the brain through distortion invariant recognition. Biological
systems are typically significantly more robust and faster when compared to machine vision
systems for distortion invariant recognition.
Cellular simultaneous recurrent networks (CSRNs) are a recent class of biologically
inspired algorithms that have several significant advantages over other neural algorithms
for distortion invariant image recognition. Firstly, they are more capable than regular recurrent networks (RNNs), such as the Elman network, in capturing temporal information.
Secondly, CSRNs combine the ideas of cellular neural networks (CNNs) with RNNs to drastically reduce the number of adjustable weights in the network. CSRNs have been proven
more effective and flexible than intricately hand crafted solutions at addressing a wide
range of challenging problems, such as path optimization for maze traversal [68] and affine
image registration [69]. The same cannot be said of traditional specialized image recogni-
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tion algorithms – for instance traditional face recognition algorithms cannot be applied to
optimization problems.
In [70], CSRNs were applied to pose invariant face recognition, a task where traditional computer vision methods underperform, and were shown to achieve an overall 77%
face recognition rate using the VidTIMIT database. Although powerful in image processing capabilities, CSRNs have increasingly higher computational demands with larger input
problem sizes. In order to process large databases, efficient processing techniques for implementing CSRNs should be investigated.
This chapter has two objectives. The first objective is to examine the acceleration
of the CSRN maze traversal problem used by Ilin et al. [68] on an NVIDIA Tesla C2050
general purpose graphical processing unit (GPGPU) coupled with a 2.67 GHz Intel Xeon
X5550 processor. This problem was explored to gain a better understanding of general
CSRN processing. Since the main bottleneck during training for all implementations is
a matrix inversion that occurs, different GPGPU methods to decrease the computational
impact of the matrix inversion are explored. The results indicate that average speedups of
approximately 7.2 times and 3.5 times are obtainable for the training and testing phases,
respectively, when compared to C implementations.
The second objective is to use insight from the CSRN based maze traversal design to
examine the acceleration of the training phase of the pose invariant face recognition CSRN
algorithm described in [70]. This part of the study utilized the recently established US Air
Force Condor cluster. The Condor cluster is a heterogeneous system consisting of 468 Intel
Xeon cores and 156 NVIDIA Tesla GPGPUs (a mix of C2050s, C2070s, and C1060s). The
Condor cluster also includes 1,716 PlayStation 3 consoles (PS3s); however, these were not
used in this study.
Multiple algorithmic parameters and input configurations were varied to compare
the performance of a single-core central processing unit (CPU) to a single GPGPU implementation for the CSRN face recognition algorithm. The results show that the C2050
and C2070 single GPGPU implementations provide a speedup of five times or more over
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single-core CPU implementations. Using 450 Xeon cores and 150 GPGPUs on the Condor
cluster, several large scale implementations of the CSRN algorithm were tested. Ultimately,
a CSRN network designed to recognize 1,000 different people was trained in approximately
69s. This result is significantly faster than a single-core implementation, which trains the
same CSRN network in 68,749s (roughly a 996 times speedup).

4.2
4.2.1

Background
Related work in high performance acceleration
In this chapter, various approaches to accelerate the general operation of CSRNs

are used. In particular, several GPGPU techniques are investigated to take advantage of
CSRN’s inherent parallelism. The results of other studies have demonstrated the effectiveness of GPGPUs for accelerating neural networks applications [71, 72, 73, 74]. In [71],
Han and Taha investigate GPGPU acceleration of Izhikevich and Hodgkin-Huxley neural
models that resulted in performance speedups of 5.6 and 84.4 times, respectively, over CPU
implementations.
Additionally, this chapter investigates using a heterogeneous cluster of Intel multicore processors and NVIDIA GPGPUs to achieve even greater levels of acceleration. Other
research groups are exploring the benefits of utilizing multi-GPGPU architectures for high
performance computing [75, 76, 77]. In [75], Hampton et al. perform a systematic study
to reduce the time-to-solution when utilizing multi-core/multi-GPGPU architectures for
biomolecular simulations. The authors accelerate molecular dynamics within the LAMMPS
(large-scale atomic molecular massively parallel simulator) software package using NVIDIA
GPGPUs and present critical factors and key observations regarding multi-core/GPGPU
systems that contribute to system performance. In [76], de Camargo et al. utilize multiple
GPGPUs to accelerate large-scale Hodgkin-Huxley spiking neural networks. The authors
achieve an impressive speedup of about 40 times when their multi-GPGPU implementation
using two NVIDIA GTX 295 graphic boards (four GPGPUs total) was compared to an
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equivalent CPU implementation using a 2.66 GHz Intel Core i7 920 multi-core processor
(four cores) for a network of 200,000 neurons.
Cevahir et al. [77] develop a conjugate gradient solver using multiple NVIDIA
GeForce 8800 GTS 512 GPGPUs. Specifically, the authors implement a fast sparse matrixvector multiplication algorithm (key component within the conjugate gradient solver routine) efficiently utilizing GPGPU resources. The authors perform a variety of tests comparing the performance of their implemented matrix-vector multiplication to a CPU implementation using an AMD Phenom 9850 2.5 GHz multi-core processor (four cores) and
other GPGPU approaches. Their results reveal the greater overall performance of their
GPGPU implementation over other implementations for their experiments. Lastly, Cevahir
et al. compare the performance of their conjugate gradient solver using one, two, and four
GPGPUs. The two and four multi-GPGPU implementations achieved speedups of 1.7 times
and 2.8 times, respectively, over the single GPGPU design.

4.2.2

CSRN characteristics
A cellular neural network (CNN) consists of a set of identical cells arranged in a

geometric pattern [78]. Due to symmetry in the network, cells within a CNN are able
to share weights. This sharing of weights decreases the time required to train the CNN
because the total number of weights to train are less. This symmetry also aids CNNs in
solving problems with the same type of structural similarity. Lastly, CNN cells can vary
in complexity. For example, they can be a single neuron or a more complex multi-layered
perceptron (MLP). Differences between the cells lie mainly in the inputs they receive.
Simultaneous recurrent networks (SRNs) are a type of neural network, which have
been shown to have greater ability than MLPs [78, 79]. In a recurrent network, outputs
are fed back as inputs in subsequent iterations. The recurrent behavior in SRNs is an
attempt to emulate similar activity in the brain. The brain has feedback paths along with
feedforward paths [11].
A CSRN is the combination of a CNN and an SRN. The operation of CSRNs mimic
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Output Transformation

CSRN Cells

Input Pattern

Figure 4.1: CSRN structure and composition.
the mammalian neocortex, a fairly uniform structure composed of similar elements, with
uniform processing [11]. The architecture of a CSRN is shown in Figure 4.1. The geometry
in the input pattern is reflected in the geometry of the CSRN’s cellular structure. Each
CSRN cell houses one network (shown as a box) for each component in the input pattern.
The cell outputs are combined to produce an overall network output.
An application where CSRNs have been shown to perform successfully is the generalized two-dimensional maze traversal problem [68]. In [78], Pang et al. report that MLPs
are unable to solve the maze traversal problem, whereas a CSRN can do so easily.

4.2.3

CSRN cell structure
In this work, the CSRN cell structure used the generalized multi-layered perceptron

(GMLP) model shown in Figure 4.2. This GMLP model works in two layers. The first
layer acts as an input layer. It is composed of a bias node, two external input nodes, four
neighbor input nodes (corresponding to up, down, left, and right neighbor cell outputs),
and multiple recurrent nodes. The second layer acts as a hidden layer consisting of only the
recurrent nodes.
The nodes are fully connected between the first and second layer. Also, those
connections have weights associated with the bias node (ww) and weights associated with
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Output
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Figure 4.2: Two layer GMLP network. One GMLP network is used for each cell in the
CSRN. Nodes are fully connected between layers.
the remaining first and second layer nodes (W ). In forming the overall network cell output,
the second layer node output values are also aggregated as input from one node to all of
the succeeding nodes. In addition to the weighted outputs from the first layer nodes, the
last second layer node will receive all preceding second layer node outputs multiplied by a
weight from W as input. The output of the last second layer node is multiplied by a weight
scaling value (W s). The result is observed as the output of the CSRN cell.

4.2.4
4.2.4.1

Pattern recognition applications
CSRN maze traversal
As was seen in [68], CSRNs were utilized for two-dimensional maze traversal by

Ilin et al. In this problem, each maze is composed of three classes of components: blocked
spaces, unblocked spaces, and the goal space. The objective is to find the shortest path
from any unblock space to the maze’s goal space. Figure 4.3 shows an example of the type
of mazes found in the maze traversal problem. In Figure 4.3 (a), the shaded squares are
blocked spaces and the white squares represent the unblocked spaces. The “x” is the goal
space. The only allowable movements are up, down, left, and right.
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Figure 4.3: Example of maze traversal problem. This is where (a) shows an example maze
with blocked regions and a goal region, (b) shows the Manhattan distance from the goal
space for the maze seen in (a), and (c) shows the resultant directions for the maze seen in
(a). Please note that for some maze positions, multiple directions may be valid.
Given the constraints of the problem, the shortest path can be computed by performing a Manhattan distance measure for all positions in the unblocked spaces originating
from the goal space as shown in Figure 4.3 (b). The shortest path from any position in
the unblocked space is found by following the path of decreasing distance values to the goal
space. Figure 4.3 (c) shows the resultant directions (black arrows) for the maze shown in
Figure 4.3 (a).
For maze traversal, Ilin et al. mapped a CSRN to a two-dimensional maze where
each CSRN cell received its input from one maze position. Consequently, the total number
of CSRN cells necessary to process a maze would be the total number of positions in a maze.
Therefore, to process a maze the size of the one given in Figure 4.3, a CSRN containing at
least 49 cells would be required.
In the case of this application, each cell uses a 17 node GMLP model. Following
from Figure 4.2, the 17 node GMLP model has two layers, where the first layer consists
of 12 nodes (one bias, two external inputs, four neighbor nodes, and five recurrent nodes)
and the second layer consists of five nodes (five recurrent nodes). The bias node feeds a
constant value of one into the input layer. To indicate if the current cell is the goal space
or a blocked space, the two external input values take the value of zero (no) or one (yes),
respectively.
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Figure 4.4: Example of face rotation.
4.2.4.2

CSRN face recognition
As Ren et al. discussed in [70], CSRNs were used for pose invariant face recognition.

In this problem, a subject’s face was recorded over a sequence performing a in-plane rotation
from right to left. Samples of the rotated face over that sequence were captured. An example
of this face rotation is shown in the Figure 4.4 (the face sequence and all other subsequent
face sequences are taken from VidTIMIT database [80]).
Once these samples have been obtained, a preprocessing step is performed in [70]
to extract the face from the samples. The extracted face data is reduced into significantly
smaller pattern vectors using principal component analysis (PCA). These resulting pattern
vectors can have their temporal signature, the distance between successive pattern vectors
as discussed in [81], computed. The idea is that there is a recognizable pattern within the
temporal signature of a face sequence. This recognizable pattern has been observed to be
sufficient for recognizing different individuals as shown in [81]. Because of the wide range
of poses used during training, this method has been observed to be tolerant of changes in
pose. For learning recognizable patterns within the temporal signature of face sequences,
Ren et al. employed the use of CSRNs.
Ren et al. created a network of CSRNs used to learn the temporal signature of a
face sequence representing an individual. Since the face sequence had PCA performed on
it, a separate CSRN is trained to learn the temporal signature of a single component in
the PCA feature space. Therefore, the number of PCA components in the feature space is
the number of CSRNs required in a group to recognize a single person. An example of this
can be seen in Figure 4.5. In this figure, the number of PCA components is M resulting in
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PCA
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M

Figure 4.5: Training with a single person. Shows example of three face sequences that have
been sampled five times per sequence.
M CSRNs processing data for this individual. Also, the CSRN group can be trained with
multiple face sequences. In the case of Figure 4.5, three face sequences sampled five times
were utilized.
When training the CSRN network to recognize multiple people, each person requires
a group of CSRNs as well as a PCA transformation corresponding to that person to process
an input sequence. Therefore, recognizing N distinct individuals after training requires N
different CSRN groups and N PCA transformations. This is illustrated in Figure 4.6.
For testing the CSRN network, a sample face sequence would be submitted to all
CSRN groups within the network. When the sample face sequence is processed by the full
network of CSRNs, the group of CSRNs which results in an output temporal signature of
closest match to the input temporal signature is identified as the person. An example of
how this would work is shown in Figure 4.7.
For face recognition, Ren et al. mapped a single CSRN to a single pattern vector
component. The CSRN processes inputs as a two-dimensional grid of a pattern vector com-
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Figure 4.6: Training with multiple people. Each person has an associated PCA transformation as well as a collection of CSRNs to process the input face sequence PCA component
data.
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Figure 4.7: CSRN network for face recognition. In this network, there are N groups of M
CSRNs to process the face sequence. Each CSRN group corresponds to a different person.
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ponent’s temporal signature values. Each CSRN cell receives a different temporal signature
value as input from that pattern vector. Therefore, if a face sequence has been sampled
10 times, resulting in nine temporal signatures, then a 3×3 grid of the temporal signature
data corresponding to one component in the pattern vector is submitted to a CSRN in the
network for processing.
In the case of this application, each CSRN cell uses a 27 node GMLP model. As
previously noted in Figure 4.2, the GMLP model has two layers where the first layer consists
of 17 nodes (one bias, two external inputs, four neighbor nodes, and 10 recurrent nodes) and
the second layer consists of 10 nodes (10 recurrent nodes). While the bias node constantly
feeds a value of one into the input layer, the first of the two external inputs becomes the
value of the temporal signature pattern vector. The second external input is set to one
whenever the pattern vector value equals zero. Otherwise, the second external input sets
to zero.

4.2.5

CSRN training
While CSRNs can be trained in several ways, the method which Ilin et al. [68]

observed to have the best results was the multi-stream extended Kalman filter (MSEKF)
training technique. MSEKF works mainly following Equations (4.1) – (4.4).

Γt = Ct Kt Ct T + Rt

(4.1)

Gt = Kt Ct T Γt −1

(4.2)

wt+1 = wt + Gt αt

(4.3)

Kt+1 = Kt − Gt Ct Kt + Qt

(4.4)
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Here, t is the time iteration, Γt is the residual covariance, Ct is the state observation matrix
Jacobian, Kt is the predicted estimate covariance, Rt is the observation noise covariance,
Gt is the optimal Kalman gain, αt is the measurement residual, wt is the predicted state,
and Qt is the process noise covariance. For training, wt represents the shared weights for
the CSRN (W , ww, and W s from Figure 4.2). Also, Ct and αt are computed based upon
wt .
Training of a single CSRN using MSEKF for both maze traversal and face recognition can be broken down into four stages as outlined in Algorithm 2. The CSRN feedforward
pass (CSRNFF ) is for processing a data sample. During CSRNFF , the data sample is propagated up through the GMLP contained within the CSRN cells. The output of CSRNFF is
used as the overall output and to compute αt . The CSRN feedback pass (CSRNFB ) is used
mainly for helping computing Ct . During CSRNFB , the outputs of CSRNFF are propagated
back down through the GMLP contained within the CSRN cells. CSRNFF and CSRNFB
both iterate over a predefined number of intervals (10 for the experiments).
Once the outputs of both the CSRNFF and CSRNFB stages are obtained, Ct and αt
can be computed (CCA). After Ct and αt are computed, Kt+1 and wt+1 can be computed,
which consists of performing Equations (4.1) – (4.4) (UWK). Testing of a CSRN is done by
performing the CSRNFF stage for the associated data samples. Whereas a single CSRN is
trained and tested for CSRN based maze traversal, a network of CSRNs has to be trained
and tested for CSRN based face recognition. To train a network of CSRNs, the process
outlined by Algorithm 2 must be performed for all CSRNs within the network. Likewise for
testing, all CSRNs in the network have to perform the CSRNFF stage for their respective
data samples.
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Algorithm 2 Pseudocode for CSRN MSEKF training.
// Over a set number of iterations (or until there is no change in weights)
for each iteration do
// Iterate over all samples to compute a collective Ct and αt
for each data samples do
CSRN Feedforward Pass (CSRNFF )
CSRN Feedback Pass (CSRNFB )
Calculate Ct and αt (CCA)
end for
// Perform CSRN network update
Update wt and Kt (UWK)
end for

4.3
4.3.1

High performance implementation
CSRN computation issues
Using CSRNs in any application can quickly become a computationally intensive

task as the input size increases. However, in order to tackle really interesting problems,
CSRN input size needs to increase. The high computational cost comes largely during
training due to the matrix inversion of Γt as seen in Equation (4.2). Furthermore, additional
computational cost comes from performing the increasing amount of cellular computations
during the CSRNFF and CSRNFB stages. Therefore, CSRNs need a method to accelerate
the computations.
The ideal platform for CSRN acceleration is something that would take advantage of
both the inherent task-level parallelism (the cell computations of the CSRNFF and CSRNFB
stages) and the data-level parallelism (the vector and matrix operations of the CCA and
UWK stages) available. A platform that meets the aforementioned criteria is a GPGPU.

4.3.2

Mapping CSRNs to GPGPUs
When performing CSRN processing, GPGPUs can take advantage of the task-level

parallelism within the CSRNFF and CSRNFB stages and the data-level parallelism in the
CCA and UWK stages. For the CSRNFF and CSRNFB stages, the operations of several
CSRN cells (GMLP) map to a thread block. Additionally, the operations of each first layer
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node GMLP map to a thread within the thread block. Some of the GMLP computations
of the second layer nodes have to be performed serially because of the data dependency
between the second layer nodes aggregated input.
For the CCA and UWK stage computations, the matrix/vector operations map to a
grid, such that each element within the matrix/vector operations would be processed by a
thread. The Γt matrix inversion that occurs as a part of Equation (4.2) is performed using a
parallel Gauss-Jordan elimination technique on the GPGPU adapted from [82]. Figure 4.8
shows an example of Gauss-Jordan elimination matrix inversion for a 3×3 matrix. In this
parallel Gauss-Jordan elimination technique, the initial matrix (matrix to be inverted) is
appended with the corresponding identity matrix. After this, both matrices will iteratively
follow a sequence of modifications for the number of rows in the matrix. These modifications
largely consist of dividing the pivot row, the observed row for the current iteration, by the
pivot value, the diagonal value for the current iteration.
Once the pivot row has been normalized, the values of the pivot column, the observed
column for the current iteration, must be zeroed out by adding a scalar multiple of the pivot
row to the non-pivot rows. This process is repeated for each row until all rows of the initial
matrix have been transformed into the identity matrix. At this point, the identity matrix
will be transformed into the inverse of the initial matrix. The pivot rows, pivot columns,
and pivot values described in this process can be seen in Figure 4.8.
In the GPGPU implementation of this technique, the entire initial matrix is gridded
over the GPGPU. In this fashion, several thread blocks may process the computations of a
single row. The threads within the thread block will compute the corresponding elements
within the rows from both the initial and identity matrices. To allow for the simultaneous
execution of thread blocks across multiple streaming multiprocessors (SMs), the data for
the initial and identity matrices are stored in global memory. Shared data, such as pivot
values for the row, will be fetched from global memory using one thread from each thread
block to be consumed by all threads within the thread block.
Figure 4.9 shows a representative flow chart of the GPGPU operations to train one
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Figure 4.8: Gauss-Jordan elimination matrix inversion. All shaded regions represent modified elements. Darkly shaded rows and columns represent the corresponding pivot row
and pivot column per iteration. The black shaded values represent the pivot values for the
subsequent iteration.
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Figure 4.9: Flow chart for GPGPU CSRN mapping for MSEKF training. The modules
CSRNFF , CSRNFB , CCA, and UWK take place on GPGPU.
CSRN. For maze traversals, only one CSRN requires training. However, in the case of
face recognition, a network of CSRNs require training. For face recognition, the flow chart
shown in Figure 4.9 would be used to train all network CSRNs with their respective inputs.

4.3.3

Using multiple cores and GPGPUs
Given the increased amount of inherent parallelism within the face recognition ap-

plication, one can more effectively perform CSRN processing by distributing the CSRN
computations across multiple processing cores and/or GPGPUs. For multi-core and multiGPGPU implementations, message passing interface (MPI) protocol is used to communicate
between the multiple CPU cores and GPGPUs. The operations followed a master-slave design where one process is selected as the primary (master) process. The remaining processes
serve as secondary (slave) processes. The primary process directed the operations of the
secondary processes while the secondary processes performed the CSRN network computations. The number of CSRNs that each secondary process computes varies depending upon
the number of secondary processes available and the number of CSRNs that are within the
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CSRN network. The primary process will process the input and distribute/collect the work
among the secondary processes in a round robin fashion.
At the start of operation, the primary process reads in the inputs and distributes
the network characteristics to all secondary processes. Then, the primary process sends
a personalized schedule and necessary inputs to each available secondary process. Once a
secondary process receives its input, it can begin operation. When finished, the secondary
process will send the primary process a special data packet to indicate that it has completed
processing. The primary process will then retrieve the output data from the secondary
process.
Whenever the primary process finds an available secondary process and more CSRN
data needs to be processed, the primary process will send the secondary process a new
work schedule as well as more CSRN input data. The primary process will continue the
aforementioned routine until all data has been processed and collected. In this fashion,
both training and testing can be performed.
For all of the multi-core and multi-GPGPU implementations, a single core performed
the operations of the primary process. In the multi-core implementation, one core was used
to perform the operations of a secondary process. In the multi-GPGPU implementation, the
secondary process was performed by one GPGPU using a single-core to transmit data via
MPI to the primary process and other secondary processes. Figure 4.10 shows a depiction
of this setup. The computing system utilized for the multi-core and multi-GPGPU implementations was the Condor cluster hosted at the Air Force Research Laboratory (AFRL)
Rome Research Site.

4.3.4

The Condor cluster
The Condor cluster is a high speed custom heterogeneous compute cluster capable

of approximately 1.5 GFLOPS per watt of computing power [83]. At the time of this
writing, this system comprised of 78 compute servers powered by 2.67 GHz Intel Xeon X5650
multi-core processor (six cores per multi-core processor resulting in 468 total CPU cores for
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Figure 4.10: System arrangement of the primary and associated secondary processes.
computation) connected with 1,716 PS3s. The PS3s were used as a cost effective measure to
leverage the computational power of the IBM/Sony/Toshiba Cell broadband engine housed
inside of them. To extend the computing capabilities of this cluster, each compute server
connects to two NVIDIA Tesla GPGPUs, resulting in 156 total GPGPUs. Currently, there
are plans to update all C1060 GPGPUs with newer model GPGPUs. Within this cluster,
47 compute servers are connected to NVIDIA Tesla C2050 GPGPUs, seven compute servers
are connected to NVIDIA Tesla C2070 GPGPUs, and 24 compute servers are connected
to NVIDIA Tesla C1060 GPGPUs. Table 4.1 shows the composition of the three GPGPU
types.
The compute servers and PS3s were separated into six main divisions. Each division

Table 4.1: NVIDIA GPGPU composition for Tesla GPGPUs.
Metrics

C1060
GPGPU

C2050/C2070
GPGPU

48
1.3
30
8
4,096

94/14
1.15
14
32
3,072/6,144

Condor cluster GPGPUs
Speed(GHz)
Streaming multiprocessors
Scalar processors
Global Memory(MB)
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consisted of 13 compute servers and 286 PS3s. Infiniband as well as 10 Gb and 1 Gb ethernet
switches are used to network the compute servers and PS3s together.

4.4
4.4.1
4.4.1.1

Results
Maze traversal
Single-core CPU vs. single GPGPU
Two initial designs were implemented: a CPU version using the C programming

language with the OpenCV library [84, 85] and a GPGPU version using both the C programming language and NVIDIA’s compute unified device architecture (CUDA) extension
[86, 87]. LU decomposition provided by OpenCV was used to invert Γt from Equation
(4.2) for all CPU implementations. The CPU implementation was performed using a 2.67
GHz Intel Xeon X5550 processor, and the GPGPU implementation was performed using a
combination of the same Intel Xeon processor and an NVIDIA Tesla C2050 GPGPU. The
GPGPU performed the CSRN operations while the Intel Xeon processor was used for setup
and communication purposes. The CPU implementations were compiled with the GNU
compiler (GCC) using the −O3 optimization.
Figure 4.11 shows the timing results of both implementations being used for the
CSRN maze traversal training phase. In this set of tests, the number of rows and columns
for the maze input samples were varied as shown along the x-axis. For each input maze
size, five samples were used. The total runtime to perform the training is shown along the
y-axis. All other parameters remained fixed. As can be seen in Figure 4.11, the GPGPU
implementation is slightly faster than the CPU implementation. For this set of tests, the
best observed speedup was approximately three times with an average speedup of about 2.1
times in favor of the GPGPU implementation.
Figure 4.12 shows the timing results of both implementations being used in the
CSRN maze traversal testing phase. As in the set of tests for training, the number of row
and columns for the maze input samples were varied as shown along the x-axis, while all
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Figure 4.11: Maze traversal CPU vs. GPGPU training runtimes.
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Table 4.2: Timing breakdown for computation stages of GPGPU design. Input maze sizes
are shown in row×column format.
Input Maze Size
5×5
10×10
15×15

Computation
Stage
CSRNFF
CSRNFB
CCA
UWK
Overhead

2.07%
3.57%
1.04%
76.96%
16.36%

0.43%
0.62%
0.17%
97.11%
1.67%

0.06%
0.08%
0.02%
99.68%
0.17%

other parameters remained constant. In addition, 15 samples were used for each input
maze size. The total runtime to perform the testing is shown along the y-axis. As shown
in Figure 4.11, the GPGPU implementation is faster than the CPU implementation. For
this series of tests, the best observed speedup was 4.39 times with an average speedup of
approximately 3.5 in favor of the GPGPU implementation.

4.4.1.2

GPGPU design extensions
To achieve higher speedups, several design extensions were examined. Specifically,

the speedup performance of the training phase was closely examined, as it is the limiting
factor when processing larger datasets. For example, to train a CSRN using five 30×30
maze input samples required 5,143.12s, while testing using five 30×30 maze input samples
required 13.82ms on the GPGPU. Therefore, the average time required to compute each
stage was measured to capture the most time consuming part of the training phase. For
these measurements, the rows and columns of the input samples were varied (5×5 to 15×15
in 5×5 increments), and the number of input samples was fixed at five. Table 4.2 shows
these results of our measurements.
As highlighted in bold in Table 4.2, the limiting factor is clearly the UWK stage,
as it takes up the bulk of the computation. This result is not surprising, as the UWK
stage includes a time consuming matrix inversion within its computations. In order to
achieve improved speedup performance, the UWK stage was examined carefully for possible

79

modification. Therefore, the initial GPGPU implementation was modified following three
extensions.

Extension 1: Data caching of specific variables

One method of decreasing the com-

putation time of the UWK stage is to incorporate caching. The slowest part of many
GPGPU applications is the time required to access global memory. By caching the data
acquired from global memory accesses, one can save time. From Equations (4.1) – (4.4)
of the UWK stage, the variables Ct , Gt , αt , and Kt can be cached because of their repeated use. The initial GPGPU implementation was modified to incorporate caching for
the aforementioned variables in the UWK stage. Unfortunately, the UWK stage showed
insignificant improvement from taking this action. This is mainly a result of the additional
computation required to processing 64-bit data (which we required to maintain precision).
Caching works better for data memory elements of 32 bit-width or less.

Extension 2: Reducing global memory accesses Since adding data caching showed
little effect, another method of decreasing the computation time of the UWK stage was
tried. As can be observed in the GPGPU implementation of Gauss-Jordan elimination,
one can dramatically reduce the number of accesses to global memory. This observation
can be seen from the example of Gauss-Jordan elimination given in Figure 4.8. After an
iteration of Gauss-Jordan elimination, only the shaded regions are modified. This is because
of the zeros present in the remaining areas offer no change to the non-pivot rows. Using
this knowledge, the GPGPU Gauss-Jordan elimination routine was modified to only access
global memory during the times in which there will be modification to the non-pivot rows.
By doing this, the amount of time necessary to compute UWK computation stage decreased
by approximately 57% when compared to the initial implementation.

Extension 3: Performing Gauss-Jordan normalization at end of computation
In Figure 4.8 during the computation of the Gauss-Jordan elimination routine, the pivot
row is normalized by the diagonal value every iteration. This normalization actually can be
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Figure 4.13: CPU vs. GPGPU with extensions training runtimes. Initial refers to our
original GPGPU implementation. Ex. 1, 2, and 3 refer to our incorporation of extensions
1, 2, and 3 into our original GPGPU design.
postponed until after all iterations have been completed. Therefore, the GPGPU extension
2 implementation was updated to normalize only after all iterations of the Gauss-Jordan
routine were completed. By doing this, the number of global memory accesses during the
UWK stage were reduced which resulted in a slight reduction in the computation when
compared to extension 2 alone.
Figure 4.13 shows the effect that each extension had on the overall time when
compared against the CPU implementation. The most significant overall speedup occurs as
a result of extension 3. The best observed speedup acquired from extension 3 is 8.32 times
with an average speedup of approximately 7.2 times.
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4.4.2

Face recognition

4.4.2.1

Improving the GPGPU design
For developing the face recognition GPGPU CSRN implementation, the extension

3 maze traversal GPGPU CSRN design was used as a base. In that design, only one
CSRN cell computation was performed per thread block. Given the small size of the maze
traversal CSRN cell GMLP (17 nodes), many threads were left idle. To improve the GPGPU
thread occupancy, the number of CSRN cell computations performed per thread block was
increased.
Since the face recognition CSRN cell GMLP is a 27 node network, the operations of
one GMLP can be performed using the threads associated with one warp (32 threads). Given
that a thread block can process multiple warps, a thread block can be utilized to process
several different CSRN cells simultaneously by exploiting instruction-level parallelism. For
the face recognition GPGPU CSRN design, four different CSRN cells were processed per
thread block, as this was observed to achieve good design performance.
Additionally during the CSRNFF and CSRNFB stages, shared memory is used to
store repeatedly used data such as W and ww (seen in Figure 4.2) during computation.
This reduces the number of times that global memory is accessed by copying the data down
into shared memory at the start of the process. The use of multiple warps benefits from
this because the shared W and ww data can be used among the various CSRN cells being
computed within a thread block, reducing the amount of traffic seen by global memory.
Using these CSRN cell computation advancements in addition to using better GPGPU
memory management, the CSRN GPGPU design improved.

4.4.2.2

Single-core CPU vs. single GPGPU
Two initial designs were implemented to examine how well CSRN based face recog-

nition maps to a GPGPU system. Akin to the maze traversal designs, the two initial face
recognition designs were a CPU version using the C programming language with OpenCV
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library and a GPGPU version using both the C programming language and CUDA. The
CPU implementation was performed on a 2.67 GHz Intel Xeon X5650 multi-core processor
and the GPGPU implementation was performed on a combination of the same Intel Xeon
multi-core processor and the NVIDIA Tesla C1060, C2050, and C2070 GPGPUs.
One GPGPU design was developed for use among the three GPGPU platforms. One
expects the performance between the C2050 and C2070 GPGPUs to be identical because the
architectures are the same with the exception of global memory. The C2070 GPGPU has
twice the amount of global memory. However, using the newer generation GPGPUs (C2050s
and C2070s) can be expected to result in better performance than the older generation
GPGPUs (C1060s). A contributing reason is because the C2050 and C2070 have more
scalar processors (SPs) (the C2070 and C2050 have 208 more SPs than the C1060). In
addition, the C2050 and C2070 have the ability to perform up to four concurrent streams of
independent processing, while the C1060 performs one stream. Within the GPGPU design,
large numbers of SPs as well as multiple concurrent streams are utilized whenever possible.
While all three GPGPU implementations will offer improvements over an equivalent CPU
implementation, a significant edge will go to the C2050 and C2070.
During the experiments, the CPU implementation was compiled with GCC and
the Intel compiler (ICC) using all applicable optimization flags. ICC compiles code to
take advantage of single instruction, multiple data (SIMD) instructions; therefore, ICC’s
generated codes tend to have faster runtimes than GCC’s generated code. Lastly, the face
sequences for the experiments were taken from the Sheffield face database [88].
For using CSRN based face recognition, only the CSRN training phase of the algorithm was accelerated, since this portion is the most time consuming. In doing so, four
experiments were conducted investigating how changes in the CSRN network parameters affect GPGPU acceleration. The CSRN network parameters observed were number of people,
PCA components, samples per face sequence, and number of face sequences.
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Table 4.3: Training times for increasing number of people. The implementations shown
are GCC single-core CPU (G-CPU), ICC single-core CPU (I-CPU), C1060 GPGPU, C2050
GPGPU, and C2070 GPGPU.
People
1
2
3
4
5
6
7
8
9
10

G-CPU(s)

I-CPU(s)

C1060
GPGPU(s)

C2050/C2070
GPGPU(s)

189.67
379.27
568.84
757.71
948.04
1,137.66
1,327.19
1,516.62
1,706.18
1,891.93

33.18
66.24
99.32
132.38
165.45
198.53
231.62
264.72
297.79
330.83

11.12
21.06
31.09
41.47
52.01
62.09
72.87
82.61
92.96
103.80

6.48
12.29
18.44
24.66
30.82
38.92
42.98
51.78
55.44
61.64

Experiment 1: Varying number of people The first experiment involved testing the
single-core CPU and single GPGPU implementations using an increasing number of people.
The number of people varied from one to 10. A group of 10 CSRNs (10 PCA components)
utilizing face sequences that have been sampled nine times was used to identify a person.
Only one face sequence per person was used during training. The training was performed
using MSEKF. The training times for the experiment are shown in Table 4.3.
From the training times shown in Table 4.3, the average speedup for the ICC singlecore CPU, C1060 GPGPU, and C2050/C2070 GPGPU versions over the GCC single-core
CPU compilation is about 5.7, 18.1, and 30.3 times, respectively. Furthermore, the C1060
GPGPU and the C2050/C2070 GPGPU carry an average speedup over the ICC singlecore CPU of approximately 3.1 and 5.3 times, respectively. Given that the C2050/C2070
GPGPU implementations are faster than the C1060 implementation over all scenarios, the
inclusion of the C1060 GPGPUs will play a limiting factor in multi-GPGPU experiments.
As the number of people increased, the performance benefit achieved from using GPGPUs
stayed mostly the same. This can be expected since increasing the number of people is
equivalent to adding more CSRNs to the network.
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Table 4.4: Training times for increasing the number of PCA components. Implementations shown are for GCC single-core CPU (G-CPU), ICC single-core CPU (I-CPU), C1060
GPGPU, C2050 GPGPU, and C2070 GPGPU.
PCA
Components
10
15
20
25

G-CPU(s)

I-CPU(s)

C1060
GPGPU(s)

C2050/C2070
GPGPU(s)

948.08
1,421.94
1,895.89
2,369.68

165.45
248.16
330.84
413.55

51.71
77.53
103.48
129.28

30.77
48.54
61.45
76.94

Experiment 2: Varying PCA components

The second experiment varied the num-

ber of PCA components. In varying the number of PCA components, the total number of
CSRNs used to represent a person changed. Therefore, varying the number of PCA components should have the same effect as varying the number of people. For this experiment,
the number of PCA components varied from 10 to 25 in increments of five for five people.
As in the first experiment, one face sequence sampled nine times per person was used. The
training times for this experiment are shown in Table 4.4.
From the results shown in Table 4.4, the average speedup performances are nearly
identical to the average speedups observed in the previous experiment. The average speedup
for the ICC single-core CPU, C1060 GPGPU, and C2050/C2070 GPGPU versions are
roughly 5.7, 18.3, and 30.4 times, respectively, over the GCC single-core CPU. Likewise,
the C1060 GPGPU and C2050/C2070 GPGPU versions are about 3.2 and 5.3 times greater
than the ICC single-core CPU compilation.

Experiment 3: Varying samples per face sequence The third experiment observed
how the number of samples per face sequence changed the runtime performance of the
application. As the number of samples per face sequence increases, the number of cells per
CSRN increases. Also, the size of Γt (from Equation (4.2)) is proportional to the square
of the number of samples per face sequence. Therefore, increasing the number of samples
per face sequence will increase the time needed to perform the required matrix inversion.
To evaluate this, a third experiment was performed where the number of samples per face
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Table 4.5: Training times for increasing number of samples per face sequence. The implementations shown are GCC single-core CPU (G-CPU), ICC single-core CPU (I-CPU),
C1060 GPGPU, C2050 GPGPU, and C2070 GPGPU. In addition, the row×column size of
Γt is shown as the number of sample per face sequence increases.
Samples Per
Face Sequence
25
36
49
64
81
100
121
144

Γt
Size

G-CPU(s)

I-CPU(s)

C1060
GPGPU(s)

C2050/C2070
GPGPU(s)

25×25
36×36
49×49
64×64
81×81
100×100
121×121
144×144

2,366.80
2,658.56
3,024.64
3,471.21
3,999.29
4,667.80
5,480.38
6,465.59

413.55
470.09
538.06
622.97
730.21
861.59
1,022.87
1,209.16

133.63
132.01
158.36
184.54
211.14
237.94
298.65
322.11

75.82
79.99
90.55
92.54
105.38
119.02
136.31
145.92

sequence varied (25, 36, 49, 81, 100, 121 and 144). There are not enough samples per face
sequence in the Sheffield face database to support sampling the sequence 64, 81, 100, 121,
and 144 times; therefore, randomly generated data was used for those data points across
different people. In this experiment, 25 PCA components were used. Table 4.5 shows the
runtime results of this experiment as well as the increasing Γt size. Table 4.6 shows the
resultant speedups associated with the runtime results shown in Table 4.5.

Table 4.6: Speedup comparison using the runtimes shown in Table 4.5. The implementations
shown are GCC single-core CPU (G-CPU), ICC single-core CPU (I-CPU), C1060 GPGPU,
C2050 GPGPU, and C2070 GPGPU.
Samples Per
Face Sequence
25
36
49
64
81
100
121
144

Speedup over G-CPU

Speedup over I-CPU

I-CPU

C1060
GPGPU

C2050/C2070
GPGPU

C1060
GPGPU

C2050/C2070
GPGPU

5.72
5.66
5.62
5.57
5.48
5.42
5.36
5.35

17.71
20.14
19.10
18.81
18.94
19.62
18.35
20.07

31.22
33.24
33.40
37.51
37.95
39.22
40.21
44.31

3.09
3.56
3.40
3.38
3.46
3.62
3.42
3.75

5.45
5.88
5.94
6.73
6.93
7.24
7.50
8.29
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Here, the trend is that the performance benefit offered by the GPGPU implementation improves as the face sequence sampling increases. There is a moderate performance
benefit for the C1060 GPGPU implementation. However, there is a significant performance
benefit for the C2050/C2070 GPGPU implementation. The speedup performance shown in
the GPGPU implementations is expected because the number of CSRN cells computations
increase one-to-one with the number of samples per face sequence. For the single-core CPU
implementations, these additional CSRN cell computations are performed serially, whereas
they are performed in parallel for the GPGPU implementations.
Furthermore, the inversion of Γt for the GPGPU implementations can be performed
much faster than the single-core CPU implementations. This is a direct result of the parallelism involved in the GPGPU matrix inversion scheme. The larger the size of Γt , the
greater the advantage will be in favor of the GPGPU implementations.

Experiment 4: Varying face sequences Lastly, a fourth experiment observed how
varying the number of face sequences affects runtime performance. In this experiment,
increasing the number of face sequence increases the size of Γt proportionately. Specifically,
the number of rows and columns both increase by a multiple of the number of face sequences.
Thus, the duration of the UWK stage becomes longer as the time to invert Γt becomes
longer. In addition, multiple face sequences must be processed by the CSRN network
serially. This multiplies the time to perform the CSRNFF , CSRNFB , and CCA stages by
the number of face sequences to process.
To evaluate the fourth experiment, the number of different face sequences per person
used during training varied from one to five. Also, five people, 49 samples per sequence,
and 25 PCA components were used. Table 4.7 shows the results of this experiment. Also,
Table 4.7 shows the size of Γt as the number of face sequences increased. Table 4.8 shows
the resultant speedup performance.
The data shown in Table 4.7 and Table 4.8 reveal the advantage of the GPGPU
implementations. When compared to both single-core CPU implementations, the GPGPU
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Table 4.7: Training times using an increasing number of face sequences. The implementations shown are GCC single-core CPU (G-CPU), ICC single-core CPU (I-CPU), C1060
GPGPU, C2050 GPGPU, and C2070 GPGPU implementations using an increasing number
of face sequences. In addition, the row×column size of Γt is shown as the number of face
sequences increases.
Face
Sequences
1
2
3
4
5

Γt
Size

G-CPU(s)

I-CPU(s)

C1060
GPGPU(s)

C2050/C2070
GPGPU(s)

49×49
98×98
147×147
196×196
245×245

3,020.28
4,573.17
6,591.62
8,966.28
11,638.75

538.07
843.73
1,243.13
1,743.47
2,407.37

160.85
273.80
404.75
564.25
802.17

98.86
153.86
219.41
304.83
396.30

Table 4.8: Speedup comparison using runtimes shown in Table 4.7. The implementations
shown are GCC single-core CPU (G-CPU), ICC single-core CPU (I-CPU), C1060 GPGPU,
C2050 GPGPU, and C2070 GPGPU.
Face
Sequences
1
2
3
4
5

Speedup over G-CPU

Speedup over I-CPU

I-CPU

C1060
GPGPU

C2050/C2070
GPGPU

C1060
GPGPU

C2050/C2070
GPGPU

5.61
5.42
5.30
5.14
4.83

18.78
16.70
16.29
15.89
14.51

30.55
29.72
30.04
29.41
29.37

3.35
3.08
3.07
3.09
3.00

5.44
5.48
5.67
5.72
6.07
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implementations continue to maintain a speedup advantage. Similar to previous results,
the achieved speedup can be attributed to the parallel processing of the increasing CSRNFF
and CSRNFB computations and the CCA and UWK vector/matrix operations.
In the case of the GCC compilation, the C1060 and C2050/C2070 GPGPU implementations show a decrease in the available speedup. This is likely due to the increasing
amount of memory transfers. The increase in memory transfers result from the CPU needing to send additional face sequence input data to the GPGPU. Memory transfers between
the CPU and GPGPU are very costly and decrease the amount of acceleration benefit
seen. The additional parallel resources within the C2050/C2070 GPGPU implementation
allow for a much slower decrease in acceleration when compared to the C1060 GPGPU
implementation.
In the case of the ICC compilation, the C1060 GPGPU implementation continues to
show this trend of decreasing speedup. However, the C2050/C2070 GPGPU shows a gradual
increase in speedup. The ICC compilation has a much faster decrease in acceleration in
comparison to the C2050/C2070 GPGPU implementation resulting in the gradual increase
in speedup.

4.4.2.3

Multi-core and multi-GPGPU
Multi-core and multi-GPGPU implementations of the algorithm were explored. The

main objective of this was to observe how CSRN based face recognition scales as more CPU
core/GPGPU resources are added. For these experiments only the ICC compilation results
are shown, as they are much faster than the GCC compilation.
Given that the Condor cluster is a heterogeneous cluster composed of three different
kinds of GPGPUs (94 C2050, 14 C2070, and 48 C1060), the best GPGPU combinations
possible are utilized when adding GPGPU resources. Since computations are bound by
the C1060s, the C2050s and C2070s are scheduled prior to the C1060s to ensure good
productivity. Specifically, the C2050s are added first and then the C2070s. At the time
of these experiments, only 10 of the 14 C2070 were available. Therefore, after adding 10
89

250

Time (s)

200

150
Multi-core
Multi-GPGPU

100
50.00
45.00

50

40.00
35.00

30.00
Series2

25.00

0

Series3

20.00
15.00
10.00

5.00

10

30

50

70
90
Secondary Processes

110

130

150

Figure 4.14: Graph of training time for multi-core and multi-GPGPU implementations.
C2070s, C1060s are added. The workload used for these experiments were one CSRN per
primary to secondary process transmission.
Figure 4.14 shows the runtime performance of a CSRN network designed to classify
five people using five face sequences, 49 samples per face sequence, and 25 PCA components.
For this CSRN network, Figure 4.14 shows the MSEKF training time decrease as the number
of secondary processes increased from 10 to 150 by increments of 10. In the case of the
multi-core implementation, the training time decreased from 254.26s to 20.58s using 10 to
150 secondary processes, respectively. For the multi-GPGPU implementation, the training
time decreased from 43.08s to 9.07s using 10 to 150 secondary processes, respectively.
Figure 4.15 shows the speedup for both the multi-core and multi-GPGPU implementations over the single-core ICC compiled CPU version. While both implementations
offer vast improvement over the single-core version, the multi-GPGPU implementation provides more speedup than the multi-core. However, the multi-core implementation appears
to scale better as the multi-GPGPU implementation levels off after 70 secondary processes.
With the inclusion of the slower C1060 GPGPUs, the scaling of the multi-GPGPU imple-
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Figure 4.15: Graph of speedup for multi-core and multi-GPGPU implementations.
mentation is hindered as expected. Once the number of secondary processes exceeds the
number of available C2050 (94) and C2070 (8) GPGPUs, the total efficiency of the multiGPGPU implementation declines as the C1060 GPGPUs are used. This is shown by the
decrease in speedup performance after 100 GPGPUs. As previously established in Tables
4.3 – 4.6, the C1060 GPGPUs process data slower than the C2050 and C2070 GPGPUs for
this application.

Table 4.9: Training runtime performance for multi-core and multi-GPGPU. The multi-core
and multi-GPGPU implementations are compared to GCC (G-CPU), ICC (I-CPU), C1060
GPGPU, and C2050/C2070 GPGPU implementations.
Implementation

Time(s)

Speedup over
G-CPU

Speedup over
I-CPU

G-CPU
I-CPU
C1060 GPGPU
C2050/C2070 GPGPU
multi-core
multi-GPGPU

11,638.75
2,407.37
782.89
393.94
20.58
9.07

1.00
4.83
14.87
29.54
565.44
1,283.62

0.21
1.00
3.07
6.11
116.96
265.50
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Table 4.9 shows the MSEKF training time and speedup performance for the multicore and multi-GPGPU implementation relative to the previously discussed implementations (GCC and ICC single-core CPU implementations and the C1060 and C2050/C2070
single GPGPU implementations) for the experiment of five people, 49 samples per face sequence, five face sequences, and 25 PCA components. The multi-core and multi-GPGPU
implementations for which timing results shown in Table 4.9 use 150 secondary processes.
The speedup shown is a comparison between all implementations to both GCC and ICC
single-core CPU implementations. From using the multi-GPGPU implementation, significant speedups of approximately 1,283 and 265 times are observed when compared against
the GCC and ICC single-core CPU compilations, respectively. Table 4.9 demonstrates the
merits of the multi-GPGPU implementation.

4.4.2.4

Combining multi-core and multi-GPGPU
Given the limited GPGPU resources of the Condor cluster in comparison to the

ample amount of Intel multi-core processors available, the computational capabilities of both
multi-core and multi-GPGPU implementations should combine to take greater advantage
of cluster resources. Since each processor in the Condor cluster has six cores, only two cores
per processor were used in the multi-GPGPU implementation. The remaining four cores
were idle. To fully utilize each core in the system, the idle cores should perform CSRN
computations concurrently with the GPGPUs. Using both multi-core and multi-GPGPU
together, one can expect to achieve even greater runtime performance than using each alone.
For the multi-core, multi-GPGPU, and multi-core/GPGPU implementations, 75 of
the total 78 multi-core processors on the system were utilized. In this fashion, 450 cores
(one core for the primary process and 449 for the secondary processes) were used for the
multi-core implementation. The multi-GPGPU implementation used 150 (94 C2050s, 8
C2070s and 48 C1060s) GPGPUs operating as secondary processes and one core as the
primary process. Lastly, the multi-core/GPGPU implementation used one core as the
primary process and 299 cores as secondary processes. The remaining cores 150 cores used
92

GPGPUs as secondary processes. As before, the multi-core implementations were compiled
using ICC.
Also, more resources of the Condor cluster should be utilized to get an indication of the Condor cluster’s computational capability for CSRN based face recognition.
Therefore, two additional experiments were conducted to demonstrate the significant impact on runtime performance of a system such as the Condor cluster has for this application. Additionally, the runtime performances of the the multi-core, multi-GPGPU, and
multi-core/GPGPU implementations were compared. In these experiments, the number of
samples per face sequence and number of face sequences were varied.

Experiment 5: Varying samples per face sequence using large networks This
experiment observed the effect of varying the number of samples per face sequence has on
runtime performance for the multi-core, multi-GPGPU, and multi-core/GPGPU implementations. For this experiment, a randomly generated CSRN network to classify 1,000 people
using 10 PCA components and one face sequence per person was created. The number of
samples per face sequence varied using the following sample rates: 25, 36, 49, 81, 100, 121
and 144. This resulted in a full network of 10,000 CSRNs. Figure 4.16 shows the training
time results of this experiment, and Figure 4.17 shows the speedup performance over the
ICC single-core compilation.
As seen in Figure 4.16 and Figure 4.17, both implementations incorporating GPGPUs are faster than the multi-core implementation as the number of samples per face
sequence increases. The multi-core implementation speedup is shown to decrease as face
sequence samples increase. The multi-GPGPU and multi-core/GPGPU implementations
speedup performance improves while the samples per face sequence increase.
Another significant result is that the multi-GPGPU implementation is faster than
the multi-core implementation while using much less resources. The multi-GPGPU implementation uses 150 GPGPUs to act as secondary processes compared to the 449 cores that
the multi-core implementation uses. As expected, the multi-core/GPGPU implementation
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Figure 4.16: Graph showing varying number of samples per face sequence. The training
timing for the ICC compiled multi-core, multi-GPGPU, and multi-core/GPGPU is shown.
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Figure 4.17: Speedup graph for varying the number of samples per face sequence.
The speedup performance for the ICC compiled multi-core, multi-GPGPU, and multicore/GPGPU is shown.
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Figure 4.18: Graph of varying the number of face sequences. The graph shows the training
timing for the ICC multi-core, multi-GPGPU, and multi-core/GPGPU implementations.
is faster than the multi-GPGPU implementation, as the the former uses the additional processing power of cores during computation. As seen in Figure 4.17, the multi-core/GPGPU
implementation displays a speedup performance of approximately 823 to 996 times for 25
to 100 samples per face sequence, respectively.

Experiment 6: Varying face sequences using large networks

This experiment ob-

served the behavior of the multi-core, multi-GPGPU, and multi-core/GPGPU implementations while varying the number of face sequences from one to five. To do this, another
randomly generated 1,000 person CSRN network using 10 PCA components was created.
The face sequences used in this network were sampled 25 times. Figure 4.18 and Figure 4.19
show the training time results and speedup performance of the ICC compiled multi-core,
multi-GPGPU, and multi-core/GPGPU implementations, respectively. The speedup performance shown in Figure 4.19 uses the ICC single-core compilation as a base.
In Figure 4.18, as in the previous experiments, the multi-GPGPU implementation
maintains a lower training runtime when compared to the multi-core. As before, the multi95
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Figure 4.19: Speedup graph for varying the number of face sequences. The graph shows
the speedup performance for the ICC multi-core, multi-GPGPU, and multi-core/GPGPU
implementations.
core/GPGPU implementation achieved the lowest runtime time. In Figure 4.19, the speedup
performance of the multi-core implementation remains relatively fixed at approximately 431
times. While higher than the multi-core, the speedup performance of the multi-GPGPU
gradually decreases from 596 times to 520 times as the number of face sequences increases
from one to five. As expected, the speedup performance of the multi-core/GPGPU is greater
than both multi-core and multi-GPGPU as it fluctuates between 824 and 792 times as the
number of face sequences increase. This fluctuation is likely the result of load balancing the
decreasing GPGPU processing times with the relatively stable multi-core processing times.

4.5

Summary
At present, an initiative in the research community is investigating new ways of

processing data that capture the efficiency of the human brain in hardware and software.
This has resulted in increased interest and development of biologically inspired computing
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approaches in software and hardware. One such biologically inspired approach involves
CSRNs. CSRNs have been demonstrated to be very useful in solving state transition type
problems, such as maze traversals. Although powerful in image processing capabilities,
CSRNs have high computational demands with increasing input problem size.
In this chapter, the runtime performance of CSRNs was examined for acceleration
using multiple CPU and GPGPU techniques for two CSRN based applications: maze traversal and face recognition. For maze traversal, novel GPGPU CSRN implementations were
developed and utilized to observe average speedups of roughly 7.2 and 3.5 times for the
training and testing phases, respectively, when compared to C implementations. Using insight from the maze traversal GPGPU CSRN design, the acceleration and scaling of the
training phase of CSRN based face recognition was examined using AFRL’s Condor cluster,
a large heterogeneous cluster of Intel Xeon multi-core processors, NVIDIA Tesla GPGPUs
(C1060, C2050, and C2070), and PS3s.
Initially, the runtime performance of CSRN based face recognition training using a
single GPGPU was compared to a single-core CPU implementation. The runtime performances for the single-core CPU and single GPGPU implementations were examined under
change to various parameters. The C2050 and C2070 single GPGPU implementations provided a five times or more speedup over single-core CPU implementations. Taking advantage of the Condor cluster, the runtime and speedup performances of large multi-core and
multi-GPGPU systems implementing CSRN based face recognition training were observed.
With 450 Intel Xeon cores and 150 GPGPUs, a CSRN network to classify 1,000 people was
trained in approximately 69s, which is roughly 996 times faster than the single-core CPU
implementation.
CSRN based pattern recognition combines the advantages of biologically neural
networks and computationally efficient recurrent networks. This algorithm is quite flexible,
and thus the results seen here for face recognition can potentially be applied to other types
of recognition tasks.
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Chapter 5
Conclusions

Currently, improving processor performance by increasing clock frequency is impractical. Hence, the growing interest in parallel computing. Given the situation, algorithms
must now be redesigned to take advantage of the parallel architecture. Also, an application’s acceleration can be improved by multiple factors. These factors are partly due to the
application’s inherit parallelism and target architecture’s ability to exploit that parallelism.
As seen in this dissertation’s parallel designs, field programmable gate arrays (FPGAs)
and general purpose graphical processing units (GPGPUs) present many different ways to
exploit parallelism. The FPGA designs take advantage of granular and spatial parallelism
through the use of deep pipelines and concurrent execution. The GPGPU design employs
the use of thousands of lightweight threads across many processing cores to achieve datalevel and task-level parallelism.
Since FPGAs extract parallelism at a much lower level than GPGPU, FPGA implementations require a greater understanding of the target algorithms. Greater understanding
along with greater control over the implementation can lead to much greater performance.
However, to achieve greater performance, a longer development time is typically seen.
GPGPUs offer improved performance to algorithms that involve a large number of
identical computations repeatedly performed over different inputs. This follows from the
inherent single instruction, multiple data (SIMD) structure of GPGPU architecture. Also,
this characteristic is commonly seen in many pattern recognition (PR) applications, leading
98

to the GPGPUs being a good developmental platform for them.
Additionally, studies have shown that given algorithm characteristics, certain computing architectures may be more suitable than others. Che et al. [89] conduct a performance study to create an application characteristic to platform mapping. For their study,
Che et al. examine the algorithmic behavior, code complexity, and performance of three
algorithms (Gaussian elimination, data encryption standard, and Needleman-Wunsch) developed for FPGA, GPGPU, and multi-core central processing unit (CPU) platforms. The
characterization presented by Che et al. is useful to help developers select the optimum
platform, based upon the type of application and desired performance. Lastly, Thomas
et al. [90] examine random number generation on a variety of different platforms: FPGA,
CPU, GPGPU, and massively parallel processor array (MPPA). Three different random
number distributions were explored: uniform, Gaussian, and exponential. Across the four
platforms, Thomas et al. show that different implementation methods were required for
optimal results.
Cope et al. [91] perform a case study to compare the performance of a GPGPU
and FPGA implementation. They analyze five algorithms (primary color correction, twodimensional convolution, video frame resizing, histogram equalization, and three-step nonfull-search motion vector estimation) on both platforms looking at arithmetic complexity,
memory access requirements, and data dependencies. From this study, Cope et al. show
that algorithms with many memory transactions and data dependency favor a FPGA implementation, while algorithms with variable data reuse favor GPGPU implementations.
The studies presented in this dissertation explore the added benefits of using parallel
computing systems for PR applications. Three PR approaches were examined and techniques to accelerate them were demonstrated for FPGA and GPGPU architectures. The
second chapter focused on the performance of phase-only filter based fingerprint identification under various distortions as well as improving the algorithm’s performance using FPGA
acceleration. After measuring tolerances of phase-only filter based fingerprint identification,
the algorithm was accelerated using a novel Virtex II Pro FPGA design. This FPGA de99

sign provided a speedup of about 47 times over a C implementation. The performance
achieved was due to the FPGA’s highly pipelined design and overlapped computation and
communication.
The third chapter discussed the implementation of a modularized processing element
(PE) design of an Izhikevich spiking neuron model based character algorithm. This PE
design was evaluated using two different sized networks, one network processing 24×24 pixel
images and another processing 96×96 pixel images, operating on a two different FPGAs,
Virtex II Pro and Virtex 4, respectively. This PE based design is easily scalable to larger
FPGAs. The implemented networks showed significant speedups over equivalent software
implementations (approximately 3.3 times for the 24×24 pixel image network using a Virtex
II Pro and approximately 8.5 times for the 96×96 pixel image network using a Virtex 4).
The fourth chapter examined the acceleration and design of two cellular simultaneous recurrent network (CSRN) based pattern recognition applications: maze traversal and
face recognition. For CSRN based maze traversal, a novel accelerated NVIDIA GPGPU
implementation was developed. For the training and testing phase, the GPGPU implementation showed average speedups of approximately 7.2 and 3.5 times, respectively, over a C
implementation.
Using the CSRN based maze traversal GPGPU implementation as a building block,
an accelerated CSRN based face recognition GPGPU implementation was developed. The
GPGPU implementation provided a five times or more speedup relative to a C implementation under change to various parameters. Additionally, this implementation’s runtime
performance was examined as it scales using a heterogeneous compute cluster consisting of
Intel Xeon multi-core processors, NVIDIA Tesla GPGPUs, and Sony PlayStation 3 consoles.
Using 450 Xeon cores and 150 GPGPUs, a CSRN network designed to classify 1,000 people
completes in approximately 69s, which is roughly a 996 times speedup over a single-core
CPU implementation.
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Table 5.1: Summary of acceleration performance. The results listed are the best speedup
performances over CPU implementations. For CSRN based face recognition, the training
speedup results are shown for single and scaled implementations, respectively. The speedups
shown are approximate values.
Approach

Application

Phase-only Filter
Correlation

Fingerprint
Identification
Character
Recognition
Maze
Traversal
Face
Recognition

SNN

CSRN

5.1

Architecture
CPU FPGA GPGPU

Speedup
Training Testing

3

3

–

47

3

3

–

8.5

3

3

7.6

3.5

3

3

8.2 / 996

–

Performance summary
This section discusses trends seen in the acceleration performance of the three PR

approaches. Table 5.1 shows a summary of the acceleration results obtained in this study.
The common trend during development of the parallel implementations was that the algorithms had to be redesigned to reduce communication and increase parallelism. For the
phase-only filter correlation approach, the communication was overlapped with computation. Memory was streamed into the FPGA to enable efficient computation for the spiking
neural network approach. Finally, the CSRN approach used a combination of local, shared,
and global memory storage to enable the execution of more simultaneous GPGPU threads.
Also, computational precision plays a major role in deciding which parallel architectures to target. For example, FPGAs are known to perform better for designs using integer
and fixed point computations than for designs using floating point. Implementing floating
point in an FPGA requires a lot of space. Limiting the FPGA’s space greatly reduces its
computational density. However, using fixed point instead of floating point results in a loss
in precision. This creates a trade-off between runtime performance and precision.
This trade-off was present in both the phase-only filter and spiking neural network
approaches seen in second and third chapters, respectively. Fortunately, the loss in precision
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was negligible for those designs. However, the CSRN approach presented in fourth chapter
requires at least 64-bit floating point precision. Given precision concerns, an FPGA design
of the CSRN approach would be impractical. In this case, the limitations of an FPGA
design were not applicable to GPGPUs, thus making the GPGPU the better architecture
to target.
When selecting a parallel platform to target, a developer should consider how well
an algorithm’s most time consuming computations map to the parallel platform. These
computations will serve as a limiting factor in the amount of speedup possible. If the time
consuming computations are highly parallelizable, then notable speedup performances can
be achieved.
As seen in the second chapter, the most time consuming computations were the
two-dimensional fast Fourier transforms (FFTs). As a result of FPGA logic constraints,
two consecutive one-dimensional FFTs utilizing the same FFT module were used. The
FFT modules operated with a deep pipeline, which mapped well to the spatially parallel
FPGA architecture. This contributed to the FPGA implementation providing roughly 47
times speedup over a CPU implementation.
The neural computations of the spiking neural network (SNN) approach seen in the
third chapter were the most time consuming. Individually, the neural computations were
not demanding. However, for a SNN on the scale of hundreds of thousands of neurons, the
neural computations will become expensive. The SNN PE design was pipelined for efficient
computation of a large number of neurons. The results in the third chapter are indicative
that the SNN PE will provide significant speedup performance for a growing number of
neural computations.
In the CSRN approach, matrix inversion was the most time consuming computation
while training. Relative to all training operations, the matrix inversion consumed over 90%
of the time. Additionally, for the face recognition application, the size of the matrix to
be inverted increases as input size increases (samples per face sequence and number of
face sequences). The time to invert the matrix significantly increases with the size of the
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matrix. While using the GPGPU improved runtime performance, the data dependency and
global memory access pattern within matrix inversion limited the impact the GPGPU could
make. The results in the fourth chapter seem to suggest that the GPGPU may not be the
optimum architecture for algorithms in which matrix inversion dominates computation as
seen in CSRN training.
In summary, FPGAs have the following advantages over GPGPUs: greater flexibility, lower power consumption, higher computational density, and greater control. They have
the following relative disadvantages as well: longer development cycle, floating point limitations, less onboard memory, and slower operating speeds. When deciding which platform
to target, the developer should consider the cost of precision, the ease of implementation,
memory constraints of underlying parallel architecture, and application characteristics such
as data dependency, algorithm complexity, and memory access behavior.

5.2

Future work
While the study of three PR approaches showed significant success, much work

remains. The real-time application of other phase-only filter based applications such as
the ones listed in [92, 93] should be explored. Additionally, the PEs presented in the
third chapter can be improved. For example, overlapping the data input/output with the
computations on the PEs would have almost doubled the speedups achieved. Also, the
performance and scalability of the PE based design onto newer FPGAs can be examined.
These would allow for more PEs to be implemented and enable them to run at higher speeds.
Finally, an investigation into the acceleration of larger, more biologically realistic models
(such as models with higher connectivity between the neurons) and the training of such
models can be performed. For the CSRN approach described in fourth chapter, alternative
CSRN based applications outside of face recognition can be investigated. Furthermore,
CSRNs developed for other parallel platforms can be examined.
The techniques to accelerate three PR approaches described in this dissertation
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are applicable to other algorithms. The use of parallel computing architectures allow for
significant speedup performance as seen by the results. Generally, platforms such as FPGAs
allow for greater performance due to the considerable amount of developmental control.
Additionally, platforms such as GPGPUs offer significant speedups as well, but parallelism is
limited by the fixed architecture. The trade-off is the low development time when compared
to more flexible platforms.
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Appendix A
Neuron Model Parameters

Excitatory neurons: a = 0.02, b = 0.2, c = −55, d = 4.
Inhibitory neurons: a = 0.06, b = 0.22, c = −65, d = 2.
Time step = 1ms.
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