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ABSTRACT
This research article proposes data hiding technique for improving the data hiding procedure
and securing the data transmission with the help of contrast mapping technique along with
advanced data encryption standard. High data hiding capacity, image quality and security are
the measures of steganography. Of these three measures, number of bits that can be hidden in
a single cover pixel, bits per pixel (bpp), is very important and many researchers are working to
improve the bpp.We propose an improved high capacity data hidingmethod thatmaintains the
acceptable image quality that is more than 30 dB and improves the embedding capacity higher
than that of themethodsproposed in recent years. Themethodproposed in this paper uses nota-
tional system and achieves higher embedding rate of 4 bpp and also maintain the good visual
quality. To measure the efficiency of the proposed information hiding methodology, a simula-
tion systemwas developedwith someof impairments caused by a communication system. PSNR
(Peak Signal to Noise ratio) is used to verify the robustness of the images. The proposed research
work is verified in accordance to noise analysis. To evaluate the defencing performance during
attack RS steganalysis is used.
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The pixel value differencing method has been found
to exhibit efficiency in terms of embedding the secret
contents in digital images. This method also excels
in portraying minimum artifacts in the cover images
as far as human visualization is considered, therefore
the method stands ahead in exhibiting good encoding
ranges [1]. Internet today is viewed as the backbone of
communication; with rapid expansion in the commu-
nication arena safety of the transmitted contents always
stands as a question. Measures to protect the secrecy
of such contents must be standardized appropriately.
Steganography is observed as one of the technique that
can be suitably incorporated for concealing the secret
data contents. Unauthorized access of the secret con-
tents can be prevented in this method by encoding the
contents into an invariably different medium [2]. This
method also enables the user to encode the contents
suitably as per the requirements before transforming
the same into another medium, this way enhanced
security levels can be achieved. As far as covered media
is concerned different forms of encoding strategies have
been developed in this Steganography technique. The
traditional strategy prevalent so far for the covered
media is the digital images [3].
Encoding secret contents into images is not an easy
task as it relies on the transformation of the existing
redundant bits of the concerned images. Modification
or transformation of the redundant bits would lead
to certain distortions that would remain subtle to the
human eyes; one such is the disruption of the media
related properties [4]. The ultimate objective of the Ste-
ganalysis strategy is to determine the encoding archi-
tecture, as whether the concerned objects are encoded
with data contents or not. The objective or focus of
this paper can be categorized into two different strate-
gies: The very first strategy would be to determine the
encoding efficiency of various available techniques in
comparison with the Steganalysis technique, the sec-
ond strategywould be to analyse the performance levels
of the Steganalysis technique with respect to the image
properties. Certain factors such as Security, Capac-
ity and Robustness have been found to disturb the
quality and utility of Steganography. The strength of
a Steganography technique lies in the inability of an
attacker in hacking the confidential contents. Storage
capacity of an image is assessed by verifying the total
amount of contents that can be encoded into it. Exhibit-
ing strong immunity against attacks is considered as the
robustness of the concerned stegno medium [5].
2. Steganalysis
Identification of confidential contents inside images is
not an easy task as it requires specialized techniques for
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Figure 1. The model of steganography and steganalysis.
the determination of the same. Various stages must be
broken down in order to get into the inner encoded
zones [6]. A cover in the form of text or image is
preferably utilized for the purpose of concealing the
confidential contents. Various statistical properties of
the concerned cover images pave way for the break-
ing process due to its vulnerability, such as that of
the histogram analysis [7–9], chi-square test and uni-
versal detectors [1]. Certain Steganography algorithms
have been identified and introduced for the purpose
of encoding data in digital images irrespective of their
domains, namely the spatial and frequency domains.
Few techniques such as detection destruction, extrac-
tion, or transformation have been considered as the
Steganalysis practices involved in the Steganography
strategy attacks [10]. It is important to understand
about the various available strategies that can be incor-
porated by the attackers to access the confidential con-
tents, it is this knowledge that can assist the user in
designing a highly strong Steganography system shown
in Figure 1. A Steganography system that exhibits
increased immunity against the offenses is considered
to be the most superior kind of system [11]. Identifying
the presence of secret contents inside the cover images
is considered to be the ultimate aim of the Steganaly-
sis process. Cover images are usually preferred for the
encoding process. Revealing the presence of the secret
contents turns out to be the task of Steganalysis.
Encoding confidential contents inside the cover
images is not an easy task as it requires complete under-
standing and knowledge about the concerned cover
images; hence Steganalysis is considered as a very chal-
lenging field [5].
Steganographic techniques retains the secrecy of
communication on creating stego images using con-
cealment function. The weakness of secret data hiding
is when the attacker suspect the existence of hidden
image. The hidden imagemust be invisible both perpet-
ually and statistically. The stegenography technique is
suitable when no difference is between cover and stego
file, i.e. the characteristics and attributes of cover file
are not changed while embedding and no distortions
is shown in the result. Thus the steganographic system
is imperceptible.
Steganographic systems aim to maximize the
steganographic capacity which is number of bits
embedded in cover file. Regarding robustness, as most
of the steganographic system use network and inter-
net channels that cause no degradation, robustness is
not an issue in priority to stegano techniques whereas
watermark is robust system.
The main aim of steganography is to increase capac-
ity and imperceptibility which is not possible to achieve
simultaneously. This is because there must be tradeoff
between amount of embedding information, artefacts
introduced in cover. Therefore, the technique has to
balance according to the requirement. The proposed
work focus on the same requirement.





(4) Intellectual property offenses
(5) Corporate espionage
(6) Watermarking
(7) Indexing of video mail
(8) Military application
(9) Automatic monitoring of radio advertisements
2.2. Classification of steganalysis
Steganalysis is classified into two different types:
(1) Signature Steganalysis
(2) Statistical Steganalysis
The Signature Steganalysis scheme can be classified into
two categories is shown in Figure 2:
(1) Specific Steganalysis
(2) Universal Steganalysis
Specific Steganalysis techniques adopt the strategy of
first analyzing the inbuilt encoding operation followed
by which the obtained knowledge would be utilized for
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Figure 2. Classification of steganalysis.
the purpose of understanding the image properties that
have been transformed during the encoding process.
Certain specialized Steganalysis techniques would rely
on the in-depth knowledge of the concerned conceal-
ing strategy. Acquiring increased levels of knowledge
about the encoding technique would result in accurate
decisions [5].
Universal Steganalysis strategy [6] functions as an
individual scheme without depending on the Steganog-
raphy algorithm. Comparison of the universal method
with the specific method reveals that the specific
method performs better than the universal method.
Even though the performance of this method is found
to be inferior it never ends up in meaningless results
hence it can be very well preferred as a common solu-
tion for certain practical applications.
One of the Steganalysis processes that differentiate
the cover images from the secret images is the Passive
Steganalysis process. On the other the active form of
Steganalysis strategy removes the secret contents from
the concerned cover images [12].
The Steganalysis strategy is classified into the fol-
lowing five categories [10]: stego-only, known cover,
knownmessage, chosen stego, and chosenmessage. The
stego-only attack performs its analysis with the help of
the available stego-image. Functioning of this offense is
found to be similar to that of the cipher text only attack
and it is considered to be a vulnerable form of attack. As
far as the known cover attack is concerned it is observed
that it incorporates both the original cover and a cor-
responding stego-image [13]. This offense commences
when the Steganalyst becomes aware of the secret mes-
sage that is encoded in a stego-image. Availability of
the message removal tool is the case witnessed in the
chosen-stego attack, this makes it easier for the attacker
to decode the cover image and thereby access the secret
contents without the need of an encoding algorithm.
This offense is therefore considered as the most power-
ful offense as the tool box is readily available and easily
accessible.
2.3. Classification of the steganalysis strategies




(2) Feature based Steganalysis
Statistical steganalysis
This method makes use of the image pixels for the
purpose of identifying the confidential contents.
In the spatial domain type of statistical Steganal-
ysis strategy the difference between the selected pair
of pixels is considered for the detection process, fol-
lowed by which the difference between them is suit-
ably evaluated. Selection of the pixel pairs can be done
in many ways; one such is the selection of any two
neighbouring pixels. Selection of the neighbouring pix-
els can be done either inside a single block or across
two different blocks. Once the evaluation process is
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completed the obtained values can be used for plot-
ting the corresponding histograms, it is these plotted
histograms that reveal the confidential contents [15].
The transform domain technique when applied to
the image, the transform is based on orthogonal trans-
formation of two components, magnitude and phase.
The magnitude is the frequency content of the image
and phase is used to restore the image back to spatial
domain.
The image is enhanced on computing the 2Ddiscrete
transform of the image.
The frequency counts of the corresponding coeffi-
cients are evaluated followed by the commencement of
the histogram analysis. Histogram analysis assists in the
determination of the difference between the cover and
stego images.





Since the transform is performed on frequency con-
tent, the high frequency content such as edges can
be easily enhanced. The noticeable drawback of this
method is the absence of encoding algorithms. This
problem can be alleviated by carefully choosing suitable
feature based Steganalysis strategies [16].
Feature-based steganalysis
This technique follows the strategy of suitably selecting
and retaining the relevant feature based image infor-
mation’s. These extracted features thus assist in the
determination of the hidden confidential contents, fur-
ther these features can also be used for training the
classifiers.
Few statistical Steganalysis of Steganography and





(5) LSB matching Pixel-pair analysis
(6) Bit plane analysis
(7) JPEG compression
Identification of various attacks based on the noise
analysis and RS Steganalysis strategies was performed
by Jiri Fridrich et al, where he developed a Steganaly-
sis technique with respect the above based mentioned
idea for the detection of LSB encoding in colour and
gray scale images [14]. This strategy can be used for
concealing lossless type of data in LSBs. Randomizing
these LSBs would minimize this concealing capacity.
Image determination would be done on the basis of
the defined Regular groups (R) and Singular groups (S)
of pixels based on their specific properties. The lev-
els of the implemented encoding can be determined by
analysing the relative frequencies of the selected pix-
els in the concerned image, further the LSBs of both
the original and the obtained images can be flipped
and then randomized for predicting the encoding
levels [18].
With reference to the dual statistics obtained from
spatial correlations in images Fridrich et al, further
introduced a Steganalysis technique for determining
hidden messages embedded inside colour images and
gray images that are suitably named as RS Steganalysis.
In thismethod it is observed that the stego image is clas-
sified into three different disjoint groups. Adjacent pix-
els of the images are considered for the determination
of the noise levels, where the absolute mean value of the
differences between these adjacent pixels are utilized for
the evaluation process. A mask is suitably adopted for
the purpose of flipping the LSBs of a fixed set of pix-
els in each group [19]. The observed pixel noise can
either be increased or decreased with respect to the
flipping operation and this property is effectively uti-
lized for grouping or classifying the pixels into various
groups such as that of the “regular” or “singular” groups.
Theoretical analysis of this property would assist in the
determination of the quantity of confidential contents
that can be encoded by the LSB method, Formation
of the quadratic curves depends on the proportion of
both the regular and singular groups. Comparison of
the RS Steganalysis and Chi-square attack reveals that
the RS Steganalysis method is more reliable. The per-
centage of pixels would also determine the identifica-
tion ability; if it is less than 0.005 bits per pixel then
the method would be unable to perform the detection
process [17].
3. Image noise
Degradation in an image signal is considered as Noise,
this degradation is caused by external disturbance dur-
ing the transmission of the image from one place to
another via Satellite, Wireless, and Network cable [20].
Types of image noise:




Salt and pepper noise: This type of noise is also
called as the Impulse Noise. Certain sharp and sudden
disturbances cause this noise. The appearance of this
image can be determined by monitoring its scattered
appearance usually in the form of pixels, either in white
or black colours over the corresponding images [21].
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Gaussian noise: Digital images can be affected by
Gaussian noise which is a statistical noise expressed as
Gaussian distribution function.
This noise is usually caused by certain random fluc-
tuations in the image signal. Modelling of this noise is
done by appending random values to the image [22].
Speckle noise: This type of noise is obtained by mul-
tiplying pixel values of an image to certain random val-
ues. The noticeable undesirable effects produced by this
noise are artifacts, unrealistic edges, unseen lines, cor-
ners, blurred objects and disturbs background scenes.
Probability density function (PDF) or Histogram
can be incorporated designing and characterizing the
noise models. Below are few noise models, their types
and categories in digital images [23].
Periodic noise: A common source of periodic noise
in an image is from electrical or electromechanical
interference during the image capturing process. In a
video stream, periodic noise is typically caused by the
presence of electrical or electromechanical interference
during video acquisition or transmission.
3.1. Gaussian noisemodel
The Gaussian noise appears commonly on images from
natural sources.
The other name for Gaussian noise model is statisti-
cal noise model. The characteristic of this noise model
is that it possesses Probability density function (PDF)
that is equal to that of the normal distribution, which
is also termed as the Gaussian distribution. The most
common name used for this noise model is the addi-
tive white Gaussian noise. The function of this noise
model is that it involves in the distribution of gray
values in digital images. It is because of the above men-
tioned function this Gaussian noise model is essentially
designed and characterized by its PDF with respect to
the gray values [24].
The PDF (Probability density function) of a Gaus-






where Z denotes the grey level, Z represents the mean
value and σ denotes the standard deviation and its
square is variance.
Gaussian noise in digital image can be reduced using
spatial filter even an undesirable outcome results in
blurring of edges when smoothing an image. Gener-
ally Gaussian noise mathematical model gives correct
approximation of real images.
3.2. Impulse valued noise
This noise is called as the salt andpepper noise. Another
name commonly used for representing this noise is the
data drop noise as this noise involves in statistically
dropping the original data values. As far as this noise
is concerned it involves in the modification of few pixel
values in the image. Noise pulses are usually witnessed
during the data transmission process. Noise intrusion
usually encounters by replacing the original pixel values
by corrupted pixel values either in the maximum “or”
minimum pixel value range, i.e. 255 “or” 0 respectively,
when the number of pixels counts to 8 during the trans-
mission process then the noise pulses would be inserted
in the dead pixels either in the dark or bright coloured
pixels. These dead pixels appear due to the presence of
errors in the analog to digital conversions and errors
that encounter during the bit transmission. The pixel
metrics in this type is determined by estimating the
percentage of noisy pixels.
Salt and pepper noise is also known as bipolar
impulse model. As far as the Salt and pepper noise is
concerned it is identified as an impulse type of noise,
therefore it is also referred to as the intensity spikes.
Spikes are produced due to the encountered errors in
the data transmission process. The observed probabil-
ity is observed to be typically less than 0.1. The image
of this salt and pepper noise is due to the alternating
minimum or maximum values, giving it the required
appearance.Malfunctioning of the pixel elements in the
camera sensors and memory is the reason for the salt
and pepper noise.
The PDF of the bipolar impulse noise model is
expressed as follows:
In above expression, z is pixel intensity value in noisy
image. If b > a, then the grey-level b appears as a light
dot (salt) in the image, else a as dark dot (pepper) would
appear. If either Pa, Pb is zero, then the PDF appears to
be unipolar. The a and b are saturated values with pos-
itive impulse resulting in white and negative impulse
resulting in black
4. Steganalysis evaluation against the
proposed RCM_DWT and PVA_MOD strategies
Criteria for steganalysis
The main goal of Steganalysis is to identify whether
or not a suspected medium is embedded with secret
data, in other words, to determine the testing medium
belong to the cover class or the stego class. If a certain
steganalytic method is used to steganalyze a suspicious
medium, there are four possible resultant situations.
True positive (TP): meaning that a stego medium is
correctly classified as stego.
False negative (FN): meaning that a stego medium is
wrongly classified as cover.
True negative (TN): meaning that a cover medium is
correctly classified as cover.
False positive (FP): meaning that a cover medium is
wrongly classified as stego.
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Table 1. Comparison of PSNR of embedded secret image to extracted secret image on using Gaussian noise attack with P = 0.99.
Target image Secret image
PSNR(Embedded





28.2567 mean 0variance 0.01 27.5181 Correct = 97% Error = 3%
28.6441 mean 0variance 0.1 27.2340 Correct = 95% Error = 5%
Table 2. Comparison of PSNR of embedded secret image to extracted secret image on using salt and pepper noise with p = 0.99.









28.2567 Density0.05 27.5373 Correct = 95%Error = 5%
28.6441 Density0.5 27.0578 Correct = 94%Error = 6%
Reversible contrast mapping and discrete wavelet
transform are the strategies incorporated by the pro-
posed method, these strategies are used for the encod-
ing process in both the spatial and frequency domains.
Reversible mapping and wavelet transform techniques
are utilized in the initial phase for creating the mosaic
images. The next step is to encrypt and decrypt these
mosaic images using the Advanced Encryption Stan-
dard. The Steganalysis of theGaussian noise and the salt
and pepper noise is evaluated for two standard images
of size (512× 512) after suitable encryption using the
RCM-DWT techniques. The corresponding image and
PSNR values are portrayed in Tables 1 and 2 respec-
tively.
From the table of Gaussian and salt –pepper the
resultant image after the noise attack is degraded
approximately by 3–5% forGuassian noise varying vari-
ance and by 5% -6% for salt and pepper noise of density
parameter respectively which means the algorithm is
robust to the subjected noise.
4.1. Security of the pixel value techniques
Various techniques have been proposed for the safety
of the PVD and Modulus PVD methods respectively
[1,25]:
Wang et al introduced a PVD model incorporating
a modulus function Steganography strategy in order
to increase the standard and quality of the concerned
image by minimizing the difference between the pixel
pairs before and after the encoding process. The strat-
egy adopted here was to transform the corresponding
pixel pairs rather than utilizing their difference values.
It was observed that the PSNR value of this method was
higher than that of the original PVDmethod. Readjust-
ing conditions were adopted in this strategy in order to
solve the falling-off boundary problem when the pixel
exceeds the value of 255 after the completion of the data
encoding process.
The following steps would briefly describe themodulus
PVD technique:
(1) The initial step would be to determine the differ-
ence between the consecutive pixels that appear
similar to the original PVD assisting in the iden-
tification of the range within which the difference
value falls.
(2) The second step would be to compute the remain-
der value using the following expression:
Frem(i) = (Pi + Pi+1) mod t′i (1)
where t′i = 2ti and ti is the hiding capacity of the
pixel block.
(3) The final step would be to encode the n secret bits
into the corresponding pixel blocks in such a way
that appears to be equivalent to the decimal value
b that is further equal to Frem.
A specialized technique has been proposed in order
to maintain the difference in the same range both
before and after the encoding process so as to alter the
remainder of the pixel-pair. Apart from the mentioned
enhancements of the PVD with a modulus function,
it is found that it produces a certain number of arti-
facts, such as abnormal enhancements and fluctuations
in the PVD histogram, which can be incorporated for
the purpose of exposing the presence of the confidential
contents [21].
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Figure 3. RS analysis for the image Lena (512× 512) using the
pixel value adjustmentwithmodoperation for each embedding
rate.
Figure 4. RS detection value for the image LENA.
5. RS Steganalysis strategy for the proposed
RCM_DWT and PVA_MODmethods
5.1. RS steganalysis technique
This technique is based on the assumption that a cover
image consists of M x N pixels, where the pixel values
are extracted from the set P. The range of an 8 bit grey
scale image is given as P = {O . . . ..255}. Segregating
the image into disjoint groups is considered as the ini-
tial step of the lossless encoding process, it is therefore
grouped into n number of adjacent pixels, as (x . . . xn),
Selection of the pixels can be made in a row, where
a defined set of consecutive pixels would be selected,
for instance it can be a group of n = 4 pixels. This fol-
lowed by the assignment of a discrimination function f,
that is meant for a real number f (x1 . . . xn) E, R for
each of the pixel groups G = (xi . . . Xn). Defining a
discrimination function is to capture the smoothness or
regularity property of a certain group of pixels, namely
G. The noise factor would always determine the value
of the discrimination function, the more it is in the
group of pixels G = (x1 . . . Xn), the higher would be
the value of the discrimination function. The discrimi-
nation function in a given set of pixels is thus expressed
as follows:




Certain image models or statistical assumptions
about the cover imagewould assist in the design process
of the various discrimination functions. This ultimately
leads to an invertible operation F on P, suitably termed
as the Flipping process. Flipping is otherwise defined as
the permutation of grey levels. The permutation of F1:
0 . . . . 1, 2 . . . . 3 . . . 254 . . . . 255 denote the flipping
(negating) of the LSB corresponding to the gray levels.
Shifted LSB flipping F_1 is expressed as -1 . . . 0, 1 . . . .
2, 3 . . . . 4 . . . 253 . . . . 254. F0 is termed as the iden-
tity permutation that involves in the mapping process
of the pixel onto itself.
Three different pixel groups have been defined on
the basis of the discrimination function f and the flip-
ping operation F; they are as follows, Regular (R),
Singular (S), and Unusable (U),
G ∈ R ⇔ f (F(G)) > f (G)
G ∈ S ⇔ f (F(G)) < f (G)
G ∈ U ⇔ f (F(G)) > f (G)
Here F (G) denotes the application of the flip-
ping function F to the components of a vector
G = (x1 . . . xn). Considering a group G it can be
observed that different flipping can be applied to differ-
ent pixels that can be essentially defined using a mask
Jvl. ThemaskMis and n-tuple have been found to com-
prise of values −1, O, and 1. The flipped group is thus
denoted as F (G), beneath the mask Mis is defined as
(FM (l) (x1), FM (2) (x2) . . . FM (n) (xn)). The func-
tion of the Flipping process is to perturb the pixel
values in an invertible way by small amounts, which
resembles the simulation act of invertible noise addi-
tion. Enhancement in the discrimination function can
be observed by means of appending small volumes of
noise, this will never tend to minimize the discrimina-
tion value either. The above strategy would result in an
increased number of regular groups rather than the sin-
gular groups. Here, RM represents a relative number of
regular groups in percentage for a mask NI. SM repre-
sents a relative number of singular groups. RS method
Figure 5. Error in the length estimation by the RS steganalysis
incorporating both the methods.
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is based on the hypothesis strategy than the one that is
represented in a typical cover image; the expression is
as follows,
RM≈R−M and SM≈S−M
Flipping operation F_1 is observed to be similar to
the process of applying F1 to an image, the correspond-
ing image experiences colours shifts by one. Significant
absence of reasons for the modification in the number
of R and S with respect to the colour shifts beforehand
has been observed.
With respect to certain extensive experimental evi-
dences they state that the above equation holds very
accurately for various types of images. Flipping of the
LSBs of the pixels in the corresponding images is the
function of the replacement Steganography. The other
observed functionality is the encoding of the random
bit sequence of length p % (in perce11t of pixels) that
flips p/2% of pixels. The variation between the R1M
and SM is due to the randomization of the LSB plane,
it is found that the value decreases as the length p of
the concerned encoded content enhances. An equiva-
lent status is observed when 50 percent of the pixels
are flipped. Extensive experimental evidences portray-
ing the modelling process of the R_M and S_M curves
with linear equations and second degree polynomials
have been found.
It is found that the point of intersection of the curves
RMandR_Mpossess the same x coordinate as the point
of intersection for the curves SM and S_M
The hidden message length p is therefore evaluated
from the value x using the equation,
p = x
x − 12
where x represents the x-coordinate respectively.
Five standard test images of size 512 x512 have been
selected. The proposed twomethods are thus applied to
the corresponding images possessing a pixel insertion
rate in the ration of p = 0, 10%, 20% . . . , 90%. In the
experiments, we have incorporated 0 1 1 0 and 0−1−1
0 as M and −M, respectively.
The proposed method has been found to be much
more secure than the RS-analysis, in common with the
other PVDmethods, where x denotes the x-coordinate.
It is clear from the above RS-diagram shown in
Figure 3–5 of our method that the stego images do not
comprise of any of the encoded data in their LSBs as
their relative values of percentages Rm and Sm seems
to be invariant with respect to the increasing encoding
capacity. It is this strategy that proves the security aspect
of the Steganographymethod from the viewpoint of the
corresponding dual statistics method. It is also evident
that in the PVA-MOD method, the modulus operator
utilized for the concealing process acts as a mean in
order to generate random locations for the encoding
process, increase in the effects by means of a relative
increase in the number of bit planes prove that this
method is better than the RCM-DCT. The simulation
results run on several images further prove that the LSB
approach is very useful for increased payloads that can
be encodedwithin the bmp images [26]. Determination
of statistics in the frequency domain is thus prevented
by the transform domain techniques, as they do not
support increased payloads like the LSB method, due
to the constraints such as hiding within the concerned
coefficients.
6. Conclusion
In the proposed research work, the stego images do not
compromise with encoded information in LSB, since
the Rm and Sm relative value percentage looks like
invariant in nature, which improves the encoding effi-
ciency in steganography. The proposed strategy assure
the security by using dual statistics method, the results
of the system showed as evidence in a PVA-MOD
method, where concealing process utilizes the modulus
operator that acts asmean to generate random locations
during encoding. Comparing with the relative increase
in some bit planes the proposed methodology works
better than RCM –DCT. The experimental results were
achieved by using simulator tools, the results of the
system were runs on several images simultaneously to
compare and justify the LSB approach is better when
compared to payload adjustments. The statistics eval-
uation in the frequency domain is restricted by trans-
form domain methods. Also, it does not support the
increased payload. The proposed research work RCM-
DCT is efficient to gaussian and salt & pepper noise
attacks compared to other algorithms. The effect of salt
& pepper noise is greatly reduced by proper selection
variations and density learning rate. Results are com-
pared by using the parameter called PSNR (Peak Signal
to Noise Ratio) of different images. Greater the PSNR
value implies more robust is the technique against
attack. Based on the results achieved, the error rate of
approximately 3% to 6% for both the guassian and salt
–pepper noise is proved to be the best candidate for the
digital image embedding, since its having greater PSNR
value even after the noise technique.
The work can be extended in framing an objective
that measure the quality of the system based on relia-
bility of stego image results which is still a challenge.
Additionally, the future direction of the research can be
in involving the features of cover and stego image and
the relation between them to increase the quality.
Thus, designing or finding out an objective image
quality measure that can predict the perceived quality
and provide reliable results with stego images still rep-
resent a challenge. Additionally, the 185 reliability of
other available methods of objective measures can be
tested and examined with stego images.
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