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Abstract
A mathematical model of hematopoiesis, describing the dynamics of stem cell population, is investigated. This model is
represented by a system of two nonlinear age-structured partial differential equations, describing the dynamics of resting and
proliferating hematopoietic stem cells. It differs from previous attempts to model the hematopoietic system dynamics by taking
into account cell age-dependence of coefficients, that prevents a usual reduction of this system to an unstructured delay differential
system.We prove the existence and uniqueness of a solution to our problem, and we investigate the existence of stationary solutions.
A numerical scheme adapted to the problem is presented. We show the effectiveness of this numerical technique in the simulation of
the dynamics of the solution. Numerical simulations show that long-period oscillations can be obtained in this model, corresponding
to a destabilization of the system. These oscillations can be related to observations of some periodical hematological diseases (such
as chronic myelogenous leukemia).
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
Hematopoiesis is the process by which all blood cells (red blood cells, white cells, and platelets) are produced and
regulated. It is based on a pool of immature hematopoietic stem cells (HSC), that have abilities to produce either cells
engaged in a cell lineage (differentiation) or similar cells, with the same maturity level and the same abilities (self-
renewal). Details on HSC dynamics can be found in Krause [30]. Hematopoiesis consists in a succession of complex
mechanisms, regulated by external factors (such as growth factors) responding to stimuli, that allow for a balance
all along blood production between differentiation, self-renewal, and cell mortality. For example, in the absence of
oxygen, mature red blood cells trigger the release of erythropoietin from kidneys, that in turn inhibits apoptosis (a
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programmed cell death) during hematopoiesis, leading to an increasing production of red blood cells [29]. Then
feedback control occurs.
HSC can be divided in two distinct groups: resting and proliferating cells. The resting phase, also known as a G0-
phase, is a quiescent stage in cell development. Resting cells do not divide, yet they can stay quiescent for an unlimited
period of time (see Burns and Tannock [16]). Provided that they do not die, they usually enter the proliferating phase,
which is the active part of cellular development. As soon as cells enter the proliferating phase, they are committed to
divide, during mitosis. After division, each cell gives birth to two daughter cells which immediately enter the resting
phase, and complete the cycle. Proliferating cells can also die without ending the cycle.
The process of hematopoiesis often exhibits abnormalities in blood cell production, some of them causing so-called
dynamical hematological diseases [25,26,32,33]. One of the most widespread hematological disease is myelogenous
leukemia, a cancer of white blood cells, that can appear in its chronic (CML) or acute form (AML). In some cases,
CML exhibits periodic oscillations in all blood cell counts [24].
Much attention has been paid to the dynamics of hematopoietic stem cells, since they are at the root of the entire
process of hematopoiesis, and several mathematical models have been proposed. Mackey, in 1978 [32], proposed the
first model of hematopoietic stem cell dynamics, based on previous works by Lajhta [31] and Burns and Tannock [16].
Mackey’s model is a system of two delay differential equations, to account for proliferating and resting HSC. This
model has been analyzed in detail [32,33], and it has been recently applied – in a more complete form, or in the same
form – to the study of hematopoietic dynamical disorders, characterized by oscillations of blood cell counts (see [6,7,
17,18,40,41] and the references therein).
The model of Mackey [32] has also been improved, in order to describe an age-structured or a maturity-structured
cell population. The first attempts came from Mackey and Rey [34–36], and Mackey and Rudnicki [37,38]. See also
work by Crabb et al. [19,20]. These works considered cell cycle models in which all cells divide exactly at the same
age. Maturity structured systems presented in [37,38] have been investigated by Dyson et al. [21–23] and Adimy
and Pujo-Menjouet [8–10]. Adimy and Crauste [3,4] and Adimy et al. [5] considered more general division rates in
Mackey and Rudnicki’s model [37]. Recently, Adimy et al. [6,7] considered partial differential equations with age and
maturity structures to describe hematopoietic stem cell dynamics. They applied their studies to CML.
In all the above-mentioned attempts to model HSC dynamics, authors assumed no dependence of the coefficients
on cell age, except for division rates [6,7], although no biological rule would indicate such an independency. However,
from a mathematical point of view, it allows integration of systems with respect to the age variable and thus to reduce
the complexity of the model. In this work, we consider a model of HSC dynamics with age-dependent coefficients
(mortality rates, division rates, introduction rates), that generalizes the model of Adimy et al. [6].
With HSC densities of resting and proliferating cells denoted by r(a, t) and p(a, t), respectively, with age a at
time t , the model we are going to consider is the following:{
rt + ra = −(δ(a)+ β(a, R(t)))r, a > 0, t > 0,
pt + pa = −(γ (a)+ g(a))p, 0 < a < τ, t > 0, (1)
where the age a of a cell represents the time spent by a cell in each phase (consequently, the age has no limit for a
resting cell, whereas it cannot be larger than τ , the maximal division age, for proliferating cells). We mention that all
cells age with unitary velocity, so
da
dt
= 1.
In system (1), the subscripts t and a denote respectively the first derivative with respect to time t and age a.
Nonproliferating cells are assumed to differentiate at a rate δ(a) which takes into account some natural mortality,
and proliferating cells die at a rate γ (a) (the apoptosis rate). Proliferating cells divide at a rate g(a). Resting cells are
introduced in the proliferating compartment with a nonlinear rate β, depending on cell age and on the total number of
resting cells R(t), defined by
R(t) =
∫ ∞
0
r(a, t)da, t > 0.
Usually (see Mackey [32]), the introduction rate β is chosen as a Hill function, that is a continuous bounded and
decreasing function in terms of the total cell population R, tending to zero at infinity. Hence, a general form for the
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introduction rate in (1) could be
β(a, R) = β0(a) θ(a)
n(a)
θ(a)n(a) + Rn(a) , a > 0, R > 0.
The coefficient β0(a) > 0 is the maximum rate of reintroduction, θ(a) is the G0-phase population density for which
the rate of re-entry β(a, .) has its maximum rate of change with respect to the resting phase population, and n(a) ≥ 0
describes the sensitivity of β(a, .) with respect to changes in the population.
Example 1. Let consider a particular form of the here-above function β,
β(a, R) = β0(a) θ
n
θn + Rn , a > 0, R > 0.
The function
β0(a) = e−αa, α > 0,
corresponds to a concentration of the proliferative capacity in the youngest ages. To the contrary,
β0(a) = 1− e−αa, α > 0,
corresponds to a proliferative process that increases as cells survive and become older. Finally,
β0(a) = ae−αa, α > 0,
describes a proliferative process in which proliferative capacity is concentrated in an intermediate age range.
System (1) is completed by a set of initial conditions{
r(a, 0) = r0(a), a ≥ 0,
p(a, 0) = p0(a), 0 ≤ a < τ, (2)
and by boundary conditions describing introduction of resting cells in the proliferating phase, and arrival of dividing
proliferating cells in the resting phase (all dividing cells are assumed to immediately enter the resting phase)
r(0, t) = 2
∫ τ
0
g(a)p(a, t)da, t > 0,
p(0, t) =
∫ ∞
0
β(a, R(t))r(a, t)da, t > 0.
(3)
It is usual that models such as the one discussed above cannot be solved analytically and require numerical
integration to obtain an approximation of the solution. In [1,2], we find a review of numerical schemes proposed
to solve physiologically structured population models, which are compared with regard to accuracy, efficiency,
generality, mathematical methodology and qualitative behavior depending on compatibility conditions between initial
and boundary data of the problems. On the other hand, modern numerical methods have been successfully applied
to physiologically structured models to replicate available field and/or laboratory data, for a variety of different
systems. We could mention age-structured models with bounded mortality that model the next populations: snail-host
helminth [28], blowflies [42], Monogonont rotifera [12,13] or in demography [39]. Also, in demography, but with a
finite maximum female age hypothesis [14]. In the case of size-structured population models: Gambussia affinis [43,
11], the evolution of a forest [45] or a study of slug damage [15]. All these works indicate that structured population
models and numerical simulations are valid tools for investigating systems such as the one under consideration here.
In next sections, we investigate the existence of a unique local integral solution and the existence of steady states
of system (1)–(3). We present a numerical scheme and illustrations adapted to our problem and obtain the very rich
dynamics of our model that we relate to observations of some periodic hematological diseases (such as CML).
2. Theoretical study of the model
In this section, we focus on the basic properties of the system (1)–(3). We show the existence and uniqueness of
solutions under some general conditions, that will define a framework throughout this paper.
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Let L1 := L1(0,∞;R) be the Banach space of equivalence classes of Lebesgue integrable functions from [0,∞)
to R, embedded with the classical norm ‖ · ‖1. We also define the classical Banach space L∞ := L∞(0,∞;R) with
the norm ‖ · ‖∞. Below we list the assumptions that the functions δ and β are supposed to satisfy.
(A1) For x ∈ R+, the function β satisfies 0 ≤ β (·, x) ≤ β+ a.e. in [0,+∞) .
(A2) There is an increasing function C : [0,+∞)→ [0,+∞) such that, if 0 ≤ R1 ≤ M and 0 ≤ R2 ≤ M then:
‖β (·, R1)− β (·, R2)‖∞ ≤ C(M) |R1 − R2| .
(A3) The function δ satisfies 0 ≤ δ ≤ δ+ a.e. in [0,+∞) .
Under these conditions the functions F2 : L1 → R and G1 : L1 → L1, defined for ϕ ∈ L1 and a ≥ 0 by
F2(ϕ) =
∫ +∞
0
β
(
a,
∫ +∞
0
ϕ(σ)dσ
)
ϕ(a)da,
and
(G1(ϕ)) (a) = −
(
δ(a)+ β
(
a,
∫ +∞
0
ϕ(σ)dσ
))
ϕ(a),
are well defined and satisfy the local Lipschitz continuity conditions given in Webb’s book [44, p. 25].
Since we assume here that the maximum age τ of proliferating cells is finite, the assumptions of functions γ and g
differ from those needed for δ and β (see [27]). Let us consider the following assumptions:
(A4) The function γ is nonnegative and belongs to L1loc [0, τ ) and satisfies∫ τ
0
γ (a) da = +∞. (4)
Condition (4) is necessary for the survival probability in the proliferating phase
pi(a) := exp
(
−
∫ a
0
γ (s)ds
)
, a ∈ [0, τ ) , (5)
to vanish at age τ . One can note that this assumption is biologically relevant. This condition can be replaced by the
following assumption: the function g is nonnegative, belongs to L1loc [0, τ ) and satisfies∫ τ
0
g (a) da = +∞.
In this case, the probability
pi(a) = g(a) exp
(
−
∫ a
0
g(σ )dσ
)
, a ∈ [0, τ ) ,
for each survival cell in the proliferating phase to divide at age a satisfies∫ τ
0
pi(a)da = −
∫ τ
0
d
da
(
exp
(
−
∫ a
0
g(σ )dσ
))
da = 1,
so all proliferating cells that did not die must divide before they reach the maximal age τ .
With condition (A4), we assume
(A5) The function g satisfies 0 ≤ g ≤ g+ a.e. in [0, τ ).
In order to formulate our problem in L1, we first derive a different formulation of the system satisfied by the density
p(a, t). To this purpose, we set
p(a, t) = pi(a)q(a, t), a ∈ [0, τ ) , t > 0,
where pi(a) is given by (5).
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The problem (1)–(3) can then be reduced to a problem for (r, q), as follows{
rt + ra = − (δ(a)+ β (a, R(t))) r, a > 0, t > 0,
qt + qa = −g(a)q, 0 < a < τ, t > 0, (6)
with boundary conditions
r(0, t) = 2
∫ τ
0
g (s) pi(s)q (s, t) ds, t > 0,
q(0, t) =
∫ +∞
0
β (s, R(t)) r (s, t) ds, t > 0.
(7)
In order to represent solutions of (6)–(7) in the same space L1, we extend functions g and γ in the interval [0,∞),
so the two densities r(a, t) and q(a, t) are defined for a > 0. Since g ∈ L∞ (0, τ ;R) and (4) holds true, then g and pi
can be extended as L∞ functions to the interval [0,+∞). Let us set
g˜(a) =
{
g(a), if a ∈ [0, τ ) ,
g(τ ), if a ≥ τ, and p˜i(a) =
{
pi(a), if a ∈ [0, τ ) ,
0, if a ≥ τ.
We can then rewrite the system (6)–(7), so that the new variables r and q satisfy, for a > 0 and t > 0,{
rt + ra = − (δ(a)+ β (a, R(t))) r,
qt + qa = −g˜(a)q, (8)
and the boundary conditions are, for t > 0,
r(0, t) = 2
∫ +∞
0
g˜ (s) p˜i(s)q (s, t) ds,
q(0, t) =
∫ +∞
0
β (s, R(t)) r (s, t) ds.
(9)
Initial conditions r(a, 0) = r0(a) and q(a, 0) = q0(a) are given such that r0 and q0 are nonnegative and belong to L1.
This problem can be easily solved by the method of characteristics.
The characteristic curves of system (8)–(9) are the lines a = t + c, where c ∈ R is a constant. We obtain
r (a, t) =

r (0, t − a) exp
(
−
∫ a
0
(δ(s)+ β (s, R(s + t − a))) ds
)
, a < t,
r0 (a − t) exp
(
−
∫ a
a−t
(δ(s)+ β (s, R(s + t − a))) ds
)
, a ≥ t,
(10)
and, with 0 ≤ a < τ ,
q (a, t) =

q (0, t − a) exp
(
−
∫ a
0
g˜(s)ds
)
, a < t,
q0 (a − t) exp
(
−
∫ a
a−t
g˜(s)ds
)
, a ≥ t.
(11)
Under conditions (A4) and (A5), the functions F1 : L1 → R and G2 : L1 → L1 defined, for ϕ ∈ L1 and a ≥ 0,
by
F1(ϕ) = 2
∫ +∞
0
g˜(s)p˜i(s)ϕ(s)ds,
and
(G2(ϕ)) (a) = −g˜(a)ϕ(a),
are bounded linear operators.
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Let F : L1 × L1 → R2 and G : L1 × L1 → L1 × L1 be defined by F(ϕ) = (F1(ϕ2), F2(ϕ1))T and
G(ϕ) = (G1(ϕ2),G2(ϕ1))T. Notice that the function F does not have the form (F(ϕ))i =
∫∞
0 βi (a, ϕ)ϕi (a)da,
i = 1, 2, that is, the form treated in [44] to investigate the asymptotic stability of the solutions. However, one can
easily prove the following result.
Proposition 1. There are increasing functions Ci : [0,∞) → [0,∞), i = 1, 2, such that |F(ϕ) − F(ψ)| ≤
C1(b)‖ϕ − ψ‖1 and ‖G(ϕ) − G(ψ)‖1 ≤ C2(b)‖ϕ − ψ‖1 for all, ϕ,ψ ∈ L1 such that ‖ϕ‖1 ≤ b and ‖ψ‖1 ≤ b,
where ‖ · ‖1 is the classical norm of the space L1.
Under assumptions (A1)–(A5) (and thanks to Proposition 1), the existence of a unique local solution of system
(10)–(11) can be proved via a fixed point argument (see [44]). Regularity, positivity and global existence of this
solution depend on initial conditions and some criteria on the parameters of the model. We omit here the discussion
on these properties that the reader can find in [44].
In the next section, we investigate the existence of steady states for problem (8)–(9).
3. Existence of nontrivial equilibrium solutions
In this section we consider problem (8)–(9) with the assumptions (A1)–(A5) and we look for equilibria,
i.e. solutions of (8)–(9) that are independent of time. Namely, such solutions r(a, t) = ϕ(a) and q(a, t) = ψ(a),
a > 0, must satisfy the system
d
da
ϕ(a) = − (δ(a)+ β (a,Φ)) ϕ(a), a > 0,
d
da
ψ(a) = −g˜(a)ψ(a), a > 0,
(12)
and 
ϕ(0) = 2
∫ +∞
0
g˜ (a) p˜i(a)ψ(a)da,
ψ(0) =
∫ +∞
0
β (a,Φ) ϕ(a)da,
(13)
with
Φ =
∫ +∞
0
ϕ(a)da.
If we suppose for a moment that Φ is a known positive constant, then the solution of system (12) is, for a ≥ 0,
ϕ(a) = ϕ(0) exp
[
−
∫ a
0
(δ(s)+ β (s,Φ)) ds
]
,
ψ(a) = ψ(0) exp
[
−
∫ a
0
g˜(s)ds
]
.
(14)
Substituting expression (14) into (13), we obtain
ϕ(0) = 2ψ(0)
∫ +∞
0
g˜ (a) p˜i(a) exp
[
−
∫ a
0
g˜ (s) ds
]
da,
ψ(0) = ϕ(0)
∫ +∞
0
β (a,Φ) exp
[
−
∫ a
0
(δ(s)+ β (s,Φ)) ds
]
da.
(15)
The trivial equilibrium (that is (ϕ, ψ) ≡ (0, 0)) always exists. On the other hand, a necessary and sufficient
condition for a nontrivial stationary solution to exist, obtained by substituting the second equation of (15) in the first
equation, is
2K
∫ +∞
0
β (a,Φ)Λ (a,Φ) da = 1, (16)
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where
K =
∫ +∞
0
g˜(a)p˜i(a) exp
[
−
∫ a
0
g˜(s)ds
]
da,
Λ (a,Φ) = exp
[
−
∫ a
0
(δ(s)+ β (s,Φ)) ds
]
.
(17)
In the case of the existence of Φ > 0 solution of (16), a unique nontrivial equilibrium is given by (14), with
ϕ(0) = Φ∫ +∞
0 Λ (a,Φ) da
,
ψ(0) = Φ
∫ +∞
0 β (a,Φ)Λ (a,Φ) da∫ +∞
0 Λ (a,Φ) da
= Φ
2K
∫ +∞
0 Λ (a,Φ) da
.
(18)
We have proved the following result.
Theorem 2. Let (A1)–(A5) be satisfied. Then (ϕ(a), ψ(a)) is a nontrivial stationary solution of problem (8)–(9) if
and only if it has the form (14), where Φ satisfies (16) and (ϕ(0), ψ(0)) is given by (18).
Let define the net growth rate of the population at the constant size Φ,
H(Φ) = 2K
∫ +∞
0
β (a,Φ)Λ (a,Φ) da.
Note that H(Φ) must be equal to 1 at a nontrivial equilibrium (see condition (16) and Theorem 2).
Using (17), remark that
H(Φ) = −2K
∫ +∞
0
exp
(
−
∫ a
0
δ(s)ds
)
d
da
[
exp
(
−
∫ a
0
β (s,Φ) ds
)]
da.
Integrating by parts, we obtain
H(Φ) = 2K
(
1− lim
a→+∞Λ (a,Φ)−
∫ +∞
0
δ(a)Λ (a,Φ) da
)
.
Let consider the following assumption
(A6) The function x → β(a, x) is positive and decreasing on [0,∞), for a ≥ 0, and limx→+∞ β (·, x) = 0, a.e. in
[0,+∞).
Then the function H is also decreasing and limx→+∞ H(x) = 0. Indeed, one can easily check, using (17) and the
Lebesgue’s Dominated Convergence Theorem, that
lim
x→+∞ lima→+∞Λ (a, x) = exp
(
−
∫ ∞
0
δ(s)ds
)
,
and
lim
x→+∞
∫ +∞
0
δ(a)Λ (a, x) da = 1− exp
(
−
∫ ∞
0
δ(s)ds
)
.
The following proposition is then straightforward.
Proposition 3. Assuming (A1)–(A6) hold true, system (8)–(9) has exactly one nontrivial stationary solution if
H(0) > 1, and no nontrivial stationary solution otherwise.
In the next section, we present the numerical method used to simulate solutions of system (8)–(9).
M. Adimy et al. / Computers and Mathematics with Applications 56 (2008) 594–606 601
4. Numerical method
In this section we describe a method which integrates numerically the nonlinear system (1)–(3) along characteristic
curves and uses an open second order quadrature rule to approximate nonlocal terms. The next conditions
(A7) The function γ satisfies 0 ≤ γ ≤ γ+ a.e. in [0, τ ).
(A8) The function g is nonnegative, belongs to L1loc [0, τ ) and satisfies∫ τ
0
g (a) da = +∞,
substitute (A4)-(A5), and are employed along this section.
First of all, we consider the next problem in which we introduce a maximum individual age Amax for resting
cells (Amax will be considered sufficiently large). Therefore, we consider the truncated nonlinear first-order system of
partial differential equations{
rt + ra = −(δ(a)+ β(a, R(t)))r, 0 < a < Amax, t > 0,
pt + pa = −(γ (a)+ g(a))p, 0 < a < τ, t > 0, (19)
where R(t) = ∫ Amax0 r(a, t)da, t > 0, with initial conditions{
r(a, t) = r0(a), 0 ≤ a ≤ Amax,
p(a, t) = p0(a), 0 ≤ a ≤ τ, (20)
and with nonlocal boundary conditions
r(0, t) = 2
∫ τ
0
g(a)p(a, t)da, t > 0,
p(0, t) =
∫ Amax
0
β(a, R(t))r(a, t)da, t > 0.
(21)
All variables and functions of this model have the same meaning as for those in (1)–(3).
From a numerical point of view, this model contains meaningful difficulties to have in mind: the model consists
of a nonlinear system of partial differential equations; these nonlinearities are caused by nonlocal terms and there
exists a finite maximum age for the population of proliferating cells. Therefore, the design of a numerical method
which solves such a problem, its computational implementation and the corresponding convergence analysis are not
straightforward tasks.
Next, we propose a numerical method that integrates the model along characteristic curves. The integral
representation along the characteristic curves of solutions of Eq. (19) allows us to describe the following property: for
each a∗, with 0 < a∗ < Amax, and, each k > 0 such that a∗ + k < Amax, then
r(a∗ + k, t∗ + k) = r(a∗, t∗) exp
(
−
∫ k
0
(
δ(a∗ + σ)+ β(a∗ + σ, R(t∗ + σ))) dσ) , (22)
p(a∗ + k, t∗ + k) = p(a∗, t∗) exp
(
−
∫ k
0
(
γ (a∗ + σ)+ g(a∗ + σ)) dσ) . (23)
Let focus on the discretization of (22)–(23). First, we introduce an age grid but, taking into account that τ  Amax,
we state τ as a node of the spatial grid. To this end, given a positive integer J , we define the step size k = τ/J and
denoting by J ∗ = [Amax/k] (recall that we have considered a maximum age Amax), we introduce a uniform partition
of the interval on [0, Amax], given by a j = j k, 0 ≤ j ≤ J ∗ (note that aJ = τ ). We will integrate the problem in a
fixed time interval [0, T ], so we define the discrete time levels, tn = n k, 0 ≤ n ≤ N , where N = [T/k].
The values U nj , 0 ≤ j ≤ J ∗, and V nj , 0 ≤ j ≤ J , represent numerical approximations to r(a j , tn), 0 ≤ j ≤ J ∗,
and p(a j , tn), 0 ≤ j ≤ J , respectively, 0 ≤ n ≤ N (the subscript j refers to the grid point a j and the
superscript n to the time level tn); we also denote discrete approximations in vector form: Un = (Un0 ,U n1 , . . . ,U nJ∗),
Vn = (V n0 , V n1 , . . . , V nJ ), 0 ≤ n ≤ N . The notations Ik(W) and I ∗k (W) represent the next open second order
quadrature rules
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Ik(W) = k W1 +
J−1∑
j=2
k
2
(
W j−1 +W j
)+ k WJ−1, W = (W0,W1, . . . ,WJ ),
I ∗k (W) = k W1 +
J∗−1∑
j=2
k
2
(
W j−1 +W j
)+ k WJ∗−1, W = (W0,W1, . . . ,WJ∗).
Then, if we know given approximations U0 ∈ RJ∗+1, V0 ∈ RJ+1 of initial conditions (20), the numerical method
is defined from the following general recursion that provides the numerical approximation at the time level n + 1
(Un+1,Vn+1), from the approximations at the time level n (Un,Vn):
U n+1j+1 = U nj exp
(
−k
2
(
δ
(
a j
)+ β (a j , I ∗k (Un))+ δ (a j+1)
+ β
(
a j+1, I ∗k
(
Un+1
))))
, 0 ≤ j ≤ J ∗ − 1, (24)
V n+1j+1 = V nj exp
(
−k
2
(
γ
(
a j
)+ γ (a j+1))) exp(− ∫ k
0
g
(
a j + σ
)
dσ
)
, 0 ≤ j ≤ J − 1. (25)
Eqs. (24) and (25) are obtained by replacing the integrals in (22) and (23) by the trapezoidal quadrature rule. In Eq.
(25) we use the exact value of the integration of g.
We complete the description of this time step with the approximation of boundary values. The boundary condition
in (21) provides numerical boundary conditions
U n+10 = 2 Ik(g · Vn+1), (26)
V n+10 = I ∗k (βn+1 · Un+1), (27)
0 ≤ n ≤ N − 1, by means of the discretization of the corresponding integrals with the open second order quadrature
rule, where we employ that g = (g(a0), g(a1), . . . , g(aJ )) and βn = (β(a0, I ∗k (Un)), . . . , β(aJ∗ , I ∗k (Un))), 1 ≤ n ≤
N . Also, we represent with g · Vn+1 and βn+1 · Un+1, the componentwise product of the vectors g, Vn+1, and βn+1,
Un+1, respectively.
It is important to note that the numerical method in (24)–(27) is implicit and has to be solved by means of an
iterative procedure. On the other hand, because of the existence of a nonlinear term, an analysis of convergence as
in [14] cannot be applicable. Yet we can assure that, if the vital functions (death, division and β) were smooth enough,
we could conclude the second order of convergence of our method, but this analysis is outside the scope of this work.
5. Numerical validation
In this section, we concentrate on numerical simulations of the system (1)–(3), and we will also show the robustness
of the numerical method, presented in the previous section, with different numerical tests.
Throughout all the simulations, initial conditions are given by functions
r0(a) = ν(Amax − a) and p0(a) = Γ (τ − a), (28)
where ν and Γ are fixed constants, in a suitable form in order to satisfy the compatibility condition between initial
and boundary conditions,
p0(0) =
∫ +∞
0
β
(
a,
∫ +∞
0
r0(σ )dσ
)
r0(a)da.
We also use the next fixed values (see Adimy et al. [6]) τ = 7 days, δ(a) = 0.05 d−1, γ (a) = 0.2 d−1, g(a) = 1
τ−a .
Moreover, the introduction rate function β is taken so that
β(a, R) = β˜0(a) θ
n
θn + Rn ,
with θ = 1.62× 108 cells g−1, and the maximum of β˜0(a) is β0 = 1.77 d−1.
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Fig. 1. Evolution of resting population, straight line; and proliferating population, dashed line; for α = 0.1 and n = 2.
Fig. 2. Evolution of resting population, straight line; and proliferating population, dashed line; for α = 0.1 and n = 5.
In case of constant coefficients (not shown here), that is β˜0(a) = 1.77 d−1 for all a ≥ 0, results corroborate the
ones in Adimy et al. [6], where we need to take J about 1000–2000 to obtain a robustness of the scheme.
If we consider β˜0(a) = β0 e−α a , and initial conditions given by (28), with
ν = 2 θ
A2max
n
√
2β0
Amaxα2
(
Amax α − 1+ e−Amax α
)− 1
and
Γ = θ
7 Amax
n
√
2β0
Amaxα2
(
Amax α − 1+ e−Amax α
)− 1,
then for α = 0.1 and n = 2, H(0) > 1, and the positive steady state is asymptotically stable, see Fig. 1. Solutions
converge towards the equilibrium, describing a normal hematopoiesis (homeostasis).
For α = 0.1 and n = 5, solutions oscillate about the steady state, which is unstable, see Fig. 2. Oscillation Periods
are of the order of 120 days. These are rather long oscillations compared to cell cycle duration, τ = 7 days, that can
be characteristic of oscillations observed with chronic myelogenous leukemia (see [6,24,26]). Moreover, one can note
that oscillations look like relaxation oscillations, as previously observed by Adimy et al. [6]. One also notes that a
slight increase in introduction rate sensitivity n (here from n = 2 up to n = 5) can lead to biologically abnormal
behavior, describing pathological situations.
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Fig. 3. Evolution of the age-structure of the resting population, on the left graph, and proliferating population on the right graph; for α = 0.1 and
n = 5.
Fig. 4. Evolution of resting population, straight line; and proliferating population, dashed line; for α = 0.01 and n = 5.
Fig. 5. Evolution of resting population, straight line; and proliferating population, dashed line; for α = 0.1, n = 2 and δ = 0.5.
With the same values that give long oscillations observed in Fig. 2, one can observe that age classes oscillate for
resting and proliferating cell populations, see Fig. 3. This phenomenon has never been observed in mathematical
models of hematopoiesis and indicates perturbations at the cell level and not only at the population level.
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If we employ the same parameter n = 5 and decrease the value of the parameter α to α = 0.01, the value of the
period decreases down to 75 days, see Fig. 4, therefore the influence of the age is evident on this example.
Finally, if we increase the differentiation rate to δ = 0.5d−1 and keep the first set of parameters (mainly n = 2 and
α = 0.1), the trivial steady state of system (1)–(3) is asymptotically stable. This corresponds to an important mortality
rate of hematopoietic stem cells, that leads to cells dying out, see Fig. 5.
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