The paper focuses on the problem of the signal waveform extraction in the presence of random and regular noise. The principal component analysis has been proposed to extract the waveform. Assuming that the analyzed signal in the recorded sequence is repeated with a certain periodicity, several portions containing the analyzed signal can be extracted using the "caterpillar" method. The obtained matrix is then subjected to singular value decomposition. It is shown that the waveform is defined by the first left singular vector. Mathematical modeling demonstrates the possibility to extract the waveform of the analyzed signal in the presence of random and regular noise. The model calculations prove the possibility to extract the signal waveform in case the level of random noise and the correlation of the extracted signal and regular noise change within a wide range.
The problem of the waveform recovery for signals in the presence of various types of noise can be found in a variety of applications. Different filtering techniques are typically used to solve the problem 1, 2 . However, some a priori information on the features of the extracted signal and noise is essential to develop an effective filter.
The principal component analysis is considered to be an effective way to reduce the dimensionality of the problem or to identify the main factors influencing the response function [3] [4] [5] . We propose to apply the principal component analysis to extract the waveform of the unknown signal.
Signal forming
Let us assume that the time sequence with the analyzed signal repeated with a certain periodicity has been recorded. Define the portions of the recorded sequence containing the analyzed signal. Also, assume that each of the portions may be represented as:
c=e + where c is a portion of the recorded sequence; e is the analyzed signal; [epsilon] is random noise.
Form the matrix with columns being the defined portions of the sequence. The proposed technique implemented by us in [6] [7] [8] [9] [10] is similar to the transformation of the time series into a matrix which is called "caterpillar" or Singular spectrum analysis (SSA) 8 .
The matrix A can be represented 8 in the form of the singular value decomposition: To validate the proposed algorithm, the model calculations have been carried out. Figure 1 shows the predetermined signal.
The matrix with columns containing the predetermined signal and random noise as a signalto-noise ratio (SNR) calculated as: The singular value decomposition of the obtained matrix is computed 10 . In this case, the first singular value is more than 84% of the sum of the singular values.
The extracted signal is formed from the singular decomposition components in the form:
where U 1 is the first left singular vector; [lambda] i is the first singular value; V 1 is the first right singular vector; 1 is a vector of ones. Figure 2 shows the graphs of the predetermined and extracted signals.
As seen in Figure 2 , the waveform of the extracted signal corresponds to the waveform of the predetermined signal. After processing, SNR is equal to 16.67.
Consider the performance of the proposed algorithm in the presence of random and regular noise. For this purpose, we create a matrix with A number of vectors of the regular noise with different pair correlation coefficients are created in order to assess the effect of the correlation of the predetermined signal and regular noise on the possibility to extract the predetermined signal using the described procedure. Table 1 presents the pair correlation coefficients of the predetermined signal and regular noise and the goodness-of-fit values for the vector of the predetermined signal and normalized first left singular vector.
As seen from Table 1 , the increase in correlation of the predetermined signal and regular noise does not affect the proximity measure of signal and normalized first left singular vector.
The corresponding goodness-of-fit values for the dominant signal and first normalized singular vector are calculated at different levels of random noise to assess the effect of random noise on the proximity measure of the predetermined signal and first left singular vector. The level of random noise is controlled by multiplying the noise by a constant factor. The results are presented in Table 2 As seen from Table 2 , the increase in the noise level by a factor of 50 does not affect the shape of the first singular vector. In all cases, the waveform of the predetermined signal can be easily recovered. The signal-to-noise ratio is 16.5-20.0.
RESULTS AND DISCUSSION
The obtained results show the possibility to define the waveform of the periodic signal by the left singular vector computed after the decomposition of the matrix, which is obtained from the recorded sequence using the "caterpillar" method, in the presence of regular and random noise. In this case, change of the level of random noise and correlation of the extracted signal and regular noise within a wide range do not have a substantial effect on the waveform of the extracted signal.
