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Introduction (English)
This PhD thesis was held in the Inria team MΞdisim, under the supervision of Dr. Do-
minique Chapelle and Dr. Sébastien Imperiale.
General context of the thesis
Cardiovascular diseases (CVD) represent one of the main causes of death in Europe and in
the developed countries. Furthermore, early detection of cardiac pathologies is of crucial
importance in order to profile a better diagnosis and reduce their incidence (prevalence)
and mortality. At the present day, cardiologists have at their disposal numerous tools in or-
der to retrieve information on the morphology and physiology of the cardiovascular system
of the patients with a high spatial and temporal resolution. Most imaging modalities are
based on Magnetic Resonance (MR), Ultrasound (US) and Computed Tomography (CT).
These images allow to get useful information on the deformation of the heart throughout
the cardiac cycle, and to retrieve information on the circulation. Another standard exam
is the Electrocardiogram, to track the temporal evolution of the electric potential of the
heart.
Nonetheless, none of these methods is able to access the intrinsic biomechanical properties
of the myocardial tissue. At present, the standard clinical practice is to perform inva-
sive catheterisation in the left ventricle or atrium, in order to collect direct measurements
of pressure and volume and infer information on the structure of the tissue and internal
stresses.
It has been extensively assessed that the estimation of the mechanical properties (e.g.
stiffness) of soft tissues has a significant role in the early detection of pathologies, since
such properties are highly sensitive to tissue structural changes associated with physio-
logical and pathological processes [Sarvazyan et al., 2011]. The qualitative assessment of
tissue stiffness of superficial organs by manual palpation has been used for centuries for
breast cancer characterisation and hepatic fibrosis staging. However, the first technical
approaches in elasticity imaging were developed only three decades ago, showing the feasi-
bility of a quantitative assessment of tissue stiffness in soft tissues. Elastography techniques
are mostly based on three steps:
• excitation of a Region of Interest (ROI) in the tissue;
• measurement of the induced perturbation;
• reconstruction of the biomechanical properties of the tissue.
Soft tissues are considered nearly-incompressible, due to the high content in water. The
main factor responsible for that is the hydration phenomenon, i.e. the interaction of polar,
charged and hydrophobic atomic groups of organic substances with molecules of water.
For that reason, the bulk modulus – that mainly depends on the tissue molecular com-
position – is close to that of water and varies in a range of about 10% [Sarvazyan et al.,
2011]. On the other hand, the shear modulus, that relies on other structural properties
of the tissue, such as the degree of heterogeneity and anisotropy, on the cellular or higher
levels of architecture, varies substantially (order of hundreds of percent) in physiological
and pathological processes, and it differs of several orders of magnitude among different
soft tissues.
The most standard relationship adopted to retrieve the shear modulus µ from the char-
acteristics of shear wave propagation, assuming that the medium is homogeneous, linear,
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isotropic and purely elastic, reads
µ = ρ v2s ,
where ρ represents the density of the tissue, and vs is the velocity of the shear wave. How-
ever, note that this simple relationship does not hold in presence of tissue anisotropies,
inhomogeneities and nonlinear behaviour of a medium like the myocardium. As a conse-
quence, numerous experimental studies in the cardiac setting show an incorrect estimation
of apparent mechanical properties that change significantly over the cardiac cycle.
We can identify two major elasticity imaging methods, based on the the underlying physical
principles that are used to perform the measurement: Ultrasound (US) elasticity imaging
and Magnetic Resonance Elastography (MRE). In the first ultrasonic methods (late 1980s),
stresses in the tissue were generated by static loading or external vibrators. Later on, at
the end of the 1990s, a new approach based on remote generation of elastic waves by Acous-
tic Radiation Force (ARF) was developed [Rudenko et al., 1996; Sarvazyan et al., 1998,
2010]. ARF can be defined as a time-averaged force exerted by an acoustic wave on an
object, and it is generated by a change in the ultrasonic wave energy density of an incident
acoustic field [Sarvazyan et al., 2011]. ARF-based techniques have raised a growing interest
in the last years due to the fact that the induced strains are highly localised, since the
generated elastic waves are fully attenuated after a few wavelengths. As a consequence, the
local estimation of the biomechanical properties is simplified, since transparent boundary
conditions can be assumed, i.e. the medium can be assumed to be infinite. Therefore,
numerous ARF-driven imaging modalities have been developed and tested in the recent
years. The main features of US elasticity imaging consist in an optimal spatial resolution
(0.1 - 0.5 mm) and fast acquisition time (down to 4-30 µs). In general, two-dimensional
elasticity maps are computed. However, by physically moving the US probe, or using 3D
array probes, it is possible to obtain three-dimensional displacement data, thus elasticity
maps.
In parallel to US-based techniques, numerous elasticity imaging modalities are based on
MRI. The first experiments of MRE were performed in the early 1990s based on static
loading [Fowlkes et al., 1992]. The first MRE studies involving dynamic loading, however,
date back to 1995 [Muthupillai et al., 1995; Fowlkes et al., 1995]. In this imaging modality,
an external vibrator is used to induce harmonic shear waves in the tissue, in a frequency
range of 50-1000 Hz. Then, a motion-sensitising gradient is adopted, in order to measure
the motion at a specific frequency and in a specified direction. This gradient is synchro-
nised at the same frequency as the external vibrating source. The vibrational displacement
field in the tissue is measured by MRI, and it is directly proportional to the phase shift in
the acquired MR signal. Note that it is possible to acquire full three-dimensional displace-
ment fields, by using gradients polarised in different directions. From the displacement
field, a stiffness map – called elastogram – is computed, by an inversion algorithm [Arani
et al., 2017; Sarvazyan et al., 2011]. The main advantages of MRE concern the absence of
constraints on the imaging depth (since it is not limited by the presence of bone or gas)
and the free orientation of the field of view, since no acoustic window is needed. More-
over, this technique is operator-independent, and whole organs can be mapped. However,
MR scanners are more expensive and less easily accessible than US scanners. Moreover,
a good spatial resolution (1-3 mm) is obtained at the price of the acquisition time, that
ranges from seconds to minutes. This makes measurements more challenging for the car-
diac settings, where data must be acquired at very high frame rate. Valuable progress in
cardiac MRE is to be noted [Elgeti and Sack, 2014; Arani et al., 2017; Fovargue et al., 2018].
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For the sake of completeness, we cite another elastography imaging method, based on
optical techniques. The main advantage is the better spatial resolution (up to 5 µm) and
signal-to-noise ratio than US or MRE techniques, allowing to explore phenomena occur-
ring at an intermediate scale between cell and organ. The main underlying techniques are
Optical Coherence Tomography (OCT) and Brillouin microscopy. The main drawbacks
of optical methods are the constraint of an optical window to perform measurements and
the considerably low imaging depth (0.1 - 3.0 mm), due to high optimal scattering and
attenuation of soft tissues [Kennedy et al., 2017; Greenleaf et al., 2003].
The main clinical applications of Elastography imaging are breast mass evaluation and
hepatic cirrhosis and fibrosis. However, recent developments show promising results in nu-
merous applications, like prostate, thyroid, lymph nodes, arterial wall and atheromatous
plaques evaluation, arterial and venous thrombosis, graft rejection, heart, skeletal muscles,
lymphedema, brain and tumours in all major organs. Note that some applications are still
at early stages of research, whereas other are already used in clinical practice. We refer to
[Sarvazyan et al., 2011; Sigrist et al., 2017; Caenen, 2018] for further reading on elasticity
imaging modalities and clinical applications.
Ultrasound elastography: an overview
We provide here a brief introduction on ultrasound-based elasticity imaging. We refer the
reader to [Sarvazyan et al., 2011; Gennisson et al., 2013; Sigrist et al., 2017] for further de-
tails. The first approach in ultrasound elastography was Strain Elastography [Ophir et al.,
1991]. It was developed at the beginning of the 1990s and it was was based on static com-
pression. In more detail, a qualitative estimation of elasticity properties of the tissue was
extrapolated by comparison of anatomical information before and after inducing a small
deformation in the ROI by applying a constant stress. Usually, radiofrequency echo signals
were used to retrieve the displacement field by correlation algorithms. Then, strain images
could be obtained by computing the gradient of the displacement. The most widespread
application is breast imaging. This method has been adopted on many commercial US de-
vices, since it requires a simple implementation, even though it is not possible to retrieve
a quantitative estimation of the stiffness of the tissue.
On the contrary, dynamic methods are based on the application of a time-varying force.
We can further distinguish between transient methods, in which the tissue is excited by
a short pulse, and harmonic methods, that are based on the application of an oscilla-
tory force at a fixed frequency [Gennisson et al., 2013]. In both methods, the mechanical
perturbation propagates in the form of elastic waves (pressure and shear) in the tissue.
The family of transient methods relies on the characterisation of shear wave propagation;
thus, it is possible to provide quantitative maps of the stiffness of the tissue, with a good
spatial resolution, differently from quasi-static methods. However, the implementation of
such techniques requires a more complex equipment, to induce shear waves and image the
small perturbation related to shear wave propagation. Shear wave generation is realised
via external excitation – by external vibrators – or internal excitation – by the Acoustic
Radiation Force (ARF) of a focused ultrasound beam.
A widespread method based on surfacic excitation is Transient Elastography (TE).
The first technique was developed for a one-dimensional framework by the Langevin In-
stitute in 1995 [Catheline, 1998]. This technique was based on the generation of a low-
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Figure 1 – Schematic illustration of some ultrasound-based elastography imaging methods.
frequency (10-500 Hz) transient mechanical impulse on the tissue, generating a spherical
shear wave. The induced displacement was then measured by correlation algorithms and
shear phase speed was retrieved, enabling the estimation of the stiffness, anisotropy, vis-
cosity and non-linearity in soft tissue as the liver [Catheline et al., 2003; Sandrin et al.,
2003; Catheline et al., 2004; Gennisson et al., 2013]. This technique was later extended to
the two-dimensional framework in the same institute [Sandrin et al., 2002]. First in vivo
results were promising, but this technique did not encounter great success, due to practical
limitations of the device.
The idea to combine the internal excitation of the tissue by an acoustic pulse and the
characterisation of the generated shear waves is due to Dr. Armen Sarvazyan [Sarvazyan
et al., 1998]. Subsequently, numerous methods based on ARF were developed and applied
in a great range of applications, e.g. liver fibrosis assessment, breast tumour detection,
diagnosis of cardiac pathologies [Sarvazyan et al., 2011; Sigrist et al., 2017]. The main
positive feature of internal methods is represented by the highly localised perturbation.
Furthermore, shear waves are fully attenuated in a few wavelengths distance from the focal
point of the ultrasonic beam. This induces a narrowing of the induced strain, and excludes
interactions with longitudinal waves at the surface of the tissue. Hence, the elastic wave
propagation only depends on the parameters of the acoustic excitation and the structural
properties of the tissue. This enables a simpler reconstruction of the biomechanical proper-
ties of the tissue of interest, since the quality of reconstruction can be significantly affected
by errors in the definition of boundary conditions [Sarvazyan et al., 2011]. In addition,
the excitation energy is directly transferred in the tissue, whereas in external excitation
techniques, there is a strong energy coupling at the surface of the body (skin and sub-
cutaneous fat), that can considerably limit the induced tissue displacement in the organ,
especially in obese subjects [Palmeri et al., 2008]. Note also that, since no compression
is required, the technique is less operator-dependent than traditional US-based imaging
methods [Nightingale, 2011].
We cite, among the ARF-driven elasticity imaging methods (see Figure 1):
• The Acoustic Radiation Force Impulse (ARFI) method [Nightingale et al.,
2002]. This technique is based on tissue excitation via a short-duration, high intensity
acoustic pulse (ARF) from focused ultrasound beams, and tracking of tissue motion
in a region of interest via standard ultrasound imaging techniques. ARFI imaging
measures longitudinal tissue displacement to determine relative differences in tissue
stiffness, similar to the data generated with compressive strain imaging methods.
The peak displacement is then displayed in an image, to estimate qualitatively the
stiffness of the tissue.
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• The Shear Wave Elasticity Imaging (SWEI) method, first described theoreti-
cally by Sarvazyan et al. [1998] and investigated in vivo in Nightingale et al. [2003].
It consists in remotely generating shear waves by a single acoustic push (about 100
µs), and measuring shear motion by focused ultrasound imaging; shear wave veloc-
ity is computed by standard Time Of Flight (TOF) methods, and tissue mechanical
properties are derived by inversion algorithms.
• The Supersonic Shear Imaging (SSI) method [Bercoff et al., 2004], characterised
by multiple ARF excitations at different focal locations, so that the shear waves
generated at each push constructively interfere and generate a conical shear wave
(Mach cone). In this way, the amplitude of tissue displacement is increased up to
100 µm in phantoms and 40 µm in vivo, compared to 10-20 µm obtained for a single
push. The name “supersonic” is due to the fact that the radiation force focal point
moves faster than the generated shear wave, inducing a quasi planar wavefront. A
specificity of this method is the ability to image shear displacement at a very high
frame rate (up to 12000 frames per second), since plane waves are transmitted for
motion detection, instead of focused pulses. Thus, shear wave propagation can be
measured in real-time and over a large field of view. Then, the shear wave speed
is computed by inverting the wave equation, to infer the elastic properties of the
medium.
• The Spatially Modulated Ultrasound Radiation Force (SMURF) technique
[McAleavey et al., 2007]. It consists in exciting the tissue via single ARF pushes at
two or more different locations in rapid succession, in order to generate a spatially-
varying radiation force. The shear wave speed is retrieved from the difference in
arrival times of the pulses, and the path length difference is taken as the offset in
the push beam locations. The main feature of this method concerns the high spatial
resolution of computed stiffness images.
• TheComb-push Ultrasound Shear Elastography (CUSE)method [Song et al.,
2012], based on a combined push in order to generate a complex shear wave field
propagating in the full field of view in 2D. Then, shear motion is tracked after
transmission of plane waves. Directional filters are applied on the displacement data
to extract the propagating shear waves, and shear wave velocity is inferred via TOF
methods. This method allows to estimate elasticity properties in the whole ROI
without problems of attenuation and with a very good SNR.
Among the harmonic elastography techniques, we cite the Shear wave Dispersion Ultra-
sound Vibrometry (SDUV) [Chen et al., 2009] and the Crawling Wave Sonoelastography
(CWS) [Hah et al., 2010].
Henceforth, we will indicate by Shear Wave Elastography (SWE) the family of imaging
methods based on shear wave generation at one location by acoustic radiation force (e.g.
SWEI or SSI).
Modelling of the ARF
The main source of attenuation in soft tissues is absorption and the contribution associated
with scattering can be neglected [Parker, 1983]. As a consequence, when an acoustic wave
propagates in the medium, an energy gradient is formed in the medium, due to absorption.
The ARF is related to the momentum transfer from the propagating ultrasound wave to
the medium, that generates a modification in the acoustic energy density [Torr, 1984].
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Under plane wave assumption, this force can be modelled as a body force in the direction
of the wave propagation, distributed throughout the geometric shadow of the transducer
aperture [Palmeri and Nightingale, 2011]. The ARF cannot be derived from the stress-
strain relationship in purely elastic materials, since elastic models do not incorporate any
energy-loss mechanism that could justify a change of momentum. Furthermore, we note
that the viscoelastic properties of the tissues strongly depend on the frequency of the ex-
citation: in fact, at low frequencies (< 100 kHz), tissues can be modelled as soft tissues;
however, at ultrasonic frequencies, tissues do not support shear stresses and acoustic wave
attenuation generates heating and the ARF; thus, tissues are modelled as viscous fluids.
Numerous models to analyse the physical mechanisms responsible for ARF and remote
generation of shear waves in water-like media have been proposed in the acoustics com-
munity. The first theoretical model of shear oscillations remotely generated by radiation
force is presented by Rudenko et al. [1996] and Sarvazyan et al. [1998]. Subsequently,
other authors [Zabolotskaya et al., 2004; Gennisson et al., 2007] have derived an evolution
equation for shear waves in an isotropic soft medium, assuming plane shear waves. The
role of inhomogeneity and viscosity in the generation of shear waves is first analysed in
Ostrovsky et al. [2007]. In greater detail, it is proved that an acoustic field in a pure elastic
(non-dissipative) homogeneous solid cannot generate shear motion.
However, to our best knowledge, no mathematical analysis has been provided yet to derive
a complete formula for ARF and justify shear wave generation from ARF. In fact, for mod-
elling purposes, some restrictive assumptions are made to derive a simple expression of the
resulting body force. In particular, if the tissue is modelled as a linear viscous fluid, and
under plane wave assumption, we can derive the following expression of the ARF, centred
at the focal point (xF , yF , zF ): [Nightingale et al., 2002; Palmeri et al., 2005]
F (x, y, z, t) := Amax exp
−
(
(x−xF )2
σ2x
+
(y−yF )2
σ2y
+
(z−zF )2
σ2z
)
· exp−
(t−tpulse)2
σ2t , (1)
with
Amax =
2α Imax
vp
,
where α is the attenuation coefficient, Imax is a time-averaged intensity, and vp is the
longitudinal wave velocity. The direction of this force is the same as the orientation of the
wave propagation, and it is called Poynting vector. It is usually oriented purely axially
for locations in a range of ±10% from the focal depth. We refer the reader to Nightingale
[2011]; Caenen [2018] for further reading on this modelling approximation.
Modelling of Shear Wave Elastography
The most suitable approach to model the underlying physics of Shear Wave Elastography
in viscoelastic bounded media is by the Finite Element Method (FEM), due to its flexibil-
ity to the extension to more complex geometries, for example patient-specific. Numerous
models of SWE have been developed in the last decade, mostly oriented toward the appli-
cations. The first models were based on the simplifying assumption of a linear and isotropic
material, that could represent for example an approximation of the hepatic tissue or other
isotropic soft tissues. One of the first FEM models of the dynamic response of the tissue to
an impulsive radiation force excitation was presented by Palmeri et al. [2005]. The tissue
modelled in this work was assumed to be isotropic, elastic and linear.
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Among the first FE simulation in viscoelastic media we cite Lee et al. [2012]. In particular,
they assumed a linear, viscoelastic, isotropic phantom with stiffer cylindrical inclusion. A
similar numerical strategy was adopted by Caenen et al. [2017] to investigate shear wave
physics in a viscoelastic, linear, isotropic medium. Results were compared with in vitro
experimental data. More recently, Ye et al. [2017] proposed a 2D FE simulation of a visco-
hyperelastic, isotropic, nearly-incompressible model. A fully explicit scheme was used for
time discretisation, and simulations were performed in their in-house FE code.
One of the first anisotropic models was proposed by Rouze et al. [2013]. In greater de-
tail, they proposed an FEM model of shear wave propagation in a quasi-incompressible,
transversely isotropic, linear, elastic material undergoing impulsive ARF excitation, mod-
elled with a 3D Gaussian distribution. More recently, Qiang et al. [2015] analysed shear
wave propagation in the plane of symmetry of a transversely isotropic, viscoelastic, quasi-
incompressible linear material. Ultimately, Caenen et al. [2018] studied an FEM model for
shear wave mechanics in an orthotropic material, in combination with uniaxial mechanical
loading. We highlight that all the aforementioned methods consider an approximation of
the ARF source term as a body force with similar profile to Eq. (1). In particular, the
acoustic intensity field was simulated with the software program FIELD II and/or mod-
elled as a 3D Gaussian distribution.
In all the aforementioned works, fully explicit time discretisation was adopted and, except
for the work by Ye et al. [2017], the software Abaqus was used to solve the resulting system
of equations. In fact, the approach of the authors is more oriented towards the application
rather than the development of adapted numerical schemes for this problems. However,
this choice can introduce critical limitations on the time step due to the enforcement of
incompressibility, as it is explained in what follows.
Treatment of incompressibility in elastodynamics
Numerous Finite Element Method (FEM) formulations for the approximation of elasticity
in incompressible solids were developed in the last decades, due to their wide application in
computational mechanics. However, the majority of the works proposed in the literature
only treats a static configuration. The main contributions to date can be organised into
two categories: pure displacement methods and mixed methods.
On the one hand, displacement-based FEM provide accurate solutions of quasi or pure
incompressible elasticity problems; nonetheless, these methods can suffer of undesirable
limitations, like ill-conditioning of the stiffness matrix, spurious or incorrect pressures and
numerical locking (severe stiffening near the incompressible limit) [Sussman and Bathe,
1987], especially if low-order shape functions are adopted, due to the enforcement of the
incompressibility constraint. Several methods have been proposed to improve accuracy of
displacement-based methods [Malkus and Hughes, 1978; Hughes, 1980; Neto et al., 2005].
On the other hand, mixed finite element methods [Brezzi and Fortin, 2012] have proven
effective to obtain accurate results in the resolution of incompressible fluid flows and incom-
pressible elasticity. In these methods, the constrained problem is rewritten in form of an
unconstrained saddle-point problem, and a second variable – the pressure – is introduced.
However, not all mixed methods are stable. In fact, the convergence properties of this
formulation are governed by stability considerations, involving ellipticity requirements and
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the famous Ladyzhenskaya - Babuˇska - Brezzi (LBB) inf-sup condition [Brezzi and Bathe,
1990; Brezzi and Falk, 1991]. If this stability condition is not satisfied, severe unphysical
oscillations in the pressure field may appear. Stabilised methods have been proposed to
overcome the limitations of classical mixed FE formulations in the field of incompressible
fluid dynamics. These methods rely on the addition of artificial high-order differential
terms to the discrete continuity equation, in order to circumvent the LBB condition (see
[Quarteroni and Valli, 1994] for a thorough overview).
All the methods described before can be extended to dynamic equations using implicit
time discretisation (e.g. Implicit Euler scheme or implicit Newmark schemes). However,
at each time step, a matrix inversion is required for the computation of the velocity or the
displacement field. A popular approach to increase the efficiency of dynamic solvers was
first proposed in computational fluid dynamics by [Chorin, 1968, 1969] and [Temam, 1968,
2001] in the late 1960s, and it is called fractional-step projection. In this family of methods,
time-discretisation in divided into two separate steps for viscosity and incompressibility,
respectively. The first half-step corresponds to an elliptic Boundary Value Problem for an
intermediate velocity, accounting for viscosity diffusion and advection, whereas the second
half-step consists in an inviscid problem where the end-of-step, divergence-free velocity is
computed, along with pressure distribution. In this way, at each time step two decou-
pled elliptic equations are solved, and this is very advantageous for large scale simulations
[Guermond et al., 2006].
Less effort has been made to develop efficient methods for the treatment of the incom-
pressibility constraint in elastodynamics. Since the underlying physics is wave propagation,
fully explicit methods could be considered good candidates to obtain efficient schemes (in
the case of nearly-incompressible media). However, the enforcement of incompressibility
entails a drastic limit on the time step of the scheme, due to the stability condition. In
order to circumvent the limitations of fully explicit methods, we propose to adopt the main
ideas of the fractional-step projection algorithm to design an efficient scheme for incom-
pressible elastodynamics, due to the efficiency of this method and the similarities with
viscous incompressible fluids.
Structure of the thesis
This PhD thesis concerns the mathematical modelling and numerical approximation of
impulsive ARF-driven SWE imaging in a prestressed soft tissue, with a specific reference
to the cardiac setting.
The first part of the manuscript deals with the mathematical modelling of the ARF, the
resulting shear wave propagation and the characterisation of shear wave velocity in a gen-
eral constitutive law for the myocardial tissue. One of the main contributions of this work
is the derivation of an original mathematical analysis of the acoustic radiation force phe-
nomenon. In greater detail, we infer the governing equation of the pressure field and the
shear wave field remotely induced by the ARF, and we compute an analytical expression
of the source term responsible for the generation of shear waves from an acoustic pressure
pulse. The approach we propose is based on asymptotic analysis.
In the second part of the PhD thesis, we present efficient numerical tools for a realistic
numerical simulation of an SWE experiment. The numerical approximation of the elastody-
namic equations is based on high-order Spectral Finite Elements for spatial discretisation.
In addition, we show a novel method for time discretisation adapted to incompressible elas-
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ticity. In particular, we construct a conservative time discretisation, and treat implicitly
only the terms corresponding to “informations” travelling at infinite velocity, associated
with the incompressibility constraint, by solving a scalar Poisson problem at each iteration
of the algorithm. Furthermore, we provide a novel matrix-free, high-order, fast method to
solve the Poisson partial differential equation in bounded domain.
Part I: Mathematical modelling
Extraction of mechanical properties of soft tissues from the shear wave veloc-
ity. The first goal of this thesis is to provide the description of a methodological approach
to characterise elastographic shear wave propagation for a general constitutive behaviour
of the myocardium. The equations governing shear wave propagation are derived from a
biomechanical model accurately reflecting the complex behaviour of the myocardium and
the organ. Then, shear wave velocities are computed based on the derivation of the so-
called Christoffel tensor. We characterise shear wave propagation for different choices of
constitutive law accounting for the passive behaviour. Furthermore, we study the contri-
bution of active stress on the elastographic wave propagation, and we demonstrate that it
is dominated by the prestress effect. We conclude the chapter by showing some applica-
tions to the extraction of fibre orientation throughout the myocardium and detection of
“numerical pathologies” in a three-dimensional beating heart biomechanical model.
Modelling of the ARF and generation of shear waves. One of the aims of this PhD
thesis is to provide an analytical expression of the excitation induced by the ARF in a non-
linear solid. In more detail, we want to propose a formulation valid for media undergoing
large deformation, independently from the nature of the prestress. Furthermore, we aim
at getting rid of the simplifying hypotheses that are usually made on the properties of the
solution (e.g. plane wave assumption). To do so, we derive a mathematical model based
on energy considerations and asymptotic analysis. Note also that in ARF-driven SWE
applied to the cardiac setting, the wave propagation induced by the ARF is superposed to
the nonlinear mechanics associated with the heart deformation during the cardiac cycle,
that must be taken into account in the formulation. In Chapter 2, we provide a rigorous
mathematical model that describes, in the context of an accurate nonlinear biomechanical
model adequately representing the complex state of the myocardium:
• the expression of the surfacic source term (focused US beam);
• the pressure wave propagation induced by the ARF excitation;
• the shear wave propagation generated by the ARF.
A detailed expression of the source term responsible for shear wave propagation is pro-
vided, and it is shown that it is associated with the viscosity and the tissue nonlinearities.
Furthermore, in Chapter 3 we provide a justification of our formulation, by deriving a proof
of convergence of the approximation of the solution in a quasi-static linear configuration.
Part II: Numerical approximation
Numerical approximation of incompressible elastodynamic equations. In order
to perform a suitable and efficient approximation of elastic wave propagation in incom-
pressible solids, in Chapter 4 – which has the form of a paper already submitted for
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publication in an international journal – we describe an adapted numerical framework
that we have developed for the treatment of the incompressibility constraint. High-order
conforming finite element with mass lumping are used for space discretisation and an im-
plicit/explicit second-order, energy-preserving scheme is employed for time discretisation.
The main feature of this method is that the time step is not governed by the pressure wave,
that is travelling at “infinite” velocity, but only by the shear wave velocity. Furthermore,
the incompressibility constraint is imposed by penalisation techniques and it consists in
the resolution of a scalar Poisson problem at each iteration. Numerical analysis of the
convergence order of the scheme is detailed in Chapter 5.
Numerical simulation of an SWE experiment. The second main aim of this thesis is
to develop the computational framework for the realistic numerical simulation of an SWE
experiment in a soft medium as the myocardium. To do so, Chapter 6 is devoted to the
description of a complete three-dimensional mathematical model for propagation of elastic
waves in a pre-stressed, hyperelastic, viscoelastic, heterogeneous, anisotropic medium, that
is also subject to an active stress, under realistic conditions of an SWE experiment. The
numerical approximation of this model consists in high-order Spectral Element method in
space and the adapted implicit/explicit time discretisation described in Chapter 4. Proof
of stability of the scheme is also detailed in this chapter.
A fast solver for the numerical resolution of the Poisson problem. In order to
perform efficient numerical simulations of shear wave propagation in the myocardium, we
developed an adapted method for the resolution of the Poisson problem that is introduced
at every time step of the scheme proposed in Chapter 4. In particular, in Chapter 7 –
which also has the form of a paper already submitted for publication in an international
journal – we provide a novel, fast, matrix-free solver for the Poisson problem discretised
with High-Order Spectral Element Methods (HO-SEM). This method relies on the use of
Discrete Fourier Transform (DFT) to rewrite the problem as the inversion of the symbol of
the operator in the frequency space. Since HO-SEM are adopted for space discretisation,
an efficient implementation is required for the inversion of the symbol. The solver that we
have developed is characterised by several features:
• it preserves the efficiency of standard fast Fourier transform algorithm for the linear
case;
• the matrix storing is minimised;
• a pseudo-explicit Singular Value Decomposition (SVD) is used for inversion of the
symbols;
• it is naturally extended to multiple dimensions by tensorisation, due to the underlying
HO-SEM discretisation;
• it can be easily generalised to non-periodic boundary conditions by performing a pe-
riodic, symmetric extension of the source term. However, due to symmetry properties
of the extended source term and intrinsic properties of the DFT, most computations
are limited to the frequencies associated with the original (not extended) source term,
preserving the efficiency of the algorithm.
This chapter is completed by numerical results and some remarks on the complexity of the
solver – which is shown to be in O(Rd+1Nd logN) in dimension d – and its parallelisability.
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Introduction (Français)
Cette thèse a été effectuée au sein de l’équipe de recherche Inria MΞdisim, sous la super-
vision de Dominique Chapelle et Sébastien Imperiale.
Contexte général de la thèse
Les maladies cardiovasculaires représentent une des causes principales de décès en Europe
et dans les pays développés. En outre, la détection précoce des pathologies cardiaques
a une importance cruciale pour effectuer de meilleures diagnostics et réduire l’incidence
(prévalence) et mortalité de ces pathologies. Actuellement, les cardiologues ont à leur dis-
position de nombreux outils pour obtenir des informations concernant la morphologie et la
physiologie du système cardiovasculaire des patients avec une résolution spatiale et tem-
porelle satisfaisante. La plupart des techniques d’imagerie biomédicale se basent sur la
résonance magnétique (IRM), l’échographie (US) et tomographie computerisée (TC). Ces
images permettent d’obtenir des informations très utiles sur la déformation du coeur à
travers le cycle cardiaque, et sur la circulation sanguine. Un autre examen standard est
l’électrocardiogramme (ECG), qui permet de tracer l’évolution temporelle du potentiel
électrique dans le coeur.
Cependant, aucune de ces méthodes n’est capable d’accéder aux propriétés biomécaniques
intrinsèques du tissu myocardique. Actuellement, la pratique clinique standard consiste
en la cathéterisation invasive dans le ventricule ou l’oreillette gauche en combinaison avec
l’échocardiographie, pour obtenir des mesures directes de pression et volume et recueillir
des informations sur la structure du tissu et des contraintes internes.
Il a été largement validé que l’estimation des propriétés mécaniques (par ex. la raideur)
des tissus mous joue un rôle décisif dans la détection précoce des pathologies, car ces
propriétés sont très sensibles aux changements structurels qui sont associés aux proces-
sus physiologiques et pathologiques [Sarvazyan et al., 2011]. L’estimation qualitative de
la raideur tissulaire des organes superficiels par palpation manuelle a été utilisée depuis
des siècles pour la caractérisation du cancer au sein et l’évaluation du stade de fibrose
hépatique. Toutefois, les premières approches techniques en imagerie d’élasticité ont été
développées seulement depuis trente ans environ, démontrant la possibilité d’estimer quan-
titativement la raideur des tissus mous. Les techniques d’élastographie se basent surtout
sur trois étapes :
• l’excitation d’une région d’interêt dans le tissu ;
• la mesure de la perturbation générée ;
• la reconstruction des propriétés biomécaniques du tissu.
Les tissus mous sont considérés quasi-incompressible, du fait de leur forte teneur d’eau. Le
facteur principal pour cela est le phénomène d’hydration, i.e. l’interaction entre groupes
atomiques de substances organiques polarisés, chargées et hydrophobes, avec les molécules
d’eau. Pour cette raison, le module de compressibilité – qui dépend principalement de la
composition moléculaire du tissu – est proche de celui de l’eau et varie dans un intervalle
d’environ 10% [Sarvazyan et al., 2011]. Au contraire, le module de cisaillement, qui dépend
d’autres propriétés du tissu, comme l’hétérogénéité et l’anisotropie, au niveau cellulaire
ou à des niveaux supérieurs d’architecture, varie sensiblement (de l’ordre de centaines de
pourcent) dans les processus physiologiques et pathologiques, et diffère de quelques ordres
de grandeur parmi les différents tissus mous.
La relation la plus commune qui est adoptée pour estimer le module de cisaillement µ à
partir de la caractérisation de la propagation des ondes de cisaillement, sous l’hypothèse
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que le milieu soit homogène, linéaire, isotrope et purement élastique, est
µ = ρ v2s ,
où ρ représente la densité du milieu, et vs est la vitesse des ondes de cisaillement. Cepen-
dant, cette relation simple n’est pas vraie en présence d’anisotropie du tissu, d’hétérogé-
néité ou d’un comportement nonlinéaire du milieu, comme le myocarde. Par conséquent,
de nombreuses études expérimentales dans le contexte cardiaque présentent une estima-
tion incorrecte des propriétés mécaniques. Plus en détails, ce qui est mesuré represente des
propriétés apparentes qui changent considérablement pendant le cycle cardiaque.
Il est possible d’identifier deux méthodes principales d’imagerie d’élasticité. Cette dis-
tinction se base sur les principes physiques sous-jacents qui sont utilisés pour effectuer la
mesure : imagerie d’élasticité ultrasonore (EUS) et élastographie par résonance magnétique
(ERM).
Dans les premières méthodes ultrasonores (à la fin des années 1980), les déformations dans
les tissus étaient générées par un chargement statique ou une vibration extérieure. En-
suite, à la fin des années 1990, une nouvelle approche basée sur la génération à distance
d’ondes élastiques par force de radiation acoustique (FRA) a été développée [Rudenko
et al., 1996; Sarvazyan et al., 1998, 2010]. La FRA peut être définie comme une force
moyenne en temps exercée par une onde acoustique sur un objet, qui est générée par une
modification de la densité d’énergie de l’onde ultrasonore du champ acoustique incident
[Sarvazyan et al., 2011]. Les techniques basées sur la FRA ont obtenu un succès grandis-
sant dans les dernières années, du fait que les déformations générées sont très localisées, car
les ondes élastiques créées sont complètement atténuées après quelques longueurs d’ondes.
Par conséquent, l’estimation locale des propriétés biomécaniques est simplifiée, car on peut
faire l’hypothèse de conditions aux bords transparentes, i.e. le milieu peut être considéré
comme infini. Ainsi, plusieurs méthodes basées sur la FRA ont été développées et testées
récemment. Les caractéristiques principales de l’imagerie d’élasticité ultrasonore consistent
en la résolution spatiale optimale (0.1 - 0.5 mm) et l’acquisition en temps très rapide (jus-
qu’à 4-30 µs). En général, des cartes bi-dimensionnelles d’élasticité sont calculées. De plus,
si le capteur ultrasonore est déplacé, ou si des capteurs tri-dimensionnels sont utilisés,
il est possible d’obtenir des données de déplacement tri-dimensionnelles, donc des cartes
d’élasticité en trois dimensions.
En parallèle des techniques à base d’ultrasons, plusieurs modalités d’imagerie d’élasti-
cité sont basées sur l’imagerie par résonance magnétique (IRM). Les premières expériences
d’ERM ont été effectuées au début des années 1990 et se basaient sur un chargement sta-
tique [Fowlkes et al., 1992]. Par la suite, les premières études impliquant un chargement
dynamique datent de 1995 [Muthupillai et al., 1995; Fowlkes et al., 1995]. Dans cette mo-
dalité d’imagerie, un vibrateur externe est utilisé pour générer des ondes de cisaillement
harmoniques dans le tissu, dans un intervalle de fréquences de 50-1000 Hz. Puis, un gra-
dient sensible au mouvement est adopté, afin de mesurer le mouvement à une fréquence
et direction spécifiques. Ce gradient est synchronisé à la même fréquence que la source
vibrante externe. Le champs de déplacement vibratoire dans le tissu est mesuré par IRM,
et il est directement proportionnel au déphasage du signal IRM acquis. À noter qu’il est
possible d’acquérir des champ de déplacement tri-dimensionnels en utilisant des gradients
polarisés dans des directions différentes. À partir des champs de déplacement, une carte
d’élasticité – appelée élastogramme – est calculée à travers un algorithme d’inversion [Arani
et al., 2017; Sarvazyan et al., 2011]. Les avantages principaux de l’ERM sont l’absence de
contraintes sur la profondeur d’image (car elle n’est pas limitée par la présence d’os ou de
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gaz) et l’orientation libre du champ de vision, car il n’y a pas la nécessité d’une fenêtre
acoustique. En outre, cette technique est opérateur-indépendante, et l’organe entier peut
être pris en compte. Cependant, les scanners IRM sont plus chers et moins accessibles
que les scanners ultrasonores. De plus, une bonne résolution spatiale (1-3 mm) peut être
obtenue au prix du temps d’acquisition, qui peut varier de plusieurs secondes à plusieurs
minutes. Cela rend les mesures plus compliquées à obtenir dans le contexte cardiaque, où
les données doivent être acquises à une très haute fréquence. Des progrès appréciables sont
à noter très récemment [Elgeti and Sack, 2014; Arani et al., 2017; Fovargue et al., 2018].
Par souci d’exhaustivité, une autre méthode d’imagerie élastographique est à citer, qui
se base sur des techniques d’optique. L’avantage principal est la meilleure résolution en
espace (jusqu’à 5 µm) et le meilleur rapport signal/bruit que l’US ou l’IRM, qui permet
d’explorer des phénomènes à une échelle intermédiaire entre la cellule et l’organe. Les tech-
niques sous-jacentes principales sont la tomographie par cohérence optique (TCO) et la
microscopie de Brillouin. D’autre part, les inconvénients des méthodes optiques sont la
contrainte d’une fenêtre optique pour effectuer les mesures et la profondeur d’image consi-
dérablement basse (0.1 - 3.0 mm), à cause de la grande dispersion et l’atténuation des
tissus mous [Kennedy et al., 2017; Greenleaf et al., 2003].
Les applications cliniques principales de l’imagerie d’élastographie sont l’évaluation des
masses tumorales du sein et les cirrhoses et fibroses hépatiques. Cependant, des dévelop-
pements récents sont à signaler dans de nombreuses applications, comme la prostate, la
thyroïde, les noeuds lymphatiques, les parois artérielles, l’évaluation des plaques athéroma-
teuses, des thromboses artérielles et veineuses, la rejection de greffes, le coeur, les muscles
squelettiques, les lymphoedèmes, le cerveau et les tumeurs dans tous les organes majeurs.
À noter que certaines applications sont encore à des états initiaux de recherche, alors que
d’autres sont déjà utilisées dans la pratique clinique. Nous faisons référence à [Sarvazyan
et al., 2011; Sigrist et al., 2017; Caenen, 2018] pour d’autres détails sur les méthodes
d’imagerie d’élasticité et leurs applications cliniques.
Élastographie ultrasonore : un récapitulatif
Nous présentons ici une introduction rapide sur l’imagerie d’élasticité à base ultrasonore
(EUS). Nous faisons référence à [Sarvazyan et al., 2011; Gennisson et al., 2013; Sigrist
et al., 2017] pour des détails supplémentaires. La première approche en élastographie ul-
trasonore était l’élastographie de déformation (Strain Elastography) [Ophir et al., 1991].
Cette technique a été développée au début des années 1990 et était basée sur une compres-
sion statique. En particulier, une estimation qualitative des propriétés élastiques du tissu
était déduite par comparaison des informations anatomiques avant et après avoir induit
une petite déformation dans la région d’interêt à travers l’application d’une contrainte
constante en temps. En général, des signaux écho de radiofréquence étaient utilisés pour
extraire le champ de déplacement par des algorithmes de corrélation. Ensuite, des images
de déformation pouvaient être obtenues par le calcul du gradient de déplacement. L’ap-
plication la plus fréquente est l’imagerie du sein. Cette méthode a été adoptée par de
nombreux dispositifs US commerciaux, puisqu’elle bénéficie d’une implémentation simple,
même s’il n’est pas possible de recueillir des informations quantitatives de la raideur du
tissu.
Au contraire, les méthodes dynamiques se basent sur l’application d’une force qui varie
20
en temps. Il est possible de distinguer ultérieurement entre les méthodes impulsionnelles,
dans lesquelles le tissu est excité par une impulsion très rapide, et le méthodes harmoniques,
qui sont basées sur l’application d’une force oscillatoire à une fréquence fixée [Gennisson
et al., 2013]. Dans les deux méthodes, la perturbation mécanique se propage sous forme
d’ondes élastiques (de pression et cisaillement) dans le tissu. La famille des méthodes im-
pulsionnelles s’appuie sur la caractérisation de la propagation d’ondes ; par conséquent,
il est possible d’extraire des cartes quantitatives de la raideur du tissu, avec une bonne
résolution en espace, différemment des méthodes quasi-statiques. Cependant, l’implémen-
tation de ces techniques demande un équipement plus complexe, pour induire des ondes
de cisaillement et pour imager la petite perturbation associée à la propagation d’ondes
de cisaillement. La génération d’ondes de cisaillement est réalisée à travers une excitation
externe – par des vibrateurs externes – ou excitation interne – par la force de radiation
acoustique (FRA) d’un faisceau ultrasonore focalisé.
Une méthode répandue qui se base sur une excitation surfacique est la Transient Elas-
tography (TE). La première technique a été développée en une dimension par l’Institut
Langevin en 1995 [Catheline, 1998]. Cette technique se basait sur la génération d’une im-
pulsion mécanique transitoire à basse fréquence (10-500 Hz) dans le tissu, générant une
onde de cisaillement sphérique. Le déplacement induit était mesuré par des algorithmes de
corrélation et la vitesse de phase de l’onde de cisaillement était extraite, permettant l’es-
timation de la raideur, l’anisotropie, la viscosité et la non-linéarité des tissus mous comme
le foie [Catheline et al., 2003; Sandrin et al., 2003; Catheline et al., 2004; Gennisson et al.,
2013]. Cette technique a été étendue depuis au cas bi-dimensionnel par le même insti-
tut [Sandrin et al., 2002]. Les premiers résultats in vivo étaient prometteurs, mais cette
technique étendue n’a pas obtenu un grand succès, à cause des limitations pratiques du
dispositif.
L’idée de combiner une excitation interne du tissu à travers une impulsion acoustique
et la caractérisation des ondes de cisaillement générées est due au Dr. Armen Sarvazyan
[Sarvazyan et al., 1998]. Depuis, plusieurs méthodes basées sur la FRA ont été développées
et appliquées dans une large gamme d’applications, par ex. l’estimation des fibroses hépa-
tiques, la détection des cancers du sein, des pathologies cardiaques [Sarvazyan et al., 2011;
Sigrist et al., 2017]. L’avantage principal des méthodes internes est représenté par le ca-
ractère extrêmement localisé de la perturbation induite . De plus, les ondes de cisaillement
sont complètement atténuées dans une distance de quelques longueurs d’onde à partir du
point focal du faisceau ultrasonore. Cela induit un rétrécissement de la déformation générée
et exclut l’interaction avec des ondes longitudinales à la surface du tissu. Par conséquent,
la propagation d’ondes élastiques dépend seulement des paramètres de l’excitation acous-
tique et des propriétés structurelles du tissu. Cela permet une reconstruction plus simple
des propriétés biomécaniques du tissu d’intérêt, car la qualité de la reconstruction peut être
sensiblement affectée par des erreurs dans la définition des conditions au bord [Sarvazyan
et al., 2011]. En outre, l’énergie d’excitation est transférée directement au tissu, alors que
dans les techniques d’excitation externes il y a un couplage fort d’énergie à la surface du
corps (peau ou graisse sous-cutanée), qui peut limiter considérablement le déplacement de
tissu induit dans l’organe, spécialement dans les sujets obèses [Palmeri et al., 2008]. À noter
que, à cause de l’absence de compression, cette technique est moins opérateur-dépendante
des méthodes d’imagerie basées sur les ultrasons [Nightingale, 2011].
Nous citons, parmi les méthodes d’imagerie d’élasticité basées sur la FRA (en Figure 2) :
• La méthode Acoustic Radiation Force Impulse (ARFI) [Nightingale et al.,
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Figure 2 – Illustration schématique de quelques méthodes d’élastographie à base ultraso-
nore.
2002]. Cette technique se base sur l’excitation du tissu à travers une impulsion (FRA)
rapide et à grande intensité à partir d’un faisceau ultrasonore focalisé, et le suivi du
mouvement du tissu dans la région d’intérêt à travers des techniques d’imagerie ul-
trasonore standard. L’imagerie ARFI mesure les déplacements longitudinaux du tissu
pour déterminer les différences relatives dans la raideur de tissu, de façon similaire
aux données générées avec des méthodes d’imagerie de déformation de compression.
Le pic de déplacement est affiché dans une image, pour estimer qualitativement la
raideur du tissu.
• La méthode Shear Wave Elasticity Imaging (SWEI), qui a été décrite théori-
quement pour la première fois par Sarvazyan et al. [1998] et examinée in vivo par
Nightingale et al. [2003]. Cette technique consiste en la génération à distance d’ondes
de cisaillement par une impulsion acoustique (d’environ 100 µs) et dans la mesure du
mouvement de cisaillement par imagerie d’ultrasons focalisés ; la vitesse des ondes de
cisaillement est calculée par des méthodes standard de temps de vol, et les propriétés
mécaniques du tissu sont obtenues par la résolution de problèmes inverses.
• La méthode Supersonic Shear Imaging (SSI) [Bercoff et al., 2004], caractérisée
par plusieurs excitations de FRA à des positions différentes, de sorte que les ondes de
cisaillement générées à chaque impulsion puissent interférer de façon constructive et
générer une onde de cisaillement conique (cône de Mach). De cette façon, l’amplitude
du déplacement du tissu est augmentée jusqu’à 100 µm dans les fantômes et 40 µm
in vivo, contre 10-20 µm obtenus pour une impulsion simple. Le nom “supersonique”
est dû au fait que le point focal de la force de radiation se déplace plus rapidement de
l’onde de cisaillement générée, induisant un front d’onde quasi-plane. Une spécificité
de cette méthode est la capacité d’imager le déplacement de cisaillement à une très
haute fréquence d’images (jusqu’à 12000 images par seconde), car des ondes planes
sont transmises pour la détection de mouvement au lieu d’impulsions focalisées. Pour
cela, la propagation d’ondes de cisaillement peut être mesurée en temps-réel et sur
un large champ de vision. La vitesse de l’onde de cisaillement peut être calculée par
l’inversion de l’équation des ondes pour estimer les propriétés élastiques du milieu.
• La technique Spatially Modulated Ultrasound Radiation Force (SMURF)
[McAleavey et al., 2007]. Cette technique consiste en l’excitation du tissu par une
impulsion de FRA dans deux ou plusieurs positions différentes en succession rapide,
afin de générer une force de radiation qui varie en espace. La vitesse de l’onde de
cisaillement est estimée à partir de la différence dans les temps d’arrivée des im-
pulsions, et la différence de longueur de trajet est prise comme le décalage dans les
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emplacements du faisceau de l’impulsion. L’avantage principal de cette méthode est
la haute résolution en espace des images de raideur qui sont calculées.
• La méthode Comb-push Ultrasound Shear Elastography (CUSE) [Song et al.,
2012], qui se base sur une impulsion combinée afin de générer un champ d’onde
de cisaillement complexe qui se propage dans le champ de vision complet en deux
dimensions. Après, le mouvement de cisaillement est tracé à partir de la transmission
d’ondes planes. Des filtres directionnels sont appliqués sur les données de déplacement
pour extraire les ondes de cisaillement qui se propagent, et la vitesse des ondes de
cisaillement est calculée par des méthodes de temps de vol. Cette technique permet
l’estimation des propriétés élastiques de la région d’interêt entière sans problème
d’atténuation et avec un très bon rapport signal/bruit.
Parmi les techniques d’élastographie harmoniques, nous citons la Shear wave Dispersion
Ultrasound Vibrometry (SDUV) [Chen et al., 2009] et la Crawling Wave Sonoelastography
(CWS) [Hah et al., 2010].
Dorénavant, nous indiquerons par élastographie par ondes de cisaillement, i.e. Shear Wave
Elastography (SWE), la famille de méthodes d’imagerie basées sur la génération d’ondes
de cisaillement à un endroit par la force de radiation acoustique (par exemple, SWEI ou
SSI).
Modélisation de la FRA
La source principale d’atténuation dans les tissus mous est l’absorption, car la contribu-
tion liée à la diffusion peut être négligée [Parker, 1983]. Par conséquent, lorsqu’une onde
acoustique se propage dans le milieu, un gradient d’énergie se forme dans le tissu, en rai-
son de l’absorption. La FRA est liée au transfert de la quantité de mouvement de l’onde
ultrasonore se propageant dans le milieu, ce qui génère une modification de la densité
d’énergie acoustique [Torr, 1984]. Dans l’hypothèse d’ondes planes, cette force peut être
modélisée comme une force volumique dans la direction de la propagation de l’onde, distri-
buée dans l’ombre géométrique de l’ouverture du transducteur [Palmeri and Nightingale,
2011]. La FRA ne peut pas être déduite de la relation contrainte-déformation dans des
matériaux purement élastiques, car les modèles élastiques n’intègrent aucun mécanisme de
perte d’énergie pouvant justifier un changement de la quantité de mouvement.
De plus, il est à noter que les propriétés viscoélastiques des tissus dépendent fortement de
la fréquence de l’excitation : en fait, à des fréquences basses (<100 kHz), les tissus peuvent
être modélisés comme des tissus mous ; toutefois, aux fréquences ultrasonores, les tissus ne
supportent pas les contraintes de cisaillement et l’atténuation des ondes acoustiques gé-
nère un échauffement et la FRA ; ainsi, les tissus peuvent être modélisés comme des fluides
visqueux.
De nombreux modèles pour analyser les mécanismes physiques responsables de la FRA
et de la génération à distance d’ondes de cisaillement dans des milieux de type aqueux ont
été proposés par la communauté acoustique. Le premier modèle théorique des oscillations
de cisaillement générées à distance par la FRA a été présenté par Rudenko et al. [1996]
et Sarvazyan et al. [1998]. Depuis, d’autres auteurs [Zabolotskaya et al., 2004; Gennisson
et al., 2007] ont obtenu une équation d’évolution pour les ondes de cisaillement dans un
milieu mou isotrope, en supposant des ondes de cisaillement planes. Le rôle de l’inhomogé-
néité et de la viscosité dans la génération des ondes de cisaillement a été d’abord analysé
par Ostrovsky et al. [2007]. Plus en détail, il est prouvé qu’un champ acoustique dans un
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solide homogène purement élastique (non dissipatif) ne peut pas générer de mouvements
de cisaillement.
Cependant, à notre connaissance, aucune analyse mathématique n’a encore été fournie pour
établir une expression analytique de la FRA et justifier la génération d’ondes de cisaillement
à partir de la FRA. En fait, à des fins de modélisation, certaines hypothèses restrictives
sont formulées pour dériver une expression simple de la force volumique résultante. En
particulier, si le tissu est modélisé comme un fluide visqueux linéaire et dans l’hypothèse
d’ondes planes, il est possible de déduire l’expression suivante de la FRA, centrée au point
focal (xF , yF , zF ) : [Nightingale et al., 2002; Palmeri et al., 2005]
F (x, y, z, t) := Amax exp
−
(
(x−xF )2
σ2x
+
(y−yF )2
σ2y
+
(z−zF )2
σ2z
)
· exp−
(t−tpulse)2
σ2t , (2)
avec
Amax =
2α Imax
vp
,
où α est un coefficient d’atténuation, Imax est une intensité moyenne dans le temps et vp est
la vitesse de l’onde longitudinale. La direction de cette force est la même que l’orientation de
la propagation de l’onde et elle est appelée vecteur de Poynting. Ce vecteur est généralement
orienté dans le sens axial pour une plage de ±10% à partir de la profondeur focale. Nous
renvoyons le lecteur à Nightingale [2011]; Caenen [2018] pour davantage de précisions sur
cette approximation de modélisation.
Modélisation de l’élastographie par ondes de cisaillement
L’approche la plus appropriée pour modéliser la physique sous-jacente de l’élastographie
par ondes de cisaillement dans un milieu fini viscoélastique est par la méthode des élé-
ments finis (EF), en raison de sa flexibilité permettant l’extension à des géométries plus
complexes, par exemple spécifiques au patient. De nombreux modèles de SWE ont été dé-
veloppés au cours de la dernière décennie, principalement orientés vers les applications. Les
premiers modèles reposaient sur l’hypothèse simplificatrice d’un matériau linéaire et iso-
trope, pouvant représenter par exemple une approximation du tissu hépatique ou d’autres
tissus mous isotropes. Un des premiers modèles EF de la réponse dynamique du tissu à
une excitation par force de radiation ultrasonore a été présenté par Palmeri et al. [2005].
Le tissu modélisé dans ce travail est supposé isotrope, élastique et linéaire.
Parmi les premières simulations EF en milieu viscoélastique, nous citons Lee et al. [2012].
En particulier, ils ont considéré un fantôme linéaire viscoélastique, isotrope, avec une inclu-
sion cylindrique plus rigide. Caenen et al. [2017] a adopté une stratégie numérique similaire
pour étudier la physique des ondes de cisaillement dans un milieu viscoélastique, linéaire
et isotrope. De plus, les résultats ont été comparés à des données expérimentales in vitro.
Plus récemment, Ye et al. [2017] a proposé une simulation FE en 2D d’un modèle visco-
hyperélastique, isotrope et quasi-incompressible.
Un des premiers modèles anisotropes a été proposé par Rouze et al. [2013]. Plus en détail,
ils ont proposé un modèle EF de propagation d’ondes de cisaillement dans un matériau
élastique, linéaire, quasi-incompressible et transverse isotrope, soumis à une excitation
impulsive de la FRA, qui est modélisée avec une distribution gaussienne en 3D. Plus ré-
cemment, Qiang et al. [2015] ont analysé la propagation des ondes de cisaillement dans le
plan de symétrie d’un matériau linéaire viscoélastique, isotrope transverse, et quasi incom-
pressible. Très récemment, Caenen et al. [2018] ont étudié un modèle EF pour la mécanique
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des ondes de cisaillement dans un matériau orthotrope, en combinaison avec un charge-
ment mécanique uniaxial. Nous soulignons que toutes les méthodes mentionnées ci-dessus
considèrent une approximation du terme source de FRA comme une force volumique ayant
un profil similaire à celui de l’Eq. (2). En particulier, le champ d’intensité acoustique a
été simulé avec le logiciel FIELD II et/ou modélisé sous forme d’une distribution 3D gaus-
sienne.
Dans tous les travaux susmentionnés, une discrétisation temporelle totalement explicite a
été adoptée et, à l’exception de Ye et al. [2017], le logiciel Abaqus a été utilisé pour ré-
soudre le système d’équations obtenu. En fait, l’approche des auteurs est plus orientée vers
l’application que vers le développement de schémas numériques adaptés à ces problèmes.
Cependant, ce choix peut introduire des limitations critiques sur le pas de temps en raison
de la contrainte d’incompressibilité, comme expliqué dans la suite.
Traitement de l’incompressibilité en élastodynamique
De nombreuses formulations de la méthode des éléments finis (EF) pour l’approximation
de l’élasticité dans les solides incompressibles ont été développées au cours des dernières
décennies, en raison de leur large application en mécanique numérique. Cependant, la ma-
jorité des travaux proposés dans la littérature prend en compte une configuration statique.
Les principales contributions à ce jour peuvent être organisées en deux catégories : les
méthodes de déplacement pur et les méthodes mixtes.
D’une part, les EF basés sur le déplacement fournissent des solutions satisfaisantes aux pro-
blèmes d’élasticité quasi- ou purement incompressibles ; néanmoins, ces méthodes peuvent
présenter des limitations indésirables, telles qu’un mauvais conditionnement de la matrice
de rigidité, des pressions parasites ou incorrectes et le verrouillage numérique (raidisse-
ment sévère près de la limite incompressible) [Sussman and Bathe, 1987], en raison de
l’application de la contrainte d’incompressibilité. Plusieurs méthodes ont été proposées
pour améliorer la précision des méthodes basées sur le déplacement [Malkus and Hughes,
1978; Hughes, 1980; Neto et al., 2005].
Par ailleurs, les méthodes mixtes par éléments finis [Brezzi and Fortin, 2012] se sont ré-
vélées efficaces pour obtenir des résultats précis dans la résolution des écoulements de
fluides incompressibles et de l’élasticité incompressible. Dans ces méthodes, le problème
sous contrainte est réécrit sous la forme d’un problème de point d’équilibre sans contrainte
et une deuxième variable - la pression - est introduite. Cependant, toutes les méthodes
mixtes ne sont pas stables. En fait, les propriétés de convergence de cette formulation sont
régies par des considérations de stabilité, impliquant des exigences d’ellipticité et la fa-
meuse condition Ladyzhenskaya - Babuˇska - Brezzi (LBB) [Brezzi and Bathe, 1990; Brezzi
and Falk, 1991]. Si cette condition de stabilité n’est pas satisfaite, des oscillations non phy-
siques sévères peuvent apparaître dans le champ de pression. Des méthodes de stabilisation
ont été proposées pour surmonter les limites des formulations classiques d’EF mixtes dans
le domaine de la dynamique des fluides incompressibles. Ces méthodes reposent sur l’ajout
de termes différentiels d’ordre élevé artificiels à l’équation de continuité discrète, afin de
contourner la condition LBB (voir [Quarteroni and Valli, 1994] pour un aperçu complet).
Toutes les méthodes décrites précédemment peuvent être étendues à des équations dy-
namiques utilisant une discrétisation temporelle implicite (par exemple, schéma d’Euler
implicite ou schémas de Newmark implicites). Cependant, à chaque pas de temps, une
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inversion de matrice est requise pour le calcul de la vitesse ou du champ de déplacement.
Une approche populaire pour augmenter l’efficacité des solveurs dynamiques a été proposée
pour la première fois en calcul dynamique des fluides par [Chorin, 1968, 1969] et Temam
[1968, 2001] à la fin des années 1960, et il est appelé projection à pas fractionnaire. Dans
cette famille de méthodes, la discrétisation en temps est divisée en deux étapes distinctes
pour la viscosité et l’incompressibilité, respectivement. La première demi-étape correspond
à un problème elliptique pour une vitesse intermédiaire, tenant compte de la diffusion de
la viscosité et de l’advection, tandis que la deuxième demi-étape consiste en un problème
non visqueux où la vitesse à la fin du pas de temps, à divergence nulle, est calculée à partir
de la distribution de pression. De cette manière, à chaque pas de temps, deux équations el-
liptiques découplées sont résolues, ce qui est très avantageux pour des simulations à grande
échelle. [Guermond et al., 2006].
Des efforts moins importants ont été déployés pour développer des méthodes efficaces pour
le traitement de la contrainte d’incompressibilité en élastodynamique. Étant donné que la
physique sous-jacente est la propagation d’ondes, des méthodes totalement explicites pour-
raient être considérées comme de bons candidats pour obtenir des schémas efficaces (dans
le cas de milieux quasi-incompressibles). Cependant, l’application de l’incompressibilité
implique une limitation drastique du pas de temps du schéma, en raison de la condition de
stabilité. Afin de contourner les limites des méthodes totalement explicites, nous propo-
sons d’adopter les idées principales de l’algorithme de projection à pas fractionnaire pour
concevoir un schéma efficace d’élastodynamique incompressible, en raison de l’efficacité de
cette méthode et des similitudes avec les fluides incompressibles visqueux.
Structure de la thèse
La première partie du manuscrit traite de la modélisation mathématique de la FRA, de
la propagation de l’onde de cisaillement résultante et de la caractérisation de la vitesse de
l’onde de cisaillement dans une loi de comportement générale du tissu myocardique. L’une
des contributions principales de ce travail est la mise au point d’une analyse mathématique
originale du phénomène de la FRA. Plus en détail, nous déduisons l’équation dominante
du champ de pression et du champ d’ondes de cisaillement induites à distance par la FRA,
et nous calculons une expression analytique du terme source responsable de la génération
d’ondes de cisaillement à partir d’une impulsion de pression acoustique. L’approche que
nous proposons repose sur une analyse asymptotique.
Dans la deuxième partie de la thèse, nous présentons des outils numériques efficaces pour
une simulation numérique réaliste d’une expérience de SWE. L’approximation numérique
des équations de l’élastodynamique est basée sur des éléments finis spectraux d’ordre élevé
pour la discrétisation spatiale. De plus, nous présentons une nouvelle méthode de discré-
tisation temporelle adaptée à l’élasticité incompressible. En particulier, nous construisons
une discrétisation temporelle qui conserve l’énergie et ne traitons implicitement que les
termes correspondant à des “informations” se déplaçant à une vitesse infinie, associées à la
contrainte d’incompressibilité, en résolvant un problème scalaire de Poisson à chaque pas
de temps de l’algorithme. De plus, nous proposons une nouvelle méthode rapide, sans sto-
ckage de matrice et d’ordre élevé pour résoudre l’équation différentielle partielle de Poisson
dans le domaine fini.
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Part I : Modélisation mathématique
Extraction des propriétés mécaniques des tissus mous à partir de la vitesse des
ondes de cisaillement. Le premier objectif de cette thèse est de décrire une approche
méthodologique permettant de caractériser la propagation élastographique des ondes de
cisaillement pour une loi de comportement générale du myocarde. Les équations régissant
la propagation des ondes de cisaillement sont obtenues à partir d’un modèle biomécanique
reflétant avec précision le comportement complexe du myocarde et de l’organe entier. En-
suite, les vitesses des ondes de cisaillement sont calculées sur la base du calcul d’un tenseur
dit de Christoffel. Nous caractérisons la propagation des ondes de cisaillement pour diffé-
rents choix de loi de comportement associée à la contrainte passive. De plus, nous étudions
la contribution de la contrainte active à la propagation de l’onde élastographique et dé-
montrons qu’elle est dominée par l’effet de précontrainte. Nous conclurons ce chapitre
en montrant quelques applications à l’extraction de l’orientation des fibres dans tout le
myocarde et à la détection de “pathologies numériques” dans un modèle biomécanique
tridimensionnel de coeur.
Modélisation de la FRA et génération d’ondes de cisaillement. L’un des objectifs
de cette thèse est de fournir une expression analytique de l’excitation induite par la FRA
dans un solide non linéaire. De manière plus détaillée, nous souhaitons proposer une for-
mulation valable pour les milieux subissant une déformation importante, indépendamment
de la nature de la précontrainte. De plus, nous visons à nous débarrasser des hypothèses
simplificatrices habituellement faites sur les propriétés de la solution (par exemple, l’hypo-
thèse d’onde plane). Pour ce faire, nous élaborons un modèle mathématique basé sur des
considérations énergétiques et une analyse asymptotique. Il est à noter également que dans
les méthodes d’élastographie basées sur la FRA appliquées au contexte cardiaque, la pro-
pagation des ondes induite par la FRA se superpose à la mécanique non linéaire associée à
la déformation cardiaque pendant le cycle cardiaque, qui doit être prise en compte dans la
formulation. Dans le Chapitre 2 nous fournissons un modèle mathématique rigoureux qui
décrit, dans le contexte d’un modèle biomécanique non linéaire, représentant de manière
adéquate l’état complexe du myocarde :
• l’expression du terme source surfacique (faisceau ultrasonore focalisé) ;
• la propagation d’ondes de pression induite par l’excitation de FRA ;
• la propagation d’ondes de cisaillement générée par la FRA.
Une expression détaillée du terme source responsable de la propagation de l’onde de ci-
saillement est fournie et il est montré qu’il est associé à la viscosité et aux non-linéarités
du tissu. De plus, dans le Chapitre 3, nous fournissons une justification de notre formula-
tion en présentant une preuve de convergence de l’approximation de la solution dans une
configuration linéaire quasi-statique.
Partie II : Approximation numérique
Approximation numérique des équation d’élastodynamique en incompressible.
Afin de réaliser une approximation appropriée et efficace de la propagation des ondes
élastiques dans des solides incompressibles, nous décrivons dans le Chapitre 4 (qui prend
la forme d’un article déjà soumis pour publication dans une revue internationale) un cadre
numérique adapté que nous avons développé pour le traitement de la contrainte d’incom-
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pressibilité. Des éléments finis conformes d’ordre élevé avec mass-lumping sont utilisés pour
la discrétisation en espace et un schéma implicite/explicite de deuxième ordre, préservant
l’énergie, est utilisé pour la discrétisation en temps. La caractéristique principale de cette
méthode est que le pas de temps de l’algorithme n’est pas régi par l’onde de pression, qui
se déplace à une vitesse “infinie”, mais uniquement par la vitesse de l’onde de cisaillement.
De plus, la contrainte d’incompressibilité est imposée par des techniques de pénalisation
et consiste en la résolution d’un problème scalaire de Poisson à chaque pas de temps.
L’analyse numérique de l’ordre de convergence du schéma est détaillée au Chapitre 5.
Simulation numérique d’une expérience de SWE . Le deuxième objectif principal de
cette thèse est le développement d’un cadre computationnel pour la simulation numérique
réaliste d’une expérience de SWE dans un tissu mou comme le myocarde. Pour ce faire, le
Chapitre 6 est consacré à la description d’un modèle mathématique tridimensionnel com-
plet pour la propagation des ondes élastiques dans un milieu précontraint, hyperélastique,
viscoélastique, hétérogène, anisotrope, sujet à une contrainte active, dans des conditions
réalistes d’une expérience de SWE. L’approximation numérique de ce modèle consiste en
une méthode d’éléments spectraux d’ordre supérieur en espace et en une discrétisation tem-
porelle implicite/explicite adaptée, décrite dans le Chapitre 4. Une preuve de la stabilité
du schéma est également détaillée dans ce chapitre.
Un solveur rapide pour la résolution numérique du problème de Poisson. Afin
de réaliser des simulations numériques efficaces de la propagation d’ondes élastiques dans
le myocarde, nous avons développé une méthode adaptée à la résolution du problème de
Poisson qui est introduit à chaque pas de temps du schéma proposé au Chapitre 4. En par-
ticulier, dans le Chapitre 7 (qui prend aussi la forme d’un article soumis pour publication
dans une revue internationale), nous fournissons un nouveau solveur rapide, sans stockage
de matrice, pour le problème de Poisson discrétisé avec les méthodes d’éléments spectraux
d’ordre élevé (HO-SEM). Cette méthode repose sur l’utilisation de la transformation de
Fourier discrète (TFD) pour réécrire le problème sous forme de l’inversion du symbole de
l’opérateur dans l’espace des fréquences. Puisque des HO-SEM sont adoptés pour la dis-
crétisation en espace, une implémentation efficace est requise pour l’inversion du symbole.
Le solveur que nous avons développé se caractérise par plusieurs caractéristiques :
• il préserve l’efficacité de l’algorithme de transformée de Fourier rapide, qui est stan-
dard pour le cas linéaire ;
• le stockage de matrices est réduit sensiblement ;
• une décomposition en valeurs singulières (SVD) pseudo-explicite est utilisée pour
l’inversion des symboles ;
• il est naturellement étendu à de multiples dimensions par tensorisation, en raison de
la discrétisation HO-SEM sous-jacente ;
• il peut être facilement généralisé à des conditions aux bords non périodiques en ef-
fectuant une extension périodique symétrique du terme source. Cependant, en raison
des propriétés de symétrie du terme source étendu et des propriétés intrinsèques de
la TFD, la majeure partie des calculs est limitée aux fréquences associées au terme
source d’origine (non étendu), préservant ainsi l’efficacité de l’algorithme.
Ce chapitre est complété par des résultats numériques et quelques remarques sur la com-
plexité du solveur - qui se révèle être de l’ordre de O(Rd+1Nd logN) en dimension d - et
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CHAPTER 1
Elastodynamic equation in the cardiac setting
Summary
The aim of this chapter is to outline a methodological and numerical approach to
characterise elastographic shear waves for a very general constitutive behaviour of
the myocardium. To do so, we consider a biomechanical model that can accurately
reflect the complex behaviour of the myocardium and of the organ, from which we
derive the equations governing the shear wave propagation imaged in elastographic
techniques. We also detail the derivation of the so-called Christoffel tensor, that is
necessary to compute shear wave velocities, for different constitutive laws modelling
the passive behaviour of the medium, and we analyse the contribution of active
stress on the elastographic wave propagation. Furthermore, we show some results
obtained with a three-dimensional beating heart biomechanical model, and compare
the computed wave velocities with published experimental measurements.
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1.1. Introduction
1.1 Introduction
Elastography techniques have raised a growing interest in clinical applications for soft
tissue characterisation over the past decades, the tissue stiffness being highly sensitive
to structural changes associated with physiological and pathological processes [Sarvazyan
et al., 2011; Gennisson, 2003]. In particular, very recent elastographic techniques, like
Acoustic Radiation Force Imaging (ARFI) [Nightingale et al., 2002], Shear Wave Elasticity
Imaging (SWEI) [Sarvazyan et al., 1998] and Supersonic Shear Imaging (SSI) [Bercoff
et al., 2004], are based on the propagation of shear waves, the measurement of which is
often referred to as “transient elastography”. Experimental studies such as those presented
in [Couade et al., 2011; Pernot et al., 2011, 2016] show the potential of the extension
of transient elastography to cardiac imaging. Nevertheless, such studies often show an
incorrect estimation of apparent mechanical properties that change significantly over the
cardiac cycle. Hence, there is a clear need for associating this varying apparent stiffness
with actual constitutive parameters – e.g. passive elastic moduli and active contractilities
– that characterise the state of the myocardium.
The approach we outline in this chapter to model and analyse shear wave propagation in
myocardium for elastography imaging can be summarised in three main steps:
• Consider an accurate biomechanical model adequately representing the complex be-
haviour of the myocardium;
• Derive the equations governing the shear wave propagation imaged in elastographic
techniques;
• Apply a suitable methodological and numerical approach to a beating heart model
to compute shear wave velocities.
Furthermore, the method we propose to compute elastographic shear wave propagation is
valid for a general constitutive behaviour, since no restrictive assumption (e.g. small strains
assumptions) is formulated for its derivation. The first part of this chapter (Section 1.2)
focuses on the presentation of a complete biomechanical model for the heart deformation,
following Chapelle et al. [2012]. Furthermore, the main aspects of elastic plane wave
propagation in such media are outlined. Then, in Section 1.3 we present the main tools for
the derivation of the equations governing shear wave propagation from the biomechanical
model of the myocardium. Section 1.4 presents the derivation of the so-called Christoffel
tensor, that is necessary to compute shear wave velocities, for different constitutive laws
modelling the passive behaviour of the medium. The contribution of active stress on
elastic wave propagation is analysed in Section 1.5. Then, some numerical applications are
outlined in Section 1.6, concerning the extraction of fibre orientation and the analysis of the
effect of local modification of the biomechanical properties of the tissue on elastographic
wave propagation. Finally, Section 1.8 contains some mathematical considerations on the
coercivity of the constitutive law adopted, parameter calibration and an alternative method
for the computation of the Christoffel tensor in prestress-free configuration.
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Figure 1.1 – Reference configuration Ω0 and deformed configuration Ω(t), obtained by the
deformation function φ.
1.2 Towards a model of elastic wave propagation in the heart
1.2.1 The equation of elastodynamics
Total Lagrangian formalism. The fundamental law of dynamics, or equilibrium equa-
tion, is the first step towards the formulation of the elastodynamic equations.
Let us consider a deformable solid occupying at time t the space domain Ω = Ω(t) ∈ R3,
and let us assume that the boundary ∂Ω(t) exists and is piecewise C1, so that the outward
normal τ1 is always defined in ∂Ω (Figure 1.1). We shall consider a Lagrangian formula-
tion; therefore, we define the position of every point in Ω(t) with respect to a reference
configuration Ω0. We denote by n0 the outward normal on ∂Ω0. A deformation can be
modelled as a bijective map φ : Ω¯0 → R3 from the reference to the deformed configuration,
and it reads
φ : ξ 7→ x = φ(ξ, t).
Let us define the displacement y as
y(ξ, t) = x− ξ = φ(ξ, t)− ξ,
and the deformation gradient F as
F (ξ, t) = ∇
ξ
φ = 1 +∇
ξ
y. (1.1)
For simplicity of notation, we denote in what follows F = F (ξ, t).
Transformation of surface and volume elements. From Eq. (1.2.1), the volume
element dx in the deformed configuration Ω is
dx = det
(∇
ξ
φ
)
dξ = detF dξ.
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Furthermore, given A0 a measurable subset of the reference configuration Ω0, we can define
the volume of A0 and A = φ(A0) as
vol A0 :=
∫
A0
dξ, vol A :=
∫
A
dx =
∫
A0
det
(
F (ξ, t)
)
dξ =
∫
A0
Jdξ,
where we have denoted J = det
(
F (ξ, t)
)
. If we consider a function u : x ∈ A → R, it is
dx- integrable over the set A0 if and only if the function
x ∈ A 7→ (u ◦ φ)(ξ)
is dξ- integrable over the set A0, and in this case we can write∫
A
u(x)dx =
∫
A0
(u ◦ φ)(ξ)Jdξ.
In the same way, it is possible to define the transformation of an area element. If dS0 ∈ ∂A0
is an infinitesimal area element on the boundary ∂A0 of the subdomain A0, the deformed
area element dS = φ(dS0) ⊂ ∂A is obtained as
ndS = JF−T · n0 dS0,
and
area S =
∫
S
dS =
∫
S0
J ||F−T · n0||dS0.
Fundamental law of dynamics. Let us introduce the right Cauchy-Green deformation
tensor
C = F T · F
and the Green-Lagrange strain tensor (or Green-Saint Venant strain tensor)
e =
1
2
(C − 1) = 1
2
(∇ y +∇ yT +∇ yT · ∇ y).
Its linear part is given by
ε =
1
2
(∇
ξ
y + (∇
ξ
y)T
)
.
The equilibrium equation is given by
ρ
(
γ − f)− div σ = 0, in Ω, t > 0, (1.2)
where γ is the acceleration, i.e. γ ◦ φ = ∂
2y
∂t2
, σ is the Cauchy stress tensor, ρ is the mass
density of the solid and f is the external force per unit mass. We will consider for the
moment zero initial condition, i.e. y(t = 0) = 0.
The associated weak formulation reads
∀w ∈ X,
∫
Ω
ρ
(
γ − f) · w dΩ + ∫
Ω
σ : ∇
x
w dΩ =
∫
ΓN(t)
t · w dS, (1.3)
where X is a space of admissible displacements to be defined, and t is a surface-distributed
load on the boundary ΓN(t) ⊂ ∂Ω(t) where Neumann conditions apply. Note that t = σ ·n
from Cauchy’s theorem.
We can express Eq. (1.3) in a total Lagrangian formulation, i.e. with respect to Ω0. Note
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that we assume that each field γ, σ, w, f, t is defined in Eulerian framework. However,
for simplicity of notation, in what follows we implicitly assume the composition with the
deformation map φ for each field when we express it in reference configuration.
First, note that we can rewrite
∇
x
w = ∇
ξ
w · ∇
x
ξ = ∇
ξ
w · F−1,
Then, in the reference configuration we have
∀w ∈ X,
∫
Ω0
ρ
(
γ − f) · w J dΩ0 + ∫
Ω0
σ : ∇
ξ
w · F−1J dΩ0 =
∫
ΓN,0
t0 · w dS0, (1.4)
with
t0 = J ||F−T · n0||t.
Let us define ρ0 such that ρ = ρ0/J and introduce the first Piola Kirchhoff stress tensor
T = J σ · F−T .
Then, Eq. (1.4) can be rewritten as following:
∀w ∈ X,
∫
Ω0
ρ0
(
γ − f) · w dΩ0 + ∫
Ω0
T : ∇
ξ
w dΩ0 =
∫
ΓN,0
t0 · w dS0, (1.5)
from which we can derive the strong form:
div T − ρ0
(
γ − f) = 0 in Ω0.
In order to work with symmetric tensors, we introduce the second Piola Kirchhoff stress
tensor
Σ = F−1 · T = JF−1 · σ · F−T ,
and we rewrite Eq. (1.5) as following:
∀w ∈ X,
∫
Ω0
ρ0
(
γ − f) · w dΩ0 + ∫
Ω0
Σ : (F T · ∇
ξ
w) dΩ0 =
∫
ΓN,0
t0 · w dS0. (1.6)
Using the fact that Σ is a symmetric tensor, and that
∀A s.t. Aij = Aji, ∀B, A : B = A :
B +BT
2
,
we can symmetrise the tensor F T · ∇
ξ
w in Eq. (1.6). We define the derivative of the
Green-Lagrange strain tensor with respect to displacements in X as
dye · w = 1
2
(
∇T
ξ
w · F + F T · ∇
ξ
w
)
=
1
2
(
(dyF · w)T · F + F T · dyF · w
)
.
Then, we obtain the following formulation of the fundamental law of dynamics, that we
will use from now on:
∀w ∈ X,
∫
Ω0
ρ0
(
γ − f) · w dΩ0 + ∫
Ω0
Σ : dye · w dΩ0 =
∫
ΓN,0
t0 · w dS0. (1.7)
We note that the term Σ : dye · w depends on the specific constitutive law adopted.
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1.2.2 The heart mechanical model in a nutshell
The heart dynamics cannot be described with sufficient precision by a linear constitutive
law. This is due to the fact that, during the cardiac cycle, the maximum deformation rate
of cardiac cells is about 20%. Consequently, a small deformation assumption is not correct.
A more precise modelling of the stress-strain relationship can be found in the theory of
hyperelasticity. Henceforth, we will give the main elements of hyperelastic theory, and
refer the reader to Ciarlet [1988]; Le Tallec [1994]; Temam and Miranville [2005] for further
reading on this subject.
Modelling of a hyperelastic medium. A material is said to be elastic if and only if the
stress tensor Σ only depends on the spatial variable ξ and the deformation gradient F . A
hyperelastic material is defined as a homogeneous elastic material that does not dissipate
energy during cyclic homogeneous deformations [Le Tallec, 1994], i.e. for every admissible
deformation field φ(ξ, t) = F (t) · ξ + c(t), periodic in time with period T ,
∫ T
0
∫
Ω0
T (F ) : F˙ dΩ0 dt = vol(Ω0)
∫ F (T )
F (0)
T (F ) : dF = 0. (1.8)
Note that Eq. (1.8) corresponds in thermodynamics to the Clausius-Duhem inequality in
absence of dissipation.
Consequently, we can define an elastic potential W e s.t.
T (F ) =
∂W e
∂F
.
Let us now consider a rigid deformation Q. Then, the stored energy is not modified by
this type of deformations, namely
W e(F ) = W e(Q · F ), ∀Q ∈ SO3(R).
If we take Q =
√
C · F−1, we see that W e can be considered as a function of C.
At first, we take into account an isotropic material, i.e. a material for which the behaviour
of the system does not depend on any rotation in Ω0, that is to say
W e(C) = W e(Q · C ·QT ), ∀Q ∈ SO3(R).
Then, if we take Q as the matrix composed of the eigenvectors of the tensor C, we see that
W e can be expressed uniquely as a function of the eigenvalues of C, i.e. its invariants
I1 = tr
(
C
)
, I2 = tr
(
cofC
)
=
1
2
((
tr
(
C
))2 − tr(C2)), I3 = det C.
As a consequence, there exists a relation for the energy W e and Σ, specifically:
∃W e = W e(I1, I2, I3) s.t. Σ(e) = ∂W
e
∂e
(I1, I2, I3), (1.9)
where e is the Green- Lagrange strain tensor previously defined.
Consequently, the stress tensor Σ can be computed from the derivative of the strain energy
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W e with respect to the invariants Ii. In other words, from Eq. (1.9) we can derive the
expression for the tensor Σ :
Σ = 2
4∑
i=1
∂W e
∂Ii
· ∂Ii
∂C
, (1.10)
with the identities:
∂I1
∂C
= 1,
∂I2
∂C
= (I11− C), ∂I3
∂C
= I3C
−1.
Hence, the constitutive law of the material is defined by the expression of the strain energy
W e. There exist several examples of isotropic, hyperelastic materials. We cite, as an
illustration, the Mooney-Rivlin law, that reads
W e := χ1(I1 − 3) + χ2(I2 − 3). (1.11)
Alternatively, we can mention the energy potential proposed by Ciarlet and Geymonat
[1982]
W e = χ1(I1 − 3) + χ2(I2 − 3) + a(I3 − 1)− (χ1 + 2χ2 + a) log(I3). (1.12)
Note that, under small strain assumption, every isotropic hyperelastic constitutive law
reduces to Hooke’s law after linearisation, i.e. it can be formulated as
Σ(e) = λ tr
(
e
)
1 + 2µ e, (1.13)
with (λ, µ) Lamé’s coefficients.
Decomposition of the stress tensor. We now consider a standard decomposition of
the stress tensor that is very useful in the case of incompressible materials. We define
p = − 1
3 J
Σ : C, and Σ
d
= Σ + p J C−1. (1.14)
The following decomposition of the stress holds:
Σ = Σ
d
− p J C−1. (1.15)
As a consequence, if we consider isotropic contraction-expansion deformations, for all test
displacements w = λx, we obtain
dye ·w = 1
2
dyC ·w = 1
2
(
(dyF ·w)T ·F +F T ·dyF ·w
)
=
1
2
(
(∇
ξ
w)T ·F +F T ·∇
ξ
w
)
= λC.
Hence, the deviatoric part of the stress tensor Σ
d
does not produce work on this type of
deformations, i.e.
Σ
d
: dye · w = λΣ : C + λ p J C−1 : C = 0.
Reduced Invariants. More often, the strain energy is defined in terms of reduced in-
variants, since their use allows to simplify the decomposition of the stress tensor. We can
define the reduced invariants as
J1 = I1I
− 1
3
3 , J2 = I2I
− 2
3
3 , J3 = I
1
2
3 = J. (1.16)
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In fact, since
∂I1
∂C
: C = I1,
∂I2
∂C
: C = 2 I2,
∂I3
∂C
: C = 3 I3,
from Eq. (1.16) we obtain
∂J1
∂C
: C = 0,
∂J2
∂C
: C = 0,
∂J3
∂C
: C =
3
2
J.
Thus, using the definition (1.14), the decomposition (1.15) reduces to
Σ
d
= 2
(
∂W e
∂J1
· ∂J1
∂C
+
∂W e
∂J2
· ∂J2
∂C
)
, and p = −∂W
e
∂J
. (1.17)
Incompressibility. Incompressible materials are subject to the constraint that every
deformation must preserve the volume at each point. Therefore, they satisfy
J = detF = 1. (1.18)
We emphasize the fact that, due to Eq. (1.18), the strain energy can be characterised as
a function of the first two reduced invariants only, i.e.
W e = W e(J1, J2). (1.19)
Note that, in static cases, Eq. (1.7) is a consequence of the minimisation problem
min
y
(Em −Wext),
where Em is the elastic energy of the system and it reads
Em =
∫
Ω0
W e(e) dΩ0,
whereas Wext represents the external work. In the case of incompressible materials, the
incompressibility constraint is enforced by the introduction of a Lagrange multiplier p such
that
min
y,J=1
(Em −Wext) = min
y
max
p
(∫
Ω0
(
W e(e) + p (1− J))dΩ0 −Wext).
Therefore, for all test displacement w,∫
Ω0
(∂W e
∂e
− p ∂J
∂e
)
: dye · w dΩ0 − dyWext · w = 0.
Hence, if we identify the stress tensor
Σ =
∂W e
∂e
− p ∂J
∂e
=
∂W e
∂e
− p J C−1.
and considering Eqs. (1.19), (1.15) and (1.17), we retrieve that the multiplier p coincides
with the pressure introduced in the decomposition of the stress tensor. The so-called mixed
formulation must be solved:
Find (y, p) ∈ X× L such that, ∀ (w, q) ∈ X× L
∫
Ω0
ρ0
(
y¨ − f) · w dΩ0 + ∫
Ω0
Σ
(
y, p
)
: dye · w dΩ0 =
∫
ΓN,0
t0 · w dS0∫
Ω0
ρ0
(
det
(
F (y)
)− 1) q dΩ0 = 0,
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with L space of admissible pressures.
In the case of nearly-incompressible media, a penalisation formulation is derived. As an
example, one can choose
W e(e) = W e(J1, J2) +
κ
2
(1− J)2,
with κ bulk modulus, assumed very large in order to penalise the term (1− J)2. Another
choice for the penalisation term is the one proposed in the model by Ciarlet and Geymonat
[1982], that reads, in reduced invariants,
W e(e) = χ1(J1 − 3) + χ2(J2 − 3) + κ(J − 1)− κ log(J).
This formulation also implies J > 0 by hypothesis.
Anisotropy. Until now, we have detailed a constitutive law for an isotropic material.
However, the myocardial tissue cannot be modelled as such, due to the fibered structure of
this tissue. In fact, it has been experimentally validated that muscle fibres are wound as in
a coil and arranged in parallel laminar structures, denoted sheets, of three to four muscle
fibres in the thickness, that are oriented transversely to the heart wall [Streeter et al.,
1969; Lee et al., 2012]. Moreover, the fibre orientation in human left ventricle myocardium
changes smoothly throughout the wall thickness. Their direction goes from −60◦ to −70◦
in sub-epicardial region (outer layer), to orthoradial orientation in mid-wall regions, and
finally to +60◦ to +70◦ in sub-endocardial regions (inner layer) [Sommer et al., 2015].
This type of anisotropy can be well captured by considering the medium as transversely
isotropic. This means that at every point there exists a privileged direction τ1(ξ). In this
case, more invariants are needed in order to express the elastic potential [Raoult, 2009]
I4 = τ1 · C · τ1, I5 = τ1 · C2 · τ1.
The strain energyW e becomes a function of five invariants, giving the following expression
for the stress tensor Σ:
Σ(e) = 2
3∑
i=1
∂W e
∂Ii
· ∂Ii
∂C
+
∂W e
∂I4
τ1 ⊗ τ1 + ∂W
e
∂I5
((
C · τ1
)⊗ τ1 + τ1 ⊗ C · (τ1)).
Recent works also consider another privileged direction, transverse to the fibre axis within
the sheet, denoted sheet axis. Therefore, at every material point, a right-handed orthogonal
set of axes is defined, composed of the fibre axis, the sheet axis, and the sheet-normal axis.
In this case, the material is denoted as orthotropic, and the strain energy can be a function
of 6 to 8 invariants [Holzapfel and Ogden, 2009; Sommer et al., 2015].
In what follows, we will consider a transversely isotropic constitutive law. This is justified
by the fact that the characterisation of sheet direction is limited by the physiological data
available. Moreover, for our purposes, the description of the myocardium as a composite of
multiple transversely isotropic thin media is detailed enough for capturing the main features
of shear wave propagation in the myocardium. In fact, it is experimentally established that
shear waves propagate faster along than across the fibre direction [Royer and Dieulesaint,
2000]. Furthermore, we will choose an exponential constitutive law, since it has been shown
in multiple experimental studies [Guccione et al., 1995; Costa et al., 2001; Holzapfel and
Ogden, 2009] that this type of law suits well the material nonlinearities of the myocardium.
In more detail, if we define a fourth reduced invariant as
J4 = I4 I
− 1
3
3 ,
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we can describe the passive elastic potential of the myocardium as
W e(e) = κ1e
κ2(J1−3)2 + κ3eκ4(J4−1)
2
+ χ2(J2 − 3) + κ(J − 1)− κ log(J).
This definition consists in a combination of a transversely isotropic exponential law with a
penalisation term for incompressibility and a linear, isotropic term. This term is inserted
in order to ensure overall numerical stability of the system, whereas the exponential com-
ponent dominates in large deformations. In what follows, we will justify this choice of
constitutive law.
Viscoelasticity. Biological soft tissues are known to be viscoelastic [Fung, 1973]. This
implies that the shape of the stress-strain curve depends on the strain rate at which the
traction is performed. In order to take into account viscosity, the equality (1.8) is gener-
alised into the Clausius-Duhem inequality(
Σ− ∂W
e
∂e
)
: e˙ ≥ 0, ∀ e, e˙. (1.20)
As a consequence, in any thermomechanical process the dissipation must be nonnegative.
Eq. (1.20) is satisfied if we introduce a scalar viscous pseudo-potentialWVS(e˙) that verifies
∂WVS
∂e˙ (0) = 0 and is convex with respect to e˙. In this case, we can define
Σ =
∂W e
∂e
+
∂WVS
∂e˙
.
A simple choice for WVS is represented by
WVS =
ζ
2
(
tr
(
e˙
))2
,
so that the associated stress tensor ΣVS is given by
ΣVS = ζ tr
(
e˙
)
1.
Active stress. A more realistic constitutive law of the heart takes into account the con-
tribution of the active stress. In this regard, we follow the model proposed by Chapelle
et al. [2012]. The complete constitutive law is composed of passive and active elements,
and it is constructed based on a non-linear rheological scheme, as depicted in Figure 1.2.
It consists of:
• An active component that describes the active behaviour of the sarcomere with the
Bestel-Clément-Sorine model [Bestel et al., 2001]
σc = τc + µe˙c,
where ec and σc are the strain and stress of the active element, τc is the contraction
stress and µ deals with the friction of the sarcomere.
• An elastic element accounting for the passive endings of the filament, set in series
with the active component. The introduction of this element is crucial to let the
active element contract (e˙c < 0) without any deformation of the entire fibre (e = 0).
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Es µ
τc
W e
η
es, σs ec, σc
e, Σ
ΣP
e1d, Σ1d
Figure 1.2 – Complete rheological model for the active law (in the direction τ1). Inspired
by [Caruel et al., 2014].
Let us denote by (es, σs) the one-dimensional strain and stress of the elastic element,
and assume σs = Eses (Hooke’s law). From the rheological model we obtain
(1 + 2e1d) = (1 + 2es)(1 + 2ec).
Consequently, indicating by e1d = τ1 · e · τ1 the strain in the fibre direction τ1, the
total stress of the fibre reads
Σ1d =
σc
(1 + 2es)
=
σs
(1 + 2ec)
=⇒ Σ1d = Es
(1 + 2ec)2
(e1d − ec),
As a consequence, we obtain
σc = τc + µce˙c = Es
e1d − ec
(1 + 2ec)3
(1 + 2e1d).
• An additional element representing the collagen and elastin extracellular matrix, set
in parallel. This element follows the passive constitutive law presented above.
We refer the reader to [Chapelle et al., 2012] for a throughout analysis of this active model.
The complete constitutive law for the myocardium. The total stress tensor can be
defined as
Σ := ΣP + ΣA,
with ΣP given by
ΣP = Σe + ΣVS =
∂W e
∂e
+
∂WVS
∂e˙
W e = κ1e
κ2(J1−3)2 + κ3eκ4(J4−1)
2
+ χ(J2 − 3) + κ
(
(J − 1)− log(J))
WVS = ζ2 tr
(
e˙
)2
,
(1.21)
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whereas ΣA is defined as
ΣA = Σ1d
(
e1d
)
τ1 ⊗ τ1,
with specific stress of the sarcomere
Σ1d =
σc
1 + 2 es
=
σs
1 + 2 ec
.
1.2.3 Elastic wave propagation in a hyperelastic medium
Most recent elastography imaging techniques consist in the remote generation of shear
waves (by acoustic radiation force) in a biological tissue. In fact, there is experimental
evidence that the velocity of propagation of the induced shear waves is strictly correlated
with biomechanical properties that are highly sensitive to structural changes associated
with physiological and pathological processes. As a consequence, by analysing the induced
shear wave propagation, it is possible to have an non-invasive insight on some biomechan-
ical properties of great clinical interest.
From a physical perspective, the elastic wave propagation corresponds to a small perturba-
tion of the dynamics described in Eq. (1.7) on a small time scale, for which we can assume
that the domain Ω is static.
With this assumption, we can rewrite the solution as
y
(
x, t
)
= y
0
(
x, t
)
+ δy˜
(
x,
t
δ
)
,
with δ small.
The governing equation of the perturbation y˜ can be then recovered by linearising Eq.
(1.7) around a reference configuration, given by the moving domain. In particular, under
the assumption of a hyperelastic medium, we can rewrite the second Piola-Kirchhoff tensor
Σ as
Σ = Σ
0
+ δ
∂Σ
∂e
:
(
dy
0
e · y˜)+O(δ2) = Σ
0
+ δΣ˜ +O(δ2).
We also observe that
dye · w = ε(w) + 1
2
(∇
ξ
wT · ∇
ξ
y
0
+∇
ξ
yT
0
· ∇
ξ
w) +
δ
2
(∇
ξ
wT · ∇
ξ
y˜ +∇
ξ
y˜T · ∇
ξ
w) +O(δ2)
= dy
0
e · w + δ
2
(∇
ξ
wT · ∇
ξ
y˜ +∇
ξ
y˜T · ∇
ξ
w) +O(δ2).
Consequently,
Σ : (dye · w) = Σ0 : dy0e · w + δ
(
Σ˜ : dy
0
e · w + Σ
0
:
1
2
(∇
ξ
wT · ∇ y˜ +∇
ξ
y˜T · ∇
ξ
w
))
+O(δ2)
= Σ
0
: dy
0
e · w + δ
(
dy
0
e · y˜ : ∂Σ
∂e
: dy
0
e · w + Σ
0
:
(∇
ξ
y˜T · ∇
ξ
w
))
+O(δ2),
due to the definition of Σ˜ and for symmetry reasons.
Consequently, the linear problem associated with the perturbation y˜ reads ∀w ∈ X∫
Ω0
ρ0 ¨˜y ·w dΩ0 +
∫
Ω0
dy
0
e · y˜ : ∂Σ
∂e
: dy
0
e ·w dΩ0 +
∫
Ω0
Σ
0
:
(∇
ξ
y˜T ·∇
ξ
w
)
dΩ0 = 0. (1.22)
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The last two integrals account for material stiffness and prestress effect, respectively.
We can rewrite Eq. (1.22) in a compact form:
find y˜ s.t. m(¨˜y, w) + a(t; y˜, w) = 0 ∀w ∈ V (Ω0), (1.23)
where we have introduced the bilinear forms
m(¨˜y, w) =
∫
Ω0
ρ0 ¨˜y · w dΩ0,
a(t; y˜, w) =
∫
Ω0
dy
0
e · y˜ : ∂Σ
∂e
: dy
0
e · w dΩ0 +
∫
Ω0
Σ
0
:
(∇
ξ
y˜T · ∇
ξ
w
)
dΩ0.
Furthermore, in terms of a total tangent stiffness operator, we can rewrite Eq. (1.22) as
∀w ∈ X,
∫
Ω0
ρ0 ¨˜y · w dΩ0 +
∫
Ω0
∇
ξ
y˜ : CLag : ∇
ξ
w dΩ0 = 0. (1.24)
However, elastic wave propagation is measured in the deformed configuration. Conse-
quently, Eq. (1.24) must be reformulated as
∀w ∈ X,
∫
Ω
ρ ¨˜y · w dΩ +
∫
Ω
J−1
(∇
x
y˜ · F ) : CLag : (∇
x
w · F ) dΩ = 0. (1.25)
If we define
CEul = J−1 F ·CLag · F T ,
we can rewrite Eq. (1.25) as
∀w ∈ X,
∫
Ω
ρ ¨˜y · w dΩ +
∫
Ω
∇
x
y˜ : CEul : ∇
x
w dΩ = 0. (1.26)
All the information of the elastic wave propagation can be retrieved by analysing the
fourth-order tensor CEul. For our purposes, we shall choose with care the expression for
the stress tensor Σ, in order to capture realistic values of the physical parameters that we
want to estimate.
1.2.4 Plane wave propagation in homogeneous media
Let us define Ω = Rd, C = CEul. The elastodynamic equation (1.26) can be rewritten as
ρ
∂2y˜i
∂t2
= Cij`m
∂2y˜`
∂xj∂xm
, ∀ i = 1, 2, .., d. (1.27)
We highlight that we have used the Einstein summation convention for repeated indices.
Following the assumption that the domain can be considered “fixed” with respect to elastic
wave propagation, we can consider that the fourth-order tensor C is “locally” constant in
time and space. Therefore, Eq. (1.27) reads in weak formulation
∀w = (w1, w2, ..., wd) ∈ V (Ω)∫
Ω
ρ y¨
i
wi dΩ =
∫
Ω
Cij`m
∂y`
∂xm
∂wi
∂xj
dΩ
(∗)
=
∫
Ω
Cij`m ε`m
(
y
)
εij
(
w
)
dΩ, ∀k = 1, 2, .., d,
(1.28)
with
ε`m
(
y
)
=
1
2
(
∂y`
∂xm
+
∂ym
∂x`
)
.
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The last equality (∗) is verified if C is symmetric, i.e. Cij`m = Cjim`, ∀ i, j, `,m = 1, 2, .., d
[Joly, 2008].
Let us assume that the solution of Eq. (1.27) is a plane wave, i.e. a particular wave in the
following form:
y(x, t) = dei(k·x−ωt), (1.29)
where k ∈ Rd is the wave vector, ω ∈ R is the angular frequency and d ∈ Rd is the
displacement vector (or polarisation vector).
The solution y of (1.29) represents a plane wave propagating in the direction ν = k|k| at
the so-called phase velocity
V =
ω
|k| .
Then, y is solution of Eq. (1.27) iff d, k and ω satisfy
Γ(k) d = ρω2d, (1.30)
where we have introduced the Christoffel tensor Γ(k), that is a d × d symmetric matrix
defined as
Γi `(k) =
d∑
j,m=1
Cij`m kj km.
Consequently, the eigenvalue problem (1.30) reads(
Cij`m kj km − ρω2 δi`
)
d` = 0 ∀` = 1, 2, .., d. (1.31)
The symmetry of Γ(k) is a direct consequence of the symmetry of C.
Furthermore, the Christoffel tensor is positive definite if C is coercive [Joly, 2008]. There-
fore, if C is coercive, Γ has only real positive eigenvalues (consequently, Eq. (1.27) is
hyperbolic) and it is diagonalisable in an orthonormal basis of Rd.
Moreover, as Γ(k) is a homogeneous polynomial of degree two with respect to the wave
vector k, there exist d smooth functions
Vj(ν) : S
d−1 → R+,
where Sd−1 = {ν ∈ Rd| |ν| = 1} is the unit sphere in Rd such that the spectrum of the
Christoffel matrix Γ(k) reads
spΓ(k) = {ρ|k|2V 2j (ν), j = 1, 2, .., d}.
As a consequence, for every direction ν ∈ Sd−1 there exists an orthonormal basis pj(ν)dj=1
(composed of the polarisation vectors) such that
Γ(k) pj(ν) = ρ |k|2Vj(ν)2pj(ν).
From Eq. (1.30) we can consider d as an eigenvector of Γ(k) associated with the eigenvalue
ρω2. This means that y is a non-trivial solution of the elastodynamic equation (1.27) iff
∃ j ∈ {1, 2, .., d} s.t. ω = ±ωj(k) = |k|Vj(ν),
and d belongs to the eigenspace of Γ(k) associated with ρ|k|2V 2j (ν), i.e. d is collinear to
pj(ν).
The elastic medium satisfies the dispersion relation
D(ω, k) := ρd
d∏
j=1
(ωj(k)
2 − ω2) = 0, (1.32)
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λ
Direction of wave propagation
Reference configuration
Pressure wave
Shear wave
Figure 1.3 – Illustration of longitudinal and transverse waves.
namely
D(ω, k) ≡ det(Γ(k)− ρω2I) = 0.
In particular, let us consider a plane wave satisfying the dispersion relation
ω = ωj(k).
Then, the corresponding group velocity is defined as:
V gj (k) = ∇ωj(k).
From the homogeneity property
ωj(αk) = αωj(k), ∀j = 1, 2, .., d, ∀α ∈ R,
we can define, if ω 6= 0,
Dˆ(s) = D(1, s) ≡ ρd
d∏
j=1
(ωj(s)
2 − 1),
where s = kω is called slowness vector.
Consequently, Eq. (1.32) holds iff Dˆ(s) = 0, and the solutions of this equation in the
s-plane are called slowness curves.
The wavefronts are the curves defined by the extremities of the group velocity vectors
Vj(ν), with ν ∈ Sd−1. We note that the wavefronts geometrically represent the polar
reciprocal curves of the slowness curves.
In homogenous isotropic media, there are two types of plane waves:
• The pressure waves or P waves, whose polarisation is collinear to the direction of
propagation ν,
• The shear waves or S waves, whose polarisation is orthogonal to the direction ν.
See Figure 1.3 for a graphical illustration of pressure and transverse waves. If we denote
by VP and VS the phase velocities of P waves and S waves, respectively, then VP > VS . In
homogeneous isotropic media VP and VS do not depend on the propagation direction ν.
Furthermore, the wavefronts are two circles of radius VP and VS , and the corresponding
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slowness curves are circles of radius V −1P and V
−1
S , respectively.
In anisotropic media, shear plane waves have a polarisation orthogonal to the propagation
direction, but they do not propagate at the same (phase) velocity, since it depends on
the propagation direction. Consequently, these waves are denoted as quasi-shear waves.
Furthermore, longitudinal waves have polarisation direction almost equal to propagation
direction, and they are denoted quasi-pressure waves. In three-dimensional anisotropic me-
dia, it is possible to distinguish three waves: one quasi-pressure wave, one quasi-transverse
wave; and a coupling term of lower amplitude [Bercoff et al., 2004].
1.3 Linearisation of mechanical quantities around a prestressed
configuration
The aim of this chapter is to derive the expression of the linearised equation (1.22) for
a realistic constitutive law of the myocardium and derive the corresponding Christoffel
tensor, in order to retrieve the main features of elastic wave propagation in the medium.
To do so, we first perform a linearisation of strain tensors, stress tensors and invariants, in
order to compute a first-order approximation of the second Piola-Kirchhoff stress tensor
Σ.
In the simplest linearised formulation, small displacements from the reference configuration
are assumed. Therefore, only the first order of each quantity in the principle of virtual
work is retained, in particular:
e ≈ ε := 1
2
(∇ y +∇ yT ).
Our purpose is to generalise this approach, linearising along a time-dependent deformed
configuration denoted Ω0(t), related to the intrinsic movement of the heart.
1.3.1 Hypothesis
Let us consider the domain Ω0(t), representing the moving configuration of the heart. We
rewrite the displacement vector, according to our assumptions,
y(t, x) = y
0
(t, x) + δy˜(τ, x),
with τ := tδ , δ small. Consequently,
∇ y = ∇ y
0
+ δ∇ y˜,
and the deformation tensor becomes
F = 1 +∇ y = 1 +∇ y
0
+ δ∇ y˜.
For simplicity of notation, we define
F
0
:= 1 +∇ y
0
.
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1.3.2 Linearisation of strain and stress tensors
The Green-Lagrange strain tensor e linearises as
e =
1
2
(∇ y +∇ yT +∇ yT · ∇ y)
=
1
2
(∇ (y
0
+ δy˜) +∇ (yT
0
+ δy˜T ) +∇ (yT
0
+ δy˜T ) · ∇ (y
0
+ δy˜)
)
= e
0
+ δe
0
(y˜) +O(δ2) ≈ e
0
+ δe
0
(y˜),
where
e
0
=
1
2
(∇ y
0
+∇ yT
0
+∇ yT
0
· ∇ y
0
),
e
0
(y˜) =
1
2
(∇ y˜ +∇ y˜T +∇ yT
0
· ∇ y˜ +∇ y˜T · ∇ y
0
) =
1
2
(F T
0
· ∇ y˜ +∇ y˜T · F
0
).
Therefore, the Cauchy-Green tensor can be reformulated as
C = F TF = (1 +∇ yT
0
+ δ∇ y˜T )(1 +∇ y
0
+ δ∇ y˜)
= 1 +∇ y
0
+ δ∇ y˜ +∇ yT
0
+ δ∇ y˜T +∇ yT
0
· ∇ y
0
+ δ∇ yT
0
· ∇ y˜ + δ∇ y˜T · ∇ y
0
+O(δ2)
= 1 + 2 e
0
+ 2 δe
0
(y˜) +O(δ2) ≈ C
0
+ δ C˜,
with
C
0
:= 1 + 2e
0
, C˜ := 2 e
0
(y˜)
and factors of δ2 are neglected according to the usual assumption of δ small. Furthermore,
the inverse of C reads
C−1
(
y
)
=
(
C
0
+ δ C˜
)−1
+O(δ2) =
(
1 + δ C−1
0
· C˜
)−1
· C−1
0
+O(δ2).
In addition, we recall that
(1 + δ A)−1 = 1− δ A+O(δ2).
Hence, we can define
C−1 := C−1
(
y
)
= C−1
0
+ δ G˜+O(δ2),
where
C−1
0
:= (1 + 2 e
0
)−1, G˜ := −C−1
0
· C˜ · C−1
0
= −2C−1
0
· e
0
(
y˜
) · C−1
0
.
1.3.3 Linearisation of invariants and reduced invariants
We can now proceed to linearise the invariants Ii, i ∈ {1, 2, 3, 4}. The first invariant I1
reads
I1 = tr
(
C
)
= 3 + 2 tr
(
e
0
)
+ 2 δ tr
(
e
0
(y˜)
)
+O(δ2)
≈ I1,0 + δI˜1,
with
I1,0 := 3 + 2 tr
(
e
0
)
, I˜1 := 2 tr
(
e
0
(y˜)
)
.
54
1.3. Linearisation of mechanical quantities around a prestressed configuration
Analogously, we can reformulate the second invariant I2 as
I2 =
1
2
(
(tr
(
C
)
)2 − tr(C2))
=
1
2
(
3 + 2 tr
(
e
0
)
+ 2 δ tr
(
e
0
(y˜)
)
+O(δ2)
)2
− 1
2
tr
(
1 + 4e2
0
+ 8δe
0
· e
0
(y˜) + 4e
0
+ 4 δ e
0
(y˜) +O(δ2)
)
= 3 + 4 tr
(
e
0
)
+ 2 tr2(e
0
)− 2 tr
(
e2
0
)
+ 4δ
(
tr
(
e
0
(y˜)
)
+ tr
(
e
0
)
tr
(
e
0
(y˜)
)
− tr
(
e
0
· e
0
(y˜)
))
+O(δ2)
≈ I2,0 + δI˜2,
with
I2,0 := 3 + 4 tr
(
e
0
)
+ 2 tr2(e
0
)− 2 tr
(
e2
0
)
,
I˜2 := 4 tr
(
e
0
(y˜)
)
+ 4 tr
(
e
0
)
tr
(
e
0
(y˜)
)
− 4 tr
(
e
0
· e
0
(y˜)
)
.
As far as I3 is concerned, we use the following property, valid for every scalar A,B ∈ R:
det
(
A+ δB
)
= detAdet
(
1 + δA−1 ·B)
= detA
(
1 + δ tr
(
A−1 ·B)+O(δ2))
= detA+ δ detA tr
(
A−1 ·B)+O(δ2),
valid if δ small. Consequently, we can linearise the third invariant I3 as
I3 = detC = det
(
1 + 2e
0
+ 2 δ e
0
(y˜)
)
+O(δ2)
= detC
0
+ 2 δ detC
0
tr
(
C−1
0
· e
0
(y˜)
)
+O(δ2)
≈ I3,0 + δ I˜3,
with
I3,0 := detC0,
I˜3 := 2 detC0 tr
(
C−1
0
· e
0
(y˜)
)
.
At last, the invariant I4, introduced to model transversely isotropic media, linearises as
I4 = τ1 · C · τ1 = τ1 · τ1 + 2τ1 · e0 · τ1 + 2 δ τ1 · e0(y˜) · τ1 +O(δ2)
≈ I4,0 + δI˜4,
with
I4,0 := 1 + 2 τ1 · e0 · τ1, I˜4 := 2 τ1 · e0(y˜) · τ1.
As far as the reduced invariants are regarded, we recall their expression:
J1 = I1 I
− 1
3
3 , J2 = I2 I
− 2
3
3 , J3 = I
1
2
3 , J4 = I4 I
− 1
3
3 .
We recall that, for every scalar A ∈ R and α ∈ R we can write
(1 + δ A)α = 1 + α δ A+O(δ2).
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In order to compute the linearised expression for these invariants, we first linearise the
scalar I−
1
3
3 :
I
− 1
3
3 =
(
I3,0 + δI˜3
)− 1
3 +O(δ2) = (I3,0)
− 1
3
(
1 + δ I−13,0 I˜3
)− 1
3 +O(δ2)
= (I3,0)
− 1
3
(
1− 1
3
δ I−13,0 I˜3
)
+O(δ2).
Then, we can find the new expression for J1:
J1 = I1I
− 1
3
3 =
(
I1,0 + δI˜1
)(
I3,0 + δ I˜3
)− 1
3 +O(δ2)
=
(
I1,0 + δ I˜1
)(
I
− 1
3
3,0 −
1
3
δ I
− 4
3
3,0 I˜3
)
+O(δ2)
= I1,0 I
− 1
3
3,0 + δ
(
I˜1 I
− 1
3
3,0 −
1
3
I1,0 I
− 4
3
3,0 I˜3
)
+O(δ2)
≈ J1,0 + δJ˜1,
with
J1,0 := I1,0 I
− 1
3
3,0 , J˜1 := I˜1 I
− 1
3
3,0 −
1
3
I1,0 I
− 4
3
3,0 I˜3.
Analogously, the invariant J2 linearises as
J2 ≈ J2,0 + δJ˜2,
where we have defined
J2,0 := I2,0I
− 1
3
3,0 , J˜2 := I˜2 I
− 1
3
3,0 −
1
3
I2,0 I
− 4
3
3,0 I˜3.
The invariant J3 can be rewritten as
J3 ≈ J3,0 + δJ˜3,
with
J3,0 := I
1
2
3,0, J˜3 :=
1
2
I−13,0 I˜3.
Similarly, for J4 we obtain the following expression:
J4 = I4I
− 1
3
3 =
(
I4,0 + δI˜4
)(
I3,0 + δI˜3
)− 1
3 +O(δ2)
=
(
I4,0 + δI˜4
)(
I
− 1
3
3,0 −
1
3
δI
− 4
3
3,0 I˜3
)
+O(δ2)
= I4,0I
− 1
3
3,0 + δ
(
I˜4I
− 1
3
3,0 −
1
3
I4,0I
− 4
3
3,0 I˜3
)
+O(δ2)
≈ J4,0 + δJ˜4,
with
J4,0 := I4,0 I
− 1
3
3,0 , J˜4 := I˜4 I
− 1
3
3,0 −
1
3
I4,0 I
− 4
3
3,0 I˜3.
We are now able to linearise the stress tensor Σ around the deformed configuration and
derive the expression of the Christoffel tensor associated with it.
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1.4 Illustration on some constitutive laws for passive stress
Henceforth, we derive the expression of the Christoffel tensor for different constitutive laws.
In particular, we start by deriving the Christoffel tensor associated with an exponential
transversely isotropic constitutive law, and we discuss the properties of the wavefronts and
slowness curves that correspond to this model. Then, we add in the constitutive law the
contribution of a penalisation term accounting for nearly-incompressibility, and comment
the effects of this term on the Christoffel tensor and slowness curves. Subsequently, we
include an isotropic, linear term depending on the invariant I2, that corresponds to the
trace of the adjoint of the stress tensor C. We show that this term is fundamental to
regularise the values in the Christoffel tensor and, as a consequence, the wavefronts and
the slowness curves associated with the shear wave. We do not take into account viscosity in
our analysis, since the introduction of the stress tensor associated with viscosity generates
complex angular frequencies. As a consequence, the slowness curves and wavefronts do not
have a clear meaning in this case. Furthermore, we consider dimension d = 2 for the sake
of clarity.
1.4.1 An anisotropic model
First, we consider a transversely isotropic stress-strain law in the parallel element, and
define τ1 the privileged direction that corresponds to the muscle fibre for cardiac modelling.
A possible choice for the energy W e consists in
W e(e) = WTI(J1, J4) := κ1 e
κ2(J1−3)2 + κ3 eκ4(J4−1)
2
, (1.33)
with κi ∈ R+, for all i ∈ {1, 2, 3, 4}. We linearise the first exponential term in WTI,
assuming δ small, as following:
eκ2 (J1−3)
2
= eκ2 (J1,0+δ J˜1−3)
2
+O(δ2) = eκ2(J1,0−3)
2
e2 δ κ2 J˜1 (J1,0−3) +O(δ2)
≈ eκ2(J1,0−3)2(1 + 2 δ κ2 J˜1(J1,0 − 3))+O(δ2).
The second term eκ4 (J4−1)2 can be linearised in an analogous manner.
In order to retrieve the specific expression of the stress tensor Σ for this constitutive law,
following Eq. (1.10), we need to compute
ΣTI = 2
(∂WTI
∂J1
· ∂J1
∂C
+
∂WTI
∂J4
· ∂J4
∂C
)
. (1.34)
First, we evaluate the partial derivative of WTI with respect to the invariants J1 and J4 .
We get
∂WTI
∂J1
= 2κ1 κ2(J1 − 3) eκ2 (J1−3)2
= 2κ1κ2e
κ2(J1,0−3)2(J1,0 − 3) + 2 δ κ1 κ2eκ2(J1,0−3)2
(
J˜1 + 2κ2 J˜1(J1,0 − 3)2
)
+O(δ2),
∂WTI
∂J4
= 2κ3 κ4(J4 − 1)eκ4(J4−1)2
= 2κ3 κ4e
κ4(J4,0−1)2(J4,0 − 1) + 2 δ κ3 κ4eκ4(J4,0−1)2
(
J˜4 + 2κ4J˜4(J4,0 − 1)2
)
+O(δ2).
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Moreover, the derivatives of J1 and J4 with respect to C read, after some algebra,
∂J1
∂C
= I
− 1
3
3
(
1− 1
3
I1C
−1
)
= I
− 1
3
3 1−
1
3
J1C
−1
= I
− 1
3
3,0 1 + δ I˜
− 1
3
3 1−
1
3
(
J1,0C
−1
0
+ δ J1,0G˜+ δ J˜1C
−1
0
)
+O(δ2),
∂J4
∂C
= I
− 1
3
3
(
τ1 ⊗ τ1 − 1
3
I4C
−1
)
= I
− 1
3
3 τ1 ⊗ τ1 −
1
3
J4C
−1
= I
− 1
3
3,0 τ1 ⊗ τ1 + δ I˜
− 1
3
3 τ1 ⊗ τ1 −
1
3
(
J4,0C
−1
0
+ δ J4,0 G˜+ δ J˜4C
−1
0
)
+O(δ2),
where we have approximated
I
− 1
3
3 =
(
I3,0 + 2 δ I3,0 tr
(
C−1
0
· e
0
(y˜)
))− 13
+O(δ2)
= I
− 1
3
3,0
(
1− 2
3
δ tr
(
C−1
0
· e
0
(y˜)
))
+O(δ2)
≈ I−
1
3
3,0 + δI˜
− 1
3
3 ,
with
I
− 1
3
3,0 = detC
− 1
3
0 , I˜
− 1
3
3 = −
2
3
I
− 1
3
3,0 tr
(
C−1
0
· e
0
(y˜)
)
.
Under the assumption y
0
= 0, after some algebra we get
∂WTI
∂J1
= 2 δ κ1 κ2 J˜1 = 0 +O(δ
2),
∂WTI
∂J4
= 2 δ κ3 κ4 J˜4 = 4 δ κ3 κ4
(
τ1 · e0(y˜) · τ1 −
1
3
tr
(
e
0
(y˜)
))
+O(δ2),
and
∂J1
∂C
= −2
3
δ tr
(
e
0
(y˜)
)
1 + 2 δ e
0
(y˜) +O(δ2),
∂J4
∂C
= τ1 ⊗ τ1 − 1
3
1− 2
3
δ tr
(
e
0
(y˜)
)
τ1 ⊗ τ1 + 2
3
δ e
0
(y˜)
− 2
3
δ τ1 · e0(y˜) · τ1 +
2
9
δ tr
(
e
0
(y˜)
)
+O(δ2).
Note that in prestressed-free configuration e
0
(y˜) = ε(y˜). At this point, we are able to eval-
uate Eq. (1.34). The resulting Piola-Kirchhoff tensor ΣTI in a prestress-free configuration
reads
ΣTI = δ c(τ1 · ε(y˜) · τ1)τ1 ⊗ τ1 − 1
3
δ c tr
(
ε(y˜)
)
τ1 ⊗ τ1 − 1
3
δ c(τ1 · ε(y˜) · τ1)1
+
1
9
δ c tr
(
ε(y˜)
)
1 +O(δ2)
= δc
(
Σ˜
TI
1
− 1
3
Σ˜
TI
2
− 1
3
Σ˜
TI
3
+
1
9
Σ˜
TI
4
)
+O(δ2),
(1.35)
with
Σ˜
TI
1
= (τ1 · ε(y˜) · τ1) τ1 ⊗ τ1,
Σ˜
TI
2
= tr
(
ε(y˜)
)
τ1 ⊗ τ1,
Σ˜
TI
3
= (τ1 · ε(y˜) · τ1)1,
Σ˜
TI
4
= tr
(
ε(y˜)
)
1
(1.36)
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and
c = 8κ3 κ4.
We define Σ˜
TI
= δ−1 ΣTI, in order to make explicit the dependence on δ.
We recall that for elastographic purposes, we need to perform our analysis in deformed
configuration. To this end, we consider the stress tensor in deformed configuration
σTI = J−1F · ΣTI · F T ,
and we define σ˜TI = δ−1σTI. As a consequence, the fourth-order tensor C in Eulerian
configuration is given by
C ≡ CEul = J−1F ·CLag · F T .
In prestress-free configuration, however, F = 1+O(δ) and J = 1+O(δ). As a consequence,
for this choice of constitutive law, CEul = CLag +O(δ).
Christoffel tensor in prestress-free configuration. We assume y
0
= 0. We can define
the fourth-order symmetric tensor C such that σ˜TI = C e
0
(y˜). Hence, it reads
C = c
(
τ1 ⊗ τ1 ⊗ τ1 ⊗ τ1 − 1
3
(τ1 ⊗ τ1)⊗ 1− 1
3
1 ⊗ (τ1 ⊗ τ1) + 1
9
1⊗ 1
)
= c
(
τ1 ⊗ τ1 − 1
3
1
)
⊗
(
τ1 ⊗ τ1 − 1
3
1
)
.
(1.37)
It is easy to see that C is symmetric and semi-definite positive. In fact, for every e
symmetric and admissible we get
C e : e = c
(
τ1 · e · τ1 − 1
3
tr
(
e
))2 ≥ 0,
as c is a positive constant by hypothesis. Our aim is to compute
Γ˜i `(k) =
2∑
j,m
Cij`mkj km, ∀i ` ∈ {1, 2}. (1.38)
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First, we compute the explicit expression of C. First, we detail each term of the sum in
Eq. (1.37). We obtain
(
τ1 ⊗ τ1
)⊗ (τ1 ⊗ τ1) =

τ41,1 τ
3
1,1 τ1,2 τ
3
1,1 τ1,2 τ
2
1,1 τ
2
1,2
τ31,1 τ1,2 τ
2
1,1 τ
2
1,2 τ
2
1,1 τ
2
1,2 τ1,1 τ
3
1,2
τ31,1 τ1,2 τ
2
1,1 τ
2
1,2 τ
2
1,1 τ
2
1,2 τ1,1 τ
3
1,2
τ21,1 τ
2
1,2 τ1,1 τ
3
1,2 τ1,1 τ
3
1,2 τ
4
1,2

(τ1 ⊗ τ1)⊗ 1 =

τ21,1 0 τ1,1 τ1,2 0
0 τ21,1 0 τ1,1 τ1,2
τ1,1 τ1,2 0 τ
2
1,2 0
0 τ1,1 τ1,2 0 τ
2
1,2

1 ⊗ (τ1 ⊗ τ1) =

τ21,1 τ1,1 τ1,2 0 0
τ1,1 τ1,2 τ
2
1,2 0 0
0 0 τ21,1 τ1,1 τ1,2
0 0 τ1,1 τ1,2 τ
2
1,2

1⊗ 1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
(1.39)
By combining Eqs. (1.37), (1.38) and (1.39), after some algebra we obtain the expression
of the Christoffel tensor
Γ˜(k) = c
[
Γ˜11 Γ˜12
Γ˜12 Γ˜22
]
with
Γ˜11 =
(
τ21,1 −
1
3
)2
k21 + 2τ1,1 τ1,2
(
τ21,1 −
1
3
)
k1 k2 + τ
2
1,1 τ
2
1,2 k
2
2,
Γ˜12 =
(
τ21,1 −
1
3
)
τ1,1 τ1,2k
2
1 +
(
2τ21,1 τ
2
1,2 −
1
3
τ21,1 −
1
3
τ21,2 +
1
9
)
k1 k2 +
(
τ21,2 −
1
3
)
τ1,1 τ1,2 k
2
2,
Γ˜22 = τ
2
1,1 τ
2
1,2 k
2
1 + 2 τ1,1 τ1,2
(
τ21,2 −
1
3
)
k1 k2 +
(
τ21,2 −
1
3
)2
k22.
In the simple case τ1 = e1 ≡ (1, 0), we obtain
Γ˜(k) = c
[
4
9k
2
1 −29k1 k2
−29k1 k2 19k22
]
. (1.40)
On the contrary, if τ1 = e2 ≡ (0, 1), we get
Γ˜(k) = c
[
1
9k
2
1 −29k1 k2
−29k1 k2 49k22
]
.
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Figure 1.4 – Slowness curve (left) and wavefront (right) associated with the quasi-
longitudinal wave in a transversely isotropic medium. κ3 = 170 Pa, κ4 = 2.5.
It is interesting to note that det
(
Γ˜(k)
)
= 0. The resulting dispersion relation for the case
τ1 = e1 ≡ (1, 0) reads
0 = det
(
Γ˜(k)− ρω2I
)
= ρ2ω4 − 1
9
c (4 k21 + k
2
2) ρω
2. (1.41)
We shall consider Eq. (1.41) as an equation for a given value of the wave vector k at the
frequency ω. Then, we get four solutions
ω = ±ωQP (k), ω = ±ωQS(k),
where QP and QS stand for quasi-pressure and quasi-shear, since we are considering an
anisotropic medium. Γ(k) has two eigenvalues, associated with eigenvectors DQP (k) and
DQS(k), respectively, that read
γQP = ρω
2
QP (k) =
1
9
c (4k21 + k
2
2), γQS = ρω
2
QS(k) = 0. (1.42)
We notice from Eq. (1.42) that the quasi-transverse wave has zero velocity, while the
quasi-longitudinal wave has angular frequency
ωQP (k) = ± 1
3
√
c (4 k21 + k
2
2)
ρ
.
We choose κ3 = 170Pa, κ4 = 2.5 (see Section 1.8.2 for further details on calibration).
Consequently, we obtain c = 3400 Pa. Figure 1.4 depicts the resulting slowness curves
and wavefronts for the quasi-longitudinal wave. We observe that they are finite and well
describe the anisotropic character of the model. In fact, since we set τ1 = e1, the wave
propagates faster along this direction. On the contrary, the curves related to the quasi-
transverse wave are not well-defined, because the eigenvalue corresponding to this wave is
zero. The first extension of the model will consist in the inclusion of a penalisation term
to enforce nearly-incompressibility.
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1.4.2 Nearly-incompressible material
In order to take account for a nearly-incompressible material, the penalisation term WNI
is added to the elastic potential W e, namely
W e = WTI +WNI. (1.43)
We define the term WNI as
WNI = κ(J − 1)− κ log(J). (1.44)
This also ensures J > 0.
If we consider this additional term, the stress tensor becomes
Σe = ΣTI + ΣNI =
∂WTI
∂e
− p∂J
∂e
=
∂WTI
∂e
(J1, J4)− pJC−1,
where p is the hydrostatic pressure and, due to Eq. (1.44), it has the following expression:
p = κ
1− J
J
.
After linearisation, the term ΣNI reads
ΣNI = −p JC−1 = κ
(
(J0C
−1
0
− C−1
0
) + δ(J0 G˜+ J˜ C
−1
0
− G˜)
)
+O(δ2).
Christoffel tensor in prestress-free configuration. First, note that with the simplify-
ing prestress-free assumption y
0
= 0, we obtain the following expression for this additional
term:
ΣNI = δκ tr
(
ε(y˜)
)
1 +O(δ2).
Note that here again, due to the assumption y
0
= 0, we can approximate the tensor σNI
in deformed configuration as
σNI = ΣNI +O(δ).
Let us define σ˜NI = δ−1σNI. Then, we can define the fourth-order tensor C such that
σ˜NI = CNI e
0
(y˜) and it reads
C = κ1⊗ 1. (1.45)
Consequently, using Eqs. (1.38), (1.39) and (1.45), we compute the Christoffel tensor Γ˜(k)
as
Γ˜(k) = κ
[
k21 k1 k2
k1 k2 k
2
2
]
. (1.46)
From Eqs. (1.40) and (1.46), the dispersion relation associated with the complete consti-
tutive law (1.43), for τ1 = e1, reads
0 = det
(
Γ˜(k)− γ1
)
= det

(
4
9c+ κ
)
k21 − γ
(
−29c+ κ
)
k1k2(
−29c+ κ
)
k1k2
(
1
9c+ κ
)
k22 − γ
 ,
with the usual assumption γ = ρω2. We can compute the eigenvalues
γQP =
1
2
(
β +
√
β2 − 4
9
c κ k21 k
2
2
)
, γQS =
1
2
(
β −
√
β2 − 4
9
c κ k21 k
2
2
)
, (1.47)
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Figure 1.5 – Slowness curve (left) and wavefront (right) associated with the quasi-
longitudinal wave in a transversely isotropic, nearly-incompressible medium. κ3 = 170 Pa,
κ4 = 2.5, κ = 10 MPa.
with
β =
(4
9
c+ κ
)
k21 +
(1
9
c+ κ
)
k22.
The angular frequency corresponding to the quasi-longitudinal and quasi-transverse wave
can be derived from Eq. (1.47).
Note that, in order to obtain two real solutions of the dispersive relation, we need to
ensure that the discriminant det
(
Γ˜(k)
)
is strictly positive. After some algebra, we get the
necessary condition
c κ k21 k
2
2 > 0. (1.48)
Eq. (1.48) implies that the eigenvalue related to the quasi-transverse wave approaches zero
at the axes (k1 → 0 or k2 → 0).
For the numerical simulation we adopt κ = 10 MPa. The resulting slowness curves and
wavefronts associated with this constitutive law are depicted in Figures 1.5 and 1.6. The
inclusion of the term accounting for compressibility has a considerable influence on the
elastic wave propagation, due to the large value of κ. The slowness curve and the wave-
front related to the quasi-longitudinal wave reproduce the features of an isotropic medium.
Furthermore, as a consequence of this additional term, the quasi-longitudinal wave prop-
agates faster than in a compressible medium (Figure 1.4). On the other hand, as far as
the quasi-transverse wave is concerned, this model is still not sufficient to generate a well-
defined slowness curve, because the eigenvalue associated with this wave tends to zero for
k1 → 0 or k2 → 0. Consequently, the slowness vector (that is proportional to the inverse
of the phase velocity) tends to infinity when k approaches to the axes, as illustrated in
Figure 1.6. Note that the slowness curve and wavefront are depicted for every (k1, k2),
with k1 6= 0, k2 6= 0, for the sake of clarity.
It is clear that, in order to obtain higher regularity on the quasi-transverse wave propaga-
tion, we need to include other terms to the constitutive law.
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Figure 1.6 – Slowness curve (left) and wavefront (right) associated with the quasi-transverse
wave in a transversely isotropic, nearly incompressible medium. κ3 = 170 Pa, κ4 = 2.5,
κ = 10 MPa. View of the solution except for k1 = 0, k2 = 0.
1.4.3 A more complex constitutive law
A suitable constitutive law can be obtained by adding an isotropic term depending on
the reduced invariant J2 to the strain energy W e, inspired by the classical Mooney-Rivlin
constitutive law [Rivlin and Ericksen, 1997; Chapelle et al., 2012]:
W ISO = χ2(J2 − 3).
This choice is justified by stability and coercivity requirements [Ciarlet and Geymonat,
1982; Rivlin and Ericksen, 1997]. The first derivative ofW ISO with respect to the invariant
J2 is simply χ2. In addition, the first derivative of the invariant J2 with respect to C reads
∂J2
∂C
= I
− 2
3
3 I1 1− I
− 2
3
3 C −
2
3
I
− 2
3
3 I2C
−1
= I
− 2
3
3,0 I1,0 1− I
− 2
3
3,0 C0 −
2
3
I
− 2
3
3,0 I2,0C
−1
0
+ δ(I
− 2
3
3,0 I˜1 1 + I˜
− 2
3
3 I1,0 1)
− δ
(
I˜
− 2
3
3 C0 + I
− 2
3
3,0 C˜
)
− 2
3
δ
(
I
− 2
3
3,0 I2,0 G˜+ I
− 2
3
3,0 I˜2C
−1
0
+ I˜
− 2
3
3 I2,0C
−1
0
)
+O(δ2).
Under the assumption y
0
= 0, we obtain
∂J2
∂C
= −2 δ tr(ε(y˜)) 1 + 4
3
δ tr
(
ε(y˜)
)
1− 2 δε(y˜) + 4 δ ε(y˜) +O(δ2)
= 2 δ ε(y˜)− δ2
3
tr
(
ε(y˜)
)
1 +O(δ2).
The decomposition of the stress tensor is then
ΣISO = 2
∂W ISO
∂J2
· ∂J2
∂C
= 4 δ χ2
(
ε(y˜)− 1
3
tr
(
ε(y˜)
)
1
)
+O(δ2)
= 4 δ χ2 ε(y˜)− 4
3
δ χ2 tr
(
ε(y˜)
)
1 +O(δ2).
(1.49)
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In what follows, we will use χ := 4χ2. As usual, under the assumption y0 = 0, we can
approximate the stress tensor σISO as
σISO = ΣISO +O(δ).
Christoffel tensor in prestress-free configuration. We define σ˜ISO = δ−1σISO. We
define the fourth-order tensor CISO such that σ˜ISO = CISO e
0
(y˜), given by
CISOij`m =
1
2
χ
(
δi`δjm + δimδjl)− 1
3
χδijδ`m i, j, `,m ∈ {1, 2}. (1.50)
Therefore, the tensor CISO reads:
CISO =
1
2
χ

2 0 0 1
0 0 1 0
0 1 0 0
1 0 0 2
− 13χ

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 = χ

2
3 0 0
1
2
0 −13 12 0
0 12 −13 0
1
2 0 0
2
3
 .
As a consequence, using Eqs. (1.38), (1.39) and (1.50), we can derive the expression of
Γ˜
ISO
as
Γ˜
ISO
(k) = χ
[
2
3k
2
1 +
1
2k
2
2
1
6k1 k2
1
6k1 k2
1
2k
2
1 +
2
3k
2
2
]
.
The full stress tensor reads
Σe = ΣTI + ΣNI + ΣISO = δ
(
Σ˜
TI
+ Σ˜
NI
+ Σ˜
ISO
)
+O(δ2)
= δc
(
ΣTI
4
− 1
3
ΣTI
2
− 1
3
ΣTI
3
+
1
9
ΣTI
4
)
+ δ κ tr
(
ε(y˜)
)
1
+ δ χ ε(y˜)− 1
3
δ χ tr
(
ε(y˜)
)
1 +O(δ2),
(1.51)
with ΣTI
i
, for i ∈ {1, 2, 3, 4}, defined in Eq. (1.36).
The dispersion relation for this model, with the standard assumption τ1 = e1, is
0 = det
(
Γ˜(k)− γ1
)
= det
(49c+ κ+ 23χ)k21 + 12χk22 − γ (−29c+ κ+ 16χ)k1 k2(
−29c+ κ+ 16χ
)
k1 k2 +
1
2χk
2
1 +
(
1
9c+ κ+
2
3χ
)
k22 − γ
 .
Considering the usual assumption γ = ρω2, we compute
γQP =
1
2
(
β∗ +
√
β2∗ − 4α∗
)
, γQS =
1
2
(
β∗ −
√
β2∗ − 4α∗
)
,
with
α∗ :=
1
2
χ ζ1 k
4
1 +
1
2
χ ζ2 k
4
2 + ζ3 (k
2
1 k
2
2),
β∗ := ζ1 k21 +
1
2
χk21 + ζ2 k
2
2 +
1
2
χk22,
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Figure 1.7 – Slowness curve (left) and wavefront (right) associated with the quasi-
longitudinal wave in a transversely isotropic, nearly-incompressible medium. κ3 = 170 Pa,
κ4 = 2.5, κ = 10 MPa, χ = 80 Pa.
and
ζ1 :=
4
9
c+ κ+
2
3
χ,
ζ2 :=
1
9
c+ κ+
2
3
χ,
ζ3 := c κ+
4
9
c χ+ χκ+
2
3
χ2.
The sufficient condition to ensure that the determinant det
(
Γ(k)
)
is greater than zero is
1
2
χ ζ1 k
4
1 +
1
2
χ ζ2 k
4
2 + ζ3 k
2
1 k
2
2 > 0. (1.52)
Eq. (1.52) is always satisfied, except at the origin (k1 = k2 = 0). Thus, we can observe that
the introduction of this term in the model adds regularity to our analysis. The value of
the parameter χ is set equal to 80 Pa, in order to preserve physiological results (see Section
1.8.2 for further details on parameter calibration). In Figure 1.7 it is possible to observe
that the profile of the slowness curve and wavefront corresponding to the quasi-longitudinal
wave has similar features to wave propagation in isotropic media. On the contrary, Figure
1.8 depicts the slowness curves and the wavefronts associated with the quasi-longitudinal
and transverse wave, reproducing the classical features of propagation in an anisotropic
medium.
1.5 Active stress
In this section we take into account the contribution associated with active stress in the
Christoffel tensor. From our analysis, we will be able to justify the need for a very simple
expression for the active stress to retrieve information on the active contractility of the
tissue.
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Figure 1.8 – Slowness curve (left) and wavefront (right) associated with the quasi-transverse
wave in a transversely isotropic, nearly-incompressible medium. κ3 = 170 Pa, κ4 = 2.5,
κ = 10 MPa, χ = 80 Pa.
First, taking into account the contribution of the active stress, we define the total stress
tensor as
Σ = ΣP + ΣA,
where
ΣP = Σe = ΣTI + ΣISO + ΣNI =
∂W e
∂e
(J1, J2, J4) + κ(J − 1)C−1, (1.53)
ΣA = Σ1d
(
e1d
)
τ1 ⊗ τ1, (1.54)
and we have defined
e1d = e : (τ1 ⊗ τ1) = τ1 · e · τ1.
From Eqs. (1.22) and (1.54), the active stress gives the following contribution:∫
Ω0
∂Σ1d
∂e1d
(
dy
0
e1d · y˜
)(
dy
0
e1d · w
)
dΩ0 +
∫
Ω0
ΣA :
(∇
ξ
y˜T · ∇
ξ
w
)
dΩ0. (1.55)
We will analyse the two terms separately.
1.5.1 Stiffness associated with prestress
Let us first consider the term ∫
Ω0
ΣA :
(∇
ξ
y˜T · ∇
ξ
w
)
dΩ0
in Eq. (1.55). We can rewrite this term in the deformed configuration, considering that
ΣA :
(∇
ξ
y˜T · ∇
ξ
w
)
dΩ0 = JF
−1 · σA · F−T : (∇
ξ
y˜T · ∇
ξ
w
)
dΩ0
= JσA :
(∇
x
y˜T · ∇
x
w
)
dΩ0 = σ
A :
(∇
x
y˜T · ∇
x
w
)
dΩ.
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Following Eq. (1.54), we can define
σA = J−1F · (Σ1d τ1 ⊗ τ1) · F T = J−1Σ1d (F · τ1)⊗ (F · τ1) = σ1d τ1′ ⊗ τ1′,
with
σ1d = J
−1Σ1d
∥∥F · τ1∥∥2 and τ1′ = F · τ1∥∥F · τ1∥∥ .
Note that if y
0
= 0, then F can be approximated by the identity 1, and τ1′ ≡ τ1.
Now, since C is symmetric, we obtain
Cij`m = δi` σjm, ∀ i, j, `,m = 1, 2, .., d.
Therefore, the Christoffel eigenvalue problem (1.31) becomes(
σjmkjkm − ρω2
)
d` = 0 ∀` = 1, 2, .., d.
By definition, the term σjm kjkm reads
σjm kjkm = σ1d
(
τ1
′ ⊗ τ1′
)
jm
kjkm = σ1d τ
′
1jτ
′
1mkjkm = σ1d
(
τ1
′ · k)2 = σ1d k21,
with k1 := τ1′ · k. Thus, we get(
σ1d k
2
1 − ρω2
)
d` = 0 ∀` = 1, 2, .., d. (1.56)
This implies that for every polarisation d, the wave associated with the eigenvector d has
phase velocity
V =
ω
|k| =
k1
|k|
√
σ1d
ρ
. (1.57)
From Eq. (1.57) we can observe that the phase velocity V gives a direct measure of the
active contractility of the tissue. In fact, during the systolic phase, the active contribution
strikingly prevails on the passive term. Consequently, in this phase the active contribution
is the only responsible for the heart contraction, and we can approximate Σ = ΣA. Hence,
from the properties of the elastic wave propagation it is possible to have a direct insight
on the active behaviour of the myocardium.
The expression of the Christoffel tensor can be directly retrieved from Eq. (1.56), and it
reads
Γ˜
A
(k) = σ1d k
2
1
[
1 0
0 1
]
. (1.58)
1.5.2 Stiffness associated with material nonlinearity
Now, let us analyse the contribution∫
Ω0
∂Σ1d
∂e1d
(
dy
0
e1d · y˜
)(
dy
0
e1d · w
)
dΩ0
in Eq. (1.55). First, we note that
dye1d · w =
(
dye · w
)
:
(
τ1 ⊗ τ1
)
=
(
F T · ∇
ξ
w
)
:
(
τ1 ⊗ τ1
)
=
(
F T · ∇
ξ
w · F−1 · F ) : (τ1 ⊗ τ1)
=
(∇
x
w
)
:
(
F · τ1 ⊗ F · τ1
)
=
∥∥F · τ1∥∥2(∇xw) : (τ1′ ⊗ τ1′)
=
∥∥F · τ1∥∥2 τ1′ · ∇xw · τ1′ := ∥∥F · τ1∥∥2 ε11(w).
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Therefore, the term accounting for the material stiffness becomes
∂Σ1d
∂e1d
(
dy
H
e1d · y˜
)(
dy
H
e1d · w
)
=
∂Σ1d
∂e1d
∥∥F · τ1∥∥4 ε11(y˜) ε11(w).
From Eq. (1.28) we get∫
Ω
Cij`m ε`m
(
y˜
)
εij
(
w
)
dΩ =
∫
Ω
J−1
∂Σ1d
∂e1d
∥∥F · τ1∥∥4 ε11(y˜) ε11(w) dΩ
⇐⇒
C1111 = J
−1 ∂Σ1d
∂e1d
∥∥F · τ1∥∥4,
Cij`m = 0 i, j, `,m ∈ [2, 3, .., d].
The Christoffel eigenvalue problem reads
(
C1111k
2
1 − ρω2
)
d1 = 0,(
0− ρω2) d` = 0 ∀` = 2, 3, .., d. (1.59)
We recall that the muscle fibres are arranged in parallel laminar structures, denoted sheets,
oriented transversely to the heart wall, and that their orientation varies throughout the
wall thickness. In transient elastography imaging of the myocardium, the ultrasound probe
is positioned orthogonally to the heart wall, in order to investigate the directions of propa-
gation that lie in the sheets. Thus, from Eq. (1.59) we can assert that, given a propagation
direction k in the sheet, only if the polarisation of the wave is along the fibre direction τ1′,
then the phase velocity is non-zero, and it reads
V =
ω
|k| =
k1
|k|
√
C1111
ρ
.
Consequently, in elastographic applications in cardiac setting, where shear wave propaga-
tion is analysed (transverse polarisation), the contribution given by the material stiffness
is negligible, and a simple model for the active stress can be considered, such as
ΣA = Σ1d τ1 ⊗ τ1,
with Σ1d constant, i.e. independent from e1d, since the only contribution to the shear wave
is represented by the active prestress.
Furthermore, we have shown that the wavespeed associated with the shear wave gives a
measure of the contractility of the tissue.
1.5.3 Christoffel tensor
The complete dispersion relation, taking into account isotropic term, transversely isotropic
term, nearly-incompressibility and active stress, reads
0 = det
(
Γ˜(k)− γ1
)
= det

(
ζ1 + σ1d
)
k21 +
1
2χk
2
2 − γ
(
−29c+ κ+ 16χ
)
k1 k2(
−29c+ κ+ 16χ
)
k1 k2 +
(
1
2χ+ σ1d
)
k21 + ζ2 k
2
2 − γ
 . (1.60)
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Figure 1.9 – Slowness curve (left) and wavefront (right) associated with the quasi-
longitudinal wave in a transversely isotropic, nearly-incompressible medium, including
active stress. κ3 = 170 Pa, κ4 = 2.5, κ = 10 MPa, χ = 80 Pa, Σ1d = 10 Pa.
The two solutions of Eq. (1.60) are
γQP =
1
2
(
β∗ +
√
β2∗ − 4α∗
)
, γQS =
1
2
(
β∗ −
√
β2∗ − 4α∗
)
,
with
α∗ =
(1
2
χ+ σ1d
)
(ζ1 + σ1d)k
4
1 +
1
2
χ ζ2k
4
2 + k
2
1 k
2
2
(
ζ3 + σ1d ζ2 +
1
2
σ1dχ
)
,
β∗ = (ζ1 + σ1d)k21 +
(1
2
χ+ σ1d
)
k21 + ζ2 k
2
2 +
1
2
χk22,
with the usual definition for ζ1, ζ2 and ζ3.
As an illustration, we investigate the elastic wave propagation in a transversely isotropic,
nearly-incompressible medium under active stress, with τ1 = e1, κ3 = 170 Pa, κ4 = 2.5,
χ = 80 Pa, κ = 10 MPa and Σ1d ranging in [10, 1e5] Pa. The propagation of the quasi-
longitudinal wave is very slightly affected by the contribution of the active stress, as shown
in Figures 1.9 and 1.10. On the contrary, Figures 1.11, 1.12 and 1.13 show that the in-
creasing contribution of the active term implies a faster propagation of the quasi-transverse
wave in the direction k = τ1 ≡ e1, as expected. For the sake of clarity, we also depict in
Figure 1.14 the results associated with Σ1d = 1e5 Pa on a different axis scaling.
1.6 Some numerical applications
We recall that the problem of elastic wave propagation consists is solving
∀w ∈ X,
∫
Ω0
ρ0 ¨˜y · w dΩ0 +
∫
Ω0
∇
ξ
y˜ : CLag : ∇
ξ
w dΩ0 = 0.
where CLag represents the tangent constitutive relation defined in the Lagrangian frame-
work. From a practical point of view, in a finite element code this tensor is usually
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Figure 1.10 – Slowness curve (left) and wavefront (right) associated with the quasi-
longitudinal wave in a transversely isotropic, nearly-incompressible medium, including
active stress. κ3 = 170 Pa, κ4 = 2.5, κ = 10 MPa, χ = 80 Pa, Σ1d = 1e5 Pa.
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Figure 1.11 – Slowness curve (left) and wavefront (right) associated with the quasi-
transverse wave in a transversely isotropic, nearly-incompressible medium. κ3 = 170 Pa,
κ4 = 2.5, κ = 10 MPa, χ = 80 Pa, Σ1d = 10 Pa.
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Figure 1.12 – Slowness curve (left) and wavefront (right) associated with the quasi-
transverse wave in a transversely isotropic, nearly-incompressible medium. κ3 = 170 Pa,
κ4 = 2.5, κ = 10 MPa, χ = 80 Pa, Σ1d = 1e3 Pa.
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Figure 1.13 – Slowness curve (left) and wavefront (right) associated with the quasi-
transverse wave in a transversely isotropic, nearly-incompressible medium. κ3 = 170 Pa,
κ4 = 2.5, κ = 10 MPa, χ = 80 Pa, Σ1d = 1e5 Pa. Equal scaling on x and y axis.
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Figure 1.14 – Slowness curve (left) and wavefront (right) associated with the quasi-
transverse wave in a transversely isotropic, nearly-incompressible medium. κ3 = 170 Pa,
κ4 = 2.5, κ = 10 MPa, χ = 80 Pa, Σ1d = 1e5 Pa. Different scaling on x and y axis.
computed as part of the Newton algorithm when solving the nonlinear problem associated
with the solution y of Eq. (1.7). Nevertheless we recall that, since elastographic waves
are measured in the actual (deformed) object, the problem needs to be analysed in the
deformed configuration Ω(t), i.e.
∀w ∈ X,
∫
Ω
ρ ¨˜y · w dΩ +
∫
Ω
J−1
(∇
x
y˜ · F ) : CLag : (∇
x
w · F ) dΩ = 0.
where CEul corresponds to the tangent constitutive relation in the Eulerian frame, and it
is given by
CEul = J−1 F ·CLag · F T .
The tensor CEul can be computed as a by-product of the dynamical equation solution, once
the Newton algorithm has converged at each time step, for each quadrature point. From
this tensor, the Christoffel tensor can be derived to calculate the velocity of shear wave
propagation in the medium, as it is experimentally measured in transient elastography.
In this chapter we have outlined a methodological and numerical approach to characterise
elastographic shear waves in a general mechanical model. To do so, we have extended
the standard derivation of the Christoffel tensor for a general constitutive law, dispensing
with the usual “small strain” assumption. Additionally, we have derived the expression of
the Christoffel tensor for a complex nonlinear constitutive law for the heart mechanics.
Henceforth, we will show some detailed results obtained when applying this approach
with the heart model proposed in Chapelle et al. [2012] and compare the computed wave
velocities with published experimental measurements.
1.6.1 Detection of fibre orientation
The first application consists in the assessment of the fibre orientation in the myocardium
from the analysis of shear wave propagation in the medium. This example is inspired by
an experiment proposed by Lee et al. [2012]. The aim of the paper was to validate the
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EpiEndo US probe
ROI
Figure 1.15 – Experimental framework: Counterclockwise rotation of the ultrasound probe
from −90◦ to +90◦ with respect to circumferential axis.
the feasibility of Shear Wave Imaging (SWI) for real-time assessment of transmural fibre
orientation of the myocardium in vivo. The estimation of fibre arrangement in the myocar-
dial tissue is of great clinical interest. In fact, the transmural variation in fibre orientation
is directly related to myocardial deformation and electrical activation [Costa et al., 1999;
Hooks et al., 2007]. Furthermore, fibrosis and myocardial fibre disruption usually char-
acterise hypertrophic cardiomyopathy and post-infarction remodelling. As a consequence,
the non-invasive assessment of fibre organisation would benefit to the understanding of
cardiac function in physiological and pathological states.
Experimental framework. In Lee et al. [2012] the authors performed one-dimensional
SWI [Couade et al., 2011; Pernot et al., 2011] on five in vitro porcine hearts and three in
vivo ovine hearts. In more detail, in order to acquire the SWI data, an ultrasound probe
was firstly aligned with the longitudinal axis of the region of interest (ROI) located in the
anterior wall at the middle left-ventricular level, and then rotated from −90◦ to +90◦, as
shown in Figure 1.15. In the in vivo acquisitions, the images were acquired at the same
phase of the cardiac cycle, namely at midsystolic phase (the synchronisation was ensured
by electrocardiogram gating). At each depth of interest z, the shear wave group velocity
v was estimated by standard speckle tracking methods as a function of myocardial depth
z and probe angle θ at the centre of the region of interest. In this way, a measure of
shear wave velocity was collected and mapped at each depth of the myocardial wall and
each probe angle. Then, since maximum shear wave speed corresponds to a propagation
longitudinal to the fibre orientation, at each depth the maximum velocity over the fibre
angle was estimated, i.e.
θ˜(z) = arg max
θ∈[−90◦,90◦]
v(z, θ).
At each depth, the angle θ˜(z) was identified as fibre angle. The authors found a coun-
terclockwise transmural change of fibre orientation from the sub-epicardial region to the
sub-endocardial region which was consistent with the literature. Furthermore, SWE esti-
mations of porcine in vitro models were also validated against histologic measurements.
The midsystolic phase was selected for two main reasons:
• The highest wave speed is registered in this phase, due to the active contribution,
increasing the signal-to-noise ratio;
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EpiEndo
u 
Figure 1.16 – In silico framework: region of interest selected at the middle left-ventricular
level and definition of a local basis.
• In this phase it is possible to infer information on the active properties of the my-
ocardium, whose alteration is associated with several major myocardial pathologies,
e.g. ischemia induced by stenosis of the coronary arteries.
We refer the reader to Lee et al. [2012] for further details on the experimental framework.
Modelling of shear wave propagation and extraction of fibre arrangement. In
order to reproduce in silico the experiment performed in Lee et al. [2012], we developed a
numerical framework in the context of our in-house code for the resolution of the nonlinear,
three-dimensional problem of heart mechanics. The algorithm consists of the following
steps:
• A region of interest at the middle left-ventricular level is considered;
• A virtual line connecting the endocardium to the epicardium is traced, and a local
basis (uξ, uφ, uη) is defined, as depicted in Figure 1.16;
• At every discrete time step and for each location crossed by this line, the tensor
CEul(x, t) is computed;
• Multiple directions kθ, for all θ ∈ [−90◦,+90◦] in the plane (uφ, uη) are considered
(see Figure 1.17), and for each of them we compute the Christoffel tensor
Γi `(x, t, kθ) =
3∑
j,m=1
CEulij`m(x, t) kθ,j kθ,m;
• Then, the eigenvalues λj and eigenvectors uj of the Christoffel tensor are obtained
along with the corresponding wavespeed, that is given by
Vj =
√
λj
ρ
.
• Consequently, in order to retrieve the quasi-shear wave propagating in the medium,
we need to track the wave with polarisation orthogonal to the direction of propa-
gation, that lies in the plane (uφ, uη) by hypothesis. Hence, we need to find the
eigenvector almost collinear to uξ.
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Figure 1.17 – In silico framework: evaluation of different directions of propagation ranging
in [−90◦,+90◦] in the plane (uφ, uη).
Figure 1.18 – Two-dimensional plots of shear wave velocity as a function of probe angle
and depth in the medium, from sub-epicardial to sub-endocardial. Left: diastolic phase.
Right: isovolumic contraction phase . Velocity is depicted in m s−1.
• Once the eigenvector is identified, we collect the corresponding shear wavespeed.
With this procedure we obtain a map of shear wave velocity at each discrete time step,
at every probe angle and depth in the region of interest. We recall that the fibre ori-
entation corresponds to the angle where the velocity is the highest. In Figure 1.18 we
show the two-dimensional maps obtained at two time steps, corresponding to diastole and
isovolumic contraction (during systole). We can observe that, from the simulation, the ar-
rangement of the fibres could already be deduced during the diastolic phase, even though
the only contribution is given by the passive stress and, consequently, the velocity ranges
in [0, 3]m s−1. In an experimental framework this is not suitable yet, since the signal is too
weak to provide an accurate measure of shear wave and allow a correct extraction of fibre
direction. During systole the velocity of the shear wave is significantly increased, since
the largest contribution to the signal is given by the active stiffness, i.e. the myocardial
contractility (as we have shown theoretically in Section 1.5). In practice, this enables a
more accurate extraction of the transmural fibre orientation. In our in silico framework,
the algorithm correctly predicted a fibre variation from −60◦ to +60◦ with respect to the
circumferential axis, as it was prescribed in the definition of the computational domain.
As a proof of concept, we show in Figure 1.19 a comparison with the data published in
Lee et al. [2012]. We highlight that this is only a preliminary result, and the model was
not calibrated on the ovine heart adopted in the experiment. As a consequence, we do
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LEE et al.: MAPPING MYOCARDIAL FIBER ORIENTATION USING ECHOCARDIOGRAPHY-BASED SHEAR WAVE IMAGING 561
Fig. 7. An example of the shear wave and ﬁber angle distributions in in vivo ovine myocardium at the midsystolic phase. (a) Transmural shear wave speed
(displayed on the scale of 0–5 m/s) as a function of the probe angle from one ovine heart; below is the electrocardiogram. (b) Transmural ﬁber orientation of the
same ovine myocardium shown in (a). (c) Average transmural ﬁber angle orientation estimated by SWI from three ovine myocardia at midsystole in vivo. 100%
and 0% wall thicknesses represent the epicardium (Epi) and the endocardium (Endo), respectively.
orientation was reconstructed due to the fact that the rotation of
the 1-D ultrasound imaging array provided only 1-D overlapped
myocardial region, namely, the central axial line of the image
data [Fig. 1(b)]. Thirty-seven rotation angles were performed
in order to assess 1-D ﬁber orientation across the myocardial
wall (220 samples; 25 mm). The acquisition time for each angle
was approximately 6 ms, and the total acquisition time for the
complete set of rotation angles required 222 ms. Should a 2-D
ultrasound imaging array be available for the SWI technique,
2-D ﬁber orientation may be reconstructed with SWI with ac-
quisition time favorable for in vivo settings.
Our group has previously studied the SWI technique for both
time-varying myocardial stiffness over the entire cardiac cycle
in open-chest ovine hearts [25] and the correlation between sys-
tolic stiffness and the contractility in a Langendorff rat heart
model [26]. The knowledge of the myocardial ﬁber orienta-
tion may permit the future investigation of its relationship with
myocardial properties as well as deformation during the en-
tire cardiac cycle in both normal and diseased states. The ul-
timate goal extended from this study is to develop and render
SWI as an optional diagnostic tool to simultaneously assess my-
ocardial structure, mechanical properties, and function. Further-
more, the implementation of SWI using the cardiac phased array
for noninvasive imaging of myocardial ﬁber orientation in clin-
ical transthoracic echocardiographic settings is currently under
development to examine the effect of attenuation and SNR on
ﬁber mapping accuracy.
V. CONCLUSION
In this study, SWI, an echocardiography-based imaging tech-
nique, was developed for the assessment of myocardial ﬁber ori-
entation and has demonstrated its capability of assessing and vi-
sualizing myocardial ﬁber structure in both in vitro porcine and
in vivo ovine hearts. Not only was the transmural variation of the
cardiac ﬁber orientation observed and successfully mapped, but
it was also in good qualitative and quantitative agreements with
the literature and histology, respectively. Such transmural vari-
ation of the myocardial ﬁber angles was also afﬁrmed by SWI at
midsystole in the in vivo ovine hearts. The technical infrastruc-
ture and the preliminary ﬁndings may shed light on the further
reconstruction of the ﬁber orientation using SWI over the entire
cardiac cycle in both normal and pathological states, the study
of the relationship between the myocardial structure and the dy-
namics of the myocardial stiffness, the understanding of cardiac
remodeling, and the noninvasive visualization of ﬁber disarray
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Fig. 7. An example of the shear wave and ﬁber angle distributions in in vivo ovine myocardium at the midsystolic phase. (a) Transmural shear wave speed
(displayed on the scale of 0–5 m/s) as a function of the probe angle from one ovine heart; below is the electrocardiogram. (b) Transmural ﬁber orientation of the
same ovine myocardium shown in (a). (c) Average transmural ﬁber angle orientation estimated by SWI from three ovine myocardia at midsystole in vivo. 100%
and 0% wall thicknesses represent the epicardium (Epi) and the endocardium (Endo), respectively.
orientation was reconstructed due to the fact that the rotation of
the 1-D ultrasound imaging array provided only 1-D overlapped
myocardial region, namely, the central axial line of the image
data [Fig. 1(b)]. Thirty-seven rotation angles were performed
in order to assess 1-D ﬁber orientation across the myocardial
wall (220 samples; 25 mm). The acquisition time for each angle
was approximately 6 ms, and the total acquisition time for the
complete set of rotation angles required 222 ms. Should a 2-D
ultrasound imaging array be available for the SWI technique,
2-D ﬁber orientation may be reconstructed with SWI with ac-
quisition time favorable for in vivo settings.
Our group has previously studied the SWI technique for both
time-varying myocardial stiffness over the entire cardiac cycle
in open-chest ovine hearts [25] and the correlation between sys-
tolic stiffness and the contractility in a Langendorff rat heart
model [26]. The knowledge of the myocardial ﬁber orienta-
tion may permit the future investigation of its relationship with
myocardial properties as well as deformation during the en-
tire cardiac cycle in both normal and diseased states. The ul-
timate goal extended from this study is to develop and render
SWI as an optional diagnostic tool to simultaneously assess my-
ocardial structure, mechanical properties, and function. Further-
more, the implementation of SWI using the cardiac phased array
for noninvasive imaging of myocardial ﬁber orientation in clin-
ical transthoracic echocardiographic settings is currently under
development to examine the effect of attenuation and SNR on
ﬁber mapping accuracy.
V. CONCLUSION
In this study, SWI, an echocardiography-based imaging tech-
nique, was developed for the assessment of myocardial ﬁber ori-
entation and has demonstrated its capability of assessing and vi-
sualizing myocardial ﬁber structure in both in vitro porcine and
in vivo ovine hearts. Not only was the transmural variation of the
cardiac ﬁber orientation observed and successfully mapped, but
it was also in good qualitative and quantitative agreements with
the literature and histology, respectively. Such transmural vari-
ation of the myocardial ﬁber angles was also afﬁrmed by SWI at
midsystole in the in vivo ovine hearts. The technical infrastruc-
ture and the preliminary ﬁndings may shed light on the further
reconstruction of the ﬁber orientation using SWI over the entire
cardiac cycle in both normal and pathological states, the study
of the relationship between the myocardial structure and the dy-
namics of the myocardial stiffness, the understanding of cardiac
remodeling, and the noninvasive visualization of ﬁber disarray
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Figure 1.19 – Two-dimensional plots of shear wave velocity as a function of probe angle and
depth in the medium, from sub-epicardial to sub-endocardial. Left: numerical simulation.
Right: SWI experiment (edited from Lee et al. [2012]). Velocity is depicted in m s−1.
not have a perfect matching in the transmural fibre orientation. However, our aim was
to prove that the result was qualitatively and quantitatively consistent with the experi-
ment. The calibration of case-specific biomechanical models for complete comparison with
experimental data represents one of the future aims of this study.
1.6.2 Local modification of mechanical properties by induced “numerical
pathologies”
The second application concerns the analysis of the effect of local alteration of the biome-
chanical properties of the medium on the elastic wave propagation. This example is inspired
by the fact that several pathologies, like ischemic cardiomyop thy and heart failure, are
associated with a local variation in myocardial passive stiffness and active contractility.
As a consequence, the non-invasive estimation of the local bio echanical properti s and
the analysis of the variation of such parameters in a small time-scale (a cardiac cycle)
and a large time-scale (months) would be of crucial clinical interest for the assessment of
physiological and pathological conditions, as well as tissue remodelling induced by cardiac
pathologies or after surgical interventions, providing a new unique tool of diagnosis and
monitoring.
The in silico framework is developed in the context of our in-house code for the resolu-
tion of the nonlinear, three-dimensional problem of heart mechanics, and it consists in the
following steps:
• First, we consider the constitutive law defined in Eq. (1.21). Then, a region of
in the septum (membrane separating left and right ventricle) is selected, and the
biomechanical properties associated with this region are modified with respect to the
rest of the computational domain. The passive elastic modulus κ3 is increased by
a factor of 5 with respect to the reference value, whereas the active contractility is
reduced by a factor of 5;
• Then, at each discrete time step of the volution problem, the fourth-order tensor
CEul(x, t) is computed;
• The fibre direction τ1 is selected as propagation direction;
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Figure 1.20 – Numerical simulation of shear wave propagation during diastolic phase. Left:
healthy case; Right: Local modification of passive elastic moduli and active contractility
in the septum. Velocities are depicted in m s−1.
Figure 1.21 – Numerical simulation of shear wave propagation during diastolic phase. Left:
healthy case; Right: Local modification of passive elastic moduli and active contractility
in the septum. Velocities are depicted in m s−1. Transverse view.
• The Christoffel tensor Γ(x, t) is computed, along with its eigenvalues λj and eigen-
vectors uj ;
• The second highest wavespeed is selected, which corresponds to the quasi-shear wave
with polarisation orthogonal to the local plane of the fibres.
With this algorithm, it is possible to have a measure of shear wave velocity as function of the
position in the computational domain and the phase of the cardiac cycle. Consequently,
it is possible to assess the variation of shear wave velocity along the cycle associated
with physiological conditions in the whole heart, and detect the local modification of
biomechanical properties in the myocardium induced by a “numerical pathology”, that
imitates what occurs in patients presenting ischemic scars. Figures 1.20 to 1.23 show that
the septal region is characterised by a negligible increase in shear wave velocity during the
diastolic phase, due to the augmentation of the passive elastic modulus, accounting for
passive stress. However, a more substantial variation can be appreciated at the beginning
of the isovolumic contraction, due to the fact that the leading term is represented by the
active stress, and it has been reduced by a factor of 5 in this area. As a consequence, shear
wave propagation reflects well the local variation in space of the biomechanical properties
of the tissue.
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Figure 1.22 – Numerical simulation of shear wave propagation during early-systolic phase.
Left: healthy case; Right: Local modification of passive elastic moduli and active contrac-
tility in the septum. Velocities are depicted in m s−1.
Figure 1.23 – Numerical simulation of shear wave propagation during early-systolic phase.
Left: healthy case; Right: Local modification of passive elastic moduli and active contrac-
tility in the septum. Velocities are depicted in m s−1. Transverse view.
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1.7 Conclusions
In this chapter we have outlined a methodological and numerical approach to characterise
elastographic shear waves in a general mechanical model, that extends the classical deriva-
tion of the Christoffel tensor. Furthermore, we have shown some detailed results obtained
when applying this approach with the heart model and compared the computed wave ve-
locities with published experimental measurements.
We highlight the fact that the variation of shear wave velocity over the cardiac cycle is only
due to the different contributions of the active stress associated with the different phases of
the heartbeat. This could lead to a incorrect estimation of apparent mechanical properties
that change significantly over the cardiac cycle, as it is often done in SWE experiments.
However, the measured time-varying apparent stiffness is given by the current (transient)
tangent stiffness operator and is associated with passive elastic moduli and active contrac-
tilities, constant in time. Hence, there is a crucial need to relate the measured apparent
stiffness to actual constitutive parameters, such as passive elastic moduli and active con-
tractility.
The approach that we have proposed in this chapter to solve this problem can be sum-
marised in three main steps:
• Consider an accurate biomechanical model adequately representing the complex state
of the myocardium;
• Derive the equations governing the shear wave propagation imaged in elastographic
techniques;
• Apply a suitable methodological and numerical approach to a beating heart model
to compute shear wave velocities.
Note that the methodological and numerical approach developed to compute elastographic
shear wave propagation is valid for a general constitutive behaviour, since no restrictive
assumption (e.g. small strains assumptions) was formulated for its derivation.
In addition, we have deduced in our analysis that the active contractility can be directly
retrieved from shear wave velocity measurements during the systolic phase, providing a
valuable biomarker of the heart function.
The model correctly depicted the impact of non-linearity and anisotropy in shear wave
propagation, and demonstrated the feasibility of extracting the fibre orientation by SWE.
The estimation of fibre arrangement is of great clinical impact, since local modification in
fibre arrangement is frequently related to myocardial fibrosis.
Future perspectives include further model validation with SWE experiments.
1.8 Appendix
1.8.1 Coercivity of the bilinear form associated with the constitutive
law in a linearised static configuration
In order to compute the bilinear form a(t; y˜, w) in Eq. (1.23), we shall consider the following
expression for Σ:
Σ = ΣP + ΣA = ΣP
0
+ ΣA + δΣ˜
P
+O(δ)2,
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with
ΣP = ΣTI + ΣISO + ΣNI.
This decomposition holds with the assumption that the stress tensor corresponding to the
active stress ΣA does not depend on y. In particular, we can identify in this decomposition
a nonlinear term ΣP
0
+ΣA, and the linear contribution Σ˜
P
. In a prestress-free configuration
(y
0
= 0), we obtain y = δy˜. As a consequence, we can show that the nonlinear part of the
passive stress tensor is zero. If we consider a complex constitutive law, including isotropic,
transversely isotropic, nearly-incompressible and active terms, we obtain the following
expression for Σ:
Σ = ΣA + δ Σ˜
P
+O(δ2) = ΣA + δ
(
Σ˜
TI
+ Σ˜
ISO
+ Σ˜
NI
)
+O(δ2)
= Σ1D τ1 ⊗ τ1 + δ c
(
−1
3
Σe
1
− 1
3
Σe
2
+
1
9
Σe
3
+ Σe
4
)
+ δ χ
(
e
0
(y˜)− 1
3
1 : e
0
(y˜) 1
)
+ δ κ1 : e
0
(y˜) 1 +O(δ2),
(1.61)
with ΣTI, for i = {1, 2, 3, 4}, defined as in Eq. (1.36).
By hypothesis, we assume c ≥ 0, Σ1D ≥ 0, λ ≥ 0.
We recall that we can rewrite the term dye · w as following:
dye · w = ε(w) + δ1
2
(
∇ y˜T · ∇w +∇wT · ∇ y˜
)
+O(δ2), (1.62)
where ε(w) = 12
(∇w + (∇w)T ). Furthermore, the simplifying hypothesis y
0
= 0 implies
e
0
(y˜) = ε(y˜).
Due to Eqs. (1.61) and (1.62), we get
Σ : dye · w = ΣA : ε(w) + δ Σ˜P : ε(w) + ΣA : 1
2
δ
(
∇ y˜T · ∇w + ∇wT · ∇ y˜
)
+O(δ)2.
We emphasize that the term ΣA : ε(w) shall be considered a source term, since it is
independent of y˜. Therefore, it is not included in the bilinear form a(t; ·, ·).
Hence, the bilinear form a(t; ·, ·) reduces to
a(t; y˜, w) =
∫
Ω0
Σ˜
P
: ε(w) dΩ0 +
∫
Ω0
ΣA :
(
∇
ξ
y˜T · ∇
ξ
w
)
dΩ0. (1.63)
We can prove the following proposition, that is fundamental to ensure existence of solution
of the elastodynamic problem (1.22).
Proposition 1.1. Let Eq. (1.61) hold. Then, in a prestress-free configuration, the bilinear
form a(t; ·, ·) : C1([0, T ] ×H1(Ω) ×H1(Ω) → R in Eq. (1.63) is symmetric and coercive,
with coercivity constant α = 2µ.
Proof. Let (y˜, w) ∈ H1(Ω)×H1(Ω). First, we prove the symmetry of a(t; y˜, w).We develop
each term in Eq. (1.61) accounting for passive stress. We obtain
Σ˜
TI
: ε(w) = c
(
−1
3
1 : ε(y˜) τ1 ⊗ τ1 : ε(w)− 1
3
1 : ε(w) τ1 ⊗ τ1 : ε(y˜)
+
1
9
1 : ε(y˜) 1 : ε(w) + τ1 ⊗ τ1 : ε(y˜) τ1 ⊗ τ1 : ε(w)
)
Σ˜
ISO
: ε(w) = χ
(
ε(y˜) : ε(w)− 1
3
1 : ε(y˜) 1 : ε(w)
)
Σ˜
NI
: ε(w) = κ1 : ε(y˜) 1 : ε(w).
(1.64)
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Consequently,
Σ˜
P
: ε(w) =
(1
9
c− 1
3
χ+ κ
)
1 : ε(y˜) 1 : ε(w)− 1
3
c1 : ε(y˜) τ1 ⊗ τ1 : ε(w)
− 1
3
c1 : ε(w) τ1 ⊗ τ1 : ε(y˜) + c τ1 ⊗ τ1 : ε(y˜) τ1 ⊗ τ1 : ε(w).
(1.65)
From Eq. (1.65) it is evident that Σ˜
P
: ε(w) is symmetric and linear with respect to y˜ and
w.
The term accounting for the active stress reads
ΣA :
1
2
(
∇ y˜T · ∇w +∇wT · ∇ y˜
)
(1.66)
and is symmetric by definition. Therefore, the bilinear form a(t; y˜, w) is symmetric.
Let us now prove coercivity. First, we prove that there exists α > 0 such that
Σ˜
P
(ε) : ε ≥ α ∣∣ε∣∣2 ∀ ε ∈ Ls(Rd).
We consider as test displacement w = y˜ in Eq. (1.64). . Thus, we obtain
Σ˜
TI
: ε(y˜) = c
(
− 2
3
1 : ε(y˜) τ1 ⊗ τ1 : ε(y˜) + 1
9
(
1 : ε(y˜)
)2
+
(
τ1 ⊗ τ1 : ε(y˜)
)2)
= c
(
τ1 ⊗ τ1 : ε(y˜)− 1
3
1 : ε(y˜)
)2
,
Σ˜
e
MR
: ε(y˜) = χ
(
ε(y˜) : ε(y˜)− 1
3
(
1 : ε(y˜)
)2)
,
Σ˜
NI
: ε(y˜) = κ1 : ε(y˜) 1 : ε(y˜).
Let us introduce the Lamé constants λ = κ− 13χ and µ = 12χ. Note that they are positive
by hypothesis in a bulky medium (κ > χ).
Thus, we obtain
Σ˜
P
: ε(y˜) = c
(
τ1 ⊗ τ1 : ε(y˜)− 1
3
tr
(
ε(y˜)
))2
+ 2µ ε(y˜) : ε(y˜) + λ tr
(
ε(y˜)
)2
.
Note that all the terms are quadratic, thus non-negative. As a consequence we obtain, due
to Korn’s inequality,
Σ˜
P
: dye · y˜ = Σ˜P : ε(y˜) +O(δ) ≥ 2µ ε(y˜) : ε(y˜) ≥ 2µ |ε(y˜)|2,
proving that the tensor Σ˜
P
is coercive with constant α = 2µ. We now take into account
the active term in the bilinear form. We rewrite, considering Eq. (1.66),
ΣA :
(∇ y˜T · ∇ y˜) = Σ1D τ1 ⊗ τ1 : 1
2
(
∇ y˜T · ∇ y˜ +∇ y˜T · ∇ y˜
)
= Σ1D
((
τ1,1∂1y˜1 + τ1,2∂2y˜1
)2
+
(
τ1,1∂1y˜2 + τ1,2∂2y˜2
)2)
.
Hence, this term is quadratic, thus non-negative. As a consequence, the bilinear form
a(t; y˜, w) in Eq. (1.63) is coercive with constant α = 2µ.
82
1.8. Appendix
1.8.2 Parameter calibration on a reduced-order cardiac model
In this section we show some results concerning the calibration of the passive parameters in
the proposed constitutive laws. To do so, we used a in-house reduced-order cardiac model,
based on a “zero-dimensional” formulation of the cardiac cavity [Caruel et al., 2014]. The
0-D model is derived by assuming spherical symmetry. As a consequence, the simplified
geometry is univocally determined by the radius R0 and the thickness d0 in the reference
configuration, and R and d in a deformed configuration. The material is assumed to be
purely incompressible (detC = 1). In addition to the spherical symmetry assumption, it is
assumed that the radial stress can be neglected compared to the orthoradial components,
leading to the elimination of the hydrostatic pressure. Hence, the system of equation to
be solved is drastically simplified. In particular, the equilibrium equation reads
ρ d0y¨ +
d0
R0
(
1 +
y
R0
)
Σsph = Pv
(
1 +
y
R0
)2
,
where Pv is the internal pressure in the ventricle, and the second Piola-Kirchhoff stress
tensor Σsph is given by
Σsph = σ1d + 4(1− C−3)
(
∂We
∂J1
+ C
∂We
∂J2
)
+ 2
∂We
∂J4
+ 2 η C˙(1− 2C−6),
with η accounting for the viscous contribution.
Inflows and outflows are generated by opening and closing of valves, and flow is modelled
as:
−V˙ = Q = q (Pv, Par, Pat),
with Par pressure in the aorta or in the pulmonary artery and Pat atrial pressure.
The system of equations is closed by a two-stage Windkessel model for the external circu-
lation, given by 
CpP˙ar +
Par − Pd
Rp
= Q,
CdP˙d +
Par − Pd
Rp
= (Pvs − Pd)/Rd,
where Cp, Rp, Cd and Rd represent the capacitances and resistances of the proximal and
distal circulations, Pd represents the distal pressure and Pvs denotes the venous system
pressure. We refer the reader to [Caruel et al., 2014] for further details on the model.
As demonstrated in the previous section, the simple constitutive law Eq. (1.35) is not
sufficient to satisfy the coercivity requirements and, thus, regularity of elastic wave prop-
agation in the medium. Consequently, we proposed to include in the constitutive law an
isotropic term - defined in Eq. (1.49) - that is a function of the reduced invariant J2,
that is sufficient to regularise the solution of the elastic wave propagation. However, we
do not want that this term affects the underlying cardiac mechanics. The main objective
of our calibration is to find a value of χ that does not perturb the overall behaviour of
heart deformation. To do so, we first consider as reference simulation an instance of the
model corresponding to a transversely isotropic medium described by Eq. (1.35), with
κ3 = 170 Pa, κ4 = 2.5. Physiological curves associated with this simulation are shown in
Figure 1.24. This simulation satisfies all physiological requirements, since all the cardiac
and haemodynamic parameters are in a physiological range. Then, we test our model
against different choices for χ and we analyse two physiological curves that characterise
the passive properties of the myocardium:
83
Chapter 1. Elastodynamic equation in the cardiac setting
0.6 0.8 1 1.2 1.4
·10−4
0
0.5
1
1.5
·104
m3
P
a
PV loop
0 0.5 1
0.6
0.8
1
1.2
1.4
·10−4
s
m
3
Volume
0 0.5 1
0
0.5
1
1.5
·104
s
P
a
Circulation
Figure 1.24 – Left: Pressure-volume loop; Centre: volume evolution in the cavity in a
cardiac cycle; Right: pressure evolution in the cavity (blue), in proximal arteries (green)
and distal arteries (red) in a cardiac cycle.
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Figure 1.25 – Volume-pressure loop, ESPVR and EDPVR associated with transversely
isotropic constitutive law for different values of the parameter χ. Blue line: χ = 0 Pa
(reference simulation); Red line: χ = 80 Pa ; Green line: χ = 800 Pa.
• Pressure-volume (PV) loop, from which numerous physiologically relevant haemody-
namic parameters can be derived;
• End diastolic pressure-volume relationship (EDPVR), describing the passive filling
curve for the ventricle.
For the sake of completeness, we show in the results also the curves corresponding to the
end-systolic pressure-volume relationship (ESPVR), that is associated with the systolic
function. As shown in Figure 1.25, a suitable choice is represented by χ = 80 Pa. In
fact, both the PV-loop and the EDPVR are not affected by the inclusion of this term in
the constitutive law, and their profile is almost superposed to the PV loop and EDPVR
corresponding to the reference simulation (χ = 0 Pa). On the contrary, if we consider
larger values, i.e. χ = 800 Pa, the dynamics is consistently modified, affecting PV loop
and EDPVR.
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1.8.3 Alternative method to compute the Christoffel tensor in prestress-
free configuration
Christoffel tensor associated with transversely isotropic term. In order to com-
pute the Christoffel tensor associated with Eq. (1.37), we first compute div
(
Σ˜
TI
)
. From
the tensor theory:
div
(
Σ˜
TI
)
=
∂Σ˜TIji
∂xj
ei,
where ei, for i = 1, 2, are basis vectors in a Cartesian coordinate system, and we adopt the
Einstein summation notation.
For simplicity of notation, we introduce in what follows the scalars
ζ1 2 = τ1,1 τ1,2, η1 2 = (∂1y˜2 + ∂2y˜1).
We first compute Σ˜
TI
1
in matrix form. It reads
Σ˜
TI
1
=
[
τ41,1 ∂1y˜1 + τ
3
1,1 τ1,2 η1 2 + ζ
2
1 2 ∂2y˜2 τ
3
1,1 τ1,2∂1y˜1 + ζ
2
1 2 η1 2 + τ1,1 τ
3
1,2 ∂2y˜2
τ31,1 τ1,2 ∂1y˜1 + ζ
2
1 2 η1 2 + τ1,1 τ
3
1,2 ∂2y˜2 ζ
2
1 2 ∂1y˜1 + τ1,1 τ
3
1,2 η1 2 + τ
4
1,2 ∂2y˜2
]
.
If we compute its divergence, we get
div
(
Σ˜
TI
1
)
=
[
ς1,1 ς1,2
ς2,1 ς2,2
]
·
[
y˜1
y˜2
]
with
ς1,1 := τ
4
1,1∂11 + 2τ
3
1,1 τ1,2 ∂12 + ζ
2
1 2 ∂22 ς1,2 := τ
3
1,1 τ1,2 ∂11 + 2 ζ
2
1 2 ∂12 + τ1,1 τ
3
1,2 ∂22
ς2,1 := τ
3
1,1 τ1,2 ∂11 + 2 ζ
2
1 2 ∂12 + τ1,1 τ
3
1,2 ∂22 ς2,2 := ζ
2
1 2 ∂11 + 2 τ1,1 τ
3
1,2 ∂12 + τ
4
1,2∂22.
Let us consider the term Σ˜
TI
2
. It reads
Σ˜
TI
2
=
[
τ21,1 (∂1y˜1 + ∂2y˜2) ζ1 2 (∂1y˜1 + ∂2y˜2)
ζ1 2 (∂1y˜1 + ∂2y˜2) τ
2
1,2 (∂1y˜1 + ∂2y˜2)
]
.
If we compute the divergence of Σ˜
TI
2
, we get
div
(
Σ˜
TI
2
)
=
[
τ21,1 ∂11 + ζ1 2 ∂12 τ
2
1,1 ∂12 + ζ1 2 ∂22
ζ1 2 ∂11 + τ
2
1,2 ∂12 ζ1 2 ∂12 + τ
2
1,2 ∂22
]
·
[
y˜1
y˜2
]
.
Let us now analyse the tensor Σ˜
TI
3
. It reads, in matrix form,
Σ˜
TI
3
=
[
τ21,1 ∂1y˜1 + ζ1 2 η1 2 + τ
2
1,2 ∂2y˜2 0
0 τ21,1 ∂1y˜1 + ζ1 2 η1 2 + τ
2
1,2 ∂2y˜2.
]
.
Thus, the divergence of Σ˜
TI
3
is
div
(
Σ˜
TI
3
)
=
[
τ21,1 ∂11 + ζ1 2 ∂12 ζ1 2 ∂11 + τ
2
1,2 ∂12
τ21,1 ∂12 + ζ1 2 ∂22 ζ1 2 ∂12 + τ
2
1,2 ∂22
]
·
[
y˜1
y˜2
]
.
As far as the fourth stress tensor is concerned, we have
Σ˜
TI
4
=
[
∂1y˜1 + ∂2y˜2 0
0 ∂1y˜1 + ∂2y˜2
]
.
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Consequently, we obtain
div
(
Σ˜
TI
4
)
=
[
∂11 ∂12
∂12 ∂22
]
·
[
y˜1
y˜2
]
.
Summing all the four addends, we obtain
div
(
ΣTI
)
= δ c
[
D11 D12
D12 D22
]
·
[
y˜1
y˜2
]
, (1.67)
with
D11 =
(
τ21,1 −
1
3
)2
∂11 + 2τ1,1 τ1,2
(
τ21,1 −
1
3
)
∂12 + τ
2
1,1 τ
2
1,2 ∂22,
D12 =
(
τ21,1 −
1
3
)
τ1,1 τ1,2∂11 +
(
2τ21,1 τ
2
1,2 −
1
3
τ21,1 −
1
3
τ21,2 +
1
9
)
∂12 +
(
τ21,2 −
1
3
)
τ1,1 τ1,2∂22,
D22 = τ
2
1,1 τ
2
1,2 ∂11 + 2 τ1,1 τ1,2
(
τ21,2 −
1
3
)
∂12 +
(
τ21,2 −
1
3
)2
∂22.
Let us now assume that the solution of the fundamental equation in elastodynamic is a
plane wave, i.e. a particular wave in the following form:
y(x, t) = dei(k·x−ωt),
where k = (k1, k2) ∈ R2 is the wave vector, ω ∈ R is the angular frequency and d ∈ R2
is the polarisation vector. In order to analyse the wave propagation in this medium, we
derive the slowness curves and the wavefronts associated with this model. We start by
computing the Christoffel matrix. In practice, we just need to substitute in Eq. (1.67) the
terms ∂i by the component ki , for i = 1, 2.
In the simple case in which τ1 = e1 ≡ (1, 0), we obtain the following Christoffel matrix:
Γ˜(k) =
[
4
9c k
2
1 −29c k1 k2
−29c k1 k2 19c k22
]
. (1.68)
On the other hand, if τ1 = e2 ≡ (0, 1), we get
Γ˜
TI
(k) =
[
1
9c k
2
1 −29c k1 k2
−29c k1 k2 49c k22
]
. (1.69)
Christoffel tensor for the nearly-incompressible term. First, note that with the
simplifying prestress-free assumption y
0
= 0, we obtain the following expression for the
additional term accounting for nearly-incompressibility:
ΣNI = δκ tr
(
e
0
(y˜)
)
1 +O(δ2).
Let us define ΣNI := δΣ˜
NI
. In order to retrieve the expression of Γ associated with this
contribution, we compute the divergence of Σ˜
NI
.
Σ˜
NI
= κ
[
∂1y˜1 + ∂2y˜2 0
0 ∂1y˜1 + ∂2y˜2
]
=⇒ div
(
Σ˜
NI
)
= κ
[
∂11 ∂12
∂12 ∂22
]
·
[
y˜1
y˜2
]
.
Consequently, the Christoffel tensor corresponding to this contribution is simply given by
Γ˜
NI
(k) = κ
[
k21 k1 k2
k1 k2 k
2
2
]
.
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Christoffel tensor associated with isotropic term. As usual, we define ΣISO :=
δΣ˜
ISO
. The divergence of the stress tensor Σ˜
ISO
is
div
(
Σ˜
ISO
)
= χ
([
∂21 +
1
2∂22
1
2∂1∂2
1
2∂1∂2
1
2∂11 + ∂
2
2
]
·
[
y˜1
y˜2
]
− 13
[
∂11 ∂12
∂12 ∂22
]
·
[
y˜1
y˜2
])
= χ
[
2
3∂11 +
1
2∂22
1
6∂1∂2
1
6∂1∂2
1
2∂11 +
2
3∂22
]
·
[
y˜1
y˜2
]
.
As a consequence, the Christoffel tensor corresponding to Σ˜
ISO
reads
Γ˜
ISO
(k) = χ
[
2
3k
2
1 +
1
2k
2
2
1
6k1 k2
1
6k1 k2
1
2k
2
1 +
2
3k
2
2
]
.
Christoffel associated with active stress. For our applications, we will only consider
the contribution associated with the prestress, i.e.∫
Ω
σA :
(∇
x
y˜T · ∇
x
w
)
dΩ =
∫
Ω
σ1d τ1
′ ⊗ τ1′ :
(∇
x
y˜T · ∇
x
w
)
dΩ .
First, we recall that
∇w =
[
∂1w1 ∂2w1
∂1w2 ∂2w2
]
.
The tensor M := ∇
x
y˜T · ∇
x
w reads
M =
[
∂1y˜1 ∂1w1 + ∂1y˜2 ∂1w2 ∂1y˜1 ∂2w1 + ∂1y˜2 ∂2w2
∂2y˜1 ∂1w1 + ∂2y˜2 ∂1w2 ∂2y˜1 ∂2w1 + ∂2y˜2 ∂2w2
]
.
The dyadic product τ1 ⊗ τ1 can be rewritten in matrix form as
τ1 ⊗ τ1 =
[
τ21,1 τ1,1 τ1,2
τ1,1 τ1,2 τ
2
1,2
]
.
If we only consider the active term, the problem to solve reads in weak formulation∫
Ω
(¨˜y1w1 + ¨˜y2w2) dΩ + σ1d
∫
Ω
τ1 ⊗ τ1 : M dΩ = 0,
where the contribution due to the tensor product τ1 ⊗ τ1 : M is given by∫
Ω
τ1 ⊗ τ1 : M dΩ =
∫
Ω
(
τ21,1(∂1w1∂1y˜1 + ∂1w2∂1y˜2) + τ1,1 τ1,2(∂1w1∂2y˜1 + ∂1w2∂2y˜2)+
τ1,1 τ1,2(∂2w1∂1y˜1 + ∂2w2∂1y˜2) + τ
2
1,2(∂2w1∂2y˜1 + ∂2w2∂2y˜2)
)
dΩ.
By integrating by parts (and considering homogeneous Dirichlet boundary conditions) we
get ∫
Ω
(τ1 ⊗ τ1 : M) dΩ = −
∫
Ω
(
(τ21,1 ∂11y˜1 + τ
2
1,2 ∂22y˜1 + 2τ1,1 τ1,2 ∂12y˜1)w1
+(2τ1,1 τ1,2 ∂12y˜2 + τ
2
1,1 ∂11y˜2 + τ
2
1,2 ∂22y˜2)w2
)
dΩ.
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Therefore, in strong form we can write[
¨˜y1
¨˜y2
]
= σ1d
[
τ21,1 ∂11 + 2τ1,1 τ1,2 ∂12 + τ
2
1,2 ∂22 0
0 τ21,1 ∂11 + 2τ1,1 τ1,2 ∂12 + τ
2
1,2 ∂22
] [
y1
y2
]
,
from which we can recover the symbol of the operator associated with the active stress:
σ1d
[
k21τ
2
1,1 + 2k1k2τ1,1 τ1,2 + k
2
2τ
2
1,2 0
0 k21τ
2
1,1 + 2k1k2τ1,1 τ1,2 + k
2
2τ
2
1,2
]
.
If we redefine k1 = τ1 · k, or we simply take τ1 = e1, we obtain
σ1d k
2
1
[
1 0
0 1
]
.
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CHAPTER 2
Mathematical modelling of transient shear wave elas-
tography in the heart
Summary
The aim of this chapter is to mathematically justify an original expression of the
excitation induced by the Acoustic Radiation Force (ARF) of a focused ultrasound
beam generated by piezoelectric probes in nonlinear solids, based on energy consid-
erations and asymptotic analysis.
To this end, we consider a family of problems, parametrised by a small parameter
ε related to the velocity ratio between pressure and shear wave propagation, the
high frequency of the piezoelectric source term and viscosity. We derive a simpli-
fied model for the expression of the ARF by investigating the limit behaviour of
the solution for ε → 0. By formal asymptotic analysis – an asymptotic expansion
of the solution is used – we show that the leading-order term of the expansion is
the underlying nonlinear cardiac mechanics, having as a source term the electrical
activation of the heart. Subsequently, two corrector terms are computed. The first
is a fast-oscillating pressure wave generated by the probes, solution of a Helmholtz
equation at every time instant. The second corrector term consists in an elastic field
with prescribed divergence, with a function of the first corrector as a source term.
This field corresponds to the shear acoustic wave induced by the ARF. We also show
that, in prestressed media, the presence of viscosity is essential to produce shear
waves with ARF, and that they are related to the nonlinearity of the partial differ-
ential equation. This chapter is in the form of a paper – coauthored by F. Caforio
and S. Imperiale – already submitted for publication in an international journal.
Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
2.2 A 3D nonlinear model for ARF and elastic wave propagation . 96
2.2.1 Constitutive law . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
2.2.2 Definition of a parametric family of problems . . . . . . . . . . . 98
2.3 Stability estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
2.4 Asymptotic expansion of the solution . . . . . . . . . . . . . . . 101
2.4.1 Definition of a power series expansion . . . . . . . . . . . . . . . 101
2.4.2 Expansion of mechanical quantities . . . . . . . . . . . . . . . . . 102
Chapter 2. Mathematical modelling of transient shear wave elastography in the heart
2.4.3 The incompressible, nonlinear heart mechanics and its linearisation104
2.4.4 Statement of main results . . . . . . . . . . . . . . . . . . . . . . 105
2.5 Proof of main results . . . . . . . . . . . . . . . . . . . . . . . . . 107
2.5.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2.5.2 Time dependence of the leading term . . . . . . . . . . . . . . . . 111
2.5.3 Properties of the first-order corrector . . . . . . . . . . . . . . . . 111
2.5.4 The governing equation of the leading term: the underlying non-
linear problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
2.5.5 The governing equation of the fast-oscillating second-order cor-
rector: the ARF pressure field . . . . . . . . . . . . . . . . . . . . 114
2.5.6 The governing equation of the first-order corrector: a null field . 115
2.5.7 The governing equation of the slow-oscillating second-order cor-
rector: the shear wave propagation . . . . . . . . . . . . . . . . . 116
2.5.8 Proof of Corollary 2.1 . . . . . . . . . . . . . . . . . . . . . . . . 118
2.6 Appendix - Further details on theoretical results . . . . . . . . 121
2.6.1 Proof of Lemma 2.3 . . . . . . . . . . . . . . . . . . . . . . . . . 121
2.6.2 Proof of Proposition 2.4 . . . . . . . . . . . . . . . . . . . . . . . 122
2.6.3 Proof of Lemma 2.16 . . . . . . . . . . . . . . . . . . . . . . . . . 125
2.6.4 Full expression of a linearised stress tensor term . . . . . . . . . 128
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
92
2.1. Introduction
Shear waves
Figure 2.1 – Schematic description of shear wave generation.
2.1 Introduction
Shear acoustic waves remotely induced by the acoustic radiation force (ARF) of a focused
ultrasound beam have raised a growing interest in biomedical applications, mainly in elas-
ticity imaging. In fact, by measuring the velocity of propagation of the generated shear
waves, it is possible to locally assess biomechanical properties highly sensitive to struc-
tural changes associated with physiological and pathological processes. The development
of the first ARF-based shear wave elastography (SWE) technique dates back to late 1990s
and was proposed by Sarvazyan et al. [1998] under the name of Shear Wave Elastogra-
phy Imaging (SWEI). Thereafter, several techniques based on impulsive acoustic radiation
force were introduced, e.g. Acoustic Radiation Force Imaging (ARFI) [Nightingale et al.,
2003], Supersonic Shear Imaging (SSI) [Bercoff et al., 2004], Spatially Modulated Ultra-
sound Radiation Force (SMURF) [McAleavey et al., 2007] and Comb-push Ultrasound
Shear Elastography (CUSE) [Song et al., 2012].
ARF-driven SWE techniques are based on three main steps. First, an acoustic radia-
tion force source is used to remotely induce shear wave propagation in the tissue (Figure
2.1). We recall that in nearly-incompressible soft media, such as biological tissues, the
propagation velocity of shear waves (1–10 m s−1) is much smaller than the velocity of pres-
sure waves (1500 m s−1). ARF is obtained from the emission of a high-intensity acoustic
pressure pulse at a specific tissue depth by a conventional ultrasound transducer. Shear
motion is then tracked by ultrasound imaging, by emission of low-intensity pulses. Finally,
tissue properties are quantitatively estimated by post-processing techniques and inversion
algorithms.
The ARF phenomenon is caused by the transfer of momentum from the focused ultrasound
to the medium, mainly due to wave absorption [Torr, 1984; Nightingale et al., 2002; Sar-
vazyan et al., 2010]. It is generally defined as a time-averaged force applied to a medium by
a sound wave. The main orientation of this body force (also known as radiation pressure) is
perpendicular to the probe surface. Tissue displacements are first localised close to the fo-
cus, then start propagating in the medium. Particle displacements are then oriented along
the direction of propagation of the wave (pressure waves), or perpendicular to it (shear
waves). Two relevant advantages of ARF-driven SWE are the highly localised motion and
the full attenuation of shear waves in a few wavelengths distance from the focal point of the
ultrasonic beam. This induces a narrowing of the induced strain, and excludes coupling
phenomena at the surface of the tissue. Furthermore, the dynamics of the localised motion
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is only defined by the parameters of acoustic excitation and the mechanical properties of
the tissue, and it is not necessary to incorporate complicated modelling ingredients (e.g.
specific boundary conditions), that take into account far-field interactions, to solve the
forward problem. This represents a great simplification in reconstruction methods, since
the quality of reconstruction can be significantly affected by errors in the definition of
boundary conditions [Sarvazyan et al., 2011].
Various models to analyse the physical mechanisms responsible for ARF and remote gen-
eration of shear waves in water-like media have been proposed in the acoustics community.
The first theoretical models of shear oscillations remotely induced by radiation force were
presented by Rudenko et al. [1996] and Sarvazyan et al. [1998]. The models are derived in
the paraxial regime from the Khokhlov-Zabolotskaya-Kuznetsov (KZK) equation. In that
context, we refer to Zabolotskaya et al. [2004]; Gennisson et al. [2007] for a derivation of an
evolution equation for shear waves in an isotropic soft medium. A substantial contribution
in this subject is also due to E. Dontsov and B. B. Guzina. In more detail, they have derived
an expression of the body force generated by a high-intensity, focused ultrasound signal,
modulated by a low-frequency signal, induced in a Newtonian fluid Dontsov and Guzina
[2011], or and isotropic, viscoelastic, homogeneous solid with heat conduction Dontsov and
Guzina [2012]. To do so, they split the temporal variable into a “fast” (associated with
the high-frequency pulse) and “slow” component (related to the ultrasound modulation),
they consider that the pressure wave has a specific structure, it is a quasi-plane wave or
a focused-beam and they perform a linearisation around an equilibrium state. Moreover,
assuming some a-priori properties of the solution, they derive the nonlinear acoustic ARF
source term. Furthermore, they have analysed the discrepancy of the solution with respect
to the classical solution of the KZK equation, due to the effects of modulation Dontsov
and Guzina [2013]. The role of inhomogeneity and viscosity in the generation of shear
waves is analysed in Ostrovsky et al. [2007], and a theoretical model for shear stress and
shear motion in an isotropic solid is presented, under the hypothesis of quasi-longitudinal,
quasi-harmonic wave, with varying amplitude and phase, due to inhomogeneity. It is also
proved that an acoustic field in a purely elastic (non-dissipative) homogeneous and non-
linear solid cannot generate shear motion.
Nonetheless, there is still a lack of a complete mathematical analysis of all the phenomena
involved in the ARF and the related shear wave generation, in particular when complex
soft tissues are considered, such as a fibered muscle tissue. In fact, for finite element com-
putations – as [Palmeri et al., 2005; Caenen, 2018] – , some restrictive assumptions are
made to derive a simple expression for the resulting body force. In particular, if the tissue
is modelled as a linear viscous fluid and under plane wave assumption, the expression for
the ARF is approximated as a gaussian profile centred around a focalisation point, namely
F (x, y, z, t) := Amax g(x, y, z, t),
with
Amax =
2αp Imax
vp
, (2.1)
where αp is a coefficient accounting for acoustic attenuation, Imax is a time-averaged acous-
tic intensity, and vp is the longitudinal wave velocity. The field g is a smooth function with
compact support centred at the focal point (xF , yF , zF ) multiplied by a smooth function
with compact support in time; most often, a Gaussian profile is used for both functions:
g(x, y, z, t) := exp
−
(
(x−xF )2
σ2x
+
(y−yF )2
σ2y
+
(z−zF )2
σ2z
)
· exp−
(t−tpulse)2
σ2t ez,
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with ez = (0, 0, 1). In this chapter, we introduce a new methodology to analyse the ARF
and provide a new perspective on the understanding and practical simulation of this phe-
nomenon. Our aim is to formally derive and justify by asymptotic analysis the expression of
the excitation induced by the ARF in a nonlinear solid. The proposed formulation is valid
for media undergoing large deformation, independently from the nature of the prestress.
Furthermore, one originality of this work lies in the absence of simplifying hypotheses on
the properties of the emitted pressure waves. For example, in [Rudenko et al., 1996; Sar-
vazyan et al., 1998; Zabolotskaya et al., 2004; Gennisson et al., 2007] the expression of the
ARF is deduced from the KZK equation under the assumption that a specific paraxial ap-
proximation is valid. We refer to [Destrade et al., 2010] for a derivation of these equations
from the nonlinear elastodynamics equation. Note that in cardiac elastography the wave
propagation induced by the ARF is superposed to the nonlinear mechanics associated with
the heart deformation during the cardiac cycle.
In particular, in the context of an accurate nonlinear biomechanical model adequately
representing the complex state of the myocardium, we provide a rigorous model for
• the expression of the surface source term (focused ultrasound beam);
• the pressure wave propagation induced by the ARF excitation;
• the shear wave propagation generated by the ARF.
The approach we propose consists in considering a family of problems, parametrised by
a small parameter ε inversely proportional to the excitation frequency of the probes, the
viscosity and the velocity of pressure wave propagation. We formulate a stability esti-
mate, based on energy considerations, from which we retrieve some useful properties of
the solution, that lead to further simplifications of its expression. Subsequently, a reg-
ular asymptotic expansion of the solution is proposed, and each term of the expansion
is further decomposed into a potential - curl-free - and a rotational - divergence-free -
component, and into a fast-oscillating and slow-varying term. We assume, indeed, that
two time variables can be distinguished: one slow, related to the nonlinear mechanics and
the shear wave propagation, and a fast one, associated with the pressure wave induced by
the ARF excitation. In order to derive a simplified model for the expression of ARF, we
approximate the solution by the first terms of the asymptotic expansion, and we insert this
approximation in the elastodynamics equation. Then, we identify and solve the equations
proportional to the same order of ε.
By doing so, we show that the leading-order term of the expansion is the underlying nonlin-
ear cardiac mechanics, the electrical activation of the heart being the corresponding source
term. Afterwards, two corrector terms are computed. The first consists in a fast-oscillating
pressure wave excited by the probes, and we show that it is the solution of a Helmholtz
equation at every time. The second corrector term is an elastic field with prescribed diver-
gence, having as a source term a function of the first corrector. This field corresponds to the
shear acoustic wave induced by the ARF. As a by-product of our analysis, we prove that, in
prestressed media, the presence of viscosity is essential to produce shear waves with ARF.
Furthermore, they are related to the nonlinearity of the partial differential equation (PDE).
Note that the approach adopted is based on 2-scale homogenisation techniques – that
are standard for the space variable – for the time variable. The use of 2 time scales is
not original for this problem (see Dontsov and Guzina [2012]). Furthermore, we empha-
sise that the results are obtained by considering a family of problems parametrised by
ε, that is inversely proportional to the excitation frequency of the probes, the viscosity
and the velocity of pressure wave propagation. To our knowledge, this corresponds to the
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minimal set of assumptions necessary to understand, by asymptotic methods, the ARF
phenomenon. By doing so, we avoid the standard simplifying hypotheses on the prop-
erties of the emitted pressure waves. For instance, in [Sarvazyan et al., 1998; Rudenko
et al., 1996; Zabolotskaya et al., 2004; Gennisson et al., 2007] the expression of the ARF
is deduced under the assumption that paraxial approximations are valid. In addition, we
consider a general constitutive law for hyperelastic, nonlinear soft tissues that can be het-
erogeneous and anisotropic, and the formulation proposed in this work is valid for media
undergoing large deformation, independently from the nature of the prestress. Since one of
our applications is the cardiac setting, we also consider the electric activation of the muscle
fibres responsible for the heart contraction. Finally, we also derive an original expression of
the ARF that is compatible with standard Finite Element (FE) computations, allowing to
overcome the standard assumptions that are made on the resulting body force: typically,
a gaussian profile centred around a focalisation point (see [Palmeri et al., 2005; Caenen,
2018]). More precisely, we show that the computation of the ARF source term involves
the solution of a scalar Helmholtz problem in the frequency domain at each time instant
of the shear wave propagation.
The chapter is organised as follows. First, some preliminary notions on the elastodynamic
problem and our mathematical approach are provided in Section 2.2. In more detail, the
constitutive law of an anisotropic, viscoelastic, quasi-incompressible, hyperelastic medium
is introduced in terms of its invariants in Section 2.2.1. Then, a family of problems is
proposed in Section 2.2.2. A stability estimate is proved for such problems in Section
2.3. Section 2.4.1 is devoted to the definition of a regular asymptotic expansion of the
solution, and in Section 2.4.3 the nonlinear equation for the limit term of the expansion
and the equation for the higher-order correctors are derived by linearisation in a general
framework. The main contributions of this work are summarised in Section 2.4.4. The
methodological approach used to retrieve our formulation is detailed in Section 2.5. In
particular, some preliminary algebraic manipulations and considerations are outlined in
Section 2.5.1. Then, the terms corresponding to the same order of ε are identified and
solved, leading to the derivation of the equation satisfied by the leading-order term in
the expansion, associated with the nonlinear mechanics (Section 2.5.4), and the governing
equation for the higher-order terms, that correspond to the fast-oscillating pressure waves
(Section 2.5.5) and slow-oscillating shear waves generated by the ARF excitation (Section
2.5.7). A detailed expression of the source term responsible for shear wave propagation
is provided, and it is shown that it is associated with the viscosity and the tissue nonlin-
earities. Section 2.6 is devoted to further considerations and detail on some theoretical
results.
2.2 A 3D nonlinear model for ARF and elastic wave propa-
gation in a prestressed soft tissue
The starting point of our analysis is the fundamental equation of elastodynamics in the
cardiac setting. For simplicity of analysis, we consider a smooth, bounded, convex, domain
Ω0 ⊂ R3, that corresponds to some region of the domain under investigation. As given in
Chapelle et al. [2012], we use the following variational formulation to describe the nonlinear
cardiac mechanics in the Lagrangian framework: Given an admissible functional space X,
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for all t ∈ [0, T ], find y(t) ∈ X such that ∀w ∈ X
∫
Ω0
ρ0 ∂
2
t y · w dΩ0 +
∫
Ω0
Σ : dye · w dΩ0 =
∫
ΓN,0
t · w dS0 +
∫
Ω0
ρ0 f · w dΩ0,
y
∣∣
Γ0,D
= 0,
y(0) = 0, ∂ty(0) = 0.
(2.2)
We recall that e is the Green-Lagrange strain tensor and it reads
e =
1
2
(
∇ y + (∇ y )T + (∇ y )T · ∇ y ).
Furthermore, dye is the derivative of the Green-Lagrange tensor with respect to the dis-
placement and is given by
dye · w = 1
2
( (∇w )T · F + F T · ∇w ),
where F is the deformation gradient F = 1+∇ y. Moreover, Σ is the Second Piola-Kirchhoff
stress tensor accounting for total stress, and t0 accounts for the surface excitation on the
boundary ΓN,0, due to the piezoelectric probes. The operator “·” corresponds to scalar
product, whereas “:” stands for dyadic product. Note that f represents generic external
volume forces (e.g. gravity) per unit volume, and we set it to zero for the sake of simplicity.
2.2.1 Constitutive law
For muscle tissues, it is standard to consider a constitutive law that is composed of two
contributions, accounting for passive and active stress. Therefore, we define
Σ = ΣP + ΣA.
As far as the passive term is concerned, we consider a visco-hyperelastic medium, and
therefore we can express
ΣP =
∂W e
∂e
+
∂WVS
∂e˙
, (2.3)
with W e the hyperelastic potential and WVS the viscous pseudo-potential. For car-
diac modelling, we take into account a hyperelastic potential composed of a term ac-
counting for a transversely isotropic (TI) law, and a penalisation term related to nearly-
incompressibility (NI) [Chapelle et al., 2012]. If we define the jacobian of the deformation
J = det F and the right Cauchy-Green deformation tensor C = F T · F = 1 + 2 e, we
introduce
W e := WTI +WNI, (2.4)
where WTI and WNI read
WTI = κ1 e
κ2(I1−3)2 + κ3 eκ4(I4−1)
2
+ κ5
(
I2 − 2 log(J2)− 3
)
, (2.5)
WNI =
κ
2
(
(J2 − 1)− log(J2)) = κ
2
(
(I3 − 1)− log(I3)
)
. (2.6)
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We recall that the invariants concerned in Eq. (2.5) and (2.6) read
I1 =
∣∣F ∣∣2 = tr(C), I2 = ∣∣adjF ∣∣2 = tr (adjC) = 1
2
((
tr
(
C
))2 − tr(C2))
I3 = det C =
(
det F
)2
, I4 = τ1 · C · τ1,
(2.7)
where τ1(ξ) is the – space-dependent – fibre direction. Note that the norm operator | · |
denotes the euclidean norm in Rd or the Frobenius norm Rd×d, accordingly. Note that we
consider here a slightly different expression for WTI and WNI than in Chapter 1. This
choice is justified by stability requirements, as we will show in what follows. Finally, the
viscous pseudo-potential reads
WVS :=
ζ
2
tr
(
C−1 · e˙
)2
, with e˙ := dye · ∂ty = 1
2
((∇∂ty)T · F + F T · ∇∂ty ). (2.8)
We emphasize that the expression of WVS in Eq. (2.8) implies that the viscous effects
only affect the pressure wave (in the deformed configuration it is a contribution on the
divergence of y˙), for the sake of simplicity. However, the contribution of viscosity could
be extended to the shear wave, and in this case more complex effects would impact shear
wave propagation. Then, we define
ΣTI :=
∂WTI
∂e
, ΣNI :=
∂WNI
∂e
, and WVS :=
∂WVS
∂e˙
.
For the active term, we define a simple constitutive law, and suppose that the stress tensor
is only oriented along the fibre direction. Namely, we set
ΣA = σa τ1 ⊗ τ1. (2.9)
Note that ΣA does not depend on the displacement y and it represents a nonlinear source
term for Problem 2.2. Henceforth, we provide a stability estimate of the solution y of Eq.
(2.2).
2.2.2 Definition of a parametric family of problems
In nearly-incompressible soft media, such as biological tissues, the propagation velocity of
shear waves (1–10 m s−1) is much smaller than the velocity of pressure waves (1500 m s−1).
As a result, we can consider a family of problems, parametrised by a small parameter ε
related to the ratio between the two wave velocities.
First, we rewrite the bulk modulus as
κ = ε−2κˆ, (2.10)
where κˆ is a normalised parameter and ε is dimensionless. Since experimental evidence
suggests that pressure waves are also localised, we also hypothesise that the viscosity
coefficient satisfies
ζ = ε−1 ζˆ,
where ζˆ is a normalised parameter.
Moreover, our asymptotic analysis of the ARF relies on the assumption that the source
term - generated by the piezoelectric sensors - is of high frequency ω. From experimental
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evidence, we set the ultrasound frequency proportional to the viscosity coefficient [Ostro-
vsky et al., 2007]. In particular, given a normalised frequency ωˆ, such that ωˆ = ε ω > 0,
we define
tε(ξ, t) := p(ξ, t) cos(ωˆ t/ε) J
∣∣F−T · n0∣∣F−T · n0, (2.11)
where n0 is the outward unitary normal of Ω0 and p ∈ C0
(
[0, T ];H
1
2 (Γ0)
)
is a smooth, space
and time-dependent pressure term representing the action of the probes at the boundary
and
ω = ε−1 ωˆ.
Note that the vector t0 is collinear with F
−T ·n0, that corresponds to the outward normal
of the domain Ω(t).
We denote by y
ε
the family of solutions in X associated with Eq. (2.2) with the definitions
above, and we define the deformation gradient F
ε
, the Cauchy-Green stress tensor C
ε
, the
invariant Jε and the second Piola-Kirchhoff stress tensor Σε associated with the solution
y
ε
.
We also assume that f ∈ C0([0, T ]; (L2(Ω0))3). Then, the variational formulation reads:
Find, for all t ∈ [0, T ], a function y
ε
(t) ∈ X such that for all w ∈ X∫
Ω0
ρ0 ∂
2
t yε · w dΩ0 +
∫
Ω0
(
ΣTI
ε
+ ΣNI
ε
+ ΣVS
ε
)
: dy
ε
e · w dΩ0
= −
∫
Ω0
ΣA : dy
ε
e · w dΩ0 +
∫
Ω0
ρ0 f · w dΩ0 +
∫
ΓN,0
tε · w dS0,
(2.12)
with vanishing initial conditionsyε
∣∣∣
Γ0,D
= 0,
y
ε
(0) = 0, ∂tyε(0) = 0.
Assumption 2.1. For all ε > 0 sufficiently small, there exists a unique smooth solution
y
ε
to Eq. (2.12) satisfying
y
ε
∈
(
C 2
(
[0, T ]× Ω0
))3
, det
(
1 +∇
ξ
y
ε
)
> 0.
Note that this assumption may not be optimal. One could expect a similar result in a less
regular space, as
X := {v ∈ (W 1,p(Ω0))3 | v = 0 in Γ0,D}, p > 2.
However, for the sake of simplicity, we choose to state Assumption 2.1 in order to derive
our main results.
2.3 Stability estimates
In this section, we retrieve some energy estimates allowing to derive some interesting
properties of the solution y
ε
. Choosing the actual velocity ∂tyε as a test function, we
obtain the following energy balance (see Chapelle et al. [2012])
dEtotε
dt
+ EVSε + E
A
ε = P
ext
ε + P
A
ε , (2.13)
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where the total energy Etotε reads
Etotε = Kε + E
TI
ε + E
NI
ε ,
and the kinetic and potential energy associated with the hyperelastic term and nearly-
incompressibility are given by
Kε =
ρ0
2
∫
Ω0
|y˙
ε
|2 dΩ0, ETIε =
∫
Ω0
WTIε dΩ0,
ENIε = ε
−2 κˆ
2
∫
Ω0
(
(J2ε − 1)− log
(
J2ε
))
dΩ0.
The contribution related to viscous losses reads
EVSε = ε
−1 ζˆ
∫
Ω0
tr
(
C−1
ε
· e˙
ε
)2
dΩ0 = ε
−1 ζˆ
∫
Ω0
tr
(
F−1
ε
· ∇
ξ
y˙
ε
)2
dΩ0,
whereas the source term contributions are given by
Pextε =
∫
ΓN,0
tε · y˙ε dS0 =
∫
ΓN,0
p cos(ωˆ t/ε) Jε
∣∣∣F−T
ε
· n0
∣∣∣F−T
ε
· n0 · y˙ε dS0,
PAε = σa
∫
Ω0
τ1 · e˙ · τ1 dΩ0,
In order to demonstrate that the energy Etotε is uniformly bounded with respect to ε, we
first need to formulate an estimate for the term Pextε . To do so, we assume extra regularity
on p and the domain Ω0 to be able to define a smooth lifting operator of p. More precisely,
we do the following assumption.
Assumption 2.2. We assume that there exists ` ∈ C0([0, T ];W1,∞(Ω0)) i.e.
|||`||| := sup
t∈[0,T ]
ess sup
ξ∈Ω0
(∣∣`(ξ, t)∣∣+ ∣∣∣∇ξ `(ξ, t)∣∣∣) < +∞
such that
∀t ∈ [0, T ] `(·, t)|Γ0 = p(·, t). (2.14)
In order to have an estimate on Pextε , we first need to rewrite this term as a volume integral.
To do so, we apply Green’s formula, and obtain the result of the following lemma.
Lemma 2.3. If Assumption 2.2 holds, then the term Pextε accounting for the surface source
term can be rewritten as
Pextε =
∫
Ω0
Jε cos(ωˆ t/ε) tr
(
F−1
ε
· ∇
ξ
y˙
ε
)
`dΩ0
+
∫
Ω0
Jε cos(ωˆ t/ε) y˙ε ·
(
F−T
ε
· ∇ξ`
)
dΩ0.
(2.15)
We can now state the following stability estimate.
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Proposition 2.4. Let ε small enough. Then, there exists a constant C > 0 independent
of ε such that
Etotε (t) ≤ C ∀t ∈ [0, T ].
In particular, ∀t ∈ [0, T ], ∫
Ω0
(
(J2ε − 1)− log
(
J2ε
))
dΩ0 ≤ ε2C, (2.16)∫ t
0
∥∥∥tr (C−1
ε
· e˙
ε
)∥∥∥2
L2(Ω0)
ds ≤ εC. (2.17)
Proofs of Lemma 2.3 and Proposition 2.4 can be found in Sections 2.6.1 and 2.6.2. As a
consequence of Proposition 2.4, we deduce that at the limit ε→ 0, we obtain that Jε tends
to one in Ω.
2.4 Asymptotic expansion of the solution
2.4.1 Definition of a power series expansion
We look for a regular asymptotic expansion of the solution of Eq. (2.12), i.e. we assume
that y
ε
can be written using a power series expansion in ε. We suppose that there exists
N ∈ N such that the solution y
ε
can be decomposed, for all ε sufficiently small, as
y
ε
(ξ, t) =
N∑
i=0
εi y
i
(ξ, t, t/ε) + εN rε, ∀ ξ ∈ Ω0, ∀ t ∈ [0, T ], (2.18)
with
lim
ε→0
sup
ξ,t
(
‖rε‖+ ‖∂trε‖+
∥∥∇
ξ
rε
∥∥) = 0,
with rε is smooth and limε→0 ‖rε‖ for an adequate norm ‖ · ‖. We assume that every term
y
i
of the power series is periodic in τ = t/ε, with period 2pi/ωˆ (this is suggested by the
structure of the source term). Furthermore, we assume that all components y
i
(ξ, t, τ) are
regular enough in τ and, as a consequence, all ∂y
i
/∂τ are periodic in τ .
The idea is to approximate the solution y
ε
by the first terms of expansion (2.18). By doing
so, we recover the limit (asymptotic) behaviour of the solution y
ε
for ε → 0. In practice,
we substitute the expression of y
ε
presented in Eq. (2.18) in Problem (2.12). To do so, all
mechanical quantities must be rewritten in series form, accordingly. Furthermore, we shall
use the following expansion of the second derivative in time for every term in Eq. (2.18):
∂2t yi(ξ, t, t/ε) =
(
ε−2 ∂2τyi + 2ε
−1∂2tτyi + ε
0 ∂2t yi
)
(ξ, t, t/ε).
Once all the terms of the expansion are obtained and inserted in Eq. (2.12), the equations
proportional to the same order of ε are identified. Note that this approach represents an
application of a methodology for homogenisation which is standard in the spatial domain
[Lions et al., 1978].
We show that the ARF is a nonlinear phenomenon that occurs at a higher order of ap-
proximation. More precisely, we will show that the leading-order term in Eq. (2.18)
corresponds to the underlying nonlinear mechanical behaviour of the solution. Then, the
first two correctors are computed, and they correspond to:
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• a fast-oscillating pressure wave generated by the piezoelectric probes, solution of a
Helmholtz equation at every time;
• an elastic field with prescribed divergence, having as a source term a function of the
first corrector. This field corresponds to the shear acoustic wave induced by the ARF
(and it is divergence-free in case of no prestress).
2.4.2 Expansion of mechanical quantities
Henceforth, we introduce several definitions that are related to the linearisation of nonlinear
mechanics, in order to state our main results and according to our hypothesis defined in
Eq. (2.18). In particular, we derive a series expansion for all the deformation and stress
tensors involved in Eq. (2.12), accordingly. For the sake of simplicity, we assume that
the operations ∇, ∇, ∆, div and div are performed in the reference configuration, if not
specified.
Deformation tensors. From Eq. (2.18), we can rewrite the deformation gradient
F
ε
:= 1 +∇ y
ε
= F
0
+
N∑
i=1
εi∇ y
i
+ o(εN ), with F
0
:= 1 +∇ y
0
.
Consequently, the Green-Lagrange tensor reads
e
ε
:=
1
2
(
∇ y
ε
+
(∇ y
ε
)T
+
(∇ y
ε
)T ·∇ y
ε
)
= e
0
+
N∑
i=1
εie
0
(
y
i
)
+
N∑
i+j=2
i,j>0
εi+j
(∇ y
i
)T ·∇ y
j
+o(εN ),
with
e
0
:=
1
2
(
F T
0
· F
0
− 1) = 1
2
(∇ y
0
+
(∇ y
0
)T
+
(∇ y
0
)T · ∇ y
0
)
,
and, for any vector field w,
e
0
(
w
)
:=
1
2
(
F T
0
· ∇w+ (∇w)T ·F
0
)
=
1
2
(∇w+ (∇w)T + (∇ y
0
)T · ∇w+ (∇w)T · ∇ y
0
)
.
With the same assumptions, we obtain for any vector field w
dy
ε
e · w = 1
2
((∇w)T · F
ε
+ F T
ε
· ∇w
)
:= e
0
(
w
)
+
N∑
i=1
εi e
i
(
w
)
+ o(εN ),
where
e
i
(
w
)
:=
1
2
((∇ y
i
)T · ∇w + (∇w)T · ∇ y
i
)
.
Analogously, the Cauchy-Green deformation tensor reads
C
ε
:= 1 + 2 e
ε
= C
0
+
N∑
i=1
εiC
i
+ o(εN ),
with
C
0
:= (1 + 2 e
0
), C
1
:= 2 e
0
(
y
1
)
,
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and we do not give the expression of the higher-order terms for the moment, for the sake
of simplicity. The inverse of the Cauchy-Green deformation tensor can be rewritten, at the
limit as ε tends to zero, as
C−1
ε
= C−1
0
+
N∑
i=1
εiG
i
+ o(εN ), with C−1
0
:= (1 + 2 e
0
)−1,
and we do not detail for the moment the expression of G
i
for i ≥ 1.
Furthermore, the invariant Jε can be rewritten as
Jε := J0 +O(ε), with J0 =
(
detC
0
) 1
2 .
Finally, we also have
tε = cos(ωˆ t/ε) t0 + cos(ωˆ t/ε)
N∑
i=0
εi ti + o
(
εN
)
,
where the leading-order boundary source term is given by
t0
(
ξ, t
)
:= p
(
ξ, t
)
J0
∣∣F−T
0
· n0
∣∣F−T
0
· n0.
Note that t0 does not depend on ε. However, the expansion of the source term tε is not
polynomial in ε.
Stress tensors. The second Piola-Kirchhoff stress tensor accounting for transverse isotropy,
nearly-incompressibility and viscosity can be rewritten in terms of a power series expansion,
following Eq. (2.18). In more detail, ΣNI
ε
reads, from Eq. (2.4),
ΣNI
ε
= ε−2
κˆ
2
(J2ε − 1)C−1ε = ε−2
κˆ
2
(J20 − 1)C0 +
κˆ
2
N∑
i=1
εi−2 ΣNI
i
+ o(εN ).
In a similar way, we derive the power series expansion in ε of ΣTI
ε
ΣTI
ε
= ΣTI
0
+
N∑
i=1
εi ΣTI
i
+ o(εN ), with ΣTI
0
:= ΣTI
(
e
0
)
,
where ΣTI
0
is given in the Appendix. The expansion of the second Piola-Kirchhoff stress
tensor ΣVS
ε
related to viscosity
ΣVS
ε
= ε−1 ζˆ tr
(
C−1
ε
· e˙
ε
(
y
))
C−1
ε
= ζˆ
N∑
i=0
εi−2 ΣVS
i
+ o(εN ).
Note that the series above behaves as a O(ε−2), due to the fact that differentiation with
respect to the fast time variable τ introduces another factor ε−1 in the expression. Finally,
the stress stress tensor ΣA given by (2.9) is independent of ε.
The full expression of the tensors ΣTI
i
, ΣTI
i
and ΣVS
i
is not detailed here, for the sake
of compactness. In fact, we will show that their expression can be considerably simplified,
due to the properties of the first terms in the expansion (2.18). More precisely, we will
show that ∂τy0 = 0, J0 = 1 and y1 = 0.
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2.4.3 The incompressible, nonlinear heart mechanics and its linearisa-
tion
In Shear Wave Elastography, the propagation of elastic waves in a prestressed soft medium
like the myocardium can be modelled as a perturbation of the underlying nonlinear in-
compressible heart mechanics. Henceforth, we formulate the nonlinear problem and its
linearisation that govern some of the terms in the asymptotic expansion (2.18). More
precisely, we will show that the perturbation associated with the shear wave propaga-
tion satisfies an equation that can be recovered by linearisation of Eq. (2.12) around a
reference, time-dependent deformation state. The well-posedness properties of the two
problems considered (existence/uniqueness/regularity of solutions) are not analysed but
assumed instead.
Nonlinear mechanical model of heart deformation. The nonlinear, incompressible
cardiac mechanics is described as follows, given an adequate function space L:
For all t ∈ [0, T ], find (y
0
(t), p0(t)
) ∈ X× L such that ∀w ∈ X
∫
Ω0
ρ0 ∂
2
t y0 · w dΩ0 +
∫
Ω0
p0C
−1
0
: e
0
(
w
)
dΩ0 +
∫
Ω0
ΣTI
0
: e
0
(
w
)
dΩ0
= −
∫
Ω0
ΣA : e
0
(
w
)
dΩ0,
y
0
(0) = 0, ∂t y0(0) = 0,
J0 = 1,
(2.19)
with p0 a Lagrange multiplier to enforce incompressibility. Typically, the space L is the
space of square integrable zero-average scalar functions. The analysis of the existence and
uniqueness of solution to Eq. (2.19) is a well-known difficult problem; as a consequence,
we will state the following assumption.
Assumption 2.5. There exists a unique couple (y
0
, p0) solution to Eq. (2.19) satisfying
y
0
∈ C 2([0, T ]× Ω0), det (1 +∇ y0) > 0, p0 ∈ C 0([0, T ]× Ω0).
Furthermore, we will show that the perturbation associated with the shear wave propa-
gation satisfies an equation that can be recovered by linearisation of Eq. (2.12) around a
reference, time-dependent deformation state.
Linearised problem for the elastic perturbation. The linearisation of (2.12) around
a time-dependent solution y
0
(t) leads to the following linear problem: given an admissible
functional space for the linearised problem X` and L`, find, for all t ∈ [0, T ], a couple(
y˜(t), p˜(t)
) ∈ X` × L` such that for all w ∈ X` and for all q ∈ L`
∫
Ω0
ρ0 ∂
2
t y˜ · w dΩ0 +
∫
Ω0
p˜C−1
0
: e
0
(
w
)
dΩ0 + a(y˜, w) = s(t, w),∫
Ω0
C−1
0
: e
0
(
y˜
)
q dΩ0 = r(t, q),
y˜(0) = 0, ∂t y˜(0) = 0,
(2.20)
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with
a(y˜, w) =
∫
Ω0
e
0
(
y˜
)
:
∂ΣTI
∂e
(
y
0
)
: e
0
(
w
)
dΩ0 − 2
∫
Ω0
p0C
−1
0
· e
0
(
y˜
)
: C−1
0
· e
0
(
w
)
dΩ0
+
∫
Ω0
(
ΣTI
0
+ ΣA + p0C
−1
0
)
:
(∇ y˜)T · ∇w dΩ0,
where s(t, ·) and r(t, ·) are some linear forms yet unspecified and p˜ is a Lagrange multiplier
enforcing compressibility and
ΣTI
∂e
(
y
0
)
is a fourth-order tensor corresponding to the deriva-
tive of the second Piola-Kirchoff stress tensor ΣTI with respect to the Green-Lagrange
strain tensor e, evaluated at y
0
. We refer the reader to Section 2.6.4 for the detailed
expression of the tensor e
0
(
y˜
)
:
∂ΣTI
∂e
(
y
0
)
. Finally, note that we typically have
L ⊂ L` =
{
q ∈ L2(Ω) |
∫
Ω
q dΩ = 0
}
and X ⊂ X` = H1(Ω0)3.
In general, the well-posedeness of linear elastodynamic problem is not given (for instance,
buckling may occur). However, in our context, it is reasonable to do the following assump-
tion.
Assumption 2.6. For every s(t, w) and r(t, q), there exists a unique couple (y˜(t), p˜(t))
solution of Eq. (2.20) satisfying
y˜ ∈ C 2([0, T ]× Ω0), p˜ ∈ C 0([0, T ]× Ω0).
One of the aims of this work is to derive a rigorous expression of the source term s(t, w).
We will demonstrate that the shear wave generated by ARF is solution of Eq. (2.20), with a
source term that depends on the viscous effects and the tissue nonlinearity. The presented
analysis is formal, a complete analysis would require to turn most of the assumptions
we made into mathematical results and to specify in which functional spaces the various
quantities introduced before belong. However, this is a difficult task, since it involves the
analysis of the nonlinear elastodynamics problem, that we did not want to address in this
work.
2.4.4 Statement of main results
Preliminarily, we define the deformation map as the bijective map φ
0
: Ω0 → Ω(t) ⊂ R3
from the reference to the deformed configuration that reads φ
0
: ξ 7→ x = φ
0
(ξ, t). Then,
the displacement y
0
reads y
0
(ξ, t) = x − ξ = φ
0
(ξ, t) − ξ. We remind that we assume
that the operators ∇, ∇, ∆, div, div and H (Hessian matrix) correspond to differential
operators in the reference configuration, and we use the same symbols with the subscript
x when considering differentiation in the deformed configuration. Finally, note that by
definition F
0
:= ∇φ
0
and, for any function h ∈ L2(Γ0), we have∫
Γ0
hJ0
∣∣F−T
0
· n0
∣∣F−T
0
· n0 dΓ0 =
∫
Γ(t)
(
h ◦ φ−1
0
)
n(t) dΓ,
where n(t) is the outward unitary normal of Ω(t) and Γ(t) = φ
0
(Γ0). Henceforth, if not
specified, we will implicitly assume the composition with the deformation map φ
0
when we
consider a field in the reference configuration that is defined in the deformed configuration,
and reciprocally for φ−1
0
.
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Proposition 2.7. Let us assume that the asymptotic expansion (2.18) of the solution y
ε
holds. Then,
• the leading-order term y
0
(
ξ, t
)
is solution of the nonlinear heart mechanics with pre-
scribed activation, given by Eq. (2.19); we emphasize that is satisfies
lim
ε→0
y
ε
= y
0
;
• the first-order corrector term y
1
(
ξ, t
)
is such that the couple (y
1
, p1) is solution of
Eq. (2.20) with s(t, w) = 0, r(t, q) = 0 and null initial conditions. As a consequence,
it is a null field;
• the second-order corrector y
2
can be further decomposed into two terms
y
2
(ξ, t, τ
)
= yf
2
(
ξ, t, τ
)
+ yS
2
(ξ, t
)
,
where yf
2
is a fast-oscillating, irrotational (pressure) wave, and it is solution of the
mixed problem 
ρ0 ∂
2
τy
f
2
− (κˆ+ ζˆ ∂τ )∇xpf2 = 0 in Ω(t),
pf2 = divx y
f
2
in Ω(t),
yf
2
= 0 in ΓD(t),
(κˆ+ ζˆ ∂τ )p
f
2 = p cos(ωˆ τ) on ΓN (t);
(2.21)
• the corrector yS
2
is a slowly varying component with prescribed divergence, corre-
sponding to the nonlinear contribution associated with the ARF; the couple (yS
2
, p2)
satisfies Eq. (2.20), with s(t, w) depending nonlinearly on yf
2
. It reads, in the de-
formed configuration:
s(t, w) =
ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω(t)
divx
((
κˆ+ ζˆ∂τ
)
yf
2
) (∇
x
yf
2
)T
: ∇
x
w dΩ dτ. (2.22)
The term r(t, q) is given by
r(t, q) =
1
κˆ
∫
Ω0
p0 q dΩ0. (2.23)
Note that yf
2
solution of (2.21) satisfies at each time t ∈ [0, T ] a periodic problem in τ .
Since the source term of Problem (2.21) is a cosine at a single frequency, yf
2
can be com-
puted from the solution of a frequency problem. Furthermore, since yf
2
is irrotational, its
computation can be reduced to the resolution of a scalar problem, namely a Helmholtz
problem. As shown in the following corollary, these observations can be used to provide a
better interpretation of the source term accounting for the ARF phenomenon.
Corollary 2.1. The vector field pf2 solution of (2.21) satisfies
pf2(ξ, t, τ) = Re
(
e−iωˆτ pˆf2
)
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where pˆf2 satisfies at each time t the Helmholtz equation
∆x pˆ
f
2 + α pˆ
f
2 = 0 in Ω(t),
∇x pˆf2 · n = 0 on ΓD(t),
(κˆ− i ωˆ ζˆ) pˆf2(x, t) = p(x, t) on ΓN (t),
with
α :=
ρ0 ωˆ
2
κˆ− i ωˆ ζˆ ∈ C.
Moreover, there exists another scalar field p˜2 such that the couple (yS2 , p˜2) is solution of
Eq. (2.20) with
s
(
t, w
)
= − ζˆ ωˆ
2
∫
Ω(t)
Im
(
pˆf2 ∇xpˆf2
)
· w dΩ− ρ0 ωˆ
2
2|α|2
∫
ΓN (t)
(
Re
(
pˆf2 Hx
(
pˆf2
)) · n) · w dΓ
+
1
4|α|2
∫
ΓN (t)
(
ρ0 ωˆ
2|∇xpˆf2 |2 − κˆ |α|2 |pˆf2 |2
)
w · n dΓ.
(2.24)
Note that pˆf2 corresponds to the pushing pressure associated with the ARF. The term
s(t, w) is composed of a volume integral accounting for the ARF and a surface term.
Furthermore, observe that for small values of ζˆ, one can expect that the volume integral
in s
(
t, w
)
behaves linearly with respect to attenuation, in accordance with Eq. (2.1).
Therefore, viscosity is essential for the generation of shear waves from ARF. Note also that
the pressure term p2 in Proposition 2.7 differs from the term p˜2 in Corollary 2.1. Indeed,
the definition of s
(
t, w
)
given in Eq. (2.22) only differs from the one given in Eq. (2.24)
by a contribution that is of the form
−
∫
Ω0
pˇ2C
−1
0
: e
0
(
w
)
dΩ0
and therefore p˜2 = p2 + pˇ2.
2.5 Proof of main results
In this section, we detail the procedure used to establish Proposition 2.7 and Corollary 2.1.
As we have already introduced above, our approach is based on the approximation of y
ε
by the first terms of the series expansion in Eq. (2.18). Then, by injecting this expression
in Eq. (2.12), we obtain a cascade of equations, and by identification of the equations
proportional to the same order of ε, we retrieve the desired results. Henceforth, we will
• prove that the leading term y
0
does not depend on τ ;
• demonstrate that y
1
does not depend on τ as well;
• describe a system of equations on y
0
and a new variable p0 that corresponds to the
incompressible nonlinear mechanical system (2.19), from which we will obtain an
expression for y
0
;
• find the equation satisfied by yf
2
(Eq. (2.21)), that represents the pressure field
associated with the ARF;
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• describe a system of equations on y
1
and a new variable p1 similar to Eq. (2.20),
with zero source terms and null initial conditions, that will imply y
1
= 0;
• describe a system of equations on yS
2
and a new variable p2 similar to Eq. (2.20), with
source terms as in Eqs. (2.22) and (2.23), from which we will obtain an expression
for yS
2
; the shear wave propagation generated by the ARF is observed at this stage.
2.5.1 Preliminaries
Before detailing our approach, we introduce a decomposition that will be used in what
follows to split each term y
i
of the expansion (2.18) into more simple terms. Moreover, we
derive some first properties based on the energy estimates (2.16) and (2.17).
Helmholtz decomposition. First, we provide a result that is a straightforward appli-
cation of the Helmholtz decomposition [Monk et al., 2003].
Proposition 2.8. Let w(x) be a vector field in L2
(
Ω(t)
)3, t ∈ [0, T ], with Ω(t) bounded,
Lipschitz domain and simply connected. Then, there exist
Φ ∈ H10 (Ω), Ψ ∈ {v ∈ H(curl,Ω(t)) |divx(v) = 0 in Ω(t), n · v = 0 on ∂Ω},
such that
w(x) = ∇xΦ
(
x
)
+∇x ×Ψ
(
x
)
. (2.25)
Proposition 2.8 is a standard result in functional analysis. The reader may refer e.g. to
Monk et al. [2003] for a proof of the proposition. An analogous decomposition can be
derived with respect to the reference domain Ω0, as asserted in the following Corollary.
The proof is omitted again, since the result is directly derived from Proposition 2.8 by
applying a change of variable.
Corollary 2.2. For every t ∈ [0, T ], let w˜(t) be a vector field in L2(Ω0)3, Then, there
exist
Φ˜(t) ∈ H10 (Ω0), Ψ˜(t) ∈ H
(
curl,Ω0
)
such that
w˜ = F−T
0
· ∇ Φ˜ + J−10 F 0 ·
(
∇× Ψ˜
)
. (2.26)
Moreover, if we define w such that w ◦ φ
0
= w˜, then
tr
(
F−1
0
· ∇ w˜
)
= 0 in Ω0 ⇐⇒ divx
(
w
)
= 0 in Ω(t) ⇐⇒ Φ˜ = 0 in Ω0.
Proof. From Proposition 2.8 it is straightforward to derive Eq. (2.26) by applying a change
of variable and by setting Φ ◦ φ
0
= Φ˜ and Ψ ◦ φ
0
= F−T
0
Ψ˜. Then, it is straightforward to
prove that (see Monk et al. [2003, Section 3.9])
divx
(
w
) ◦ φ
0
= J−10 div w˜ = J
−1
0 div
(
J0 F
−1
0
· w˜
)
.
This divergence can be expressed as
div
(
J0 F
−1
0
· w˜
)
= J0F
−1
0
: ∇ · w˜ + div
(
J0F
−1
0
)
· w˜.
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However, using the fact that J0F−10 = Cof F
T
0 has divergence-free columns (see Evans
[2010, Section 8.1] ), we can infer that div
(
J0F
−1
0
)
= 0 and, as a consequence,
divx
(
w
) ◦ φ
0
= F−1
0
: ∇ · w˜ = tr
(
F−1
0
· ∇ w˜
)
,
which concludes the proof.
Henceforth, we will implicitly assume the composition with the deformation map φ when we
consider in the reference configuration a field that is defined in the deformed configuration,
for the sake of simplicity.
Decomposition into fast- and slow-oscillating terms. Let us decompose y
i
(
ξ, t, τ
)
,
for i ≥ 0, into two components, namely
y
i
(
ξ, t, τ
)
:= yF
i
(
ξ, t, τ
)
+ yS
i
(
ξ, t
)
, with yS
i
(
ξ, t
)
=
ωˆ
2pi
∫ 2pi
ωˆ
0
y
i
(ξ, t, τ) dτ. (2.27)
Subsequently, let us consider the Helmholtz decomposition (2.26) for each component, and
define
φFi , φ
S
i , ψ
F
i
, ψS
i
, i ≥ 0,
such that
yF
i
(
ξ, t, τ
)
= yf
i
(
ξ, t, τ
)
+ yr
i
(
ξ, t, τ
)
,
yS
i
(
ξ, t
)
= yp
i
(
ξ, t
)
+ ys
i
(
ξ, t
)
,
with
yf
i
(
ξ, t, τ
)
:= F−T (ξ, t) · ∇ξφFi
(
ξ, t, τ
)
yr
i
(
ξ, t, τ
)
:= J−1 F · ∇ξ × ψFi
(
ξ, t, τ
)
yp
i
(
ξ, t
)
:= F−T (ξ, t) · ∇ξφSi
(
ξ, t
)
ys
i
(
ξ, t
)
:= J−1 F · ∇ξ × ψSi
(
ξ, t
)
,
and the superscripts denote focusing, residual, pressure and shear wave, respectively. For
simplicity of notation, we explicitly denote only the dependence on τ henceforth, and we
implicitly assume that all y
i
’s (and their components) depend on ξ and t.
Properties of the limit displacement field from the energy estimate. From Propo-
sition 2.4 it is possible to retrieve some preliminary properties of the leading-order term
y
0
. First, we note that the power series expansion of I3,ε ≡ J2ε = det
(
C
ε
)
reads
I3,ε := I3,0 +
N∑
i=1
εi I3,i + o(ε
N ), (2.28)
with
I3,0 := det
(
C
0
)
= det
(
1 + 2 e
0
)
,
I3,1 := 2 det
(
C
0
)
tr
(
(1 + 2 e
0
)−1 · e
0
(
y
1
))
= 2 I3,0 tr
(
C−1
0
· e
0
(
y
1
))
,
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and we do not detail the expression of I3,i for the moment for higher-order of approximation
for the sake of conciseness. If we substitute in Eq. (2.16) the expansion of I3,ε given in
Eq. (2.28), we obtain∫
Ω0
(
(I3,0 − 1)− log(I3,0)
)
dΩ0 + ε
∫
Ω0
(I3,0 − 1)I3,1 I−13,0 dΩ0 + o(ε2) ≤ ε2C.
Hence, we can assert
(I3,0 − 1)− log(I3,0) = 0 =⇒ I3,0 = 1. (2.29)
Consequently, the leading term y
0
is incompressible. Furthermore, from Eq. (2.29) and
Jacobi’s formula, we obtain
I3,0 = det
(
C
0
)
= 1 =⇒ 0 = ∂tI3,0 = I3,0 tr
(
C−1
0
·∂tC0
)
= 2 I3,0 tr
(
C−1
0
·∂te0
)
. (2.30)
Analogously,
0 = ∂τI3,0 = I3,0 tr
(
C−1
0
· ∂τC0
)
= 2 I3,0 tr
(
C−1
0
· ∂τe0
)
. (2.31)
Notations. We denote the power series expansion of Ii,ε, i = 1, 2, 4 by
Ii,ε = Ii,0 +
2∑
k=1
εk Ii,k + o(ε
2). (2.32)
In what follows, the explicit expression of the terms Ii,k will be provided when required.
Detailed expansion of some stress tensors. For the sake of clarity, we provide
here the first terms of the expansion of the stress tensor ΣNI
ε
associated with nearly-
incompressibility. They read, due to Eq. (2.29),
ΣNI
0
= (I3,0 − 1)C−10 = 0, ΣNI1 = (I3,0 − 1)G1 + I3,1C−10 = I3,1C−10 . (2.33)
Due to Eq. (2.31), the first term of the stress tensor ΣVS
ε
related to the viscous contribution
is given by
ΣVS
0
= C−1
0
tr
(
C−1
0
· ∂τe0
)
= 0. (2.34)
In addition, due to Eqs. (2.30) and (2.31), the viscous stress tensor ΣVS
1
reduces to
ΣVS
1
= C−1
0
tr
(
C−1
0
· ∂te0
)
+ C−1
0
tr
(
C−1
0
· ∂τe0
(
y
1
)
+G
1
· ∂τe0
)
+G
1
tr
(
C−1
0
· ∂τe0
)
= C−1
0
tr
(
C−1
0
· ∂τe0
(
y
1
))
,
with
G
1
:= −2C−1
0
· e
0
(
y
1
) · C−1
0
.
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2.5.2 Time dependence of the leading term
First, we take into account the equation proportional to ε−2 in problem (2.12). It reads∫
Ω0
ρ0 ∂
2
τy0 · w dΩ0 +
κˆ
2
∫
Ω0
ΣNI
0
: e
0
(
w
)
dΩ0 + ζˆ
∫
Ω0
ΣVS
0
: e
0
(
w
)
dΩ0 = 0. (2.35)
From Eq. (2.35) and using the energy estimates provided in Section 2.5.1, it is possible
to prove that the term y
0
does not depend on the fast time variable τ , as stated in the
following proposition.
Proposition 2.9. The leading-order term of the expansion y
0
satisfies
∂τy0 = 0. (2.36)
Proof. Using Eqs. (2.33) and (2.34), we obtain
ΣNI
0
= 0 and ΣVS
0
= 0.
Hence, Eq. (2.35) reduces to ∫
Ω0
∂2τy0 · w dΩ0 = 0.
Since w is arbitrary, y
0
is regular and periodic, and ∂τy0 is also periodic, we obtain the
desired result.
2.5.3 Properties of the first-order corrector
In this section, we prove that the corrector y
1
does not depend on the fast time variable,
and it is divergence-free. To this end, we consider the equation associated with ε−1 in
problem (2.12). After some simplifications due to the properties that we have proved on
y
0
(namely, ∂τy0 = 0, Σ
NI
0
= 0 and ΣVS
0
= 0), it reads∫
Ω0
ρ0 ∂
2
τy1 · w dΩ0 +
κˆ
2
∫
Ω0
ΣNI
1
: e
0
(
w
)
dΩ0 + ζˆ
∫
Ω0
ΣVS
1
: e
0
(
w
)
dΩ0 = 0. (2.37)
Note that, due to Proposition 2.9, ΣVS
1
is given by
ΣVS
1
= C−1
0
tr
(
C−1
0
· ∂τe0
(
y
1
))
.
The main result of this section is in the following proposition.
Proposition 2.10. The first-order corrector y
1
satisfies
ΣNI
1
= ΣVS
1
= 0 and ∂τy1 = 0.
Proof. First, we simplify expression (2.37). Note that we can approximate
tr
(
C−1
ε
· e˙
ε
)
= tr
(
C−1
0
· ∂τe0
(
y
1
))
+O(ε).
As a consequence, from the energy estimation (2.17), y
1
satisfies
tr
(
C−1
0
· ∂τe0
(
y
1
))
= 0, (2.38)
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that implies ΣVS
1
= 0. Now, let us decompose y
1
into two components as in Eq. (2.27):
y
1
= yF
1
(τ) + yS
1
.
Since ∂τy0 = 0, we get:
0
(2.38)
= tr
(
C−1
0
· ∂τe0
(
yF
1
(τ)
))
= ∂τ tr
(
C−1
0
· e
0
(
yF
1
(τ)
))
.
As yF
1
(τ) has zero mean, it must satisfy
tr
(
C−1
0
· e
0
(
yF
1
(τ)
))
= 0. (2.39)
On the other hand, if we take w = yS
1
in Eq. (2.37) and we integrate on τ over its period,
due to the periodicity assumption of all the terms ∂τyi and yi with respect to τ in [0, 2pi/ωˆ],
we obtain∫ 2pi
ωˆ
0
∫
Ω0
tr
(
C−1
0
· e
0
(
yS
1
))2
dΩ0 dτ = 0 =⇒ tr
(
C−1
0
· e
0
(
yS
1
))
= 0. (2.40)
Therefore, from Eqs. (2.39) and (2.40) and by linearity,
tr
(
C−1
0
· e
0
(
y
1
))
= 0 =⇒ I3,1 = 0. (2.41)
Hence, ΣNI
1
= 0. Finally, from Eq. (2.37) and the periodicity and regularity of y
1
, we can
assert ∫
Ω0
∂2τy1 · w dΩ0 = 0 =⇒ ∂2τy1 = 0 =⇒ ∂τy1 = 0 =⇒ yF1
(
ξ, t, τ
)
= 0,
thus concluding the proof.
Furthermore, note that Eq. (2.41) implies that the field y
1
is divergence-free. Consequently,
we can infer that
y
1
(
ξ, t
)
= yS
1
(
ξ, t
)
= ys
1
(
ξ, t
)
.
This corresponds to a shear wave generated by the source term, independent of the rapid
time variable τ .
2.5.4 The governing equation of the leading term: the underlying non-
linear problem
The next step of our procedure consists in analysing the equation corresponding to ε0 in
the expansion of the elastodynamic problem (2.12). Taking into account the results above
(namely, I3,0 = 1, I3,1 = 0, ∂τy1 = ∂τy0 = 0), its expression reads∫
Ω0
ρ0
(
∂2τy2 + ∂
2
t y0
) · w dΩ0 + κˆ
2
∫
Ω0
ΣNI
2
: e
0
(
w
)
dΩ0 +
∫
Ω0
(
ΣTI
0
+ ΣA
)
: e
0
(
w
)
dΩ0
+ζˆ
∫
Ω0
ΣVS
2
: e
0
(
w
)
dΩ0 = cos(ωˆ τ)
∫
ΓN,0
t0 · w dS0,
(2.42)
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with the stress tensor
ΣNI
2
= I3,1G1 + I3,2C
−1
0
= I3,2C
−1
0
,
where we recall that G
1
:= −2C−1
0
· e
0
(
y
1
)
· C−1
0
, and the expression of ΣTI
0
is given
in Section 2.6.4. We highlight that, by definition, ΣTI
0
depends only on y
0
. Hence, it is
independent of τ . Taking into account the fact that ∂τy1 = 0, the viscous contribution is
given by
ΣVS
2
= C−1
0
tr
(
G
1
· ∂te0
)
+ C−1
0
tr
(
C−1
0
· ∂te0
(
y
1
))
+ C−1
0
tr
(
C−1
0
· ∂τe0
(
y
2
))
.
We can further simplify the viscous contribution. This is the result of the following lemma.
Lemma 2.11. The term ΣVS
2
satisfies
ΣVS
2
= C−1
0
tr
(
C−1
0
· ∂τe0
(
y
2
))
.
Proof. Our aim is to prove
tr
(
G
1
· ∂te0
)
+ tr
(
C−1
0
· ∂te0
(
y
1
))
= 0. (2.43)
First, note that from Eq. (2.41) we have
∂t tr
(
C−1
0
· e
0
(
y
1
))
= 0 =⇒ tr
(
∂tC
−1
0
· e
0
(
y
1
))
+ tr
(
C−1
0
· ∂te0
(
y
1
))
= 0. (2.44)
Now, by definition,
tr
(
G
1
· ∂te0
)
= tr
(
− 2C−1
0
· e
0
(
y
1
) · C−1
0
· ∂te0
)
= tr
(
− 2C−1
0
· ∂te0 · C−10 · e0
(
y
1
))
.
Moreover, note that
−2C−1
0
· ∂te0 · C−10 =
(
F−1
0
· F˙
0
· F−1
0
· F−T
0
+ F−1
0
· F−T
0
· F˙ T
0
· F−T
0
)
= ∂t
(
F−1
0
· F−T
0
)
= ∂t
(
C−1
0
)
,
(2.45)
therefore, we can state
tr
(
G
1
· ∂te0
)
= tr
(
∂tC
−1
0
· e
0
(
y
1
))
. (2.46)
Combining Eqs. (2.44) and (2.46), we obtain Eq. (2.43), which concludes the proof.
We are now able to state the main result of this subsection.
Proposition 2.12. There exists a scalar field p0 depending on time t such that the couple
(y
0
, p0) is solution of Eq. (2.19) and
ωˆ κˆ
2pi
∫ 2pi
ωˆ
0
1
2
I3,2 dτ = p0. (2.47)
Proof. In order to derive an expression for the governing equation of y
0
, we need to discard
the terms depending of the fast time variable τ in Eq. (2.42). Therefore, we integrate it on
τ over its period. Since y
2
(τ) is smooth and periodic, and t0 has zero mean value on the
same period, we derive Eq. (2.19) using the expression of the stress tensors, as desired.
Remark Note that the viscous term does not give any contribution at this stage. Fur-
thermore, (2.47) relates higher-order corrector terms to p0. In what follows, we will show
that it is a constraint on the divergence of the (slowly varying) second-order corrector y
2
.
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2.5.5 The governing equation of the fast-oscillating second-order correc-
tor: the ARF pressure field
The second main result of this chapter concerns the derivation of the governing equation
of the pressure wave propagation associated with the ARF. To do so, we still consider the
term corresponding to ε0 in the expansion of problem (2.12). More precisely, if we inject
Eq. (2.19) in Eq. (2.42), we obtain∫
Ω0
ρ0 ∂
2
τy2 · w dΩ0 +
∫
Ω0
( κˆ
2
ΣNI
2
− p0C−10
)
: e
0
(
w
)
dΩ0 + ζˆ
∫
Ω0
ΣVS
2
: e
0
(
w
)
dΩ0
=
∫
ΓN,0
t0 · w dS0.
(2.48)
First, note that
κˆ
2
ΣNI
2
− p0C−10 =
κˆ
2
(
I3,2 − ωˆ
2pi
∫ 2pi
ωˆ
0
I3,2 dτ
)
C−1
0
. (2.49)
Now, to go further in our analysis, we need to decompose y
2
as in Eq. (2.27):
y
2
= yF
2
(τ) + yS
2
. (2.50)
Using Eq. (2.41), the invariant I3,2 is given by
I3,2 = 2 tr
(
C−1
0
e
0
(
y
2
))− tr(C−1
0
e
0
(
y
1
)
C−1
0
e
0
(
y
1
))
.
Hence, since y
1
does not depend on τ , and using Eqs. (2.49) and (2.50), we can see that
κˆ
2
ΣNI
2
− p0C−10 = κˆ tr
(
C−1
0
· e
0
(
yF
2
(τ)
))
C−1
0
. (2.51)
The main result of this section is the following proposition.
Proposition 2.13. There exist a time-dependent, irrotational field yf
2
and a scalar field
pf2 such that y
f
2
= yF
2
and the couple (yf
2
, pf2) satisfies Eq. (2.21).
Proof. Let us consider Eq. (2.48). If we use Eq. (2.51) and the definition of the stress
tensor ΣVS
2
, we obtain the following equation on yF
2
(τ):∫
Ω0
ρ0 ∂
2
τy
F
2
· w dΩ0 + κˆ
∫
Ω0
tr
(
C−1
0
· e
0
(
yF
2
))
tr
(
C−1
0
· e
0
(
w
))
dΩ0
+ ζˆ
∫
Ω0
tr
(
C−1
0
· ∂τe0
(
yF
2
))
tr
(
C−1
0
· e
0
(
w
))
dΩ0
=
∫
ΓN,0
cos(ωˆ τ) p(ξ, t)
(
F−Tn0
) · w ∣∣F−Tn0∣∣ dS0.
(2.52)
Eq. (2.52) can be rewritten in the deformed configuration as∫
Ω(t)
ρ0 ∂
2
τy
F
2
· w dΩ + κˆ
∫
Ω(t)
divx y
F
2
· divxw dΩ + ζˆ
∫
Ω(t)
divx ∂t y
F
2
· divxw dΩ
=
∫
ΓN (t)
cos(ωˆ τ) p(ξ, t)n · w dS,
(2.53)
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since J0 = 1. In strong form, Eq. (2.53) reads
ρ0 ∂
2
τy
F
2
− κˆ∇x divx yF2 − ζˆ∇x divx ∂τyF2 = 0 in Ω(t),
yF
2
= 0 on ΓD(t),(
κˆ + ζˆ ∂τ
)
divx y
F
2
· n = p cos(ωˆ τ)n on ΓN (t).
(2.54)
This shows that yF
2
is indeed irrotational. Consequently, by performing a Helmholtz de-
composition as detailed in Section 2.5.1, we can assert that
yF
2
= yf
2
.
Moreover, Eq. (2.54) can be recast as the mixed problem (2.21).
2.5.6 The governing equation of the first-order corrector: a null field
We are now interested in the equation associated with ε1 in problem (2.12). It reads, using
the fact that I3,0 = 1, I3,1 = 0 and ∂τy0 = ∂τy1 = 0,∫
Ω0
ρ0
(
∂2τy3 + ∂tτy2 + ∂
2
t y1
) · w dΩ0 + κˆ
2
∫
Ω0
(
ΣNI
2
: e
1
(
w
)
+ ΣNI
3
: e
0
(
w
))
dΩ0
+
∫
Ω0
((
ΣTI
0
+ ΣA
)
: e
1
(
w
)
+ ΣTI
1
: e
0
(
w
))
dΩ0
+ ζˆ
∫
Ω0
(
ΣVS
2
: es
1
(
w
)
+ ΣVS
3
: e
0
(
w
))
dΩ0 = cos(ωˆ τ)
∫
Γ0
t1 · w dΓ0.
(2.55)
After some algebra, the terms ΣNI
3
and ΣVS
3
read:
ΣNI
3
= I3,1G2 + I3,2G1 + I3,3C
−1
0
= I3,2G1 + I3,3C
−1
0
,
ΣVS
3
= C−1
0
tr
(
D
3
)
+G
1
tr
(
C−1
0
· ∂τe0
(
y
2
))
,
where D
3
is a tensor depending on
(
y
0
, y
1
, y
2
, y
3
)
, whose expression is of no practical
interest. The detailed expression of the tensor ΣTI
1
can be found in Section 2.6.4 by
substituting y
1
= w. For the sake of completeness, we recall here that it corresponds to
ΣTI
1
=
∂ΣTI
∂e
(
y
0
)
: e
0
(
y
1
)
.
Therefore, it does not depend on τ . Similarly to Eq. (2.47), we can see that there exists a
scalar field p1 depending on time t such that
ωˆ
2pi
∫ 2pi
ωˆ
0
( κˆ
2
I3,3 + ζˆ tr
(
D
3
))
dτ = p1. (2.56)
Since we want to derive the governing equation for y
1
(that does not depend on τ), it
is natural to integrate Eq. (2.55) on τ over [0, ωˆ/(2pi)]. Using similar arguments to the
115
Chapter 2. Mathematical modelling of transient shear wave elastography in the heart
previous section (namely, the periodicity of the quantities depending on τ), one can show
that ∫
Ω0
ρ0 ∂
2
t y1 · w dΩ0 +
∫
Ω0
p1C
−1
0
: e
0
(
w
)
dΩ0 +
∫
Ω0
ΣTI
1
: e
0
(
w
)
dΩ0
+
∫
Ω0
p0G1 : e0
(
w
)
dΩ0 +
∫
Ω0
(
ΣTI
0
+ ΣA + p0C
−1
0
)
: e
1
(
w
)
dΩ0 = 0.
(2.57)
We are now able to prove the following proposition concerning the field y
1
.
Proposition 2.14. The first-order corrector y
1
satisfies
y
1
= 0.
Proof. The proof consists in showing that the couple (y
1
, p1) satisfies problem (2.20) with
no source terms. First, by algebraic manipulations and using the definition of the stress
tensors, it is easy to see that Eq. (2.57) corresponds to the first equation of Eq. (2.20)
with y˜ = y
1
, p˜ = p1, and s(t, w) = 0.
Then, since we have shown previously that I3,1 = 0, we can write∫
Ω0
C−1
0
: e
0
(
y
1
)
q dΩ0 = 0,
retrieving the second equation in (2.20), with r(t, q) equal to zero.
Finally, since initial conditions are assumed to be zero, and problem (2.20) is well-posed,
the only solution of our problem is
y
1
= 0, p1 = 0,
completing the proof.
Remark Since y
1
vanishes, numerous simplifications can be deduced in the expansion of
the mechanical quantities in Section 2.4.2. Among them, one can deduce
I3,2 = 2 tr
(
C−1
0
· e
0
(
y
2
))
, G
2
= −2C−1
0
· e
0
(
y
2
) · C−1
0
, t1 = 0,
and
e
ε
= e
0
+
3∑
i=2
εi e
0
(
y
i
)
+ o
(
ε3
)
.
2.5.7 The governing equation of the slow-oscillating second-order cor-
rector: the shear wave propagation
At last, we give an explicit expression of the governing equation of the second-order correc-
tor yS
2
as defined in Eq. (2.50). To this end, we need to evaluate the term corresponding
to ε2 in the expansion of the problem (2.12). Using the results above, namely, I3,0 = 1,
∂τy0 = 0, y1 = 0, it reads∫
Ω0
ρ0
(
∂2τy4 + ∂tτy
F
3
+ ∂2t y2
) · w dΩ0 + κˆ
2
∫
Ω0
(
ΣNI
2
: e
2
(
w
)
+ ΣNI
4
: e
0
(
w
))
dΩ0
+
∫
Ω0
(
ΣTI
2
: e
0
(
w
)
+
(
ΣTI
0
+ ΣA
)
: e
2
(
w
))
dΩ0
+ ζˆ
∫
Ω0
(
ΣVS
2
: e
2
(
w
)
+ ΣVS
4
: e
0
(
w
))
dΩ0 = cos(ωˆ τ)
∫
Γ0
t2 · w dΓ0.
(2.58)
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Note that, since y
1
= 0, the equation above only involves even terms of the expansion of
the stress tensors. The term ΣTI
2
is defined as
ΣTI
2
=
∂ΣTI
∂e
(
y
0
)
: e
0
(
y
2
)
.
The full expression of this term is detailed in Section 2.6.4 by substituting y
2
= w, for the
sake of completeness. We just highlight here that it is linear in y
2
. Moreover, since y
1
= 0,
the terms ΣNI
2
and ΣVS
2
reduce to
ΣNI
2
= I3,2C
−1
0
= 2 tr
(
C−1
0
· e
0
(
y
2
))
C−1
0
, ΣVS
2
= C−1
0
tr
(
C−1
0
· ∂τe0
(
y
2
))
.
whereas the terms ΣNI
4
and ΣVS
4
read
ΣNI
4
= I3,2G2 + I3,4C
−1
0
, ΣVS
4
= C−1
0
tr
(
D
4
)
+G
2
tr
(
C−1
0
· ∂τe0
(
y
2
))
,
where D
4
is a tensor field and I3,4 a scalar field and their exact expressions are not needed.
Note that from Eq. (2.47), we deduce
p0 =
ωˆ κˆ
2pi
∫ 2pi
ωˆ
0
1
2
I3,2 dτ = κˆ C
−1
0
: e
0
(
yS
2
)
. (2.59)
We can state now the main result of this section.
Proposition 2.15. There exists a scalar field p2 depending on time t such that the couple
(yS
2
, p2) is solution of Eq. (2.20) and
s(t, w) =
ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω(t)
divx
((
κˆ+ ζˆ∂τ
)
yf
2
) (∇
x
yf
2
)T
: ∇
x
w dΩ dτ,
r(t, q) =
1
κˆ
∫
Ω0
p0 q dΩ0.
(2.60)
Proof. First, since we want to derive the governing equation of the slowly varying vector
field yS
2
, we integrate Eq. (2.58) on τ over its period. If we also take into account Eq.
(2.59), we obtain the system of equations satisfied by (yS
2
, p2):
∫
Ω0
ρ0 ∂
2
t y
S
2
· w dΩ0 +
∫
Ω0
p2C
−1
0
: e
0
(
w
)
dΩ0 + a(y
S
2
, w) = s(t, w)
κˆ
∫
Ω0
C−1
0
: e
0
(
yS
2
)
q dΩ0 =
∫
Ω0
p0 q dΩ0,
(2.61)
where
ωˆ
2pi
∫ 2pi
ωˆ
0
( κˆ
2
I3,4 + ζˆ tr
(
D
4
))
dτ = p2, (2.62)
and
a(yS
2
, w) =
∫
Ω0
ΣTI
2,S
: e
0
(
w
)
dΩ0 − 2
∫
Ω0
p0C
−1
0
· e
0
(
yS
2
)
: C−1
0
· e
0
(
w
)
dΩ0
+
∫
Ω0
(
ΣTI
0
+ ΣA + p0C
−1
0
)
:
(
∇ yS
2
)T · ∇w dΩ0.
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The tensor ΣTI
2,S
is obtained from ΣTI
2
by substituting yS
2
for y
2
in the expression of the
tensor. Furthermore, the term s(t, w) reads
s(t, w) := − ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω0
κˆ tr
(
C−1
0
· e
0
(
yf
2
))
tr
(
C−1
0
· ef
2
(
w
)
+Gf
2
· e
0
(
w
))
dΩ0 dτ
− ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω0
ζˆ tr
(
C−1
0
· ∂τe0
(
yf
2
))
tr
(
C−1
0
· ef
2
(
w
)
+Gf
2
· e
0
(
w
))
dΩ0 dτ,
(2.63)
with
ef
2
(
w
)
:=
1
2
((∇ yf
2
)T · ∇w + (∇w)T · ∇ yf
2
)
, Gf
2
= −2C−1
0
· e
0
(
yf
2
) · C−1
0
.
We can see that it is a nonlinear (quadratic) contribution only depending on yf
2
(τ). As
a consequence, it is a source term (accounting for the ARF contribution) and, although
yf
2
(τ) has zero mean, it gives a non-zero contribution in the equation, due to nonlinearity.
We can rewrite Eq. (2.63) in the deformed configuration. It becomes
s(t, w) :=
ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω(t)
(
κˆ tr
(
∇
x
yf
2
)
+ ζˆ tr
(
∂τ ∇x yf2
))
tr
(
∇
x
yf
2
· ∇
x
w
)
dΩ dτ,
(2.64)
since
tr
(
C−1
0
· ef
2
(
w
)
+Gf
2
· e
0
(
w
))
= − tr
(
∇
ξ
yf
2
· F−1
0
· ∇
ξ
w · F−1
0
)
= − tr
(
∇
x
yf
2
· ∇
x
w
)
.
As a consequence, we derive
s(t, w) =
ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω(t)
divx
((
κˆ+ ζˆ∂τ
)
yf
2
) (∇
x
yf
2
)T
: ∇
x
w dΩ dτ. (2.65)
Therefore, it is easy to see that the couple (yS
2
, p2) is solution of Eq. (2.20) with y˜ = yS2
and p˜ = p2, s(t, w) and r(t, q) defined as in Eq. (2.63), thus concluding the proof.
Remark Note that p2 represents a Lagrange multiplier for the solution yS2 . Due to Eq.
(2.62) and the definition of I3,4, p2 also contains some terms that depend on yf2 and do
not vanish after integration, since they are quadratic in yf
2
.
We also emphasize that, if the solution of the nonlinear problem y
0
is zero, then the
Lagrangian multiplier p0 is also zero due to Eq. (2.61). This implies that, in this case, the
term yS
2
is divergence-free.
In order to further simplify the expression of s(t, w) we need to take into account the
governing equation of yf
2
, namely Eq. (2.54), as discussed in the following section.
2.5.8 Proof of Corollary 2.1
Governing equation of the pressure field induced by ARF. Due to the periodic
structure of the surface source term, Eq. (2.54) can be recast in the frequency domain.
First, we can rewrite the scalar field pf2 = divxy
f
2
as
pf2(ξ, t, τ) = Re
(
e−iωˆτ pˆf2(ξ, t)
)
(2.66)
118
2.5. Proof of main results
where pˆf2 satisfies 
∆x pˆ
f
2 + α pˆ
f
2 = 0 in Ω(t),
∇x pˆf2 · n = 0 on ΓD(t),
(κˆ− i ωˆ ζˆ) pˆf2(x, t) = p(x, t) on ΓN (t),
(2.67)
with
α :=
ρ0 ωˆ
2
κˆ− i ωˆ ζˆ ∈ C. (2.68)
Remark Eq. (2.67) represents for each time t a Helmholtz equation governing the prop-
agation of the pushing pressure wave corresponding to the ARF. Note that t plays the
role of a parameter in this equation, due to Eq. (2.66). Problem (2.67) is well-posed, for
all time t, because Im(α) 6= 0. To continue in the simplification process we introduce the
function yˆf
2
such that yˆf
2
= −α−1∇xpˆf2 . By definition of pˆf2 , we retrieve that divx yˆf2 = pˆ
f
2 .
In addition, the function yf
2
satisfies
yf
2
= Re
(
yˆf
2
e−iωˆτ
)
. (2.69)
Remark Note that if the surface source term was defined in the deformed configuration
as
t(n) = pˆc cos(ωˆ τ)n+ pˆs sin(ω τ)n,
Eq. (2.67) would be easily modified as

∆x pˆ
f
2 + α pˆ
f
2 = 0 in Ω(t),
∇x pˆf2 · n = 0 on ΓD(t),
(κˆ− i ωˆ ζˆ) pˆf2(x, t) = pˆc(x, t) + i pˆs(x, t) on ΓN (t),
(2.70)
and α defined as in Eq. (2.68).
Simplified expression of the source term for shear wave propagation generated
by ARF. The expression of the source term s(t, w) in Eq. (2.65) can be drastically
simplified due to Eq. (2.67). In more detail, after some algebra, we obtain the following
lemma:
Lemma 2.16. Let us define
qα :=
α
2|α|2
∣∣∣∇xpˆf2 ∣∣∣2 − 12 ∣∣∣pˆf2 ∣∣∣2,
lα := i
α
|α|2
(
−H
x
(
Im
(
pˆf2
))∇x Re (pˆf2)+Hx(Re (pˆf2))∇x Im (pˆf2))
− i Im
(
pˆf2 ∇x
(
pˆf2
))
.
(2.71)
with H
x
(
pˆf2
)
the Hessian matrix of pˆf2 . Then the source term reads, in the deformed
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configuration,
s
(
t, w
)
:=
1
2
∫
Ω(t)
∇x
(
κˆ Re(qα) + ζˆ ωˆ Im(qα)
) · w dΩ
+
1
2
∫
Ω(t)
(
κˆ Re
(
lα
)
+ ζˆ ωˆ Im
(
lα
)) · w dΩ
− ρ0 ωˆ
2
2 |α|2
∫
ΓN (t)
(
Re
(
pˆf2 Hx
(
pˆf2
)) · n) · w dΓ.
(2.72)
The proof of Lemma 2.16 can be found in Section 2.6.1. Furthermore, note that the first
term in Eq. (2.72) can be considered a “compression” term, since it is associated with a
gradient. As a consequence, we can rewrite the result of Proposition 2.15 as follows.
Proposition 2.17. There exists a scalar field p2 depending on time t such that the couple
(yS
2
, p2) is solution of Eq. (2.20) and
s
(
t, w
)
= − ζˆ ωˆ
2
∫
Ω(t)
Im
(
pˆf2 ∇x
(
pˆf2
))
· w dΩ− ρ0 ωˆ
2
2 |α|2
∫
ΓN (t)
(
Re
(
pˆf2 Hx
(
pˆf2
)) · n) · w dΓ,
+
1
4|α|2
∫
Γ(t)
(
ρ0 ωˆ
2|∇xpˆf2 |2 − κˆ |α|2 |pˆf2 |2
)
w · n dΓ.
r(t, q) =
1
κˆ
∫
Ω0
p0 q dΩ0,
with pˆf2 := divx yˆ
f
2
solution of Eq. (2.67).
Proof. We start the proof by considering the result given in Proposition 2.15. In order to
simplify the expression of the source term, we consider Eq. (2.72). First, we apply the
Green formula on the first term of s
(
t, w
)
:
1
2
∫
Ω(t)
∇x
(
κˆ Re(qα) + ζˆ ωˆ Im(qα)
) · w dΩ = −1
2
∫
Ω(t)
(
κˆ Re(qα) + ζˆ ωˆ Im(qα)
)
divxw dΩ
+
1
2
∫
Γ(t)
(
κˆ Re(qα) + ζˆ ωˆ Im(qα)
)
w · n dΓ
is a “compression” term, this contribution can be naturally included in p2:
ωˆ ζˆ
2pi
∫ 2pi
ωˆ
0
(
tr
(
C−1
0
· ∂te0
(
y
3
)
+G
3
· ∂te0 +G2 · ∂τe0
(
y
2
)
+ ωˆ Im(qα)
)
dτ
+
ωˆ κˆ
2pi
∫ 2pi
ωˆ
0
(1
2
I3,4 + Re(qα)
)
dτ = p2.
On the other hand, after some algebra, it is possible to retrieve from Lemma 2.16:
1
2
∫
Γ(t)
(
κˆ Re(qα) + ζˆ ωˆ Im(qα)
)
w · n dΓ = 1
4|α|2
∫
Γ(t)
(
ρ0 ωˆ
2|∇xpˆf2 |2− κˆ |α|2 |pˆf2 |2
)
w · n dΓ.
Then, our aim is to simplify the second term in Eq. (2.72), that reads
1
2
∫
Ω(t)
(
κˆ Re
(
lα
)
+ ζˆ ωˆ Im
(
lα
)) · w dΩ.
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To do so, we consider the vector field lα in (2.71). It can be decomposed into
lα = i αR+ i S,
with
R :=
1
|α|2
(
−H
x
(
Im
(
pˆf2
))∇x Re (pˆf2)+Hx(Re (pˆf2))∇x Im (pˆf2)), S := − Im(pˆf2 ∇x(pˆf2)).
Then, we obtain that
Re(lα) = − Im(α)R, Im(lα) = Re(α)R+ S.
Furthermore, by the definition (2.68), we can derive
Re(α) = ρ0 ωˆ
2 κˆ
|κˆ|2 +
∣∣∣ωˆ ζˆ∣∣∣2 , Im(α) = ρ0 ωˆ2
ωˆ ζˆ
|κˆ|2 +
∣∣∣ωˆ ζˆ∣∣∣2 .
As a consequence, we can rewrite
κˆ Re
(
lα
)
+ ζˆ ωˆ Im
(
lα
)
= −κˆ Im(α)R+ ζˆ ωˆ Re(α)R+ ζˆ ωˆ S = ζˆ ωˆ S.
Hence, from Eq. (2.72), we deduce that the only source term contributing in the generation
of shear waves reads
s
(
t, w
)
= − ζˆ ωˆ
2
∫
Ω(t)
Im
(
pˆf2 ∇x
(
pˆf2
))
· w dΩ− ρ0 ωˆ
2
2 |α|2
∫
ΓN (t)
(
Re
(
pˆf2 Hx
(
pˆf2
)) · n) · w dΓ
+
1
4|α|2
∫
Γ(t)
(
ρ0 ωˆ
2|∇xpˆf2 |2 − κˆ |α|2 |pˆf2 |2
)
w · n dΓ.
that was to be demonstrated.
Note that s
(
t, w
)
is quadratic in pˆf2 , and it consists of a volume term, accounting for
the ARF phenomenon, and a surface term. Furthermore, observe that for small values
of ζˆ, one can expect that the volume integral in s
(
t, w
)
behaves linearly with respect to
attenuation, in accordance with Eq. (2.1). Hence, viscosity is essential for the generation
of shear waves from ARF.
2.6 Appendix - Further details on theoretical results
2.6.1 Proof of Lemma 2.3
Proof. Our objective is to rewrite Pextε as a volume integral, as in Eq. (2.15). First, let us
take into account Eq. (2.14), and rewrite Pextε as
Pextε =
∫
ΓN,0
Jε cos(ωˆ t/ε) p y˙ε · F−Tε · n0
∣∣∣F−T
ε
· n0
∣∣∣dS0
=
∫
ΓN,0
Jε cos(ωˆ t/ε) ` y˙ε · F−Tε · n0
∣∣∣F−T
ε
· n0
∣∣∣dS0. (2.73)
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We now consider Eq. (2.73) in the deformed domain Ω(t), with the usual convention of
implicit composition with the deformation map φ. Applying the divergence theorem, since
y˙
ε
= 0 on ΓD(t), we have∫
ΓN (t)
` y˙
ε
· n dS =
∫
Γ(t)
` y˙
ε
· n dS =
∫
Ω(t)
∇x · y˙ε `dΩ +
∫
Ω(t)
y˙
ε
· ∇x`dΩ
=
∫
Ω(t)
tr
(
∇
x
· y˙
ε
)
`dΩ +
∫
Ω(t)
y˙
ε
· ∇x`dΩ.
(2.74)
Eq. (2.74) can be rewritten in Lagrangian formulation, leading to∫
ΓN,0
Jε ` y˙ε · F−Tε · n0
∣∣∣F−T
ε
· n0
∣∣∣ dS0 = ∫
Ω0
Jε tr
(
F−1
ε
· ∇
ξ
y˙
ε
)
`dΩ0
+
∫
Ω0
Jεy˙ε · F−Tε · ∇ξ`dΩ0.
(2.75)
If we multiply Eq. (2.75) by cos(ωˆ t/ε), we obtain Eq. (2.15), thus concluding the proof.
2.6.2 Proof of Proposition 2.4
As preliminary results, we provide the following propositions.
Proposition 2.18. For any κ∗ > 2, there exists c ∈ R such that for all κ > κ∗ we have
WNI ≥ J2 + c.
Proof. For the sake of simplicity, we set k := κ/2 in Eq. (2.6) and define I := J2. Our
objective is to prove the following inequality:
k (I − 1)− k log(I) ≥ I + c, c ∈ R. (2.76)
We define L(I) := (k − 1) I − k log I . Then, Eq. (2.76) reads
L(I) ≥ k + c. (2.77)
Note that, since k > 1, we have
lim
I→0
L(I) = +∞, lim
I→+∞
L(I) = +∞,
and therefore the minimum I∗ of the function L(I) can be found in the interval ]0,+∞[
by imposing
L′(I∗) = 0 =⇒ (k − 1)− k
I∗
= 0 =⇒ I∗ = k
k − 1 .
Now
min
I∈]0,+∞[
L(I) = L(I∗) = k − k log
(
k
k − 1
)
,
thus Eq. (2.77) is satisfied if and only if
k log
(
k
k − 1
)
≤ −c. (2.78)
In addition, since k > κ∗/2 > 1, then we can show that there exists c∗ > 1 such that
lim
k→κ∗/2
k log
(
k
k − 1
)
= c∗.
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Moreover, the left-hand side of Eq. (2.78) is monotone decreasing, and
lim
k→+∞
k log
(
k
k − 1
)
= 1.
Consequently, Eq. (2.78) is verified with −c = c∗, thus concluding the proof.
Proposition 2.19. For any κ∗ > 2, there exists c ∈ R, depending on {κ∗, κ1, κ2, κ3, κ4, κ5}
only, such that for all κ > κ∗,
WTI+κ5W
NI ≥ κ5I2+c, WTI+κ5WNI ≥ κ3κ4
2
I24 +c and W
TI+κ5W
NI ≥ κ3√κ4 I4+c.
Proof. We first recall the definition of the potential WTI. It reads
WTI = κ1 e
κ2(I1−3)2 + κ3 eκ4(I4−1)
2
+ κ5
(
I2 − 2 log(J2)− 3
)
.
Now, let us prove the first inequality of the Proposition. We have, since logx ≤ x/e and
thanks to Proposition 2.18,
c+ κ5I2 ≤WTI + 2κ5 log(J2) ≤WTI + 2
e
κ5 J
2 ⇒ c+ κ5I2 ≤WTI + κ5WNI.
Now, observing that ex ≥ x, and using the fact that I2 ≥ 0, we get
WTI + κ5W
NI ≥ κ3κ4(I24 − 2I4 + 1)− 3κ5.
Using the inequality 2I4 ≤ I24/2 + 2, we obtain the second inequality of the proposition.
Finally, using the property that e c∗x2 ≥ x with c∗ = e−1/2 < 1, and using this inequality
with x =
√
κ3 |I4 − 1| /
√
c∗, we retrieve
WTI + κ5W
NI ≥ κ3
√
κ4√
c∗
|I4 − 1| − 3κ5.
The third inequality then follows straightforwardly. Note that I1 could be estimated in a
similar way, but such estimate is not used in what follows.
Note that, if we consider the stress tensors associated with the parametric family of solu-
tions y
ε
:
WTIε = κ1 e
κ2(I1,ε−3)2 + κ3 eκ4(I4,ε−1)
2
+ κ5
(
I2,ε − 2 log(J2ε )− 3
)
,
WNIε =
κˆε−2
2
(
(J2ε − 1)− log
(
J2ε
))
, WVSε =
ζ
2
tr
(
C−1
ε
· e˙
ε
)2
,
then we can state that, assuming ε > 0 small enough, that there exists c ∈ R depending
on {κ1, κ2, κ3, κ4, κ5} such that we have
WNIε ≥ J2ε + c.
and
WTIε +κ5W
NI
ε ≥ κ5I2,ε+c, WTIε +κ5WNIε ≥
κ3κ4
2
I24,ε+c and W
TI
ε +κ5W
NI
ε ≥ κ3
√
κ4 I4,ε+c.
We also need another expression of the source term PAε . We can rewrite, by definition of
the tensor e˙
ε
,
PAε = −
∫
Ω0
σaτ1 · e˙ε · τ1 dΩ0 = −
1
2
∫
Ω0
σa τ1 · ∂t
(
F T
ε
F
ε
) · τ1 dΩ0.
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Hence, by integrating over time, we find∫ t
0
PAε (s) ds =
1
2
∫ t
0
∫
Ω0
∂tσa(ξ, s) I4,ε(ξ, s) dΩ0 ds− 1
2
∫
Ω0
σa(ξ, t) I4,ε(ξ, t) dΩ0. (2.79)
where I4,ε = τ1 ·
(
F T
ε
· F
ε
) · τ1. Now we are able to prove Proposition 2.4.
Proof. We want to prove that the total internal energy Etotε is bounded at every time
t ∈ [0, T ], namely there exists a finite constant C ∈ R independent of ε such that
Etotε (t) ≤ C ∀t ∈ [0, T ].
Note that the value of C will change along every line of the proof, for the sake of simplicity.
In order to retrieve this estimate, we need to control the source term contributions. First,
let us integrate with respect to time equation (2.13). We obtain
E˜totε (t) =
∫ t
0
Pextε (s) ds+
∫ t
0
PAε (s), ds, E˜
tot
ε (t) := E
tot
ε (t) +
∫ t
0
EVSε (s) ds. (2.80)
Now, we find an estimate for the term Pextε . We recall that, by Assumption 2.2, |||`||| is a
finite quantity. Therefore, we can assume that |||`||| ≤ C. Starting from Lemma 2.3 and
applying the Cauchy-Schwarz inequality, Eq. (2.15) gives
∣∣Pextε ∣∣ ≤ C ‖Jε‖L2(Ω0) ∥∥∥∥tr (F−1ε · ∇ξ y˙ε)
∥∥∥∥
L2(Ω0)
+ C
∥∥∥adjF
ε
∥∥∥
L2(Ω0)
∥∥∥y˙
ε
∥∥∥
L2(Ω0)
,
since adjF
ε
= JεF
−1
ε
, and |cos(ωˆ t/ε)| ≤ 1. Furthermore, from the Young inequality,
∣∣Pextε ∣∣ ≤ C (‖Jε‖2L2(Ω0)+∥∥∥∥tr (F−1ε · ∇ξ y˙ε)
∥∥∥∥2
L2(Ω0)
)
+C
(∥∥∥adjF
ε
∥∥∥2
L2(Ω0)
+
∥∥∥y˙
ε
∥∥∥2
L2(Ω0)
)
.
We now estimate each term using the energy. From Proposition 2.18, we can state that
‖Jε‖2L2(Ω0) − c ≤ ENIε ≤ Etotε .
From Proposition 2.19 (first inequality) we have
∥∥ adjF
ε
∥∥2
L2(Ω0)
− C = ‖I2,ε‖L1(Ω0) − C ≤
1
κ5
ETIε + E
NI
ε ≤
( 1
κ5
+ 1
)
Etotε (t),
and
ρ0
∥∥∂tyε∥∥2L2(Ω0) ≤ Kε ≤ Etotε (t).
Finally, we have ∫ t
0
∥∥∥ tr (F−1
ε
· ∇ ∂tyε
)∥∥∥2
L2(Ω0)
ds =
ε
ζˆ
∫ t
0
EVSε (s) ds.
Collecting the results above, we find∫ t
0
Pextε (s) ds ≤ C
(
1 + ε
∫ t
0
EVSε (s) ds+
∫ t
0
Etotε (s)ds
)
. (2.81)
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We now find an estimate for the term PAε . From Eq. (2.79) we have∫ t
0
PAε (s) ds ≤
1
2
‖∂tσa‖L∞((0,T )×Ω)
∫ t
0
‖I4,ε(·, s)‖L1(Ω0)ds
+
1
2
‖σa‖L∞((0,T );L2(Ω0)) ‖I4,ε(·, t)‖L2(Ω0)
Therefore, using Proposition 2.19 (second and third inequalities), we get∫ t
0
PAε (s) ds ≤ C
(√
Etotε (t) +
∫ t
0
Etotε (s) ds
)
. (2.82)
Injecting Eq. (2.81) and Eq. (2.82) into (2.80) we obtain the energy estimate
Etotε (t) + (1− Cε)
∫ t
0
EVSε (s) ds ≤ C
(
1 +
√
Etotε (t) +
∫ t
0
Etotε (s) ds
)
.
Then, using the Young inequality and assuming ε small enough, one can show that
E˜totε (t) = E
tot
ε (t) +
∫ t
0
EVSε (s) ds ≤ C
(
1 +
∫ t
0
E˜totε (s) ds
)
,
thus, by the Grönwall inequality in integral form, we can state that
E˜totε (t) ≤ C exp
(∫ t
0
C ds
)
.
As a consequence, Etotε (t) ≤ E˜totε (t) ≤ C, thus concluding the proof.
2.6.3 Proof of Lemma 2.16
Proof. Our aim is to derive the expression for the source term s
(
t, w
)
in Eq. (2.72). Let
us consider Eq. (2.65), that we recall here:
s(t, w) =
ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω(t)
divx
((
κˆ+ ζˆ∂τ
)
yf
2
) (∇
x
yf
2
)T
: ∇
x
w dΩ dτ.
As a consequence, we can rewrite, by using the divergence theorem and Eq. (2.54),
s(t, w) =− ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω(t)
divx
(
divx
((
κˆ+ ζˆ∂τ
)
yf
2
) (∇
x
yf
2
)T) · w dΩ dτ
+
ωˆ
2pi
∫ 2pi
ωˆ
0
∫
ΓN (t)
(
divx
((
κˆ+ ζˆ∂τ
)
yf
2
) (∇
x
yf
2
)T · n) · w dΓ dτ
=− ωˆ
2pi
∫ 2pi
ωˆ
0
∫
Ω(t)
divx
(
divx
((
κˆ+ ζˆ∂τ
)
yf
2
) (∇
x
yf
2
)T) · w dΩ dτ
+
ωˆ
2pi
∫ 2pi
ωˆ
0
∫
ΓN (t)
(
divx
((
κˆ+ ζˆ∂τ
)
yf
2
)(∇
x
yf
2
)T · n) · w dΓ dτ.
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Using Eq. (2.69) and by integration over τ , we derive
s(t, w) = −1
2
∫
Ω(t)
divx
(
divx
(
κˆ Re
(
yˆf
2
)
+ ζˆωˆ Im
(
yˆf
2
)) (∇
x
Re
(
yˆf
2
) )T) · w dΩ
− 1
2
∫
Ω(t)
divx
(
divx
(
κˆ Im
(
yˆf
2
)− ζˆωˆ Re (yˆf
2
)) (∇
x
Im
(
yˆf
2
) )T) · w dΩ
+
ρ0ωˆ
2
2
∫
ΓN (t)
(
Re
(
α−1divx(yˆf2)
(∇
x
yˆf
2
)T · n) · w dΓ,
(2.83)
since we have used the standard properties of sine and cosine∫ 2pi
ωˆ
0
cos(ωˆτ) sin(ωˆτ) dτ = 0,
∫ 2pi
ωˆ
0
cos2(ωˆτ) dτ =
∫ 2pi
ωˆ
0
sin2(ωˆτ) dτ =
pi
ωˆ
.
In order to further simplify Eq. (2.83), we note that
divx
(
yˆf
2
)∇
x
yˆf
2
= divx Re
(
yˆf
2
) (∇
x
Re
(
yˆf
2
) )T
+ divx Im
(
yˆf
2
) (∇
x
Im
(
yˆf
2
) )T
+ i
(
divx Im
(
yˆf
2
) (∇
x
Re
(
yˆf
2
) )T − divx Re (yˆf2) ( Im (yˆf2) )T).
Consequently, the source term can be decomposed into
s(t, w) = sΩ(t, w) + sΓ(t, w),
with
sΩ(t, w) :=− κˆ
2
∫
Ω(t)
divx
(
Re
(
divx
(
yˆf
2
)∇
x
yˆf
2
))
· w dΩ
−ωˆ ζˆ
2
∫
Ω(t)
divx
(
Im
(
divx
(
yˆf
2
)∇
x
yˆf
2
))
· w dΩ,
sΓ(t, w) :=
ρ0ωˆ
2
2
∫
ΓN (t)
(
Re
(
α−1divx(yˆf2)
(∇
x
yˆf
2
)T · n) · w dΓ
(2.84)
Now, from Eq. (2.69) to Eq. (2.68), we can suppose that there exist α ∈ C and
pˆf2 ∈ C such that pˆf2 := divx yˆf2 , and pˆ
f
2 satisfies the Helmholtz equation
∆x pˆ
f
2 + α pˆ
f
2 = 0 in Ω(t),
∇x pˆf2 · n = 0 on ΓD(t),
ρ0 ωˆ2
α pˆ
f
2 = p in ΓN (t).
(2.85)
As a consequence, we retrieve
sΓ(t, w) = −ρ0 ωˆ
2
2|α|2
∫
ΓN (t)
(
Re
(
pˆf2 Hx
(
pˆf2
)) · n) · w dΓ.
We now derive a simplified expression for the term sΩ(t, w). First, we can reformulate
divx
(
yˆf
2
)∇
x
yˆf
2
= −(α)−1 pˆf2 ∇x(∇xpˆf2 ) = − α|α|2 pˆf2 Hx
(
pˆf2
)
.
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Consequently, we obtain
divx
(
divx
(
yˆf
2
)∇
x
yˆf
2
)
= − α|α|2 divx
(
pˆf2 Hx
(
pˆf2
))
= − α|α|2 Hx
(
pˆf2
)
· ∇x
(
pˆf2
)− α|α|2 pˆf2 ∇x
(
∆xpˆ
f
2
)
= − α|α|2 V +W,
(2.86)
with
V := H
x
(
pˆf2
)
· ∇x
(
pˆf2
)
, W := pˆf2 ∇x
(
pˆf2
)
,
and we have used Eq. (2.85). We now retrieve a simpler expression for Eq. (2.86). On the
one hand, we can rewrite
V = H
x
(
pˆf2
)
· ∇x
(
pˆf2
)
= H
x
(
Re
(
pˆf2
)) · ∇x Re (pˆf2)+Hx( Im (pˆf2)) · ∇x Im (pˆf2)
+ i
(
H
x
(
Re
(
pˆf2
)) · ∇x Im (pˆf2)−Hx( Im (pˆf2)) · ∇x Re (pˆf2)).
Now, since
H
x
(
Re
(
pˆf2
)) · ∇x Re (pˆf2) =∑
j
∂2 Re
(
pˆf2
)
∂xi ∂xj
∂ Re
(
pˆf2
)
∂xj
=
1
2
∑
j
∇x
(
∂ Re
(
pˆf2
)
∂xj
)2
,
and analogously for H
x
(
Im
(
pˆf2
)) · ∇x Im (pˆf2), we can simplify V as
V =
1
2
∇x
∣∣∣∇xpˆf2 ∣∣∣2 + i(Hx(Re (pˆf2))∇x Im (pˆf2)−Hx( Im (pˆf2))∇x Re (pˆf2)). (2.87)
On the other hand, we can express
W = pˆf2 ∇x
(
pˆf2
)
= ∇x Re
(
pˆf2
)
Re
(
pˆf2
)
+∇x Im
(
pˆf2
)
Im
(
pˆf2
)
+ i
(
∇x Re
(
pˆf2
)
Im
(
pˆf2
)−∇x Im (pˆf2) Re (pˆf2)).
As a consequence, we can reformulate W as
W =
1
2
∇x
∣∣∣pˆf2 ∣∣∣2 + i(∇x Re (pˆf2) Im (pˆf2)−∇x Im (pˆf2) Re (pˆf2)). (2.88)
Therefore, using Eqs. (2.87) and (2.88), we can rewrite Eq. (2.86) as
divx
(
divx
(
yˆf
2
)∇
x
yˆf
2
)
= ∇x
(
− α
2|α|2
∣∣∣∇xpˆf2 ∣∣∣2 + 12 ∣∣∣pˆf2 ∣∣∣2
)
+ i
α
|α|2
(
H
x
(
Im
(
pˆf2
))∇x Re (pˆf2)−Hx(Re (pˆf2))∇x Im (pˆf2))+ i Im(pˆf2 ∇x( pˆf2 )).
Let us introduce the variables qα, lα such that
−divx
(
divx
(
yˆf
2
)∇
x
yˆf
2
)
= ∇x qα + lα,
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with
qα :=
α
2|α|2
∣∣∣∇xpˆf2 ∣∣∣2 − 12 ∣∣∣pˆf2 ∣∣∣2,
lα :=i
α
|α|2
(
−H
x
(
Im
(
pˆf2
))∇x Re (pˆf2)+Hx(Re (pˆf2))∇x Im (pˆf2))
− i Im
(
pˆf2 ∇x
(
pˆf2
))
.
Then, the source term sΩ(t, w) in Eq. (2.84) can be rewritten as
sΩ(t, w) =
1
2
∫
Ω(t)
∇x
(
κˆ Re(qα)+ζˆ ωˆ Im(qα)
)·w dΩ+ 1
2
∫
Ω(t)
(
κˆ Re
(
lα
)
+ζˆ ωˆ Im
(
lα
))·w dΩ,
that was to be demonstrated.
2.6.4 Full expression of a linearised stress tensor term
We define the transversely isotropic potential associated to the displacement y
0
as
WTI0 = κ1 e
κ2(I1,0−3)2 + κ3 eκ4(I4,0−1)
2
+ κ5
(
I2,0 − 2 log(J20 )− 3
)
,
with
I1,0 = 3+2 tr
(
e
0
)
, I4,0 = 1+2 τ1·e0·τ1, I2,0 = | adjF 0 |2 = 3+4 tr
(
e
0
)
+2 tr2
(
e
0
)−2 tr (e2
0
)
.
The corresponding stress tensor is given by
ΣTI
0
=
∂WTI0
∂e
0
= K1,0
(
I1,0 − 3
)
1 +K4,0
(
I4,0 − 1
)
τ1 ⊗ τ1 + 2κ5
(
I1,01− C0 − 2C−10
)
,
with
K1,0 := 4κ1κ2e
κ2(I1,0−3)2 , K4,0 := 4κ3κ4eκ4(I4,0−1)
2
.
One can observe that ΣTI
0
vanishes if e
0
= 0. Furthermore, for any test function w we can
define
A
0
: e
0
(
w
)
:=
∂ΣTI
∂e
(
y
0
)
: e
0
(
w
)
= Q1,0 tr
(
e
0
(
w
))
1 +Q4,0
(
τ1 · e0
(
w
) · τ1) τ1 ⊗ τ1 + 4κ5(2C−10 · e0(w) · C−10 − e0(w))
with
Q1,0 = 2K1,0
(
1 + 2κ2(I1,0 − 3)2
)
+ 4κ5, Q4,0 = 2K4,0
(
1 + 2κ2(I4,0 − 1)2
)
.
If e
0
= 0, then
A
0
: e
0
(
w
)
= A
0
: ε
(
w
)
= (8κ1 κ2+4κ5) tr
(
ε(w)
)
1+8κ3 κ4
(
τ1·ε(w)·τ1
)
τ1⊗τ1+4κ5ε(w),
with ε(w) = ∇w+ (∇w)T . The expression above shows that A
0
is a positive fourth-order
tensor for small values of e
0
. Indeed, for all ε ∈ Ls(Rd), we can show that there exists a
positive constant α such that(
A
0
: ε
)
: ε = (8κ1 κ2 + 4κ5) tr
(
ε
)2
+ 8κ3 κ4
(
τ1 · ε · τ1
)2
+ 4κ5ε : ε > α
∣∣ ε ∣∣2.
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CHAPTER 3
Analysis of a quasi-static method for the computa-
tion of the acoustic radiation force
Summary
The objective of this chapter is to present a preliminary study aimed at investigating
the quasi-static assumption that is performed to decouple pressure and shear waves.
The purpose is to further justify the asymptotic approach proposed in Chapter 2
for the approximation of the solution of the elastodynamic equation with impul-
sive source term for a nearly-incompressible medium. To do so, we consider the
simplifying assumption of a linear constitutive law and we perform a quasi-static ap-
proximation. In particular, we outline a proof of convergence of the approximation
of the solution.
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Chapter 3. Analysis of a quasi-static method for the computation of the ARF
3.1 Introduction
The remote generation of shear acoustic waves is based on the radiation force of a focused
ultrasound beam induced by a conventional transducer. ARF is obtained from the emis-
sion of a high-intensity acoustic pressure pulse (of the order of 100 − 500 µs) at a specific
tissue location by a conventional ultrasound transducer [Pernot et al., 2016; Correia et al.,
2017]. The generation of shear waves from an impulsive pressure excitation relies on a
non-linear effect: additional specific stresses are generated in regions where pressure is
high [Sarvazyan et al., 2010].
The aim of this chapter is to further justify the asymptotic approach proposed in Chapter 2
to approximate the solution of the elastodynamic equation with impulsive source term for
a nearly-incompressible medium, with the simplifying assumption of a linear constitutive
law. We recall that the asymptotic approach is motivated by the great difference that is
experimentally observed in soft media in the velocity of propagation between shear waves
(1–10 m s−1) and pressure waves (1500 m s−1). Therefore, we assume that the bulk mod-
ulus, associated with quasi-incompressibility, is two orders of magnitude greater than the
elastic moduli in the constitutive law. Furthermore, we hypothesise that the source term,
composed of piezoelectric sensors, is high frequency and of small amplitude, therefore we
can decouple the fast timescale of the pressure wave generated by the sensors from the
slow timescale associated with elastic wave propagation. Note that we incorporate viscos-
ity in the constitutive law of the solid. Since in real tissues the dissipation is proportional
to the ultrasound frequency [Ostrovsky et al., 2007], we rescale the viscosity coefficient
accordingly. We define a family of problems parametrised by a small parameter ε related
to the velocity ratio between shear and pressure wave propagation phenomena, the high
frequency of the piezoelectric source term and viscosity. We assume that a solution exists
for every ε, and we formulate a stability estimate, based on energy considerations, from
which we retrieve some useful properties of the solution, and further simplify its expression.
Subsequently, a regular asymptotic expansion of the solution is proposed.
In analogy to Chapter 2, in order to derive a simplified model for the expression of ARF,
the solution is approximated by the first terms of the asymptotic expansion. This approx-
imation is inserted in the elastodynamic equation, and the equations proportional to the
same order of ε are identified and solved. For each order of ε, we average the corresponding
equation over the period of the high frequency wave, in order to retrieve the equation for
the average displacement (that is a slow-oscillating term). By doing so, we obtain that
the leading term of the expansion is related to the underlying nonlinear mechanics, and it
is zero in the absence of volumic source terms. Furthermore, we show that the first-order
corrector is zero, and we present the governing equations of the higher correctors (along
with the corresponding Helmholtz problem). Finally, we outline a proof of convergence of
the approximation of the solution. Our objective is to present a preliminary study aimed
at investigating the quasi-static assumption that is performed to decouple pressure and
shear waves. Hence, the end-goal of this work is to study when the principle of limiting
amplitude takes place, i.e. when it is reasonable to consider that, at every time of the slow
time scale, we can solve a Helmholtz equation associated with the fast time scale of the
pressure field. However, we emphasize that, due to the absence of non-linear effects, there
is no generation of shear waves in the problem considered.
The chapter is organised as follows. First, in Section 3.2.1 we introduce the elastodynamic
problem and we give the constitutive law of an isotropic, quasi-incompressible linear elastic
medium, in terms of its invariants. Then, a family of problems is created in Section 3.2.2
and a stability estimate is proved for such problem in Section 3.2.3. Section 3.3 deals with
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the definition of a regular asymptotic expansion of the solution. Then, it is proved that
both the leading-order term and the first corrector are zero, and the governing equations
for the higher correctors are retrieved. In Section 3.4 we derive the approximation proper-
ties of the correctors. In particular, the proof of convergence for the kth corrector is given
in Section 3.4.2.
3.2 Definition of a parametrised family of problems
3.2.1 Constitutive laws
Let us start from the definition of the elastodynamic equation in strong formulation.
We define a regular domain Ω ⊂ Rd, d > 2, fixed in time by hypothesis. The problem reads
Find y ∈ X such that

ρ(y¨ − f)− div σ = 0, in Ω, t ∈ (0, T ],
σ · n = t, in ΓN , t ∈ (0, T ],
y = 0, in ΓD, t ∈ (0, T ],
y(t = 0) = 0, y˙(t = 0) = 0 in Ω,
(3.1)
where ρ is the mass density of the solid, y¨ is the acceleration, σ is the Cauchy stress tensor,
and t is a surfacic source term. X is the space of admissible displacements, to be defined.
The weak formulation associated with Eq. (3.1) reads
Find y ∈ X such that ∀w ∈ X∫
Ω
ρ
(
y¨(x, t)− f(x, t)) · w(x) dΩ + ∫
Ω
σ(x) : ∇w(x) dΩ =
∫
ΓN
t(x, t) · w(x) dS. (3.2)
Henceforth, we make the following assumptions for the sake of simplicity.
Assumption 3.1. The constitutive law of the medium is given by
σ = κ tr
(
ε
(
y(x, t)
))
1 + 2µ ε
(
y(x, t)
)
+ ζ tr
(
ε
(
y˙(x, t)
))
1,
where κ is the bulk modulus, µ is the second Lamé coefficient, and ζ is a viscosity coefficient.
Furthermore, no external volumic forces are imposed, i.e. f = 0.
Under Assumption 3.1, Problem (3.2) reads
Find y ∈ X such that ∀w ∈ X

∫
Ω
ρ y¨(x, t)w(x) dΩ + κ
∫
Ω
div y(x, t) divw(x) dΩ + 2µ
∫
Ω
ε
(
y(x, t)
)
: ε
(
w(x)
)
dΩ
+ ζ
∫
Ω
div y˙(x, t) divw(x) dΩ =
∫
ΓN
t(x, t) · w(x) dS,
y(x, t)
∣∣
ΓD
= 0,
y(x, 0) = 0, y˙(x, 0) = 0.
(3.3)
133
Chapter 3. Analysis of a quasi-static method for the computation of the ARF
3.2.2 Definition of a parametric family of problems
Under the assumption that the medium is nearly-incompressible, we define a family of
problems parametrised by ε, associated with the ratio between the pressure and the shear
wave velocities. First, we rewrite the bulk modulus as
κ = ε−2κˆ,
where κˆ is a normalised parameter.We also hypothesize that the viscosity coefficient satisfies
ζ = ε−1 ζˆ,
where ζˆ is a normalised parameter. Furthermore, our asymptotic analysis relies on the
hypothesis that the source term is high-frequency and of small amplitude. Therefore, we
set
t(x, t) := p(x, t) cos(ωˆ t/ε)n,
where p is a pressure and it is a regular function with compact support in [0, T ], and
ω = ε−1 ωˆ.
We denote by y
ε
the family of solutions associated with Eq. (3.3) with the definition above.
Then, problem (3.3) reads:
Find y
ε
∈ X such that ∀w ∈ X
∫
Ω
ρ y¨
ε
(x, t) · w(x) dΩ + ε−2κˆ
∫
Ω
div y
ε
(x, t) divw(x) dΩ
+ 2µ
∫
Ω
ε
(
y(x, t)
)
: ε
(
w(x)
)
dΩ + ε−1ζˆ
∫
Ω
div y˙
ε
(x, t) divw(x) dΩ
=
∫
ΓN
p(x, t) cos(ωˆ t/ε)n · w dS,
y
∣∣
ΓD
= 0,
y
ε
(x, 0) = 0, y˙
ε
(x, 0) = 0.
(3.4)
3.2.3 Stability estimates
In this section, we retrieve some energy estimates allowing to derive some useful properties
of the solution y
ε
. Choosing the velocity y˙
ε
(t) as a test function, we obtain the energy
balance
d
dt
Etotε (t) + E
VS
ε (t) = P
ext
ε (t),
where the total energy Etotε (t) is defined as
Etotε (t) = Kε(t) + E
NI
ε (t) + E
ISO
ε (t),
and the kinetic energy and internal energy terms are given by
Kε(t) =
1
2
∫
Ω
ρ |y˙
ε
(t)|2 dΩ = 1
2
ρ
∥∥∥y˙
ε
(t)
∥∥∥2
0
,
ENIε (t) =
1
2
ε−2 κˆ
∫
Ω
∣∣∣div y
ε
(t)
∣∣∣2 dΩ = 1
2
ε−2 κˆ
∥∥∥div y
ε
(t)
∥∥∥2
0
,
EISOε (t) = µ
∫
Ω
ε
(
y
ε
(t)
)
: ε
(
y
ε
(t)
)
dΩ = µ
3∑
i,k=1
∥∥∥εik(yε(t))∥∥∥20.
(3.5)
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Note that we denote by ‖·‖0 the standard norm on L2(Ω), and y˙ε stands for total derivative
in time.
The contribution associated with the viscous losses reads
EVSε (t) = ε
−1 ζˆ
∫
Ω
∣∣∣div y˙
ε
(t)
∣∣∣2 dΩ = ε−1 ζˆ∥∥∥div y˙
ε
(t)
∥∥∥2
0
, (3.6)
whereas the source term contribution is given by
Pextε (t) =
∫
ΓN
p(x, t) cos(ωˆ t/ε)n · y˙
ε
dS.
In order to demonstrate that the energy Etotε is uniformly bounded with respect to ε, we
first provide an estimate for the term Pextε .
To do so, we assume that there exists C > 0 s.t. ‖p‖
H
1
2 (Γ)
≤ C. Then, using the Cauchy-
Schwarz inequality, the definition of the norm in H(div; Ω) and the Young inequality, we
derive the estimation∣∣Pextε (t)∣∣ ≤ ∫
ΓN
∣∣∣p(x, t)n · y˙
ε
(t)
∣∣∣ dS ≤ ‖p(t)‖
H
1
2 (Γ)
∥∥∥n · y˙
ε
(t)
∥∥∥
H−
1
2 (Γ)
≤ C
∥∥∥y˙
ε
(t)
∥∥∥
H(div;Ω)
≤ C
(
1 +
∥∥∥y˙
ε
(t)
∥∥∥2
0
+
∥∥∥divy˙
ε
(t)
∥∥∥2
0
)
.
(3.7)
We are now able to retrieve the following result:
Proposition 3.2. Let ε > 0 small enough. Then, there exists a constant C > 0 indepen-
dent of ε such that
Etotε (t) ≤ C ∀t ∈ [0, T ].
In particular,
sup
t∈[0,T ]
∥∥∥div y
ε
(t)
∥∥∥2
0
+ ε
∫ T
0
∥∥∥div y˙
ε
(t)
∥∥∥2
0
dt ≤ ε2C.
Proof. We want to prove that the total internal energy Etotε is uniformly bounded in time.
In order to retrieve this estimate, we need to control the source term contributions. Note
that the value of C will change along the proof, for the sake of simplicity. First, we recall
that, from Eq. (3.7), we have
|Pext| ≤ C
(
1 +
∥∥∥y˙
ε
(t)
∥∥∥2
0
+
∥∥∥divy˙
ε
(t)
∥∥∥2
0
)
.
As a consequence, using also the definition of the total energy Etotε (t) and Eq. (3.6), we
can derive
d
dt
Etotε (t) ≤ −
(
ε−1ζˆ − C
)∥∥∥divy˙
ε
(t)
∥∥∥2
0
+ C
∥∥∥y˙
ε
(t)
∥∥∥2
0
+ C.
By definition of the kinetic energy term in Eq. (3.5), we obtain the estimation∥∥∥y˙
ε
(t)
∥∥∥2
0
≤ CKε(t) ≤ C Etotε (t).
Since ε is small by hypothesis, we can assert the following inequality:
d
dt
Etotε (t) ≤ −ε−1C
∥∥∥divy˙
ε
(t)
∥∥∥2
0
+ C Etotε (t) + C.
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By integrating w.r.t. time, we retrieve
Etotε (t) + ε
−1C
∫ t
0
∥∥∥divy˙
ε
(s)
∥∥∥2
0
ds ≤ Etotε (0) +
∫ t
0
C Etotε (s) ds+ C t.
Note that Etotε (0) = 0 due to the null initial conditions. Let us now define a new total
energy function E˜totε (t), given by
E˜totε (t) := E
tot
ε (t) + ε
−1C
∫ t
0
∥∥∥divy˙
ε
(s)
∥∥∥2
0
ds.
Then, we obtain, for all t ∈ [0, T ],
E˜totε (t) ≤ C T +
∫ t
0
CE˜totε (s) ds,
since we assume by hypothesis that y and y˙ vanish at time t = 0. We highlight that both
C and Etotε (s) are positive. Then, by the Grönwall inequality in integral form, we can state
that
E˜totε (t) ≤ C exp
(∫ t
0
C ds
)
. (3.8)
As a consequence, there exists C > 0 such that
Etotε (t) ≤ E˜totε (t) ≤ C ∀t ∈ [0, T ],
thus concluding the proof.
Note that estimate (3.8) may not be optimal, but here our objective is to retrieve a bound
independent of ε. Due to the structure of the surfacic source term, we expect the solution
to oscillate. As a consequence, we expect that its primitive in time is small. This is the
object of the following corollaries. First, let us define
Y ε(t) :=
∫ t
0
y
ε
(s) ds, ∀t ∈ [0, T ]. (3.9)
Corollary 3.1. There exists a constant C > 0 such that
sup
t∈[0,T ]
(
‖div Y ε(t)‖20 + ε2
∥∥∥y
ε
(t)
∥∥∥2
0
)
+ ε
∫ T
0
∥∥∥div y
ε
(t)
∥∥∥2
0
dt ≤ ε4C.
Furthermore, we can assert that there exists C > 0 such that
sup
t∈[0,T ]
(∥∥∥y
ε
∥∥∥2
H(div;Ω)
)
≤ ε2C. (3.10)
Proof. Let us integrate Eq. (3.4) w.r.t. time and substitute
w =
∫ t
0
y˙
ε
(s) ds = y
ε
.
We obtain
d
dt
Eˆtotε (t) + ζˆ ε
−1
∥∥∥div y
ε
∥∥∥2
0
=
∫
ΓN
∣∣∣∣( ∫ t
0
cos
(
ωˆ s
ε
)
p(x, s) ds
)
n · y
ε
(t)
∣∣∣∣ dS, (3.11)
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where we have used Eq. (3.9), whereas the energy function Eˆtotε (t) is given by
Eˆtotε (t) :=
(
1
2
ρ
∥∥∥y
ε
(t)
∥∥∥2
0
+
1
2
κˆ ε−2 ‖div Y ε(t)‖20 + µ
3∑
i,k=1
∥∥εik(Y ε(t))∥∥20).
Let us further analyse the surfacic source term: it can be rewritten as∫
ΓN
∣∣∣∣( ∫ t
0
cos
(
ωˆ s
ε
)
p(x, s)ds
)
n · y
ε
(t)
∣∣∣∣ dS
=
ε
ωˆ
∫
ΓN
(∣∣∣∣sin( ωˆ tε
)
p(x, t)n · y
ε
(t)
∣∣∣∣+ ∣∣∣∣( ∫ t
0
sin
(
ωˆ s
ε
)
∂
∂s
p(x, s) ds
)
n · y
ε
(t)
∣∣∣∣
)
dS
≤ 2 ε
ωˆ
‖p‖
H
1
2 (Γ)
∥∥∥n · y
ε
(t)
∥∥∥
H−
1
2 (Γ)
≤ εC
∥∥∥y
ε
(t)
∥∥∥
H(div;Ω)
≤ C
(
1 + ε2
∥∥∥y
ε
(t)
∥∥∥2
0
+ ε2
∥∥∥div y
ε
(t)
∥∥∥2
0
)
.
We recall that by definition of the energy Eˆtotε (t), there exists C > 0 such that∥∥∥y
ε
(t)
∥∥∥2
0
≤ C Eˆtotε (t).
Hence, we obtain
d
dt
Eˆtotε (t) + (ε
−1 ζˆ − ε2C)
∥∥∥div y
ε
(t)
∥∥∥2
0
≤ C ε2Eˆtotε (t).
By integrating w.r.t. t, we retrieve
Eˆtotε (t) + ε
−1C
∫ t
0
∥∥∥div y
ε
(s)
∥∥∥2
0
ds ≤ Eˆtotε (0) + ε2
∫ t
0
C Eˆtotε (s) ds,
with Eˆtotε (0) = 0 due to the null initial conditions. Then, by similar arguments to the
previous proof, we can obtain that there exists c > 0 such that
Eˆtotε (t) + ε
−1C
∫ t
0
∥∥∥div y
ε
(s)
∥∥∥2
0
ds ≤ ε2c ∀t ∈ [0, T ],
Finally, using the definition of Eˆtotε (t), we retrieve the desired result.
Corollary 3.2. There exists a strictly positive constant C such that
ε sup
t∈[0,T ]
‖Y ε(t)‖20 +
∫ T
0
‖div Y ε(t)‖20 dt ≤ ε5C.
Furthermore,
sup
t∈[0,T ]
‖Y ε(t)‖2H(div;Ω) ≤ ε4C.
The proof of this corollary is omitted for the sake of conciseness. The main idea is to
integrate twice Eq. (3.4) w.r.t. t, and substitute
w =
∫ t
0
y
ε
(s) ds = Y ε.
Then, by similar considerations to the previous proofs, and using Corollary 3.1, we obtain
the desired result.
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3.3 Asymptotic expansion of the solution
We recall here the main elements of the asymptotic approach outlined in Chapter 2. Recall
that we look for a regular asymptotic expansion of the solution of Problem (3.4), i.e. we
assume that yε can be written using a power series expansion in ε. We suppose that there
exists N ∈ N such that the solution yε can be decomposed, for all ε sufficiently small, as
y
ε
(x, t) =
N∑
i=0
εi y
i
(x, t, t/ε) + o(εN ). (3.12)
We assume that every term y
i
of the power series is periodic on τ = t/ε, with period 2pi/ωˆ,
and regular enough. Hence, we assume that all ∂τyi are periodic. We approximate the
solution y
ε
by the first terms of the expansion (3.12). By doing so, we recover the limit
(asymptotic) behaviour of the solution yε for ε→ 0.
In practice, we substitute the expression of yε presented in Eq. (3.12) in the problem (3.4).
To do so, all mechanical quantities must be rewritten in series form, accordingly. We use
the following expansion of the second derivative in time for every term in Eq. (3.12):
y¨
i
(x, t, t/ε) =
(
ε−2 ∂2τyi + 2ε
−1∂2tτyi + ε
0 ∂2t yi
)
(x, t, t/ε). (3.13)
Once all the terms of the expansion are obtained and inserted in Eq. (3.4), the equations
proportional to the same order of ε are identified. For simplicity of notation, we explicitly
denote only the dependence on τ in what follows, and we implicitly assume that all y
i
’s
(and their components) depend on x and t. Note that y
i
(x, 0, 0) = 0, for all i ∈ {0, 1, .., N},
due to the fact that the pressure field has compact support in [0, T ].
Henceforth, we identify the equations proportional to the same order of ε. Based on the
properties retrieved by energy arguments, we are able to demonstrate that the leading term
of the expansion y
0
and the first corrector y
1
are zero. Then, we outline the governing
equations for the higher correctors. The next section will be devoted to the description of
a proof of convergence for this approximation.
Properties of the solution from the energy estimate. Let the expansion (3.12) hold.
Then, if we substitute in Eq. (3.10) the proposed expansion, we obtain∫
Ω
∣∣∣y
0
∣∣∣2 dΩ ≤ ε2C =⇒ y
0
= 0.
In addition, from Proposition 3.2 and Corollary 3.2, we get that there exists C > 0 such
that ∫ T
0
∥∥∥div y˙
ε
∥∥∥2
0
dt ≤ εC =⇒
∫ T
0
∥∥∥div ∂τy1∥∥∥20 dt = 0 =⇒ ∥∥∥div ∂τy1∥∥∥0 = 0, (3.14)
Properties of the first-order corrector: a null field. Assume that the expansion
(3.12) hold. In this section, we prove that the corrector y
1
is null. To this end, we consider
the equation associated with ε−1 in problem (3.4). This term reads accordingly for all t
and all τ 
∫
Ω
ρ ∂2τy1 · w dΩ + κˆ
∫
Ω
div y
1
divw dΩ = 0, ∀w ∈ X
y
1
∣∣∣
ΓD
= 0,
(3.15)
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due to Eq. (3.14). First, we can notice that, if we differentiate Eq. (3.15) w.r.t. τ , we
obtain ∫
Ω
ρ ∂3τy1 · w dΩ = 0 ∀w ∈ X =⇒ ∂3τy1 = 0,
that implies that y
1
should be a second-order polynomial in τ and, due to the regularity
and periodicity of y
1
,
∂τy1 = 0.
Moreover, from Corollary 3.2, we have that∫
Ω
∣∣∣∣∫ T
0
y
ε
dt
∣∣∣∣2 dΩ ≤ ε4C =⇒ ∫ T
0
y
1
(x, s) ds = 0, inΩ. (3.16)
As a consequence, the only solution
y
1
= 0.
Equation for the second-order corrector. The governing equation for the second-
order corrector y2 corresponds to the term of order ε0 in Eq. (3.4), that reads
∫
Ω
ρ ∂2τy2 · w dΩ + κˆ
∫
Ω
div y
2
divw dΩ + ζˆ
∫
Ω
∂τdiv y2 divw dΩ
=
∫
ΓN
cos(ωˆ τ) p(x, t)n · w dS,
y
2
∣∣∣
ΓD
= 0.
(3.17)
In strong form, Eq. (3.17) reads
ρ0 ∂
2
τy2 − κˆ∇ divx y2 − ζˆ∇ divx ∂τy2 = 0 in Ω,
y
2
= 0 on ΓD,(
κˆ + ζˆ ∂τ
)
divx y2 · n = p cos(ωˆ τ)n on ΓN .
(3.18)
Due to the periodic structure of the surfacic source term, Eq. (3.18) can be recast in
the frequency domain. First, we rewrite the solution as a linear combination of periodic
functions, i.e.
y
2
(ξ, t, τ) = Re
(
yˆ
2
(ξ, t)
)
cos(ωˆ τ) + Im
(
yˆ
2
(ξ, t)
)
sin(ωˆ τ), (3.19)
where yˆ
2
= Re
(
yˆ
2
)
+ i Im
(
yˆ
2
) ∈ C.
Then, using (3.19) and identifying in the first equation in (3.18) the terms in cos(ωˆ τ) and
sin(ωˆ τ), we obtain
−ρ0 ωˆ2 Re
(
yˆ
2
)− κˆ∇ divx Re (yˆ2)− ωˆ ζˆ∇ divx Im (yˆ2) = 0,
−ρ0 ωˆ2 Im
(
yˆ
2
)− κˆ∇ divx Im (yˆ2)+ ωˆ ζˆ∇ divx Re (yˆ2) = 0.
Therefore, yˆ
2
is solution of
−ρ0 ωˆ2 yˆ2 − κˆ∇x divx yˆ2 + i ωˆ ζˆ∇x divx yˆ2 = 0 in Ω,
yˆ
2
= 0 on ΓD,
(κˆ− i ωˆ ζˆ) divx yˆ2(x, t) = p(x, t) on ΓN .
(3.20)
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Let us define pˆ2 := divx yˆ2. Then, yˆ2 is solution of
yˆ
2
= − 1
α
∇ pˆ2, in Ω, (3.21)
where pˆ2 satisfies 
∆ pˆ2 + α pˆ2 = 0 in Ω,
∇x pˆ2 · n = 0 on ΓD,
(κˆ− i ωˆ ζˆ) pˆ2(x, t) = p(x, t) on ΓN ,
(3.22)
with
α :=
ρ0 ωˆ
2
κˆ− i ωˆ ζˆ ∈ C. (3.23)
In fact, on ΓD we have by hypothesis yˆ2 = 0. Therefore,
yˆ
2
· n = 0 =⇒ ∇x pˆ · n = 0.
Eq. (3.22) represents for each time t a Helmholtz equation governing the propagation of
the pressure wave. Note that t plays the role of a parameter in this equation, thanks to
Eq. (3.19).
Equation for the corrector of order k. In order to retrieve the governing equation for
the corrector yk, we consider the term of order εk−2 in Eq. (3.4). The problem satisfied
by yk is given by
∫
Ω
ρ
(
∂2τyk + 2 ∂τ∂tyk−1 + ∂
2
t yk−2
)
w dΩ + κˆ
∫
Ω
div y
k
divw dΩ
+ ζˆ
∫
Ω
(
∂τdiv yk + ∂tdiv yk−1
)
divw dΩ + 2µ
∫
Ω
ε(y
k−2) : ε(w) dΩ = 0,
y
k
∣∣∣
ΓD
= 0.
(3.24)
Note that yk−1(x, t, τ) and yk−2(x, t, τ) are computed at the previous steps, therefore they
represent source terms.
3.4 Approximation properties
3.4.1 Approximation property of the second corrector
Henceforth, we formulate an estimate of the error associated with the approximation of
the solution y
ε
with the second corrector y
2
.
Proposition 3.3. Let the corrector y
2
regular enough. Then, there exists C > 0 such that
∀t ∈ [0, T ],
∥∥∥∥yε(t)− ε2y2(t, tε)
∥∥∥∥
0
≤ ε2C.
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Remark Note that by Proposition 3.3, we trivially obtain
∥∥∥y
ε
(t)
∥∥∥
0
≤ ε2, ∀t ∈ [0, T ], that
confirms a posteriori that the solution y
ε
is at least of the order of ε2, i.e. the first two
terms of the expansion are zero.
Proof. Note that the value of the constant C will change along the proof, for simplicity of
notation. Let us first define the error
e2 ≡ e2(t) = yε(t)− ε2 y2
(
t,
t
ε
)
.
If we subtract Eq. (3.4) by Eqs. (3.15), we can deduce∫
Ω
ρ e¨2(x, t) · w(x) dΩ + ε−2κˆ
∫
Ω
div e2(x, t) divw(x) dΩ
+ 2µ
∫
Ω
ε
(
y(x, t)
)
: ε
(
w(x)
)
dΩ + ε−1ζˆ
∫
Ω
div e˙2(x, t) divw(x) dΩ =
ε2
∫
Ω
ρ ∂2t y2 · w dΩ + 2 ε
∫
Ω
ρ ∂t∂τy2 · w dΩ + ε
∫
Ω
ζˆ ∂tdiv y2 · divw dΩ
+ 2 ε2 µ
∫
Ω
ε(y
2
) : ε(w) dΩ.
(3.25)
Let us formally define the energy associated with e2. It reads:
Etot
(
e2
)
= K
(
e2
)
+ ENI
(
e2
)
+ EISO
(
e2
)
,
with kinetic energy and internal energy given by
K
(
e2
)
=
∫
Ω
ρ |e˙2|2 dΩ = ρ‖e˙2‖20,
ENI
(
e2
)
= ε−2 κˆ
∫
Ω
|div e2|2 dΩ = ε−2 κˆ‖div e2‖20,
EISO
(
e2
)
= 2µ
∫
Ω
ε
(
e2
)
: ε
(
e2
)
dΩ = 2µ
3∑
i,k=1
∥∥εik(e2)∥∥20.
The contribution associated with the viscous losses reads
EVS
(
e2
)
= ε−1 ζˆ
∫
Ω
|div e˙2|2 dΩ = ε−1 ζˆ‖div e˙2‖20.
On the other hand, the energy associated with Eq. (3.25) reads
d
d t
Etot
(
e2
)
+ EVS
(
e2
)
= ε2
∫
Ω
ρ ∂2t y2 · e˙2 dΩ + 2 ε
∫
Ω
ρ ∂t∂τy2 · e˙2 dΩ
+ ε
∫
Ω
ζˆ ∂tdiv y2 · div e˙2 dΩ + 2 ε2 µ
∫
Ω
ε(y
2
) : ε(e˙2) dΩ.
Hence, we can derive, using the Cauchy-Schwarz inequality,
d
d t
Etot
(
e2
)
+ EVS
(
e2
) ≤ ε(ε ρ∥∥∥∂2t y2∥∥∥0 + ρ∥∥∥∂t∂τy2∥∥∥0)‖e˙2‖0
+ ε ζˆ
∥∥∥∂tdiv y2∥∥∥0 ‖div e˙2‖0 + 2 ε2 µ
∫
Ω
ε(y
2
) : ε(e˙2) dΩ.
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Due to the regularity assumption on y
2
, we can assume that there exists A > 0 such that
ε ρ
∥∥∥∂2t y2∥∥∥0 + ρ∥∥∥∂t∂τy2∥∥∥0 + ζˆ∥∥∥∂tdiv y2∥∥∥0 ≤ A.
Then, we retrieve
d
d t
Etot
(
e2
)
+ EVS
(
e2
) ≤ εA√Etot(e2) + εA√εEVS(e2) + 2 ε2µ∫
Ω
ε(y
2
) : ε(e˙2) dΩ
≤ εA
√
Etot(e2) +
1
2
ε2A2 +
1
2
εEVS(e2) + 2 ε
2µ
∫
Ω
ε(y
2
) : ε(e˙2) dΩ.
(3.26)
The next step consists in integrating (3.26) with respect to the time variable in [0, t]. We
retrieve that there exists a constant c > 0 such that
Etot
(
e2(t)
)
+
∫ t
0
EVS(e2(s)) ds
≤ ε c
∫ t
0
√
Etot(e2(s)) ds+ ε
2 c t+ 2 ε2 c µ
∫
Ω
ε(y
2
) : ε(e˙2) dΩ. (3.27)
Observe that we consider a finite time interval [0, T ]. Hence, we can introduce a positive
constant C such that ε2 c t ≤ ε2C. Furthermore, if we integrate with respect to time the
last integral in Eq. (3.26), we obtain:∫ t
0
∫
Ω
ε
(
y
2
(s)
)
: ε
(
e˙2(s)
)
dΩ ds
=
[ ∫
Ω
ε
(
y
2
(s)
)
: ε
(
e2(s)
)
dΩ
]t
0
−
∫ t
0
∫
Ω
ε
(
y˙
2
(s)) : ε
(
e2(s)
)
dΩ ds
=
3∑
i,k=1
∫
Ω
εik
(
y
2
(t)
)
εik
(
e2(t)
)
dΩ−
∫ t
0
3∑
i,k=1
(∫
Ω
εik
(
y˙
2
(s)
)
εik
(
e2(s)
)
dΩ
)
ds.
Due to the regularity of y
2
, we can assume that there exists A > 0 such that for all s ∈ [0, t]
max
i,k
∥∥∥εik(y2(s))∥∥∥0 ≤ A,
max
i,k
∥∥∥εik(y˙2(s))∥∥∥0 ≤ maxi,k
(
ε−1
∥∥∥∂τεik(y2(s))∥∥∥0 + ∥∥∥∂tεik(y2(s))∥∥∥0
)
≤ ε−1A.
Hence, we retrieve∫ t
0
∫
Ω
ε
(
y
2
(s)
)
: ε
(
e˙2(s)
)
dΩ ds
≤ A
( 3∑
i,k=1
∫
Ω
∣∣εik(e2(t))∣∣2 dΩ) 12 + ε−1A∫ t
0
( 3∑
i,k=1
∫
Ω
∣∣εik(e2(s))∣∣2 dΩ) 12 ds
≤ A
√
EISO
(
e2(t)
)
+ ε−1A
∫ t
0
√
EISO
(
e2(s)
)
ds
≤ A
√
Etot
(
e2(t)
)
+ ε−1A
∫ t
0
√
Etot
(
e2(s)
)
ds
≤ 1
2
A2 +
1
2
Etot
(
e2(t)
)
+ ε−1A
∫ t
0
√
Etot
(
e2(s)
)
ds.
(3.28)
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Hence, from Eq. (3.27) we can deduce that there exists a positive constant C such that
Etot
(
e2(t)
)
+
∫ t
0
EVS(e2(s)) ds ≤ ε2C + εC
∫ t
0
√
Etot(e2(s)) ds.
Since EVS(e2(s)) is positive by definition, we now define the energy E˜tot
(
e2(t)
)
:
E˜tot
(
e2(t)
)
:= Etot
(
e2(t)
)
+
∫ t
0
EVS(e2(s)) ds.
As a consequence, using Eq. (3.28) we can state that there exists a constant C > 0 such
that
E˜tot
(
e2(t)
) ≤ ε2C + εC ∫ t
0
√
E˜tot(e2(s)) ds,
since Etot(e2(0)) = 0. that entails, from the Grönwall lemma, that there exists a positive
constant C such that
E˜tot
(
e2(t)
) ≤ ε2C.
Hence, there exists C > 0 satisfying
ε sup
t∈[0,T ]
(
‖e˙2(t)‖20 + ε−2‖div e2(t)‖20
)
+
∫ T
0
∫
Ω
|div e˙2(t)|2 dΩ dt ≤ ε3C.
Due to the structure of the source term, we are allowed to define
y2(x, t) = yˆ2(x)h(t) cos(ωˆt/ε),
with yˆ
2
(x) bounded in L2(Ω). Then, we can introduce
Y 2(t) :=
∫ t
0
y
2
ds =
∫ t
0
yˆ
2
(x)h(s) cos(ωˆs/ε)ds.
By integration by parts, we can rewrite
Y 2(t) = −
ε
ωˆ
∫ t
0
yˆ
2
(x)h′(s) sin(ωˆs/ε)ds+
[
ε
ωˆ
h(s) sin(ωˆs/ε)
]t
0
. (3.29)
Therefore, if we consider the term
∥∥∂2t Y 2∥∥, we can assert that there exists A > 0 s.t.
∥∥∂2t Y 2∥∥ = ∥∥∥∥∂2t ∫ t
0
y
2
(x, s) ds
∥∥∥∥
= ε
∥∥∥∥∥∂2t
(
− 1
ωˆ
∫ t
0
yˆ
2
(x)h′(s) sin(ωˆs/ε)ds+
[
1
ωˆ
h(t) sin(ωˆt/ε)
]t
0
)∥∥∥∥∥
≤ εA,
since yˆ
2
(x) is bounded in L2(Ω) by hypothesis, h(s) is assumed regular and |sin(ωˆs/ε)| ≤ 1.
We can make analogous remarks concerning the terms ‖∂t∂τY 2‖ and ‖∂tdiv Y 2‖, and we
can assert that there exists another A > 0 s.t.
ε ρ
∥∥∂2t Y 2∥∥+ ρ‖∂t∂τY 2‖+ ζˆ‖∂tdiv Y 2‖ ≤ εA.
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Then, if we define E2 ≡ E2(t) =
∫ t
0
e2 ds, by similar arguments we obtain
d
dt
Etot(E2) + E
VS(E2) =
1
2
d
dt
(
ρ
∥∥∥E˙2∥∥∥2 + ε−2 κˆ‖divE2‖2)+ ε−1 ζˆ∥∥∥div E˙2∥∥∥2
≤ ε
(
ε ρ
∥∥∂2t Y 2∥∥+ ρ‖∂t∂τY 2‖)∥∥∥E˙2∥∥∥+ ε ζˆ‖∂tdiv Y 2‖ ∥∥∥divE˙2∥∥∥+ 2 ε2µ∫
Ω
ε(Y 2) : ε(E˙2) dΩ
≤ ε2A
√
Etot(E2) + ε
2A
√
εEVS(E2) + 2 ε
2µ
∫
Ω
ε(Y 2) : ε(E˙2) dΩ
≤ ε2A
√
Etot(E2) +
1
2
ε4A2 +
1
2
εEVS(E2) + 2 ε
2µ
∫
Ω
ε(Y 2) : ε(E˙2) dΩ.
(3.30)
Then, we integrate Eq. (3.30) with respect to time. As previously, we have that∫ t
0
∫
Ω
ε
(
Y 2(s)
)
: ε
(
E˙2(s)
)
dΩ ds =
3∑
i,k=1
∫
Ω
εik
(
Y 2(t)
)
εik
(
E2(t)
)
dΩ
−
∫ t
0
3∑
i,k=1
(∫
Ω
εik
(
y
2
(s)
)
εik
(
E2(s)
)
dΩ
)
ds.
Now, due to Eq. (3.29) and the regularity assumptions on y
2
, we can assume that there
exists A > 0 such that for all s ∈ [0, T ]
max
i,k
∥∥εik(Y 2(s))∥∥0 ≤ εA,
then, similarly to Eq. (3.28), we deduce∫ t
0
∫
Ω
ε
(
Y 2(s)
)
: ε
(
E˙2(s)
)
dΩ ds ≤ εA
√
Etot
(
E2(t)
)
+A
∫ t
0
√
Etot
(
E2(s)
)
ds.
≤ 1
2
ε2A2 +
1
2
Etot
(
E2(t)
)
+A
∫ t
0
√
Etot
(
E2(s)
)
ds.
(3.31)
At last, we define the energy E˜tot
(
E2(t)
)
:
E˜tot
(
E2(t)
)
:= Etot
(
E2(t)
)
+
∫ t
0
EVS
(
E2(s)
)
ds
and using Eq. (3.31) we can derive, similarly to the previous case, that
E˜tot
(
E2(t)
) ≤ ε4C + ε2C ∫ t
0
√
Etot
(
e2(s)
)
ds.
Again, using the Grönwall lemma, we can assert that
E˜tot
(
E2(t)
) ≤ C ε4.
Therefore, there exists C > 0 s.t.
ε sup
t∈[0,T ]
(
‖e2(t)‖20 + ε−2‖divE2(t)‖0
)
+
∫ T
0
∫
Ω
|div e2(t)|2 dΩ dt ≤ ε5C. (3.32)
Eq. (3.32) implies that
sup
t∈[0,T ]
‖e2(t)‖0 ≤ ε2C.
Since we defined e2(t) = yε(t)−ε2y2(t), we directly obtain the desired results using (3.32).
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3.4.2 Approximation property of the corrector of order k
In what follows, we formulate an estimate for the error associated with the approximation
of the solution y
ε
with the first k correctors.
Proposition 3.4. Let k > 2, and let y
i
regular enough, for all i ≤ k. Then, there exists
a strictly positive constant C such that
∀t ∈ [0, T ],
∥∥∥∥∥yε(t)−
k−2∑
i=2
εi y
i
(
t,
t
ε
)∥∥∥∥∥
0
≤ εk−1.
Proof. We first define
ek ≡ ek(t) = yε(t)−
k∑
i=2
εi y
i
(
t,
t
ε
)
.
We now inject yε = ek in Eq. (3.4). Then, using Eq. (3.4) and Eq. (3.24), for i ∈
{1, 2, .., k − 2}, we obtain, for w = e˙k,∫
Ω
ρ e¨k(x, t) · w(x) dΩ + ε−2κˆ
∫
Ω
div ek(x, t) divw(x) dΩ
+ 2µ
∫
Ω
ε
(
y(x, t)
)
: ε
(
w(x)
)
dΩ + ε−1ζˆ
∫
Ω
div e˙k(x, t) divw(x) dΩ =
εk
∫
Ω
ρ ∂2t yk · e˙k dΩ + 2εk µ
∫
Ω
ε(y
k
) : ε(e˙k) dΩ + ε
k−1
∫
Ω
ρ (∂2t yk−1 + 2 ∂t∂τyk) · e˙k dΩ
+ εk−1
∫
Ω
ζˆ ∂tdiv yk−1div e˙k−1 dΩ + 2ε
k−1µ
∫
Ω
ε(y
k
) : ε(e˙k) dΩ.
Therefore, we obtain
d
d t
Etot(ek) + E
VS(ek) ≤ εk−1
(
ε ρ
∥∥∥∂2t yk∥∥∥0 + 2 ρ∥∥∥∂t∂τyk∥∥∥0 + ρ∥∥∥∂2t yk−1∥∥∥0)‖e˙k‖0
+ εk−1 ζˆ
∥∥∥∂tdiv yk∥∥∥0 ‖div e˙k‖0 + 2εkµ
∫
Ω
ε(y
k
) : ε(e˙k) dΩ + 2ε
k−1µ
∫
Ω
ε(y
k−1) : ε(e˙k) dΩ.
Due to the regularity assumption on the correctors y
k
and y
k−1, we can assume that there
exists a constant A > 0 such that
ε ρ
∥∥∥∂2t yk∥∥∥0 + 2 ρ∥∥∥∂t∂τyk∥∥∥0 + ρ∥∥∥∂2t yk−1∥∥∥0 + ζˆ∥∥∥∂tdiv yk∥∥∥0 ≤ A.
As a consequence, we derive the following estimation on the energy:
d
dt
Etot(ek) + E
VS(ek) ≤ εk−1A
√
Etot(eK) + ε
k−1A
√
εEVS(ek)
+ 2 εkµ
∫
Ω
ε(y
k
) : ε(e˙k) dΩ + 2 ε
k−1µ
∫
Ω
ε(y
k−1) : ε(e˙k) dΩ.
(3.33)
Observe that, as usual, we can estimate by the Young inequality
εk−1A
√
εEVS(ek) ≤
1
2
ε2(k−1)A2 +
1
2
εEVS(ek).
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Note that the term 2εk−1µ
∫
Ω
ε(y
k−1) : ε(e˙k) dΩ are zero for k ≤ 2.
As usual, we now integrate Eq. (3.33) in time. Note that, due to the regularity of the
correctors y
k
(s) and y
k−1(s), we can also assume that there exists A > 0 such that
max
i,k
∥∥∥εik(yk(s))∥∥∥0 ≤ A,
max
i,k
∥∥∥εik(y˙k(s))∥∥∥0 ≤ maxi,k
(
ε−1
∥∥∥∂τεik(yk(s))∥∥∥0 + ∥∥∥∂tεik(yk(s))∥∥∥0
)
≤ ε−1A,
max
i,k
∥∥∥εik(y˙k−1(s))∥∥∥0 ≤ maxi,k
(
ε−1
∥∥∥∂τεik(yk−1(s))∥∥∥0 + ∥∥∥∂tεik(yk−1(s))∥∥∥0
)
≤ ε−1A,
Hence, we retrieve∫ t
0
∫
Ω
ε
(
y
k
(s)
)
: ε
(
e˙k(s)
)
dΩ ds+
∫ t
0
∫
Ω
ε
(
y
k−1(s)
)
: ε
(
e˙k(s)
)
dΩ ds
≤ A
√
Etot
(
ek(t)
)
+ ε−1A
∫ t
0
√
Etot
(
ek(s)
)
ds
≤ 1
2
A2 +
1
2
Etot
(
ek(t)
)
+ ε−1A
∫ t
0
√
Etot
(
ek(s)
)
ds.
(3.34)
Hence, we can estimate
Etot(ek)(t) +
∫ t
0
EVS(ek(s)) ds ≤ εk−1C + εk−2C
∫ t
0
√
Etot
(
ek(s)
)
ds.
If we define
E˜tot
(
ek(t)
)
:= Etot
(
ek(t)
)
+
∫ t
0
EVS(ek(s)) ds,
then we obtain, using Eqs. (3.33) and (3.34), and by the Grönwall inequality,
E˜tot
(
ek(t)
) ≤ ε2(k−2)C,
since Etot(ek(0)) = 0. Consequently, there exists C > 0 satisfying
ε sup
t∈[0,T ]
(
‖e˙k(t)‖20 + ε−2‖div ek(t)‖20
)
+
∫ T
0
∫
Ω
|div e˙k(t)|2 dΩ dt ≤ ε2k−3C.
Analogously, if we define Ek ≡ Ek(t) =
∫ t
0
ek(s) ds, we obtain
d
dt
Etot(Ek) + E
VS(Ek) = ε
k−1
(
ε ρ
∥∥∂2t Y k∥∥0 + 2 ρ‖∂t∂τY k‖0 + ρ∥∥∂2t Y k−1∥∥0)∥∥∥E˙k∥∥∥0
+ εk−1 ζˆ‖∂tdiv Y k‖0
∥∥∥div E˙k∥∥∥
0
+ 2εkµ
∫
Ω
ε(Y k) : ε(E˙k) dΩ
+ 2εk−1µ
∫
Ω
ε(Y k−1) : ε(e˙k) dΩ.
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As a consequence, we derive the following estimation on the energy:
d
dt
Etot(Ek) + E
VS(Ek) ≤ εk A
√
Etot(EK) + ε
k−1A
√
εEVS(Ek)
+ 2 εkµ
∫
Ω
ε(Y k) : ε(E˙k) dΩ + 2 ε
k−1µ
∫
Ω
ε(Y k−1) : ε(E˙k) dΩ.
(3.35)
Once again, we integrate Eq. (3.35) in time. We can assume that there exists A > 0 such
that
max
i,k
‖εik(Y k(s))‖0 + max
i,k
∥∥εik(Y k−1(s))∥∥0 ≤ εA.
Hence, we have the following estimations:∫ t
0
∫
Ω
ε(Y k(s)) : ε(E˙k(s)) dΩ ds+
∫ t
0
∫
Ω
ε(Y k−1(s)) : ε(E˙k(s)) dΩ ds
≤ εA
√
Etot
(
Ek(t)
)
+A
∫ t
0
√
Etot
(
Ek(s)
)
ds,
(3.36)
At last, if we define
E˜tot
(
ek(t)
)
:= Etot
(
ek(t)
)
+
∫ t
0
EVS(Ek(s)) ds
using Eqs. (3.35) and (3.36), we retrieve
E˜tot
(
ek(t)
) ≤ εk+1C + εk−1C ∫ t
0
√
Etot
(
Ek(s)
)
ds.
Hence, using again the Grönwall lemma, we can assert that
E˜tot
(
Ek(t)
) ≤ C ε2(k−1).
Therefore, there exists C > 0 s.t.
ε sup
t∈[0,T ]
(
‖ek(t)‖20 + ε−2‖divEk(t)‖20
)
+
∫ T
0
∫
Ω
|div ek(t)|2 dΩ dt ≤ ε2k−1C. (3.37)
Since we defined ek(t) = yε(t)−
k∑
i=2
εi y
i
(t), with k > 2, Eq. (3.37) implies that
∀t ≥ 0,
∥∥∥∥∥yε(t)−
k∑
i=2
εi y
i
(t)
∥∥∥∥∥
0
≤ εk−1C =⇒
∥∥∥∥∥yε(t)−
k−2∑
i=2
εi y
i
(t)
∥∥∥∥∥
0
≤ εk−1,
thus concluding the proof.
Remark Note that the regularity assumption on the corrector terms, that is necessary to
retrieve Proposition 3.4, is valid under some regularity assumptions on the source term.
However, in practice, in ARF-based Shear Wave Elastography, there are some short in-
tervals (of the order of some µs) in which the source term is singular, namely at the very
beginning of the pulse, that lasts about 100−500 µs, and right before its end, as illustrated
in Figure 3.1. As a consequence, there is an open question concerning the best procedure
to adopt. One solution could be to simulate the solution in these short time intervals, or
to approximate the source term by a continuous function.
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Figure 3.1 – Graphical illustration of the envelope of the ultrasound pulse in ARF-based
Shear Wave Elastography.
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Part II
Numerical approximation

CHAPTER 4
Numerical schemes for wave propagation in incom-
pressible media: a conservative penalisation strategy
for semi-implicit time discretisation
Summary
The principal aim of this chapter is to provide an adapted numerical scheme for
elastic wave propagation in incompressible solids. High-order finite elements are
used for space discretisation and an implicit/explicit second order, energy-preserving
scheme is employed for time discretisation. The time step restriction only depends on
the shear wave velocity and at each iteration a Poisson problem is solved to account
for the incompressibility constraint, that is imposed by penalisation techniques. This
chapter is in the form of a paper – coauthored by F. Caforio and S. Imperiale – already
accepted for publication in an international journal.
Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
4.2 Continuous framework . . . . . . . . . . . . . . . . . . . . . . . . 154
4.2.1 The equation of elastodynamics . . . . . . . . . . . . . . . . . . . 154
4.2.2 Non-dimensionalisation . . . . . . . . . . . . . . . . . . . . . . . 155
4.2.3 The mixed and penalised formulations . . . . . . . . . . . . . . . 156
4.2.4 Weak formulation of the continuous PDE . . . . . . . . . . . . . 157
4.3 Space discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . 159
4.4 Time discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . 161
4.4.1 Fully discrete schemes . . . . . . . . . . . . . . . . . . . . . . . . 161
4.4.2 Stability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
4.5 Two-dimensional numerical convergence results . . . . . . . . . 168
4.5.1 Homogeneous isotropic material . . . . . . . . . . . . . . . . . . . 169
4.5.2 Heterogeneous transverse isotropic material . . . . . . . . . . . . 169
4.6 Approximations with improved accuracy by post-processing . 175
4.7 A three-dimensional test case . . . . . . . . . . . . . . . . . . . . 177
4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Chapter 4. Numerical schemes for wave propagation in incompressible media
4.1 Introduction
Since large applications in computational mechanics concern nearly and pure incompress-
ible elasticity (living tissues, biomaterials), a great effort has been made in the last forty
years to provide accurate Finite Element Method (FEM) formulations for the approxima-
tion of elasticity in incompressible solids. However, the majority of the works proposed in
the literature only deals with static computations. The main contributions to date can be
mainly divided into two categories: pure displacement methods and mixed methods.
On the one hand, displacement-based FEM can provide accurate solutions of quasi or pure
incompressible elasticity problems; nonetheless, the space resolution necessary to provide
an accurate solution is far greater than the one required for a compressible material [Bathe,
2006; Sussman and Bathe, 1987]. Indeed, these methods can suffer of undesirable limita-
tions, such as ill-conditioning of the stiffness matrix, spurious or incorrect pressures and
numerical locking (severe stiffening near the incompressible limit) [Sussman and Bathe,
1987], especially if low-order shape functions are adopted, due to the enforcement of the
incompressibility constraint – i.e. the requirement that the displacement field is divergence-
free. Locking is due to the fact that, in case of incompressible materials, volumetric strains
approach zero, while the pressure field is of the order of the boundary traction, therefore
it cannot be computed from strains, but it must be calculated directly from the equilib-
rium equations [Sussman and Bathe, 1987; Chapelle and Bathe, 1993]. Several methods
have been proposed to improve accuracy of displacement-based methods. Among them, we
cite the reduced/selective integration method proposed in [Malkus and Hughes, 1978], the
B-bar method [Hughes, 1980] and the F-bar method [Neto et al., 2005]. These methods
circumvent volumetric locking by reducing the number of discrete incompressibility con-
straints enforced at the quadrature points [Hughes, 2012]. We also cite a method adapted
to nearly-incompressible materials with volumetric energy penalty function in the frame-
work of the continuum-based absolute nodal coordinate formulation (ANCF) [Orzechowski
and Frączek, 2015].
On the other hand, mixed finite element methods [Brezzi and Fortin, 2012] have proven
effective and even necessary to obtain accurate results in the resolution of incompressible
fluid flows and incompressible elasticity. In these methods, the constrained problem is
rewritten in form of an unconstrained saddle-point problem, due to the introduction of a
second variable (namely, the pressure). However, not all mixed methods are stable. In
fact, the convergence properties of this formulation are governed by stability considera-
tions, involving ellipticity requirements and the famous Ladyzenskaya - Babuˇska - Brezzi
(LBB) inf-sup condition [Brezzi and Bathe, 1990; Brezzi and Falk, 1991]. For example,
equal-order interpolation both for displacement and pressure field does not satisfy the LBB
condition for classical mixed FEM [Brezzi and Fortin, 2012]. If this stability condition is
not satisfied, severe unphysical oscillations in the pressure field can appear, named “spuri-
ous pressure modes”. Stabilised methods have been proposed to overcome the limitations
of classical mixed FE formulations in the field of incompressible fluid dynamics (see [Franca
and Frey, 1992; Tezduyar, 1991; Boffi et al., 2013] and references therein for throughout
reviews on the subject). Brezzi and collaborators [Brezzi and Pitkäranta, 1984] proposed
to extend the equation accounting for incompressibility in Stokes flows by adding a Lapla-
cian of the pressure field. Other methods are based on the addition of artificial high-order
differential terms to the discrete continuity equation, in order to let the formulation satisfy
the LBB condition (for more details, see [Quarteroni and Valli, 1994]). We cite for example
the Streamline Upwind Petrov-Galerkin method [Brooks and Hughes, 1982; Hughes et al.,
1986; Franca et al., 1988]. Similar stabilised methods have been recently extended to the
context of linear elasticity [Klaas et al., 1999; Maniatty et al., 2002; Chiumenti et al., 2002;
152
4.1. Introduction
Masud and Truster, 2013; Zienkiewicz et al., 2000].
All the aforementioned methods can be straightforwardly extended to the discretisation
of dynamic equations using implicit time discretisation (e.g. Implicit Euler scheme or im-
plicit Newmark schemes). However, at each time step, the resolution of the resulting linear
system is required for the computation of the velocity field (or most often the displacement
field in elasticity). We highlight that, in linear elasticity, this could be done in practice by
performing a factorisation of the matrices to invert, since they are constant in time. How-
ever, for large scale problems, it is not possible to store any factorisation of the matrices and
it is even difficult to store preconditioners. A popular approach to increase the efficiency
of dynamic solvers was first proposed in computational fluid dynamics in the late 1960s
[Chorin, 1968, 1969; Temam, 1968, 2001], and it is called fractional-step projection. This
family of methods aims at accurately solving the equation governing viscous incompress-
ible fluids by performing a time-discretisation in which viscosity and incompressibility are
treated in two separate steps. In more detail, the first half-step (Burgers step) corresponds
to an elliptic Boundary Value Problem (BVP) for an intermediate velocity, accounting
for viscosity diffusion and advection. The second half-step (projection step) represents an
inviscid problem where the end-of-step, divergence-free velocity is computed, along with
pressure distribution. This step essentially consists in solving a Poisson problem. In this
way, at each time step two decoupled elliptic equations are solved, and this is very advan-
tageous for large scale simulations [Guermond and Quartapelle, 1998b,a; Guermond et al.,
2006].
Less effort has been made to develop efficient methods for the treatment of the incompress-
ibility constraint in elastodynamics. Since the underlying physics is wave propagation,
fully explicit methods seem to be good candidates to obtain efficient schemes (this is pos-
sible for nearly-incompressible media). We cite in this context a recent method for quasi-
incompressible elastodynamics [Scovazzi et al., 2016] with linear finite elements, extended in
[Rossi et al., 2016] to the purely incompressible case. Furthermore, a recent velocity/stress
formulation for the simulation of linear elastodynamics in nearly-incompressible solids with
weakly enforced boundary conditions was proposed by Scovazzi and collaborators [Scovazzi
et al., 2017]. However, the stability constraint (CFL condition) is drastically limited by the
enforcement of incompressibility. In this regard, the efficiency of the fractional-step pro-
jection algorithm mentioned above, along with the similarities with viscous incompressible
fluids, suggests the possibility to adopt the main ideas of this method to design an efficient
scheme for incompressible elastodynamics.
A first method that integrates a fractional time-step method for Lagrangian formulations
of elastodynamics problems has been proposed by Lahiri and collaborators [Lahiri et al.,
2005]. In this paper, the authors use variational integrators that take advantage of the
Hamilton variational principle to construct a discrete approximation of the integral of the
Lagrangian over a given interval, and they adopt linear finite element discretisation in
space.
We have developed a numerical scheme that carefully takes into account the intrinsic prop-
erties of the wave equation. Namely, we construct a conservative time discretisation, and
treat implicitly only the terms corresponding to “informations” travelling at infinite veloc-
ity (i.e. the incompressibility constraint) by solving a Poisson problem. The fully discrete
scheme that we propose to efficiently solve the incompressible elastodynamic problem is

y˜n+1
α,h
− 2 y˜n
α,h
+ y˜n−1
α,h
∆t2
+Ah y˜
n
α,h
+BTh p˜
n
α,h = f
n
h
,
Bh y˜
n
α,h
= α∆t2ChC
T
h p˜
n
α,h,
(4.1)
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where Ah denotes a stiffness operator (independent of the compressibility parameters), BTh
and Bh correspond to discrete gradient and divergence operators, and ChCTh represents
a discrete laplacian operator. The coefficient α corresponds to a penalisation parameter
and (y˜n
α,h
, p˜nα,h, f
n
h
) denote respectively the displacement field, the pressure and the source
term.
Therefore, if effective methods for explicit time-discretisation are used, our algorithm re-
quires at each time step the resolution of a scalar Poisson problem (that can be done by
several, efficient algorithms) and few matrix-vector multiplications for the explicit meth-
ods.
Note that the stability condition for scheme (4.1) reads
∆t2 ≤ 4 ‖Ah‖−1 4α− 1
4α
, α > 1/4.
for some operator norm ‖ · ‖ that we define later. Contrarily to the standard results one
could expect (i.e. ∆t2 ≤ 4 ‖Ah‖−1, see [Joly, 2008]), the stability condition is slightly more
constraining due to the factor (4α− 1)/4α.
Our approach is a strategy to approximate elastic wave propagation in quasi-incompressible
media. In order to do that, we introduce a first good approximation: the pure incompress-
ible formulation. Then, we construct a penalised formulation to approximate the pure in-
compressible problem. Our procedure is justified by arguments of stability, computational
cost and numerical convergence of the resulting schemes. Finally, the work we propose is
closely related to the Selective Mass Scaling Method (SMS) developed in Ye et al. [2017]
for wave propagation in quasi-incompressible materials. In this method, the mass matrix
is modified: artificial mass is added, hence obtaining very good stability properties at the
cost of computing a mass matrix that cannot be lumped anymore. The problem is then
implicit for the displacement field, and thus it not possible to use fast solvers (like FFT
solvers) for the inversion of a scalar Poisson problem.
The chapter is organised as follows. In Section 4.2 we provide two standard formulations
of the continuous elastodynamic problem for quasi-incompressible and pure incompressible
media along with a novel formulation for the treatment of incompressibility by penalisa-
tion. Furthermore, we derive the variational formulation associated with each problem.
Section 4.3 deals with the abstract framework for space discretisation of the incompress-
ible elastodynamics equation by Spectral Element Method. In Section 4.4 we provide the
time discretisations for each formulation by finite difference. Then, a stability analysis
based on energy considerations is performed for each scheme in 4.4.2 and pros and cons
are discussed. Numerical results, including convergence curves to the solution of the incom-
pressible elastodynamics equations for different choices of materials, are shown in Section
4.5. Finally, a three-dimensional illustration in a more realistic test case for elastography
imaging is shown in Section 4.7.
4.2 Continuous framework
4.2.1 The equation of elastodynamics
Given a domain Ω ⊂ Rd smooth enough, with d = 2 or d = 3, we introduce the following
notations to define Hilbert spaces for the elastic displacements
H :=
{
v ∈ L2(Ω)d}, X := H10 (Ω)d, X′ = H−1(Ω)d.
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For the sake of simplicity, we consider homogenous Dirichlet condition on the boundary of
the propagation domain. We also need to consider divergence-free displacements. Hence,
we introduce the following subspace of X
V := {v ∈ X | div v = 0}.
Pressure is a variable of interest, and is sought in the spaces
L := L20(Ω) =
{
q ∈ L2(Ω) |
∫
Ω
q = 0
}
, M = {q ∈ H1(Ω) | q ∈ L}.
As usual, we identify L and H with their dual in what follows. Moreover, for the sake of
conciseness, we define, given a function space A on Ω,
Ck(A) := Ck([0, T ];A), k ∈ {0, 1, 2, ..},
where T > 0 is a given final time of observation. Furthermore, we introduce ΩT := [0, T ]×
Ω. Our aim is to analyse the propagation of elastic waves in heterogenous, anisotropic,
incompressible solids and we consider as a reference model the following partial differential
equation (PDE) system:
For f given and sufficiently regular, find y
λ
∈ C2(H) ∩ C1(X) such thatρ ∂
2
t yλ − div
(
Cε(y
λ
)
)− λ∇div y
λ
= f in ΩT ,
y
λ
(t = 0) = 0, ∂tyλ(t = 0) = 0 in Ω,
(QI)
with λ ∈ R+ the bulk modulus, that is assumed to be large, due to nearly-incompressibility,
ρ(x) the strictly positive density of the medium and C(x) the elasticity tensor which is
symmetric, coercive and bounded, i.e. there exist two positive scalars c, C such that
c
∣∣ε∣∣2 ≤ C(x)ε : ε ≤ C∣∣ε∣∣2, ∀ ε. (4.2)
4.2.2 Non-dimensionalisation
Since we are going to consider a limit process where the bulk modulus tends to infinity,
a first step is to non-dimensionalise our system of equations. To do so, we introduce a
typical length scale L of the domain Ω, a typical observation time τ and a shear modulus
µ, and we define a non-dimensionalised displacement as follows:
yˆ
λˆ
(t, x) := L−1y
λ
(τ t, L x), t ∈ [0, T̂ ], x ∈ Ω̂,
where Ω̂ is a rescaled domain and T̂ = T/τ is of the order of unity. Note that t and
x refer now to non-dimensionalised variables. We also introduce the non-dimensionalised
quantities
ρˆ =
L2ρ
τ2µ
, Ĉ = µ−1C, λˆ =
λ
µ
, fˆ =
L
µ
f.
Then, the equation of elastodynamics can be recast asρˆ ∂
2
t yˆλˆ − div
(
Ĉε(yˆ
λˆ
)
)− λˆ∇div yˆ
λˆ
=fˆ in [0, T̂ ]× Ω̂,
yˆ
λˆ
(t = 0) = 0, ∂tyˆλˆ(t = 0) = 0 in Ω̂.
We also introduce here the pressure field pλ associated with the displacement field yλ. Its
non-dimensionalised counterpart is given by
pˆλˆ(t, x) := µ
−1pλ(τ t, L x), t ∈ [0, T̂ ], x ∈ Ω̂.
For the sake of simplicity, we drop the notation ·ˆ throughout the rest of the chapter.
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4.2.3 The mixed and penalised formulations
Existence and uniqueness results for problem (QI) are well-known (see [Joly, 2008]). An
alternative, equivalent formulation to (QI) is obtained by introducing the scalar function
pλ := λ div yλ. The couple (yλ, pλ) ∈ C2(H) ∩ C1(X)× C0(L) satisfies
ρ ∂2t yλ − div (C(x)ε(yλ))−∇ pλ = f in ΩT ,
div y
λ
= λ−1 pλ in ΩT ,
y
λ
(t = 0) = 0, ∂tyλ(t = 0) = 0 in Ω.
(QIM)
Since λ is large, it is natural to approximate the solution of (QIM) by the solution obtained
at the limit as λ goes to infinity. More precisely, if one defines (y, p) and some corrector
functions (y
1
, p1) and (y2, p2) such that
y
λ
= y + λ−1y
1
+ λ−2y
2
+ · · · , pλ = p+ λ−1p1 + λ−2p2 + · · · ,
then a standard asymptotic analysis procedure shows that (y, p) satisfies a pure incom-
pressible problem. This formulation reads
Find (y, p) ∈ C2(H) ∩ C1(V)× C0(L) such that
ρ ∂2t y − div (C(x)ε(y))−∇ p = f in ΩT ,
div y = 0 in ΩT ,
y(t = 0) = 0, ∂ty(t = 0) = 0 in Ω.
(IM)
Observe that the function p in (IM) acts as a Lagrange multiplier to enforce incompressibil-
ity. If we assume that (IM) is the standard problem to solve, then Eq. (QIM) can be seen
as an approximate penalised formulation of (IM). Existence, uniqueness and regularity
results of problem (IM) can also be induced from (QI) by a limit process as λ→∞.
We now introduce another formulation by penalisation of the problem (IM), inspired from
existing formulations for the Stokes problem [Boffi et al., 2013]. It reads
Find (y˜
α
, p˜α) ∈ C2(H) ∩ C1(X)× C0(M) such that
ρ ∂2t y˜α − div (C(x)ε(y˜α))−∇ p˜α = f in ΩT ,
div y˜
α
= −α∆p˜α in ΩT ,
y˜
α
(t = 0) = 0, ∂ty˜α(t = 0) = 0 in Ω.
(QIP)
First, note that (QIP) is different from (QIM) due to the introduction of the laplacian
operator in the second equation. Furthermore, one can observe that (QIP) differs from the
other formulations by several important but subtle aspects. First, the pressure p˜α is sought
in a more regular space, namely C0(M), that is mandatory to give an appropriate meaning
to the introduced Laplace operator. Second, system (QIP) is not a closed set of equations.
Indeed, a boundary condition is required for the second equation for the pressure, that now
has a trace (we recall that we use homogeneous Dirichlet conditions on the displacement).
A standard choice is to use homogenous Neumann boundary conditions
∇ p˜α · n = 0 on [0, T ]× ∂Ω. (4.3)
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Then, using the same arguments as before, i.e., writing
y˜
α
= y + α y˜
1
+ α2 y˜
2
+ · · · , p˜α = p+ α p˜1 + α2 p˜2 + · · · , (4.4)
one can see that (y˜
α
, p˜α) can be approximated by (y, p), solution of the pure incompressible
mixed formulation (IM). Reciprocally, (y˜
α
, p˜α) represents another approximation of the
pure incompressible mixed formulation (IM). Moreover, eliminating the unknown p˜α, it is
possible to rewrite (QIP) as
ρ ∂2t y˜α − div
(
Cε(y˜
α
)
)− α−1∇(−∆)−1divy˜
α
= f, (4.5)
where ∆−1 : L→M stands for the inverse Laplace operator equipped with a homogeneous
Neumann boundary condition. It is possible to prove that the operator −div (Cε(·)) −
α−1∇(−∆)−1div(·) defines a self-adjoint coercive bilinear form. Consequently, existence
and uniqueness of the solution can be retrieved from (4.5) by standard theory.
Remark Note that the choice (4.3) is arbitrary. In the context of the Stokes equations
it was observed (see [Guermond et al., 2006] and reference therein) that it results in a
boundary layer that deteriorates the approximation of the gradient of the solution. Cor-
recting terms can be introduced in specific cases (see again [Guermond et al., 2006]) but
their analysis is more difficult.
4.2.4 Weak formulation of the continuous PDE
Let us first consider the weak formulation associated with (IM). Given f sufficiently
regular, it reads:
Find (y, p) ∈ C2(H) ∩ C1(X)× C0(L) such that for all w ∈ X, q ∈ L
m(∂2t y, w) + a(y, w) + b(p, w) = (f, w),
b(q, y) = 0,
y(t = 0) = 0, ∂ty(t = 0) = 0,
(4.6)
where we have defined the bilinear forms m : X×X→ R, a : X×X→ R and b : L×X→ R
such that
m(y, w) :=
∫
Ω
ρ y · w dΩ, a(y, w) :=
∫
Ω
C ε(y) : ε(w)dΩ,
b(p, w) :=
∫
Ω
p divw dΩ.
Note that the bilinear formm(·, ·) is symmetric and positive. Furthermore, due to Eq. (4.2)
and the Korn inequality, the bilinear form a(·, ·) is symmetric and coercive in X. We can
write (4.6) as a set of equations written in X′ ×L for all t ∈ [0, T ]. To do so, we introduce
the linear continuous operators M : X→ X′, A : X→ X′, such that ∀ (y, w) ∈ X× X
〈My,w〉 = m(y, w), 〈Ay,w〉 = a(y, w),
and we define the divergence operator B : X → L and its transpose BT : L → X′ such
that, ∀ (y, q) ∈ X× L,
(By, q)L = b(q, y) = 〈BT q, y〉,
where (·, ·)L denotes the standard scalar product of L2(Ω). Note that the operator M can
be continuously extended to an operator from H to H and, if ρ ≡ 1, then it is the identity
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operator. Finally, the variational formulation can be equivalently rewritten
Find (y, p) ∈ C2(H) ∩ C1(X)× C0(L) such that for all t ∈ [0, T ]M ∂
2
t y +Ay +B
T p = f in X′,
B y = 0 in L,
(IMv)
and
y(t = 0) = 0, ∂ty(t = 0) = 0.
Analogously, the variational formulation associated with system (QIM) reads, equivalently,
Find (y
λ
, pλ) ∈ C2(H) ∩ C1(X)× C0(L) such that for all t ∈ [0, T ]M ∂
2
t yλ +Ayλ +B
T pλ = f in X′,
B y
λ
= λ−1I pλ in L,
(QIMv)
and
y
λ
(t = 0) = 0, ∂tyλ(t = 0) = 0,
where I is the identity operator from L to L. Concerning the problem (QIP) with the
boundary condition (4.3), we propose a variational formulation that reads
Find (y˜
α
, p˜α) ∈ C2(H) ∩ C1(X)× C0(M) such that for all (w, q) ∈ X×M
m(∂2t y˜α, w) + a(y˜α, w) + b(p˜α, w) = (f, w),
b(q, y˜
α
) = α (∇p˜α,∇q)L,
(4.7)
and
y˜
α
(t = 0) = 0, ∂ty˜α(t = 0) = 0.
It is not straightforward to write equations in dual spaces from the variational formulation
(4.7). This is due to the fact that we have changed the functional space in which the
pressure is sought. To do so, we introduce the divergence operator C : H → M′ and its
transpose CT : M→ H defined by
c(q, w) = −
∫
Ω
∇ q · w dΩ 〈Cw, q〉 = (CT q, w)H = c(q, w),
where (·, ·)H denotes the standard scalar product on L2(Ω)d. Then, by identification of
the operator B as an operator from X to M′ (instead of an operator from X to L), one can
show that (4.7) is equivalent to
Find (y˜
α
, p˜α) ∈ C2(H) ∩ C1(X)× C0(M) such that, for all t ∈ [0, T ],M ∂
2
t y˜α +A y˜α +B
T p˜α = f in X′,
B y˜
α
= αC CT p˜α in M′,
(QIPv)
and
y˜
α
(t = 0) = 0, ∂ty˜α(t = 0) = 0.
Note that the operator C corresponds to an extension of the operator B. Inversely, the
gradient operator BT represents the extension of CT in a larger space. This distinction in
the notation is not relevant in the continuous framework, but it will be fundamental at the
discrete level.
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4.3 Space discretisation
Let us now consider a regular finite-dimensional space Xh ⊂ X for the discretisation of the
displacement field andMh ⊂M for the discretisation of the pressure field. These spaces are
obtained by finite element approximation of X and M, respectively. Furthermore, inspired
by [Guermond and Quartapelle, 1998b], in order to discretise accordingly the variational
formulation (4.7) that we propose, we introduce a third finite-dimensional space denoted
Yh ⊂ H that should satisfy, for the sake of simplicity,
Xh ⊂ Yh and ∇Mh ⊂ Yh.
We define the embedding ih : Xh → Yh and its transpose iTh : Yh → Xh such that for all
(y
h
, wh) ∈ Xh × Yh
(y
h
, iThwh)H := (ihyh, wh)Yh := (yh, wh)Yh , (4.8)
where (·, ·)Yh stands for the approximation of the scalar product in H that is defined
using quadrature formulae (it is a symmetric coercive and continuous bilinear form in Yh
for the norm in H). In a more general way, we assume that quadrature formulae do not
corrupt symmetry and positivity properties of the bilinear forms. We introduce the discrete
divergence operator Ch : Yh →Mh and the discrete gradient operator CTh : Mh → Yh such
that for all (ph, wh) ∈Mh × Yh
(ph, Chwh)L := (C
T
h ph, wh)Yh := −(∇ph, wh)Yh .
Observe that CTh corresponds to the operator C
T ≡ −∇ applied to functions in Mh,
considering the resulting functions in the larger space Yh. Then, we define another discrete
divergence operator Bh : Xh →Mh and another discrete gradient operator BTh : Mh → Xh
as
Bh := Ch ih and BTh := i
T
h C
T
h .
One can observe that, for all (ph, wh) ∈Mh × Xh, we have
(Bhwh, ph)L = (Ch ihwh, ph)L = (ihwh, C
T
h ph)Yh
= (wh, i
T
h C
T
h ph)H = (wh, B
T
h ph)H.
(4.9)
Note also that the following commutative diagrams (taken from [Guermond and Quar-
tapelle, 1998b]) hold
Xh Mh
Yh
Bh
ih
Ch
Xh Mh
Yh
BTh
CTh
iTh
We introduce the linear continuous operators Mh : Xh → Xh and Ah : Xh → Xh such that
for all (vh, wh) ∈ Xh × Xh
(Mhvh, wh)H = mh(vh, wh), (Ahvh, wh)H = ah(vh, wh).
where the subscript h in the notation of the bilinear forms stands for the use of quadrature
rule in the computation of integrals. The finite element approximation of (IMv) reads
Find (y
h
, ph) ∈ C2(Xh)× C0(Mh) such that for all t ∈ [0, T ]Mh ∂
2
t yh +Ah yh +B
T
h ph = fh in Xh,
Bh yh = 0 in Mh,
(IMh)
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and
y
h
(t = 0) = 0, ∂tyh(t = 0) = 0,
where f
h
(t) ∈ Xh denotes some approximation of f . Analogously to the pure incompress-
ible mixed formulation, we can retrieve the space discretisation associated with (QIMv).
It reads
Find (y
λ,h
, pλ,h) ∈ C2(Xh)× C0(Mh) such that for all t ∈ [0, T ]Mh ∂
2
t yλ,h +Ah yλ,h +B
T
h pλ,h = fh in Xh,
Bh yλ,h = λ
−1Ihpλ,h in Mh,
(QIMh)
and
y
λ,h
(t = 0) = 0, ∂tyλ,h(t = 0) = 0.
The operator Ih : Mh →Mh is such that for all (ph, qh) ∈Mh
(Ihph, qh)L = (ph, qh)Lh ,
where (·, ·)Lh stands for the approximation of the scalar product in L by quadrature for-
mulae.
Finally, we are able to give the space discretisation associated with the novel formulation
we propose (QIPv). It reads
Find (y˜
α,h
, p˜α,h) ∈ C2(Xh)× C0(Mh) such that for all t ∈ [0, T ]Mh ∂
2
t y˜α,h +Ah y˜α,h +B
T
h p˜α,h = fh in Xh,
Bh y˜α,h = αChC
T
h p˜α,h in Mh,
(QIPh)
and
y˜
α,h
(t = 0) = 0, ∂ty˜α,h(t = 0) = 0.
Note that the operator ChCTh corresponds to a discrete laplacian operator on Mh. Indeed,
for all (ph, qh) ∈Mh ×Mh
(ChC
T
h ph, qh)L = (C
T
h ph, C
T
h qh)Yh = (∇ph,∇qh)Yh .
Therefore, ChCTh : Mh →Mh is invertible for any reasonable choice of finite element spaces
and quadrature rule. This is obviously also true for Ih and Mh.
Let us insist on the importance of the introduction of the space Yh. First, it is related
to the definition of the quadrature formulae in H in the definition of (4.8). Second, even
if exact integration is performed, the introduction of the space Yh allows us to take into
account the fact that, in general, the gradient of functions in Mh does not belong to Xh.
Indeed, if this was the case, then Ch and Bh would be the same operator and the penali-
sation strategy would be useless in terms of computational efficiency (see the discussion of
Section 4.4.1).
In the numerical results we present in this work we use high-order Spectral Finite Ele-
ment, as in [Komatitsch and Vilotte, 1998] and [Cohen and Fauqueux, 2005]. Since we
consider a simple geometry for our purposes, we construct a quasi-uniform triangulation
of Ω composed of quadrangles or hexahedra
Ω =
N⋃
i=1
Ki, Ki ∩Kj = ∅, Fi(Kˆ) = Ki,
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where Kˆ is the unit square or the unit cube and ∀ i ∈ {1, 2, .., N}, Fi denotes the invertible
transformation of the reference element Kˆ to the deformed element Ki. Then, we define
Xh =
{
φ ∈ C0(Ω)d | φ|Ki ◦ Fi ∈ Qr(Kˆ)d
}
,
where Qr is the set of polynomials with degree r ≥ 1 in each variable of space. To obtain
mass-lumping (meaning thatMh can be inverted trivially) one must choose the quadrature
points in the computation of mh(·, ·) at the same location as the interpolation points (see
[Cohen, 2001]). Sufficient accuracy is obtained if the interpolation and quadrature points
correspond in the reference elements to the Gauss-Lobatto points of same order (r in our
case, that gives (r+1)d quadrature/interpolation points in the reference elements). For the
computation of ah(·, ·) we use the same quadrature rule as for the computation of mh(·, ·)
(which gives sufficient accuracy on non-distorted mesh, see [Durufle et al., 2009]). Then,
we choose
Mh =
{
ϕ ∈ C0(Ω) | ϕ|Ki ◦ Fi ∈ Qr−1(Kˆ)
}
.
Note that the major difference here is that we choose a lower-order finite element space,
but Mh is still constructed using continuous finite element. It is mentioned in [Brezzi
and Fortin, 2012] that this choice is compatible with Xh in the sense that a discrete inf-
sup condition is satisfied (the importance of this condition is further detailed below). In
addition, we assume that (·, ·)Lh is computed using Gauss-Lobatto quadrature points of
order r − 1. Hence, mass-lumping is achieved and the operator Ih is easily invertible.
Finally, we define
Yh = Xh +
{
ψ ∈ L2(Ω)d | ψ|Ki ◦ Fi ∈ Qr−1(Kˆ)d
}
and (·, ·)Yh is computed using the Gauss-Lobatto quadrature points of order r − 1. Note
that we have the inclusion ∇Mh ⊂ Yh only if all the Fi are affine. We believe that this is
only a technical limitation. However, numerical results are provided only in that case.
4.4 Time discretisation
This section deals with the time discretisation of the semi-discrete formulations obtained
by FE approximation in space. We consider only finite difference schemes that are centred,
in order to preserve energy conservation at the discrete level. In what follows, the fully
discrete schemes for the standard formulations (IM) and (QIM) are provided. Moreover,
we propose the fully discrete scheme for the novel formulation (QIP).
4.4.1 Fully discrete schemes
Let us consider a time interval [0, T ], with T > 0, and define the partition tn = n∆t,
with n ∈ {0, 1, .., N}, and ∆ t = T/N . The fully discrete scheme corresponding to (IM)
for n ∈ {0, 1, .., N} is constructed based on a simple second-order finite difference scheme,
namely a leapfrog scheme. We shall consider two sequences of approximate displacement
fields {yn
h
∈ Xh} and pressures {pnh ∈Mh} such that (y0h, y1h) is given and for n ∈ {1, , N}
Mh
yn+1
h
− 2 yn
h
+ yn−1
h
∆t2
+Ah y
n
h
+BTh p
n
h = f
n
h
in Xh,
Bhy
n
h
= 0 in Mh,
(IMnh)
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with fn
h
= f
h
(tn). The implementation of scheme (IMnh) can be done using Schur com-
plement techniques. It reads as follows: given (yn−1
h
, yn
h
), first compute pnh from
(BhM
−1
h B
T
h ) p
n
h = BhM
−1
h (f
n
h
−Ahynh); (4.10)
then, yn+1
h
is given by
yn+1
h
= ∆t2M−1h f
n
h
+ 2 yn
h
− yn−1
h
−∆t2M−1h Ah ynh −∆t2M−1h BTh pnh.
One can see that the pressure field is an intermediate unknown that acts as a Lagrange
multiplier to enforce the constraint Bhyn+1h = 0. Note that we use the notation p
n
h by
analogy with the quasi-incompressible schemes that we present in what follows. Moreover,
the system (4.10) is well-posed if BTh is injective and Bh surjective. This corresponds to
verify that the LBB condition is satisfied, i.e. there exists a constant c > 0 such that
inf
qh∈Mh
sup
wh∈Xh
(Bhwh, qh)
‖wh‖X ‖qh‖L
≥ c, (4.11)
where, if c does not depend on the discretisation parameter, one recovers an optimal con-
vergence behaviour. Note that for the incompressible, linear Stokes problem it is standard
to show [Heywood and Rannacher, 1982, 1986, 1988, 1990] that standard second-order
discrete space-time discretisation can be achieved as soon as the LBB condition holds. We
assume that similar results hold for the elastodynamic problem (IMh). Finally, note that
Eq. (4.10) can be solved at each time step by iterative algorithms and, since the underlying
problem is symmetric, the Conjugate Gradient method is a good candidate. However, it is
important to highlight the fact that the operator BhM−1h B
T
h = Ch ihM
−1
h i
T
hC
T
h is much
more complicated to invert than ChCTh due to the presence of the term ihM
−1
h i
T
h that
has the effect to widen the bandwidth of the corresponding finite element matrix. Our
aim is to specifically tackle this problem by avoiding – at each time step – the inversion of
BhM
−1
h B
T
h , and inverting instead ChC
T
h , for which we have efficient solvers.
Remark If non-zero initial displacement y
λ
(t = 0) = y
0
and/or initial velocity ∂tyλ(t =
0) = v0 are considered, or if the source term fh is not 0 at time t = 0, then, to preserve the
expected second-order consistency, the computation of the first two iterates is performed
as follows:
y0
h
= y
h,0
, y1
h
= y
h,0
+ ∆t vh,0 +
∆t2
2
Mh
(
f0
h
−Ah yh,0 −BTh p0h) (4.12)
where p0h is computed from (4.10) with n = 0, and (yh,0, vh,0) belong to Xh × Xh and
correspond to an approximation of (y
0
, v0) .
In order to write the fully discrete scheme corresponding to (QIM) for n ∈ {1, .., N},
we define two sequences of approximate displacement fields {yn
λ,h
∈ Xh} and pressures
{pnλ,h ∈Mh} such that (y0λ,h, y1λ,h) is given and for n ∈ {1, .., N}
Mh
yn+1
λ,h
− 2 yn
λ,h
+ yn−1
λ,h
∆t2
+Ah y
n
λ,h
+BTh p
n
λ,h = f
n
h
in Xh,
Bhy
n
λ,h
= λ−1Ih pnλ,h in Mh.
(QIMnh)
Observe that the scheme (QIMnh) is fully explicit, due to the use of the mass-lumping
technique (we recall that Mh and Ih are easily invertible). However, we show in the fol-
lowing section that, due to stability considerations, the maximum time step allowed is
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considerably reduced by the fact that the pressure term is treated explicitly. Observe that
the first two iterates can be computed using (4.12) with p0h replaced by p
0
λ,h = λ I
−1
h Bhy0.
Finally, we provide the fully discrete scheme corresponding to (QIP) for n ∈ {1, .., N}.
We define two sequences of approximate displacement fields {y˜n
α,h
∈ Xh} and approximate
pressures {p˜nα,h ∈Mh} such that (y˜0α,h, y˜1α,h) is given and for n ∈ {1, , N}
Mh
y˜n+1
α,h
− 2 y˜n
α,h
+ y˜n−1
α,h
∆t2
+Ah y˜
n
α,h
+BTh p˜
n
α,h = f
n
h
in Xh,
Bhy˜
n
α,h
= α∆t2ChC
T
h p˜
n
α,h in Mh.
(QIPnh)
Note that here, for consistency reasons, we have rescaled the penalisation parameter by
∆t2 and assume α is independent of ∆t. This choice should guarantee the second-order
consistency in time that is expected from the leapfrog time discretisation. Note that we
can directly rewrite the second equation in (QIPnh) as
p˜nα,h =
(ChC
T
h )
−1
α∆t2
Bhy˜
n
α,h
. (4.13)
Consequently, this step is equivalent to solving a discrete Poisson problem for the pressure
at each time step, with homogeneous Neumann boundary conditions on the boundary ∂Ω.
One of the main advantages of this formulation is that the Poisson problem is very standard
and its solution can be retrieved by fast solvers. In addition, observe that the first two
iterates can be computed using (4.12) with p0h computed with Eq. (4.13) for n = 0 and
y˜0
α,h
≡ y
h,0
. Finally, observe that by injecting (4.13) in (QIPnh), we retrieve
Mh
y˜n+1
α,h
− 2 y˜n
α,h
+ y˜n−1
α,h
∆t2
+Ah y˜
n
α,h
+
BTh (ChC
T
h )
−1Bh
α∆t2
y˜n
α,h
= fn
h
. (4.14)
Remark Finally, note that it is not obvious to see why the solution computed by the
scheme (QIPnh) should satisfy Bhy˜nα,h ' 0 as ∆t goes to 0, since ChCTh p˜nα,h may explode
with ∆t. Among other objectives, the stability analysis below describes precisely in which
sense Bhy˜nα,h is small.
4.4.2 Stability analysis
The aim of this section is to find uniform estimates of the discrete energy of the different
schemes, i.e.
sup
n∈{0,1,..,N}
∣∣∣∣En+ 12h ∣∣∣∣ ≤ C, (4.15)
where the constant C depends on the final time step T = N ∆t and on the data of the
continuous problem, but is independent of ∆t and h. However, if explicit schemes are
employed for time discretisation, the time step is limited by a stability condition depending
on h. We refer to [Joly, 2008] for further reading.
For the sake of simplicity, we consider a time tn such that the source term has vanished
(i.e. f
h
(t) = 0, ∀t ≥ tn). Then, the energy of the continuous problem is constant in
time. In order to retrieve a discrete counterpart of this energy, we consider for every
formulation, as a test function, the centred discrete approximation of the time derivative
of the displacement at time tn.
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Stability of scheme (IMnh). Let us first consider formulation (IMnh). By scalar product
in the first equation in (IMnh) with
vh =
yn+1
h
− yn−1
h
2 ∆t
(4.16)
as well as by discrete differentiation of the second equation in (IMnh) and by scalar product
with pnh we obtain
(
Mh
yn+1
h
− 2 yn
h
+ yn−1
h
∆t2
+Ah y
n
h
+BTh p
n
h,
yn+1
h
− yn−1
h
2 ∆t
)
H
= 0,
(
Bh
yn+1
h
− yn−1
h
2 ∆t
, pnh
)
L
= 0.
(4.17)
Then, due to symmetry of Bh and Eq. (4.9), we can simplify the first equation in (4.17).
We have (
Mh
yn+1
h
− 2 yn
h
+ yn−1
h
∆t2
+Ah y
n
h
,
yn+1
h
− yn−1
h
2 ∆t
)
H
= 0. (4.18)
We define the discrete energy at time n+ 12 as
E
n+ 1
2
h = E
n+ 1
2
k −
∆t2
4
E
n+ 1
2
kp + E
n+ 1
2
p , (4.19)
where the kinetic energy reads
E
n+ 1
2
k :=
1
2
(
Mh
yn+1
h
− yn
h
∆ t
,
yn+1
h
− yn
h
∆ t
)
H
,
the potential energy reads
E
n+ 1
2
p :=
1
2
(
Ah
yn+1
h
+ yn
h
2
,
yn+1
h
+ yn
h
2
)
H
,
and the mixed energy term is defined as
E
n+ 1
2
kp :=
1
2
(
Ah
yn+1
h
− yn
h
∆ t
,
yn+1
h
− yn
h
∆ t
)
H
.
Then, after some computations, using the symmetry properties of the operators Mh and
Ah, we obtain from (4.18) the discrete conservation property
E
n+ 1
2
h − E
n− 1
2
h
∆t
= 0.
It now remains to prove that En+
1
2
h is positive.
Proposition 4.1. A sufficient condition for the stability of scheme (IMnh) is
∆t2 ≤ 4 ∥∥M−1h Ah∥∥−1, (4.20)
with ∥∥M−1h Ah∥∥ = sup
0 6= y
h
∈Xh
ah(yh, yh)
mh(yh, yh)
. (4.21)
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Proof. The proof is very standard (see [Joly, 2008]). Consequently, we only prove the
positivity of the energy. We provide here some details for the sake of completeness. Let
us first consider the definition of En+
1
2
h . Since E
n+ 1
2
s is positive by definition, we can easily
retrieve the lower bound for the energy
E
n+ 1
2
h ≥
1
2
((
Mh − ∆t
2
4
Ah
) yn+1
h
− yn
h
∆ t
,
yn+1
h
− yn
h
∆ t
)
H
.
Hence, the energy is positive if
mh(yh, yh)−
∆t2
4
ah(yh, yh) ≥ 0, ∀ yh ∈ Xh. (4.22)
Finally, Eq. (4.22) can be rewritten as
∆t2
4
sup
0 6= y
h
∈Xh
ah(yh, yh)
mh(yh, yh)
≤ 1,
concluding the proof.
Remark Note that Proposition 4.1 introduces an abstract CFL condition. Moreover, we
expect the following estimation ∥∥M−1h Ah∥∥ ∼ c2sh2 , (4.23)
with cs a positive constant, depending on the elasticity tensor driving the shear wave
propagation. Consequently, we obtain the sufficient stability condition
∆t . h
cs
. (4.24)
Therefore, the time step is not affected by the pressure wave propagation, that is travelling
at an “infinite” velocity at the incompressible limit.
Stability of the scheme (QIMnh). By similar reasoning, we can retrieve en energy
estimation for the formulation (QIMnh). We retrieve, after some computations,
(
Mh
yn+1
λ,h
− 2yn
λ,h
+ yn−1
λ,h
∆t2
+Ah y
n
λ,h
+ λBTh Bhy
n
λ,h
,
yn+1
λ,h
− yn−1
λ,h
2 ∆t
)
H
= 0. (4.25)
We introduce Ah,λ := Ah +λBTh Bh. Then, if we define the discrete energy E
n+ 1
2
h as in Eq.
(4.19), with Ah,λ instead of Ah, we can assert the following proposition.
Proposition 4.2. A sufficient condition for the stability of scheme (QIMnh) is
∆t2 ≤ 4∥∥M−1h Ah,λ∥∥−1, (4.26)
with ∥∥M−1h Ah,λ∥∥ = sup
0 6= y
h
∈Xh
ah(yh, yh) + λ‖Bhyh‖2L
mh(yh , yh)
. (4.27)
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Remark Note that, by definition,∥∥M−1h Ah,λ∥∥ ≤ ∥∥M−1h Ah∥∥+ λ∥∥M−1h BTh Bh∥∥,
with ∥∥M−1h BTh Bh∥∥ = sup
0 6= y
h
∈Xh
‖Bhyh‖2L
mh(yh , yh)
.
By similar reasoning to Eq. (4.23), we can now introduce a constant cp, related to the
maximum generalised eigenvalue of the operator (BTh Bh,Mh) such that
λ
∥∥M−1h BTh Bh∥∥ ∼ c2ph2 .
Therefore, we can assert ∥∥M−1h Ah,λ∥∥ ∼ c2s + c2ph2 . (4.28)
Consequently, the stability condition (4.26) imposes a significant restriction on the time
step.
∆t2 . h
2
c2s + c
2
p
Note that, because of the non-dimensionalisation, we expect cs to be close to the unity,
whereas, cp is given by the velocity ratio between pressure and shear waves. For soft
tissues this ratio is around 103. This makes in practice the scheme (QIMnh) not efficient
and justifies our need to formulate more adequate methods for the limit – incompressible
– problem.
Stability of the scheme (QIPnh). Finally, let us analyse the stability estimates related
to the novel formulation (QIPnh). By analogous reasoning, we get from (4.14)(
Mh
y˜n+1
α,h
− 2y˜n
α,h
+ y˜n−1
α,h
∆t2
+
(
Ah +
1
α∆t2
Qh
)
y˜n
α,h
,
y˜n+1
α,h
− y˜n−1
α,h
2 ∆t
)
= 0, (4.29)
where we have defined Qh := BTh (ChC
T
h )
−1Bh. Then, the discrete energy at time n + 12
reads
E
n+ 1
2
h = E
n+ 1
2
k −
∆t2
4
E
n+ 1
2
kp + E
n+ 1
2
p ,
with kinetic energy
E
n+ 1
2
k :=
(
Mh
y˜n+1
α,h
− y˜n
α,h
∆ t
,
y˜n+1
α,h
− y˜n
α,h
∆ t
)
H
,
potential energy
E
n+ 1
2
p :=
((
Ah +
1
α∆t2
Qh
)
,
y˜n+1
α,h
+ y˜n
α,h
2
,
y˜n+1
α,h
+ y˜n
α,h
2
)
H
,
and mixed energy term
E
n+ 1
2
kp :=
((
Ah +
1
α∆t2
Qh
) y˜n+1α,h − y˜nα,h
∆ t
,
y˜n+1
α,h
− y˜n
α,h
∆ t
)
H
.
Before providing a stability estimate for (4.29), we introduce the following lemma.
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Lemma 4.3. Let Ph := CTh (ChC
T
h )
−1Ch : Yh → Yh. Then Ph is a projection and
‖Ph‖L(Yh) ≤ 1.
Proof. The proof consists in demonstrating that P 2h = Ph. That follows easily by the
definition of Ph.
We are now able to assert a stability condition for scheme (QIPnh).
Proposition 4.4. A sufficient condition for the stability of scheme (QIPnh) is
∆t2 ≤ 4
(
sup
0 6= y
h
∈Xh
4αah(yh, yh)
4αmh(yh, yh)− ‖yh‖2Yh
)−1
(4.30)
and
α >
1
4
sup
0 6= y
h
∈Xh
‖y
h
‖2Yh
mh(yh, yh)
. (4.31)
Proof. Again we prove the positivity of the energy En+
1
2
h . By definition of E
n+ 1
2
h , since
E
n+ 1
2
p is positive, we can obtain the estimation
E
n+ 1
2
h ≥
((
Mh − ∆t
2
4
Ah − 1
4α
Qh
) y˜n+1α,h − y˜nα,h
∆ t
,
y˜n+1
α,h
− y˜n
α,h
∆ t
)
H
.
Hence, we need to satisfy
mh(yh, yh)−
∆t2
4
ah(yh, yh)−
1
4α
(Qhyh, yh)H ≥ 0, ∀ yh ∈ Xh. (4.32)
However, by definition of Ph and Lemma 4.3, we find Qh = iThPhih and, since we easily
deduce the inequality ‖ihyh‖Yh ≤ ‖yh‖Yh from Eq. (4.8), we have
(Qh yh, yh)H = (i
T
hPh ih yh, yh)H = (Ph ih yh, ih yh)Yh ≤ ‖ihyh‖2Yh ≤ ‖yh‖2Yh .
Finally, if (4.30) holds, then Eq. (4.32) can be rewritten as
∆t2
4
sup
0 6= y
h
∈Xh
ah(yh, yh)
mh(yh, yh)− ‖yh‖2Yh/(4α)
≤ 1,
concluding the proof.
Corollary 4.1. If exact integration is used and the density ρ is constant, then a sufficient
condition for the stability of scheme (QIPnh) is
∆t2 ≤ 4 ρ ‖Ah‖−1 4αρ− 1
4αρ
, α >
1
4 ρ
, (4.33)
with
‖Ah‖ = sup
y
h
∈Xh yh 6=0
a(y
h
, y
h
)
‖y
h
‖2H
.
Proof. If exact integration is used and ρ = const, then mh(yh, yh) = ρ‖yh‖2H and ‖yh‖Yh =‖y
h
‖H. Consequently, we can simplify Eq. (4.30) to obtain the result of the corollary.
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Remark We observe that the CFL condition (4.33) is well-defined for α > 1/(4 ρ). More-
over, it is slightly worse than condition (4.20), since
4αρ− 1
4αρ
≤ 1
in the allowed range for α. Nevertheless, this condition depends only on the space discreti-
sation and on the tensor C and the density ρ. Therefore, it is still very advantageous with
respect to condition (4.26).
As a final comment, note that if the scheme (QIPnh) is stable, i.e. (4.15) holds and ∆t is
sufficiently small, then
sup
n∈{0,1,..,N}
E
n+ 1
2
p ≤ C,
with C independent of ∆t. Therefore, denoting y˜
n+ 1
2
α,h = (y˜
n+1
α,h
+ y˜n
α,h
)/2, we have
sup
n∈{0,1,..,N}
(
Qhy˜
n+ 1
2
α,h , y˜
n+ 1
2
α,h
)
H
≤ αC ∆t2.
As a consequence, there exists another constant C independent of ∆t such that, by defini-
tion of Qh, we have
sup
n∈{0,1,..,N}
∥∥∥∥(ChCTh )− 12Bhy˜n+ 12α,h ∥∥∥∥
H
≤ C ∆t.
This shows that Bhy˜
n+ 1
2
α,h goes to 0 with ∆t, but for a weak norm that involves the inverse
Laplace operator.
4.5 Two-dimensional numerical convergence results
In order to perform the numerical validation of the properties of scheme (QIPnh), we
consider as a model problem the elastic wave propagation in a 2D medium, and we take
into account different constitutive laws. In the interest of clarity, we provide the physical
and numerical parameters used for the simulations with their original units of measure.
For the sake of simplicity, we assume constant density ρ = 1050 kg m−1 and homogeneous
Dirichlet boundary conditions on all the boundaries of the domain. Space discretisation is
performed by high-order Spectral Finite Elements (of order 7 for the displacement, 6 for
the pressure). The computational grid is a 1 m2 square composed of N uniform elements of
size h = 1/N in each direction. Concerning time discretisation, we adopt the discretisation
introduced in scheme (QIPnh) with penalisation coefficient α = 1/3ρ and we choose the
time step as
∆t2 = (1− ε)∥∥M−1h Ah∥∥−1, (4.34)
where we set ε = 0.2 to account for the fact that the expression above is an approximation
of the CFL condition given by Eq. (4.30) when considering that ρ‖y
h
‖2Yh = mh(yh, yh) and
accounting for the approximation of the norm in (4.34) by a power iteration algorithm.
Note that the value of this parameter is not tight: ε = 0 also gives stable results. For
each iteration of this scheme, the scalar pressure field (4.13) is computed by means of an
in-house fast solver for the Poisson problem, based on Higher-Order Fourier Transform.
Note that even when the medium is heterogeneous, the problem for the pressure wave
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remains homogeneous, due to incompressibility.
Henceforth, we present a space/time convergence analysis. To do so, we test scheme
(QIPnh) against the pure incompressible scheme (IMnh) for different values of N in [10, 40].
For each time step of each simulation, the pressure field is evaluated in Eq. (4.10) by means
of the Conjugate Gradient method, with euclidian norm of the residue lower than 1e− 14
and maximum number of iterations Niter = 2000. The source term considered is a standard
Gaussian profile in space multiplied by a profile in time corresponding to the first derivative
of the Gaussian function. In greater detail, it reads
f(x, y, t) := −2 t
σ2t
exp
− (t−tpulse)
2
σ2t ·100 exp−
(
(x−xF )2
σ2s
+
(y−yF )2
σ2s
)
, (4.35)
with centre (xF , yF ) = (0.5, 0.5) m, covariance σ2s = 0.0005, σ2t = 0.0005 and mean tpulse =
0.6 s. We consider several constitutive laws, and we present four convergence curves for
each example, that illustrate the error in L2(ΩT ), C0(L2(Ω)), L2(H1(Ω)) and C0(H1(Ω))
norms, respectively.
4.5.1 Homogeneous isotropic material
As a first example, we study a homogenous isotropic medium. A standard constitutive law
for this type of medium is
C ε(y) := µ ε(y). (4.36)
with shear modulus µ = 80 kPa. Note that from Eq. (4.36) we retrieve in (QI) the standard
elastodynamic problem for isotropic law. The convergence curves in Figure 4.1 and Figure
4.2 confirm that second-order convergence is preserved in L2(ΩT ). Note that it is slightly
degraded and L∞ in time and L2 norm in space. Furthermore, the error does not vary
(or it varies marginally in L∞(L2(Ω))) if we consider a larger tend such that the wave has
reached the boundaries of the computational domain. If we consider H1 norm in space, the
error is slightly degraded with respect to the previous norms. Moreover, when we consider
a larger time interval (so that we take into account the effects at the boundaries), the error
increases. Figures 4.3 illustrates three snapshots at t = 1.0 s, t = 2. s and t = 2.65 s, of the
displacement. The mesh is composed by N = 40 elements in each direction. Furthermore,
Figure 4.4 depicts the time evolution of the displacement in three locations, indicated in
Figure 4.3. Figures 4.5 and 4.6 are related to the acceleration. We do not plot the results
concerning the velocity, since they do not provide relevant information. Note that the
time evolution profiles in x and y direction of the location denoted P1 correspond to the
profiles in y and x direction of the location denoted P2, that is the symmetric to P1, due
to isotropy. Concerning the pressure, Figure 4.7 indicates that this term corresponds
to a correction mostly at the boundaries of the medium. In addition, symmetric points
correspond to the same pressure time evolution, as depicted in Figure 4.8.
4.5.2 Heterogeneous transverse isotropic material
In the perspective of an application to elastography imaging of biological tissues, we need
to analyse more complex constitutive laws. For example, striated muscle tissue can be
modelled as a transverse isotropic medium, i.e. there exists, at every point, a privileged
direction represented by the unit vector τ1, related to the collagen fibre. A simple transverse
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Figure 4.1 – Convergence of scheme (QIP) w.r.t. the space step h, for final time t =
2 s, t = 2.65 s for a homogeneous isotropic material. Left: Relative L2(ΩT )-error on the
displacement. Right: Relative L∞(L2(Ω))-error on the displacement.
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Figure 4.2 – Convergence of scheme (QIP) w.r.t. the space step h, for final time t = 2 s,
t = 2.65 s for a homogeneous isotropic material. Left: Relative L2(H1(Ω))-error on the
displacement. Right: Relative L∞(H1(Ω))-error on the displacement.
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(a) t = 1. s (b) t = 2. s (c) t = 2.65 s
Figure 4.3 – Elastic wave propagation in a homogeneous isotropic medium (absolute value
of the displacement field).
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Figure 4.4 – Time evolution of the displacement field in a homogeneous isotropic medium
in three locations (See Figure 4.3 for locations). Left : x direction. Right: y direction.
(a) t = 1. s (b) t = 2. s (c) t = 2.65 s
Figure 4.5 – Elastic wave propagation in a homogeneous isotropic medium (absolute value
of the acceleration field).
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Figure 4.6 – Time evolution of the acceleration field in a homogeneous isotropic medium
in three locations (See Figure 4.5 for locations). Left : x direction. Right: y direction.
(a) t = 1. s (b) t = 2. s (c) t = 2.65 s
Figure 4.7 – Elastic wave propagation in a homogeneous isotropic medium (absolute value
of the pressure field).
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Figure 4.8 – Time evolution of the pressure field in a homogeneous isotropic medium in
three locations (See Figure 4.7 for locations).
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Figure 4.9 – Convergence of scheme (QIP) w.r.t. the space step h, for final time t = 0.8 s,
t = 1.1 s for a heterogeneous transverse isotropic material. Left: Relative L2(L2(Ω))-error
on the displacement. Right: Relative L∞(L2(Ω))-error on the displacement.
isotropic law, inspired by [Chapelle et al., 2012] is
C ε(y) := µ ε(y) + η
(
1
9
tr
(
ε(y)
)
1− 1
3
tr
(
ε(y)
)
τ1 ⊗ τ1
− 1
3
(τ1 · ε(y) · τ1) 1 + (τ1 · ε(y) · τ1) τ1 ⊗ τ1
)
, (4.37)
with µ = 80 kPa, η = 3400 kPa. In what follows, we present the results for a transverse
isotropic medium in which the fibre direction τ1 varies linearly along the direction y.
This configuration is inspired by the structure of myocardial tissue. In fact, it has been
experimentally validated that muscle fibres are arranged in laminar structures, denoted
sheets, of three to four muscle fibres in the thickness, that are oriented transversely to
the heart wall [Streeter et al., 1969; Lee et al., 2012]. Moreover, the fibre orientation
in human left ventricle myocardium changes linearly throughout the wall thickness, from
−60◦ close to the epicardium to +60◦ near the endocardium [Sommer et al., 2015]. In
order to model such a material, we consider an orientation of τ1 varying linearly from
−60◦ at the bottom of the domain (y = 0) to +60◦ at the top of the domain (y = 1). The
resulting medium is highly heterogeneous. Figures 4.9 and 4.10 show that the error worsens
moderately in transverse isotropic media w.r.t. isotropic media. In addition, the order of
convergence remains two for L2 norm in space, and it is slightly degraded in L2(H1(Ω)) and
in L∞(H1(Ω)). Figure 4.11 illustrates three snapshots at t = 0.5 s, t = 0.75 s and t = 1.1 s
of the displacement field., respectively. The mesh is composed by N = 40 elements in each
direction. We do not provide the results concerning the velocity and the acceleration, since
they not provide additional information. Note that the pressure field gives a significant
contribution also in the interior of the domain, as it is illustrated in Figure 4.12, due to
anisotropy.
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Figure 4.10 – Convergence of scheme (QIP) w.r.t. the space step h, for final time t = 0.8 s,
t = 1.1 s for a heterogeneous transverse isotropic material. Left: L2(H1(Ω))-error on the
displacement. Right: L∞(H1(Ω))-error on the displacement.
(a) t = 0.5 s (b) t = 0.75 s (c) t = 1.1 s
Figure 4.11 – Elastic wave propagation in a heterogeneous transverse isotropic medium
(absolute value of the displacement field).
(a) t = 0.5 s (b) t = 0.75 s (c) t = 1.1 s
Figure 4.12 – Elastic wave propagation in a heterogeneous transverse isotropic medium
(absolute value of the pressure field).
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4.6 Approximations with improved accuracy by post-processing
It is possible to obtain more accurate approximations of the purely incompressible problem
by post-processing of the solutions obtained with scheme (QIPnh). The strategy can be
formulated easily at the continuous level. Recall that we have the decomposition (4.4)
y˜
α
= y + αy˜
1
+ α2y˜
2
+ · · ·
and assume now that one can compute y˜
α
for different values of α, for instance α = α0
and α = α1. Then, by linear combination, we can write
y˜
1
' (α0 − α1)−1
(
y˜
α0
− y˜
α1
)
,
and y can be approximated by
y ' (1− δ)(y˜
α0
− α0y˜1) + δ (y˜α1 − α1y˜1)
for any δ ∈ R. We apply the same principle to the discrete unknown {y˜n
α,h
}. We assume
that
y˜n
α,h
= yn
h
+ α∆t2y˜n
h,1
+ α2∆t4y˜n
h,2
+ · · ·
and solve scheme (QIPnh) for several values of α = αi. We denote by y˜αi,h the obtained
solution. Then, a more accurate approximation of yn
h
– that we denote y˜n
h
– can be recovered
from the first or second corrector by solving locally in space and time the algebraic system1 α0
1 α1
 y˜nh
∆t2y˜n
h,1
 =
y˜nα0,h
y˜n
α1,h
 or
1 α0 α
2
0
1 α1 α
2
1
1 α2 α
2
2


y˜n
h
∆t2y˜n
h,1
∆t4y˜n
h,2
 =

y˜n
α0,h
y˜n
α1,h
y˜n
α2,h
 .
(4.38)
This process can be trivially generalised for an arbitrary number of correctors. However,
note that, even though the system must be solved two or three times, the computation of
the y˜
αi,h
can be done completely in parallel. Furthermore, in order to solve the problem
with different values of α with the same time step without generating instability, one should
choose αi+1 > αi > α0, and compute the stability condition based on the value of α0. In
addition, the system to solve has the form of a Vandermonde system
1 α0 α
2
0 · · ·
1 α1 α
2
1 · · ·
1 α2 α
4
2 · · ·
· · · · · · · · · · · ·


y˜n
h
∆t˜2yn
h,1
∆t˜4yn
h,2
· · ·
 =

y˜n
α0,h
y˜n
α1,h
y˜n
α2,h
· · ·
 ,
and is invertible when all the αi are distinct. Moreover, y˜nh is a linear combination of
the y˜n
αi,h
with coefficient independent of ∆t. We expect, therefore, that all the conver-
gence properties proved for scheme (QIPnh) are valid for the approximation y˜n
h
. We have
reiterated the test case presented in (4.5.2) with the choice α0 = 1/3ρ, α1 = 2/5ρ and
α2 = 1/2ρ. In more detail, we have compared the solution obtained with penalisation co-
efficient α0 with approximations obtained by linear combination (by resolution of system
(4.38)) of two solutions corresponding to α0 and α1, or three solutions associated with α0,
α1 and α2, respectively. The error obtained is shown in Figure 4.13. We observe that the
approximation accuracy is improved by using more solutions of the problem (QIPnh). In
particular, the more solutions are considered, the better is the accuracy in both L∞(L2(Ω))
norm and L∞(H1(Ω)) norm. Furthermore, note that the order of convergence corresponds
to the number of combinations used, as shown in Figure 4.14.
175
Chapter 4. Numerical schemes for wave propagation in incompressible media
10−1.5 10−1 10−0.5
10−7
10−5
10−3
10−1
1
2
h
α0
α0 + α1
α0 + α1 + α2
10−1.5 10−1 10−0.5
10−6
10−5
10−4
10−3
10−2
10−1
1
1
h
α0
α0 + α1
α0 + α1 + α2
Figure 4.13 – Convergence of scheme (QIP) w.r.t. the space step h, for final time t = 1.1 s
for a heterogeneous transverse isotropic material. Comparison between the original scheme
(with penalisation coefficient α0) and improved extensions of the scheme solution obtained
by linear combination of two solutions corresponding to α0 and α1, or three solutions
associated with α0, α1 and α2, respectively. Left: L∞(L2(Ω))-error on the displacement.
Right: L∞(H1(Ω))-error on the displacement.
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Figure 4.14 – Comparison for different values of α0, for final time t = 1.1 s, N = 12
elements and for a heterogeneous transverse isotropic material. α1 = 1.025 · α0. α2 =
1.05 · α0. Comparison between the original scheme (with penalisation coefficient α0) and
improved extensions of the scheme solution obtained by linear combination of two solutions
corresponding to α0 and α1, or three solutions associated with α0, α1 and α2, respectively.
Left: L∞(L2(Ω))-error on the displacement. Right: L∞(H1(Ω))-error on the displacement.
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4.7 A three-dimensional test case
The main application we have in mind is the propagation of elastic waves in nearly-
incompressible biological tissues in the context of ultrasound transient elastography [Sar-
vazyan et al., 1998; Bercoff et al., 2004]. Therefore, by way of illustration, we propose here
a three-dimensional test case, inspired by elastography imaging of the myocardial tissue.
Note that, due to dissipation, shear waves are fully attenuated in a few wavelength dis-
tance, i.e. some millimetres from the focal point of the ultrasonic beam [Sarvazyan et al.,
2010]. As a consequence, we can consider a small region of interest and a simple geometry.
However, there is a need for a fine space discretisation, compatible with the wavelength of
shear waves.
In this example we consider a transverse isotropic domain (defined by Eq. (4.37)), with
fibre direction τ1 oriented in the xy-plane and varying linearly along the direction z from
−60◦ w.r.t. the x-axis at the bottom of the domain (z = 0) to +60◦ at the top of the
domain (z = 0.02 m). The geometry of the domain is a parallelepiped of length 0.04 m in
x and y directions, and 0.02 m in z direction. This configuration represents an approxi-
mation of a region of interest in the left myocardium, selected in the anterior wall at the
middle ventricular level. Density is set equal to ρ = 1050 kg m−1 and homogeneous Neu-
mann boundary conditions are imposed on all the boundaries of the domain. High-order
Spectral Finite Elements (of order 7 for the displacement, 6 for the pressure) are used for
the space discretisation. The computational grid is composed of 24 uniform elements of
size h = 1/24 in each direction, for a total of 14480427 degrees of freedom (DOF) for the
displacement field, and 3048625 DOF for the pressure field. We adopt the time discretisa-
tion introduced in scheme (QIPnh) with penalisation coefficient α = 1/3ρ and we choose
the time step as in Eq. (4.34), with ε = 0.2, as in Section 4.5. For each time step of the
scheme, the Poisson problem for the scalar pressure field (4.13) is computed by means of
our in-house fast solver based on Higher-Order Fourier Transform, as in Section 4.5. In
this way, the time step used in the explicit time discretisation is constrained by the shear
wave velocity only. Figure 4.15 depicts four snapshots of the solution at different time
steps.
Note that we have also considered an improved approximation by post-processing of the
problem, by combination of the solutions associated with α0 = 1/3ρ and α1 = 2/5ρ, re-
spectively, considering N = 24 elements in each direction. Since we have not noticed a
qualitative change in the behaviour of the solution, we are confident that the observed
solution is a good approximation of the pure incompressible problem. Note also that, due
to the resolution of the Poisson problem by our in-house fast solver, we have drastically
reduced the computational cost of the scheme. In particular, the resolution of 1600 time
steps of the problem on a 12-cores workstation (cores at 2.7 GHz and 64 GB of RAM at
1867 MHz), considering higher-order extension of the scheme (i.e. computation of the two
solutions corresponding to α0 and α1) takes around 4 hours.
4.8 Conclusions
In this chapter we have outlined a new numerical scheme that is suitable for approximating
elastic wave propagation in incompressible media, based on a mixed explicit/implicit time
discretisation. We have demonstrated that the time step of the resulting algorithm is only
constrained by the shear wave velocity, and it is not limited by the enforcement of incom-
pressibility (as it is the case for fully-explicit time discretisation). Furthermore, if effective
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(a) t = 0. s (b) t = 0.007 s
(c) t = 0.014 s (d) t = 0.02 s
Figure 4.15 – Elastic wave propagation in a three-dimensional transverse isotropic medium
(absolute value of the displacement field).
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methods are adopted for explicit time-discretisation, our algorithm only entails at each time
step one resolution of a scalar Poisson problem – that can be performed by various, effi-
cient algorithms – and few matrix-vector multiplications for the explicit part of the scheme.
Moreover, we have presented a two-dimensional numerical test case, to demonstrate the
favourable convergence properties of the scheme, and one three-dimensional example, to
illustrate a realistic application to elastography imaging. A theoretical demonstration of
second-order convergence in time of the scheme is out of the scope of this chapter, and will
be provided in Chapter 5.
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CHAPTER 5
Mathematical analysis of numerical schemes for wave
propagation in incompressible media
Summary
In this chapter we provide some results of existence and uniqueness of solution of the
formulations introduced in Chapter 4, for elastic wave propagation in incompressible
media. Furthermore, we derive a convergence analysis in time and space of the
continuous formulations and the fully discrete numerical schemes proposed through
Chapter 4 for the approximation of the pure incompressible elastodynamic problem.
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Chapter 5. Analysis of numerical schemes for wave propagation with incompressibility
5.1 Introduction
The principal aim of this work is to provide some results of existence and uniqueness of
solution of the formulations introduced in Chapter 4, for wave propagation in incompress-
ible solids, and outline a convergence analysis in time and space of the adapted numerical
schemes proposed through Chapter 4 for the approximation of those formulations. We
recall that the proposed method is based on the extension to incompressible elasticity of
existing numerical schemes adapted to viscous incompressible flows, due to the strong sim-
ilarities between the respective governing equations. Indeed, when the bulk modulus λ of
an elastic material is very large, this constraint corresponds in some sense to enforcing the
divergence of the displacement to be zero. Furthermore, at the limit λ→∞, the pressure
can be introduced as a Lagrange multiplier associated with the incompressibility constraint
[Boffi et al., 2013].
For this reason, we have developed a new numerical scheme inspired by fractional-step
algorithms and stabilisation techniques (see Chorin [1968, 1969]; Temam [1968, 2001];
Guermond and Quartapelle [1998b,a]; Guermond et al. [2006]) for the resolution of incom-
pressible elasticity. In particular, in Chapter 4 we propose a conservative time discretisation
that treats implicitly only the terms corresponding to “information” travelling at infinite
velocity (i.e. the incompressibility constraint). Therefore, if efficient methods for explicit
time-discretisation are used (e.g. Spectral Finite Elements with mass lumping), our algo-
rithm requires at each time step the resolution of a scalar Poisson problem (that can be
done by efficient algorithms, as in Chapter 7) and few matrix-vector multiplications for
the explicit methods.
The work is organised as follows. In Section 5.2 we provide two standard formulations of
the continuous elastodynamic problem for quasi-incompressible and pure incompressible
media, as well as a formulation for the treatment of incompressibility by penalisation. We
demonstrate existence and uniqueness results for each formulation. The description of
the variational formulation associated with each problem concludes this section. Section
5.3 is devoted to convergence estimates between the penalised formulations proposed in
Chapter 4 and the standard pure incompressible problem in the continuous framework at
the limit λ→∞. In order to retrieve optimal convergence error estimates in L2-norm, we
introduce the elasto-static operator associated with the elastodynamic problem and use
intrinsic regularity properties of this operator [Brenner and Sung, 1992], following a simi-
lar approach to the one presented by Guermond [1999] for the Stokes problem. Through
Section 5.4 the abstract framework for space discretisation of the incompressible elastody-
namics equation is outlined, and a discrete elasto-static operator is introduced, whereas
Section 5.5 is devoted to the brief description of the fully discrete schemes introduced in
Chapter 4. Finally, in Section 5.6 we provide the convergence analysis between the fully
discrete schemes associated with the penalised formulations.
5.2 Continuous framework
5.2.1 Preliminaries and notations
Given a bounded, Lipschitz domain Ω ⊂ Rd with d ≤ 3, we introduce the following
notations to define Hilbert spaces for the elastic displacements
H :=
{
v ∈ L2(Ω)d}, X := H10 (Ω)d, X′ = H−1(Ω)d.
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For the sake of simplicity, we consider homogenous Dirichlet conditions on the boundary of
the propagation domain. We also need to consider divergence-free displacements. Hence,
we introduce the following subspace of X:
V := {v ∈ X | div v = 0}.
Another space that we need to introduce is the following subspace of X′:
V0 = {v ∈ X′ | 〈v, φ〉 = 0 ∀φ ∈ V}.
We recall that −∇ ∈ L (L2(Ω);X′) is the dual operator of div ∈ L (X;L2(Ω)). It is
possible to prove that, due to the closed range theorem of Banach [Girault and Raviart,
1979],
R(∇) = (Ker(div))⊥ = V0.
Pressure is a variable of interest and is sought in the spaces
L := L20(Ω) =
{
q ∈ L2(Ω) |
∫
Ω
q = 0
}
, M = {q ∈ H1(Ω) | q ∈ L}.
As usual, we identify L and H with their dual spaces in what follows. Moreover, for the
sake of conciseness, we define, given a function space A on Ω,
Ck(A) := Ck([0, T ];A), k ∈ {0, 1, 2, ..},
where T > 0 is a given final time of observation. Furthermore, we introduce
ΩT := Ω× (0, T ).
Finally, we introduce the standard Sobolev spaces, for all k ∈ N∗,
W k0
(
0, T
)
:=
{
v ∈W k,1(0, T ) | ∂pt v(t = 0) = 0 ∀p < k}.
Note that this definition is well-posed since, for all k ∈ N∗, there exists an imbedding from
W k+1,10
(
0, T
)
to Ck
(
0, T
)
[Adams and Fournier, 2003]. Furthermore, given a function space
A on Ω, we define the set of functions in W k0
(
0, T
)
with values in A, namely
W k0 (A) := W
k
0
(
0, T ;A
)
.
5.2.2 Equations of the problem
Our aim is to analyse the propagation of elastic waves in heterogenous, anisotropic and
incompressible solids. The main application we have in mind is the propagation of elastic
waves in nearly-incompressible biological tissues (e.g. the heart) in the context of transient
elastography. For the sake of simplicity, we assume that all quantities in the elastodynamic
problem are non-dimensional.
We consider as a reference model the elastic wave propagation in an incompressible solid,
that is described by the following partial differential equation (PDE) system:
For f given and sufficiently regular, find y
λ
∈ C2(H) ∩ C1(X) such that
ρ ∂2t yλ − div
(
C ε(y
λ
)
)− λ∇div y
λ
= f in ΩT ,
y
λ
(t = 0) = 0, ∂tyλ(t = 0) = 0 in Ω,
(QI)
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with λ ∈ R+ the bulk modulus, that is assumed to be large, due to nearly-incompressibility,
ρ(x) the positive density of the medium and C(x) the elasticity fourth-order tensor, that
is symmetric, coercive and bounded, i.e. there exist two strictly positive scalars c, C such
that
c
∣∣ε∣∣2 ≤ C(x)ε : ε ≤ C∣∣ε∣∣2, ∀ ε.
Note that the tensor C accounts for a general anisotropic medium. For the sake of simplic-
ity, we take ρ ≡ 1 in what follows. Existence and uniqueness results for problem (QI) are
well-known. As an illustration, it is proved in Joly [2008] that the following proposition
holds:
Proposition 5.1. Let f ∈ L1(H). Then, the solution y
λ
of (QI) exists and it is unique,
and it satisfies
y
λ
∈ C1(H) ∩ C0(X). (5.1)
As a corollary of Proposition 5.1, one can show the following energy estimates. In partic-
ular, we can state:
d
dt
Ey
λ
(t) =
∫
Ω
f ∂tyλ dΩ,
with
Ey
λ
(t) =
1
2
∫
Ω
∣∣∣∂tyλ∣∣∣2dΩ + 12
∫
Ω
C(x)ε(y
λ
) : ε(y
λ
) dΩ +
λ
2
∫
Ω
∣∣∣div y
λ
∣∣∣2 dΩ.
It is standard to show, using the Grönwall lemma, that there exists a constant C > 0
independent of λ such that
E
1
2
y
λ
:= sup
t∈[0,T ]
E
1
2
y
λ
(t) ≤ C
∫ T
0
∥∥f∥∥
H
ds. (5.2)
Therefore, we can assert by the Korn inequality that there exists another C > 0 indepen-
dent of λ such that∥∥∥∂tyλ∥∥∥L∞(H) + ∥∥∥yλ∥∥∥L∞(X) + λ 12∥∥∥div yλ∥∥∥L∞(H) ≤ C. (5.3)
Under further regularity assumptions on f in time, we can formally differentiate (QI) with
respect to time and apply Proposition 5.1 again. As a consequence, we can state the fol-
lowing corollary.
Corollary 5.1. Let f ∈ W k0 (H). Then, the solution yλ of (QI) exists and it is unique,
and it satisfies
y
λ
∈ Ck+1(H) ∩ Ck(X).
Moreover, there exists C > 0 independent of λ such that∥∥∥∂k+1t yλ∥∥∥L∞(H) + ∥∥∥∂kt yλ∥∥∥L∞(X) + λ 12∥∥∥div ∂kt yλ∥∥∥L∞(L) ≤ C,
Assume f ∈ W 10 (H). An alternative formulation to (QI) consists in introducing a scalar
function pλ such that the couple (yλ, pλ) ∈ C2(H) ∩ C1(X)× C1(L) satisfies
∂2t yλ − div (C(x)ε(yλ))−∇ pλ = f in ΩT ,
div y
λ
= λ−1 pλ in ΩT ,
y
λ
(t = 0) = 0, ∂tyλ(t = 0) = 0 in Ω.
(QIM)
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Note that the mixed formulation (QIM) is obtained from (QI) by imposing pλ = λdiv yλ,
and therefore existence and uniqueness results for (QIM) can be deduced straightforwardly.
Corollary 5.2. Let f ∈ W k0 (H). Then, the solution (yλ, pλ) of (QIM) exists and it is
unique, and it satisfies
y
λ
∈ Ck+1(H) ∩ Ck(X)× Ck(L),
and y
λ
solution of (QI). Moreover, there exists C > 0 independent of λ such that∥∥∥∂k+1t yλ∥∥∥L∞(H) + ∥∥∥∂kt yλ∥∥∥L∞(X) + λ− 12∥∥∥∂kt pλ∥∥∥L∞(L) ≤ C,
Since λ is large, it is natural to approximate the solution of (QIM) by the solution obtained
at the limit as λ → ∞. In more detail, if we define (y, p) and some corrector functions
(y
1
, p1) and (y2, p2) such that
y
λ
= y + λ−1y
1
+ λ−2y
2
+ · · · , pλ = p+ λ−1p1 + λ−2p2 + · · · , (5.4)
then a standard asymptotic analysis procedure shows that (y, p) satisfies a pure incom-
pressible problem, that reads
Given f ∈W 10 (H), find (y, p) ∈ C2(H) ∩ C1(V)× C0(L), T > 0, such that
∂2t y − div (C(x)ε(y))−∇ p = f in ΩT ,
div y = 0 in ΩT ,
y(t = 0) = 0, ∂ty(t = 0) = 0 in Ω.
(IM)
Note that ∂2t y is continuous with values in
{v ∈ H(div; Ω) | div v = 0 in Ω, v · n = 0 on ∂Ω}.
Moreover, note that p is sought in C0(L), although one could have expected C1(L). This
is a consequence of the definition of pλ and the limit process. Moreover, we do not need to
add initial conditions on p (as it was the case of (QIM), due to the definition of pλ), since
at t = 0 we have
∂2t y(t = 0) = ∇ p(t = 0) in Ω, div ∂2t y(t = 0) = 0 in Ω.
As a consequence, {
∆ p(t = 0) = 0 in Ω
∇ p · n(t = 0) = 0 on ∂Ω =⇒ p(t = 0) = 0.
Problem (QIM) can be seen as a penalised formulation of (IM). Existence and uniqueness
of the solution of system (IM) are deduced from (QI) by taking the limit as λ → ∞, and
they are stated in the following proposition.
Proposition 5.2. Let f ∈ W 10 (H). Then, there exists a unique couple (y, p) ∈ C2(H) ∩
C1(V) × C0(L) solution of (IM). Furthermore, there exists C > 0 independent of λ such
that ∥∥∂2t y∥∥L∞(H) + ∥∥∂ty∥∥L∞(X) + ∥∥y∥∥L∞(X) + ‖p‖L∞(L) ≤ C. (5.5)
187
Chapter 5. Analysis of numerical schemes for wave propagation with incompressibility
Before detailing the proof of Proposition 5.2, we introduce the energy associated with (IM).
If we consider the variational formulation associated with (IM), multiply the first equation
by ∂ty ∈ C0(V) and differentiate the second with respect to time, we retrieve
1
2
d
dt
(∥∥∂ty∥∥2H + (C(x)ε(y), ε(y)))+ (p,div ∂ty) = (f, ∂ty),
div ∂ty = 0,
(5.6)
that implies
1
2
d
dt
(∥∥∂ty∥∥2H + (C(x)ε(y), ε(y))) = (f, ∂ty).
Therefore, if we define the energy
Ey :=
1
2
sup
t∈[0,T ]
(∥∥∂ty∥∥2H + (C(x)ε(y(t)), ε(y(t)))),
noting that there exists C > 0 such that
(f, ∂ty) ≤
∥∥f∥∥
H
∥∥∂ty∥∥H ≤ C∥∥f∥∥H E 12y ,
by the Grönwall inequality in integral form there exists another constant C > 0 such that
E
1
2
y ≤ C
∫ T
0
∥∥f∥∥
H
ds. (5.7)
Note that Eq. (5.7) is not sufficient to deduce Eq. (5.5).
Proof. Existence. First, let us consider the variational formulation associated with (QI)
with f ∈ W 20 (H). Then, due to Corollary 5.1, there exists C > 0 such that for all λ > 0
there exists y
λ
∈ C3(H) ∩ C2(X) (that is a subspace of H3(H) ∩H2(X)) satisfying∥∥∥y
λ
∥∥∥
H3(H)
+
∥∥∥y
λ
∥∥∥
H2(X)
≤ C.
Taking the limit λ → ∞, by compactness arguments we can assert that, up to a subse-
quence, there exists y ∈ H3(H) ∩H2(X), such that the following weak convergence holds:
y
λ
λ→∞
⇀ y in H3(H) ∩H2(X). (5.8)
Let us now use a test function v ∈ C0(V). Due to the fact that div v = 0, we obtain from
(IM)
(∂2t yλ, v)L2(ΩT ) +
(
C(x)ε(y
λ
), ε(v)
)
L2(ΩT )
= (f, v)L2(ΩT ).
and therefore, at the limit λ→∞,
(∂2t y, v)L2(ΩT ) +
(
C(x)ε(y), ε(v)
)
L2(ΩT )
= (f, v)L2(ΩT ). (5.9)
We can rewrite Eq. (5.9) as a duality pairing, namely
〈∂2t y − divC(x)ε(y)− f, v〉V′×V = 0, ∀t ∈ [0, T ]. (5.10)
From Eq. (5.10) we retrieve that ∂2t y−divC(x)−f is orthogonal to every function v with
zero-divergence. Therefore, there exists a scalar function p ∈ C0(L) such that the first
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equation in (IM) holds [Girault and Raviart, 1979]. Furthermore, since from Eq. (5.3) we
have ∥∥∥div y
λ
∥∥∥
L∞(H)
≤ λ− 12 C,
we recover that y is divergence-free by taking the limit as λ → ∞. We now demonstrate
that y satisfies adequate initial conditions, i.e. y(t = 0) = 0, and ∂ty(t = 0) = 0.
Let us define a function v ∈ C1(H) such that, for any v0 ∈ H, v = (T − t)v0. Then, since
y
λ
vanishes at t = 0, we have∫ T
0
∫
Ω
y
λ
· ∂tv dΩ dt = −
∫ T
0
∫
Ω
∂tyλ · v dΩ dt.
Due to weak convergence, we derive ∀v0∫ T
0
∫
Ω
y · ∂tv dΩ dt = −
∫ T
0
∫
Ω
∂ty · v dΩ dt =⇒
∫
Ω
y(0) · v0 dΩ = 0.
Hence, we obtain y(t = 0) = 0. Similar results can be shown for ∂ty(t = 0).
Uniqueness. Let us consider f = 0. Due to Eq. (5.7) and the hypothesis of zero
initial conditions, we retrieve that the only solution of (IM) is y = 0. It now remains to
demonstrate p = 0. This is directly retrieved by injecting y = 0 in the first equation in
(IM). We obtain
∇ p = 0 =⇒ p = c,
for some c ∈ R. Since p ∈ L2(L) (it has zero average), the only solution is p = 0. Therefore,
the solution is unique.
Regularity. We can demonstrate more optimal regularity results on the solution y. In
more detail, it is possible to prove that, if f ∈ W 10 (H), the solution y of (IM) is in
C2(H) ∩ C1(V). Indeed, let us consider a sequence {f
n
}n∈N ∈W 20 (H) such that
fn → f in W 10 (H).
Consequently, this sequence is a Cauchy sequence. Let y
n
be the solution of (IM) associated
with source term f
n
and zero initial conditions. We define en,m := yn−ym, with n, m ∈ N.
Then, from Eq. (5.2), for all ε > 0 there exists N ∈ N such that, for all n, m > N ,
E
1
2
en,m =
1
2
sup
t∈[0,T ]
(∫
Ω
∣∣∂ten,m∣∣2dΩ + ∫
Ω
C ε
(
en,m
)
: ε
(
en,m
)
dΩ
) 1
2
≤ C
∫ T
0
∥∥∥f
n
− f
m
∥∥∥
H
ds < ε.
(5.11)
By differentiating Eq. (5.9) with respect to time, and considering the energy associated
with the problem (there is no difficulty here since en,m ∈ H3(H) ∩H2(X)), we have
E
1
2
∂ten,m
=
1
2
sup
t∈[0,T ]
(∫
Ω
∣∣∂2t en,m∣∣2dΩ + ∫
Ω
C ε
(
∂ten,m
)
: ε
(
∂ten,m
)
dΩ
) 1
2
≤ C
∫ T
0
∥∥∥∂tfn − ∂tfm∥∥∥Hds < ε.
(5.12)
Due to Eqs. (5.11) and (5.12), the regularity assumptions on f
n
and the Korn inequality,
the sequence {y
n
}n∈N is a Cauchy sequence in the Banach space C2(H) ∩ C1(V), and
therefore
y
n
→ y in C2(H) ∩ C1(V).
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Consequently,
div
(
C(x)ε(y)
) ∈ C1(X′).
This implies (since f ∈ C0(H) up to a zero-measure set) that
∇pn = −∂2t yn − div
(
C(x)ε(y
n
)
)
+ f
n
∈ C0(X′) =⇒ pn ∈ C0(L), (5.13)
and it is uniquely defined (see Evans [2010, Chap 5.9]).
Then, we consider problem (IM) associated with (en,m, pn,m), with pn,m = pn − pm. First,
we can estimate, due to Eq. (5.13),
‖∇pn,m‖X′ ≤
∥∥divC ε(en,m)∥∥X′ + ∥∥∥fn − fm∥∥∥X′ + ∥∥∂2t en,m∥∥X′ , ∀t ∈ [0, T ].
Due to the Riesz-Fréchet Theorem [Brezis, 2010], we can assert that there exists C > 0
such that ∥∥f∥∥
X′ ≤ C
∥∥f∥∥
H
,
∥∥∂2t en,m∥∥X′ ≤ C∥∥∂2t en,m∥∥H. (5.14)
Furthermore, from the Cauchy-Schwarz and Korn inequalities, there exists a scalar C > 0
such that
∥∥divC ε(en,m)∥∥X′ := sup
v∈X
∣∣〈divC ε(en,m), v〉∣∣
‖v‖X
≤ sup
v∈X
∣∣(C ε(en,m), ε(v))H∣∣
‖v‖X
≤ C
∥∥ε(en,m)∥∥H∥∥ε(v)∥∥H
‖v‖X
≤ C
∥∥en,m∥∥X‖v‖X
‖v‖X
= C
∥∥en,m∥∥X.
(5.15)
In addition, since the gradient operator is an isomorphism of L onto V0, [Girault and
Raviart, 1979, Cor. 2.4], we can assert that there exists C > 0 such that
‖pn,m‖L ≤ C‖∇pn,m‖X′ . (5.16)
Finally, by Eqs. (5.14), (5.15), (5.16), we can assert that there exists C > 0 independent
of n such that
‖pn,m‖L∞(L) ≤ C
(∥∥en,m∥∥L∞(X) + ∥∥∥fn − fm∥∥∥L∞(H) + ∥∥∂2t en,m∥∥L∞(H)
)
.
Consequently, pn is a Cauchy sequence in the Banach space C0(L). Hence, there exists
p ∈ C0(L) such that pn → p in C0(L). Then, we retrieve the equation satisfied by the
couple (y, p) by a standard limit process on the weak formulation associated with (QIM).
Energy Estimate. In order to obtain an estimate on the couple (y, p) solution of (IM),
we consider the sequence {(y
n
, pn)}n∈N. Analogously to Eq. (5.12), we can provide the
following estimate: there exists C > 0 such that
E
1
2
∂tyn
=
1
2
sup
t∈[0,T ]
(∫
Ω
∣∣∣∂2t yn∣∣∣2dΩ + ∫
Ω
C ε
(
∂tyn
)
: ε
(
∂tyn
)
dΩ
) 1
2
≤ C,
similarly, we retrieve ‖pn‖L∞(L) ≤ C. By taking the limit n → ∞, we deduce, by strong
convergence, Eq. (5.5).
More in general, it is possible to deduce the following corollary.
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Corollary 5.3. Let f ∈ W k0 (H). Then, there exists a unique couple (y, p) ∈ Ck+1(H) ∩
Ck(V)×Ck−1(L) solution of (IM). Furthermore, there exists C > 0 independent of λ such
that ∥∥∥∂k+1t y∥∥∥
L∞(H)
+
∥∥∥∂kt y∥∥∥
L∞(X)
+
∥∥∥∂k−1t y∥∥∥
L∞(X)
+
∥∥∥∂k−1t p∥∥∥
L∞(L)
≤ C. (5.17)
The other formulation we consider is the one introduced in Chapter 4, called (QIP). It
corresponds to an approximation by penalisation of the problem (IM), inspired from ex-
isting formulations for incompressible fluid dynamics [Boffi et al., 2013]:
Given f ∈W 10 (H), find (y˜α, p˜α) ∈ C2(H) ∩ C1(X)× C1(M) s.t.
∂2t y˜α − div (C(x)ε(y˜α))−∇ p˜α = f in ΩT ,
div y˜
α
= −α∆p˜α in ΩT ,
y˜
α
(t = 0) = 0, ∂ty˜α(t = 0) = 0 in Ω.
(QIP)
We note that (QIP) differs from (QIM) for the introduction of the laplacian operator in the
second equation. Consequently, (QIP) corresponds to another approximation of the pure
incompressible mixed formulation (IM). Moreover, note that (QIP) differs from the other
formulations by several aspects. First, the pressure p˜α is sought in a more regular space
, in order to give an appropriate meaning to the introduced Laplace operator. Second, a
boundary condition is required for the second equation for the pressure, that now has a
trace (we recall that we use homogeneous Dirichlet conditions on the displacement). A
common but arbitrary choice is to use homogenous Neumann boundary conditions
∇ p˜α · n = 0 on ∂Ω× (0, T ). (5.18)
Using the same arguments as before, i.e., writing
y˜
α
= y + α y˜
1
+ α2y˜
2
+ · · · , p˜α = p+ α p˜1 + α2p˜2 + · · · , (5.19)
one can see that (y˜
α
, p˜α) can be approximated by (y, p), solution of the pure incompressible
mixed formulation (IM). In addition, if we eliminate p˜α in the first equation in (QIP), we
retrieve
∂2t y˜α − div (C(x)ε(y˜α))− α−1∇
(−∆−1)divy˜
α
= f, (5.20)
where ∆−1 : L → M stands for the inverse Laplace operator on M, equipped with a
homogeneous Neumann boundary condition. It is possible to prove that the operator
−div (C(x)ε(·)) − α−1∇( − ∆−1)div(·) is a self-adjoint and positive bilinear form. Con-
sequently, existence and uniqueness of the solution can be retrieved from Eq. (QIP) by
standard theory. Moreover, we can infer
α−1
(
∆−1divy˜
α
,divy˜
α
)
L
= α
(∇p˜α,∇p˜α)L.
As a consequence, we can state the following proposition:
Proposition 5.3. Let f ∈W k0 (H). Then, there exists a unique couple (y˜α, p˜α) ∈ Ck+1(H)∩
Ck(X) × Ck(M) solution of (QIP). Moreover, there exists a strictly positive constant C
independent of α such that∥∥∥∂k+1t y˜α∥∥∥L∞(H) + ∥∥∥∂kt y˜α∥∥∥L∞(X) + α 12∥∥∥∇ ∂kt p˜α∥∥∥L∞(H) ≤ C. (5.21)
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Remark We emphasize that, instead of the laplacian operator, we could define
div y˜
α
= −α div(A∇ p˜α) in ΩT , with A∇ p˜α · n = 0 on ∂Ω× (0, T ),
and A ∈ L∞(Ω)d×d a coercive and symmetric operator. This may have a practical interest
when computing p˜α in a discrete setting.
5.3 Convergence estimates
The objective of this section is to provide an error estimate between formulations (QIM)
and (QIP). To do so, we consider (IM) as reference formulation, and we derive the er-
ror estimates associated with the approximation of formulation (IM) by (QIM) or (QIP),
respectively, in order to infer the sought estimate using the triangular inequality. The
analysis in continuous framework is preliminary to the convergence analysis in the discrete
setting.
5.3.1 First convergence estimates
Our aim is to provide a first convergence result with respect to λ, based on standard energy
estimates. We first compute the error between formulations (IM) and (QIM). Let us define
the quantities
eλ := yλ − y, qλ = pλ − p. (5.22)
Let f ∈W 10 (H). The couple (eλ, qλ) ∈ C2(H) ∩ C1(X)× C0(L) satisfies
∂2t eλ −∇qλ − divC ε(eλ) = 0 in ΩT ,
div eλ = λ
−1 qλ + λ−1 p in ΩT ,
eλ(t = 0) = 0, ∂teλ(t = 0) = 0 in Ω.
(5.23)
Proposition 5.4. Let f ∈ W 20 (H). Then, the couple (eλ, qλ) ∈ C3(H) ∩ C2(X) × C1(L)
solution of (5.23), satisfies
sup
t∈[0,T ]
(
‖∂teλ‖H + ‖eλ‖X + λ−
1
2 ‖qλ‖L
)
≤ λ− 12 C. (5.24)
Moreover,
sup
t∈[0,T ]
‖pλ‖L ≤ C. (5.25)
Proof. The energy associated with Eq. (5.23) reads
Eeλ(t) =
1
2
∫
Ω
|∂teλ|2dΩ +
1
2
∫
Ω
C ε
(
eλ
)
: ε
(
eλ
)
dΩ +
λ−1
2
∫
Ω
|qλ|2dΩ.
Using the second equation in (5.23), we derive
(qλ, div∂teλ)L = λ
−1 (qλ, ∂tqλ)L + λ−1 (qλ, ∂tp)L.
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Then, if we perform a scalar product of the first equation in (5.23) with ∂teλ, we retrieve
1
2
d
dt
∫
Ω
|∂teλ|2dΩ+
1
2
d
dt
∫
Ω
C ε
(
eλ
)
: ε
(
eλ
)
dΩ+λ−1
∫
Ω
qλ ·∂tqλ dΩ+λ−1
∫
Ω
qλ ·∂tp dΩ = 0.
As a consequence, we deduce that
d
dt
Eeλ(t) = −λ−1(qλ, ∂tp)L ≤ λ−
1
2 ‖qλ‖Lλ−
1
2 ‖∂tp‖L ≤ λ−
1
2 ‖∂tp‖LE
1
2
eλ(t).
By the Grönwall lemma, we retrieve
E
1
2
eλ(t) ≤ Cλ−
1
2
∫ t
0
‖∂tp‖Lds, (5.26)
with C > 0. Note that, due to the assumption f ∈W 20 (H) we can assert, due to Corollary
5.3, that there exists a scalar C > 0 independent of λ such that∫ t
0
‖∂tp‖Lds ≤ C. (5.27)
Consequently, from Eq. (5.26) we obtain the estimation (5.24). Since ‖p‖L is bounded,
due to the regularity assumption on f , we can easily deduce Eq. (5.25).
Corollary 5.4. Let f ∈ W k0 (H), k > 1. Then, the couple (eλ, qλ) ∈ Ck+1(H) ∩ Ck(X) ×
Ck−1(L) solution of (5.23), satisfies
sup
t∈[0,T ]
(∥∥∥∂k−1t eλ∥∥∥
H
+
∥∥∥∂k−2t eλ∥∥∥
X
+ λ−
1
2
∥∥∥∂k−2t qλ∥∥∥
L
)
≤ λ− 12 C. (5.28)
Moreover,
sup
t∈[0,T ]
∥∥∥∂k−2t pλ∥∥∥
L
≤ C. (5.29)
The proof of Corollary 5.4 follows by similar considerations as the proof of Proposition 5.4.
We only emphasize that, due to the additional regularity assumption on f , we can derive
that
∥∥∥∂k−2t p∥∥∥
L
is also bounded, that implies Eq. (5.29).
We now compare formulations (IM) and (QIP). Let us consider f ∈W 10 (H). To this aim,
we analyse the problem for the error
e˜α := y˜α − y, q˜α = p˜α − p, (5.30)
where (y˜
α
, p˜α) ∈ C2(H)∩C1(X)×C0(M) is solution of (QIP) and (y, p) ∈ C2(H)∩C1(X)×
C0(L) is solution of (IM). It reads
∂2t e˜α −∇q˜α − divC ε(e˜α) = 0 in ΩT ,
div e˜α = −α∆ q˜α +−α∆ p in ΩT ,
e˜α(t = 0) = 0, ∂te˜α(t = 0) = 0 in Ω.
(5.31)
Proposition 5.5. Let f ∈ W 20 (H) and p ∈ C1(M). Then, there exists a constant C > 0
independent of α such that the couple (e˜α, q˜α) ∈ C3(H)∩C2(X)×C1(M) solution of (5.31),
satisfies
sup
t∈[0,T ]
(
‖∂te˜α‖H + ‖e˜α‖X + α
1
2 ‖∇q˜α‖H
)
≤ α 12 C. (5.32)
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Moreover,
sup
t∈[0,T ]
‖∇p˜α‖H ≤ C. (5.33)
Proof. The energy associated with Eq. (5.31) reads
Ee˜α(t) =
1
2
∫
Ω
|∂te˜α|2dΩ +
1
2
∫
Ω
C ε
(
e˜α
)
: ε
(
e˜α
)
dΩ +
α
2
∫
Ω
|∇q˜α|2dΩ,
and it satisfies
d
dt
Ee˜α(t) = −α(∇q˜α, ∂t∇p) ≤ α
1
2 ‖∇q˜α‖Hα
1
2 ‖∂t∇p‖H ≤ α
1
2 ‖∂t∇p‖H E
1
2
e˜α
(t).
This implies, by the Grönwall lemma, that there exists C > 0 such that
E
1
2
e˜α
(t) ≤ Cα 12
∫ t
0
‖∂t∇p‖Hds. (5.34)
Consequently, under regularity assumptions on ∂t∇p, from Eq. (5.34) we obtain the esti-
mation (5.32). Moreover, since p vanishes at t = 0, one can show that
sup
t∈[0,T ]
‖∇ p‖H ≤ C
∫ T
0
‖∂t∇ p‖H dt.
As a consequence, we can directly derive (5.33).
Note that here we also require regularity on the spatial derivatives of the field ∂tp, in order
to have a control on the energy. Assuming additional regularity on the source term, it is
possible to retrieve the following result.
Corollary 5.5. Let f ∈W k0 (H), k > 1, and let p ∈ Ck−1(M). Then there exists a constant
C > 0 independent of α such that the couple (e˜α, q˜α) ∈ Ck+1(H) ∩ Ck(X) × Ck−1(M),
solution of (5.31), satisfies
sup
t∈[0,T ]
(∥∥∥∂k−1t e˜α∥∥∥
H
+
∥∥∥∂k−2t e˜α∥∥∥
X
+ α
1
2
∥∥∥∂k−2t q˜α∥∥∥
H
)
≤ α 12 C. (5.35)
In addition,
sup
t∈[0,T ]
∥∥∥∂k−2t ∇p˜α∥∥∥
H
≤ C. (5.36)
Therefore, we are able to provide a first estimate on the error between the formulations
(QIM) and (QIP).
Corollary 5.6. Let f ∈ W 20 (H), and let p ∈ C1(M). Let the couple (yλ, pλ) be the
solution of problem (QIM) and (y˜
α
, p˜α) be the solution of problem (QIP). Then, there
exists a constant C > 0 independent of λ and α such that
sup
t∈[0,T ]
(∥∥∥∂tyλ − ∂ty˜α∥∥∥H + ∥∥∥yλ − y˜α∥∥∥X
)
≤ (λ− 12 + α 12 )C. (5.37)
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5.3.2 Additional regularity of the pure incompressible problem
First, note that the hypothesis of Corollary 5.5 is not satisfying, since it involves an a priori
regularity property on the solution of the problem (IM). Furthermore, estimations (5.28)
and (5.35) are not complete, since they involve a control on theH1−norm, and it is possible
to retrieve a higher order of convergence with respect to λ and α if we consider a weaker
norm. To do so, we introduce the elasto-static operator associated with the underlying
elastodynamic problem.
Introduction of the elasto-static operator. Following the approach proposed in Guer-
mond [1999], we define a continuous operator S : H→ V such that
r ∈ H 7→ Sr ∈ V, (5.38)
and the couple (Sr, qr) ∈ V× L is solution of−div
(
C(x)ε(Sr)
)
+∇ qr = r in Ω,
divSr = 0 in Ω.
(5.39)
It can be proved that S is a positive and self-adjoint operator with respect to the scalar
product in H. Problem (5.39) is well posed if the operator div (C(x)ε(·)) is coercive, and
in this case it admits a unique solution (Sr, qr). The variational formulation of Eq. (5.39)
reads
Find (s, q) ∈ V× L solution of
(
C(x)ε(s), ε(w)
)
H
− (q,divw)L = (r, w)H ∀w ∈ V,
(div s, z)L = 0 ∀z ∈ L.
(5.40)
For (w, z) = (s, q), we have
(
C(x)ε(s), ε(s)
)
H
− (q,div s)L = (r, s)H,
(div s, q)L = 0,
(5.41)
and from the Cauchy-Schwarz inequality we can estimate that there exists a constant C > 0
such that (
C(x)ε(s), ε(s)
)
H
≤ C‖r‖H‖s‖H.
Therefore, from the Korn inequality, we can assert
‖s‖X ≤ C‖r‖H.
In addition, from inf-sup conditions, we can also infer that there exists C > 0 such that
‖q‖L ≤ C‖r‖H.
Returning to Eq. (5.39), we retrieve that there exists C > 0 such that
‖Sr‖X + ‖qr‖L ≤ C‖r‖H. (5.42)
Note that C only depends on the domain Ω and the constitutive law considered.
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Additional regularity of the elasto-static operator. In what follows, we use the
following assumption.
Assumption 5.6. Let S : H → V such that Eqs. (5.38) and (5.39) hold. Then, there
exists C > 0 such that, for all r ∈ H,∥∥divC(x)ε(Sr)∥∥
H
+ ‖qr‖M ≤ C‖r‖H.
It is shown in Brenner and Sung [1992] that Assumption 5.6 holds in the case of an isotropic
medium in a convex polyhedron. To our knowledge, this property has not been proved yet
for anisotropic media.
Hidden regularity of the pure incompressible problem.
Proposition 5.7. Let Assumption 5.6 hold, and let f ∈ W k0 (H). Then, p solution of
problem (IM) belongs to Ck−1(M).
Proof. We observe that
(
y, p
)
=
(
Sr, qr
)
, with r = f−∂2t y ∈ Ck−1(H), up to modifications
on zero-measure sets. The result follows due to Assumption 5.6.
Note that, due to Proposition 5.7, if Assumption 5.6 holds, then the result of Corollary 5.5
holds if f ∈W k0 (H) and the result of Corollary 5.6 holds if f ∈W 20 (H).
5.3.3 Higher-order error estimates
The objective of this section is to obtain optimal estimates in weaker norms (namely, on
H) of the error performed if we approximate (IM) by (QIM) and (QIP), respectively. In
what follows, we show that the error due to the approximation of (IM) by one of the
aforementioned penalisation techniques is proportional to λ−1 and α, respectively.
First, we analyse again the approximation of (IM) by formulation (QIM) from a new per-
spective, in order to improve Proposition 5.4. Preliminarily, let us consider a Helmholtz
decomposition of the solution y
λ
of formulation (QIM) [Monk et al., 2003]. We can intro-
duce a scalar field pˆλ such that
y
λ
= λ−1∇pˆλ + y0λ in ΩT ,
div y0
λ
= 0 in ΩT ,
y0
λ
· n = 0 in ∂Ω× (0, T ),
(5.43)
with y0
λ
(t) ∈ H and pˆλ(t) ∈M given by∆pˆλ = pλ in ΩT ,∇pˆλ · n = 0 in ∂Ω× (0, T ). (5.44)
We introduce rλ := y0λ − y. We underline that, if f ∈W k0 (H), then we obtain
(y, y
λ
, pλ) ∈ Ck(H)× Ck(H)× Ck(L) =⇒ (rλ, pˆλ) ∈ Ck(H)× Ck(M).
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We choose, for the sake of simplicity, k = 1. If f ∈ W 10 (H), then the couple (eλ, qλ) ∈
C2(H) ∩ C1(X)× C0(L) solution of (5.23) also satisfies
∂2t eλ − div (C(x)ε(eλ))−∇ qλ = 0 in ΩT ,
div rλ = 0, ∆pˆλ = pλ in ΩT ,
eλ = λ
−1∇pˆλ + rλ in ΩT ,
rλ · n = 0 in ∂Ω× (0, T ),
eλ(t = 0) = 0, ∂teλ(t = 0) = 0 in Ω.
(5.45)
We now consider the error associated with Eq. (5.45). It satisfies the following proposition.
Proposition 5.8. Let f ∈W k0 (H), k > 2. Then, eλ defined by Eq. (5.22) satisfies∥∥∥∂k−3t eλ∥∥∥
L2(ΩT )
≤ Cλ−1, (5.46)
for some C > 0 independent of λ.
Proof. Note that the value of C will change along the proof, for the sake of simplicity.
Moreover, we choose k = 3 without loss of generality. We recall that, in this case, we have
(eλ, qλ) ∈ C4(H) ∩ C3(X)× C2(L).
A same property holds for (y
λ
, pλ) with, in addition, pλ ∈ C3(L) (due to the second
equation in (QIM)) and, therefore,
(rλ, pˆλ) ∈ C3(H)× C3(L).
In order to compute the energy of Eq. (5.45), we consider the corresponding variational
formulation and we take S∂trλ ∈ C2(V) ⊂ C0(X) as a test function. From the first
equation, we get
(∂2t eλ, S∂trλ)H +
(
C(x)ε(eλ), ε(S∂trλ)
)
H
= 〈∇qλ, S∂trλ〉X′×X. (5.47)
Boundary terms vanish here, due to the assumptions on the operator S (i.e. Srλ = 0 on
∂Ω), even though the function rλ is not required to be zero at boundaries. Note also that
the right-hand side of Eq. (5.47) vanishes, due to the fact that divS∂trλ = 0 in Ω. Note
that we can rewrite for all t ∈ [0, T ], from Eq. (5.40),(
C(x)ε(eλ), ε(S∂trλ)
)
H
= −〈div (C(x)ε(S∂trλ)), eλ〉X′×X
= −〈∇∂tqrλ , eλ〉X′×X + (∂trλ, eλ)H.
(5.48)
We emphasize that the first term at the right-hand side of Eq. (5.48) is a duality pairing
in X, since ∂tqrλ(t) ∈ L by hypothesis. Using the third equation in the system (5.45) and
Eq. (5.48), we can rewrite Eq. (5.47) as
(λ−1∂2t∇pˆλ + ∂2t rλ, S∂trλ)H − 〈∇∂tqrλ , eλ〉X′×X + (∂trλ, eλ)H = 0. (5.49)
Using again the fact that by definition divS∂trλ = 0, Eq. (5.49) further simplifies into
(∂2t rλ, S∂trλ)H + (∂trλ, eλ)H = 〈∇∂tqrλ , eλ〉X′×X. (5.50)
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We use again the second and the third equations in (5.45) to infer that Eq. (5.50) is
equivalent to
(∂2t rλ, S∂trλ)H + (∂trλ, rλ)H = 〈∇∂tqrλ , λ−1∇pˆλ〉X′×X. (5.51)
We now define the norm ‖·‖∗ as
‖Sr‖2∗ := (r, Sr)H.
Then, Eq. (5.51) can be reformulated as
1
2
d
dt
(
‖∂trλ‖2∗ + ‖rλ‖2H
)
= λ−1〈∇∂tqrλ ,∇pˆλ〉X′×X. (5.52)
Let us now integrate with respect to time. We obtain
‖∂trλ‖2∗ + ‖rλ‖2H = 2
∫ t
0
λ−1〈∇∂tqrλ ,∇pˆλ〉X′×X ds.
By integration by parts (IPP) in time, considering zero initial conditions, we retrieve
‖∂trλ‖2∗ + ‖rλ‖2H = −2
∫ t
0
λ−1〈∇qrλ ,∇∂tpˆλ〉X′×X ds+ 2λ−1〈∇qrλ(t),∇pˆλ(t)〉X′×X.
By the Green Formula in space, due to Eq. (5.44), we obtain
‖∂trλ‖2∗ + ‖rλ‖2H = 2
∫ t
0
λ−1(qrλ ,∆∂tpˆλ)L ds− 2λ−1
(
qrλ(t),∆pˆλ(t)
)
L
= 2
∫ t
0
λ−1(qrλ , ∂tpλ)L ds− 2λ−1
(
qrλ(t), pλ(t)
)
L
.
(5.53)
Taking into account the Cauchy-Schwarz inequality and Eq. (5.42), there exists C > 0
independent of λ s.t.
‖∂trλ‖2∗ + ‖rλ‖2H ≤ C
∫ t
0
λ−1‖qrλ‖L‖∂tpλ‖L ds+ Cλ−1‖qrλ(t)‖L‖pλ(t)‖L
≤ C
∫ t
0
λ−1‖rλ‖H‖∂tpλ‖L ds+ Cλ−1‖rλ(t)‖H‖pλ(t)‖L.
(5.54)
We now define
c(t) := ‖rλ(t)‖H, b0(t) := ‖pλ(t)‖L, b1(t) := ‖∂tpλ‖L.
Therefore, from Eq. (5.54) we can derive
c2(t) ≤ C λ−1
(∫ t
0
c(s)b1(s)ds+ c(t)b0(t)
)
. (5.55)
By integrating again with respect to time, we obtain∫ T
0
c2(t)dt ≤ C λ−1
(∫ T
0
∫ t
0
c(s) b1(s) ds dt+
∫ T
0
c(t) b0(t) dt
)
≤ C λ−1
(∫ T
0
c(t)
(
T b1(t) + b0(t)
)
dt
)
.
(5.56)
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From the Cauchy-Schwarz inequality, we have∫ T
0
c2(t)dt ≤ Cλ−1
(∫ T
0
c2(t)
) 1
2
(∫ T
0
(b1(t) + b0(t))
2dt
) 1
2
. (5.57)
We get
‖rλ‖L2(ΩT ) =
(∫ T
0
c2(t)dt
) 1
2
≤ Cλ−1
(∫ T
0
(b1(t) + b0(t))
2dt
) 1
2
, (5.58)
and therefore, due to Eqs. (5.25) and (5.29), there exists C > 0 such that
‖rλ‖L2(ΩT ) ≤ Cλ−1.
In order to retrieve an estimation on eλ, we recall that eλ = λ−1∇pˆλ + rλ. Furthermore,
since ∆pˆλ = pλ, by the Poincaré-Wirtinger inequality there exists C > 0 such that
‖∇pˆλ(t)‖H ≤ C‖pλ(t)‖H, ∀t ∈ [0, T ].
Consequently, we obtain from Eq. (5.58) the following estimate on eλ:
‖eλ‖L2(ΩT ) ≤ λ−1‖∇pˆλ‖L2(ΩT ) + ‖rλ‖L2(ΩT ) ≤ Cλ−1, (5.59)
since there exists C > 0 such that
‖pλ‖L2(ΩT ) ≤ ‖qλ‖L2(ΩT ) + ‖p‖L2(ΩT ) ≤ C.
We now consider the error between the solution y˜
α
of problem (QIP) and y, solution of the
pure incompressible mixed problem (IM). Our aim is to improve the estimation provided
in Proposition 5.5.
In an analogous way to Eq. (5.43), we can introduce the Helmholtz decomposition for the
solution y˜
α
of formulation (QIP). We obtain
y˜
α
= α∇p˜α + y˜0α in ΩT ,
div y˜0
α
= 0 in ΩT ,
y˜0
α
· n = 0 in ∂Ω× (0, T ).
(5.60)
with y˜0
α
(t) ∈ H. We also define r˜α := y˜0α−y. Note that, under the assumption f ∈W k0 (H),
we have that
(y, y˜
α
, p˜α) ∈ Ck(H)× Ck(H)× Ck(M) =⇒ r˜α ∈ Ck(H).
Let now k = 1. If f ∈W 10 (H), then the couple (e˜α, q˜α) ∈ C2(H)∩C1(X)×C0(M), solution
of (5.31), also satisfies
∂2t e˜α − div (C(x)ε(e˜α))−∇ q˜α = 0 in ΩT ,
e˜α = α∇p˜α + r˜α in ΩT ,
div r˜α = 0 in ΩT ,
r˜α · n = 0 in ∂Ω× (0, T ),
e˜α(t = 0) = 0, ∂te˜α(t = 0) = 0 in Ω.
(5.61)
Similarly to Proposition 5.8, we can state the following proposition.
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Proposition 5.9. Let f ∈ W k0 (H), k > 2. Let Assumption 5.6 hold. Then, e˜α defined by
Eq. (5.30) satisfies ∥∥∥∂k−3t e˜α∥∥∥
L2(ΩT )
≤ Cα, (5.62)
for some C > 0 independent of α.
Proof. The proof of Proposition 5.9 follows the main arguments of the previous proof.
Therefore, we only provide the main ideas of the proof. We choose k = 3 and we introduce
the couple (Sr˜α, q˜rα) ∈ C3(X)× C3(L) solution of−div
(
C(x)ε(Sr˜α)
)
+∇ q˜rα = r˜α in ΩT ,
divSr˜α = 0 in ΩT .
(5.63)
Note however that, by Assumption 5.6, q˜rα ∈ C3(M). First, we retrieve an analogous
estimation to Eq. (5.53) that is suitable for this formulation. To do so, we multiply the
first equation in Eq. (5.61) by S∂tr˜α. After similar considerations to the ones outlined in
the previous proof, we derive
‖∂tr˜α‖2∗ + ‖r˜α‖2H = −2
∫ t
0
α(∇q˜rα ,∇∂tp˜α)H ds+ 2α(∇q˜rα(t),∇p˜α(t))H. (5.64)
Using the Cauchy-Schwarz inequality and Assumption 5.6 again, we obtain
‖∂tr˜α‖2∗ + ‖r˜α‖2H ≤ C
∫ t
0
α‖r˜α‖H‖∂t∇p˜α‖H ds+ Cα‖r˜α(t)‖H‖∇p˜α(t)‖H. (5.65)
Since k = 3, from Corollary 5.5 we retrieve that there exists C > 0 such that
sup
t∈[0,T ]
(
‖∂t∇p˜α‖H + ‖∇p˜α‖H
)
≤ C.
By similar reasoning to the previous proof, we get
‖r˜α‖L2(ΩT ) ≤ Cα =⇒ ‖e˜α‖L2(ΩT ) ≤ α‖∇p˜α‖L2(ΩT ) + ‖r˜α‖L2(ΩT ) ≤ Cα,
since ‖∇p˜α‖L2(ΩT ) is bounded.
Finally, we can provide the following estimate by triangular inequality.
Corollary 5.7. Let f ∈W k0 (H), k > 2. Let (yλ, pλ) be the solution of problem (QIM) and
(y˜
α
, p˜α) the solution of problem (QIP). Let also Assumption 5.6 hold. Then, there exists
a constant C > 0 independent of λ and α such that∥∥∥∂k−3t yλ − ∂k−3t y˜α∥∥∥L2(ΩT ) ≤ C(λ−1 + α). (5.66)
5.4 Space discretisation
Let us now consider a regular, quasi-uniform triangulation τh of Ω parametrised by a small
parameter h devoted to tend to 0. We define the finite-dimensional spaces Xh ⊂ X and
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Mh ⊂M, obtained by finite element approximation. For the analysis, we need to introduce
the additional Hilbert space
C := {v ∈ X | divC(x)ε(v) ∈ H},
equipped with the scalar product
(v, w)C := (v, w)X +
(
divC(x)ε(v),divC(x)ε(w)
)
H
, ∀(v, w) ∈ C× C.
The norm in C is straightforwardly defined as
‖v‖C := (v, v)C ∀v ∈ C.
It is assumed that the following properties hold [Quarteroni and Valli, 1994; Guermond
and Quartapelle, 1998b]
Assumption 5.10. There exists c ≥ 0, independent of h, such that
inf
vh∈Xh
{‖v − vh‖H + h‖v − vh‖X} ≤ c h2‖v‖C, ∀v ∈ C,
and
sup
wh∈Xh
‖wh‖X
‖wh‖H
≤ c h−1, ∀wh ∈ Xh.
Furthermore, there exists another constant c ≥ 0, independent of h, such that ∀q ∈M,
inf
qh∈Mh
‖q − qh‖L ≤ c h‖q‖M.
It was shown in Chapter 4 that problem (IM) can be recast as
find (y
h
, ph) ∈ C2(Xh)× C0(Mh) s.t.
∂2t yh +Ah yh +B
T
h ph = fh in Xh,
Bh yh = 0 in Mh,
y
h
(t = 0) = 0, ∂tyh(t = 0) = 0 in Xh,
(IMh)
where f
h
∈ W 10 (Xh) is for each time t the projection of f(t) in Xh for the scalar product
in H. We recall that the symmetric, positive operator Ah : Xh −→ Xh is such that
∀ (y
h
, wh) ∈ Xh × Xh
(Ahyh, wh)H :=
∫
Ω
C(x)ε(y
h
) : ε(wh) dΩ,
and there exists ca > 0, independent of h, such that
(Ahyh, yh)H ≥ ca
∥∥∥y
h
∥∥∥2
X
, ∀ y
h
∈ Xh.
In addition, there exists a strictly positive constant Ca such that∣∣∣(Ahyh, wh)H∣∣∣ ≤ Ca∥∥∥yh∥∥∥X‖wh‖X, ∀ (yh, wh) ∈ Xh × Xh.
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The linear operator Bh : Xh −→ Mh and its transpose BTh : Mh −→ Xh are such that
∀ (y
h
, qh) ∈ Xh ×Mh
(Bhyh, qh)L =
∫
Ω
qh div yh dΩ = (yh, B
T
h qh)H .
and there exists a strictly positive constant Cb such that∣∣∣(Bhyh, qh)L∣∣∣ ≤ Cb∥∥∥yh∥∥∥X‖qh‖L, ∀ (yh, qh) ∈ Xh ×Mh.
Assumption 5.11. The operator Bh is surjective, moreover the discrete inf-sup condition
is satisfied uniformly, i.e. there exists a constant cb ≥ 0, independent of h, s.t.
inf
qh∈Mh
sup
vh∈Xh
(Bhyh, qh)L
‖vh‖X ‖q‖H
≥ cb.
Following Chapter 4 and Guermond and Quartapelle [1998b], we first introduce the finite-
dimensional space Yh ⊂ H endowed with the norm of L2(Ω)d. We recall that Xh ⊂ Yh
and ∇Mh ⊂ Yh, and we define the embedding ih : Xh −→ Yh; note that the transpose
iTh : Yh −→ Xh corresponds to the L2 projection of Yh onto Xh. We also introduce the
subspace Vh ⊂ Xh such that
Vh := {vh ∈ Xh | Bh vh = 0}.
Note that, even though Xh ⊂ X, in general Vh is not a subspace of V. We also recall that
the discrete divergence operator Ch : Yh −→Mh is such that
Ch ih = Bh, i
T
h C
T
h = B
T
h ,
and, therefore, the following commutative diagrams hold
Xh Mh
Yh
Bh
ih
Ch
Xh Mh
Yh
BTh
CTh
iTh
We emphasize that the operator Ch is surjective, due to surjectivity of Bh. We are now
able to give the space discretisation associated with Eq. (QIP). It reads
find (y˜
α,h
, p˜α,h) ∈ C2(Xh)× C0(Mh) s.t.
∂2t y˜α,h +Ah y˜α,h +B
T
h p˜α,h = fh in Xh,
Bh y˜α,h = αChC
T
h p˜α,h in Mh,
y˜
α,h
(t = 0) = 0, ∂ty˜α,h(t = 0) = 0 in Xh.
(QIPh)
Note that the operator ChCTh corresponds to a discrete laplacian operator on Mh.
In order to perform the convergence analysis of the discrete schemes, we need to define the
discrete counterpart of the operator S introduced in Eq. (5.38). Inspired by Guermond
[1999], we define Sh : Yh → Xh, such that for every rh ∈ Yh, the couple (Shrh, qrh) ∈
Vh ×Mh is the solution of the discrete problemAh(Shrh) +B
T
h (qrh) = i
T
h rh in Xh,
BhShrh = 0 in Mh.
(5.67)
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Note that proof of the following lemma is not provided, since it is given in Guermond
[1999].
Lemma 5.12. For all (rh, vh) ∈ Yh × Yh, we have
(Shvh, rh)H = (AhShvh, Shrh)H = (AhShrh, Shvh)H.
Moreover, there exists C > 0 such that for all vh ∈ Yh
‖Shrh‖X ≤ C(rh, Shrh)
1
2 .
Note that STh can be interpreted as the left pseudo-inverse operator of Ah. In addition,
the linear form that associates rh 7→ (rh, Shrh), with rh ∈ Yh, is a norm on Yh. We will
denote
‖rh‖∗,h := (rh, Shrh)
1
2
H ∀ rh ∈ Yh. (5.68)
Lemma 5.13. If Assumptions 5.6 and 5.10 hold, then there exists C > 0 such that for all
rh ∈ Yh
‖AhShrh‖H +
∥∥CTh qrh∥∥H ≤ C‖rh‖H.
Proof. We introduce the unique couple (s, q) solution of−div
(
C(x)ε(s)
)
+∇ q = iTh rh in X,
div s = 0 in L.
(5.69)
Note that Problem (5.69) is well defined, since iTh rh ∈ Xh ⊂ X, and it represents the
continuous counterpart of the discrete problem defined in Eq. (5.67). Due to Assumption
5.6, there exists C > 0 such that, for all r ∈ Yh,∥∥divC(x)ε(s)∥∥
H
+ ‖q‖M ≤ C
∥∥iTh rh∥∥H = C‖rh‖H, (5.70)
since iTh is a projection and, as a consequence, ‖s‖C ≤ C‖rh‖H. In addition, due to Brezzi
and Fortin [1991, Prop. 2.6 and 2.7], we have
‖s− Shrh‖X ≤
(
1 +
Ca
ca
)(
1 +
Cb
cb
)
inf
wh∈Xh
‖s− wh‖X +
Cb
ca
inf
qh∈Mh
‖q − qh‖L, (5.71)
and
‖q − qrh‖L ≤
(
1 +
Cb
cb
)
inf
qh∈Mh
‖q − qh‖L +
Ca
cb
inf
wh∈Xh
‖s− Shrh‖X. (5.72)
Combining Eqs. (5.70), (5.71) and (5.72), as well as Assumption 5.10, we obtain that there
exists C > 0 such that
‖s− Shrh‖X + ‖q − qrh‖L ≤ C h‖rh‖H.
Now, note that
‖AhShrh‖H = sup
wh∈Xh
(AhShrh, wh)H
‖wh‖H
= sup
wh∈Xh
∫
Ω
C(x)ε(Shrh) :
ε
(
wh
)
‖wh‖H
dΩ
≤ sup
wh∈Xh
∫
Ω
C(x)ε(Shrh − s) :
ε
(
wh
)
‖wh‖H
dΩ + sup
wh∈Xh
∫
Ω
C(x)ε(s) :
ε
(
wh
)
‖wh‖H
dΩ.
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By the Green formula and using the Cauchy-Schwarz inequality, there exists a strictly
positive constant C such that
‖AhShrh‖H ≤ C‖Shrh − s‖X sup
wh∈Xh
‖wh‖X
‖wh‖H
+
∥∥∥div (C(x)ε(s))∥∥∥
H
.
Then, using the inverse inequality and the approximation property of Assumption 5.10, we
obtain
‖AhShrh‖H ≤ C
(‖s‖C + ‖q‖M) =⇒ ‖AhShrh‖H ≤ C‖rh‖H.
In addition, note that∥∥CTh qh∥∥H = ∥∥BTh qh∥∥H = sup
wh∈Xh
(Bhqh, wh)H
‖wh‖H
= sup
wh∈Xh
∫
Ω
qh
divwh
‖wh‖H
dΩ
≤ sup
wh∈Xh
∫
Ω
(qh − q) divwh‖wh‖H
dΩ + sup
wh∈Xh
∫
Ω
q
divwh
‖wh‖H
dΩ
Using again the Green formula and the Cauchy-Schwarz inequality, there exists a strictly
positive constant C such that∥∥CTh qh∥∥H ≤ C‖qh − q‖L sup
wh∈Xh
‖wh‖X
‖wh‖H
+ ‖∇ q‖H.
Then, using the inverse inequality and the approximation property of Assumption 5.10, we
obtain ∥∥CTh qh∥∥H ≤ C(‖rh‖C + ‖q‖M) =⇒ ∥∥CTh qh∥∥H ≤ C‖rh‖H,
which concludes the proof.
5.5 Time discretisation
This section deals with the time discretisation of the semi-discrete formulations obtained
by FE approximation in space. First, we will recall the fully discrete schemes provided in
Chapter 4, and in the second sub-section we detail the stability property of the discrete
solution.
5.5.1 Fully discrete schemes
Henceforth, we recall the fully discrete schemes for the standard formulation (IM) and the
novel formulation (QIP) presented in Chapter 4. Let us consider a time interval [0, T ], with
T > 0, and define the partition tn = n∆t, n ∈ {0, 1, .., N}, and ∆t = T/N . Henceforth,
we define with N = {1, .., N}. The fully discrete scheme corresponding to (IM) for n ∈ N
is constructed based on a simple second-order finite difference scheme, namely a leapfrog
scheme. We shall consider two sequences of approximate displacement fields {yn
h
∈ Xh}
and pressures {pnh ∈ Lh} such that (y0h, y1h) is given and for n ∈ N
yn+1
h
− 2 yn
h
+ yn−1
h
∆t2
+Ah y
n
h
+BTh p
n
h = f
n
h
in Xh,
Bhy
n
h
= 0 in Mh,
(IMnh)
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where fn
h
= f
h
(tn). Finally, we provide the fully discrete scheme corresponding to (QIP)
for n ∈ N. We define two sequences of approximate displacement fields {y˜n
α,h
∈ Xh} and
approximate pressures {p˜nα,h ∈Mh} such that (y˜0α,h, y˜1α,h) is given and for n ∈ N
y˜n+1
α,h
− 2 y˜n
α,h
+ y˜n−1
α,h
∆t2
+Ah y˜
n
α,h
+BTh p˜
n
α,h = f
n
h
in Xh,
Bhy˜
n
α,h
= α∆t2ChC
T
h p˜
n
α,h in Mh.
(QIPnh)
Note that here, for consistency reasons, we have rescaled the penalisation parameter by
∆t2 and assume α is independent of ∆t.
5.5.2 Stability analysis
Preliminaries. Note that we assume that f ∈ W k0 (H), k ≥ 1. From f , we have con-
structed the discrete field f
h
∈ W k0 (Xh) as the L2 projection in H at every time t. In
order to simplify the analysis, we assume that f
h
(t) vanishes identically in a neighbour-
hood of t = 0, and that the initial data are zero. Furthermore, by definition, fn
h
= f
h
(tn),
∀n ∈ {0, 1, .., N}. As a consequence, if ∆t is sufficiently small, then one can consider that
fn
h
, yn
h
, y˜n
α,h
vanish at the first iterates. In more detail, we define τ0 > 0, and the functional
space
W kc (H) := {f ∈W k0 (H) | f(t) = 0,∀t ≤Mτ0},
with M sufficiently large. Then, if ∆t < τ0, then the first M iterates of fnh, y
n
h
, y˜n
α,h
are
null.
If we assume that f ∈W 1c (H), then we retrieve that there exists C > 0 independent of ∆t
such that
∆t
N∑
n=0
∥∥∥fn
h
∥∥∥
H
+ ∆t
N−1∑
n=0
∥∥∥∥∥f
n+1
h
− fn
h
∆t
∥∥∥∥∥
H
≤ C.
In addition, if we assume that f ∈ W 2c (H), then we retrieve that there exists C > 0
independent of ∆t such that
∆t
N−1∑
n=0
∥∥∥∥∥f
n+1
h
− 2fn
h
+ fn−1
h
∆t2
∥∥∥∥∥
H
≤ C.
In the following proofs, we will introduce a constant C that is independent of ∆t, for every
∆t < τ0.
Stability analysis of the scheme (IMnh). It is proved in Chapter 4 that the discrete
energies associated with the scheme (IMnh) is preserved. Furthermore, this energy is
positive if a CFL condition is satisfied. First, we consider scheme (IMnh). We define the
discrete energy at time n+ 12 as
E
n+ 1
2
h = E
n+ 1
2
k −
∆t2
4
E
n+ 1
2
kp + E
n+ 1
2
p , (5.73)
where the kinetic energy reads
E
n+ 1
2
k :=
1
2
(
yn+1
h
− yn
h
∆t
,
yn+1
h
− yn
h
∆t
)
H
,
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the potential energy reads
E
n+ 1
2
p :=
1
2
(
Ah
yn+1
h
+ yn
h
2
,
yn+1
h
+ yn
h
2
)
H
,
and the mixed energy term is defined as
E
n+ 1
2
kp :=
1
2
(
Ah
yn+1
h
− yn
h
∆t
,
yn+1
h
− yn
h
∆t
)
H
.
Then, after some computations, using the symmetry properties of the operator Ah, we
obtain the discrete conservation property
E
n+ 1
2
h − E
n− 1
2
h
∆t
=
(
fn
h
,
yn+1
h
− yn−1
h
2∆t
)
H
,
for all sequence {yn
h
∈ Xh} solution of scheme (IMnh).
Proposition 5.14. Assume that the following CFL condition is satisfied:
∆t2 ≤ (1− ε)4 ‖Ah‖−1, with ‖Ah‖ = sup
0 6= y
h
∈Xh
(Ahyh, yh)H∥∥∥y
h
∥∥∥2
H
, (5.74)
where ε ∈ (0, 1). Then, for all sequence {yn
h
∈ Xh}, we have En+
1
2
h ≥ 0 and ∀n ∈ N and
there exists Cε > 0 independent of ∆t such that∥∥∥∥∥yn+1h − ynh∆t
∥∥∥∥∥
H
+
∥∥∥∥∥ynh + yn+1h2
∥∥∥∥∥
X
≤ Cε
√
E
n+ 1
2
h . (5.75)
We can now state the following stability corollary of scheme (IMnh).
Corollary 5.8. Assume that f ∈ W 2c (H). Then, there exists C > 0 such that for all
∆t < τ0 satisfying condition (5.74), then
sup
n∈{1,2,..,N}
√
E
n+ 1
2
h + sup
n∈{1,2,..,N−1}
∥∥∥∥∥CTh pn+1h − pnh∆t
∥∥∥∥∥
H
≤ C. (5.76)
Proof. We give the main ideas of the proof, since it is very standard.
E
n+ 1
2
h − E
n− 1
2
h ≤ ∆t
∥∥∥fn
h
∥∥∥
H
∥∥∥∥∥yn+1h − yn−1h2∆t
∥∥∥∥∥
H
≤ C ∆t
∥∥∥fn
h
∥∥∥
H
(√
E
n− 1
2
h +
√
E
n+ 1
2
h
)
.
As a consequence, √
E
n+ 1
2
h ≤
√
E
1
2
h + C ∆t
n∑
k=1
∥∥∥fk
h
∥∥∥
H
, ∀n ∈ N. (5.77)
This gives the first part of the inequality, since we consider zero initial data, and f is
sufficiently regular. Hence, using Proposition 5.14, there exists a constant C > 0 such that
sup
n∈{1,2,..,N}
∥∥∥∥∥yn+1h − ynh∆t
∥∥∥∥∥
H
≤ C, sup
n∈{0,1,..,N+1}
∥∥∥yn
h
∥∥∥
H
≤ C. (5.78)
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We now consider problem (IMnh) with source term
δ2t f
n
h
:=
fn+1
h
− 2fn
h
+ fn−1
h
∆t2
.
Due to the regularity assumption on the source term, using (5.78) we retrieve that
sup
n∈{2,3,..,N−1}
∥∥∥∥∥δ2t yn+1h − δ2t ynh∆t
∥∥∥∥∥
H
≤ C, sup
n∈{1,2,..,N}
∥∥∥δ2t ynh∥∥∥H ≤ C. (5.79)
Observe that we can rewrite the scheme (IMnh) as
Ah y
n
h
+BTh p
n
h = f
n
h
− δ2t ynh in Xh,
Bhy
n
h
= 0 in Mh,
(5.80)
Then, if we set rh = ih f
n
h
− ih δ2t ynh, we observe that (ynh, pnh) = (Shrh, qrh) Therefore, using
Lemma 5.13 and estimation (5.79), we retrieve that there exists C > 0 such that
sup
n∈{1,2,..,N}
∥∥CTh pnh∥∥H ≤ C.
We now apply the same procedure for the discrete time derivative of pnh. First, we introduce
the notation
δtp
n
h :=
pn+1h − pnh
∆t
.
Then, we note that δtpnh is solution of problem (IMnh) with source term given by δtf
n
h
.
Then, if we set
rh = ih δtf
n
h
− ih
δ2t y
n+1
h
− δ2t ynh
∆t
,
we retrieve that (δtynh, δtp
n
h) = (Shrh, qrh). Hence, using again Lemma 5.13 and estimation
(5.79), we retrieve that there exists C > 0 such that
sup
n∈{2,3,..,N−1}
∥∥CTh δtpnh∥∥H ≤ C,
thus concluding the proof.
Corollary 5.9. Assume that f ∈ W 3c (H). Then, there exists C > 0 such that for all
∆t < τ0 satisfying condition (5.74), then
sup
n∈{1,2,..,N−1}
∥∥∥∥∥CTh pn+1h − 2pnh + pn−1h∆t2
∥∥∥∥∥
H
≤ C. (5.81)
Proof. We define
δ2t p
n
h :=
pn+1h − 2pnh + pn−1h
∆t2
.
Then, we note that δ2t pnh is solution of problem (IMnh) with source term given by δ
2
t f
n
h
.
In particular, we can rewrite
Ah δ
2
t y
n
h
+BTh δ
2
t p
n
h = rh in Xh,
Bhδ
2
t y
n
h
= 0 in Mh,
(5.82)
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with
rh := ihδ
2
t f
n
h
− ih
δ3t y
n+1
h
− δ3t ynh
∆t
,
where we have defined
δ3t y
n
h
:=
yn+1
h
− 3yn
h
+ 3yn−1
h
− yn−2
h
∆t3
.
Note that δ3t ynh corresponds to a discrete third derivative in time of y
n
h
. Then, we retrieve
that (δ2t ynh, δ
2
t p
n
h) = (Shrh, qrh). Then, considering (IMnh) with source term δ
3
t f
n
h
, one can
show, using Corollary 5.8, that
sup
n∈{2,3,..,N−1}
∥∥∥∥∥δ3t yn+1h − δ3t yn−1h2∆t
∥∥∥∥∥
H
≤ C.
Hence, using again Lemma 5.13, we retrieve that there exists C > 0 such that
sup
n∈{2,3,..,N−1}
∥∥CTh δ2t pnh∥∥H ≤ C,
thus concluding the proof.
Stability analysis of the scheme (QIPnh). We now provide the energy identity asso-
ciated with scheme (QIPnh). Let us define Qh := BTh (ChC
T
h )
−1Bh. Then, the discrete
energy at time n+ 12 reads
E˜
n+ 1
2
h = E
n+ 1
2
k −
∆t2
4
E˜
n+ 1
2
kp + E˜
n+ 1
2
p ,
with kinetic energy
E˜
n+ 1
2
k :=
1
2
( y˜n+1
α,h
− y˜n
α,h
∆t
,
y˜n+1
α,h
− y˜n
α,h
∆t
)
H
,
potential energy
E˜
n+ 1
2
p :=
1
2
((
Ah +
1
α∆t2
Qh
)
,
y˜n+1
α,h
+ y˜n
α,h
2
,
y˜n+1
α,h
+ y˜n
α,h
2
)
H
,
and mixed energy term
E˜
n+ 1
2
kp :=
1
2
((
Ah +
1
α∆t2
Qh
) y˜n+1
α,h
− y˜n
α,h
∆t
,
y˜n+1
α,h
− y˜n
α,h
∆t
)
H
.
Then, after some computations, using the symmetry properties of the operator Ah, we
obtain the discrete conservation property
E˜
n+ 1
2
h − E˜
n− 1
2
h
∆t
=
(
fn
h
,
yn+1
h
− yn−1
h
2∆t
)
H
. (5.83)
It now remains to prove that En+
1
2
h and E˜
n+ 1
2
h are positive.
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Proposition 5.15. Assume that the following CFL condition is satisfied:
∆t2 ≤ (1− ε)4 ρ ‖Ah‖−1 4αρ− 1
4αρ
, α >
1
4 ρ
, with ‖Ah‖ = sup
0 6= y
h
∈Xh
(Ahyh, yh)H∥∥y
h
∥∥2
H
,
(5.84)
with ε ∈ (0, 1). Then, for all sequence {y˜n
h
∈ Xh}, we have E˜n+
1
2
h ≥ 0 and ∀n ∈ N there
exists a strictly positive constant Cε independent of ∆t such that∥∥∥∥∥ y˜n+1h − y˜n−1h2∆t
∥∥∥∥∥
H
+
∥∥∥∥∥ y˜nh + y˜n+1h2
∥∥∥∥∥
X
≤ Cε
√
E˜
n+ 1
2
h . (5.85)
Furthermore, if f ∈ W 1c (H), then there exists C > 0 such that for all ∆t < τ0 satisfying
condition (5.74), then , we have
sup
n∈{1,2,..,N}
√
E˜
n+ 1
2
h ≤ C.
The proof is omitted, since it follows the first arguments of the proof of Corollary 5.8.
Moreover, some elements are given in Chapter 4.
5.6 Discrete error estimates
At this point of our analysis, we are able to provide the discrete counterpart of the error
estimates given in Section 5.3. Given f sufficiently regular, we want to estimate, given y
λ
solution of scheme (QIM) and y˜n
α,h
solution of scheme (QIPnh), the quantity
∥∥∥y
λ
− y˜n
α,h
∥∥∥2
`2(H)
:= ∆t
N∑
k=0
∥∥∥y
λ
(tk)− y˜k
α,h
∥∥∥2
H
.
This estimate will be retrieved by triangular inequality. First, we can state that there
exists a constant C > 0 independent of λ, h and ∆t, such that∥∥∥y
λ
− y˜n
α,h
∥∥∥
`2(H)
≤ C
∥∥∥y
λ
− y
∥∥∥
L2(ΩT )
+
∥∥∥y − yn
h
∥∥∥
`2(H)
+
∥∥∥yn
h
− y˜n
α,h
∥∥∥
`2(H)
.
Note that, given f ∈W 30 (H) we have demonstrated in Proposition 5.8 that yλ and y belong
to C4(H) and there exists C > 0 independent of λ such that∥∥∥y
λ
− y
∥∥∥
L2(ΩT )
≤ Cλ−1.
Note that for the incompressible, linear Stokes problem it is standard to show [Heywood
and Rannacher, 1982, 1986, 1988, 1990] that standard second-order discrete space-time
discretisation can be achieved as soon as the inf-sup condition holds. We assume that
similar results hold for the elastodynamic problem (IM), under the assumption that the
CFL condition (5.74) is satisfied.
Hence, we can assume that there exists another C > 0 independent of h and ∆t such that∥∥∥y − yn
h
∥∥∥
`2(H)
≤ C(h2 + ∆t2).
As a consequence, we just need to obtain an adequate estimate for
∥∥∥yn
h
− y˜n
α,h
∥∥∥
`2(H)
.
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5.6.1 A first-order error estimate
First, we derive first-order convergence results in time. The first error we compute is the
one between formulations (IMnh) and (QIPnh). Let us define the quantities
e˜nα,h := y˜
n
α,h
− yn
h
, q˜nα,h := p˜
n
α,h − pnh, n ∈ N. (5.86)
The sequence {(e˜nα,h, q˜nα,h) ∈ Xh ×Mh} satisfies
e˜n+1α,h − 2 e˜nα,h + e˜n−1α,h
∆t2
+Ah e˜
n
α,h +B
T
h q˜
n
α,h = 0 in Xh,
Bhe˜
n
α,h = α∆t
2ChC
T
h (q˜
n
α,h + p
n
h) in Mh.
(5.87)
From Eq. (5.87) we retrieve
e˜n+1α,h − 2 e˜nα,h + e˜n−1α,h
∆t2
+
(
Ah +
1
α∆t2
Qh
)
e˜nα,h = B
T
h p
n
h. (5.88)
Proposition 5.16. Assume that f ∈ W 2c (H). Then, there exists C > 0 such that for all
∆t < τ0 satisfying condition (5.74), then
sup
n∈N
(∥∥∥∥∥ e˜
n+1
α,h − e˜nα,h
∆t
∥∥∥∥∥
H
+
∥∥∥∥∥ e˜
n+1
α,h + e˜
n
α,h
2
∥∥∥∥∥
X
)
≤ C∆t. (5.89)
Moreover,
sup
n∈N
∥∥∥∥∥CTh p˜
n+1
α,h + p˜
n
α,h
2
∥∥∥∥∥
H
≤ C.
Proof. The proof is based on energy considerations. First, note that, by L2-scalar product
of (5.87) with (e˜n+1α,h − e˜n−1α,h )/(2∆t), we have
E˜
n+ 1
2
h − E˜
n− 1
2
h
∆t
=
(
e˜n+1α,h − e˜n−1α,h
2∆t
, BTh p
n
h
)
H
=⇒ E˜n+
1
2
h = ∆t
n∑
k=1
(
e˜k+1α,h − e˜k−1α,h
2∆t
, BTh p
n
h
)
H
,
since the term E˜
1
2
h is zero due to the null initial conditions. Now, we use the Abel summa-
tion, and we retrieve
E˜
n+ 1
2
h =
(
e˜n+1α,h + e˜
n
α,h
2
, BTh p
n
h
)
H
+ ∆t
n−1∑
k=1
(
e˜k+1α,h + e˜
k
α,h
2
, BTh
pk+1h − pkh
∆t
)
H
. (5.90)
Note that the first term in the right-hand side of Eq. (5.90) can be rewritten(
e˜n+1α,h + e˜
n
α,h
2
, BTh p
n
h
)
H
=
√
α∆t
(
(ChC
T
h )
− 1
2√
α∆t
Bh
e˜n+1α,h + e˜
n
α,h
2
, (ChC
T
h )
1
2 pnh
)
H
.
Then, by the Cauchy-Schwarz inequality, and using the definition of the energy, we obtain∣∣∣∣∣
(
e˜n+1α,h + e˜
n
α,h
2
, BTh p
n
h
)
H
∣∣∣∣∣ ≤ √2α∆t
√
E˜
n+ 1
2
p
∥∥∥(ChCTh ) 12 pnh∥∥∥
H
≤ C∆t
√
E˜
n+ 1
2
h
∥∥CTh pnh∥∥H.
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With similar arguments, we can derive the following estimation: there exists C > 0 inde-
pendent of ∆t such that
E˜
n+ 1
2
h ≤ C∆t
√
E˜
n+ 1
2
h
∥∥CTh pnh∥∥H + C∆t2 n−1∑
k=1
√
E˜
k+ 1
2
h
∥∥∥∥∥CTh pk+1h − pkh∆t
∥∥∥∥∥
H
.
It is then standard to prove by the discrete Grönwall lemma, using Corollary 5.8, that
there exists C > 0 such that
sup
n∈N
√
En+
1
2 ≤ C∆t,
and therefore estimation (5.89) holds, due to the stability estimate of Corollary 5.8. Fur-
thermore, from this estimate we deduce that
sup
n∈N
∥∥∥∥∥(ChCTh )− 12Bh e˜
n+1
α,h + e˜
n
α,h
2
∥∥∥∥∥
H
≤ C∆t2 =⇒ sup
n∈N
∥∥∥∥∥CTh p˜
n+1
α,h + p˜
n
α,h
2
∥∥∥∥∥
H
≤ C,
thus concluding the proof.
We give without proof the following Corollary, since it is similar to the proof of Proposition
5.16. Note that it not assessed if this result is optimal or not, but it is sufficient for our
analysis.
Corollary 5.10. Assume that f ∈ W 4c (H). Then, there exists C > 0 such that for all
∆t < τ0 satisfying condition (5.74), then
sup
n∈N
(∥∥∥∥∥ e˜
n+1
α,h − e˜nα,h
∆t
∥∥∥∥∥
X
+ ∆t sup
n∈N
∥∥∥∥∥CTh p˜
n+1
α,h − p˜nα,h
∆t
∥∥∥∥∥
H
)
≤ C∆t. (5.91)
5.6.2 A second-order error estimate
We now retrieve an higher-order estimate on the error performed if we approximate (IMnh)
by (QIPnh). Preliminarily, we consider a Helmholtz decomposition of the solution yn
λ,h
of
formulation (QIPnh). We can introduce a vectorial field wnλ,h ∈ Yh such that, ∀n ∈ N,
ihy˜
n
α,h
= α∆t2CTh p˜
n
α,h + w˜
n
α,h in Yh,
Ch w˜
n
α,h = 0 in Mh.
(5.92)
We introduce r˜nα,h := w˜
n
α,h − ihynh. The sequence {(e˜nα,h, q˜nα,h)}n∈N defined in Eq. (5.86)
also satisfies 
e˜n+1α,h − 2 e˜nα,h + e˜n−1α,h
∆t2
+Ah e˜
n
α,h +B
T
h q˜
n
α,h = 0 in Xh,
ihe˜
n
α,h = α∆t
2CTh p˜
n
α,h + r˜
n
α,h in Xh,
Ch r˜
n
α,h = 0, in Xh.
(5.93)
We now use Eq. (5.93) as a basic ingredient to derive the following proposition.
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Proposition 5.17. Assume that f ∈ W 4c (H). Then, there exists C > 0 such that for all
∆t < τ0 satisfying condition (5.74), then∥∥∥∥∥ e˜
n+1
α,h + e˜
n
α,h
2
∥∥∥∥∥
`2(H)
≤ C∆t2.
Proof. First, we introduce the sequence {(Shr˜nα,h, q˜nrα,h) ∈ Xh ×Mh}, solution of the dual
discrete problem Ah(Shr˜
n
α,h) +B
T
h (q˜
n
rα,h
) = iTh r˜
n
α,h,
BhShr˜
n
α,h = 0.
(5.94)
We consider the first equation in (5.93). Then, we the L2-scalar product of Eq. (5.94)
with (Sh(r˜n+1α,h − r˜n−1α,h ))/(2 ∆t), and we obtain(
e˜n+1α,h − 2 e˜nα,h + e˜n−1α,h
∆t2
,
Sh(r˜
n+1
α,h − r˜n−1α,h )
2 ∆t
)
+
(
Ah e˜
n
α,h,
Sh(r˜
n+1
α,h − r˜n−1α,h )
2 ∆t
)
= 0,
since BhShr˜nα,h = 0. Furthermore, from Eq. (5.94), we get, for all n > 1,(
Ah(Shr˜
n
α,h), vh
)
H
+
(
BTh q˜
n
rα,h
, vh
)
H
=
(
iTh r˜
n
α,h, v
n
h
)
H
, ∀vh ∈ Xh. (5.95)
As a consequence, we can rewrite(
Ah e˜
n
α,h,
Sh(r˜
n+1
α,h − r˜n−1α,h )
2 ∆t
)
H
=
(
e˜nα,h, i
T
h
r˜n+1α,h − r˜n−1α,h
2 ∆t
)
H
−
(
e˜nα,h, B
T
h
q˜n+1rα,h − q˜n−1rα,h
2 ∆t
)
H
=
(
r˜nα,h,
r˜n+1α,h − r˜n−1α,h
2 ∆t
)
H
− α∆t2
(
CTh p˜
n
α,h, C
T
h
q˜n+1rα,h − q˜n−1rα,h
2 ∆t
)
H
,
since Chrnλ = 0. Therefore, we have(
r˜n+1α,h − 2 r˜nα,h + r˜n−1α,h
∆t2
,
Sh(r˜
n+1
α,h − r˜n−1α,h )
2 ∆t
)
H
+
(
r˜nα,h,
r˜n+1α,h − r˜n−1α,h
2 ∆t
)
H
= α∆t2
(
CTh p˜
n
α,h, C
T
h
q˜n+1rα,h − q˜n−1rα,h
2 ∆t
)
H
.
(5.96)
We now define, using Definition 5.68,
E
n+ 1
2
r :=
1
2
∥∥∥∥∥ r˜
n+1
α,h − r˜nα,h
∆t
∥∥∥∥∥
2
∗,h
+
1
2
∥∥∥∥∥ r˜
n+1
α,h + r˜
n
α,h
2
∥∥∥∥∥
2
H
− ∆t
2
8
∥∥∥∥∥ r˜
n+1
α,h − rnλ
∆t
∥∥∥∥∥
2
H
.
It can be shown that this energy is positive under the CFL condition (5.74). Then, we can
rewrite Eq. (5.96) as
E
n+ 1
2
r − En−
1
2
r
∆t
= α∆t2
(
CTh pˆ
n
λ,h, C
T
h
q˜n+1rα,h − q˜n−1rα,h
2 ∆t
)
H
.
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Using the Abel summation, we obtain
E
n+ 1
2
r =α∆t
2
(
CTh p˜
n
α,h, C
T
h
q˜n+1rα,h + q˜
n
rα,h
2
)
+ α∆t2
n−1∑
k=0
(
CTh
q˜k+1rα,h + q˜
k
rα,h
2
, CTh
p˜k+1α,h − p˜k−1α,h
∆t
)
∆t.
(5.97)
Now, as a consequence of Lemma 5.13, we can assert that there exists C > 0 such that∥∥∥CTh q˜nrα,h∥∥∥H ≤ C∥∥r˜nα,h∥∥H, ∀n ∈ {0, 1, .., N + 1}.
Therefore, from (5.97) we derive
E
n+ 1
2
r ≤C ∆t2
∥∥CTh p˜nα,h∥∥H
∥∥∥∥∥ r˜
n+1
α,h + r˜
n
α,h
2
∥∥∥∥∥
H
+ C ∆t3
n−1∑
k=0
∥∥∥∥∥ r˜
k+1
α,h + r˜
k
α,h
2
∥∥∥∥∥
H
∥∥∥∥∥CTh p˜
k+1
α,h − p˜kα,h
∆t
∥∥∥∥∥
H
.
(5.98)
Note that, thanks to Proposition 5.16, we have that there exists a constant C > 0 inde-
pendent of t such that
sup
n∈N
∥∥∥∥∥CTh p˜
n+1
α,h − p˜n−1α,h
2∆t
∥∥∥∥∥
H
≤ C =⇒ sup
n∈N
∥∥CTh p˜nα,h∥∥H ≤ C.
We define
c(n) :=
∥∥∥∥∥ r˜
n+1
α,h + r˜
n
α,h
2
∥∥∥∥∥
H
, b0(n) :=
∥∥CTh p˜nα,h∥∥H, b1(n) :=
∥∥∥∥∥CTh p˜
n+1
α,h − p˜n−1α,h
2∆t
∥∥∥∥∥
H
.
Then, Eq.(5.98) implies that
c2(n) ≤ C ∆t2c(n) + C ∆t3
n−1∑
k=0
c(k).
This implies that
∆t
N∑
n=0
c2(n) ≤ C ∆t2
(
∆t
N∑
n=0
c(n)+∆t2
N∑
n=0
n−1∑
k=0
c(k)
)
≤ C ∆t2(1+(N+1)∆t)∆t N∑
n=0
c(n).
Using the Cauchy-Schwarz inequality in `2(H), we can assert that there exists C > 0 such
that ∥∥∥∥∥ r˜
n+1
α,h + r˜
n
α,h
2
∥∥∥∥∥
`2(H)
=
( N∑
n=0
c2(n)∆t
) 1
2
≤ C ∆t2.
Therefore, we can conclude that∥∥∥∥∥ e˜
n+1
α,h + e˜
n
α,h
2
∥∥∥∥∥
`2(H)
≤
∥∥∥∥∥ r˜
n+1
α,h + r˜
n
α,h
2
∥∥∥∥∥
`2(H)
+ α∆t2
∥∥∥∥∥CTh p˜
n+1
α,h + p˜
n
α,h
2
∥∥∥∥∥
`2(H)
≤ C∆t2,
thus concluding the proof.
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CHAPTER 6
Numerical modelling of a Shear Wave Elastography
experiment
Summary
This chapter is devoted to the description of a complete three-dimensional mathe-
matical and numerical model of the propagation of elastic waves in the myocardial
tissue in the context of an SWE experiment. In more detail, we consider that the
medium is governed by visco-hyperelasticity and that it is fibered, i.e. heterogeneous
and transversely isotropic. Furthermore, we assume that the medium is subject to
an active stress, and we consider realistic conditions of an SWE experiment. The nu-
merical approximation of this model consists in high-order Spectral Element method
in space and an adapted implicit/explicit time discretisation.
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Chapter 6. Numerical modelling of a Shear Wave Elastography experiment
6.1 Introduction
Remote generation of shear waves induced by a radiation force of a focused ultrasound
beam has been recently used in numerous biomedical applications. The main area of
application is represented by elasticity imaging, e.g. Shear Wave Elastography Imaging
(SWEI) [Sarvazyan et al., 1998], Acoustic Radiation Force Imaging (ARFI) [Nightingale
et al., 2003] and Supersonic Shear Imaging (SSI) [Bercoff et al., 2004]. In fact, by mea-
suring the velocity of propagation of the generated shear waves, it is possible to assess
mechanical properties of biological tissues and fluids of great clinical interest. Further-
more, a relevant advantage of this approach is the complete attenuation of shear waves
in a few wavelengths distance from the focal point of the ultrasonic beam, causing a nar-
rowing of the induced strain, augmenting the spatial resolution and excluding interactions
with longitudinal waves at the surface of the tissue.
Numerous models of SWE have been developed in the last decade, mostly oriented toward
the applications. The first models were based on the simplifying assumption of a linear
and isotropic material, that could represent for example an approximation of the hepatic
tissue or other isotropic soft tissues. One of the first FEM models of the dynamic response
of the tissue to an impulsive radiation force excitation was presented by Palmeri et al.
[2005]. The tissue modelled in this work was isotropic, elastic and linear; two different
simulations were presented, accounting for a homogeneous material and a medium with
stiffer spherical inclusion. Subsequently, Lee, Szajewski, Hah, Parker and Maniatty [2012]
included the effects of viscoelasticity. In more detail, they performed FE simulations with
a linear, viscoelastic, isotropic phantom with stiffer cylindrical inclusion undergoing ARF
excitation. Shear viscosity was included by a Generalised Maxwell two-element model.
Then, the effect of the geometry was explored by Caenen et al. [2017]. In particular, the
adopted geometry represented an ellipsoid, and a viscoelastic, linear, isotropic model was
adopted by the authors to investigate shear wave physics. The viscosity on the shear was
modelled using a two-element Prony model. One of the first models taking into account
anisotropy was proposed by Rouze et al. [2013]. In particular, they adopted an FEM model
of shear wave propagation in a quasi-incompressible, transversely isotropic, linear, elastic
material undergoing impulsive ARF excitation. More recently, Qiang et al. [2015] analysed
shear wave propagation in the plane of symmetry of a transversely isotropic, viscoelastic,
nearly-incompressible linear material. An impulse traction force was applied at the centre
of the cylindrical domain, and a small rod-shape source was considered, so that the gener-
ated wave could be assumed as a cylindrical wave; shear viscosity was inserted by a Voigt
model. More recent contributions in this context concern the 2D FE simulation proposed
by Ye et al. [2017], accounting for a visco-hyperelastic, isotropic, nearly-incompressible
Landau’s model, and the work of Caenen et al. [2018], who studied an FEM model for
shear wave mechanics in an orthotropic material, in combination with uniaxial mechanical
loading. In all the aforementioned works, fully explicit time discretisation was adopted
and, except for Ye et al. [2017], the software Abaqus was used to solve the resulting system
of equations. In fact, the approach of the authors is more oriented towards the application
rather than the development of adapted numerical schemes for these problems. Further-
more, in all models an approximation of the body force resulting from the ARF is used.
In particular, the acoustic intensity field was simulated with the software program FIELD
II and/or modelled as a 3D Gaussian distribution, and in most cases the FE simulation
results were compared with in vitro experimental data. On the contrary, our target is
to develop a mathematical model of shear wave propagation in SWE and an adequate
discretisation of the resulting equations, that is suitable for this specific problem and can
enable efficient simulations of an SWE experiment. Furthermore, we aim at exploring the
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approximation error that is induced when the approximation of the ARF source term is
used instead of the exact expression, that we have derived in Chapter 2. The end-goal of
this work is to formally validate transient elastography in the context of cardiac imaging.
In particular, we propose a formal 3D mathematical model for elastic wave propagation
in a pre-stressed, hyperelastic, viscoelastic, heterogeneous, transversely isotropic medium,
that is also subject to an active stress. We hypothesise that the source term, composed
of piezoelectric sensors, is high frequency and of small amplitude, and we use the detailed
description of the ARF excitation, based on Chapter 2. Note that, in the cardiac setting,
the wave propagation induced by the ARF is superposed to the nonlinear mechanics asso-
ciated with the heart deformation during the cardiac cycle. Moreover, as we are dealing
with a soft tissue, the moduli associated with quasi-incompressibility are several orders
of magnitude greater than those corresponding to the shear term in the constitutive law.
This is reflected by the fact that the velocity of propagation of shear waves (1–10 m s−1)
is at least two orders of magnitude lower that the velocity of pressure waves (1500 m s−1).
As a consequence, in a fully explicit time discretisation, the choice of the time step is dra-
matically affected by the fastest wave. On the contrary, a fully implicit time discretisation
would not be suitable for our applications, due to the large size of the matrices to invert.
In order to overcome this problem, we propose an adapted numerical method for an FEM
simulation of the wave propagation, according to the scheme proposed in Chapter 4, based
on a mixed implicit/explicit time discretisation.
The chapter is organised as follows. Section 6.2 is devoted to the description of the math-
ematical model. In particular, in Section 6.2.1, the constitutive laws of the tissue under
consideration are recalled, whereas the initial and boundary conditions are defined in Sec-
tion 6.2.2. Section 6.2.3 is dedicated to the description of the governing equations of the
term corresponding to:
• the underlying non-linear mechanics of heart deformation,
• a fast-oscillating pressure wave excited by the probes,
• the shear wave propagation generated by ARF.
The second part of the chapter deals with the numerical approximation of the model for
shear wave propagation. In particular, Section 6.3 is devoted to the description of the
high-order spectral element method adopted for the discretisation in space of the resulting
system of equation; then, in Section 6.4 the implicit/explicit approach is presented for time
discretisation. In addition, the stability analysis of the scheme is performed in Section
6.4.1. Finally, Section 6.5 contains some details on the implementation of the numerical
scheme and the physical parameters considered for the simulations. Some final remarks
and perspectives in Section 6.6 conclude the chapter.
6.2 A 3D non-linear model for wave propagation in the my-
ocardial tissue
6.2.1 Constitutive law
We recall here the main elements in cardiac modelling for the sake of completeness (see
Chapter 1 for further detail). Henceforth, we will consider an elastic finite strain dynamic
formulation in total Lagrangian form. The Principle of Virtual Work (PVW) reads, in the
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reference configuration Ω0:
∀w ∈ V (Ω0),
∫
Ω0
ρ0 ∂
2
t y · w dΩ0 +
∫
Ω0
Σ
(
e
)
: dye · w dΩ0 =
∫
ΓN,0
t0 · w dS0, (6.1)
where ρ0 is the density of the medium in the reference configuration, y is the displacement
field, Σ the Second Piola-Kirchhoff stress tensor, e the Green-Lagrange strain tensor given
by
e =
1
2
(∇ y +∇T y +∇T y · ∇ y).
Furthermore, t0 accounts for the surfacic force on the boundary ΓN,0 ⊂ ∂Ω, generated by
the piezoelectric probes. V (Ω0) represents the space of admissible test functions, to be
defined. We assume that no volumic source term f is present and we consider null initial
conditions. We have
dye · w = 1
2
(
∇T
ξ
w · F + F T · ∇
ξ
w
)
=
1
2
(
(dyF · w)T · F + F T · dyF · w
)
, (6.2)
with F the deformation tensor. Eq. (6.2) gives the differential of the Green-Lagrange strain
tensor with respect to displacement in the space V (Ω0). For our purposes, we shall choose
with care the expression for Σ
(
e
)
. In the context of cardiac modelling, we decompose it
into two terms, accounting for passive and active stress: Σ = ΣP + ΣA, where
ΣP :=
∂W e
∂e
+
∂WVS
∂e˙
,
with W e hyperelastic potential and WVS viscous pseudo-potential.
In order to consider a realistic passive constitutive law for the myocardium, which is crucial
for the analysis of wave propagation and the identification of mechanical parameters, we
need to take into account the fibered structure of the tissue. In fact, it has been exper-
imentally validated that muscle fibres are arranged in laminar structures, called sheets,
of three to four muscle fibres in the thickness, that are oriented transversely to the heart
wall [Streeter et al., 1969; Lee, Pernot, Couade, Messas, Bruneval, Bel, Hagege, Fink
and Tanter, 2012]. Moreover, the fibre orientation in human left ventricle myocardium
changes smoothly throughout the wall thickness, from −60◦ close to the epicardium to
+60◦ near the endocardium [Sommer et al., 2015]. Therefore, we propose to model the
medium as transversely isotropic, i.e. we suppose that there exists, at every point, a
privileged direction represented by the unit vector τ1, related to the muscle fibre, varying
smoothly throughout the computational domain. For example, we can consider a hypere-
lastic potential composed of a term corresponding to a transversely isotropic (TI) law and
a penalisation term accounting for nearly-incompressibility (NI) [Chapelle et al., 2012]. In
particular, we define
W e := WTI +WNI,
where
WTI := κ1e
κ2(J1−3)2 + κ3eκ4(J4−1)
2
+ κ5(J2 − 3), (6.3)
WNI :=
κ
2
(
(J2 − 1)− log(J2)). (6.4)
Eqs. (6.3) and (6.4) are written as functions of reduced invariants
J1 = I1 I
− 1
3
3 , J2 = I2 I
− 1
3
3 , J ≡ J3 = I
1
2
3 , J4 = I4 I
− 1
3
3 ,
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Figure 6.1 – Zener model.
where
I1 =
∥∥F∥∥2 = tr(C), I2 = 1
2
(
(tr
(
C
)
)2 − tr(C2)), I3 = det C = ( det F )2, I4 := τ1 ·C · τ1.
Note that the myocardium is a soft tissue, therefore it is quasi-incompressible. Conse-
quently, the bulk modulus κ is classically assumed to be several orders of magnitude higher
than the coefficients accounting for the other terms in the stress tensor. Henceforth, we
define the second Piola-Kirchhoff stress tensors
ΣTI :=
∂WTI
∂e
and ΣNI :=
1
2
∂WNI
∂e
.
On the other hand, we define the second Piola-Kirchhoff stress tensor associated with the
active term along the fibre direction τ1 as
ΣA = Σ1d τ1 ⊗ τ1,
where Σ1d is a prescribed constant. Note that the assumption of a simple active law is
justified by our application (see Chapter 1 for further detail).
Viscoelasticity is modelled by adding two separate contributions, acting on pressure and
shear term, respectively. Therefore, the viscous second Piola-Kirchhoff stress tensor is
defined as
ΣVS := ΣVS,P + ΣVS,S. (6.5)
We can introduce a scalar potential WVS,P such that
ΣVS,P :=
∂WVS,P
∂e˙
, with WVS,P :=
ζ
2
(
tr
(
e˙
))2
Note that we have introduced e˙ := dye · ∂ty = 12
((∇∂ty)T · F + F T · ∇∂ty ). As a
consequence, ΣVS,P reads
ΣVS,P := ζ tr
(
e˙
)
1. (6.6)
Note that the viscous coefficient ζ is also assumed to be large. Moreover, On the contrary,
the second contribution ΣVS,S describes the nonlinear, time-dependent behaviour of the
shear modulus. Here, we consider a generalisation of the Maxwell model, namely a Zener
Model, inspired by Ezziani [2005]. In a rheological representation, we assume that two
elements are in parallel (see Figure 6.1), one composed only by a spring with elastic modulus
E0, and the second one consisting in one dashpot with viscosity µ and elastic modulus
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Figure 6.2 – Focalisation of piezoelectric probes at different foci Ai in depth.
E1. We will define the relaxation time τ1 = µ/E1 and the relaxation modulus ratio
g1 = E1/(Etot), with Etot = E0 + E1. Then, the component ΣVS,S is defined as
ΣVS,S := Etot
∫ t
0
(
1− g1
(
1− e− t−sτ1
))
e˙(s) ds. (6.7)
Note that we can rewrite ΣVS,S as
ΣVS,S = Etot (1− g1) e(t) + Etot g1
∫ t
0
e
− t−s
τ1 e˙ds = ΣV (t) + ΣD(t),
with
ΣV (t) := E0 e(t), Σ
D(t) := E1
∫ t
0
e
− t−s
τ1 e˙ds.
As a consequence, we can introduce a potential W V such that ΣV = ∂W
V
∂e . From the
Duhamel principle, we see that ΣD(t) is solution of the inhomogeneous linear evolution
equation {
∂tΣ
D(t) + τ−11 Σ
D(t) = E1 ∂t e(t),
ΣD(0) = 0.
(6.8)
6.2.2 Boundary conditions
In experiments, shear waves are fully attenuated within a few wavelengths distance, i.e.
some millimetres, due to viscosity, and the region of interest taken into account is of
some centimetres in each direction. As a consequence, we assume homogeneous Dirichlet
boundary conditions on the whole boundary, except for the surface where the piezoelectric
probes are located. We denote this boundary as ΓD,0.
In what follows, we assume that our reference domain is a rectangular slab, and that the
probes Pj occupy a surface ΓN,0 on the upper face of the slab and are equally distributed
at distance d, as shown in Figure 6.2. We model this source term as a high-frequency,
small-amplitude periodic pressure applied normally to the surface of the slab during a
certain pulse time, with focalisation at different foci Ai. Therefore, it reads
t0(ξ, t) =
Nfoci∑
i=1
Nprobes∑
j=1
gi,j(t)pj(ξ) cos
(
ωˆ
√
κ (t− τi,j)
)
F−T · n0 on ΓN,0,
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where pj(ξ) ∈ H
1
2 (ΓN,0) are normalised pressures, representing the action of the probes
Pj , and modelled as smooth functions with compact support, centred in Pj . Furthermore,
gi,j are continuous functions of time with compact support (e.g. a Gaussian profile), and
F−T n0 is the outward normal of the domain Ω(t) written in Lagrangian framework. The
values of the time delays τi,j are computed as
τi,j =
1
c
‖Ai − Pj‖.
Note that the coefficients ωˆ and τi,j represent the parameters to tune to generate shear
waves of satisfying amplitude and achieve a good Signal-to-Noise ratio.
6.2.3 Cascade of approximate problems
First, we introduce the following functional spaces:
X :=
{
v ∈ H1(Ω0) | v = 0 in ΓD,0
}
, W :=
{
V ∈ L2(Ω0,L sym(Rd))
}
,
L :=
{
q ∈ L2(Ω0) |
∫
Ω0
q = 0
}
, M :=
{
q ∈ H1(Ω0) | q ∈ L
}
.
We look for a solution (y,ΣD) ∈ Xadm ×Wadm, with Xadm ⊂ X, Wadm ⊂ W, such that
∀w ∈ Xadm, ∀t ∈ [0, T ],
∫
Ω0
ρ0 ∂
2
t y · w dΩ0 +
∫
Ω0
(
ΣTI + ΣNI + ΣVS,P + ΣV + ΣD + ΣA
)
: dye · w dΩ0 =∫
ΓN,0
t0 · w dS0,
∂tΣ
D(t) + τ−11 Σ
D(t) = E1 ∂t e(t), in Ω0,
y(0) = 0, ∂ty(0) = 0, Σ
D(0) = 0, in Ω0.
(6.9)
From the nonlinear problem (6.9) it is possible to retrieve the equations governing the
pressure and shear propagation in SWE, as we have shown in Chapter 2 and recall in what
follows. To our knowledge, there is no proof of existence and uniqueness of solutions for
this problem. However, it is possible to demonstrate that the energy of the problem is non-
increasing in absence of external source terms, if the problem is set in a space Xadm×Wadm
regular enough.
Energy identity. We assume that a sufficiently smooth solution y of Problem (6.9) exists.
Then, the energy associated with problem (6.9) reads
E = K+ Eint, (6.10)
where
K :=
1
2
∫
Ω0
ρ0
∣∣∂ty∣∣2 dΩ0,
Eint :=
1
2
∫
Ω0
(
WTI +WNI +W V
)
dΩ0 +
1
2
∫
Ω0
E−11 Σ
D(t) : ΣD(t) dΩ0.
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Proposition 6.1. The energy satisfies, for all t ∈ [0, T ] :
d
dt
E = Pext −
∫
Ω0
∂WVS,P
∂e˙
: ∂te dΩ0 −
∫
Ω0
τ−11 E
−1
1 Σ
D : ΣD dΩ0,
with
Pext :=
∫
Ω0
ΣA : ∂te dΩ0 +
∫
ΓN,0
t0 · ∂ty dS0.
Note that from Proposition 6.1 we deduce that, in absence of external source terms, the
energy is non-increasing.
Proof. We consider as test function in the first equation in (6.9) the field w = ∂ty. We
obtain, using Eq. (6.10),
d
dt
K+
1
2
d
dt
∫
Ω0
(
WTI+WNI+W V
)
dΩ0 = P
ext−
∫
Ω0
∂WVS,P
∂e˙
: ∂te dΩ0−
∫
Ω0
ΣD : ∂te dΩ0.
(6.11)
Furthermore, we can rewrite the second equation in (6.9) in the variational formulation,
considering a test function W ∈Wadm, and we retrieve∫
Ω0
E−11 ∂tΣ
D(t) : W dΩ0 +
∫
Ω0
τ−11 E
−1
1 Σ
D : W dΩ0 =
∫
Ω0
∂te : W dΩ0. (6.12)
If we use as test function W = ΣD in Eq. (6.12) and we combine it with Eq. (6.11), we
obtain the result of the proposition.
Preliminaries. The propagation of an elastic wave corresponds to the perturbation of
the dynamics defined by Eq. (6.9) on a small time scale t. Therefore, we can assume
that the elastic wave propagation is decoupled from the heart dynamics, i.e. we can
introduce a slow time scale s associated with the heart deformation and perform a quasi-
static approximation of the underlying non-linear mechanics of the heart deformation.
Then, since the myocardial tissue is quasi-incompressible, we can define two timescales:
one fast, corresponding to the pressure wave propagation, and the scale of the observation,
related to the shear wave propagation. We introduce a small and dimensionless parameter
ε related to the velocity ratio between the two wave velocities. Then, we rescale
κ = ε−2κˆ, ζ = ε−1ζˆ, ω = ε−1ωˆ.
After some considerations issued from asymptotic analysis of the problem (see Chapter 2
for more details), we can assert that, for small t and small ε,
y(ξ, s+ t) ≈ y
0
(ξ, s) + ε2 y
f
(
ξ, t, t/ε
)
+ ε2 y
S
(ξ, t), (6.13)
where y
0
is the solution of the underlying non-linear mechanics, y
f
is a curl-free pressure
wave, accounting for the ARF, and y
S
accounts for the elastic wave propagation. Conse-
quently, we can define a fast time variable τ ∝ t/ε, and a slow time variable t. See Figure
6.3 for a graphical illustration. As a consequence, we assume that ∂ty0 ≈ 0.
Henceforth, we define
e
0
:=
1
2
(
F T
0
· F
0
− 1) = 1
2
(∇ y
0
+∇ yT
0
+∇ yT
0
· ∇ y
0
)
,
e
0
(
v
)
:=
1
2
(
F T
0
· ∇ v +∇ vT · F
0
)
=
1
2
(∇ v +∇ vT +∇ yT
0
· ∇ v +∇ vT · ∇ y
0
)
,
e
S
(
w
)
:=
1
2
(∇T y
S
· ∇w +∇Tw · ∇ y
S
)
,
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Figure 6.3 – Graphical illustration of the three timescales involved in the problem, ac-
counting for the underlying heart mechanics, the shear wave propagation and the pressure
wave propagation.
with F
0
:= 1 +∇ y
0
. Following the approach of Chapter 2, we denote
C
0
:= 1 + 2 e
0
, C
S
:= e
0
(
y
S
)
.
Henceforth, we introduce
C−1
0
= (1 + 2 e
0
)−1, G
S
:= −2C−1
0
· e
0
(
y
S
) · C−1
0
.
We recall here the main results given in Chapter 2, adapted to the specific problem con-
sidered.
The nonlinear problem. The leading term y
0
in the expansion (6.13) satisfies the prob-
lem
Find
(
y
0
(s), p0(s),Σ
D
0
(s)
) ∈ X× L×W s.t. ∀w ∈ X,∀s ∈ [0, T ∗],

∫
Ω0
ρ0 ∂
2
sy0 · w dΩ0 +
∫
Ω0
(
ΣTI
0
+ E0 e
D
0
+ ΣD
0
)
: e
0
(w) dΩ0
+
∫
Ω0
p0 tr
(
C−1
0
· e
0
(w)
)
dΩ0 = −
∫
Ω0
ΣA : e
0
(w) dΩ0,
∂sΣ
D
0
(t) + τ−11 Σ
D
0
(s) = E1 ∂s e0(s), in Ω0
det
(
F T
0
· F
0
)
= 1, in Ω0
(6.14)
Note that p0 represents a Lagrange multiplier to enforce incompressibility.
Pressure field and Acoustic Radiation Force The term y
f
∈ X satisfies ∀t ∈ [0, T ]
y
f
(ξ, t, τ) = g(t)
(
Re
(
yˆ
f
(ξ, t)
)
cos(ωˆ τ) + Im
(
yˆ
f
(ξ, t)
)
sin(ωˆ τ)
)
,
and
divx yˆf = pˆf ,
where pˆf satisfies 
∆ pˆf + α pˆf = 0 in Ω(s),
∇x pˆf · n = 0 on ΓD,s,
pˆf =
α
ρ0 ωˆ2
p on ΓN,s,
(6.15)
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with
α :=
ρ0 ωˆ
2
κˆ− i ωˆ ζˆ ∈ C. (6.16)
Moreover, the pressure field pˆf is responsible for the Acoustic Radiation Force, that corre-
sponds to a source term for the shear wave field y
S
, and it reads
s(t, w) = − ζˆ ωˆ
2
∫
Ω(s)
Im
(
pˆf ∇xpˆf
)
· w dΩ− ρ0 ωˆ
2
2|α|2
∫
ΓN (t)
(
Re
(
pˆf Hx
(
pˆf
)) · n) · w dΓ
+
1
4|α|2
∫
ΓN (t)
(
ρ0 ωˆ
2|∇xpˆf |2 − κˆ |α|2 |pˆf |2
)
w · n dΓ,
(6.17)
with H
x
(
pˆf
)
the Hessian matrix of pˆf .
Equation of elastic wave propagation The second corrector y
S
corresponds to the
elastic wave propagating in the medium. The problem satisfied by this field reads
Find
(
y
S
, pS , US
) ∈ X×M×W s.t. ∀ (w, q,W ) ∈ X×M×W, ∀ t ∈ [0, T ],

m(∂2t yS , w) + a(yS , w) + b(pS , w)− d(w,US) = s(t, w),
b(q, y
S
) = g(q) + α c(pS , q),
mU (∂tUS ,W ) +mτ (US ,W ) + d(∂tyS ,W ) = 0,
(6.18)
with yS
∣∣∣
ΓD,s
= 0,
y
S
(0) = 0, ∂tyS(0) = 0, US(0) = 0,
we have defined, ∀(v, w) ∈ X× X, ∀(V ,W ) ∈W×W, ∀(p, q) ∈M×M,
m(v, w) =
∫
Ω0
ρ0 v · w dΩ0,
a(v, w) =
∫
Ω0
(
ΣTI
S
+ E0 e0(v)
)
: e
0
(w) dΩ0
+
∫
Ω0
(
ΣTI
0
+ E0 e0 + Σ
A + p0C
−1
0
)
: e
S
(w) dΩ0
− 2
∫
Ω0
p0C
−1
0
· e
0
(v) : C−1
0
· e
0
(w) dΩ0,
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b(q, w) =
∫
Ω0
C−1
0
: e
0
(w) q dΩ0,
g(q) =
1
κˆ
∫
Ω0
p0 q dΩ0,
c(p, q) =
∫
Ω0
∇ p · ∇ q dΩ0,
mU (V ,W ) = E
−1
1
∫
Ω0
V : W dΩ0,
mτ (V ,W ) = τ
−1
1 E
−1
1
∫
Ω0
V : W dΩ0 = τ
−1
1 mU (V ,W ),
d(w,W ) =
∫
Ω0
W : e
0
(w) dΩ0.
Furthermore, pS is a Lagrange multiplier enforcing incompressibility, and s(t, w) is the
non-linear source term depending on pˆf introduced before. We emphasize that the term
s(t, w) in Eq. (6.17) is written in deformed configuration for the sake of clarity (since some
expressions are drastically simplified in deformed configuration), but the problem is solved
in reference configuration.
Note also that ΣTI
0
and ΣTI
S
are obtained by linearisation of the tensor ΣTI around y
0
:
ΣTI(y) ≈ ΣTI(y
0
) + ε2
∂Σ
∂y
TI
(y
0
) : e
0
(y
S
),
and
ΣTI
0
:= ΣTI(y
0
), ΣTI
S
:=
∂Σ
∂y
TI
(y
0
) : e
0
(y
S
).
Furthermore, from Eq. (6.18) we can see that the solution has a prescribed divergence,
and incompressibility is imposed by penalisation, with a parameter α (see Chapter 4 for
further detail).
6.3 Discretisation in space
For spatial discretisation, we introduce the finite-dimensional spaces
Xh ⊂ X, Mh ⊂M and Wh ⊂W,
obtained by standard finite element approximation of the spaces X, M, W, respectively. For
the sake of simplicity, we denote Ω ≡ Ω(s) and ΓN ≡ ΓN,s in what follows. We consider here
a general framework of finite element approximation with high-order Spectral Elements as
proposed by Cohen [2001]. We take a quasi-uniform triangulation K of Ω composed of
quadrangle or hexahedra such that
K =
N⋃
i=1
K¯i, Ki ∩Kj = ∅ ∀i 6= j.
We denote the reference element Kˆ = [0, 1]d, d = 2, 3, and the bijective maps φ
i
∈ Q1(Kˆ)d
such that
∀i ∈ {1, 2, .., N}, φ
i
(Kˆ) = Ki,
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and we define the Jacobian matrix F
i
= ∇φ
i
and the Jacobian Ji = detF i. We also define
a triangulation F of ΓN composed of elements of dimension d− 1 such that
F =
NF⋃
i=1
F¯i.
The space discretisation associated with Eq. (6.18) reads
given (y
0,h
, p0,h,Σ
D
0
) ∈ Xh ×Mh ×Wh and pˆf,h ∈Mh, find
(
y
h
, ph, Uh
) ∈ Xh ×Mh ×Wh
such that
∀wh ∈ Xh, ∀ qh ∈Mh,∀W h ∈Wh
mh(∂
2
t yh, wh) + ah(yh, wh) + bh(ph, wh)− dh(wh, Uh) = sh(t, wh),
bh(qh, yh) = gh(qh) + α ch(ph, qh),
mU,h(∂tUh,W h) +mτ,h(Uh,W h) + dh(∂tyh,W h) = 0,
(6.19)
with
y
h
(0) = 0, ∂tyh(0) = 0, Uh(0) = 0,
and we have approximated
m(y
h
, wh) ≈ mh(yh, wh) =
∑
Kˆi∈Kˆ
∮ Q
Kˆi
ρ0 yh · wh dKˆi,
a(y
h
, wh) ≈ ah(yh, wh) =
∑
Kˆi∈Kˆ
∮ Q
Kˆi
(
ΣTI
S
+ E0 e0(yh)
)
: e
0
(wh) dKˆi
+
∑
Kˆi∈Kˆ
∮ Q
Kˆi
(
ΣTI
0
+ E0 e0 + Σ
A + p0C
−1
0
)
: e
S
(wh) dKˆi
− 2
∑
Kˆi∈Kˆ
∮ Q
Kˆi
p0C
−1
0
· e
0
(y
h
) : C−1
0
· e
0
(wh) dKˆi,
b(qh, wh) ≈ bh(qh, wh) =
∑
Kˆi∈Kˆ
∮ Q
Kˆi
C−1
0
: e
0
(wh) qh dKˆi,
g(qh) ≈ gh(qh) = 1
κˆ
∑
Kˆi∈Kˆ
∮ Q
Kˆi
p0,h qh dKˆi,
c(ph, qh) ≈ ch(ph, qh) =
∑
Kˆi∈Kˆ
∮ Q
Kˆi
∇ ph · ∇ qh dKˆi,
mU (Uh,W h) ≈ mU,h(Uh,W h) = E−11
∑
Kˆi∈Kˆ
∮ Q
Kˆi
U
h
: W
h
dKˆi,
mτ (Uh,W h) ≈ mτ,h(Uh,W h) = τ−11 E−11
∑
Kˆi∈Kˆ
∮ Q
Kˆi
U
h
: W
h
dKˆi,
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and
d(U
h
, wh) ≈ dh(Uh, wh) =
∑
Ki∈K
∮ Q
Ki
divx
(
U
h
) · wh dKi,
s(t, wh) ≈ sh(t, wh) = −
ζˆ ωˆ
2
∑
Ki∈K
∮ Q
Ki
Im
(
pˆf,h∇xpˆf,h
)
· wh dKi
− ρ0 ωˆ
2
2|α|2
∑
Fi∈F
∮ Q
Fi
(
Re
(
pˆf,hHx
(
pˆf,h
)) · n) · wh dFi
+
1
4|α|2
∑
Fi∈F
∮ Q
Fi
(
ρ0 ωˆ
2|∇xpˆf,h|2 − κˆ |α|2 |pˆf,h|2
)
wh · n dFi.
Note that we have identified, for simplicity of notation,
e
0
≡ 1
2
(
∇ y
0,h
+∇ yT
0,h
+∇ yT
0,h
· ∇ y
0,h
)
, C
0
≡ 1 + 2 e
0,h
,
ΣTI
0
≡ ΣTI(y
0,h
), ΣTI
S
≡ ∂Σ
∂y
TI
(y
0,h
) : e
0
(y
h
).
The symbol
∮ Q
stands for the evaluation of the integral by quadrature rule.
Let r ≥ 1, d = 3. We define the space of approximation
Xh =
{
wh ∈ C0(Ω)3 s.t. wh|Ki ◦ φi ∈ Qr(Kˆ)3 ∀i ∈ {1, 2, .., N}
}
,
where
Qr(Kˆ) =
{
p(ξ) =
r∑
l=0
r∑
m=0
r∑
n=0
al,m,n ξ
l
1 ξ
m
2 ξ
n
3 , al,m,n ∈ R
}
.
The basis functions of Xh are defined from the basis functions of Qr(Kˆ). We choose for
Qr(Kˆ) the classical Lagrange basis functions (ϕˆl,m,n)l,m,n∈{1,2,..,r+1}, that satisfy
ϕˆl,m,n
(
ξˆ
p,q,s
)
= δlp δmq δns,
where the points
ξˆ
p,q,s
=
(
ξ
p
, ξ
q
, ξ
s
)
, p ∈ {1, 2, .., r + 1}, q ∈ {1, 2, .., r + 1}, s ∈ {1, 2, .., r + 1},
are the Legendre-Gauss-Lobatto quadrature points defined on Kˆ (ξ
p
, ξ
q
, ξ
s
correspond to
the zeros of the derivatives of the Legendre polynomials on ]0, 1[ plus the extrema 0 and
1), and δlp is the Kronecker symbol.
Now, since the functions wh in Xh satisfy the condition wh|Ki ◦φi ∈ Qr(Kˆ), we can assert
that, for all basis functions ϕj ∈ Xh, there exists a basis function ϕˆp,q,s ∈ Qr(Kˆ) such that
ϕj |Ki ◦ φi = ϕˆp,q,s, ∀Ki ⊂ supp(ϕj).
Note that the scalar Degrees Of Freedom (DOFs) for (yh,i)i=1,2,3 correspond to the com-
ponents of yh,i in the basis defined by the images by φi of the interpolation points ξˆp,q,s.
We highlight that, in order to obtain mass-lumping, the quadrature points for the eval-
uation of the form mh(·, ·) must coincide with the interpolation points. Furthermore,
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sufficient accuracy is achieved if such points correspond in the reference elements to the
Gauss-Lobatto points of order r. Consequently, we obtain (r+1)3 quadrature/interpolation
points in each reference element. We choose the same quadrature for ah(·, ·), in order to
obtain sufficient accuracy on non-distorted mesh (see Durufle et al. [2009] for further read-
ing). Then, we consider
Mh =
{
qh ∈ C0(Ω) s.t. qh|Ki ◦ φi ∈ Qr−1(Kˆ) ∀i ∈ {1, 2, .., N}
}
.
By definition, Mh is constructed using continuous finite elements in a lower finite element
space. This definition ensures that a discrete inf-sup condition is satisfied (see Boffi et al.
[2013]).
Finally, we define
Wh =
{
W
h
∈ C0(Ω)3×3 s.t. W
h
∣∣∣
Ki
◦ φ
i
∈ Qr(Kˆ)3×3 ∀i ∈ {1, 2, .., N}
}
,
For the sake of simplicity, we introduce BN1 = {ωi | i = 1, 2, .., N1}, with N1 = dimXh,
basis functions of Xh. Analogously, we define BN2 = {φi | i = 1, 2, .., N2} and BN3 =
{ψ
i
| i = 1, 2, .., N3}, basis functions of Mh and Wh, respectively, with N2 = dimMh,
N3 = dimWh. We define Yh = (Yh,1, Yh,2, .., Yh,N1), Ph = (Ph,1, Ph,2, .., Ph,N2) and Uh =
(Uh,1, Uh,2, .., Uh,N3) coordinates of yh, ph and Uh on these bases. Then, we can define the
matrices
(My)i,j := mh(ωi, ωj), i, j ∈ {1, 2, N1},
(Ah)i,j := ah(ωi, ωj), i, j ∈ {1, 2, N1},
(Bh)i,j := bh(φi, ωj), i ∈ {1, 2, N2}, j ∈ {1, 2, N1},
(Dh)i,j := dh(ψ
i
, ωj), i ∈ {1, 2, N3}, j ∈ {1, 2, N1},
(MU )i,j := mU,h(ψ
i
, ψ
j
), i, j ∈ {1, 2, N3},
(Mτ )i,j := mτ,h(ψ
i
, ψ
j
), i, j ∈ {1, 2, N3},
(Kh)i,j := bh(φi, φj), i, j ∈ {1, 2, N2}
(Gh)i := gh(φi), i ∈ {1, 2, N2},
(Sh)i := sh(t, ωi), i ∈ {1, 2, N1}.
The semi-discrete formulation (6.19) reads, in matrix form,
My Y¨h +Ah Yh +B
T
h Ph −Dh Uh = Sh,
MU U˙h +MτUh = Dh Y˙h,
Bh Yh = αKh Ph +Gh,
(6.20)
with
Yh(t = 0) = 0, Y˙h(t = 0) = 0, Uh(0) = 0.
6.4 Discretisation in time
Soft media, such as the myocardial tissue, are quasi-incompressible. Therefore, a total
explicit discretisation in time is not efficient, since the CFL stability condition is highly
affected by the enforcement of incompressibility. On the other hand, a total implicit
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time discretisation would also be unsuitable, since the matrix to invert would have size(
3×Ndof
)2, too large to be efficiently computed.
In order to solve this problem, we have developed in Chapter 4 a numerical scheme that
carefully takes into account the intrinsic properties of the wave equation. In more detail,
only the terms corresponding to “informations” travelling at infinite velocity (i.e. the in-
compressibility constraint) are treated implicitly, by solving a Poisson problem. Therefore,
if effective methods for explicit time- discretisation are used, our algorithm requires at each
iteration one resolution of a scalar Poisson problem and few matrix-vector multiplications
for the explicit methods. Note that we choose here only finite difference scheme. In more
detail, we adopt centred finite difference schemes, in order to preserve energy conservation
in the discrete framework.
We consider a time interval [0, T ], T > 0, and introduce a time discretisation tn = n∆ t,
n ∈ {0, 1, .., N}, with ∆ t = T/N . Then, the fully discrete scheme corresponding to Eq.
(6.20) reads 
My
Y n+1h − 2Y nh + Y n−1h
∆ t2
+Ah Y
n
h +B
T
h P
n
h −Dh Unh = Snh ,
Bh Y
n
h = α∆t
2Kh P
n
h +Gh,
MU
Un+1h − Unh
∆ t
+Mτ
Un+1h + U
n
h
2
+DTh
Y n+1h − Y nh
∆ t
= 0,
(6.21)
with {Y nh ∈ Xh}, {Pnh ∈Mh}, {Un ∈Wh} for n ∈ {1, .., N}, and (Y 0h , P 0h , U0h) given. Note
that here, for consistency reasons, we have rescaled the penalisation parameter by ∆t2 and
assume that α is independent of ∆t. Note that Gh has no time evolution, since this term
depends on the field p0, that is independent of t. Note that the scalar field Pnh is computed
at each time step as
Pnh =
K−1h Bh
α∆ t2
Y nh −Gh. (6.22)
Using Eq. (6.22), we can reformulate the first equation in (6.21) as
My
Y n+1h − 2Y nh + Y n−1h
∆ t2
+A∗h Y
n
h −Dh Unh = Snh +BTh Gh,
with
A∗h = Ah +
BThK
−1
h Bh
α∆ t2
.
Note that the first and second equations in (6.21) are centred at time step tn, while the
third one is centred at tn+
1
2 .
6.4.1 Stability analysis
The objective of this section is to retrieve a uniform estimate of the discrete energy asso-
ciated with Eq. (6.21). For the sake of simplicity, we consider that
Snh +B
T
h Gh = 0, ∀n ≥ 0.
The discrete energy at time n+ 12 reads
En+
1
2 = E
n+ 1
2
k −
∆t2
4
E
n+ 1
2
kp + E
n+ 1
2
p + E
n+ 1
2
U +
∆ t2
4
Cn+
1
2 , (6.23)
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with
E
n+ 1
2
k :=
1
2
(
Y n+1h − Y nh
∆ t
)T
My
Y n+1h − Y nh
∆ t
, (6.24)
E
n+ 1
2
kp :=
1
2
(
Y n+1h − Y nh
∆ t
)T
A∗h
Y n+1h − Y nh
∆ t
, (6.25)
E
n+ 1
2
p :=
1
2
(
Y n+1h + Y
n
h
2
)T
A∗h
Y n+1h + Y
n
h
2
, (6.26)
E
n+ 1
2
U :=
1
4
(∥∥Un+1h ∥∥2MU + ‖Unh ‖2MU
)
, (6.27)
Cn+
1
2 :=
1
2
(
Un+1h − Unh
∆ t
)T
DTh
Y n+1h − Y nh
∆ t
. (6.28)
Proposition 6.2. Let us define the following dissipative term:
DnU :=
1
4
∥∥∥∥∥Un+1h + Unh2
∥∥∥∥∥
2
Mτ
+
1
4
∥∥∥∥∥Unh + Un−1h2
∥∥∥∥∥
2
Mτ
. (6.29)
Then, the discrete energy En+
1
2 satisfies
En+
1
2 − En− 12
∆t
= −DnU ≤ 0.
Therefore, the energy associated with Eq. (6.21) is decreasing.
Proof. First, let us multiply the first equation in (6.21) by
Y n+1h − Y n−1h
2 ∆t
. We obtain, using
Eqs. (6.24) and (6.26),
1
∆t
(
E
n+ 1
2
k − E
n− 1
2
k + E
n+ 1
2
p − En−
1
2
p − ∆t
2
4
E
n+ 1
2
kp +
∆t2
4
E
n− 1
2
kp
)
−
(
Y n+1h − Y n−1h
2 ∆t
)T
DThU
n
h = 0.
(6.30)
Now, let us multiply the third equation in (6.21) by
Un+1h + U
n
h
2
. We get
1
2 ∆t
(
(Un+1h )
T MU U
n+1
h − (Unh )T MU Unh
)
+
(
Un+1h + U
n
h
2
)T
Mτ
Un+1h + U
n
h
2
+
(
Un+1h + U
n
h
2
)T
DTh
Y n+1h − Y nh
∆t
= 0.
(6.31)
We now average Eq. (6.31) between the two time instants tn+
1
2 and tn−
1
2 . We can write
1
4 ∆t
(
(Un+1h )
T MU U
n+1
h − (Un−1h )T MU Un−1h
)
+
1
2
(
Un+1h + U
n
h
2
)T
Mτ
Un+1h + U
n
h
2
+
1
2
(
Unh + U
n−1
h
2
)T
Mτ
Unh + U
n−1
h
2
+ ∆t
(
Un+1h − Unh
2∆t
)T
DTh
Y n+1h − Y nh
2∆t
−∆t
(
Unh − Un−1h
2∆t
)T
DTh
Y nh − Y n−1h
2∆t
+
(
Unh
)T
DTh
Y n+1h − Y n−1h
2∆t
= 0.
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Consequently, we can rewrite, using Eqs. (6.27) and (6.28),
− (Unh )T DTh Y n+1h − Y n−1h2∆t = 1∆t(En+ 12U − En− 12U )+DnU + 1∆t(Cn+ 12 − Cn− 12 ). (6.32)
By injecting Eq. (6.32) in Eq. (6.30), and taking into account the definition of En+
1
2 , we
obtain the desired result.
It now remains to prove the positivity of discrete energy En+
1
2 .
Proposition 6.3. A sufficient condition for the stability of the scheme (6.21) in L2(Ω) is
∆t2
4
sup
Yh 6=0
4αY Th Rh Yh
4αY Th My Yh − Y Th QhYh
≤ 1, (6.33)
with
Rh := Ah +DhM
−1
U D
T
h , Qh := B
T
hK
−1
h Bh. (6.34)
Proof. Let us first note that∥∥Un+1h ∥∥2MU + ‖Unh ‖2MU = 12(∥∥Un+1h + Unh ∥∥2MU + ∥∥Un+1h − Unh ∥∥2MU).
We rewrite the definition of En+
1
2 as
En+
1
2 = E
n+ 1
2
1 + E
n+ 1
2
2 ,
with
E
n+ 1
2
1 =
1
4
∥∥Un+1h + Unh ∥∥2MU +
(
Y n+1h + Y
n
h
2
)T
A∗h
Y n+1h + Y
n
h
2
,
E
n+ 1
2
2 =
(
Y n+1h − Y nh
∆t
)T(
My − ∆t
2
4
A∗h
) Y n+1h − Y nh
∆t
+
∆t2
4
∥∥∥∥∥Un+1h − Unh∆t
∥∥∥∥∥
2
MU
+
∆t2
2
(
Un+1h − Unh
∆t
)T
DTh
Y n+1h − Y nh
∆t
.
Since En+
1
2
1 ≥ 0 , we need to find the sufficient condition that ensures E
n+ 1
2
2 ≥ 0, in order
to infer stability.
Note that, from the Cauchy-Schwarz and triangular inequality, we have∣∣∣∣∣
(
Un+1h − Unh
∆t
)T
M
1
2
UM
− 1
2
U D
T
h
Y n+1h − Y nh
∆t
∣∣∣∣∣ ≤ 12
(
Un+1h − Unh
∆t
)T
MU
Un+1h − Unh
∆t
+
1
2
(
Y n+1h − Y nh
∆t
)T
DhM
−1
U D
T
h
Y n+1h − Y nh
∆t
.
Consequently, we get
E
n+ 1
2
2 ≥
(
Y n+1h − Y nh
∆t
)T(
My − ∆t
2
4
A∗h
)Y n+1h − Y nh
∆t
−∆t
2
4
(
Y n+1h − Y nh
∆t
)T
DhM
−1
U D
T
h
Y n+1h − Y nh
∆t
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Epicardium
Endocardium
US probe
Figure 6.4 – Graphical illustration of the region of interest.
Finally, we need to satisfy
Y Th My Yh −
∆t2
4
Y Th (A
∗
h +DhM
−1
U D
T
h )Yh ≥ 0, ∀Yh ∈ Xh.
By definition of A∗h, this corresponds to verify
Y Th My Yh −
∆t2
4
Y Th (Ah +DhM
−1
U D
T
h )Yh −
1
4α
Y Th QhYh ≥ 0, ∀Yh ∈ Xh, (6.35)
with Qh defined as in Eq. (6.34). Therefore, taking into account Eq. (6.34), Eq. (6.35)
can be rewritten as
∆t2
4
sup
Yh 6=0
4αY Th Rh yh
4αY Th My Yh − Y Th QhYh
≤ 1,
thus concluding the proof.
6.5 Perspective results
In the perspective of an application to elastography imaging of myocardial tissue by means
of ARF-based SWE, we need to consider three-dimensional simulation of elastic wave prop-
agation in an heterogeneous, anisotropic, viscoelastic, nearly-incompressible, pre-stressed
medium, as proposed in Section 6.2.1.
Physical parameters. The geometry of the domain to be considered is a parallelepiped of
length 0.04 m in x and y directions, and 0.02 m in z direction. This configuration represents
an approximation of a region of interest in the left myocardium, selected at the middle
ventricular level, see Figure 6.4 for a graphical illustration. Furthermore, the orientation
of τ1 is in the xy-plane, and it varies linearly along the direction z from −60◦ w.r.t. the
x-axis at the bottom of the domain (z = 0) to +60◦ at the top of the domain (z = L).
The resulting medium is highly heterogeneous. Density is set equal to ρ = 1050 kg m−1.
The coefficients in Eqs. (6.3), (6.4) and (6.6) read κ1 = 80 kPa, κ2 = 2, κ3 = 170 kPa,
κ4 = 2.5, κ5 = 80 Pa, κ = 10 MPa and µ = 80 kPa.
Two different expressions of the source term will be used: one is the exact expression
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of the Acoustic Radiation Force, obtained in Chapter 2, whereas the other expression is
represented by the volumic body force used in standard modeling of SWE [Nightingale
et al., 2002; Palmeri et al., 2005]. This source term consists is an approximation of the
term s(t, w) by standard Gaussian profile in space multiplied by a Gaussian profile in time.
In particular, it reads
f(x, y, z, t) := Amax exp
−
(
(x−xF )2
σ2x
+
(y−yF )2
σ2y
+
(z−zF )2
σ2z
)
· exp−
(t−tpulse)2
σ2t , (6.36)
with centre (xF , yF , zF ) = (0., 0., 0.02) m, covariance (σ2x, σ2y , σ2z) = (4e−4, 4e−4, 1e−1) m,
σ2t = 5e− 5 s and mean tpulse = 1.25e− 4 s. The coefficient Amax is a maximal amplitude,
and it is derived from the expression [Nightingale et al., 2002]
Amax =
2α I
vp
, (6.37)
with absorption coefficient α = 0.4 dB/cm/MHz, time-averaged acoustic intensity I =
1500 W/cm2 and longitudinal wave speed vp = 1540 m/s.
Numerical parameters. High-order Spectral Finite Elements of order R for the displace-
ment and R − 1 for the pressure will be used for space discretisation. The computational
grid is composed of N uniform elements of size h = 1/N in each direction. We will adopt
the time discretisation introduced in scheme (6.21) with penalisation coefficient α = 1/3ρ
and we choose the time step as
∆t2 ≤ (1− ε) 4 ρ ‖Ah‖−1 4αρ− 1
4αρ
,
with ε ∈ (0, 1), to account for the fact that the expression above is an approximation of
the CFL condition when quadrature formulae are used. For each iteration of the scheme,
the Poisson problem for the scalar pressure field (6.22) is computed by means of our in-
house fast solver based on high-order Fourier Transform (see Chapter 7). This is possible
since, due to incompressibility, the problem for the pressure wave remains homogeneous,
although the medium is heterogeneous. Consequently, the time step used in the explicit
time discretisation is only limited by the shear wave velocity.
6.6 Discussions and conclusions
One of the end-objectives of this ongoing work is to simulate an SWE experiment in re-
alistic conditions. Moreover, we aim at using the exact term accounting for the ARF, in
order to analyse the effect of the approximation of this source term by the volumic body
force that is usually implemented in the literature [Nightingale et al., 2002; Palmeri et al.,
2005].
In addition, we aim at considering the effect of more complex viscous laws in the propaga-
tion of shear waves. In this chapter, we have considered a Zener model, but other choices
could be envisaged. We also emphasize that a further complexity is represented by the
assumption of a prestressed medium (i.e. y
0
6= 0).
Another aspect concerns the boundary conditions. Due to the full attenuation of shear
waves in a few millimetres, it is reasonable to consider a small region of interest. The
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simplest choice is to consider transparent boundary conditions everywhere except for the
surface where the probes are positioned. However, it would be of interest to use Perfectly
Matched Layers (PML) [Berenger, 1994]. These techniques have proven to be efficient in
the treatment of wave propagation in anisotropic acoustic media [Demaldent and Imperi-
ale, 2013; Fliss and Joly, 2012] and in elastic materials [Bécache et al., 2003; Chew and
Liu, 1996], but they need to be extended to incompressible elasticity. The main challenge
consists in the adequate treatment of the large ratio between the shear wave and pressure
wave velocity. However, the proper definition of the specific configuration of the domain
(e.g. geometry, heterogeneity, viscosity) and the mathematical analysis of the obtained
equations are key-steps to define adapted and stable variants of these techniques.
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CHAPTER 7
High-order Discrete Fourier Transform for the reso-
lution of the Poisson equation
Summary
The aim of this chapter is to show a novel, fast, matrix-free solver for the Poisson
problem discretised with high-order Spectral Element Methods (HO-SEM). This
method is based on the use of Discrete Fourier Transform to rewrite the problem
as the inversion of the symbol of the operator in frequency space. When first-
order FE elements are adopted, the symbol is scalar, and the solution is retrieved
by Fast Fourier Transform (FFT). If HO-SEM are adopted, the inversion of the
symbol can be very costly, and efficient implementation is required. The solver
proposed is endowed with several properties. First, it preserves the efficiency of
standard FFT algorithm; then, the matrix storing is minimised; a pseudo-explicit
Singular Value Decomposition (SVD) is used for inversion of the symbol; finally, it
can be easily extended to multiple dimensions and non-periodic boundary conditions.
In particular, due to the underlying HO-SEM discretisation, the multi-dimensional
symbol of the operator can be efficiently computed from the one-dimensional symbol
by tensorisation. Dirichlet or Neumann boundary conditions can be treated by
performing a periodic, symmetric extension of the source term, odd for Dirichlet and
even for Neumann boundary conditions. However, due to symmetry properties of the
extended source term and intrinsic properties of the DFT, we are able to restrict most
computations to the frequencies associated with the original (not extended) source
term, preserving the efficiency of the algorithm. This chapter is in the form of a
paper – coauthored by F. Caforio and S. Imperiale – already submitted for publication
in an international journal.
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7.1. Introduction
7.1 Introduction
The objective of this work is to provide a matrix-free, high-order, fast method to solve
the Poisson partial differential equation (PDE) in bounded domains. This topic has al-
ready been largely addressed in the literature (see [Van Loan, 1992; Gustafsson, 2011] or
more recently [Lyon and Bruno, 2010; Amlani and Bruno, 2016]). However, to our best
knowledge, there is no efficient algorithm that is adequate for the specific applications we
target. In more detail, we require a fast method that is compatible (in a sense that will be
specified in what follows) with high-order Finite Element (FE) discretisations. The main
application is the treatment of the incompressibility condition for transient elastodynamic
or Navier-Stokes PDEs (see [Guermond and Quartapelle, 1998; Guermond et al., 2006]). In
these PDEs, although parameters may be heterogeneous and/or anisotropic, the treatment
of the incompressibility constraint is reduced to the resolution of a Poisson equation for a
scalar unknown, i.e. the pressure, thanks to penalisation techniques.
Advanced methods involve the resolution of these PDEs (Stokes or elastodynamics) with
high-order FE methods, and it can be shown (see [Guermond and Quartapelle, 1998]) that
the pressure must be solved in an suitable High-Order (HO) FE space, in order to satisfy a
stability condition, namely the inf-sup condition, also known as Ladyzhenskaya-Babuˇska-
Brezzi (LBB) condition (we refer to [Brezzi and Fortin, 2012; Brezzi and Falk, 1991] for
further details).
A well-known FE method for Stokes flow and transient elastodynamic problems is the
so-called Spectral Element Method (SEM) (see [Maday and Patera, 1989] for Stokes equa-
tion, [Komatitsch and Vilotte, 1998] for seismic wave equations and [Cohen and Fauqueux,
2005] for elastodynamics). Two main assets of this type of FE methods are the optimal
rate of convergence achieved and mass-lumping. Therefore, they represent a privileged
choice for explicit discretisation of transient problems. Furthermore, they are constructed
in one-dimension from Lagrangian basis functions supported on Gauss-Lobatto points, and
their extension to two- and three-dimensions is straightforward, since it is based on ten-
sorisation.
Due to the aforementioned inf-sup condition, the choice of space discretisation for the main
unknown restricts the choice for the auxiliary variable, i.e. the pressure. In more detail,
it is shown in [Brezzi and Falk, 1991] that if R-order continuous SEM are used for the
main unknown, and a regular rectangular mesh is considered, it is possible to use R − 1
continuous SEM for the pressure, still keeping the optimal order of convergence, and the
inf-sup constant does not depend on the size of the mesh. Note, however, that [Ainsworth
and Coggins, 2002] have provided numerical evidence that the inf-sup constant decays as
the order of polynomials increases. We also refer to [Pena, 2009] for a numerical analysis
concerning different choices for the pressure space.
Hexahedral finite elements represent a suitable framework for the very specific applications
we are interested in, namely the local propagation of elastographic waves in soft biological
tissues ([Bercoff et al., 2004; Palmeri et al., 2005; Caenen et al., 2018]). In fact, in this con-
figuration the propagation medium can be assumed to be unbounded, and computations
are restricted to a cube, that can be locally discretised with regular hexahedral meshes.
In this work we construct a fast, matrix-free solver for the Poisson problem discretised with
HO-SEM on uniform meshes. The main peculiarity of this method is that it corresponds
to the explicit computation of the inverse of the discrete Laplace operator (computed with
HO-SEM), hence accuracy and convergence properties of the solver are directly inherited
from those of the SEM.
The proposed method relies on the use of the Fast Fourier Transform (FFT), to reduce the
problem in the inversion of the – frequency-dependent – symbol of the operator. When
241
Chapter 7. HO-DFT for the resolution of the Poisson equation
first-order finite elements are adopted, the symbol is scalar, its inversion is trivial and
the solution is recovered using inverse FFT (this is the classical fast method presented in
many textbooks, see for instance [Gustafsson, 2011; Iserles, 2009]). When high-order FE
are used, the symbol is no-longer scalar, and its inversion is no longer trivial. The defini-
tion of this symbol has been first introduced in ([Cohen, 2001; Ainsworth, 2004]) for the
discrete analysis of wave propagation phenomena in periodic domains but, surprisingly, it
has never been used as an actual solver for the Poisson equation. The solver we construct
has the following algorithmic properties: first, it preserves the efficiency of standard FFT
algorithm; then, it minimises matrix storage; a pseudo-explicit Singular Value Decompo-
sition (SVD) is used for inversion of the symbols; finally, it is extended to the treatment
of Neumann and Dirichlet boundary conditions.
This paper is organised as follows. Section 7.2.1 contains the main features of the Poisson-
like partial differential equation that we aim to solve and its numerical approximation by
standard Spectral Element Methods. Then, in Section 7.2.2 a well-known method based
on FFT is presented for the resolution of the problem when linear polynomials are adopted
for space approximation and periodic conditions are imposed at the boundaries. In Section
7.3 a novel, efficient method for the resolution of the problem with high-order space ap-
proximation and periodic boundary conditions (BCs) is described. This method is derived
as a generalisation of the aforementioned algorithm associated with linear interpolation.
This section also contains further details on the practical implementation of the method.
Sections 7.3.2 and 7.4 are devoted to the generalisation to other BCs, e.g. Dirichlet and
Neumann, and the extension to multiple dimensions, respectively. Numerical results are
shown in Section 7.5, along with some remarks on the complexity of the solver – which is
shown to be in O(Rd+1Nd logN) in dimension d – and its parallelisability.
7.2 Statement of the problem and standard results
7.2.1 Variational formulation for the Poisson problem
Let us consider a generalisation of the Poisson equation in Ω ⊂ Rd
ρ u−∆u = f, (7.1)
with u and f scalar functions, and ρ ∈ C is a constant. We do not specify the conditions
imposed on the boundary of Ω for the moment. Given an admissible subspace V ⊂ H1(Ω),
we want to solve the following variational formulation related to Eq. (7.1):
Find u ∈ V such that
ρm(u, v) + a(u, v) = `(v), ∀v ∈ V, (7.2)
where
m(u, v) =
∫
Ω
u v dΩ, a(u, v) =
∫
Ω
∇u · ∇v dΩ, `(v) =
∫
Ω
f v dΩ. (7.3)
By definition, a : V×V→ C is a bilinear form (i.e. linear and continuous in each variable),
while ` : V→ C is a linear form (i.e. linear and continuous) by hypothesis.
For the discretisation in space, we introduce a finite-dimensional subspace Vh ⊂ V, ac-
cording to standard continuous Galerkin methods. We denote by N the dimension of this
space. The discrete problem reads
Find uh ∈ Vh such that
ρmh(uh, vh) + ah(uh, vh) = `h(vh), ∀ vh ∈ Vh, (7.4)
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where
mh(uh, vh) =
∫ Q
Ω
uh vh dΩ, ah(uh, vh) =
∫ Q
Ω
∇uh · ∇vh dΩ, `h(fh, vh) =
∫ Q
Ω
fh vh dΩ.
(7.5)
Note that the superscriptQ on the integral signs denotes integral approximation by quadra-
ture rule. We recall that in one-dimension, given a function f , an (RQ+1)−points quadra-
ture rule is based on the definition of a suitable set of points
{
ηk
}RQ
k=0
in [0, 1] and weights{
ωk
}RQ
k=0
such that ∫
[0,h]
f(x) dx ≈
∫ Q
[0,h]
f(x) dx := h
RQ∑
k=0
f(ηk h)ωk. (7.6)
We recall that if Gauss-Lobatto nodes are used (i.e. the end-points of the integration
interval are included in the set of quadrature points), this formula is exact for polynomials
up to degree 2RQ− 1, and RQ integration points (see for instance [Quarteroni et al., 2010]
for more details). For the sake of simplicity, we assume that there exists fh ∈ Vh such
that `h(vh) = mh(fh, vh). Standard Galerkin methods are based on the decomposition of
the discrete solution uh, the test function vh and the source term fh on basis functions{
ϕj
}N
j=0
. They can be rewritten, in one-dimension for example, as
uh(x) =
N∑
j=0
ujϕj(x), vh(x) =
N∑
j=0
vjϕj(x), fh(x) =
N∑
j=0
fjϕj(x). (7.7)
The discrete problem then reads
V ∗(ρM +A)U = V ∗MF, (7.8)
where U, V ∈ CN , F ∈ CN are defined as
U =
(
u0, u1, .., uN−1
)T
, V =
(
v0, v1, .., vN−1
)T
, F =
(
f0, f1, .., fN−1
)T
,
and M, A ∈MN (C) read
Mi j =
∫ Q
Ω
ϕi ϕj dΩ, Ai j =
∫ Q
Ω
∇ϕi · ∇ϕj dΩ.
Note that the symbol (·)∗ denotes transpose conjugate. Matrices M and A are commonly
called mass and stiffness matrix, respectively. If an adequate Vh is chosen for discretisation,
the matrix ρM +K is invertible and, in practice, the discrete solution U is retrieved as
U = (ρM +A)−1MF. (7.9)
Matrix inversion can imply a significant computational cost, especially if the problem is
multi-dimensional and/or high-order space approximation is used. Several strategies exist
in the literature to deal with the inversion of large matrices. In general, iterative methods as
the Conjugate Gradient (first proposed in [Hestenes and Stiefel, 1952]) are employed, with
suitable preconditioners, see for example [Spillane, 2016]. Alternatively, fast methods can
be used, see for example the hierarchical matrix (H-matrix) method ([Hackbusch, 2015]),
that is an efficient algorithm to compute approximate inverse matrices based on data-sparse
approximations of non-sparse matrices. Within this family of methods, the most efficient
one relies on the use of the Fast Fourier Transform (FFT). The use of the FFT Poisson
solver is, however, restricted to some assumptions on the computational domain. The next
section is devoted to a recap of this solver (in one-dimension) for linear approximation. The
solver we propose in this work represents a generalisation of the aforementioned algorithm
for high-order discretisation.
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7.2.2 A fast solver based on FFT in one-dimension
The standard Fast Fourier Transform (FFT) can be used to solve elliptic partial differen-
tial equations (PDEs) in multiple dimensions when linear polynomials are used for space
approximation (i.e. Q1 finite elements) and Ω is a rectangle in 2-D, or a parallelepiped
in 3-D, see for example [Gustafsson, 2011; Iserles, 2009]. To briefly recall the method, we
consider the one-dimensional case, with periodic boundary conditions, i.e. uN ≡ u0 and
P1 Lagrange shape functions.
We assume that the computational domain is [0, L], the source term fh is L-periodic and
its values fn := fh(xn) are given at the grid points
xn = nh, n ∈ N, N h = L,
where we have defined N =
{
0, 1, .., N−1}. Based on these known values, we can construct
an interpolation function
f˜h(x) =
1
N
∑
k∈N
fˆk e
i2pixk
N , (7.10)
that should agree with fh at the grid points. This is guaranteed by the use of the Discrete
Fourier Transform (DFT) of the function fh and its inverse, called Inverse Discrete Fourier
Transform (IDFT). It is possible to prove the following standard result ([Gustafsson, 2011]):
Property 7.1. Let fh ∈ C0] ([0, L]) and f˜h ∈ C0] ([0, L]) be defined by Eq. (7.10). Then,
denoting
fn := fh(xn), f˜n := f˜h(xn),
we have
fn = f˜n, ∀n ∈ N ⇐⇒ fˆk =
∑
n∈N
fn e
− ik2pinh
L , ∀n ∈ N
⇐⇒ fn = 1
N
∑
k∈N
fˆk e
ik2pinh
L , ∀k ∈ N.
The basic ingredient to prove this property is the following orthogonality property:∑
`∈N
e−
i`2pinh
L e−
ik2pinh
L = δk,`, ∀k, n ∈ N. (7.11)
Derivation of the symbol of the operator. If we adopt for each integral the simple
quadrature formula below (known as midpoint rule), on an interval [a, b], a < b,∫ Q
[a,b]
g(x)dx =
b− a
2
(
g(0) + g(1)
)
,
then we end up with the finite-difference scheme (with the convention u−1 = uN−1)
ρ un h− 1
h
(
un+1 + un−1 − 2un
)
= fn h n ∈ N. (7.12)
Analogously, we can construct an interpolation function for the solution uh(x), that reads
u˜h(x) =
1
N
∑
k∈N
uˆk e
i2pixk
N , (7.13)
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where the coefficients uˆk satisfy Property 7.1, i.e. they are given by
uˆk =
∑
n∈N
un e
− ik2pinh
L , ∀n ∈ N,
and, therefore u˜n := u˜(xn) = un, for all n ∈ N. Assuming again that u˜−1 = u˜N−1, we
obtain that
ρ u˜n h− 1
h
(
u˜n+1 + u˜n−1 − 2 u˜n
)
= f˜n h n ∈ N. (7.14)
By definition of the interpolation functions in Eqs. (7.10) and (7.13) and due to the
orthogonality property (7.11), we get
Skuˆk = fˆk, Sk :=
(
ρ− 2
h2
(cos(2pikh/L)− 1)
)
, ∀k ∈ N,
where Sk is called the symbol of the operator associated with Eq. (7.9).
The algorithm. The complete algorithm for the resolution of problem (7.9) by means of
Fourier Transform can be resumed in three main steps:
1. Perform a DFT of the discrete source term for each element
fˆk =
∑
n∈N
fn e
− ik2pinh
L , ∀k ∈ N;
2. Apply the inverse symbol of the operator
uˆk = S
−1
k fˆk, k ∈ N;
3. Perform an inverse DFT of the solution for each frequency
un =
1
N
∑
k∈N
uˆk e
ik2pinh
L , ∀n ∈ N.
This algorithm has several advantages. First, the operator is explicitly computed, without
requiring any inversion, nor storage of assembled matrices as for Eq. (7.9). Furthermore,
the problem for each frequency k is decoupled. Therefore, operations at each step can
be performed in parallel on the frequencies. At last, the first and third steps can be
performed by Fast Fourier Transform (FFT) algorithm. This algorithm is very efficient: the
computation of a FFT of N points requires O(N logN) arithmetical operations, whereas
standard DFT takes O(N2) operations.
7.3 The High-Order Spectral Element FFT solver in one-
dimension
7.3.1 Periodic boundary conditions
If higher-order approximation in space is considered for the numerical resolution of Eq.
(7.1), the Fourier-based method described above is not suitable and needs to be generalised.
In this section we present a novel, efficient method based on High-Order DFT (HO-DFT)
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Figure 7.1 – Shape functions for quadratic Lagrange polynomial interpolation on Gauss-
Lobatto nodes in [0, L].
for the resolution of elliptic PDEs.
First, we introduce the framework for higher-order spatial approximation of Eq. (7.1). This
formulation is inspired by [Ainsworth, 2004] and [Cohen, 2001]. For the sake of clarity, we
consider a one-dimensional domain of size [0, L] and impose periodic boundary conditions
(BCs) at first. We refer the reader to Sections 7.3.2 and 7.4 for the extension to Neumann
and Dirichlet BCs and to multiple dimensions, respectively.
Let Vh,R be the approximation space for continuous piecewise R-order polynomials in [0, L].
We introduce a basis of shape functions{
ϕn,j
}
n∈N, j∈R (7.15)
with N = {0, 1, .., N − 1}, R = {0, 1, .., R− 1}, such that
Supp(ϕn,0) = [(n− 1)h, (n+ 1)h], Supp(ϕn,j) = [nh, (n+ 1)h], ∀n ∈ N∗,
with N∗ := N \ {0}. In order to take into account periodicity, we also have
Supp(ϕ0,0) = [0, h] ∪ [L− h, L].
Moreover, we assume that the shape functions are obtained by translation, namely
∀x ∈ [0, h], ∀n ∈ N∗, ∀j ∈ R∗,

ϕn,0(x+ nh) = ϕ0,0(x) ∈ PR([0, h]),
ϕn,0(x+ (n− 1)h) = ϕ1,0(x) ∈ PR([0, h]),
ϕn,j(x+ nh) = ϕ0,j(x) ∈ PR([0, h]),
(7.16)
where PR([0, h]) denotes the set of polynomials of degree R on [0, h] and with R∗ := R\{0},
and where, by periodicity again, ϕ0,0(x+ L− h) = ϕ1,0(x), for x ∈ [0, h]. We introduce a
set of nodes
{
ξj
}R
j=0
, s.t. ξj ∈ [0, 1] ∀j ∈ R and, by definition of shape functions, we have
ϕm,i((ξj + n)h) = δmn δi j , ∀i, j ∈ R, ∀m,n ∈ N.
Note that ξ0 = 0 by construction (this is a necessary condition in order to have continuous
finite elements), and we assume ξR = 1. Henceforth, we adopt Lagrange basis functions
on Gauss-Lobatto nodes. By way of illustration, Lagrange basis functions for R = 2 are
depicted in Figure 7.1. Then, fh, uh ∈ Vh,R can be rewritten as
fh(x) =
∑
n∈N
∑
j∈R
fn,j ϕn,j(x), uh(x) =
∑
n∈N
∑
j∈R
un,j ϕn,j(x),
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with coefficients
fn,j := fh((ξj + n)h), un,j := uh((ξj + n)h) ∀j ∈ R, ∀n ∈ N,
and an analogous decomposition holds for vh ∈ Vh,R. We can introduce an interpolation
function of fh defined as
f˜h(x) =
1
N
∑
k∈N
(∑
j∈R
fˆk,j e
i2pi(x−hξj)k
L
∑
n∈N
ϕn,j(x)
)
. (7.17)
As a consequence of our definition, we obtain
f˜h((ξj + n)h) =
1
N
∑
k∈N
fˆk,j e
i2pink
N , ∀j ∈ R, (7.18)
since hN = L. Eq. (7.18) represents a generalisation of Eq. (7.10) for higher-order spatial
approximation. Therefore, the coefficients fˆk,j , ∀j ∈ R, can be computed by means of
classical DFT. In particular, the following property holds.
Property 7.2. Let fh ∈ C0] ([0, L]) and f˜h ∈ C0] ([0, L]) be defined by Eq. (7.17). Let us
denote
f˜n,j := f˜h((ξj + n)h) ∀j ∈ R, ∀n ∈ N.
Then, we have, for all j fixed in R,
fn,j = f˜n,j ⇐⇒ fˆk,j =
∑
n∈N
fn,j e
− i2pink
N , ∀k ∈ N,
⇐⇒ fn,j = 1
N
∑
k∈N
fˆk,j e
i2pink
N , ∀n ∈ N.
(7.19)
Property 7.2 is a straightforward consequence of Property 7.1 and Eq. (7.18).
Following the approach in Section 7.2.2, we introduce the interpolation function of the
discrete solution uh such that
u˜n,j := u˜h((ξj + n)h) =
1
N
∑
k∈N
uˆk,j e
i2pink
N , ∀j ∈ R, (7.20)
where the coefficients uˆk,j are given by
uˆk,j =
∑
n∈N
un,j e
− i2pink
N , ∀k ∈ N, ∀j ∈ R. (7.21)
As a consequence of Eqs. (7.20) and (7.21), we derive
un,j = u˜n,j , ∀k ∈ N, ∀j ∈ R. (7.22)
We now manipulate the bilinear forms in Eq. (7.4). Due to invariance of the bilinear forms
with respect to translations, we assume that the same quadrature formula is used for each
segment of size h. Therefore, we can rewrite the integrals
mh(uh, vh) =
∑
n∈N
∫ Q
[nh,(n+1)h]
uh(x) vh(x) dx =
∑
n∈N
∫ Q
[0,h]
uh(x+ nh) vh(x+ nh) dx.
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Consequently, by quadrature rule (Eq. (7.6)) and the definition of shape functions, we
obtain ∫ Q
[0,h]
uh(x+ nh) vh(x+ nh) dx = h
RQ∑
k=0
R∑
i,j=0
ωkϕ0,i(ηk h)ϕ0,j(ηk h)un,j vn,i,
where, for the sake of conciseness, we have set ϕ0,R(x) = ϕ1,0(x), un,R = un+1,0, vn,R =
vn+1,0 and, by periodicity, uN−1,R = uN,0 = u0,0 and vN−1,R = vN,0 = v0,0. Note that this
implies
uˆk,R = uˆk+1,0, fˆk,R = fˆk+1,0. (7.23)
Finally, one can show that
mh(uh, vh) =
∑
n∈N
R∑
i,j=0
mˆi,jun,j vn,i,
where mˆi,i denote the coefficients of the mass matrix in the reference element [0, h]. Similar
treatment of the bilinear form ah gives
ah(uh, vh) =
∑
n∈N
R∑
i,j=0
aˆi,jun,j vn,i.
Note that the coefficients aˆi,j and mˆi,i do not depend on the index n, as a consequence
of the invariance of the discrete bilinear forms with respect to translations. This property
is fundamental for the derivation of the symbol of the operator. Furthermore, due to
the use of Gauss-Lobatto nodes both for the interpolation and the quadrature rule (i.e.{
ηk
}
=
{
ξk
}
), the mass matrix is diagonal. This property, named mass lumping, is a
fundamental feature of Spectral Element Methods (SEM), first proposed by [Maday and
Patera, 1989]. We make this choice for the rest of the chapter. Consequently, we obtain
mh(uh, vh) =
∑
n∈N
R∑
i=0
mˆi,iun,i vn,i,
and the algebraic system to solve is
∑
n∈N
R∑
i=0
mˆi,iun,i vn,i +
∑
n∈N
R∑
i,j=0
aˆi,jun,j vn,i =
∑
n∈N
R∑
i=0
mˆi,ifn,i vn,i. (7.24)
Since Eq. (7.4) must be true for any vh ∈ Vh, it must hold true for any choice of vn,i,
v ∈ N, i ∈ {0, 1, .., R}.
In particular, for vn,i = δi q δn `, with q ∈ R and ` ∈ N, due to Eq. (7.23) we derive
mˆq,q ul,q +
∑
j∈R∗
aˆq,j ul,j + aˆq,0 ul,0 + aˆq,R ul+1,0 = mˆq,q fl,q. (7.25)
Furthermore, if q = R we obtain
mˆR,R ul+1,0 +
∑
j∈R∗
aˆR,j ul,j + aˆR,0 ul,0 + aˆR,R ul+1,0 = mˆR,R fl+1,0, i.e.
mˆR,R ul,0 +
∑
j∈R∗
aˆR,j ul−1,j + aˆR,0 ul−1,0 + aˆR,R ul,0 = mˆR,R fl,0.
(7.26)
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Note that Eq. (7.24) is still true when we replace ul,j by u˜l,j and fl,j by f˜l,j , due to Eq.
(7.22). Following the strategy of Section 7.2.2, we further replace u˜l,j by their expression
in terms of uˆk,j (Eq. (7.20)) and f˜l,j by their expression in terms of fˆk,j (Eq. (7.18)), for
all j ∈ R, observing that u˜l,R = u˜l+1,0 and f˜l,R = f˜l+1,0. Therefore, Eq. (7.25) becomes,
∀q ∈ R,∑
k∈N
(
mˆq,q uˆk,q e
i2pik`
N +
∑
j∈R∗
aˆq,j uˆk,j e
i2pik`
N +
(
aˆq,0 + aˆq,R e
i2pik
N
)
uˆk,0 e
i2pik`
N
)
=
∑
k∈N
mˆq,q fˆk,q e
i2pik`
N .
(7.27)
In particular, if q = 0, we obtain∑
k∈N
(
mˆ0,0 uˆk,0 e
i2pik`
N +
∑
j∈R∗
aˆ0,j uˆk,j e
i2pik`
N +
(
aˆ0,0 + aˆ0,R e
i2pik
N
)
uˆk,0 e
i2pik`
N
)
=
∑
k∈N
mˆ0,0 fˆk,0 e
i2pik`
N .
(7.28)
Furthermore, if q = R, Eq. (7.26) can be rewritten as∑
k∈N
(
mˆR,R uˆk,0 e
i2pik`
N +
∑
j∈R∗
aˆR,j uˆk,j e
i2pi(k−1)`
N +
(
aˆR,0 e
−i2pik
N + aˆR,R
)
uˆk,0 e
i2pik`
N
)
=
∑
k∈N
mˆR,R fˆk,0 e
i2pik`
N .
(7.29)
Let us now define the vectors Uˆk, Fˆ k ∈ CR, such that
Uˆk = (uˆk,0 , uˆk,1, .., uˆk,R−1)
T , Fˆ k = (fˆk,0 , fˆk,1, .., fˆk,R−1)
T ,
and the matrices Ak,M ∈MR(C) such that
Ak =
[
ak Bk
B∗k A˚
]
, M =
[
M 0
0 M˚
]
, (7.30)
where ak, M ∈ C, Bk ∈ CR−1, A˚, M˚ ∈MR−1(C) read
ak = aˆ0,0 + aˆR,R + 2 aˆ0,R cos(2pik/N), M = mˆ0,0 + mˆR,R,
Bk,q 1 = aˆ0,q + aˆR,q e
i2pik/N , M˚q q∗ = mˆq,q∗ δq q∗ , A˚q q∗ = aˆq,q∗ , q, q∗ ∈ R∗.
Thereupon, Eqs. (7.27), (7.28) and (7.29) can be rewritten in compact form as∑
k∈N
e
i2pik`
N (ρM+Ak) Uˆk =
∑
k∈N
e
i2pik`
N M Fˆ k, ∀l ∈ N. (7.31)
By orthogonality of the factors e
i2pikl
N (Eq. (7.11)), we can further simplify Eq. (7.31) as
(ρM+Ak) Uˆk =M Fˆ k, ∀k ∈ N.
Ultimately, the solution Uˆk, for every frequency k ∈ N, is computed as
Uˆk = S−1k Fˆ k ∀k ∈ N, (7.32)
where the symbol of the operator Sk reads
Sk = (ρ I+M−1Ak).
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Figure 7.2 – Redistribution of the source term in matrix form. Row index corresponds to
the element, column index refers to the Gauss-Lobatto node in the reference element.
The algorithm. In order to compute the discrete solution at the Gauss-Lobatto nodes,
i.e. un,j , we can derive an algorithm based on Eqs. (7.19), (7.32) and (7.21). The main
steps of this algorithm read:
1. Perform a DFT of the discrete source term for each order j fixed in R
fˆk,j =
∑
n∈N
fn,j e
− i2pink
N , ∀k ∈ N;
2. Apply the inverse symbol of the operator
Uˆk = S−1k Fˆ k, ∀k ∈ N; (7.33)
3. Perform an inverse DFT for each order j fixed in R
un,j =
1
N
∑
k∈N
uˆk,j e
i2pink
N , ∀n ∈ N.
A crucial aspect of this method concerns the definition of an efficient algorithm to compute
the coefficients fn,j and fˆk,j . To this end, we re-organise the source term vector in matrix
form, in which the row index corresponds to the element, whereas the column index refers
to the Gauss-Lobatto point in the reference element of size h. Then, the terms fˆk,j are
obtained by DFT column by column (using the FFT algorithm). See Figure 7.2 for a
schematic illustration of the procedure.
Inversion of the symbol by SVD. In this section we anticipate the difficulties that will
be encountered in multiple dimensions, namely the inversion of the symbol of the operator
Sk in Eq. (7.33). In fact, an important advantage of the proposed algorithm is the explicit
computation of the inverse symbol. For simplicity of notation, we fix a frequency k ∈ N.
The system that has to be solved is
Sk Uˆk = Fˆ k,
with Sk := (ρ I +M−1Ak). We now derive a pseudo-explicit inversion of Sk by means
of Singular Value Decomposition (SVD). For this purpose, let us denote by
{
V k,i, λk,i
}
i∈R
the eigenvectors and eigenvalues of Sk. They satisfy the eigenvalue problem
(ρM+Ak)V k,i = λk,iMV k,i ∀i ∈ R.
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Since Sk is hermitian and positive-definite, all eigenvalues λk,i are positive and real for all
k > 0, and all eigenvectors V k,i are orthonormal with respect to the scalar product byM,
i.e.
V ∗k,jMV k,i = δij , ∀i, j ∈ R.
After some standard algebra, we obtain
Sk =
∑
i∈R
λk,i V k,i V
∗
k,iM =⇒ S−1k =
∑
i∈R
λ−1k,i V k,i V
∗
k,iM.
Therefore, Eq. (7.33) can be rewritten as
Uˆk =
∑
i∈R
λ−1k,i V k,i V
∗
k,iM Fˆ k. (7.34)
At this stage, Eq. (7.34) requires the same computational cost as Eq. (7.33), since the
computation of the eigenvalues and eigenvectors of a matrix implies the same number
of operations as the multiplication by an inverse matrix. Nevertheless, we will show in
Section 7.4 that the generalisation to higher dimensions becomes very efficient, due to
tensorisation.
7.3.2 Extension to Neumann and Dirichlet Boundary conditions
Care is required when Neumann or Dirichlet conditions are imposed at the boundaries.
When linear interpolation is used, it is standard to use, in the definition of the interpolation
function (7.10), the Discrete Sine Transform (DST) for Dirichlet BCs, or Discrete Cosine
Transform (DCT) for Neumann BCs. Note that sine (cosine) transforms are equivalent to
the imaginary part (real part) of a DFT of twice the length of f , operating on real data
with odd (even) symmetry. In other words, DST (DCT) coefficients correspond to DFT
coefficients of a periodically and anti-symmetrically (symmetrically) extended sequence. If
a high-order approximation is used, a generalisation of the Poisson solver by HO-DFT must
be performed to satisfy the assumptions under which the interpolation conditions (7.19)
hold. Instead of using DCT or DST, we explicitly “double” the computational domain and
the discrete source term fh in order to extend it into a periodic one and perform DFT.
According to the BC imposed, we perform an even (for Neumann BCs) or odd (for Dirichlet
BCs) extension of our source term (that is set to 0 at the end-points of the interval for
antisymmetric extensions). See Figure 7.3 for a graphical illustration of this procedure in
one-dimension. Therefore, we need to take into account 2N frequencies for each direction,
instead of N frequencies for the periodic case. However, thanks to symmetry properties of
the DFT, we are able to restrict most operations to N + 1 frequencies, as shown in what
follows.
Henceforth, we extend the analysis for a one-dimensional, complex-valued discrete source
term fh. Note that, after doubling the computational domain and performing an even
(or odd) extension of the source term, depending on the BCs considered, the sequence{
fn,R−j
}
n∈N,j∈R satisfies, for any given n ∈ N,fn,R−j = f2N−n−1,j , if j ∈ R
∗,
fn,0 = f2N−n,0,
(7.35)
for an even extension, andfn,R−j = −f2N−n−1,j , if j ∈ R
∗,
fn,0 = −f2N−n,0,
(7.36)
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Figure 7.3 – Illustration of a periodic extension of a discrete, one-dimensional function at
Gauss-Lobatto nodes. Left: comparison between original function and its even expansion
(for Neumann BCs); right: comparison between original function and its odd expansion (for
Dirichlet BCs). Gauss-Lobatto nodes for N=2 elements, 5th-Order Lagrange polynomials.
for an odd extension. Henceforth, we use the symbol ± for the sake of conciseness, where
+ is associated with Neumann conditions, whereas − corresponds to Dirichlet conditions.
We define the coefficients fˆk,j following Eq. (7.19). Given j ∈ R, they read
fˆk,j =
2N−1∑
n=0
fn,j e
− ipink
N , ∀k ∈ {0, 1, .., 2N − 1}. (7.37)
From the properties of the sequence
{
fn,j
}
n∈N,j∈R we can deduce some symmetry prop-
erties of the coefficients fˆk,j , as stated in the following lemma. These properties allow
to reduce the number of frequencies considered for the construction of the symbol of the
operator. Due to the use of high-order polynomial interpolation, this symmetry is not
trivial.
Lemma 7.1. Let
{
fn,j
}
n∈N,j∈R be a complex-valued sequence.
If the sequence satisfies Eq. (7.35) or Eq. (7.36), the coefficients fˆk,j read, ∀k ∈ N∗fˆ2N−k,j = ±e
−ipik
N fˆk,R−j , if j ∈ R∗,
fˆ2N−k,0 = ±fˆk,0,
(7.38)
with the established convention for the plus and minus signs.
Proof. Let us consider an even extension of the discrete source term, and fix j ∈ R∗. On
the one hand, due to Eq. (7.35), Eq. (7.36) and Lemma 7.1, we are able to retrieve that,
for k ∈ N ∪ {N},
fˆk,R−j =
2N−1∑
n=0
fn,R−j e−
ipink
N =
2N−1∑
n=0
f2N−n−1,j e−
ipink
N
=
2N−1∑
m=0
fm,j e
−i2Npik
N e
ipimk
N e
ipik
N = e
ipik
N
2N−1∑
m=0
fm,j e
ipimk
N .
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On the other hand, due to a standard property of DFT, we have that
fˆ2N−k,j =
2N−1∑
m=0
fm,j e
−ipim(2N−k)
N =
2N−1∑
m=0
fm,j e
ipimk
N , ∀j ∈ R.
Hence, we deduce that
fˆk,R−j = e
ipik
N fˆ2N−k,j . (7.39)
In addition, for j = 0 and k ∈ N ∪ {N}, we obtain
fˆk,0 =
2N−1∑
n=0
fn,0 e
− ipink
N =
2N−1∑
n=0
f2N−n,0 e−
ipink
N
=
2N∑
m=1
fm,0 e
−i2Npik
N e
ipimk
N =
2N−1∑
m=0
fm,0 e
ipimk
N
= fˆ2N−k,0,
(7.40)
since, by periodicity, f2N,0 = f0,0. The proof for odd extension of the discrete source term
is analogous.
Furthermore, we state the following property:
Property 7.3. Let us consider Problem (7.1), with Ω ∈ Rd, d ≥ 1. Then, if the source
term f is periodic and even (odd), the solution u is endowed with the same properties, i.e.
it is periodic and even (odd).
Note that Property 7.3 also holds true for the discrete problem (7.4), and fh, uh. From
Lemma 7.1 and Property 7.3, we deduce that the discrete solution uh satisfies Eq.(7.38).
For this reason, we can construct an efficient algorithm for the resolution of a Poisson
problem by HO-DFT that consists in three steps:
1. Perform a DFT of the discrete source term for each order j fixed in R∗
fˆk,j =
2N−1∑
n=0
fn,j e
− ipink
N , ∀k ∈ N ∪ {N};
2. Apply the inverse symbol of the operator for each frequency
Uˆk = S−1k Fˆ k, ∀k ∈ N ∪ {N};
3. Perform an inverse DFT for each order j fixed in R∗
un,j =
1
2N
2N−1∑
k=0
uˆk,j e
ipink
N , ∀n ∈ N ∪ {N}.
This algorithm relies on the evaluation of the symbol of the operator of the first N + 1
frequencies only. Note, however, that the standard implementation of DFT (or its inverse)
by FFT algorithm implies the evaluation of all 2N frequencies. Consequently, the main
gain in one-dimension is reduced to Step 2. However, we will show in what follows that in
multi-dimensions it is possible to optimise Steps 1 and 3, by considering an ad hoc extension
of the sequence “dimension by dimension” when the FFT (or its inverse) is performed.
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Remark Note that the Ak are all invertible, except for the case k = 0. Indeed, if k = 0,
the constant vector is an eigenvector of A0 associated with the eigenvalue 0. Therefore, if
ρ = 0, then Sk = Ak and Uˆk is computed using a pseudoinverse of Ak, i.e.
Uˆk =
∑
i∈R
λk,i 6=0
λ−1k,i V k,i V
∗
k,iM Fˆ k. (7.41)
Eq. (7.41) corresponds to setting the mean value of the solution equal to zero.
7.4 Extension to higher dimensions
The generalisation to two (or higher) dimensions is performed by tensorisation from the
one-dimensional case. Therefore, most of the properties are directly inherited from the one-
dimensional case, and we do not provide the proofs, for the sake of conciseness. Henceforth,
we denote by d > 1 the dimension of the computational domain. Our formulation is valid
for every d > 1, but we mostly focus on d = 2, 3 for our purposes.
7.4.1 Periodic boundary conditions
First, let us define Nd = {0, 1, .., N − 1}d and Rd = {0, 1, .., R− 1}d. We introduce the set
of points in the reference element [0, 1]d as
ξ
j
= [ξj1 , ξj2 , .., ξjr ],
where ξi corresponds to a 1-D Gauss-Lobatto node ∀i ∈ R, and j is a multi-index in Rd.
Let us introduce the multi-index n = [n1, n2, .., nd] ∈ Nd. Then, the d-dimensional shape
functions defined on x = [x1, x2, .., xd] ∈ [0, L]d read
Φn,j(x) =
d∏
r=1
ϕnr,jr(xr), (7.42)
where ϕnr,jr(xr) are defined as in Eq. (7.15). As in 1-D, the shape functions satisfy,
∀p ∈ Rd, m ∈ Nd,
Φm,p((ξj + n)h) = Φm,p((ξj1 + n1)h, (ξj2 + n2)h, .., (ξjd + nd)h)
=
d∏
r=1
ϕnr,pr(ξjr)δmr nr =
d∏
r=1
δpr jrδmr nr .
For simplicity of notation, we denote
∑
n
:=
N−1∑
n1=0
N−1∑
n2=0
...
N−1∑
nd=0
,
∑
j
:=
R−1∑
j1=0
R−1∑
j2=0
...
R−1∑
jd=0
.
From Eq. (7.42) we derive the following decomposition for the discrete source term fh and
the discrete solution uh:
fh(x) =
∑
n,j
fn,j Φn,j(x), uh(x) =
∑
n,j
un,j Φn,j(x),
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with
fn,j := fh
(
(ξ
j
+ n)h
)
un,j := uh
(
(ξ
j
+ n)h
)
, ∀n ∈ Nd, ∀j ∈ Rd.
Let k ∈ Nd. Since the source term is periodic in [0, L]d, we can generalise the definition of
an interpolation function (7.17) for higher dimensions as
f˜h(x) =
1
Nd
∑
k
(∑
j
fˆk,j e
i2pi(x−hξ
j
)·k
L
∑
n
ϕn,j(x)
)
, (7.43)
with
e
i2pi(x−hξ
j
)·k
L = e
i2pi(x1−hξj1 ) k1
L e
i2pi(x2−hξj2 ) k2
L · · · e
i2pi(xd−hξjd ) kd
L .
Note that this formula can be easily extended to more general hexahedral meshes by
considering a different length L depending on the direction. Eq. (7.43) is a generalisation
of Eq. (7.17) to the multi-dimensional case. Therefore, the coefficients fˆk,j , ∀j ∈ R, can
be computed by DFT, as stated in the following property.
Property 7.4. Let fh ∈ C0] ([0, L]d) and f˜h ∈ C0] ([0, L]d) defined by Eq. (7.43). Let us
denote
f˜n,j := f˜h
(
(ξ
j
+ n)h
) ∀j ∈ Rd, ∀n ∈ Nd.
Then, for all j fixed in Rd ,
fn,j = f˜n,j ⇐⇒ fˆk,j =
∑
n
fn,j e
−i2pin·k
N , ∀k ∈ Nd,
⇐⇒ fn,j = 1
Nd
∑
k
fˆk,j e
i2pin·k
N , ∀n ∈ Nd,
(7.44)
since hN = L.
Similarly, we introduce the interpolation function of the discrete solution uh such that,
∀j ∈ Rd fixed,
u˜n,j := u˜h
(
(ξj + n)h
)
=
1
Nd
∑
k
uˆk,j e
i2pin·k
N , , ∀n ∈ Nd, (7.45)
where
uˆk,j =
∑
n
un,j e
− i2pin·k
N , ∀k ∈ Nd. (7.46)
Due to Eqs. (7.45) and (7.46), we retrieve
un,j = u˜n,j, ∀n ∈ Nd.
As a straightforward generalisation of the one-dimensional case, the main steps of the
algorithm read:
1. Perform a DFT of the discrete source term for each order j fixed in Rd
fˆk,j =
∑
n
fn,j e
−i2pin·k
N , ∀k ∈ Nd;
2. Solve for each frequency k ∈ Nd
Sk Uˆk = Fˆk; (7.47)
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3. Perform an inverse DFT for each order j fixed in Rd
un,j =
1
Nd
∑
k
uˆk,j e
i2pin·k
N , ∀n ∈ Nd.
We emphasize that the multi-dimensional DFT is implemented recursively from the one-
dimensional DFT. Furthermore, step 2 must be implemented with care. In fact, one pos-
sibility is to inverse the symbol Sk for each frequency, and then perform a matrix-vector
multiplication to obtain Uˆk. Note, however, that such an algorithm would imply a sub-
stantial computational cost. To give an idea, in 2-D the matrix inversion would require
O(R6) operations (O(R3d) in general), while matrix-vector multiplication requires O(R4)
operations. In what follows, we propose a method that requires neither matrix inversion
nor storage and drastically reduces the complexity of the algorithm, based on SVD and
tensorisation.
For the sake of conciseness, we denote Nk = M−1Ak, with M and Ak associated with
the 1-D case, and defined in Eq. (7.30). We also can rewrite Sk := ρ I +Nk, with I the
identity matrix of size R2. The following theorem can be proven ([Cohen, 2001]):
Proposition 7.2. Let Sk(`,m) denote the term located at line ` and column m, with
`,m ∈ Rd. Then
Sk
(
`,m
)
= ρ
d∏
r=1
δlrmr +
d∑
r=1
Nkr(`r,mr)
∏
q 6=r
δ`qmq . (7.48)
For example, when d = 2, the symbol reads
Sk
(
`,m
)
= ρ δl1m1 δl2m2 +Nk1(`1,m1) δ`2m2 +Nk2(`2,m2) δ`1m1 .
This result is a direct consequence of the use of the Gauss-Lobatto nodes for quadrature
formulae. Due to Proposition 7.2, it is possible to compute the eigenvalues and eigenvectors
of the multi-dimensional symbol Sk starting from eigenvalues and eigenvectors of the one-
dimensional symbols Skr , r ∈ {1, 2, .., d}. We recall that, given k ∈ Nd,
{
λk,i, V k,i
}
i∈Rd is
the set of eigenvalues and eigenvectors of Sk if they satisfy
Sk V k,i = λk,i V k,i, ∀k ∈ Nd, ∀i ∈ Rd.
Corollary 7.1. Let
{
νkr,ir ,W kr,ir
}
ir∈R be the eigenvalues and eigenvectors of Nkr , r ∈
{1, 2, .., d}, and let {λk,i, V k,i}i∈Rd be the eigenvalues and eigenvectors of Sk. Let i ∈ Rd.
Then 
λk,i = ρ+
d∑
r=1
νkr,ir ,
Vk,i(m) =
d∏
r=1
Wkr,ir(mr).
As an illustration, when d = 2 we obtainλk,i = ρ+ νk1,i1 + νk2,i2 ,V k,i = W k1,i1 ⊗W k2,i2 ,
where ⊗ denotes the tensor product.
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Proof. This corollary is deduced from [Cohen, 2001] and some classical results in linear
algebra. First, it is possible to prove (see [Cohen, 2001]) that, given
{
νkr,ir ,W kr,ir
}
ir∈R the
eigenvalues and eigenvectors of Nkr , r ∈ {1, 2, .., d}, and
{
νk,i,Wk,i
}
i∈Rd the eigenvalues
and eigenvectors of Nk, then
νk,i =
d∑
r=1
νkr,ir ,
Wk,i(m) =
d∏
r=1
Wkr,ir(mr).
Furthermore, it is straightforward to demonstrate that, given an identity matrix of order
n, every vector of size equal to n is an eigenvector for this matrix, with eigenvalue equal
to 1. Finally, it is trivial to show that, given A, B ∈ Mn(C), and W ∈ Cn, νA, νB ∈ C
such that AW = νAW,BW = νBW,
then
(A+B)W = (νA + νB)W.
The result of the corollary follows immediately.
As a result of Eq. (7.1), the solution Uˆk in the frequency domain can be computed with
an optimised algorithm that we give henceforth. It is based on tensorisation and the use
of internal variables.
Inversion of the symbol by SVD. Let us fix a frequency k ∈ Nd, and define p, j, r ∈
Rd. For the sake of simplicity, we use in this section the notation Fˆk(j) := fˆk,j and
Uˆk(j) := uˆk,j.
As for the one-dimensional case, Eq. (7.47) can be rewritten as
Uˆk = S−1k Fˆk =
∑
p
λ−1k,p V k,p V
∗
k,pMd Fˆk. (7.49)
i.e.
Uˆk(j) =
∑
p
∑
r
λ−1k,pVk,p(j)Vk,p(r)Md(r)Fˆk(r)
=
∑
p
λ−1k,pVk,p(j)
∑
r
Vk,p(r)Md(r)Fˆk(r),
(7.50)
whereMd denotes the symbol of the mass matrix in d-dimensions, and it can be rewritten
as
Md(i,m) =
d∏
r=1
M(ir,mr).
From Eq. (7.50), note that the total number of operations required to compute all the
components of Uˆk is O(R3d), that is comparable to the cost of symbol inversion by standard
algorithms (e.g. by Gaussian elimination). As an illustration, this inversion would require
O(R6) operations in 2 dimensions, O(R9) in 3 dimensions. However, the eigenvalues and
eigenvectors in higher dimensions can be directly derived by tensorisation from those in
1-D. For the moment, we fix the frequency k ∈ N for the sake of clarity. First, we introduce
two intermediate variables, and we split Eq. (7.50) into three main operations:
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• We define αk(p) as
αk(p) =
∑
r
Vk,p(r)Md(r)Fˆk(r); (7.51)
• Then, we compute the scalar coefficients γk(p) as
γk(p) := λ
−1
k,p αk(p) = (ρ+ λk1,p1 + λk2,p2)
−1 αk(p1, p2);
• Finally, the components uˆk(j) are retrieved as
uˆk(j) =
∑
p
γk(p)Vk,p(j). (7.52)
Now, we can take advantage of the properties of the eigenvalues Vk,p(j). Due to Eq.(7.1),
we can reduce the two multi-dimensional sums in Eq. (7.51) and Eq. (7.52) in successions
of one-dimensional sums. In order to avoid cumbersome expressions, we consider d = 2
henceforth. Note, however, that the extension of our analysis for d > 2 is straightforward.
αk(p) = αk(p1, p2) :=
∑
r1,r2∈R
Md(r1, r2)Fˆk(r1, r2)Vk1,p1(r1)Vk2,p2(r2)
=
∑
r2∈R
Vk2,p2(r2)
∑
r1∈R
Md(r1, r2)Fˆk(r1, r2)Vk1,p1(r1)
=
∑
r2∈R
Vk2,p2(r2)βk(p1, r2),
where
βk(p) = βk(p1, p2) :=
∑
r1∈R
Md(r1, p2) Fˆk(r1, p2)Vk1,p1(r1).
Analogously, uˆk(j) are obtained as
uˆk(j) = uˆk(j1, j2) =
∑
p1,p2∈R
γk(p1, p2)Vk1,p1(j1)Vk2,p2(j2)
=
∑
p2∈R
Vk2,p2(j2)
∑
p1∈R
γk(p1, p2)Vk1,p1(j1)
=
∑
p2∈R
Vk2,p2(j2)µk(j1, p2),
with
µk(j) = µk(j1, j2) :=
∑
p1∈R
γk(p1, j2)Vk1,p1(j1).
Consequently, the overall complexity of the algorithm for the symbol inversion for each
frequency decreases to O(Rd+1). For example, only O(R3) operations are needed in 2-D
for the computation of Uˆk, instead of O(R6) as in Eq. (7.50). In an analogous way, in 3-D
only O(R4) operations are required, instead of O(R9).
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7.4.2 Neumann or Dirichlet boundary conditions
The algorithm in the d-dimensional case can be directly deduced by tensorisation also when
Dirichlet or Neumann conditions are imposed at the boundaries. In order to perform the
DFT, the source term is periodically and symmetrically extended in d directions. This
leads to the evaluation of a computational domain that is potentially 2d times larger than
the original domain. However, due to the symmetry properties of the extended source
term, we will be able to reduce the main computations to the first (N + 1)d frequencies.
The extended discrete source term
{
fn,j
}
satisfies, for all r ∈ {1, · · · , d},fn+nr,j = ±fn,j+jr , jr 6= 0, nr = er(2N − 1− nr), jr = er(R− jr),fn+nr,j = ±fn,j, jr = 0, nr = er(2N − nr), (7.53)
where er is the r−th vector of the canonical basis of Rd and (nr, jr) is such that
n+ nr ∈ {0, · · · , 2N − 1}d, j+ jr ∈ {0, · · ·R− 1}d,
and where the even extension corresponds to Neumann BCs, while the odd extension is
associated with Dirichlet BCs, as before.
Lemma 7.3. The DFT of the extended sequence
{
fn,j
}
satisfies, ∀r ∈ {1, · · · , d},fˆk+kr,j = ±fˆk,j+jr e
−ipik
N , if jr 6= 0, kr = er(2N − kr), jr = er(R− jr),
fˆk+kr,j = ±fˆk,j, if jr = 0, kr = er(2N − kr),
with (kr, jr) such that
k+ kr ∈ {0, · · · , 2N − 1}d, j+ jr ∈ {0, · · ·R− 1}d
and with the usual convention for the plus and minus signs.
By way of illustration, we give the explicit expression of the DFT of the discrete, even-
extended source term in R2. It satisfies, for k1, k2 ∈ N∗,
fˆ2N−k1,k2,j1,j2 = e
−ipik1
N fˆk1,k2,R−j1,j2 , if j1 6= 0,
fˆk1,2N−k2,j1,j2 = e
−ipik2
N fˆk1,k2,j1,R−j2 , if j2 6= 0,
fˆ2N−k1,2N−k2,j1,j2 = e
−ipi(k1+k2)
N fˆk1,k2,R−j1,R−j2 , if j1 6= 0, j2 6= 0,
fˆ2N−k1,2N−k2,j1,0 = e
−ipik1
N fˆk1,k2,R−j1,0, if j1 6= 0, j2 = 0,
fˆ2N−k1,2N−k2,0,j2 = e
−ipik2
N fˆk1,k2,0,R−j2 , if j1 = 0, j2 6= 0,
fˆ2N−k1,2N−k2,0,0 = fk1,k2,0,0, if j2 = 0, j2 = 0.
(7.54)
Therefore, given a direction i ∈ [1, 2, .., d], the value of the DFT coefficients for the last
N − 1 coefficients in that direction are directly retrieved from the first N coefficients, and
the relationship depends on the frequency and the Gaussian point taken into account.
Eventually, due to Lemma 7.3 and Property 7.3, the solution uˆk,j inherits the same proper-
ties of fˆk,j. Therefore, the optimised algorithm for resolution of a complex Poisson problem
in Ωh ⊂ Rd reads:
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1. Perform a DFT of the discrete source term for each order j fixed in R
fˆk,j =
(2N−1)d∑
n=0
fn,j e
−ipin·k
N , ∀k ∈ (N ∪ {N})d,
using Eq. (7.53);
2. Solve for each frequency
Sk Uˆk = Fˆk, ∀k ∈ (N ∪ {N})d;
3. Perform an inverse DFT for each order j fixed in R
un,j =
1
(2N)d
(2N−1)d∑
k=0
uˆk,j e
ipin·k
N , ∀n ∈ (N ∪ {N})d,
whereuˆk+kr,j = ±uˆk,j+jr e
−ipik
N , if jr 6= 0, kr = er(2N − kr), jr = er(R− jr),
uˆk+kr,j = ±uˆk,j, if jr = 0, kr = er(2N − kr),
with the usual convention for signs, and with (kr, jr) such that
k+ kr ∈ {0, · · · , 2N − 1}d, j+ jr ∈ {0, · · ·R− 1}d.
7.5 Numerical Results, complexity and parallelisation
7.5.1 Convergence analysis
In order to demonstrate that the HO-DFT method preserves the order of convergence
of the underlying SEM discretisation, the method is tested against an exact solution of
Problem (7.1) with homogeneous Dirichlet Boundary conditions, that reads
u(x) =
d∏
i=1
(1− xi)3 x3i cos(k xi), ∀x ∈ Ω = [0, 1]d, d = 2, 3,
with k = 10. Figures 7.4 and 7.5 show the convergence error between the exact solution
and the output of the HO-SEM algorithm in relative L2(Ω) and H1(Ω) norm w.r.t. the
space step h in two and three dimensions, for different values of order R. We note some
superconvergence effects associated with the L2(Ω)-error, whereas the convergence rate
of the error in H1(Ω)-norm corresponds to the chosen order R. We do not show the last
coordinates (accounting for h =0.0385 m) associated with order R = 7, since the estimation
of the error is biased by the fact that the precision of the machine is reached.
7.5.2 Complexity of the algorithm
As it has been stated in the previous sections, this algorithm is remarkably efficient in mul-
tiple dimensions, for multiple reasons. First, the regularity of the computational domain
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Figure 7.4 – Convergence of the two-dimensional scheme w.r.t. the space step h, for
different values of order R. Left: Relative L2(Ω)-error. Right: Relative H1(Ω)-error.
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Figure 7.6 – Computational cost of the two-dimensional scheme. Left: comparison for
different values of elements N (in every direction). comparison for different values of order
R.
and the underlying use of HO-SEM for the discretisation of the Poisson problem enable
the direct generalisation of Step 2 to multiple dimensions by tensorisation. Moreover, it is
possible to rewrite the symbol inversion in terms of an eigenvalue problem. Therefore, in
order to compute the solution in frequency domain, it is necessary to compute the eigen-
values and eigenvectors only of the symbol in 1-D. Consequently, this step of the algorithm
requires for each frequency only O(R3) operations (instead of O(R6)) in two dimensions,
and O(R4) operations (instead of O(R9)) in three dimensions.
In addition, Steps 1 and 3 can be performed by FFT. Since d-dimensional FFT corre-
sponds to a 1-D FFT having the size of the product of the dimensions, its complexity is
d(logN)Nd (if the domain is divided into the same number of elements N for each direc-
tion). Consequently, the implementation of FFT causes a further, sensible reduction of the
computational cost.
We emphasize that this method is not limited to the resolution of the Poisson-like problem
with periodic boundary conditions. In fact, we have shown that, in case of Dirichlet or
Neumann BCs, it is possible to employ HO-DFT after extending symmetrically or anti-
symmetrically the computational domain – i.e. the number of frequencies considered – in
each dimension. However, thanks to symmetry properties of the sequence considered and
Fourier Transform, most operations only involve the first N + 1 frequencies, and therefore
the complexity of the algorithm remains approximatively the same as the one associated
with the periodic case. Besides, the DFT and IDFT (steps 1 and 3) are disjoint for each
order, whereas the operations involved in the inversion of the symbol (step 2) are disjoint
for each frequency. Therefore, the algorithm is extremely well-adapted to parallelisation.
In particular, Steps 1 and 3 can be run in parallel for each order, whereas Step 2 can be
performed in parallel for each frequency. Figures 7.6 and 7.7 show the computational cost
of the sequential resolution of the problem with homogeneous Dirichlet Boundary condi-
tions in two and three dimensions on a 4-cores workstation (cores at 3.1 GHz and 16 GB of
RAM at 1867 MHz). The computational time is accordance with the expected complexity
with respect to number of elements N and the order R. Furthermore, the memory storage
is also linear with the number of elements. We do not show any result concerning the
memory for the sake of conciseness.
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7.6 Conclusions
In this work we have proposed a new, efficient, matrix-free solver for the solution of the
Poisson problem in Cartesian geometry discretised with HO-SEM, based on the used of the
Discrete Fourier Transform. In particular, we have developed an efficient implementation
of the problem that consists in the resolution of the symbol of the operator in the frequency
domain. We have shown that the proposed algorithm can be extended in a straightforward
manner to multiple dimensions and Dirichlet or Neumann boundary conditions, without
affecting its efficiency. Furthermore, we have provided numerical evidence that the order
of convergence of the underlying HO-SEM discretisation is preserved. In addition, the
computational cost is linear with the total number of elements, and it is proportional
to O(R3) (instead of O(R6)) in two dimensions, and O(R4) (instead of O(R9)) in three
dimensions, R being the order of the basis function used for the HO-SEM discretisation.
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Conclusions and perspectives
Elastography techniques have raised a growing interest in clinical applications for soft tissue
characterisation over the past decades, the tissue stiffness being highly sensitive to struc-
tural changes associated with physiological and pathological processes [Sarvazyan et al.,
2010; Gennisson, 2003]. In particular, very recent elastographic techniques, like Acoustic
Radiation Force Imaging (ARFI) [Nightingale et al., 2003], Shear Wave Elasticity Imaging
(SWEI) [Sarvazyan et al., 1998] and Supersonic Shear Imaging (SSI) [Bercoff et al., 2004],
are based on the propagation of shear waves, the measurement of which is often referred
to as “transient elastography”. We can refer to this family of methods by Shear Wave
Elastography (SWE). These techniques are based on the use of emitted and back-scattered
ultrasounds at a very high frequency to image the propagation of generated shear waves
in the tissue. The generation of shear waves is remotely induced by the radiation force of
an acoustic pulse, and this phenomenon is called Acoustic Radiation Force (ARF). Then,
the mechanical properties of the medium are retrieved from the velocity of propagation of
the generated shear wave at a very fine scale, using inverse problem strategies.
Experimental studies such as those presented in [Couade et al., 2011; Correia et al., 2017;
Lee et al., 2012; Papadacci et al., 2012; Pernot et al., 2011, 2016] show the potential of
the extension of transient elastography to cardiac imaging. This opens new perspectives in
the patient-specific monitoring of the mechanical properties of the myocardium, and can
potentially yield qualitative and quantitative informations on several pathologies, helping
medical doctors in the definition of an accurate and reliable diagnosis.
The objective of this thesis was the development of a rigorous mathematical
and numerical background for the extension of this new transient elastography
modality to the cardiac setting. This interest was also justified by the fact that, to our
knowledge, there is no study in the applied mathematics literature of this methodology for
application to the myocardium. This is due to the fact that accurate and realistic mechan-
ical models for the heart deformation are relatively new [Chapelle et al., 2012], and are of
fundamental importance to define an appropriate modeling framework for the elastic wave
propagation. Moreover, a major challenge is associated with the fact that, even though
all the physical phenomena (heart contraction, ultrasound and shear wave propagation)
can be derived from the governing equations of the underlying nonlinear mechanics of the
heart deformation, they take place at different time scales, and the linearisation must be
performed around the deformed (prestressed) state of the tissue.
In the recent years, several models of SWE have been developed, mostly oriented toward
the applications. As a consequence, these models are based on simplifying assumptions
on the constitutive law of the medium and the source term resulting from the ARF, and
ready-made softwares were used for the Finite Element simulations. On the contrary, our
approach is more methodological. In more detail, the aim of this work was to study the
elastic (pressure and shear) propagation generated by an impulsive source in the beating
heart and propose new mathematical modeling and adapted numerical strategies for the
efficient simulation of an SWE experiment, taking into account the involved multi-scale
and multi-physics phenomena. Furthermore, we aimed at deriving an accurate expression
of the source term corresponding to the ARF. Among the intrinsic difficulties related to
our problem, we needed to take into account the underlying nonlinear mechanics of heart
contraction (passive and active stress) and the fact that the heart tissue is heterogeneous,
nearly-incompressible and viscoelastic. To do so, we also focused on the development of
novel scientific computing strategies for incompressible elastodynamics.
The main achievements of this thesis can be categorised into the following two topics.
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1. Mathematical modeling.
• We have proposed a novel methodological approach to characterise elas-
tographic shear wave propagation for a general constitutive behaviour of the
myocardium, starting from an accurate biomechanical model of the heart. In ad-
dition, we have studied the contribution of active stress on the elastographic wave
propagation, and we have demonstrated that it is dominated by the prestress ef-
fect. Furthermore, we have applied this approach to the biomechanical heart model
[Chapelle et al., 2012], and we have compared some detailed results with published
experimental measurements.
• We have derived an original mathematical model of the acoustic radiation
force phenomenon. We emphasize that the proposed model dispenses with the
simplifying hypotheses that are usually made on the properties of the solution (e.g.
plane wave assumption). In greater detail, based on asymptotic analysis, we have
derived the governing equation of the pressure field and the shear wave field remotely
induced by the ARF, and we have computed an analytical expression of the source
term responsible for the generation of shear waves from an acoustic pressure pulse.
As a by-product of our analysis, we have shown that it is associated with the viscosity
and the tissue nonlinearities. In addition, we have derived a proof of convergence of
the approximation of solution in a quasi-static linear configuration.
2. Numerical approximation.
• We have developed a novel numerical scheme suitable for approximating
elastic wave propagation in incompressible media, based on a mixed ex-
plicit/implicit time discretisation. We have demonstrated that the time step of the
resulting algorithm is only constrained by the shear wave velocity (unlike fully-explicit
time schemes). Furthermore, our algorithm only entails at each time step one resolu-
tion of a scalar Poisson problem and few matrix-vector multiplications for the explicit
part of the scheme. Additionally, we have shown that more accurate approximations
of the purely incompressible problem can be retrieved by post-processing of the solu-
tions obtained with the scheme. Moreover, we have presented a two-dimensional nu-
merical test case, to demonstrate the favourable convergence properties of the scheme,
and one three-dimensional example, to illustrate a realistic application to elastogra-
phy imaging. Finally, we have provided a theoretical demonstration of second-order
convergence in time of the scheme.
• We have developed a novel, fast, matrix-free solver for the Poisson problem
discretised with High-Order Spectral Element Methods in simple geome-
tries. We have constructed an efficient implementation of the problem that consists
in the resolution of the symbol of the operator in the frequency domain. We have
demonstrated that the proposed algorithm can be extended straightforwardly to mul-
tiple dimensions and Dirichlet or Neumann boundary conditions, without affecting
its efficiency. Furthermore, we have provided numerical evidence that the order of
convergence of the underlying HO-SEM discretisation is preserved.
• We have outlined a three-dimensional mathematical model for the propaga-
tion of elastic waves in a pre-stressed, hyperelastic, viscoelastic, heterogeneous,
anisotropic medium, that is also subject to an active stress, under realistic conditions
of an SWE experiment. The discretisation in space is based on high-order Spectral
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Elements, whereas the novel adapted implicit/explicit time discretisation is used for
time discretisation.
These results represent a significant step forward in the modeling and simulation of
transient elastography in the cardiac setting and, more generally, in the study of
elastic wave propagation in incompressible, anisotropic and heterogeneous me-
dia. Moreover, we have constructed an adapted and efficient numerical framework for
problems in incompressible elastodynamics that is prone to numerous applications, apart
from transient elastography. However, numerous aspects can still be tackled and improved
in this topic, of course, both from the modeling and from the numerical perspective. The
main open questions and perspectives can be summarised in the following aspects:
• Further investigate the quasi-static assumption that is performed to decouple pressure
and shear waves. In more detail, the end-goal of this work is to study when the
principle of limiting amplitude takes place, i.e. when it is reasonable to consider
that, at every time of the slow time scale, it is possible to solve a Helmholtz equation
associated with the fast time scale of the pressure field.
• Compare the exact term accounting for the ARF that has been derived in this work
with the approximation of this source term by a volumic body force that is usually
considered in the literature [Palmeri et al., 2005], in order to analyse the effect of
this approximation on the propagation of the shear waves.
• Simulate an SWE experiment under realistic conditions. Moreover, we aim at con-
sidering the effect of more complex viscous laws in the propagation of shear waves. In
this work, we have considered a Zener model, but other choices could be considered.
Note also that a further complexity is represented by the assumption of a prestressed
medium. One of the end-goals would be to validate the model against in vitro and
in vivo experiments.
Furthermore, in the perspective of a realistic application to SWE elastographic reconstruc-
tion, further aspects should be tackled:
• The construction of efficient solvers for the inversion of the high-order discrete Laplace
operator (required in the proposed scheme for incompressible elastodynamics) in case
of non-simple geometries. A possible solution could be represented by hierarchical
solvers [Börm et al., 2003] in order to perform an adequate preconditioning in the
iterative inversion of the Laplace operator.
• The truncation of the computational domain. Due to the full attenuation of shear
waves in a few millimetres, it is reasonable to consider a small region of interest. For
the moment, we assume transparent boundary conditions everywhere except for the
surface where the probes are located. However, it would be of interest to extend some
existing methods, e.g. Perfectly Matched Layers (PML) [Bécache et al., 2003], to in-
compressible elasticity in prestressed media. Nonetheless, to our knowledge standard
PML techniques only work for isotropic elastic media, but fail for general anisotropic
media. As a consequence, the proper definition of the specific configuration of the
domain (e.g. geometry, heterogeneity, viscosity) and the mathematical analysis of
the obtained equations are key-steps to define adapted and stable variants of these
techniques. Another approach that could be investigated consists in the extension of
the Halfspace Matching Method [Dhia et al., 2018] to anisotropic elastic problems.
• The modeling of the backscattering of the ultrasound waves by small scatterers,
that generates the speckle, i.e. the signal that is measured by the probes after
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sending an ultrasound wave in the tissue during the imaging modality. This step is
crucial, since the speckle is then processed to estimate the shear wave propagation
for the elastographic reconstruction. As scatterers can be assumed to be random
perturbations of the mechanical parameters of the tissue, the scattering phenomenon
could be modelled by means of adapted homogenisation procedures.
• The derivation of advanced and stable inverse problem strategies for the reconstruc-
tion of the mechanical properties of the tissue from the backscattered signals. This
aspect is a major challenge, due to the intrinsic complexity of the underlying physical
phenomena. In particular, the methodology needs to take into account the physi-
cal coupling between shear wave propagation and backscattering of ultrasounds that
takes place in transient elastography. A possible strategy could be represented by
observer-based data assimilation techniques [Moireau and Chapelle, 2011; Chabiniok
et al., 2012].
The end-goal is to construct a simulation framework that can allow to measure in silico the
outcome of an SWE experiment in a given configuration (e.g. the position of the sensors,
the frequency and profile of the excitation), in order to optimise the Signal-to-noise ratio
of the experiment, and to apply efficient identification strategies for the parameter recon-
struction. That would optimise the existing transient ultrasound elastography techniques
and hopefully improve the dissemination of these methodologies in clinical applications.
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Résumé : Les objectifs de cette thèse sont la modélisation mathématique et la simulation numérique
de l’élastographie impulsionnelle basée sur la force de radiation acoustique (FRA) dans un tissu mou
précontraint, et en particulier le myocarde. La première partie du manuscript concerne la modélisation
mathématique de la FRA, la propagation d’ondes de cisaillement qui en résulte et la caractérisation de
la vitesse des ondes de cisaillement pour une loi de comportement générale du tissu myocardique. Nous
montrons aussi des applications pour l’estimation de l’orientation des fibres cardiaques dans le myocarde et
l’évaluation de “pathologies synthétiques ”. Une des contributions principales de ce travail est le développe-
ment d’un modèle mathématique original de la FRA. En particulier, à partir d’un modèle biomécanique
tridimensionnel du coeur, nous obtenons, à travers une approche asymptotique, les équations qui régis-
sent les champs de pression et de cisaillement induits par la FRA. De plus, nous calculons une expression
analytique du terme source responsable de la génération des ondes de cisaillement à partir d’une impul-
sion acoustique en pression. Dans la deuxième partie de la thèse, nous proposons des outils numériques
efficaces pour une simulation numérique réaliste d’une expérience d’élastographie impulsionnelle dans un
tissu quasi-incompressible, précontraint et fibré. La discrétisation en espace se base sur des éléments finis
spectraux d’ordre élevé. Pour la discrétisation en temps, nous proposons une nouvelle méthode adaptée
à l’élasticité incompressible. En particulier, seuls les termes correspondant à des vitesses infinies, associés
à la contrainte d’incompressibilité, sont traités implicitement, à travers la resolution d’un problème de
Poisson à chaque pas de temps de l’algorithme. En outre, nous proposons une nouvelle méthode d’ordre
élevé et efficace pour la résolution d’un problème de Poisson, qui se base sur la transformée de Fourier
discrète.
Title : Mathematical modelling and numerical simulation of elastic wave propagation in soft tissues with
application to cardiac elastography
Key words : elastic wave propagation – Shear Wave Elastography – life sciences – numerical simulation
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Abstract : This PhD thesis concerns the mathematical modelling and numerical simulation of impulsive
Acoustic Radiation Force (ARF)-driven Shear Wave Elastography (SWE) imaging in a prestressed soft
tissue, with a specific reference to the cardiac setting. The first part of the manuscript deals with the
mathematical modelling of the ARF, the resulting shear wave propagation, and the characterisation of the
shear wave velocity in a general constitutive law for the myocardial tissue. We also show some applications
to the extraction of fibre orientation in the myocardium and the detection of “synthetic pathologies”. One
of the main contributions of this work is the derivation of an original mathematical model of the ARF. In
more detail, starting from an accurate biomechanical model of the heart, and based on asymptotic analysis,
we infer the governing equation of the pressure and the shear wave field remotely induced by the ARF, and
we compute an analytical expression of the source term responsible for the generation of shear waves from
an acoustic pressure pulse. In the second part of the PhD thesis, we propose efficient numerical tools for a
realistic numerical simulation of an SWE experiment in a nearly-incompressible, pre-stressed, fibered soft
tissue. The spatial discretisation is based on high-order Spectral Finite Elements (HO-SEM). Concerning
time discretisation, we propose a novel method adapted to incompressible elasticity. In particular, only the
terms travelling at infinite velocity, associated with the incompressibility constraint, are treated implicitly
by solving a scalar Poisson problem at each time step of the algorithm. Furthermore, we provide a novel
matrix-free, high-order, fast method to solve the Poisson problem, based on the use of the Discrete Fourier
Transform.
