Abstract-The round trip network delay times between pairs of nodes in a multicast session is a key parameter; it is used in suppressing the implosion of request and repair packets, in detecting congestion, etc. This paper presents a protocol to estimate the delays between every pair of nodes in a multicast group. While existing protocols use O(n) multicast messages with O(n) size each (total of O(n2) bits), our protocol requires O(n) multicasts with only O(1) size each (total of O(n) bits); here, n is the session size. It does not require clocks to be synchronized, or any knowledge of network topology and the session size. We incorporate our protocol into the SRM protocol [l] and show by our simulations that (i) our delay estimation protocol is reasonably accurate, (ii) it is just as effective as existing delay estimation protocols in suppressing repair and request traffic in SRM, and (iii) it has significantly lower overhead than the existing delay estimation protocols. Furthermore, our protocol can be extended to run within a hierarchically structured multicast protocol such as RMTP [2]. Here the goal is to estimate round trip delays from a sender to each receiver. Our protocol ensures that only the immediate children of the sender send feedback messages directly to the sender, thereby avoiding feedback implosion. Our delay estimation protocols therefore significantly enhance the scalability of unstructured multicast protocols such as SRM, as well as tree-structured multicast protocols such as RMTP.
1.
We consider a fundamental technical problem in networks, namely, how to estimate delay times between the receivers in a multicast session in a scalable manner. Our main result is a procedure for solving this problem using fewer messages or bits than previously known methods. We integrate this solution into existing reliable multicast protocols, which as a result become more scalable. Furthermore, we provide experimental evidence that our estimation methods are accurate. In what follows, we moThis work is supported in part by NSF CAREER ANI-987565 l.
tivate and define our problem formally before presenting our results.
Round trip delay time is a key parameter in unicast and multicast scenarios. In unicast communication such as in conventional TCP, it is used for timeouts at the source. In multicast communication, the estimated delays between pairs of nodes are used to suppress the implosion of feedback and repair packets. In recently proposed congestion control mechanisms [4], [SI, delay estimation from the source to each receiver in a multicast session is used to compute the possible transmission rate of the source.
Consider a multicast environment comprising a few senders and a large collection of receivers -they may possibly be organized into a hierarchical structure, but that is not necessary. The goal is to estimate round trip delay times between the source and the receivers, or between any pair of receivers. Following two assumptions are crucial.
0 The clocks at nodes are not synchronized with each other. In any wide area network including the current Intemet, it is difficult to guarantee synchronized clock and hence, this is a realistic assumption.' 0 The one way delay times along paths are symmetric, that is, the one way delay from A to B is identical to that from B to A. This is the standard assumption in network protocols involving delay estimation such as TCP[6] , SRM[l], NTP [7] , and SHARQFEC [8] , to name a few. Indeed, the task of estimating one way delay may be inherently very hard without this assumption. So, all estimation protocols estimate the round trip delay times between nodes, and use that to approximate one way delay times.
Clearly the delay values are dynamic, changing with the traffic pattern and congestion in the network. In fact, these values may be significantly affected by the overhead 'In emerging systems, there is a proposal to interface with GIS so that the clocks at all the nodes in the Intemet may be accurately synchronized; currently no such global system exists. In the future, if such systems are deployed, the problem of round Uip delay estimation may become trivial. of tra€fic generated by the protocol that performs the delay estimation by actively injecting packets into the network; hence, any such protocol must minimize this traffic overhead. Another motivation for reducing the traffic overhead is to increase the scalability of the estimation process, since it has to be run frequently to produce up-to-date estimates.
To summarize, delay estimation is a key technical component of many network protocoIs and a low overhead estimation protocol is needed. We adopt the standard practice in this area to measure the overhead of estimation procedure in terms of the number of messages, each unicast or multicast transmission W i g counted as one message.
Our Contributions. We present network delay estimation protocols that can be used in multicast environments. Our basic protocol can be used in unstructured multicast protocols such as S R M [l] ; we extend this into one that can be used in a hierarchical multicast protocols such as
Basic protocol. Our basic protocol estimates the delay from each node to every other node in a multicast group during a multicast transmission session, and applies where there is no logical structure among the receivers in the session.
Our Both protocols work without any knowledge of the underlying network. They are also applicable if there are two or more senders. Our improvements are obtained by crucially using a node in the network that we designate as the reference point; see Section 111 for the details.
We perform an experimental study of the effectiveness of our two delay estimation protocols. We incorporated them into SRM and RMTP, and performed a simulation study using the UCBASWINT network simulator (ns). As the results show, our protocols are just as accurate and effective as existing protocols within these contexts, namely in suppressing feedback and repair traffic [ 11 or regulating transmission flow for congestion control [5]. However, they are far more efficient than the existing protocols; thus they make the multicast protocols significantly more scalable.
Organization. In Section 111, we present our basic protocol, and we extend it to tree structured protocols in Section IV, In Section V, we describe our experimental setup and present our experimental results. 2MBls estimate for the existing protocols.
This avoids the implosion problem at the sender. SRM uses a protocol called session to estimate the delay between every pair of nodes in a multicast group. In the session protocol, each node i periodically multicasts a session message containing a list of the time stamps of the last session messages that it received from all the other nodes. When it receives a session message from another node j containing the time stamp T of its last session message, it can estimate the delay to j by halving the elapsed time from the time 2 ' . Since each session message consists of [9] proposed to impose a hierarchy on S F W to solve the problem induced, in part, by the session traffic, and increase scalability. The session members are divided into local scopes each of which contains a local representative. Local members within a scope send session messages to each other and conduct delay estimation among themselves as before. However, the representatives perform their own delay estimation among each other. Delays between two members in different scopes are approximated via delays to their representatives. Under a small (local and global) scope comprising up to 40 members, this technique is shown to reduce the bandwidth utilization of the delay estimation protocol. Although hierarchical scoping helps increase the scalability of the delay estimation protocol in SRM, it still does not remove the O(n2) performance bound (hence, the limit on the scalability), where n is the size of a scope. Using these protocols, only small scopes can be accommodated. In addition, these protocols assume that scope representatives are on the multicast routing path from the sender or that the routing path from a sender to a receiver does not differ from that from another sender to the same receiver. These assumptions require that scope configuration protocols that dynamically define scopes and elect representatives from each scope, be aware of underlying network topology and the routing mechanism. Our delay estimation protocols avoid many of these concerns.
BASIC PROTOCOL
The problem we address in this section is to estimate the delay incurred by a transmission from any node to any other node within a multicast group. This protocol does not assume any logical structure of the receivers, and is thus applicable to an unstructured protocol such as SRM [l] . The only requirement of the protocol is that it needs to designate one node as the reference point S.
There is no special requirement for S except that it has to be a member of the multicast group that is being considered. Also, if S is one of the senders, then the protocol can be optimized to further reduce its message complexity.
The protocol consists of two phases: setup and estimation phase. We describe each phase in detail below.
The setup phase. In this phase, each node R determines the network delay d(S, R ) from the reference point S to itself. In order to do this, each node multicasts its current time in message to the reference point. The reference point The following holds.
Proof. Let t be the time (in R's clock) that Q sent m. We can estimate the time t in two different ways. Since m was received at R at time tm, t = tm -d ( Q , R). Also since S ) . Both estimates of t must be identical,
from which the lemma follows. This takes 2 multicast messages each of size O(1). Now, we repeat this process with each node R playing the role of Q; at the end of this, every node R has d ( R , Q) for each Q. The whole process requires 2n multicast messages each of size O(1).
The pseudo-code of this protocol appears in Figure 2 . We make some remarks about the protocol. Remark 1. One can optimize the number of messages to be n by allowing the reference point to be one of the senders, and letting it piggyback message M to its data packets. Further optimization can also be achieved by allowing the reference point to collect probe messages (m's) from ull the nodes, and to multicast a cumulative acknowledgment M to all the nodes that contains d m~ for all m's.
This requires n probe messages each of size 0(1) and a single multicast message from the sender of size O(n).
Remark 2. The overall protocol is to run the setup and estimation phases alternately. By slightly modifying the estimation protocol, we can ensure that following a single run of the setup phase, repeatedly running the estimation protocol itself suffices. The node Q now sends the message m comprising (a) the time S sent the last packet received by Q from S (this information can be obtained from the message M ) and (b) the delay between when the last packet from S was received by Q and the current time when Q sends message m. The reference point can deter- 
Remark 3.
It is possible that the reference point may fail or leave the multicast group, but this does not pose a serious problem. When such an event occurs, a new reference point must be elected. One of other "live" senders can be elected using, say, their IP addresses to set the priority. When the reference point does not respond for a long time, each sender starts an election process. During the election, all the senders initially consider themselves as a reference point and participate in the estimation protocol (we assume that the estimation phase is executed at least once, and thus all the nodes know the delay from every other node). Note that the protocol still runs correctly even with multiple reference points. When a reference point hears from another reference point, the reference point with a larger IP address will stop participating in the protocol. As the protocol continues, there will be eventually one reference point. The other nodes do not have to know the identity of the reference point. They need to know only which messages a "self-acclaimed" reference point S is responding to (i.e., 
IV. HIERARCHICAL PROTOCOL
Our discussion on network delay estimation in Section I11 focused only on how to estimate delays between receivers within a multicast group while we make no assumption about the logical relation between nodes. However, there are a host of reliable multicast protocols [2], [lo] , [8] that define a logical hierarchical relation among receivers. They organize the entire multicast group into a tree where the sender is at the root and the other nodes are receivers. The internal nodes of the tree are responsible for repairing the packets lost by their children. Typically, these protocols do not allow receivers to send feedback directly to the sender, but only to their parents.
In this section, we present a protocol that estimates the network delay from the sender at the root to every receiver (internal as well as leaf receivers). The main feature of the protocol is that each receiver sends feedback only to its own immediate parent nodes in the tree, and thus, the sender does not receive any feedback from receivers other than its own children. No assumption is made about the congruence of the logical structure of the tree with the physical location of receivers (i.e., it is not necessary that a node be at the routing path of its descendants).
The protocol applies the principle discussed in Section TI1 recursively in the hierarchical setting. Figure 3 illustrates the intuition behind the protocol. The objective is to estimate delays from the sender 2 to a receiver B ( d ( 2 , B ) ) . Suppose that receiver A is the parent of B.
Note that since 2 is the sender, it can multicast data to both A and B.
At ticasts a data packet p to the multicast group, so both A and B will receive p. Let tz be the time that B receives this packet according to B's clock. When A receives p, it multicasts packet q containing the sequence number of the last packet it received from 2 and the delay from the reception of that packet to the sending of q which is denoted dpp. Let t~ be the time that B receives packet q from A. Applying Lemma III.1, we have the following:
The delay between A and B (d (A, B) ) can be computed as described earlier (i.e., in the feedback, B includes the time stamp in the last message received from A). Also, all the ancestors of B (including A) can estimate the delay from 2 by applying the same argument as above recursively while the delay between 2 and its immediate child receivers (which is a base case in the recursion) can be estimated in the usual way by using feedback from the children. That gives all the relevant information for computing
. We have only sketched the overall hierarchical protocol; the rest of the details can be reconstructed easily using our description of the basic protocol.
A. Simulation setup
We implemented the basic and hierarchical delay estimation protocols presented in this paper using UCBLBWVINT network simulator (ns), and incorporated them into SRM[l] and RMTP[2] respectively. The objective of our experiments is to show that the protocols are accurate in delay estimation without causing excessive message overhead. We show this for both the protocols.
Then we focus only on our basic protocol incorporated in to SEW and we show our protocol in action for use in suppressing request and repair packets; in particular, we compare its performance with the delay estimation protocol that is currently in SRM.
Topology. Our simulation experiments were run using variants of the hybrid mesh tree topology used in [8]. The topology used in our experiments is shown in Figure 4 . Its configuration is almost identical to the ones in (81 except for the loss rates assigned to each link. The loss rates are added to each link to see how effective SRM suppression is when combined with our delay estimation protocol. Note that at this transmission rate, each receiver will get approximately 10 packets over a 100 ms period. Table I compares the bandwidth overhead of our basic protocol with that of the SRM session protocol which is used to estimate network delays in SRM. In the execution of the session protocol and our protocol, the time interval between two consecutive transmissions of session message or delay estimation probe by the same receiver is set to one second. The table indicates that our protocol uses only about 20 Kbits/s while the SRM session protocol uses over 1.6 Mbits/s. This is because the size of session messages in SRM is proportional to the number of receivers in the session, and each receiver sends at least one message per second.
B. Simulation results
To determine the accuracy of our delay estimation protocols, we measure the ratio of estimated round trip delay time (RTT) for each packet to the actual delay experienced by it, in lOOms intervals. The actual delays of each packet can be computed in our simulation experiment using time stamps embedded in each packet. Since the simulation experiment uses synchronized clocks, actual delays can be easily computed by taking a weighted average of each sample. Figure 5 shows the minimum and maximum values of this ratio for any packet over the transmission period (from second 6 to second 16) in the experiment. It is clear from the figure that the estimated value is within 10% of the actual values. Note that the actual vaIues are adjusted for every packet reception while the estimated values are 9 10 11 Seconds Fig. 6 . The ratio of estimated RTTs to actual RTTs sampled over the running time period of RMTP adjusted for every second only. We also study the accuracy of our hierarchical protocol by incorporating it into RIvlTP. See Figure 6 where we show the ratio between the estimated delay and the actual delay for packets sent to a particular host (number 19 in our example) at periodic intervals over time. Again the estimates are within 10%.
We now run two implementations of SRM: one with the session protocol, and the other with our basic protocol. In this experiment, we are interested in the efficacy of our protocol in suppressing repair and request packets of SRM. Note that SRh4 sets its suppression random timer based on network delays from the sender or from the requester. SRM and that for the modified SRM. The graphs show that using our protocol does not change the request and repair message traffic by a significant amount. This indicates that our delay estimation protocol can be used for suppressing request and repair as effectively as that in the original SRM that requires O(n2) message bit complexity.
VI. CONCLUSION
We have presented protocols for estimating round trip delay times in a network; these have significantly lower overhead than existing protocols, and hence, they are scalable. These protocols are of use in unstructured as well as hierarchically structured multicast protocols. Our simula- tion results based on incorporating our protocol into SRM and RMTP show that our protocols are quite accurate.
Protocols in general assume that the delays between two nodes on the network are symmetric. This assumption may not hold in general, and it almost certainly does not hold in satellite or wireless networks. How to best estimate one way delay times in such cases in a way that is effective in practice remains open.
