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In this paper we study the random-data initial value problem of
the Navier–Stokes equations in L2(T3). By using the randomiza-
tion approach recently developed by N. Burq and N. Tzvetkov,
we prove that for almost all ω ∈ Ω , where Ω is the sample
space of a probability space (Ω,A, p), for the randomized ini-
tial data f ωh ∈ L2σ (T3), the Navier–Stokes equations have a global
solution u ∈ C([0,∞), L2σ (T3)), or more precisely, u − et f ωh ∈
C([0,∞), H
1
2
σ (T
3)).
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1. Introduction
In this paper we study the periodic initial value problem of the Navier–Stokes equations modeling
the motion of an incompressible viscous ﬂuid:
⎧⎪⎪⎨
⎪⎪⎩
∂ u
∂t
− u + (u · ∇)u + ∇ P = 0 in R+ ×T3,
∇ · u = 0 in R+ ×T3,
u(0, x) = u0(x) in T3,
(1.1)
where u(t, x) = (u1(t, x),u2(t, x),u3(t, x)) ∈ R3 and P (t, x) denote the unknown velocity vector and
unknown pressure of the ﬂuid at point (t, x) ∈R+ ×T3, respectively, and u0(x) = (u1(x),u2(x),u3(x))
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C. Deng, S. Cui / J. Differential Equations 251 (2011) 902–917 903is the given initial velocity vector. We note that T3 denotes the three-dimensional torus, and (1.1)
is the abstract version of the periodic initial value problem of the three-dimensional Navier–Stokes
equations.
Mathematical analysis of the Navier–Stokes equations has a long history. It goes back to the begin-
ning of the twentieth century and started by Oseen in [14], where classical solutions were studied. In
[13] Leray introduced the concept of weak solutions and proved the existence of global weak solutions
associated with L2(R3) initial data by using an approximation approach and some weak compactness
argument. Leray’s theorem is a pure existence result; it states that for any L2(R3) initial data u0 the
problem (1.1) has at least one solution in the class
Cw
([0,∞), L2(R3))∩ L∞([0,∞), L2(R3))∩ L2([0,∞), H˙1(R3)),
where Cw([0,∞), L2(R3)) denotes the set of maps from [0,∞) to L2(R3) which are continuous with
respect to the weak topology of L2(R3). We note that neither uniqueness nor continuous dependence
of the solution on the initial data was established. A different approach based on Picard’s iteration ar-
gument was introduced by Kato and Fujita in 1964 in [6], where they established local well-posedness
of the initial value problem in Hs(R3) for s 1/2. This approach was later extended to various other
function spaces, such as the Lebesgue space Lp(R3) for p  3 by Weissler [18], Kato [9], Fabes, Johns
and Riviere [5] and Giga [7], the critical and subcritical Sobolev spaces and Besov spaces of either pos-
itive or negative order by Kato and Ponce [8], Planchon [15], Terraneo [17], Cannone [4], etc. We refer
the reader to the book of Lemarié-Rieusset [12] for results and references listed therein concerning
results in this line in various other function spaces, such as the Lorentz spaces Lp,q , the Morrey–
Campanato spaces Mp,q , the multiplier spaces Xr and the Sobolev and Besov spaces over such spaces.
We particularly mention that among all these well-posedness results, the space of lowest-order regu-
larity is BMO−1, in which well-posedness was established by Koch and Tataru in [10]. We also mention
that, by combining both of the above two approaches, we can get global existence of weak solutions
for initial data in some larger spaces than L2(R3); see Calderón [3], Lemarié-Rieusset [12] and [11]
for results in this direction.
All literature mentioned in the previous paragraph are concerned with non-periodic initial value
problem of the Navier–Stokes equations. However, all the results as well as the methods for obtaining
them also hold for the periodic initial value problem.
The weak solution approach introduced by Leray has the advantage that such solutions are global,
regardless whether their initial data is small or large. Unlike this, although the solutions obtained by
using the well-posedness approach, referred to as mild solutions in the literature, are smooth, they
are local (in time) for large initial data, or more precisely, global existence of mild solutions for
general initial data in well-posedness spaces is still an open problem. On the other hand, Leray’s weak
solutions have some obvious weak points: Besides lack of uniqueness and continuous dependence on
the initial data, they are not smooth, or more precisely, whether they are smooth or not is not known
up to the present. Thus, considering regularity of Leary’s weak solutions or searching more regular
solutions for L2 initial data is a very interesting topic.
Inspired by recent works of Burq and Tzvetkov [1,2] on nonlinear wave equations, in this paper we
use the randomization approach to construct solutions in the class C([0,∞); L2σ (T3)) for the problem
(1.1) for a random class of initial data in L2σ (T
3). Recall that the notation C([0,∞); L2σ (T3)) denotes
the set of maps from [0,∞) to L2σ (T3) which are continuous with respect to the norm topology of
L2(T3). Before presenting the exact statement of our result, let us ﬁrst introduce some concepts and
notations.
Similar to [1], for s  0 we denote by Hs(T3) and W s,p(T3) the classical Sobolev spaces on the
torus T3 of the L2 and Lp types, respectively, equipped with norms ‖u‖Hs(T3) = ‖(1 − )s/2u‖L2(T3)
and ‖u‖W s,p(T3) = ‖(1−)s/2u‖Lp(T3) , respectively. Throughout this paper, for a Banach space X of 3-
vector functions or 3-vector distributions on T3, we use the notation Xσ to denote the corresponding
closed subspace of X consisting of all divergence-free elements in X , i.e., for u ∈ X , u ∈ Xσ if and only
if ∇ · u = 0.
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satisfying one of the following two conditions:
(i) h j(ω) are independent and identically distributed Bernoulli random variables, i.e., p(h j(ω) = 1) =
p(h j(ω) = −1) = 1/2.
(ii) h j(ω) are independent and identically distributed Gaussian random variables, i.e., h j ∈ N(0,1).
Let (λ j) j1 be the sequence of eigenvalues of − on T3, ordered increasingly and in their multi-
plicities. Let (e j) j1 ⊆ C∞(T3) be the corresponding sequence of eigenfunctions, normalized so that
they form an orthonormal basis of L2(T3). Then for any s ∈R, each f ∈ Hs(T3) can be written in the
Hilbertian basis (e j) j1 as
f (x) =
∑
j1
α je j(x), α j ∈R, ‖ f ‖Hs ≈
[∑
j1
(
1+ λ2j
)s
α2j
] 1
2
. (1.2)
We consider the maps
ω −→ f ω(x) =
∑
j1
α je j(x)h j(ω) and ω → f ωh (x) =
∑
j2
α je j(x)h j(ω) (1.3)
from Ω to Hs(T3) (equipped with the Borel sigma algebra). Then the maps (1.3) are measurable
and belong to L2(Ω; Hs(T3)) (cf. [1,2]). The Hs(T3)-valued random variables f ω and f ωh are both
called the randomization of f . Similarly, we deﬁne the randomization of a vector-valued function
f = ( f1, f2, f3) by
f ω(x) =
∑
j1
(α j, β j, γ j)e j(x)h j(ω) and f ωh (x) =
∑
j2
(α j, β j, γ j)e j(x)h j(ω), (1.4)
where
f1 =
∑
j1
α je j(x), f2 =
∑
j1
β je j(x), f3 =
∑
j1
γ je j(x). (1.5)
The main results of this paper read as follows:
Theorem 1. Given f ∈ L2σ (T3), let f ω, f ωh ∈ L2(Ω; L2σ (T3)) be the randomization of f as in (1.4). For any
η ∈ (0,1) and 0 < T  1 there exists a corresponding event ΩT ⊂ Ω such that p(ΩT )  η and for every
ω ∈ ΩT , there exists a unique solution to (1.1) for 0 t  T such that
u − et f ω ∈ C([0, T ]; H 12σ (T3))∩ L(16,16)(0, T ; L4σ (T3))∩ L8(0, T ; L4σ (T3)). (1.6)
Moreover, for any η ∈ (0,1), if ‖f ‖L2(T3)  8
√
2−12C−9(1− η), then there exists an event Λ ⊆ Ω with
p(Λ)  η, such that for all ω ∈ Λ there exists a unique global solution u to (1.1) with initial data u0 = f ωh
such that
u − et f ωh ∈ C
([0,∞); H 12σ (T3))∩ L(16,16)(0,∞; L4σ (T3))∩ L8(0,∞; L4σ (T3)). (1.7)
C. Deng, S. Cui / J. Differential Equations 251 (2011) 902–917 905Theorem2. Let ε > 0 be small enough,μ 0, δ = μ+2ε, s = 12 +μ+2ε and 1m = 18 −ε. If f ∈ Hδσ (T3) andf ω ∈ L2(Ω; Hδσ (T3)) be the randomization of f as in (1.4), then for almost all ω ∈ Ω there exist 0 < Tω  1
and a unique solution u to (1.1) with initial data u0 = f ω for 0 t  Tω such that
u − et f ω ∈ C([0, Tω]; Hsσ (T3))∩ Lm(0, Tω; Wμ,4σ (T3)). (1.8)
More precisely, for every 0 < T  1 there exists an event ΩT such that
p(ΩT ) 1− Ce−cT−ε/2 , C, c > 0, (1.9)
and for every ω ∈ ΩT , there exists a unique solution to (1.1) in the class (1.8) (with Tω = T ).
Remark 1. Firstly, let ε > 0 and s ∈ R. If f ∈ Hsσ (T3) is such that f /∈ Hs+εσ (T3) then for almost all
ω ∈ Ω , f ω, f ωh ∈ Hsσ (T3) but f ω, f ωh /∈ Hs+εσ (T3) (similar to [1]). Hence the randomization has no
regularizing effect. Secondly, as for local solutions, the initial data that we consider in Theorem 2 can
be arbitrarily large, hence the result is not a small data result. Thirdly, the domain T3 in this paper can
be replaced by any three-dimensional compacted Riemannian manifold M without boundary. Finally,
div(u − et f ω) = 0, and we shall not repeat this in the following part.
Later on we shall use C , c to denote constants which may change from line to line. These constants
will always be universal, or uniformly bounded with respect to the parameters r, m, m2, ε and ω. We
use the notations A ∼ B, A  B if C−1B  A  C B, A  C B respectively. The notations Lrω , LpT , Lpt
stand for Lr(Ω), Lp(0, T ), Lp(0,∞), respectively, whereas for s  0 we denote W s,qσ = W s,qσ (T3) and
LpT W s,qσ = Lp(0, T ; W s,qσ (T3)).
The rest part is organized as follows. In Section 2 we prove several stochastic estimates. In Sec-
tion 3 we list several stochastic estimates associated to T3 and prove Theorems 1 and 2.
2. Stochastic estimates
In this section we make some preliminary discussion. We only prove stochastic estimates for scalar
function f , since the vector functions f can be treated similarly. We denote W s,p(T3) by W s,p with
s  0 and 1  p < ∞ for simplicity. We will take proﬁt on the L4 bounds for the eigenfunctions
(e j) j1 related to − on the torus T3 and the decay properties of et to obtain several stochastic
estimates. For f ∈ Hδ we have
f =
∑
j1
e−tλ
2
jα je j(x), α j ∈R,
then we set
uωf (t, x) = et f ω(x) =
∑
j1
e−tλ
2
jα je j(x)h j(ω) and
uωfh(t, x) = e
t f ωh (x) =
∑
j2
e−tλ
2
jα je j(x)h j(ω). (2.1)
Lemma 2.1. (See [16, Theorem 2.1].) Let e j be the eigenfunction associated to λ2j , j  1. Then we have
‖e j‖L4 
(
1+ λ2j
) 1
8 .
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for all r  2 and (c j) j1 ∈ l2 we have
∥∥∥∥∑
j1
c jh j(ω)
∥∥∥∥
Lrω

√
r
(∑
j1
|c j|2
)1/2
.
Now we state the main stochastic results of this section.
Lemma 2.3. Let 0 < T  1, μ 0, ε > 0 be suﬃciently small, 1r 
1
m = 18 − ε and δ = 14 − 2m . If f ∈ Hδ+μ
and f ω be the randomization of f given by (1.3), then
∥∥et f ω∥∥Lrω LmT Wμ,4 √r‖ f ‖Hδ+μ. (2.2)
As a consequence, if we set
Eλ, f ,δ+μ =
{
ω ∈ Ω: ∥∥et f ω∥∥LmT Wμ,4  λ},
then there exist c1, c2 > 0 such that for all λ > 0 and f ∈ Hδ+μ
p(Eλ, f ,δ+μ) c1e
−c2λ2/‖ f ‖2Hδ+μ . (2.3)
Proof. We follow the step of the proof of Proposition 4.1 in [1]. If f ∈ Hδ+μ , then we can write it as
f =∑ j1 α je j . From (2.1) we have
(1− )μ/2et f ω =
∑
j1
e−tλ
2
j
(
1+ λ2j
)μ/2
α je jh j(ω).
By using Lemma 2.2 we deduce
∥∥(1− )μ/2et f ω∥∥Lrω √r
(∑
j1
|α j|2e−2tλ
2
j
(
1+ λ2j
)μ|e j|2
)1/2
. (2.4)
Recall that r m > 8, then we take the L4 norm of the previous estimate. By Minkowski inequality
and (2.4) we obtain
∥∥(1− )μ/2et f ω∥∥Lrω L4  ∥∥(1− )μ/2et f ω∥∥L4Lrω

√
r
∥∥∥∥
(∑
j1
|α j|2e−2tλ
2
j
(
1+ λ2j
)μ|e j|2
)1/2∥∥∥∥
L4
. (2.5)
We take the LmT norm of the above estimate and again by Minkowski inequality, (2.5) can be bounded
by
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 r
∥∥∥∥∑
j1
|α j|2e−2tλ
2
j
(
1+ λ2j
)μ|e j|2
∥∥∥∥
Lm/2T L
2
 r
∥∥∥∥∑
j1
|α j|2e−2tλ
2
j
(
1+ λ2j
)μ|e j|2
∥∥∥∥
L2Lm/2T
 r
∥∥∥∥∑
j2
|α j|2λ−
4
m
j
(
1+ λ2j
)μ|e j|2
∥∥∥∥
L2
+ r|α1|2‖e1‖2L4
 r
∑
j1
|α j|2λ−
4
m
j
(
1+ λ2j
)μ‖e j‖2L4 + r|α1|2‖e1‖2L4 . (2.6)
Making use of Lemma 2.1 and the fact that inf j2{λ j} > 0, λ1 = 0, (2.6) can be bounded by
r
∑
j1
|α j|2
(
1+ λ2j
) 1
4− 2m+μ = r‖ f ‖2Hδ+μ.
Thus we prove (2.2).
Thanks to the Bienaymé–Chebyshev inequality, we have that there exists C0 > 0 such that
p(Eλ, f ,δ+μ) = p
({
ω ∈ Ω: ∥∥et f ω∥∥LmT Wμ,4  λ}) (C0√rλ−1‖ f ‖Hδ+μ)r .
Inequality (2.3) easily holds for a suitably large c1 > 0 if λ > 0 is such that
λ‖ f ‖−1Hδ+μ 
√
mC0e.
Else if
r :=
(
λ
C0‖ f ‖Hδ+μe
)2
m,
then we have
p(Eλ, f ,δ+μ) e
−cλ2/‖ f ‖2Hδ+μ .
This completes the proof. 
If we choose ε = μ = 0 and let r =m = 8, then the following result also holds.
Corollary 2.4. If f ∈ L2 and f ωh be the randomization of f given by (1.3), then
∥∥et f ωh∥∥L8ω L8t L4  ‖ f ‖L2 . (2.7)
As a consequence, if we set
Eλ, f =
{
ω ∈ Ω: ∥∥et f ωh∥∥L8L4  λ},t
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p(Eλ, f ) c1λ−8‖ f ‖8L2 . (2.8)
Lemma 2.5. Let 0 < T  1 and ε be small enough, 4 < m1 < ∞, r m2 > 4, 1m = 1m1 + 1m2 = 18 − ε and
δ = 14 − 2m . If f ∈ Hδ and f ω be the randomization of f given by (1.3), then
∥∥et f ω∥∥
Lrω L
(m1,m2)
T L
4 
√
r‖ f ‖Hδ , (2.9)
where we set
‖ f ‖
L
(m1,m2)
T L
p =
( T∫
0
∥∥t 1m1 f (t, ·)∥∥m2Lp dt
) 1
m2
,
and this deﬁnition will be used throughout this paper. As a consequence, if we set
Eλ, f ,δ =
{
ω ∈ Ω: ∥∥et f ω∥∥
L
(m1,m2)
T L
4  λ
}
,
then there exist c1, c2 > 0 such that for all λ > 0 and f ∈ Hδ
p(Eλ, f ,δ) c1e−c2λ
2/‖ f ‖2Hδ . (2.10)
Proof. If f ∈ Hδ , then we can write it as f =∑ j1 α je j . Similar to (2.1) we have
t
1
m1 et f ω =
∑
j1
t
1
m1 e−tλ
2
jα je jh j(ω).
By using Lemma 2.2 we deduce
∥∥t 1m1 et f ω∥∥Lrω √r
(∑
j1
|α j|2t
2
m1 e−2tλ
2
j |e j|2
)1/2
. (2.11)
Recall that r m2 > 4, then we take the L4 norm of the previous estimate. By Minkowski inequality
and (2.11) we obtain
∥∥t 1m1 et f ω∥∥Lrω L4  ∥∥t 1m1 et f ω∥∥L4Lrω

√
r
∥∥∥∥
(∑
j1
|α j|2t
2
m1 e−2tλ
2
j |e j|2
)1/2∥∥∥∥
L4
. (2.12)
We take the Lm2T norm of the above estimate, again by Minkowski inequality and (2.12) we have
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1
m1 et f ω
∥∥2
L
m2
T L
r
ω L4
 r
∥∥∥∥∑
j1
|α j|2t
2
m1 e−2tλ
2
j |e j|2
∥∥∥∥
L
m2/2
T L
2
 r
∥∥∥∥∑
j1
|α j|2t
2
m1 e−2tλ
2
j |e j|2
∥∥
L2L
m2/2
T
 r
∑
j1
|α j|2
(
1+ λ2j
) 1
4− 2m = r‖ f ‖2Hδ . (2.13)
Thus we prove (2.9). The rest part is similar to Lemma 2.3. We omit the details. Hence we ﬁnish the
proof. 
Without loss of generality, we choose ε = 0 and let r =m2 = 16, m = 8 and m1 = 16, then we have
the following corollary.
Corollary 2.6. Let f ∈ L2 and f ωh be the randomization of f given by (1.3), then
∥∥et f ωh∥∥L16ω L(16,16)t L4  ‖ f ‖L2 . (2.14)
As a consequence, if we set
Eλ, f ,0 =
{
ω ∈ Ω: ∥∥et f ωh∥∥L(16,16)t L4  λ},
then there exists c1 > 0 such that for all λ > 0 and f ∈ L2
p(Eλ, f ,0) c1λ−16‖ f ‖16L2 . (2.15)
Lemma 2.7. If r  4 and f ∈ L2 , f ωh be the randomization of f given by (1.3), then
∥∥(1− ) 34 et f ωh∥∥Lrω L(2,4)t L2 √r‖ f ‖L2 . (2.16)
As a consequence, if we set
Eλ, f ,3/2 =
{
ω ∈ Ω: ∥∥et f ωh∥∥L(2,4)t H3/2  λ},
then there exist c1, c2 > 0 such that for all λ > 0 and f ∈ L2
p(Eλ, f ,3/2) c1e−c2λ
2/‖ f ‖2
L2 . (2.17)
Proof. If f =∑ j1 α je j ∈ L2, then we have
t1/2(1− )3/4et f ωh =
∑
j2
t1/2e−tλ
2
j
(
1+ λ2j
)3/4
α jh j(ω)e j .
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∥∥(1− )3/4t1/2et f ωh∥∥Lrω √r
(∑
j2
|α j|2e−2tλ
2
j
(
1+ λ2j
)3/2
t |e j|2
)1/2
.
Recall that r  4  2, then we take the L2 norm of the previous estimate. By Minkowski inequality
we obtain
∥∥(1− )3/4t1/2et f ωh∥∥Lrω L2  ∥∥(1− )3/4t1/2et f ωh∥∥L2Lrω

√
r
∥∥∥∥
(∑
j2
|α j|2e−2tλ
2
j
(
1+ λ2j
)3/2
t|e j|2
)1/2∥∥∥∥
L2
.
We take the L4t norm of the above estimate, again by Minkowski inequality
∥∥(1− )3/4et f ωh∥∥2Lrω L(2,4)t L2  r
∥∥∥∥∑
j2
|α j|2e−2tλ
2
j
(
1+ λ2j
)3/2
t|e j|2
∥∥∥∥
L1L2t
 r
∥∥∥∥∑
j2
|α j|2
(
1+ λ2j
)3/2
λ−3j |e j|2
∥∥∥∥
L1
 r
∑
j2
|α j|2
(
1+ λ2j
)3/2
λ−3j ‖e j‖2L2
 r
∑
j2
|α j|2 = r‖ f ‖2L2 .
Thus we prove (2.16). The proof of (2.17) is similar to (2.3), we omit the details. Hence we ﬁnish the
proof. 
3. Proof of Theorems 1 and 2
This section is devoted to the proof of the existence results of problem (1.1) with randomized
initial data f ω (or initial data f ωh ). Notice that for global solution we choose random initial data f ωh
while for local solution we choose random initial data f ω . We ﬁrst write the Navier–Stokes equations
into the following integral equations
u(t, ·) = uωf −
t∫
0
e(t−s)P(u · ∇)u(s, ·)ds, (3.1)
where uωf = et f ω or u
ω
f = et f
ω
h . We will not distinguish this if there is no diffusion. We also write
(3.1) as u = uωf + v , where v satisﬁes the following integral equations
v(t, ·) = −
t∫
e(t−τ )∇P[(uωf + v)⊗ (uωf + v)](τ , ·)dτ . (3.2)0
C. Deng, S. Cui / J. Differential Equations 251 (2011) 902–917 911Recall that P in (3.1) and (3.2) is a pseudo-differential operator of degree zero and is an orthog-
onal projection onto the kernel of the divergence operator. Formally, P is given by the formula
P = I + ∇(−)−1 div, i.e., P is the 3 × 3 matrix pseudo-differential operator in R3 with symbol
(δ jk − (ξ jξk)/|ξ |2)3j,k=1, where I represents the unit operator and δ jk is the Kronecker symbol. It is
known that P and ∇(−)−1/2 are bounded in W s,pσ for p ∈ (1,∞). In order to solve (3.1), we are
reduced to ﬁnd a ﬁxed point of the map
Kωf : v → −
t∫
0
e(t−τ )∇P[(uωf + v)⊗ (uωf + v)](τ , ·)dτ . (3.3)
The following proposition plays a crucial role in applying the ﬁxed point argument.
Proposition 3.1. If f ∈ L2σ and f ωh be its randomization, then there exists C > 0 such that for any λ > 0, any
ω ∈ Ec
λ,f and every v, v1 , v2 ∈ X = C([0,∞); H
1/2
σ ) ∩ L(16,16)t L4σ ∩ L8t L4σ , we have
∥∥Kωf (v)∥∥X  λ2 + ‖v‖2X , (3.4)
and
∥∥Kωf (v1) − Kωf (v2)∥∥X  ‖v1 − v2‖X(λ + ‖v1‖X + ‖v2‖X), (3.5)
where we set
E
λ,f =
{
ω ∈ Ω: ∥∥uωf ∥∥L8t L4σ + ∥∥uωf ∥∥L(16,16)t L4σ +
∥∥uωf ∥∥L(2,4)t H3/2σ  λ}.
Proof. For simplicity, we still denote uωf by u. We prove (3.4) ﬁrst. In order to prove (3.4), we need
to estimate four terms, i.e., v ⊗ v , u ⊗ u, u ⊗ v and v ⊗ u.
• Estimates of v ⊗ v . We ﬁrst estimate the L∞t H1/2σ norm and get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(v ⊗ v)(τ , ·)dτ
∥∥∥∥∥H1/2σ
=
∥∥∥∥∥(1− ) 14
t∫
0
e(t−τ )∇P(v ⊗ v)(τ , ·)dτ
∥∥∥∥∥
L2σ

t∫
0
∥∥∥∥e(t−τ )√− ∇√−P(1− )
1
4 (v ⊗ v)(τ , ·)
∥∥∥∥
L2σ
dτ . (3.6)
Since P and Riesz potential ∇(−)−1/2 are bounded in L2σ and deﬁnition of L(m1,m2)t in Lemma 2.5,
we have
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t∫
0
∥∥e(t−τ )√−(1− ) 14 (v ⊗ v)(τ , ·)∥∥L2σ dτ

t∫
0
|t − τ |− 78 ‖v ⊗ v‖W1/2,4/3σ dτ

( t∫
0
|t − τ |− 78 1615 τ− 116 1615 dτ
)15/16
‖v‖
L(16,16)t L
4
σ
‖v‖L∞t H1/2
 ‖v‖2X .
Then we estimate the L8t L
4
σ norm. By using the Hardy–Littlewood–Sobolev inequality we get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(v ⊗ v)(τ , ·)dτ
∥∥∥∥∥
L8t L
4
σ

∥∥∥∥∥
t∫
0
|t − τ |− 78 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
L8t

∥∥|v|2∥∥L4t L2σ  ‖v‖2L8t L4σ  ‖v‖2X .
Finally, we estimate the L(16,16)t L
4
σ norm. Then we have
∥∥∥∥∥t 116
t∫
0
e(t−τ )∇P(v ⊗ v)(τ , ·)dτ
∥∥∥∥∥
L16t L
4
σ

∥∥∥∥∥
t∫
0
t
1
16 |t − τ |− 78 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
L16t

∥∥∥∥∥
t∫
t/2
t
1
16 |t − τ |− 78 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
L16t
+
∥∥∥∥∥
t/2∫
0
t
1
16 |t − τ |− 78 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
L16t
=: III + IV,
where
III =
∥∥∥∥∥
t∫
t/2
t
1
16 |t − τ |− 78 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
L16t
, IV =
∥∥∥∥∥
t/2∫
0
t
1
16 |t − τ |− 78 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
L16t
.
We estimate III ﬁrst. By the Hardy–Littlewood–Sobolev inequality, we have
III
∥∥∥∥∥
t∫
t/2
|t − τ |− 78 ∥∥τ 116 ∣∣v(τ )∣∣2∥∥L2σ dτ
∥∥∥∥∥
L16t
C. Deng, S. Cui / J. Differential Equations 251 (2011) 902–917 913 ‖v‖
L(16,16)t L
4
σ
∥∥∥∥∥
t∫
t/2
|t − τ |− 1415 ∥∥v(τ )∥∥ 1615
L4σ
∥∥∥∥∥
15
16
L15t
 ‖v‖
L(16,16)t L
4
σ
∥∥‖v‖ 1615
L4σ
∥∥ 1516
L
15
2
t
 ‖v‖
L(16,16)t L
4
σ
‖v‖L8t L4σ  ‖v‖
2
X .
Next we estimate IV and we have
IV 
∥∥∥∥∥
t/2∫
0
|t − τ |− 1316 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
L16t

∥∥|v|2∥∥L4t L2σ  ‖v‖2X .
• Estimates of u ⊗ u. We ﬁrst estimate the L∞t H1/2σ norm. By using Corollary 2.6 and Lemma 2.7
we get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(u ⊗ u)(τ , ·)dτ
∥∥∥∥∥H1/2σ =
∥∥∥∥∥(1− )1/4
t∫
0
e(t−τ )∇P(u ⊗ u)(τ , ·)dτ
∥∥∥∥∥
L2σ

1∫
0
∥∥e(t−τ )(−) 12 (1− ) 14 (u ⊗ u)(τ , ·)∥∥L2σ dτ
+
t∫
1
∥∥e(t−τ )(−) 12 (1− ) 14 (u ⊗ u)(τ , ·)∥∥L2σ dτ .
Integration over [0,1] can be bounded by
1∫
0
|t − τ |− 34 ‖u‖L4σ ‖u‖L4σ dτ  ‖u‖2L(16,16)t L4σ  λ
2.
Integration over [1, t] can be bounded by
t∫
1
|t − τ |− 38 τ− 916 ∥∥τ 12 u(τ )∥∥H3/2σ ∥∥τ 116 u(τ )∥∥L4σ dτ  ‖u‖L(16,16)t L4σ ‖u‖L(2,4)t H3/2σ  λ2.
Next we estimate the L8t L
4
σ norm. By using the Hardy–Littlewood–Sobolev inequality and Corollary
2.4 we get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(u ⊗ u)(τ , ·)dτ
∥∥∥∥∥
L8t L
4
σ

∥∥|u|2∥∥L4t L2σ  λ2.
Similarly, we can bound the L(16,16)t L
4
σ norm. The terms u ⊗ v , v ⊗ u can be handled similarly. Thus
we ﬁnish the proof of (3.4).
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also need to consider four terms, i.e., u ⊗ (v1 − v2), (v1 − v2)⊗ u, v1 ⊗ (v1 − v2) and (v1 − v2)⊗ v2.
Estimates of the four terms are similar to u ⊗ v , v ⊗ u, v ⊗ v and v ⊗ v , respectively. Thus we omit
the details. 
Proof of Theorem 1. Since the proofs of existence of local and global solutions of Theorem 1 are
similar, we only prove global existence in the following parts. Thanks to Proposition 3.1, for f ∈ L2σ
and f ωh ∈ L2(Ω; L2σ ) be its randomization, then there exist a space X ⊂ C([0,∞); H1/2σ ) and constant
C max{1,2c1} as well as λ∗ > 0 such that for every v, v1, v2 ∈ X and ω ∈ Ec
λ∗,f (Eλ∗,f be deﬁned
as in Proposition 3.1 with λ = λ∗) we have
∥∥Kωf (v)∥∥X  C(λ2∗ + ‖v‖2X), (3.7)∥∥Kωf (v1) − Kωf (v2)∥∥X  C(λ∗ + ‖v1‖X + ‖v2‖X)‖v1 − v2‖X , (3.8)
C
(
λ2∗ +
(
2Cλ2∗
)2) 2Cλ2∗, C(4Cλ2∗ + λ∗)< 1. (3.9)
The above three inequalities hold if we choose Cλ∗ = 2−3/2. Therefore the map Kωf is a contraction
on the ball B(0,2Cλ2∗) in X . Fix this λ∗; we set
ΩT = Ec
λ∗,T ,f =
{
ω ∈ Ω: ∥∥uωf ∥∥L8T L4σ + ∥∥uωf ∥∥L(16,16)T L4σ +
∥∥uωf ∥∥L(2,4)T H3/2σ < λ∗
}
.
Let Λ = ⋂ j∈Z Ω2 j and Σ = ⋃ j∈Z Ω2 j , then for any T > 0, there exists i such that 2i−1  T < 2i ,
ΩT ⊂ Ω2i−1 and
p(Ω2i−1) 1− p(Eλ∗,2i−1,f ) 1− Cλ−8∗ ‖f ‖8L2σ  η,
where we have used Corollaries 2.4 and 2.6 and assumption of f in Theorem 1. It remains to prove
the right continuity at t = 0, i.e., ‖Kωf (v)(t, ·)‖H1/2σ → 0 as t → 0+. In fact, for any ω ∈ ΩT0 , we have
∥∥uωf ∥∥L8(0,T0)L4σ + ∥∥uωf ∥∥L(16,16)(0,T0)L4σ < λ∗.
Fix ω; for T j  T0, if we denote λT j := ‖uωf ‖L8(0,T j)L4σ + ‖u
ω
f ‖L(16,16)(0,T j)L4σ , then we have λT j → 0
as T j → 0+ . If we set XT j = C([0, T j); H1/2σ ) ∩ L(16,16)T j L4σ ∩ L8T j L4σ then applying proposition we have
‖Kωf ‖XT j  C(λ2T j + ‖v‖2XT j ), which shows that ‖K
ω
f ‖XT j → 0 as T j → 0+ for ω ∈ ΩT0 . 
Proposition 3.2. Let ε > 0 be small enough, 0 < T  1, μ  0, δ = 2ε + μ, s = 12 + 2ε + μ, 1m = 18 − ε
and f ∈ Hδσ . Then there exists constant C > 0 such that for every v, v1 , v2 ∈ XsT = C([0, T ]; Hsσ )∩ LmT Wμ,4 ,
λ > 0 and ω ∈ Ec
λ,f we have
∥∥Kωf (v)∥∥XsT  CT ε(λ2 + ‖v‖2XsT ) (3.10)
and
∥∥Kω (v1) − Kω (v2)∥∥Xs  CT ε‖v1 − v2‖Xs (λ + ‖v1‖Xs + ‖v2‖Xs ), (3.11)f f T T T T
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E
λ,f =
{
ω ∈ Ω: ∥∥uωf ∥∥Lm(0,1)L4σ  λ}.
Proof. For simplicity, we also denote uωf by u. It suﬃces to prove when μ = 0. We ﬁrst prove (3.10).
In order to prove (3.10), we need to estimate four terms, i.e., v ⊗ v , u ⊗ u, u ⊗ v and v ⊗ u.
• Estimates of v ⊗ v . We ﬁrst estimate the L∞T Hsσ norm and get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(v ⊗ v)(τ , ·)dτ
∥∥∥∥∥Hsσ
=
∥∥∥∥∥(1− ) s2
t∫
0
e(t−τ )∇P(v ⊗ v)(τ , ·)dτ
∥∥∥∥∥
L2σ

t∫
0
∥∥∥∥e(t−τ )√− ∇√−P(1− )
s
2 (v ⊗ v)(τ , ·)
∥∥∥∥
L2σ
dτ . (3.12)
Since P and Riesz potential ∇(−)−1/2 are bounded in L2σ , we have
(3.12)
t∫
0
∥∥e(t−τ )√−(1− ) s2 (v ⊗ v)(τ , ·)∥∥L2σ dτ

( t∫
0
|t − τ |− 78 mm−1 dτ
)m−1
m ∥∥|v|2∥∥
LmT W
s, 43
 T ε‖v‖L∞T Hsσ ‖v‖LmT L4σ  T
ε‖v‖2XsT .
Then we estimate the LmT L
4
σ norm. By using the Hardy–Littlewood–Sobolev inequality we get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(v ⊗ v)(τ , ·)dτ
∥∥∥∥∥
LmT L
4
σ

∥∥∥∥∥
t∫
0
|t − τ |− 78 ∥∥|v|2∥∥L2σ dτ
∥∥∥∥∥
LmT
 T ε‖v‖2XsT .
• Estimates of u ⊗ u. We ﬁrst estimate the L∞T Hsσ norm. From Lemma 2.3 we get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(u ⊗ u)(τ , ·)dτ
∥∥∥∥∥Hsσ =
∥∥∥∥∥(1− )s/2
t∫
0
e(t−τ )∇P(u ⊗ u)(τ , ·)dτ
∥∥∥∥∥
L2σ

( t∫
|t − τ |−( 34+ε) mm−2 dτ
)m−2
m
‖u‖2
LmT L
4
σ
 T ελ2.0
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4
σ norm. Similarly, we have
∥∥∥∥∥
t∫
0
e(t−τ )∇P(u ⊗ u)(τ , ·)dτ
∥∥∥∥∥
LmT L
4
σ
 T ελ2.
• Estimates of u ⊗ v . We ﬁrst estimate the L∞T Hsσ norm and get
∥∥∥∥∥
t∫
0
e(t−τ )∇P(u ⊗ v)(τ , ·)dτ
∥∥∥∥∥Hsσ =
∥∥∥∥∥(1− )s/2
t∫
0
e(t−τ )∇P(u ⊗ v)(τ , ·)dτ
∥∥∥∥∥
L2σ

( t∫
0
|t − τ |−( 34+ε) mm−2 dτ
)m−2
m
‖u‖LmT L4σ ‖v‖LmT L4σ  T
ελ‖v‖XsT .
Then we estimate the LmT L
4
σ norm. Similarly, we have
∥∥∥∥∥
t∫
0
e(t−τ )∇P(u ⊗ v)(τ , ·)dτ
∥∥∥∥∥
LmT L
4
σ
 T ελ‖v‖XsT .
The rest part of the proof is similar, we omit the details. 
Proof of Theorem 2. We follow the strategy initiated by N. Burq and N. Tzvetkov in [1,2]. Thanks to
Proposition 3.2, if 0 < T  1, δ > 0, f ∈ Hδσ and f ω ∈ L2(Ω; Hδσ ) be its randomization, then there ex-
ist s δ and a space XsT ⊂ C([0, T ]; Hsσ ) and constants C > 0 such that for every v, v1, v2 ∈ XsT , λ > 0
and ω ∈ Ec
λ,f we have
∥∥Kωf (v)∥∥XsT  CT ε(λ2 + ‖v‖2XsT ) (3.13)
and
∥∥Kωf (v1) − Kωf (v2)∥∥XsT  CT ε‖v1 − v2‖XsT (λ + ‖v1‖XsT + ‖v2‖XsT ). (3.14)
Next we will show that the map Kωf is a contraction on the ball B(0,2Cλ
2) in XsT for λ = νT−ε/2  1,
if ν is chosen small enough, depending only on the absolute constant C . By (3.13) and (3.14), it
suﬃces to ﬁnd ν > 0 such that
CT ε
(
λ2 + (2Cλ2))2  2Cλ2, CT ε(λ + 2(2Cλ2)) 1
2
,
which is the case for ν  ν(C). With our choice of ν the parameter λ 1. Then we deﬁne
ΩT = Ec
λ=νT−ε/2,T ,f and Σ =
⋃
jN
Ω1/ j,0
C. Deng, S. Cui / J. Differential Equations 251 (2011) 902–917 917where N−ε/20  ν and Eλ,T ,f = {ω ∈ Ω: ‖uωf ‖LmT L4σ  λ}. Thus we deduce
p(ΩT ) 1− Ce−cT−ε/2 and p(Σ) = 1,
which ends the proof of Theorem 2. 
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