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Abstract
We present a new gauge fixing condition for the Weinberg–Salam electro-weak theory at finite temperature and density. After
spontaneous symmetry breaking occurs, every unphysical term in the Lagrangian is eliminated with our gauge fixing condition.
A new and simple Lagrangian can be obtained where we can identify the propagators and vertices. Some consequences are
discussed, as the new gauge-dependent masses of the gauge fields and the new Faddeev–Popov Lagrangian. After obtaining the
quadratic terms, we calculate exactly the 1-loop effective potential identifying the contribution of every particular field.
 2005 Elsevier B.V. Open access under CC BY license.The possibility of a new mechanism leading to
spontaneous symmetry breaking induced through
Bose–Einstein condensation, due to chemical poten-
tials, has recently been explored in the frame of the
electro-weak model [1]. There is a crucial differ-
ence with the standard symmetry breaking mechanism
since now the number of Nambu–Goldstone bosons
that appear is lesser than the number required by the
Goldstone theorem [2]. This is a new possibility for
discussing, in general, phase transitions in field theory.
This idea has been implemented, for example, in a
scalar model with a chemical potential associated to
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Open access under CC BY license.the total conserved charge [3–6]. In this model, the
exact calculation of the effective potential has been
achieved [7,8]. Another example of condensation is
the occurrence of a condensed phase for a pion system
when the isospin chemical potential becomes bigger
then a critical value dependent on temperature [9].
On the other hand, the existence of a gauge field
condensation [10], has motivated many authors to con-
sider the existence of chemical potentials associated
to those fields, allowing the introduction of a con-
served charges in gauge-invariant theories. In this way
W condensation [11,12] or vector meson condensa-
tion [13] can be induced. The issue of relativistic Bose
condensed vector fields in strong interactions was sug-
gested for the first time in [14]. This fact is related
to a spontaneous breaking of the rotational symmetry
when µ2 > m2, as seen in [2] and [16]. The classi-
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breaking due to a massive relativistic vector conden-
sation was first considered in [15].
Gauge fixing conditions in scenarios with finite
temperature and density have been matter of discus-
sion for a long time. It is well known that some gauges,
as for example the unitary gauge, do not give pre-
cise values for the transition temperature. We expect
that ’t Hooft Rξ -type gauges would be more natural to
discuss these kind of phenomena. Gauge-invariant the-
ories with finite temperature and density are difficult
to deal with, since it is not easy to identify the propa-
gators of the matter fields due to the mixing with the
gauge fields. Therefore, the exact calculation of the ef-
fective potential is impossible without the use of tools
like the high temperature expansion.
In this Letter, we address how to manage the
Weinberg–Salam model in the presence of an SU(2)
and U(1) chemical potential. The thermodynamics of
the standard model, including the phase structure, has
been discussed by Gynther in the frame of dimensional
reduction [17]. We will consider the model under the
perspective of a new gauge fixing condition, which en-
able to remove all unphysical terms of the Lagrangian.
This allows us to compute the effective potential ex-
actly. A high temperature expansion is then considered
in order to compare with previous results, giving sup-
port to our treatment.
Let us consider the Weinberg–Salam model
L= −1
4
FaµνF
µν
a −
1
4
BµνB
µν + (Dµφ)†(Dµφ)
+ ψ¯L/DψL + e¯R(i/∂µ − g′/Bµ)eR
(1)− G(ψ¯LφeR + e¯Rφ†ψL)− V (φ),
where
Dµφ = ∂µ − 12 igA
a
µτ
a − 1
2
ig′Bµ,
(2)DµψL = ∂µ + 12gA
a
µτ
a − 1
2
g′Bµ.
ψL and eR represent the doublet and singlet leptons
respectively, defined by
(3)ψL =
[
ve
e−
]
L
,
(4)e−L =
1
2
(1 − γ5)e−,
(5)e = 1 (1 + γ )e−,R 2 5and the scalar doublet is given by
(6)φ =
(
G+
1√
2
(H + iG0)
)
,
where G+, G0 and H are the charged, neutral and
Higgs boson, respectively. The classical potential is
given by V (φ) = m2φ†φ + 14λ(φ†φ)2.
This Lagrangian is invariant under SU(2) × U(1)
transformation. The introduction of chemical poten-
tials is performed in the usual way. This model ex-
hibits five conserved charges: hypercharge associated
to U(1), isospin charges from SU(2) and, finally, the
leptonic charge. It is better to work with a linear com-
bination of those charges, leaving us with a set of two
new conserved commuting charges, plus the leptonic
charge Qlep.
Qel = QU(1) + Q3SU(2),
(7)QW = 2
cos 2θw
(
sin2 θw QU(1) − cos2 θw Q3SU(2)
)
.
The charges Qel and QW are the electromagnetic and
neutral weak charges. θw is the Weinberg angle. Each
chemical potential is introduced in the partition func-
tion as a Lagrange multiplier
(8)
Z = Tr exp[−β(H − µ1Qel − µ2QW − µ3Qlep)].
After identifying and integrating the conjugate mo-
menta, we obtain the following expression for the par-
tition function
(9)Z =
∫
[dΨi] exp
{ β∫
0
dτ
∫
d3x [L˜+ µ3Qlep]
}
.
Notice that we are integrating over each field. The
modified Lagrangian L˜ is the old one but with the re-
placement
Bµ → Bµ −
(
µ1 + 2 sin
2 θw
cos 2θw
µ2
)
1
g′
vµ,
(10)Aaµ → Aaµ −
(
µ1 − 2 cos
2 θw
cos 2θw
µ2
)
1
g
δa3vµ,
where vµ is a 4-velocity with respect to the thermal
vacuum.
Before considering spontaneous symmetry break-
ing, let us express our Lagrangian in terms of the
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Aµ = Bµ cos θ + A3µ sin θ,
Zµ = Bµ sin θ − A3µ cos θ,
(11)W±µ =
1√
2
(
W 1µ ∓ W 2µ
)
.
In this way, we can rewrite every partial derivative of
a particular field with an associate chemical potential:
∂
j
µ → ∂jµ − iµjvµ, where the index j represents each
particular field. So we define the following chemical
potentials:
Scalar bosons:
(12)G± → ±µG ≡ µ1 − µ2,
(13)H± = 1√
2
(
H ± iG0)→ ±µH ≡ µ2
cos 2θ
.
Gauge fields:
(14)W±µ → ±µW ≡ µ1 −
2 cos 2θ
cos 2θ
µ2.
Notice that there are no chemical potentials associated
to the γ and Z0. Leptons:
(15)eR → µeR = µ1 +
2 sin 2θ
cos 2θ
µ2 + µ3,
(16)eL → µeL = µ1 − µ2 + µ3,
(17)ν → µν = µ2
cos 2θ
+ µ3.
Gauge boson condensation occurs when µ2W > m
2
W ,
which is equivalent to (µeL − µν)2 > m2W , i.e., when
leptonic matter becomes extremely asymmetric. Since
µ3Qlep appears as an additive term in (9), we will not
consider this it in the gauge fixing conditions that fol-
lows. The replacement (10) will give new masses to
the scalar and gauge fields, producing new propaga-
tors and vertices. Nevertheless, the major conflict we
must solve is how to handle the mixing terms between
the scalar and gauge fields.
When a spontaneous symmetry breaking occurs,
new features must be taken in advance. As usual we
expand the scalar field around a new vacuum. We take
(18)φ = 1√
2
(
0
ν
)
+
(
G+
1√
2
(
H + iG0)
)
.
The best way to treat the new mixing quadratic terms
that appear in the model is through an adequate gauge
fixing condition. The gauge we propose belongs tothe Rξ -type gauges used by ’t Hooft, in which every
quadratic mixed term disappears. However, we pay the
price of having new gauge-dependent masses. Nev-
ertheless, the Faddeev–Popov Lagrangian will ensure
that every gauge-dependent term will not appear as a
physical quantity.
The new gauge fixing condition is the following.
For U(1):
(19)F ≡ (∂µ − iC3vµ)Bµ + ig′ξφ†〈φ〉,
and for SU(2):
(20)Fa ≡ (∂µ − iCavµ)Aaµ + igξφ†τa〈φ〉,
for each a = 1,2,3. Here we have defined
C3 ≡ 2
cos 2θw
µ2,
(21)C1 = C2 ≡ µ1 + 2 sin
2 θw
cos 2θw
µ2.
These functions enter in the Lagrangian in the follow-
ing way:
(22)LGF = − 12ξ |F |
2 − 1
2ξ
∣∣Fa∣∣2.
Although this new gauge fixing condition assures us
that we can obtain a simple model, where we can
properly identify quadratic terms for each field and of
course the propagators, the gauge fields masses should
be treated carefully.
Our gauge fixing condition facilitates the determi-
nation of the 1-loop effective potential, compared with
the usual procedure, since we are able to calculate the
quadratic terms of every single field in the model. Af-
ter performing the sums over Matsubara frequencies,
the contribution of the fields has the form
Ω
1-loop
eff = Ω0 + ΩG± + ΩH,G0 + Ωγ
(23)+ ΩZ + ΩW± + Ωghost,
where Ω0 denotes the tree-level term and each one-
loop term is given by
Ωieff =
∫
d3k
(2π)3
[
aiE
+
i + biE−i
2
(24)
+ 1
β
(
ai ln
(
1 − e−βE+i )+ bi ln(1 − e−βE−i ))
]
.
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contribution. ai and bi are constants related to E±i .
These constants are associated to the number of de-
grees of freedom of each field. As expected, there
are no new divergencies associated to temperature and
chemical potential, so the renormalizability is main-
tained. We took ξ = 1 to simplify the calculation.
However, it is possible to keep track of the gauge-
dependent parameters. In any case, those terms vanish
in our final result for the effective potential when the
ghost terms are properly taken into account. Referring
to Eq. (24), the energy spectra for the different fields
are: scalar fields G± where a1 = b1 = 1,
(25)E±1 =
√
k2 + m2G ∓ µG,
for H and G0, where a2 = b2 = 1,
(26)E±2 =
[
A ∓ √A2 − 4B
2
]1/2
,
with
A = 2k2 + m2H + m2G0 + 2µ2H ,
(27)B = (k2 + m2H − µ2H )(k2 + m2G0 − µ2H ),
mG, mG0 and mH , being mass parameters associated
to the G±, H and G0 fields, respectively:
m2G = m2 +
1
4
λν2 + m2W,
m2
G0 = m2 +
1
4
λν2 + m2Z,
(28)m2H = m2 +
3
4
λν2,
with
(29)m2Z =
g′2 + g2
4
ν2, m2W =
g2ν2
4
.
Here we included the tree-level mass term m, the mass
due to the vacuum expectation value and the gauge-
dependent mass term associated to the gauge fixing
condition. Due to the Goldstone theorem [18], the
Higgs field has no gauge-dependent mass contribution.
Now the excitation energies for the photon γ ,
where a3 = 1, b3 = 3, are
(30)E+3 =
√
k2 + m˜2γ , E−3 = |k|.For the Z0, where a4 = 1, b4 = 3,
(31)E+4 =
√
k2 + m˜2Z, E−4 =
√
k2 + m2Z.
The W± bosons are a little more complicated. The
result can be separated into two parts, which means
a5 = b5 = 1, a6 = b6 = 3,
(32)E±5 =
√
k2 + m˜2W + 2µ2W,
(33)E±6 =
√
k2 + m2W ∓ µW,
with
(34)m˜γ = m˜Z = C3, m˜W = C1.
Notice that m˜γ , m˜Z and m˜W , in the previous equa-
tions, are gauge-dependent masses. They only appear
in the extra spurious degrees of freedom of the effec-
tive potential that normally are found in finite temper-
ature calculations [19]. Finally, they will be cancelled
with the aid of the Faddeev–Popov ghosts
LF–P = −η¯
(
∂µ∂
µ + iC3vµ∂µ
)
η
− ξg′2η¯(φ† + 〈φ〉†)〈φ〉η
− η¯a(∂µ + iCavµ)(∂µηa + gabcAcµηb)
(35)− 2g2ξ η¯a(φ† + 〈φ〉†)τbτa〈φ〉ηb.
The energy spectra for the ghosts have the same
coefficients, a7 = b7 = a8 = b8 = a9 = b9 = a10 =
b10 = −1. E±7 and E±8 have the same form as (26)
but with different A and B . For E±7
A7 = 2
(
k2 + g
′2ν2
4
)
+ (C3)2,
(36)B7 =
(
k2 + g
′2ν2
4
)2
.
For E±8
A8 = 2
(
k2 + g
2ν2
4
)
+ (C3)2,
(37)B8 =
(
k2 + g
2ν2
4
)2
,
the remaining ghost contribution differ a little from the
above. The result is given by
(38)E±29,10 =
Aˆ ∓
√
Aˆ2 − 4Bˆ
2
,
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Aˆ9 = 2
(
k2 + g
2ν2
2
)
+ (C3)2,
(39)Bˆ9 =
(
k2 + g
2ν2
2
)2
,
and for E±10
(40)Aˆ10 = 2k2 +
(
C3
)2
, Bˆ10 = k4.
These results correspond to an exact calculation of
the effective potential. The high-temperature expan-
sion gives us the same gauge-independent result ob-
tained by Kapusta in [12]
ΩTeff = −12
π2
90
T 4
+ T
2
24
[
4m2 − 4µ2G − 4µ2H +
6
4
λν2
]
+ T
2
24
[
3
(
2m2W + m2Z
)− 8µ2W ]
(41)+ λν
4
16
+ ν
2
2
(
m2 − µ2H
)
.
In the previous expression, we have not shown the
contribution from the leptons as well as the quartic
terms in the chemical potentials.
We would like to remark that our gauge fixing con-
dition simplifies considerably the procedure of calcu-
lating the effective potential, since every single term
can be identified unambiguously, avoiding mixtures.
Our gauge fixing procedure can also be used in
other contexts of the theory. All these aspects are re-
lated to the pure gauge sector of the theory. Among
them, we mention the effective three W coupling and
the problem of unitarity in a dense and thermal en-
vironment. In fact, the loop corrections to this vertex
imply strong bounds on the Higgs masses. With our
gauge prescription we may attack this problem in a
more transparent way. In the same context, we mention
also the temperature and density Yukawa couplings,
due to one-loop corrections.We would like to mention that also a new procedure
can be developed to obtain once again the effective
potential in the frame of the background gauge field
method. Here our gauge fixing condition appears in a
natural way in order to preserve gauge symmetry, us-
ing as background fields precisely the chemical poten-
tials. Finally, another application could be the calcula-
tion of the finite temperature and density-dependent β
function.
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