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ON THE ARITHMETIC OF THE BC-SYSTEM
ALAIN CONNES AND CATERINA CONSANI
Abstract. For each prime p and each embedding σ of the multiplicative group
of an algebraic closure of Fp as complex roots of unity, we construct a p-adic
indecomposable representation piσ of the integral BC-system as additive endo-
morphisms of the big Witt ring of F¯p. The obtained representations are the
p-adic analogues of the complex, extremal KMS∞ states of the BC-system.
The role of the Riemann zeta function, as partition function of the BC-system
over C is replaced, in the p-adic case, by the p-adic L-functions and the poly-
logarithms whose values at roots of unity encode the KMS states. We use
Iwasawa theory to extend the KMS theory to a covering of the completion Cp
of an algebraic closure of Qp. We show that our previous work on the hyper-
ring structure of the ade`le class space, combines with p-adic analysis to refine
the space of valuations on the cyclotomic extension of Q as a noncommuta-
tive space intimately related to the integral BC-system and whose arithmetic
geometry comes close to fulfill the expectations of the “arithmetic site”. Fi-
nally, we explain how the integral BC-system appears naturally also in de Smit
and Lenstra construction of the standard model of F¯p which singles out the
subsystem associated to the Zˆ-extension of Q.
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1. Introduction
This paper describes several arithmetic properties of the BC-system, showing new
and interesting connections with the theory of Witt vectors over the algebraic clo-
sure of finite fields and with p-adic analysis.
The BC-system is a system of quantum statistical mechanics defined by a noncom-
mutative Hecke algebra of double classes in P+(Q) with respect to the subgroup
P+(Z), where P ⊂ GL2 is the “ax + b” algebraic group (cf. [4, 9]). The complex
Hecke algebra HC of the system has a highly non-trivial structure since its regu-
lar representation, in the Hilbert space of one sided classes, generates a factor of
type III1 and a canonical “time evolution” σt ∈ Aut(HC). The study of the KMS-
equilibrium states at different temperatures has revealed the arithmetic nature of
this dynamical system in view of the following facts
• The partition function of the system is the Riemann zeta function
• There is a phase transition with spontaneous symmetry breaking at the pole of
zeta function
• The zero temperature vacuum states implement the global class field isomorphism
for Q.
The study of the BC-system inaugurated the interplay between number-theory
and noncommutative geometry. It is exactly the noncommutativity of the Hecke
algebra of the system which generates its non-trivial dynamics. Moreover, on the
noncommutative space of ade`les classes AQ/Q
∗, which is naturally associated to
the type II dual of the BC-system, one obtains the spectral realization of zeros
of L-functions and the trace formula interpretation of the Riemann-Weil explicit
formulas (cf. [7]).
Further study (cf. [15]) has shown that the integral Hecke algebra HZ = Z[Q/Z]⋊N
supplies an integral model to the BC-system. The endomorphisms σn(e(r)) =
e(nr), n ∈ N act on the canonical generators e(r) ∈ Z[Q/Z], for r ∈ Q/Z and have
natural linear quasi-inverses
ρ˜n : Z[Q/Z]→ Z[Q/Z] , ρ˜n(e(γ)) =
∑
nγ′=γ
e(γ′), (1)
which are used in the construction of the crossed product and in the presentation
of the algebra.
In this paper we establish, for each prime p, a strong relation connecting the integral
BC-system and the universal Witt ring W0(F¯p) of an algebraic closure of a prime
field. The Witt construction is in fact considered in the following three different
forms
− as a K-theory endofunctor A 7→W0(A) = K0(EndA)/K0(A), in the category of
commutative rings (with unit)
− as the big Witt ring W(A)
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− as the functor A 7→Wp∞(A), for A of characteristic p.
In the first two cases, the key structures are provided by the following operators
− the Teichmu¨ller multiplicative lift τ : A→W0(A)
− the Frobenius endomorphisms Fn :W0(A)→W0(A), n ∈ N
− the Verschiebung additive functorial maps Vn :W0(A)→W0(A), n ∈ N
− the n-th ghost components ghn :W0(A)→ A, n ∈ N.
These basic operators extend from the universal ringW0(A) to its completionW(A)
whose elements are expressed by Witt vectors, in terms of which all the algebraic
operations can be defined in terms of polynomials with integral coefficients. This
integrality property encodes a rich and deep arithmetical information. Moreover,
the ring structure restricts to divisor stable subsets of N yielding, for the set of
powers of a prime p, the functor Wp∞ .
In Proposition 4.4 and Theorem 4.5 we prove that the p-primary structure of the in-
tegral BC-system is completely encoded by the universal ringW0(F¯p), with a precise
dictionary expressing the key operators σn and ρ˜n of the BC-system as respectively
the Frobenius Fn and Verschiebung Vn on W0(F¯p). The isomorphism connecting
these algebraic structures depends upon the choice of a group isomorphism of the
multiplicative group of F¯p with the group of complex roots of unity of order prime
to p: the ambiguity inherent to this choice is the same as that pertaining to the
construction of Brauer lift of characters.
The completion process associated to the inclusion W0(A) ⊂W(A) with dense im-
age, is then used in Theorem 6.4 to obtain, when A = F¯p and for each injective
group homomorphism σ : F¯×p → C×, a p-adic indecomposable representation πσ of
the integral BC-system as additive endomorphisms of the big Witt ringW(F¯p). The
construction uses the identification proven in Theorem 4.5 and the implementation
of the Artin–Hasse exponentials. These representations are the p-adic analogues of
the complex, extremal KMS∞ states of the BC-system. In Section 7 this analogy is
pursued much further. By implementing the theory of p-adic L-functions, we con-
struct an analogue, in the p-adic case, of the partition function and of the KMSβ
states. In particular, we show that the division relations for the p-adic polyloga-
rithms at roots of unity correspond to the KMS condition. In §7.5 we prove that
the definition of the functionals satisfying such condition extends from the standard
“extended s-disk” to the natural multiplicative group covering of Cp. These results
are the p-adic counterparts of the statements proven in [17] for function fields. How-
ever, we also recognize an important difference with respect to the complex case,
namely the presence of an added symmetry at non-zero temperature, due to the
invariance of the states under the natural involution of Qcyc which replaces each
root of unity by its inverse. This added symmetry is a consequence of the vanishing
of the p-adic L-functions associated to odd Dirichlet characters.
For p a prime number, the set Xp of all injective group homomorphisms σ : F¯
×
p →
Q/Z is the parameter space for the p-adic representations of the integral BC-system.
In Section 8, we relate this set with the space Valp(Q
cyc) of extensions of the p-adic
valuation to the maximal abelian field extension Qcyc of Q. We view Qcyc as an
abstract field defined as the quotient of the group ring Q[Q/Z] by the cyclotomic
ideal (cf. Definition 8.1). Let (Q/Z)(p) be the subgroup of Q/Z of fractions with
denominator prime to p and let Qcyc,p be the subfield (i.e. the inertia subfield) of
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Qcyc generated by the group µ(p) ∼ (Q/Z)(p) of roots of unity of order prime to p.
We describe canonical isomorphisms of Valp(Q
cyc) with each of the following spaces
(1) The space of sequences of irreducible polynomials Pn(T ) ∈ Fp[T ], n ∈ N,
fulfilling the basic conditions of the Conway polynomials (cf. Theorem 8.7).
(2) The space Σp of bijections of the monoid M(p) = µ(p) ∪ {0} commuting with
their conjugates, as in Definition 8.5 (cf. Proposition 8.8).
(3) The space Hom(Qcyc,pFr ,Qp) of field homomorphisms, where Q
cyc,p
Fr ⊂ Qcyc,p is
the decomposition subfield, i.e. the fixed field under the Frobenius automorphism
(cf. Proposition 8.12).
(4) The quotient of the space Xp by the action of Gal(F¯p) (cf. Proposition 8.14).
(5) The algebraic spectrum of the quotient algebra Fp[(Q/Z)
(p)]/Jp, where Jp is
the reduction modulo p of the cyclotomic ideal (cf. Definition 8.1 and Proposition
8.16).
For a global field K of positive characteristic (i.e. a function field associated to a
projective, non-singular curve over a finite field Fq) it is a well known fact that
the space of valuations of the maximal abelian extension Kab of K has a geometric
meaning. In fact, for each finite extension E of F¯q⊗FqK ⊂ Kab, the space Val(E) of
(discrete) valuations of E is an algebraic, one-dimensional scheme whose non-empty
open sets are the complements of the finite subsets F ⊂ Val(E). The structure sheaf
is locally defined by the intersection
⋂
F R of the valuation rings inside E. Then
the space Val(Kab) is the projective limit of the schemes Val(E), E ⊂ Kab.
For the global field K = Q of rational numbers, one can consider its maximal
abelian extension Qcyc as an abstract field and try to follow a similar idea. In
Section 9, we show however that the space Val(Qcyc) provides only a rough analogue,
in characteristic zero, of Val(Kab). Our approach to this problem is guided and
motivated by the following three results contained in our previous work
(a) The adelic interpretation of the loop groupoid Πab1 (X)
′ of the abelian cover of
the algebraic curve X associated to a function field (cf. [13] and § 9.1)
(b) The determination of the counting function N(q) (a distribution on [1,∞))
which replaces, for K = Q, the classical Weil counting function for a function field
(cf. [11] and § 9.4)
(c) The interpretation of the counting function N(q) as an intersection number,
using the action of the ide`le class group on the ade`le class space (cf. [14]).
By applying these results we find that the sought for geometric fiber over a non-
archimedean, rational prime p is the total space of a principal bundle, with base
Valp(Q
cyc) and structure group given by a connected, compact solenoid S whose
definition is given in Proposition 9.2. Then, in Proposition 9.3 we derive a natural
construction for the fiber as the mapping torus Yp of the action of the Frobenius
on the space Xp. In Section 9.3, we consider the fiber Y∞ over the archimedean
prime, with the implementation of the theory of multiplicative norms.
The interpretation given in (c) for the counting function as intersection number
shows that the fibers Yp should not be considered in isolation, but as being part of
an ambient noncommutative space which is responsible for the transversality factors
due to the archimedean contribution to the explicit formulas. This interpretation
is explained in details in Section 9.4.
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In Section 9.5, we show that the integral BC-system gives, for each p (including the
archimedean prime), a natural embedding of the fiber Yp into a noncommutative
space constructed using the set E(Cp) of the Cp-rational points of the affine group
scheme E which defines the abelian part of the system (cf. [15]). Here Cp denotes
the p-adic completion of an algebraic closure of Qp. This result shows that the
space
X(Cp) := (E(Cp)× (0,∞)) /(N× {±1}) (2)
matches, for any rational prime p including p =∞, the definition of the ade`le class
space. In Proposition 9.5 we show, using the fact that E is a group scheme, that
X(Cp) is a free module of rank one over the hyperring HQ of the ade`le classes. The
problem of a correct interpretation of the connected factor (0,∞) in (2) remains
open.
It is a general principle that in our constructions the noncommutative spaces
arise as X(A) for a commutative ring A (cf. (2)), while the classical subspaces
of X(A) are defined as the support of the cyclotomic ideal (in the affine scheme
E = Spec (Z[Q/Z])).
We end the paper by showing in Section 10 the relevance of the recent work of
B. de Smit and H. Lenstra (cf. [18]) on the “standard model” for the algebraic
closure of a finite field. When K is a function field, the intermediate extension
K ⊂ L = F¯q ⊗Fq K ⊂ Kab plays an important geometric role, namely the extension
of scalars to an algebraically closed field, for the algebraic curve associated to K.
When K = Q, we show that the intermediate extension Q ⊂ Qcycl∆ ⊂ Qcyc used by
de Smit and Lenstra, comes very close to fulfill the expected properties for a similar
intermediate extension Q ⊂ L ⊂ Qcyc. Their construction provides a conceptual
construction of the subfield of F¯p union of all extensions whose degree is prime to
p. In the very last part of the paper we recall one of the first applications provided
by E. Witt of his functor, which is a conceptual construction of the missing piece⋃
n Fppn ⊂ F¯p, using the simple equation Xp = X + 1 in Witt vectors.
2. The functor W0
In this section we recall the definition and the main properties of the universal ring
W0(A), where A is any commutative ring with unit. We refer to [1] to read more
details. The second part of the section describes W0(k), for an algebraically closed
field k.
One lets EndA (or End P(A)) be the category of endomorphisms of projective A-
modules of finite rank. The objects are pairs (E, f) where E is a finite, projective
A-module and f ∈ EndA(E). The morphisms in this category are required to
commute with the endomorphisms f . The following operations of direct sum and
tensor product
(E1, f1)⊕(E2, f2) = (E1⊕E2, f1⊕f2) , (E1, f1)⊗(E2, f2) = (E1⊗E2, f1⊗f2) (3)
turn the Grothendieck group K0(EndA) into a (commutative) ring. The pairs of
the form (E, f = 0) generate the idealK0(A) ⊂ K0(EndA). We denote the quotient
ring by W0(A)
W0(A) = K0(EndA)/K0(A). (4)
By construction, W0 is an endofunctor of the category Ring of commutative rings
with unit. Several key operators and maps act on W0, the following are the most
relevant ones for our applications
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(1) The Teichmu¨ller lift τ : A→W0(A) which is a multiplicative map.
(2) For n ∈ N, the Frobenius ring endomorphisms Fn :W0(A)→W0(A).
(3) For n ∈ N, the Verschiebung (shift) additive functorial maps Vn : W0(A) →
W0(A).
(4) For n ∈ N, the n-th ghost component homomorphisms ghn :W0(A)→ A.
We shortly recall their definitions.
(1) The Teichmu¨ller lift τ = [·] : A→W0(A) is defined as f 7→ τ(f) = [f ] = (A, f).
(2) For n ∈ N, the operations in EndA of raising an endomorphism f to the n-th
power induce the Frobenius ring endomorphims in W0(A)
Fn :W0(A)→W0(A), Fn(E, f) = (E, fn). (5)
(3) For n ∈ N, the Verschiebung maps are defined by the following operations on
matrices
Vn :W0(A)→W0(A), Vn(E, f) = (E⊕n,

0 0 · · · · · · f
1 0 0 · · · 0
0 1 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 1 0
). (6)
(4) For n ∈ N, the ghost components are given by
ghn :W0(A)→ A, ghn(E, f) = Trace(fn). (7)
Let Λ(A) := 1 + tA[[t]] be the multiplicative abelian group of formal power series
with constant term 1. The (inverse of the) characteristic polynomial defines a
homomorphism of abelian groups
L :W0(A)→ Λ(A), L(E, f) = det(1− tM(f))−1 (8)
where M(f) = (aij) is the matrix associated to f : E → E (i.e. f ↔
∑
i x
∗
i ⊗ xi,
x∗i ∈ E∗, xi ∈ E, aij = 〈x∗i , xj〉). By a fundamental result of G. Almkvist ([1]
Theorem 6.4 or [2] Main Theorem), one has
Theorem 2.1. The map L is injective and its image is the subgroup of Λ(A)
Range(L) = {(1 + a1t+ . . .+ antn)/(1 + b1t+ . . .+ bntn) | aj , bj ∈ A}. (9)
Note in particular that for E a finite, projective A-module and f, g ∈ EndA(E) one
has
(E, fg) = (E, gf) ∈W0(A). (10)
One also has
Vnm = Vn ◦ Vm = Vm ◦ Vn , Fnm = Fn ◦ Fm = Fm ◦ Fn. (11)
The following proposition collects together several standard equations connecting
these operators
Proposition 2.2. Let A be a commutative ring and x, y ∈ W0(A). The following
hold
(1) Fn ◦ Vn(x) = nx.
(2) Vn(Fn(x)y) = xVn(y).
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(3) If (m,n) = 1, Vm ◦ Fn = Fn ◦ Vm.
(4) For n ∈ N, Vn(x)Vn(y) = nVn(xy).
(5) For n ∈ N, Fn(τ(f)) = τ(fn).
(6) For n,m ∈ N, ghn(Fm(f)) = ghnm(f).
(7) ghn(Vm(f)) =
{
m ghn/m(f) if m|n
0 otherwise.
Proof. All proofs are straightforward, we just check (4) as an example. For x ∈
EndA(E), the action of X = Vn(E, x) on vectors ξ = (ξ1, . . . , ξn) ∈ E⊕n is given
by
(Xξ)1 = xξn , (Xξ)j = ξj−1 , ∀j, 2 ≤ j ≤ n.
Similar formulas hold for Y = Vn(F, y), for y ∈ EndA(F ). By definition, Vn(x)Vn(y)
corresponds to X ⊗ Y ∈ EndA(E⊕n ⊗ F⊕n). This endomorphism decomposes as
the direct sum of n endomorphisms of (E ⊗ F )⊕n, each of these is of the form
0 0 · · · · · · x⊗ 1
1 0 0 · · · 0
0 1⊗ y 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 1 0
 , or

0 0 · · · · · · x⊗ y
1 0 0 · · · 0
0 1 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 1 0
 .
By applying (10), one checks that each of the above endomorphisms is equivalent
to Vn(x⊗ y). The equality Vn(x)Vn(y) = nVn(xy) follows. 
We shall apply the following proposition to the case A = k = F¯p an algebraic
closure of Fp.
Proposition 2.3. Let k be an algebraically closed field. Then the map which as-
sociates to (E, f) ∈ Endk the divisor δ(f) of non-zero eigenvalues of f (with mul-
tiplicity taken into account) extends to a ring isomorphism
δ :W0(k)
∼→ Z[k×]. (12)
Under the above isomorphism, the Frobenius Fn on W0(k) is given on Z[k
×] by the
natural linearization of the group endomorphism k× → k×, g 7→ gn.
Proof. By applying Theorem 2.1, the characteristic polynomial extends to a com-
plete invariant on K0(Endk) and to an isomorphism of K0(Endk) with the ring of
quotients of monic polynomials in k[t]. Moding out this ring by K0(k) means that
one removes the powers of the variable. Thus the divisor of non-zero eigenvalues of
f extends to define a bijection of sets W0(k) ≃ Z[k×].
It remains to check that this bijection preserves the ring operations. For addition,
the set underlying the divisor δ(f1+f2) is the disjoint union of the two sets of roots
of fj and hence δ(f1 + f2) = δ(f1) + δ(f2). For the product, it is enough and easy
to check that the tensor product of two rank one elements (k, a)⊗ (k, b) is given by
(k, ab) for non-zero elements of k. The statement about Fn is checked in the same
way using (5) on elements (k, a). 
We recall the following formula for L(f) in terms of the divisor δ(f) =
∑
n(α)[α] ∈
Z[k×]
L(f) =
∏
(1− α t)−n(α). (13)
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Corollary 2.4. For any given isomorphism σ : F¯×p
∼−→ (Q/Z)(p) of the multiplica-
tive group of the algebraic closure F¯p with the subgroup (Q/Z)
(p) ⊂ Q/Z of fractions
with denominator prime to p, one derives an isomorphism
σ˜ :W0(F¯p)
∼−→ Z[(Q/Z)(p)]. (14)
Under the isomorphism σ˜, the Frobenius Fn of W0(F¯p) is given on Z[(Q/Z)
(p)] by
the natural linearization of the group endomorphism (Q/Z)(p) → (Q/Z)(p), g 7→ gn
(i.e. γ 7→ nγ in additive notation).
3. The integral BC-system
For each n ∈ N, one defines group ring endomorphisms
σn : Z[Q/Z]→ Z[Q/Z], σn(e(γ)) = e(nγ)
and the following additive maps
ρ˜n : Z[Q/Z]→ Z[Q/Z], ρ˜n(e(γ)) =
∑
nγ′=γ
e(γ′). (15)
We recall from [15], Proposition 4.4, the following result
Proposition 3.1. The endomorphisms σn and the maps ρ˜m fulfill the following
relations
σnm = σnσm , ρ˜mn = ρ˜mρ˜n , ∀m,n ∈ N (16)
ρ˜m(σm(x)y) = xρ˜m(y) , ∀x, y ∈ Z[Q/Z] (17)
σc(ρ˜b(x)) = (b, c) ρ˜b′(σc′(x)) , b
′ = b/(b, c) , c′ = c/(b, c) , (18)
where (b, c) = gcd(b, c).
Note that taking b = c = n in (18) gives
σn(ρ˜n(x)) = nx , ∀x ∈ Z[Q/Z]. (19)
On the contrary, if we take b = n and c = m to be relatively prime we get
σn ◦ ρ˜m = ρ˜m ◦ σn. (20)
We recall from [15] (Definition 4.7 and §4.2) the following facts. The integral BC-
algebra is the algebra HZ = Z[Q/Z]⋊ρ˜ N generated by the group ring Z[Q/Z], and
by the elements µ˜n and µ
∗
n, with n ∈ N, which satisfy the relations
µ˜nxµ
∗
n = ρ˜n(x)
µ∗nx = σn(x)µ
∗
n
xµ˜n = µ˜nσn(x),
(21)
where ρ˜m, m ∈ N is defined in (15), as well as the relations
µ˜nm = µ˜nµ˜m , ∀n,m ∈ N
µ∗nm = µ
∗
nµ
∗
m , ∀n,m
µ∗nµ˜n = n
µ˜nµ
∗
m = µ
∗
mµ˜n (n,m) = 1.
(22)
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After tensoring by Q, the Hecke algebra HQ = HZ ⊗Z Q has a simpler explicit pre-
sentation with generators µn(=
1
n µ˜n), µ
∗
n, n ∈ N and e(r), for r ∈ Q/Z, satisfying
the relations
• µ∗nµn = 1, ∀n ∈ N,
• µmµn = µmn, µ∗mµ∗n = µ∗mn, ∀m,n ∈ N,
• µnµ∗m = µ∗mµn, if (n,m) = 1,
• e(0) = 1, e(r)∗ = e(−r), and e(r)e(s) = e(r + s), ∀r, s ∈ Q/Z,
• For all n ∈ N and all r ∈ Q/Z
µn e(r)µ
∗
n =
1
n
∑
ns=r
e(s). (23)
After tensoring by C and completion one gets a C∗-algebra with a natural time
evolution σt ([4], [16] Chapter III). The extremal KMS states below critical tem-
perature vanish on the monomials µnxµ
∗
m for n 6= m and x ∈ Q[Q/Z] and their
value on Q[Q/Z] is given by
ϕβ,ρ(e(a/b)) =
1
ζ(β)
∞∑
n=1
n−βρ(ζna/b), (24)
where ρ ∈ Zˆ∗ determines an embedding in C of the cyclotomic field Qcyc generated
by the abstract roots of unity.
4. W0(F¯p) and the BC-system
In [29] Quillen makes use of the choice of an embedding
σ : F¯×p → C× (25)
in the study of the algebraic K-theory of the general linear group over a finite
field. In this section we compare the description of the universal Witt ringW0(F¯p),
endowed with the structure given by the Frobenius endomorphisms Fn and the
Verschiebung maps Vn with the integral BC-algebra HZ.
By a simple comparison process we notice that the relations (16), (17), (18) holding
on HZ are the same as those fulfilled by the Frobenius endomorphisms Fn and
the Verschiebung maps Vn on W0(F¯p). More precisely, under the correspondences
σn → Fn, ρ˜n → Vn the two relations of (11) correspond to (16), and the first three
relations of Proposition 2.2 correspond respectively to (19), (17) and (20). These
results evidently point out to the existence of a strong relation between the (λ)-ring
W0(F¯p) and the group ring Z[Q/Z] endowed with the aforementioned operators.
Next, we compare the two groups rings: Z[(Q/Z)(p)] and Z[Q/Z] which arise in the
description of W0(F¯p) and in the construction of the BC-algebra respectively. One
has a surjective group homomorphism: Q/Z→ (Q/Z)(p) induced by the canonical
factorization of the groups
Q/Z = (Q/Z)(p) ×Qp/Zp (26)
where Qp/Zp is the group of fractions whose denominator is a power of p. Thus
one obtains a corresponding factorization of the rings
Z[Q/Z] = Z[(Q/Z)(p)]⊗Z Z[Qp/Zp]. (27)
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By using the trivial representation of Qp/Zp (i.e. the augmentation ǫ of Z[Qp/Zp]),
one gets a retraction r = id⊗ ǫ producing the splitting
Z[(Q/Z)(p)]
jp−→ Z[Q/Z] id⊗ǫ−→ Z[(Q/Z)(p)]. (28)
Notice that (Q/Z)(p) is preserved by the action of the map γ 7→ nγ, γ ∈ (Q/Z)(p)).
This implies that the endomorphisms σn acting on the BC-algebra restrict naturally
to determine endomorphisms σn : Z[(Q/Z)
(p)]→ Z[(Q/Z)(p)].
Let us denote by I(p) ⊂ N the set of integers which are prime to p. The following
lemma describes the projection of the operators ρ˜n of the BC-algebra on the group
ring Z[(Q/Z)(p)]
Proposition 4.1. Let n = pkm, with m ∈ I(p). For γ ∈ Q/Z, we write modulo 1
γ =
a
b
+
c
ps
, b ∈ I(p) , a, b, c, s ∈ N. (29)
Then, with ρ˜n as in (15) we have
r ◦ ρ˜n(e(γ)) = pk
m−1∑
w=0
e(
f + wb
bm
) (30)
where y = fbm , f ∈ Z/bmZ, is the unique solution in Q/Z, with denominator prime
to p of the equation
pky =
a
bm
∈ Q/Z. (31)
Proof. The existence and uniqueness of the decomposition (29) derives from the
factorization (26). For d ∈ I(p), the endomorphism of Q/Z: x 7→ px restricts to an
automorphism on the subgroup Gd = {ad ∈ Q/Z| a ∈ Z} ⊂ Q/Z. For d = bm, this
fact shows the existence and uniqueness of the solution y = fbm of (31). One has
pky = abm + j for some integer j ∈ Z, thus
y =
a
bmpk
+
j
pk
=
a
bn
+
j
pk
, ny =
a
b
+ jm.
By applying (26), one also has a decomposition of the form
c
nps
=
c
mps+k
=
d
m
+
e
ps+k
. (32)
One has ny = ab modulo 1, n
c
nps =
c
ps , thus the solutions of the equation nγ
′ = γ
in Q/Z which enter in (15) are of the form
γ′ = y +
c
nps
+
u
m
+
v
pk
, u ∈ {0, . . . ,m− 1} , v ∈ {0, . . . , pk − 1}.
By using (32) one derives
γ′ = y +
u
m
+
d
m
+
v
pk
+
e
ps+k
, u ∈ {0, . . . ,m− 1} , v ∈ {0, . . . , pk − 1}.
For the projection r(e(γ′)) ∈ Z[(Q/Z)(p)] one thus gets that
r(e(γ′)) = e(y +
w
m
) = e(
f + wb
bm
) , w ∈ {0, . . . ,m− 1}
which is repeated with multiplicity pk. The equation (30) follows. 
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Corollary 4.2. One has
r ◦ ρ˜n(x) = r ◦ ρ˜n(r(x)) , ∀x ∈ Z[Q/Z] , n ∈ N. (33)
and
r ◦ ρ˜pk(x) = pkσ−1pk (r(x)) , ∀x ∈ Z[Q/Z], k ∈ N . (34)
Proof. The two statements follow from (30). 
Definition 4.3. For p a prime number, we denote by Xp the space of all injective
group homomorphisms σ : F¯×p → Q/Z.
The relation between W0(F¯p) and the abelian part Z[Q/Z] of the integral BC-
algebra HZ is described by the following lemma
Proposition 4.4. Let σ ∈ Xp and let σ˜ be the associated ring isomorphism
σ˜ :W0(F¯p)
∼−→ Z[(Q/Z)(p)] ⊂ Z[Q/Z].
Then the Frobenius Fn and Verschiebung maps Vn on W0(F¯p) are obtained by re-
striction of the ring endomorphisms σn and the maps ρ˜n on Z[Q/Z] by the formulas
σ˜ ◦ Fn = σn ◦ σ˜ , σ˜ ◦ Vn = r ◦ ρ˜n ◦ σ˜. (35)
Proof. In section 2 we recalled (cf. [19] for details) that the Frobenius Fn onW0(A)
is given by Fn(E, f) = (E, f
n). At the level of the divisor of the eigenvalues of f (it
is a divisor in the virtual case), i.e. at the level of the associated element in Z[k×],
A = k = F¯p, the Frobenius Fn corresponds to the group homomorphism g 7→ gn (cf.
Proposition 2.3). The Verschiebung maps Vn are described by the operation (6) on
matrices. The maps Vn are additive and hence determined by the elements Vn([α])
where α ∈ k×. They correspond to the n eigenvalues of the following matrix
Vn(α) =

0 0 · · · · · · α
1 0 0 · · · 0
0 1 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 1 0
 .
Since the n-th power of the above matrix is the multiplication by α, all its eigenval-
ues fulfill the equation βn = α. In fact the characteristic polynomial of the above
matrix is P (X) = Xn − α. Let n = pkm, where m is prime to p. Since F¯p is a
perfect field, the root αp
−k ∈ F¯p of Xpk−α is unique and it admits m distinct roots
of order m: βm = αp
−k
, which are the m roots of P (X). They take the form ξβ0,
with ξm = 1. Thus the corresponding divisor is
δ =
∑
ξm=1
pk[ξβ0]. (36)
We now compare the above description of the divisor associated to Vn(E, f) with
r ◦ ρ˜n(e(γ)), where γ = σ(α) = ab ∈ (Q/Z)(p) ⊂ Q/Z. The elements ξβ0 ∈ F¯p are
the m distinct roots of the equation Xn = α. Similarly, with the notations of (30),
the elements
f + wb
bm
∈ (Q/Z)(p) ⊂ Q/Z, w ∈ {0, . . . ,m− 1}
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are the m solutions in (Q/Z)(p) of the equation nz = γ. One thus gets
σ˜(δ) = pk
m−1∑
w=0
e(
f + wb
bm
).
Thus (30) shows that
σ˜(Vn([α])) = σ˜(δ) = r ◦ ρ˜n(e(γ)) = r ◦ ρ˜n ◦ σ˜([α]).

Theorem 4.5. Let σ ∈ Xp. The following formulas define a representation πσ of
the integral BC-system HZ as additive endomorphisms of W0(F¯p)
πσ(x)ξ = σ˜
−1(r(x)) ξ , πσ(µ
∗
n) = Fn , πσ(µ˜n) = Vn (37)
for all ξ ∈W0(F¯p), x ∈ Z[Q/Z] and n ∈ N.
Proof. By construction x 7→ σ˜−1(r(x)) is a homomorphism of the group ring Z[Q/Z]
to W0(F¯p) and hence, by composition with the left regular representation, πσ gives
a representation of Z[Q/Z]. The Fn and Vn are additive. It remains to check the
relations (21) and (22). The latter ones follow from (11) for the first two, and from
(1) and (3) of Proposition 2.2 for the last two. To check the first relation of (21)
one needs to show that
Vnπσ(x)Fn = πσ(ρ˜n(x)). (38)
One has πσ(x) = πσ(r(x)) for all x ∈ Z[Q/Z]. Thus, by applying (33), one can
replace x by r(x) without changing both sides of the equation. Thus we can assume
that x = σ˜(z) for some z ∈ W0(F¯p). Then πσ(x) is just the multiplication by z.
One has by (35)
r ◦ ρ˜n(x) = r ◦ ρ˜n(σ˜(z)) = σ˜ ◦ Vn(z).
Thus πσ(ρ˜n(x)) is the multiplication by Vn(z) and (38) follows from
Vn(zFn(ξ)) = Vn(z)ξ , ∀ξ ∈W0(F¯p)
which is statement (2) of Proposition 2.2. Let us check the other two relations of
(21). The second one means
Fnπσ(x) = πσ(σn(x))Fn
and since r◦σn = σn◦r we can assume as before that x = σ˜(z), for some z ∈W0(F¯p).
Then πσ(x) is the multiplication by z and, by (35), πσ(σn(x)) is the multiplication
by Fn(z). The required equality then follows since Fn is multiplicative. The last
relation of (21) means
πσ(x)Vn = Vnπσ(σn(x))
and assuming x = σ˜(z) it reduces to
zVn(ξ) = Vn(Fn(z)ξ) , ∀ξ ∈W0(F¯p)
which in turn follows from statement (2) of Proposition 2.2. 
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5. The Witt vectors functor and the truncation quotients
In this section we provide a short overview on the construction of the universal
Witt scheme in the form that is most suitable to the applications contained in this
paper, for more details we refer to [39, 28, 6, 22, 3, 33, 24]. In the second part of
the section we connect the universal ring W0(A) with W(A).
The construction of the ring of big Witt vectors (or generalized Witt vectors) is
described by a covariant endofunctor W : Ring→ Ring in the category of commu-
tative rings (with unit). For A ∈ obj(Ring), and as a functor to the category of
sets, one defines
W(A) = AN = {(x1, x2, x3, . . .)|xi ∈ A}.
To a truncation set N ⊆ N (i.e. a subset of N which contains every positive divisor
of each of its elements), one associates the truncated functor
WN : Ring→ Sets, WN (A) = AN .
As a functor to the category of sets, WN is left represented by the polynomial ring
RN = Z[xn|n ∈ N ]. Then it follows that the big Witt vectors functor W = WN is
left represented by the symmetric algebra Symm = Z[x1, x2, x3, . . .]
W(A) = HomRing(Symm, A) ∀A ∈ obj(Ring). (39)
As an endofunctor in the category of commutative rings WN : Ring → Ring is
uniquely determined by requiring that for any commutative ring A and for any
n ∈ N , the following map, called the n-th ghost component is a ring homomorphism
ghn :WN (A)→ A, ghn(x) =
∑
d|n
dx
n/d
d . (40)
For t a variable, the functorial bijection of sets
ϕA :W(A)→ Λ(A) = 1+tA[[t]], x = (xn)n∈N 7→ fx(t) =
∏
n∈N
(1−xntn)−1 (41)
transports the ring structure from W(A) to the multiplicative abelian group Λ(A)
of power series over A with constant term 1, under the usual multiplication of power
series (the power series 1 acts as the identity element). In other words one has
ϕA(x + y) = ϕA(x)ϕA(y) ∀x, y ∈W(A).
To make the description of the corresponding product ⋆ on Λ(A) more explicit one
introduces first the n-ghost components wn : Λ(A) → A, n ∈ N, which are defined
by the formula
w(f) = w(1 + a1t+ a2t
2 + a3t
3 + · · · ) = w1t+ w2t2 + · · · = t d
dt
(log(f(t))).
For example, the first three ghost components are given by the universal formulas
w1(f) = a1, w2(f) = −a21 + 2a2, w3(f) = a31 − 3a1a2 + 3a3.
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For products of the form
∏m
k=1(1− ξkt)−1 = 1+ a1t+ a2t2 + · · · = f(t) this means
that
w1t+ w2t
2 + w3t
3 + · · · = t d
dt
(log(f(t))) = t
d
dt
m∑
k=1
log((1− ξkt)−1) =
=
∞∑
i=1
(ξi1 + ξ
i
2 + · · ·+ ξim)ti =
∞∑
i=1
pi(ξ)t
i.
Thus the ghost components are given by the power sums in the ξk’s. Then, the
product ⋆ on Λ(A) is uniquely determined by requiring that these ghost components
are (functorial) ring homomorphisms. In fact, distributivity and functoriality to-
gether force the multiplication of power series in Λ(A) be expressed by the following
rule
f(t) =
∏
i
(1 − ξit)−1, g(t) =
∏
i
(1− ηit)−1, ⇒ (f ⋆ g)(t) =
∏
i,j
(1− ξiηjt)−1
(42)
where
t
d
dt
(log(
∏
i,j
(1− ξiηjt)−1)) =
∞∑
n=1
pn(ξ)pn(η)t
n.
It follows that multiplication according to (42) translates into component-wise mul-
tiplication for the ghost components on Λ(A). It is expressed by explicit polyno-
mials with integral coefficients of the form
(1 +
∑
ant
n) ⋆ (1 +
∑
bnt
n) = 1 + a1b1t+
(
a21b
2
1 − a2b21 − a21b2 + 2a2b2
)
t2+
+(a31b
3
1−2a1a2b31+a3b31−2a31b1b2+5a1a2b1b2−3a3b1b2+a31b3−3a1a2b3+3a3b3)t3+· · ·
The ghost components ghn(x) of a Witt vector x = (x1, x2, x3, . . .) ∈W(A) become
the ghost components of ϕA(x), i.e.
ghn :W(A)→ A, ghn(x) = wn(ϕA(x)). (43)
It follows that the bijection ϕA :W(A)→ Λ(A) becomes a ring isomorphism.
Note moreover that the homomorphism of abelian groups L : W0(A) → Λ(A) of
(8), preserves the product, i.e.
L((E, f)⊗ (F, g)) = L((E, f)) ⋆ L((F, g)) (44)
so that it defines an injective ring homomorphism.
Two Witt vectors x, y ∈ W(A) are added and multiplied by means of universal
polynomials with integer coefficients
x+W y = (µS,1(x, y), µS,2(x, y), . . .), x×W y = (µP,1(x, y), µP,2(x, y), . . .).
The polynomials µS,i, µP,j are recursively computed using the ghost components
by the formulas
ghn(µS,1(x, y), µS,2(x, y), . . .) = ghn(x) + ghn(y),
ghn(µP,1(x, y), µP,2(x, y), . . .) = ghn(x)ghn(y).
Notice that the polynomials ghn(x) depend only on the xd for d a divisor of n, hence
the n-th addition and multiplication polynomials µS,n, µP,n are polynomials that
only involve the xd and yd with d a divisor of n. Thus, for a truncation set N ⊆ N,
the polynomial ring RN = Z[xn|n ∈ N ] is a sub Hopf algebra and a sub co-ring
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object of Symm, this means that it defines a quotient functor, which coincides with
WN . This result applies in particular to the truncation set N = {pn | n ≥ 0}, where
p is a prime number. Thus the p-adic Witt vectors Wp∞(A) can be interpreted as
a functorial quotient of the big Witt vectors (similarly one obtains Wpn(A) as the
p-adic Witt vectors of length n+ 1).
The Teichmu¨ller representative is a multiplicative map which defines a section to
the ghost map gh1. If N ⊂ N is a truncation set, the Teichmu¨ller representative is
defined as
[·]N : A→WN (A), a 7→ [a]N = ([a]N )n∈N , [a]N,n =
{
a if n = 1,
0 if n > 1.
One has ghn([a]N ) = a
n for all n ∈ N .
On the functorial ring W(A) one can introduce several functorial operations which
derive from (the large number of) ring endomorphisms of Symm and by applying
the representability property (39). For instance, the Verschiebung (shift) additive
functorial endomorphisms on W and its quotients, arise from the ring endomor-
phism
Vn : Symm→ Symm , xi 7→
{
xi/n if i is divisible by n
0 otherwise
which corresponds to the map f(t) 7→ f(tn) in Λ(A).
For N ⊂ N a truncation set, the shift is the additive map given by
Vn :WN/n(A)→WN (A), Vn((ad|d ∈ N/n)) = (a′m|m ∈ N); a′m =
{
ad if m = nd
0 otherwise
where N/n = {d ∈ N|nd ∈ N}. This means that the composite with the ghost
components is given by
ghmVn =
{
nghm/n if n divides m
0 otherwise.
(45)
The n-th Frobenius is the (unique) natural ring homomorphism
Fn :WN (A)→WN/n(A)
which is defined on the ghost components by the formula ghrFn = ghrn. Thus by
definition the n-th Frobenius map makes the following diagram commute
WN (A)
gh−−−−→ AN
Fn
y yF ghn
WN/n(A)
gh−−−−→ AN/n
where F ghn takes a sequence (am|m ∈ N) to the sequence whose d-th component is
adn. At the level of the components xj of a Witt vector x ∈WN (A), the Frobenius
Fn is given by polynomials with integral coefficients. For instance, the following
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are the first 5 components of F3(x)
F3(x)1 = x
3
1 + 3x3
F3(x)2 = x
3
2 − 3x31x3 − 3x23 + 3x6
F3(x)3 = −3x61x3 − 9x31x23 − 8x33 + 3x9
F3(x)4 = −3x91x3 + 3x31x32x3 − 18x61x23 + 3x32x23 − 36x31x33
−24x43 + x34 − 3x32x6 + 9x31x3x6 + 9x23x6 − 3x26 + 3x12
F3(x)5 = −3x121 x3 − 18x91x23 − 54x61x33 − 81x31x43 − 48x53 + x35 + 3x15.
Note that when p is a rational prime one has (cf. [30] Proposition 5.12)
Fp(x)m ≡ xpm (mod pA). (46)
One also has (cf. [30] Proposition 5.9)
Vnm = Vn ◦ Vm = Vm ◦ Vn , Fnm = Fn ◦ Fm = Fm ◦ Fn (47)
where for the maps Fn one assumes nN ⊂ N and mN ⊂ N .
Proposition 2.2 extends without change, (cf. [30] Proposition 5.10).
Proposition 5.1. Let N ⊂ N be a truncation set, and n ∈ N with nN ⊂ N . Let
A be a commutative ring and x, y ∈WN (A). Then
(1) Fn ◦ Vn(x) = nx.
(2) Vn(Fn(x)y) = xVn(y).
(3) If m is prime to n, one has Vm ◦ Fn = Fn ◦ Vm.
(4) One has Vn(x)Vn(y) = nVn(xy).
Proof. We refer to [30] Proposition 5.10. The statement (4) differs slightly from
this reference, it can be checked directly using Proposition 2.2. It implies that when
n is invertible in WN (A) then
1
nVn defines a ring endomorphism. 
It is important to see how the description of the universal ring W0(A) fits with
the definition of W(A). There is a canonical ring monomorphism W0(A) →֒W(A)
which is given as the composite of the injective ring homomorphism L :W0(A)→
Λ(A) as in (8) and of the ring isomorphism ϕ−1A : Λ(A)
∼→W(A) (cf. (41))
W0(A)→ Λ(A) ≃W(A), (E, f) 7→ det(1− tM(f))−1. (48)
In the case A = F¯p the characteristic polynomial det(1 − tM(f)) = det(1 − tf)
factorizes as a product of terms (1− tαj) of degree one, where the αj ∈ F¯p are the
eigenvalues of f (cf. (13)).
Lemma 5.2. Let [·] : F¯p →W(F¯p), x 7→ τ(x) := [x] be the Teichmu¨ller lift and let
δ : W0(F¯p) → Z[F¯×p ] be the isomorphism of (12). Then the canonical map (48) is
given explicitly as
j :W0(F¯p)→W(F¯p), j ◦ δ−1 : Z[F¯×p ] ∋
∑
njαj 7→
∑
njτ(αj) ∈W(F¯p). (49)
This Lemma together with Theorem 2.1 shows that the subring W0(F¯p) ⊂ W(F¯p)
is just the group ring Z[F¯×p ] and is freely generated over Z by the Teichmu¨ller lifts.
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6. The p-adic representations πσ of the BC-system
In this section we shall implement the results of [6, 33, 3] to describe the ring
W(F¯p), then using the embedding with dense image W0(F¯p) →֒ W(F¯p), we will
extend the representation πσ of HZ on W0(F¯p) (Theorem 4.5) to a representation
of the integral BC-system on W(F¯p). Such representation is the p-adic analogue of
the irreducible complex representation (86).
We begin by recalling the definition of the isomorphism
W(F¯p) ≃Wp∞(F¯p)I(p) (50)
where I(p) ⊂ N is the set of positive integers which are prime to p and p∞ is the set
of integer powers of p. At the conceptual level, this isomorphism is a special case of
the general functorial isomorphism holding for any commutative ring A with unit
([3] Theorem 1)
W(A) =WI(p)(Wp∞(A)). (51)
When A is an Fp-algebra, every element of I(p) is invertible in B =Wp∞(A), thus
one derives a canonical isomorphism WI(p)(B) ≃ BI(p) which is defined in terms
of the ghost components. Let Z(p) be the ring Z localized at the prime ideal pZ so
that every element of I(p) is invertible in Z(p). A central role, in the ring Λ(Z(p)),
is played by the Artin-Hasse exponential, this is the power series
Ep(t) = hexp(t) = exp(t+
tp
p
+
tp
2
p2
+ · · · ) ∈ Λ(Z(p)). (52)
The following properties are well known (cf. [3, 33])
Proposition 6.1. (1) Ep(t) is an idempotent of Λ(Z(p)).
(2) For n ∈ I(p), the series Ep(n)(t) := 1nVn(Ep)(t) ∈ Λ(Z(p)) determine an idem-
potent. As n varies in I(p), the Ep(n) form a partition of unity by idempotents.
(3) For n /∈ pN, Fn(Ep)(t) = 1(= 0Λ) and Fpk(Ep)(t) = Ep(t), ∀k ∈ N.
To check (1) directly, one shows that there exists a unique sequence (xn)n∈N ∈
W(Z(p)) such that
• x1 = 1
• xpk = 0 for all k > 0
• Fm(x)pk = 0 for all m ∈ I(p) and k ≥ 0.
This follows by noticing that the coefficient of xmpk in Fm(x)pk is m ∈ I(p) which
is invertible in Z(p), so that one determines the xn inductively. One then checks
that the ghost components of (xn)n∈N ∈ W(Z(p)) are the same as those of Ep(t),
i.e. ghn(x) is equal to 1 if n ∈ pN and is zero otherwise.
Note that any n ∈ I(p) is invertible in Λ(Z(p)). Division by n corresponds to the
extraction of the n-th root of the power series f(t) = 1 + g(t). Formally, this is
given by the binomial formula
f
1
n = (1 + g)
1
n = 1 +
1
n
g + . . .+
1
n (
1
n − 1) · · · ( 1n − k + 1)
k!
gk + . . . (53)
The p-adic valuation of the rational coefficient of gk is positive because 1n ∈ Zp,
thus this coefficient can be approximated arbitrarily by a binomial coefficient. It
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follows from Proposition 2.2, (4) that 1nVn is an endomorphism of Λ(F¯p) and also
a right inverse of Fn.
One easily derives from [6, 3, 33] the following result
Proposition 6.2. Let A be an Fp-algebra.
(a) The map
ψA :Wp∞(A)→ Λ(A)Ep , x = (xpn)n∈N, ψA(x)(t) := hx(t) =
∏
N
Ep(xpnt
pn)
(54)
is an isomorphism onto the reduced ring Λ(A)Ep = {x ∈ Λ(A) | x ⋆ Ep = x}.
(b) For n ∈ I(p), the composite ψ−1A ◦ Fn is an isomorphism of the reduced algebra
Λ(A)Ep(n) with Wp∞(A).
(c) The composite
θA(x) = (θA(x))n = ψ
−1
A ◦ Fn(x ⋆ Ep(n)), n ∈ I(p), x ∈ Λ(A) (55)
is a canonical isomorphism θA : Λ(A)→Wp∞(A)I(p) =W(A).
(d) The composite isomorphism ΘA := θA ◦ ϕA : W(A) → Wp∞(A)I(p) is given
explicitly on the components by
(ΘA(x)n)pk = Fn(x)pk , ∀x ∈W(A) , ∀n ∈ I(p). (56)
Proof. The first three statements follow from [6] §3.b, [3], Thm. 1 and Prop. 1,
[33] Thm. 9.15. We prove (d). Since the Frobenius Fn is an endomorphism and
Fn(x ⋆ Ep(n)) = Fn(x) ⋆ Ep, one can rewrite (55) as
(θA(x))n = ψ
−1
A (Ep ⋆ Fn(x)) , ∀n ∈ I(p). (57)
Thus, to show (56) it is enough to prove it for n = 1. One needs to check that for
all x ∈W(A), one has
Ep ⋆ ϕA(x) =
∏
N
Ep(xpn t
pn).
Indeed, this follows from distributivity and the identity
Ep ⋆ (1− xtn)−1 =
{
1 if n /∈ pN
Ep(xt
pk) if n = pk.
The above identity can be checked directly knowing that (1 − xtn)−1 = Vn(τ(x))
and by applying the equality
Ep ⋆ (1− xtn)−1 = Ep ⋆ Vn(τ(x)) = Vn(Fn(Ep) ⋆ τ(x))
together with Proposition 6.1 (3) and the equality
τ(y) ⋆ f(t) = (1− yt)−1 ⋆ f(t) = f(yt)
which holds for any element f(t) ∈ Λ(A). In particular, for the Teichmu¨ller lift
τ(y) = [y] of an element y ∈ A one gets
θA(τ(y))n = τ(y
n) , ∀n ∈ I(p) (58)
where, on the right hand side, τ denotes the original Teichmu¨ller lift τ : A →
Wp∞(A). Indeed one has Fn(τ(y)) = τ(y
n). 
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Corollary 6.3. Let A be an Fp-algebra. Then, the common fixed points of the
endomorphisms Fn :W(A)→W(A) for n ∈ I(p), are the elements of the form
L(λ) =
∑
m∈I(p)
1
m
Vm(Ep ⋆ λ) , λ ∈Wp∞(A). (59)
One also has
ϕA(L(λ)) =
∏
n∈I(p)
hλ(t
n)
1
n .
Proof. Let x ∈ W(A) with Fn(x) = x for all n ∈ I(p). Then, it follows from (56)
and (55) that all the components (θA(x))n are equal, so that for some λ ∈Wp∞(A)
one has
Ep(n) ⋆ x =
1
n
Vn(Ep ⋆ λ)
and x is of the required form. Conversely, by Proposition 6.1 (3), one has Fa(Ep) =
0Λ for all a ∈ I(p), a 6= 1. Thus when one applies Fk to 1nVn(Ep ⋆ λ), one gets 1(=
0Λ) unless k|n using Proposition 5.1 (2), (3). When k|n one obtains 1mVm(Ep ⋆ λ),
with m = n/k. Thus the elements of the form (59) are fixed under all Fk. 
We now apply these results to the case A = F¯p. We identify Wp∞(F¯p) with a
subring of Cp (the p-adic completion of an algebraic closure of Qp). Let Q̂urp ⊂ Cp
be the completion of the maximal unramified extension of Qp. Then one knows
that Wp∞(F¯p) = OQ̂urp is the ring of integers of Q̂
ur
p . With Θ the isomorphism of
(56), we have
Θ :W(F¯p)
∼→ (O
Q̂urp
)I(p) , (Θ(x)n)pk = Fn(x)pk , ∀n ∈ I(p), ∀x ∈W(F¯p). (60)
Thus Θ makes W(F¯p) a module over OQ̂urp .
To the Frobenius automorphism of F¯p corresponds, by functoriality, a canonical
automorphism Fr of O
Q̂urp
which extends to a continuous automorphism
Fr ∈ Aut(Q̂urp ). (61)
We can now describe the p-adic analogues of the complex irreducible representations
of the BC-system (cf. (86)). We recall that Xp denotes the space of all injective
group homomorphisms σ : F¯×p → C×. The choice of σ ∈ Xp determines an em-
bedding ρ : Qcyc,p → Cp of the cyclotomic field generated by the abstract roots of
unity of order prime to p inside Cp.
In the following we shall use the simplified notation O = O
Q̂urp
. For m ∈ I(p), we
let ǫm be the vector in W(F¯p) with only one non-zero component: ǫm(m) = 1.
Theorem 6.4. Let σ ∈ Xp. The representation πσ as in Theorem 4.5 extends
by continuity to a representation of the integral BC-algebra HZ on W(F¯p). For
n ∈ I(p) and for x ∈ Z[Q/Z], πσ(µn), πσ(x) and πσ(µ∗n) are O-linear operators on
W(F¯p)
πσ(µn)ǫm = ǫnm, πσ(e(a/b))ǫm = ρ(ζ
m
a/b)ǫm , ∀a ∈ Z, ∀b,m ∈ I(p) (62)
πσ(µ
∗
n)ǫk =
{
0 if k /∈ nN
ǫk/n if k ∈ nN . (63)
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One has πσ(x) = πσ(r(x)) for all x ∈ Z[Q/Z] (r : Z[Q/Z] → Z[(Q/Z)(p)] the
retraction as in (28)) and
πσ(µp) = Fr
−1, πσ(µ
∗
p) = Fr (64)
where Fr is the Frobenius automorphism, acting componentwise as a skew-linear
operator.
Proof. Theorem 4.5 and the density of W0(F¯p) in W(F¯p) (cf. e.g. [23], 1.8) show
that πσ extends by continuity to a representation of the integral BC-algebra HZ
on W(F¯p). In view of the invertibility of the elements n ∈ I(p) in W(F¯p), the
description of the representation πσ is simplified by using the elements µn =
1
n µ˜n,
to stress the analogy with the complex case. It follows from Corollary 6.3 that
the subring O of W(F¯p) is the fixed subring for the action of the operators Fn,
for all n ∈ I(p). For n ∈ I(p), the operators Fn are O-linear likewise the Vn (cf.
Proposition 2.2, (2)) which correspond to the µ˜n by means of the representation
πσ. Thus we obtain the first equality in (62). The operators πσ(e(a/b)) are the
multiplication operators (cf. Corollary 2.4) by τ(e(a/b)), thus they are O-linear and
the second equation in (62) follows from (58). By applying (37) one has πσ(µ
∗
n) =
Fn for all n. Taking n = p, one gets that πσ(µ
∗
p) = Fp which coincides with Fr
acting componentwise, as it follows from the commutation Fp ◦ 1nVn = 1nVn ◦Fp for
n ∈ I(p) and (46). Since µ∗pµp = 1 and Fr is invertible one gets (64). 
Definition 6.5. We denote by Jp ⊂ HZ the two sided ideal generated by the ele-
ments
1− e(p−k) , ∀k ∈ N. (65)
Proposition 6.6. One has Jp = Kerπσ (cf. (62)) and the intersection Z[Q/Z]∩Jp
is the ideal J 0p of Z[Q/Z] generated by the elements as in (65).
The sequence of commutative algebras
0→ J 0p → Z[Q/Z] r−→ Z[(Q/Z)(p)]→ 0 (66)
is exact.
Proof. Let r = idZ[(Q/Z)(p)] ⊗ ǫ : Z[Q/Z] → Z[(Q/Z)(p)] be the retraction map
introduced in (28). By construction, one has
J 0p = Ker(r). (67)
Since πσ(e(a/b)) only depends upon r(e(a/b)) it follows that Jp ⊂ Kerπσ. One
knows (cf. [15], Lemma 4.8) that any element of the algebra HZ can be written as
a finite sum of monomials of the form∑
{a,b}∈N2
(a,b)=1
µ˜a x{a,b} µ
∗
b , x{a,b} ∈ Z[Q/Z]. (68)
We show that for any finite sum X as in (68) we have
πσ(X) = 0 =⇒ x{a,b} ∈ J 0p . (69)
It is enough to prove that r(x{a,b}) = 0, ∀a, b ∈ N and since Z[(Q/Z)(p)] is torsion
free it suffices to show that ar(x{a,b}) = 0, ∀a, b ∈ N. Define y : Q∗+ → Z[(Q/Z)(p)],
y(ab ) := a r(x{a,b}), then y has finite support. For any group homomorphism
χ : (Q/Z)(p) → O×
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there is a unique ring homomorphism hχ with
hχ : Z[(Q/Z)
(p)]→ O, hχ(e(γ)) = χ(γ) , ∀γ ∈ (Q/Z)(p). (70)
This applies in particular, for any integer j, to χ = ρj where we view ρ : Qcyc,p → Cp
as a group homomorphism ρ : (Q/Z)(p) → O×. One has⋂
j∈Z
Kerhρj = {0} (71)
since an injective character of a finite cyclic group generates the dual group. Let
n,m ∈ I(p) be relatively prime. Then one has for any j ∈ I(p) and z ∈ O
(πσ(X)zǫjm)jn =
∑
k∈Z
hρj (y(p
−k n
m
)) Frk(z). (72)
Thus if πσ(X) = 0 one has for all j and m,n as above∑
k∈Z
hρj (y(p
−k n
m
)) Frk(z) = 0 ∀z ∈ O. (73)
For z a root of unity one has Frk(z) = zp
k
, thus the polynomial∑
k∈Z
hρj (y(p
−k n
m
))Zp
k+n
vanishes, for n large enough, on all roots of unity thus it is identically zero, hence
all its coefficients must vanish i.e.
hρj (y(p
−k n
m
)) = 0 , ∀k ∈ Z, j ∈ N. (74)
It then follows from (71) that y(ab ) = y(p
−k n
m ) = 0, hence (69) holds and the proof
that any element of Kerπσ is in Jp is complete. Finally, if x ∈ Z[Q/Z] belongs to
Kerπσ one has x ∈ J 0p by (69) and thus the intersection Z[Q/Z] ∩ Jp is the ideal
J 0p . 
Definition 6.7. We denote by H(p)Z the quotient by Jp of the subalgebra of HZ
generated by Z[Q/Z], µ˜n, µ
∗
n, for n ∈ I(p).
The algebra H(p)Z is generated by Z[(Q/Z)(p)] the operators µ˜n and µ∗n, for n ∈ I(p)
and its presentation is similar to the presentation of HZ. The relations are
µ˜nm = µ˜nµ˜m , µ
∗
nm = µ
∗
nµ
∗
m , ∀n,m ∈ I(p)
µ∗nµ˜n = n , ∀n ∈ I(p)
µ˜nµ
∗
m = µ
∗
mµ˜n , ∀n,m ∈ I(p) with (n,m) = 1
(75)
as well as the relations
µ˜nxµ
∗
n = ρ˜n(x) , µ
∗
nx = σn(x)µ
∗
n , xµ˜n = µ˜nσn(x) (76)
where ρ˜n, n ∈ I(p) is defined by
ρ˜n(e(γ)) =
∑
nγ′=γ
e(γ′) , ∀γ ∈ (Q/Z)(p). (77)
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Given an algebra A, an automorphism θ ∈ Aut(A) and an integer p we let A⋊θ, pZ
be the subalgebra of the algebraic cross product {
∑
n∈Z
anV
n | an ∈ A} determined
by the condition
a−n ∈ pnA , ∀n ∈ N. (78)
If we let V = U∗ and pV −1 = U˜ , then it is easy to see that A⋊θ, p Z is generated
by A, U˜ , U∗ with the relations
U∗U˜ = p, U˜xU∗ = pθ−1(x) , U∗x = θ(x)U∗ , xU˜ = U˜θ(x) , ∀x ∈ A. (79)
Proposition 6.8. There exists a unique automorphism Fr ∈ Aut(H(p)Z ) such that
Fr(e(γ)) = e(γ)p , ∀γ ∈ (Q/Z)(p) , Fr(µ˜n) = µ˜n , Fr(µ∗n) = µ∗n , ∀n ∈ I(p). (80)
One derives an isomorphism
HZ/Jp = H(p)Z ⋊Fr, p Z. (81)
Proof. The map γ → pγ defines an automorphism of (Q/Z)(p). Its linearization
Fr acts on Z[(Q/Z)(p)] and commutes with the endomorphisms σn and ρ˜n. In fact
by applying the isomorphism of Proposition 4.4, Fr corresponds to the Frobenius
automorphism of F¯p. Thus it extends to an automorphism Fr ∈ Aut(H(p)Z ).
The second statement follows by comparing the presentation of HZ/Jp with that
of the crossed product H(p)Z ⋊Fr, p Z as in (79). 
Proposition 6.9. Let σ ∈ Xp.
(1) The restriction πσ |H(p)
Z
of the representation πσ (as in Theorem 6.4) to H(p)Z is
O-linear and indecomposable over O.
(2) The representations πσ|H(p)
Z
are pairwise inequivalent.
(3) The representation πσ is linear and indecomposable over Zp.
(4) Two representations πσ and πσ′ are equivalent over Zp if and only if there exists
α ∈ Aut(F¯p) such that σ′ = σ ◦ α.
Proof. (1) The O-linearity property is checked directly on the generators using
Theorem 6.4. It follows from (62) that the vector ǫ1 is cyclic forH(p)Z , i.e. πσ(H(p)Z ) ǫ1
is dense in W(F¯p) = OI(p). One has
Oǫ1 = {ξ ∈W(F¯p) | πσ(µ∗n)(ξ) = 0 , ∀n 6= 1, n ∈ I(p)}. (82)
For anyO-linear continuous operator T in the commutant ofH(p)Z one has πσ(µ∗n)T ǫ1 =
Tπσ(µ
∗
n)ǫ1 = 0, ∀n > 1 and by (82) there exists λ ∈ O such that T ǫ1 = λǫ1. Thus
since ǫ1 is cyclic, T is given by the module action of λ ∈ O.
(2) By (62), the action of πσ(e(γ)) for γ ∈ (Q/Z)(p) on the subspace (82) is given
by the multiplication by ρ(γ) ∈ O. Thus ρ is an invariant of the representation.
(3) Any element of the commutant of the action ofHZ is given by the module action
of λ ∈ O, where λ is fixed for the action of the Frobenius on O, i.e. λ ∈ Zp. This
shows that πσ is indecomposable.
(4) We show first that if there exists α ∈ Aut(F¯p) such that σ′ = σ ◦α−1, the repre-
sentations πσ and πσ′ are equivalent over Zp. Let α˜ =Wp∞(α) ∈ Aut(Wp∞(F¯p)) =
Aut(O) and define U : OI(p) → OI(p) , (Uξ)n = α˜(ξn) , ∀n ∈ I(p). One has
Uǫn = ǫn for all n ∈ I(p) and if T is an O-linear operator so is UTU−1. It thus
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follows from (62) and (63) that Uπσ(µn)U
−1 = πσ(µn) and Uπσ(µ
∗
n)U
−1 = πσ(µ
∗
n).
For x ∈ Z[Q/Z], Uπσ(x)U−1 only depends on r(x) and for x = e(a/b), b ∈ I(p),
one has Uπσ(e(a/b))U
−1ǫm = α˜(ρ(ζ
m
a/b))ǫm = ρ
′(ζma/b)ǫm = πσ′ (e(a/b)).
Moreover since α˜ commutes with Fr, it follows from (64) that Uπσ(µp)U
−1 = πσ(µp)
and Uπσ(µ
∗
p)U
−1 = πσ(µ
∗
p). Thus one gets the required equivalence.
Conversely, assume that two representations πσ and πσ′ are equivalent over Zp. By
(82) the Zp-linear representation πσ (and similarly πσ′) determines uniquely the
following representation of Z[(Q/Z)(p)] in the Zp-module O
βσ(e(a/b))ξ = ρ(ζa/b)ξ , ∀ξ ∈ O. (83)
In turns this determines an extension of the p-adic valuation to the subfield Qcyc,p ⊂
Qcyc generated over Q by µ(p). Indeed the formula
val(x) = inf{k ≥ 0 | βσ(x)O ⊂ pkO} , ∀x ∈ Z[(Q/Z)(p)] (84)
only depends on the class of x in Qcyc,p and extends uniquely to a valuation on
Qcyc,p. The conclusion then follows from Proposition 8.14. 
7. The KMS theory of the BC-system at a prime p
In [4] it was shown that the extremal, complex KMS states below critical temper-
ature of the BC-system (cf. (24)) are of the form
ϕβ,ρ(X) =
Tr(πρ(X)e
−βH)
Tr(e−βH)
, ∀X ∈ HZ (85)
where H is the Hamiltonian operator of multiplication by logn in the canonical
basis ǫn of the Hilbert space ℓ
2(N) and πρ is the irreducible representation of the
algebra HQ given by
πρ(µn)ǫm = ǫnm, πρ(µ
∗
n) = πρ(µn)
∗ , πρ(e(a/b))ǫm = ρ(ζ
m
a/b)ǫm, (86)
where ρ ∈ Zˆ∗ determines an embedding in C of the cyclotomic field Qcyc generated
by the abstract roots of unity. Thus the extremal KMS states ϕβ,ρ are directly
computable using the representation πρ and the explicit description of the Hamil-
tonian.
In section 6, we have described the p-adic analogue of the representation πρ. In
this section, our goal is to obtain the p-adic analogue of the KMS states ϕβ,ρ.
The guiding equation is provided by the general algebraic formulation of the KMS
condition which is described by the equality
ϕ(xσ(y)) = ϕ(y x) , ∀x, y ∈ A, (87)
where ϕ is a linear form on an algebra A endowed with an automorphism σ ∈
Aut(A). In our case the algebra is
A = H(p)Cp = H
(p)
Z ⊗Z Cp. (88)
In §7.1 we introduce, using the Iwasawa logarithm as a substitute for the above
complex Hamiltonian H , the automorphisms σ(β) ∈ Aut(H(p)Cp ). These automor-
phisms are defined for β in the “extended s-disk” Dp (cf. (91) below). In §7.5 we
shall show how to extend their definition from the domain Dp to a covering M of
Cp. The construction of the KMS states is based on the classical construction of the
p-adic L-functions and p-adic polylogarithm and many properties that we obtain
rely on the simplifications which occur when β = 1 − k(p− 1) (k ∈ Z). In §7.2 we
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prove the identities in the cyclotomic field, involving Bernoulli polynomials, which
are behind the verification of the KMS condition. In §7.3 we provide the construc-
tion of the linear forms ϕβ,ρ using some of the results from [37] (cf. Chapter V).
In §7.4 we prove that the functionals ϕβ,ρ fulfill the KMS condition with respect
to the automorphism σ(β) ∈ Aut(H(p)Cp ). Unlike the complex case, this construction
exhibits the (new) phenomenon of the invariance of the linear forms ϕβ,ρ under the
symmetry of H(p)Cp given by the automorphism e(γ) 7→ e(−γ).
Throughout this section we fix a finite, rational prime p and an algebraic closure
Q¯p whose completion is denoted Cp. We also use the following notation
q = 4, if p = 2, q = p, if p 6= 2 . (89)
and
ϕ(q) = 2, if p = 2, ϕ(q) = p− 1, if p 6= 2 . (90)
We consider the “extended s-disk”
Dp := {β ∈ Cp | |β|p < qp−1/(p−1) > 1} , (91)
and first develop the theory for β ∈ Dp. In §7.5 we shall explain how the Iwasawa
construction of p-adic L-functions allows one to extend the whole theory from the
domain Dp to the covering of Cp given by the multiplicative group M which is the
open disk of radius one and center 1 in Cp.
7.1. The automorphisms σ(β) ∈ Aut(H(p)Cp ). Let Z×(p) ⊂ Q× be the multiplicative
group of rational fractions whose numerator and denominator are prime to p.
Lemma 7.1. Let r ∈ Z×(p). There exists a unique analytic function
Dp → Cp, β 7→ r(β) (92)
such that
r(β) = rβ , ∀β = 1− kϕ(q). (93)
Proof. We recall that the Iwasawa logarithm logp is the unique extension of the
function defined in the open unit disk centered at 1 by
− logp(1− x) =
∞∑
n=1
xn
n
, ∀x ∈ Cp, |x|p < 1 (94)
to a map logp : C
×
p → Cp such that
logp(xy) = logp(x) + logp(y) , ∀x, y ∈ Cp , logp(p) = 0 . (95)
One has logp(−1) = 0 since −1 is a root of unity, and
| logp(r)|p ≤ q−1 , ∀r ∈ Z×(p). (96)
Moreover the exponential function is defined by the series
exp(x) =
∞∑
n=1
xn
n!
, ∀x ∈ Cp , |x|p < rp = p−
1
p−1 . (97)
We define
r(β) := r exp((β − 1) logp(r)) , ∀β ∈ Dp. (98)
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This is a well-defined, analytic function of β ∈ Dp since β − 1 ∈ Dp and thus
|(β − 1) logp(r)|p < rp by (96). We show that (93) holds. This follows from the
equality
exp(kϕ(q) logp(r)) = r
kϕ(q) , ∀r ∈ Z×(p), k ∈ Z
which holds for r = −1 since ϕ(q) is even. In general, (93) follows from the formula
exp(n logp(a)) = a
n , ∀a ∈ Z∗p , n ∈ ϕ(q)Z (99)
as shown in [37] (Chapter 5, p. 52), where the notation
〈a〉 = exp(logp(a)) (100)
is introduced. The uniqueness follows from the discreteness of the set of zeros of
analytic functions. 
Lemma 7.2. Let β ∈ Dp, then
Z×(p) ∋ r 7→ r(β) ∈ C×p (101)
is a group homomorphism. Moreover, for r ∈ Z×(p)
r(β1)r(β2) = r(β1+β2)r(0) , ∀βj ∈ Dp (102)
Proof. This follows from (95) and the equality (cf. [32])
exp(x1 + x2) = exp(x1)exp(x2) , ∀xj , |xj |p < rp. (103)

The standard notation for r(0) is ω(r): it is the unique ϕ(q) root of unity which is
congruent to r modulo q. In particular one has
(r(0))ϕ(q) = 1 , ∀r ∈ Z×(p). (104)
Proposition 7.3. (1) For β ∈ Dp there exists a unique automorphism σ(β) ∈
Aut(H(p)Cp ) such that
σ(β)(µ˜ae(γ)µ
∗
b) =
(
b
a
)(β)
µ˜ae(γ)µ
∗
b , ∀a, b ∈ I(p), γ ∈ (Q/Z)(p). (105)
(2) One has
σ(β1) ◦ σ(β2) = σ(β1+β2) ◦ σ(0) , ∀βj ∈ Dp (106)
and σ(0) is an automorphism of order ϕ(q).
Proof. It suffices to check that σ(β) preserves the presentation given by the relations
(75) and (76). This follows from the multiplicativity shown in Lemma 7.2. Similarly
(106) follows from (102). The last statement follows from (104). 
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7.2. Cyclotomic identities for the polylogarithm. We recall that the Bernoulli
polynomials Bn(u) are defined inductively as follows
B0(x) = 1 , B
′
n(x) = nBn−1(x) ,
∫ 1
0
Bn(x)dx = 0.
Equivalently, these polynomials can be introduced using the generating function
F (u, t) =
teut
et − 1 =
∞∑
n=0
Bn(u)
tn
n!
. (107)
The first few are
B0(u) = 1
B1(u) = −1
2
+ u
B2(u) =
1
6
− u+ u2
B3(u) =
u
2
− 3u
2
2
+ u3
B4(u) = − 1
30
+ u2 − 2u3 + u4
B5(u) = −u
6
+
5u3
3
− 5u
4
2
+ u5.
These polynomials fulfill the equation Bn(1 − u) = (−1)nBn(u). The Bernoulli
numbers are Bn = Bn(0). Using (107), one checks the identity (cf. [37], Chapter 4,
Proposition 4.1)
gn−1
g−1∑
j=0
Bn(
x+ j
g
) = Bn(x) . (108)
We also introduce inductively the rational fractions ℓβ(z) for β ∈ −N, as follows
z∂zℓβ(z) = ℓβ−1(z) , ℓ0(z) =
z
1− z . (109)
For α ∈ Q/Z we denote by ζα ∈ Qcyc the class of e(α) ∈ Q[Q/Z] modulo the cyclo-
tomic ideal (cf. Definition 8.1). It is a root of unity whose order is the denominator
of α.
Lemma 7.4. Let n > 1, a, b ∈ N. Then
bn−1
b−1∑
j=0
ζja/bBn(
j
b
) =
{ −nℓ1−n(ζa/b), if ζa/b 6= 1
Bn, if ζa/b = 1.
(110)
Proof. The equality (110) for ζa/b = 1 follows from (108). Thus we can assume
that z = ζa/b 6= 1. The Taylor expansion at t = 0 of (zet − 1)−1 is given by
(zet − 1)−1 = (z − 1)−1 −
∞∑
n=1
ℓ−n(z)
tn
n!
(111)
since (z − 1)−1 = −1 − ℓ0(z) and ∂t agrees with z∂z. Then for b ∈ N and t such
that ze
t
b 6= 1 one has
b−1∑
j=0
zje
j
b t =
zbet − 1
ze
t
b − 1 .
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Since zb = 1, one derives
∞∑
n=0
b−1∑
j=0
zjBn(
j
b
)
 tn
n!
=
b−1∑
j=0
zjF (
j
b
, t) =
t
ze
t
b − 1 .
Since z 6= 1, taking the Taylor expansion at t = 0 using (111), gives the equality
b−1∑
j=0
zjBn(
j
b
) = − n
bn−1
ℓ1−n(z), ∀n > 1 . (112)

Proposition 7.5. Let n > 1, a, b ∈ N.
(1) The following sum only depends upon n and ab ∈ Q/Z
Yn(a/b) = f
n−1
f−1∑
j=0
ζja/bBn(
j
f
) , ∀f ∈ bN, f 6= 0. (113)
(2) One has
1
b
b−1∑
a=0
Yn(a/b) = b
n−1Bn = b
n−1Yn(0). (114)
(3) For g ≥ 1, xg 6= 1 one has
1
g
g−1∑
j=0
ℓ1−n(ζj/g x) = g
n−1ℓ1−n(x
g). (115)
Proof. (1) Follows from (110). To obtain (2), note that
1
b
b−1∑
a=0
ζja/b = 0 , ∀j 6= 0 (b) ,
1
b
b−1∑
a=0
ζja/b = 1 , ∀j = 0 (b).
(3) One checks (115) as an identity between rational fractions by induction on
n ∈ N. It holds for n = 1 by applying the operation −z∂z log() to both sides of the
identity
g−1∏
j=0
(1− ζj/gz) = 1− zg.
To obtain (115) for n assuming it for n− 1 one applies the operation z∂z to both
sides of the identity for n− 1. 
Combining (115) with (110) we obtain, using (114) when α ∈ Z
1
b
b−1∑
j=0
Yn(
α+ j
b
) = bn−1Yn(α) , ∀α ∈ Q/Z (116)
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7.3. The linear forms ϕβ,ρ. In this section we shall provide a meaning to expres-
sions of the form
Zρ(
a
b
, β) =
∑
m∈I(p)
ρ(ζma/b)m
−β , β ∈ Dp (117)
where ab ∈ Q, b ∈ I(p) is an integer prime to p and ρ : Qcyc →֒ Cp. Note that as a
function of m ∈ I(p), ρ(ζma/b) only depends on the residue of m modulo b. We let
f = bp and decompose the sum (117) according to the residue α of m modulo f .
One has Z/fZ = Z/pZ×Z/bZ. The elements of I(p) are characterized by the fact
that their residues mod. f are given by pairs α = (α1, α2) ∈ Z/fZ, with α1 6= 0.
For α ∈ (Z/pZ)××Z/bZ, we let α˜ ∈ N be the smallest integer with residue modulo
f equal to α. Then, the sum (117) can be written as
Zρ(
a
b
, β) =
∑
α
ρ(ζαa/b)
∑
n≥0
(α˜+ fn)−β, β ∈ Dp. (118)
Notice that the first sum (over α) in (118) only involves finitely many terms. Each
infinite sum in (118) is of the form (with z = α˜/f)∑
n∈N
(α˜+ fn)−β = f−β
∑
n∈N
(z + n)−β , β ∈ Dp (119)
and it is well known that this expression retains a meaning in the p-adic context
(cf. [37] Chapter V). More precisely, the asymptotic expansion in the complex case,
for z →∞ (this process goes back to Euler’s computation of ∑∞1 n−2)
∞∑
n=0
(z + n)−β ∼ z
1−β
β − 1
∞∑
0
(
1− β
j
)
Bjz
−j
motivates the following precise formula, where we prefer to leave some freedom in
the choice of the multiple f of bq.
Lemma 7.6. With q as in (91), and f ∈ N, f 6= 0, a multiple of bq, the expression
Zρ(
a
b
, β, f) :=
1
f
∑
1≤c<f
c/∈pN
ρ(ζca/b)
〈c〉1−β
β − 1
∞∑
j=0
(
1− β
j
)(
f
c
)j
Bj , β ∈ Dp, (120)
defines a meromorphic function of β ∈ Dp with a single pole at β = 1.
Proof. It follows from [37] (Proposition 5.8) and the inequality (cf. [37] Theorem
5.10)
|
(
f
c
)j
Bj |p ≤ p|f |jp
that the series
∞∑
j=0
(
1− β
j
)(
f
c
)j
Bj
converges for |β|p < |f |−1p p−
1
p−1 ≥ qp− 1p−1 > 1. 
Lemma 7.7. For β a negative odd integer of the form β = 1−m = 1− kϕ(q), and
f ∈ N, f 6= 0, f a multiple of bq, one has, with Ym defined by (113)
Zρ(
a
b
, β, f) = − 1
m
ρ
(
Ym
(a
b
)
− pm−1Ym
(pa
b
))
. (121)
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Proof. For 1 ≤ c < f , c /∈ pN, one has 〈c〉1−β = cm. The binomial coefficients(
1−β
j
)
in (120) all vanish for j > m and the sum defining Z(ab , β, f) is therefore
finite. One has
〈c〉1−β
β − 1
∞∑
j=0
(
1− β
j
)(
f
c
)j
Bj = −c
m
m
m∑
j=0
(
m
j
)(
f
c
)j
Bj .
Moreover for any integer m > 0, the Bernoulli polynomials fulfill the equation
m∑
j=0
(
m
j
)
z−jBj = z
−mBm(z) .
For 1 ≤ c < f , c /∈ pN, one thus gets, taking z = cf
1
f
〈c〉1−β
β − 1
∞∑
j=0
(
1− β
j
)(
f
c
)j
Bj = −f
m−1
m
Bm
(
c
f
)
. (122)
One defines for any c ∈ N
T (c) := −f
m−1
m
Bm
(
c
f
)
. (123)
One has
Zρ(
a
b
, β, f) =
∑
1≤c<f
c/∈pN
T (c)ρ(ζca/b) =
∑
0≤c<f
T (c)ρ(ζca/b)−
∑
c=jp
0≤j<f/p
T (c)ρ(ζca/b).
Since b divides f , one derives∑
0≤c<f
T (c)ρ(ζca/b) = −
fm−1
m
∑
0≤c<f
ρ(ζca/b)Bm
(
c
f
)
= − 1
m
ρ(Ym(ζa/b))
while, since b divides f/p = f ′ one gets∑
c=jp
0≤j<f/p
T (c)ρ(ζca/b) = −
fm−1
m
∑
0≤j<f/p
ρ(ζjpa/b)Bm
(
j
f ′
)
= −p
m−1
m
ρ(Ym(ζ
p
a/b)).
The equality (121) follows. 
Corollary 7.8. The function
Zρ(
a
b
, β) := Zρ(
a
b
, β, f) (124)
is independent of the choice of f ∈ bqN, f 6= 0.
Proof. For two choices f, f ′ the analytic function of β ∈ Dp
(β − 1)(Zρ(a
b
, β, f)− Zρ(a
b
, β, f ′))
vanishes at all negative integers 1−kϕ(q) by the equality (121), thus it is identically
0. 
Definition 7.9. The following equation defines a linear form ϕβ,ρ on H(p)Z for any
β ∈ Dp
ϕβ,ρ(µ˜ne(
a
b
)µ∗m) =
{
Zρ(
a
b , β) if n = m = 1 ,
0 otherwise,
(125)
for n,m ∈ I(p) relatively prime.
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The next lemma will play an important role in the proof (cf. next section) that
ϕβ,ρ fulfills the KMS condition.
Lemma 7.10. For any n ∈ I(p) and β ∈ Dp, β 6= 1, one has
ϕβ,ρ(ρ˜n(X)) = 〈n〉1−βϕβ,ρ(X) , ∀X ∈ Z[(Q/Z)(p)] (126)
(cf. (77) for the definition of ρ˜n).
Proof. After multiplication by β − 1, both sides of (126) are analytic functions of
β ∈ Dp. Thus it is enough to show that (126) holds for β = 1− kϕ(q) = 1−m. In
this case one has 〈n〉1−β = nm and, from (121) one gets
ϕβ,ρ(e(γ)) = − 1
m
ρ
(
Ym(γ)− pm−1Ym(pγ)
)
, ∀γ ∈ (Q/Z)(p).
To prove the equality (126) we can assume that X = e(α) for α ∈ (Q/Z)(p). One
has
ρ˜n(X) =
n−1∑
j=0
e(
α+ j
n
)
so that
ϕβ,ρ(ρ˜n(X)) = − 1
m
n−1∑
j=0
ρ
(
Ym(
α+ j
n
)− pm−1Ym(pα+ j
n
)
)
.
Then (126) follows from (116). Since p is prime to n and the rational numbers
pα+jn ∈ Q/Z form the same subset as the set made by the pα+jn , we derive
n−1∑
j=0
Ym(
α + j
n
) = nmYm(α) ,
n−1∑
j=0
Ym(p
α+ j
n
) = nmYm(pα).

7.4. The KMSβ condition. The main result of this section is the following
Theorem 7.11. For any β ∈ Dp, β 6= 1 and ρ : Qcyc,p →֒ Cp, the linear form ϕβ,ρ
fulfills the KMSβ condition:
ϕβ,ρ(xσ
(β)(y)) = ϕβ,ρ(y x) , ∀x, y ∈ H(p)Cp . (127)
Moreover the partition function is the p-adic L-function
Z(β) := ϕβ,ρ(1) = Lp(β, 1) (128)
which does not vanish for β ∈ Dp.
Proof. We fix x, y ∈ H(p)Cp , then after multiplication by β − 1, both sides of (127)
are analytic functions of β ∈ Dp. We first assume that β 6= 1; we shall consider the
case β = 1 separately later. Since any element of the algebra H(p)Cp can be written
as a finite linear combination of µ˜nXµ
∗
m, for X ∈ Z[Q/Z], we may assume that
x = µ˜nXµ
∗
m , y = µ˜sY µ
∗
t
where n,m ∈ I(p), (n,m) = 1, s, t ∈ I(p), (s, t) = 1 and X,Y ∈ Z[Q/Z]. Then, we
use the presentation of H(p)Cp to compute xy = µ˜nX µ∗m µ˜s Y µ∗t . Let u be the gcd
of m = um′ and s = us′. One has
µ∗m µ˜s = µ
∗
m′ µ
∗
u µ˜uµ˜s′ = uµ
∗
m′ µ˜s′ = u µ˜s′µ
∗
m′
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µ˜nX µ
∗
m µ˜s Y µ
∗
t = u µ˜nX µ˜s′µ
∗
m′ Y µ
∗
t = u µ˜n µ˜s′σs′(X)σm′(Y )µ
∗
m′ µ
∗
t
Let v be the gcd of ns′ = vw andm′t = vz. One has µ˜n µ˜s′ = µ˜w µ˜v, µ
∗
m′ µ
∗
t = µ
∗
v µ
∗
z
µ˜nX µ
∗
m µ˜s Y µ
∗
t = u µ˜w µ˜v σs′(X)σm′(y)µ
∗
v µ
∗
z = u µ˜w ρ˜v(σs′(X)σm′(Y ))µ
∗
z .
We obtain
µ˜nX µ
∗
m µ˜s Y µ
∗
t = u µ˜w ρ˜v(σs′ (X)σm′(Y ))µ
∗
z ,
w
z
=
n
m
s
t
. (129)
It follows that unless s = m and t = n one has wz 6= 1 and
ϕβ,ρ(xσ
(β)(y)) = ϕβ,ρ(y x) = 0. (130)
Thus we can assume that s = m and t = n. Then we have
xσ(β)(y) = m
( n
m
)(β)
µ˜nXY µ
∗
n = m
( n
m
)(β)
ρ˜n(XY )
so that, by (126) one derives
ϕβ,ρ(xσ
(β)(y)) = m
( n
m
)(β)
〈n〉1−βϕβ,ρ(XY ). (131)
Similarly one has, by applying again (126)
yx = nµ˜mY Xµ
∗
m , ϕβ,ρ(y x) = n〈m〉1−βϕβ,ρ(XY ).
Thus (127) follows from the equality
m
( n
m
)(β)
〈n〉1−β = n〈m〉1−β
which in turn derives from (98) and (100).
Now, we turn to the normalization factor (i.e. partition function) in (125) which is
given by
Z(β) := ϕβ,ρ(1) =
1
q
∑
1≤c<q
c/∈pN
〈c〉1−β
β − 1
∞∑
j=0
(
1− β
j
)(q
c
)j
Bj . (132)
This is the p-adic L-function for the character χ = 1 (cf. [37], Chapter 5, Theorem
5.11)
Z(β) = Lp(β, 1). (133)
Moreover, notice that the Iwasawa construction of L-functions (cf. [37], Chapter 7,
Theorem 7.10) yields a formal power series 12g(T ) ∈ Zp[[T ]]× such that (with q as
in (89)) the following equality holds
Lp(β, 1) = g
(
(1 + q)β − 1) / (1− (1 + q)1−β) , ∀β ∈ Dp. (134)
Since 12g(T ) ∈ Zp[[T ]]× is invertible (cf. [37] Lemma 7.12), this gives the required
result. 
Note that Z(β) has a pole at β = 1, with residue given by
1
q
∑
1≤c<q
c/∈pN
1 =
ϕ(q)
q
=
p− 1
p
.
Proposition 7.12. When β → 1 one has
lim
β→1
Z(β)−1Zρ(
a
b
, β) =
{
1 if ab ∈ Z
0 otherwise.
(135)
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Proof. Assume first that ab /∈ Z. Then ξ = ρ(ζa/b) is a non-trivial root of unity,
whose order m > 1 divides b which is prime to p and hence prime to q. Thus using
the decomposition Z/bqZ = Z/qZ× Z/bZ we get∑
1≤c<bq
c/∈pN
ξc = ϕ(q)
∑
n∈Z/bZ
ξn = 0.
If ab ∈ Z the result follows from the above discussion. 
Notice in particular that the limit of the functional values Z(β)−1Z(ab , β) as β → 1
is independent of values of ρ (i.e. independent of the choice of σ ∈ Xp). In the
complex case, the functional values for β > 1, are given by the formula (24). In
that case, we shall now check directly that for β ∈ C, ℜ(β) > 1, the functional
values determine ρ : Qcyc → C as an embedding of the abstract cyclotomic field
Qcyc in C.
Lemma 7.13. (1) Let λ ∈ Zˆ∗, λ 6= ±1. Then the graph of the multiplication by λ
in Q/Z is a dense subset of R/Z× R/Z.
(2) Let θ ∈ Aut((Q/Z)(p)). Assume that θ /∈ {±pZ}. Then the graph of θ is dense
in R/Z× R/Z.
Proof. (1) The set G = {(α, λα) | α ∈ Q/Z} is a subgroup of R/Z× R/Z and so is
its closure G¯. If G were not dense, then there would exist a non-trivial character
χ of the compact group R/Z × R/Z whose kernel contains G¯. Thus there would
exist a non-zero pair (n,m) ∈ Z2 such that nα + mλα ∈ Z, for all α ∈ Q/Z.
This would imply that the multiplication by λ ∈ Zˆ∗ in the group Q/Z = AQ, f/Zˆ
(AQ, f are the finite ade`les) ought to fulfill nα+mλα ∈ Zˆ , ∀α ∈ AQ, f . This implies
(n+mλp)α ∈ Zp , ∀α ∈ Qp and hence n+mλp = 0 for all primes p. If n/m /∈ {±1},
this contradicts the fact that λ ∈ Zˆ∗ i.e. λp ∈ Zˆ∗p for all p.
(2) By Lemma 8.6 the group Gp =
∏
ℓ 6=p Z
∗
ℓ is the group of automorphisms of
the group (Q/Z)(p) viewed as the additive group Γ =
∏res
ℓ 6=pQℓ/Zℓ. Let λ ∈ Gp
represent θ ∈ Aut((Q/Z)(p)). Then the same proof as in (1) shows that if the graph
of θ is not dense, there exists a non-zero pair (n,m) ∈ Z2 such that n +mλℓ = 0
for all primes ℓ 6= p. It follows that −n/m ∈ {±pZ} and θ ∈ {±pZ}. 
From Lemma 7.13 we derive that, if f : {z ∈ C | |z| = 1} → C is a continuous
non-constant function, and ρj : Q
cyc → C, are injective, an equality of the form
f(ρ1(ζa/b)) = f(ρ2(ζa/b)) , ∀a/b ∈ Q/Z (136)
necessarily implies that ρ2 = ρ1 or ρ2 = ρ¯1. In the latter case one also gets
f(z¯) = f(z) , ∀z, |z| = 1.
By uniqueness of the Fourier decomposition however, this case cannot occur if
f(z) =
∑∞
n=1 n
−βzn, for ℜe(β) > 1.
Next, we fix an integer β = 1 − m = 1 − kϕ(q), k > 0, and we investigate the
dependence on ρ in the expressions (121).
For a chosen pair of embeddings ρ, ρ′, assume that Zρ(
a
b , β) = Zρ′(
a
b , β) holds for
all a/b ∈ (Q/Z)(p), i.e. the equality holds for all fractions with denominator b prime
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to p. It follows from (121) that one has (with Fr the Frobenius automorphism of
Q̂urp )
(1− pm−1Fr)−1Zρ(a
b
, β) = −b
m−1
m
∑
1≤c≤b
ρ(ζca/b)Bm(
c
b
) ∈ Q̂urp . (137)
Thus we get∑
1≤c≤b
ρ(ζca/b)Bm(
c
b
) =
∑
1≤c≤b
ρ′(ζca/b)Bm(
c
b
) ∀a/b ∈ (Q/Z)(p). (138)
Since both ρ and ρ′ are isomorphisms of the group of roots of unity in Qcyc,p with
the group of roots of unity in Cp of order prime to p, there exists an automorphism
θ ∈ Aut((Q/Z)(p)) such that ρ′(ζa/b) = ρ(ζθ(a/b)) for all a/b ∈ (Q/Z)(p). One has∑
1≤c≤b
ρ′(ζca/b)Bm(
c
b
) =
∑
1≤c≤b
ρ(ζaθ(c/b))Bm(
c
b
) =
∑
1≤c≤b
ρ(ζca/b)Bm(θ
−1(
c
b
)).
By uniqueness of the Fourier transform for the finite group Z/bZ, (138) yields the
equality
Bm(θ
−1(
c
b
)) = Bm(
c
b
) ∀c/b ∈ (Q/Z)(p). (139)
Lemma 7.14. Let p > 2 and let θ ∈ Aut((Q/Z)(p)). If θ ∈ {±1} one has
Zρ(
a
b
, β) = Zθ◦ρ(
a
b
, β) , ∀a/b ∈ (Q/Z)(p), β ∈ Dp. (140)
If θ /∈ {±1} and β = 1 −m = 1 − kϕ(q), k > 0, then the functionals Zρ(·, β) and
Zθ◦ρ(·, β) are distinct.
Proof. To prove (140) we can assume that θ = −1 i.e. that θ(ζa/b) = ζ−1a/b for all
a/b ∈ (Q/Z)(p). Then we have, with ρ′ = θ ◦ ρ: ρ′(ζca/b) = ρ(ζb−ca/b ). Let first
β = 1−m = 1− kϕ(q). One has∑
1≤c≤b
ρ′(ζca/b)Bm(
c
b
) =
∑
0≤c≤b−1
ρ(ζca/b)Bm(
b− c
b
) .
Since m = kϕ(q) is even, the Bernoulli polynomial Bm fulfills the equality
Bm(1− x) = Bm(x) , ∀m ∈ 2N . (141)
Thus (140) follows for all values β = 1 −m = 1− kϕ(q). Since these values admit
0 as an accumulation point, one derives the equality of the analytic functions on
their domain Dp.
Now, we assume that θ /∈ {±pZ}. Then it follows from Lemma 7.13 that the graph
of θ is dense in R/Z× R/Z. Thus (139) implies that Bm(x) is constant which is a
contradiction. It remains to show that for non-zero powers pa of p one cannot have
an equality of the form
Bm(x) = Bm(p
ax− [pax]) , ∀x ∈ [0, 1]
where [pax] is the integral part of pax. In fact, this would imply that Bm(x) −
Bm(p
ax) has infinitely many zeros, thus Bm(x) = Bm(p
ax) which is a contradiction.

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7.5. Extension of the KMSβ theory to the covering of Cp. In this section we
show that the construction of the KMSβ states ϕβ,ρ, for β ∈ Dp, extends naturally
to the covering of Cp defined by the following group homomorphism
M = D(1, 1−) ∋ λ 7→ β = ℓ(λ) = logp λ
logp(1 + q)
∈ Cp (142)
where M = D(1, 1−) is the open unit disk in Cp with radius 1, viewed as a multi-
plicative group. Up to the normalization factor logp(1 + q), this group homomor-
phism coincides with the definition of the Iwasawa logarithm, it is surjective with
kernel the subgroup of roots of unity of order a p-power (cf. [32], Theorem p. 257)
and it defines by restriction a bijection
ℓ : {λ ∈M | |λ− 1|p < p−1/(p−1)} ∼→ Dp (143)
whose inverse is given by the map
Dp ∋ β 7→ ψ(β) = (1 + q)β = exp(β logp(1 + q)). (144)
By construction, this local section is a group homomorphism which allows one to
view the additive group Dp as a subgroup of M .
We start by extending the definition of the functions r(β) as in (98) which were im-
plemented in the construction of the automorphisms σ(β) ∈ Aut(H(p)Cp ) (cf. Propo-
sition 7.3). For r ∈ Z×(p) the equality
ip(r) =
logp(r)
logp(1 + q)
∈ Zp (145)
defines a group homomorphism from Z×(p) to the additive group Zp.
Lemma 7.15. For β ∈ Dp, r ∈ Z×(p) and λ = (1 + q)β one has
〈r〉β = λip(r) , r(β) = ω(r)λip(r). (146)
Proof. One has logp(r) = ip(r) logp(1 + q) ∈ qZp. Thus |β logp(r)|p < p−1/(p−1)
and
〈r〉β = exp(β logp(r)) = exp(βip(r) logp(1 + q)) = (1 + q)βip(r) = λip(r).
The second equality follows from the definition (98). 
Proposition 7.3 and its proof thus extend from Dp to M . This means that for
λ ∈M there exists a unique automorphism σ[λ] ∈ Aut(H(p)Cp ) such that
σ[λ](µ˜ae(γ)µ
∗
b) = ω(b/a)λ
ip(b/a)µ˜ae(γ)µ
∗
b , ∀a, b ∈ I(p), γ ∈ (Q/Z)(p). (147)
Next, we extend the construction of the linear forms ϕβ,ρ given in §7.3. It is
sufficient to extend the definition of the functions of Lemma 7.6 (which we proved
to be independent of the choice of f 6= 0 multiple of bq)
Zρ(
a
b
, β) :=
1
f
∑
1≤c<f
c/∈pN
ρ(ζca/b)
〈c〉1−β
β − 1
∞∑
j=0
(
1− β
j
)(
f
c
)j
Bj , β ∈ Dp. (148)
To define the sought for extension it is convenient to express the above function in
terms of the p-adic L-functions Lp(β, χ) associated to even Dirichlet characters of
conductor fχ prime to p. By definition, a Dirichlet character χ is a character of
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the multiplicative group Zˆ∗ and its conductor fχ is the integer such that the kernel
of χ is the kernel of the projection Zˆ∗ → (Z/fχZ)∗. The definition of Lp(β, χ) is
similar to (148) precisely as follows
Lp(β, χ) :=
1
f
∑
1≤c<f
c/∈pN
χ(c)
〈c〉1−β
β − 1
∞∑
j=0
(
1− β
j
)(
f
c
)j
Bj (149)
where f is any multiple of pfχ and where χ has been extended to a periodic function
of period fχ vanishing outside (Z/fχZ)
∗. We recall that the L-function Lp(β, χ)
is identically zero when the character χ is odd, i.e. when χ(−1) = −1 (cf. [37]
Remarks p. 57). Moreover when χ is even, non-trivial, and its conductor is prime
to p, there exists an analytic function Hχ on M such that (cf. [37] Theorem 7.10)
Lp(β, χ) = Hχ((1 + q)
β) , ∀β ∈ Dp . (150)
The extension of the functions Zρ(
a
b , β) to M is a consequence of the following
Lemma 7.16. For any a/b ∈ (Q/Z)(p) there exists coefficients c(d, χ) ∈ Cp such
that
Zρ(
a
b
, β) =
∑
d|b, χ
c(d, χ)Lp(β, χ)d
−1〈d〉1−β
∏
(1− χ(ℓ)ℓ−1〈ℓ〉1−β) (151)
where d varies among the divisors of b, and, for fixed d, χ varies among the set of
Dirichlet characters whose conductor fχ divides m = b/d. The integers ℓ are the
primes which divide m/fχ but not fχ.
Proof. Let b be an integer prime to p, and g ∈ C(Z/bZ,Cp). The expression
Y (g, β) :=
1
f
∑
1≤c<f
c/∈pN
g(c)
〈c〉1−β
β − 1
∞∑
j=0
(
1− β
j
)(
f
c
)j
Bj, β ∈ Dp (152)
is independent of the choice of the multiple f 6= 0 of bq. Let χ be a Dirichlet
character (with values in Cp) with conductor fχ and let m be a multiple of fχ.
Then the following defines a multiplicative map from Z/mZ to Cp
z(χ,m)(c) =
{
χ(c) if c ∈ (Z/mZ)∗
0 otherwise.
(153)
If m divides b and one replaces χ with z(χ,m) in (149) one obtains instead of
Lp(β, χ) the function
Y (z(χ,m), β) = Lp(β, χ)
∏
(1 − χ(ℓ)ℓ−1〈ℓ〉1−β) (154)
where the integers ℓ are the primes which divide m/fχ without dividing fχ. Next,
define for any divisor d of b and any function h ∈ C(Z/mZ,Cp), m = b/d,
ed(h)(a) =
{
h(a/d) if d|a
0 otherwise.
One then gets
Y (ed(h), β) = d
−1〈d〉1−βY (h, β). (155)
Thus using (154) and (155) it is enough to prove that for any function g ∈ C(Z/bZ,Cp)
there exists coefficients c(d, χ) ∈ Cp such that
g(c) =
∑
d|b, χ
c(d, χ)ed(z(χ, b/d)).
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It is in fact enough to check this for g = δa where a ∈ Z/bZ. Let then d be the gcd
of a and b. One has δa = ed(δc) where c = a/d is prime to m = b/d. Moreover for
any element c ∈ (Z/mZ)∗ one has
δc(x) =
1
ϕ(m)
∑
χ, fχ|m
χ(c)−1z(χ,m)(x) , ∀x ∈ Z/mZ,
which gives the required equality. 
We thus obtain the following extension of Theorem 7.11
Theorem 7.17. There exists an analytic family of functionals ψλ,ρ, λ ∈ M , on
H(p)Z such that
• ψλ,ρ(1) = 1.
• ψλ,ρ fulfills the KMS condition
ψλ,ρ(xσ[λ](y)) = ψλ,ρ(y x) , ∀x, y ∈ H(p)Cp . (156)
• For β ∈ Dp and λ = (1 + q)β one has
ψλ,ρ = Z(β)
−1ϕβ,ρ .
Proof. It follows from (134) that there exists an analytic function z(λ) of λ ∈ M
such that
Z(β)−1 = (1 + q − λ)z(λ) , λ = (1 + q)β .
By applying (150), Lemma 7.15 and Lemma 7.16, we see that there exists, for
b ∈ I(p) and a/b /∈ Z, an analytic function Ha,b(λ) of λ ∈M such that
Zρ(
a
b
, β) = Ha,b(λ) , λ = (1 + q)
β .
This proves the existence of the analytic family of functionals ψλ,ρ fulfilling the
required conditions. 
8. Extension of the p-adic valuation to Qcyc
For a global field K of positive characteristic (i.e. a function field associated to a
projective, non-singular curve C over a finite field Fq) it is a well known fact that
the space of valuations of the maximal abelian extension Kab of K has a geometric
meaning. In fact, for each finite extension E of F¯q ⊗Fq K ⊂ Kab the space Val(E)
of (discrete) valuations of E is turned into an algebraic, one-dimensional scheme
whose non-empty open sets are the complements of finite subsets F ⊂ Val(E). The
structure sheaf is locally defined by the intersection
⋂
F R of the valuation rings
inside E. Then the space Val(Kab) is the projective limit of the schemes Val(E),
E ⊂ Kab.
For the global field K = Q of rational numbers, one can consider its maximal
abelian extension Qcyc as an abstract field (cf. Definition 8.1) and try to follow a
similar idea. In Section 9, we will see however that the space Val(Qcyc) provides
only a rough analogue, in characteristic zero, of Val(Kab). This section develops the
preliminary step of presenting 5 different but equivalent descriptions of the space
Valp(Q
cyc) of extensions of the p-adic valuation of Q to the abstract cyclotomic
field Qcyc. The field Qcyc is the composite of the field generated by roots of unity
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of order a p-power and the field Qcyc,p generated by the roots of unity of order
prime to p. We describe canonical isomorphisms of Valp(Q
cyc) with1:
(1) The space of sequences of irreducible polynomials Pn(T ) ∈ Fp[T ], n ∈ N,
fulfilling the basic conditions of the Conway polynomials (cf. Theorem 8.7).
(2) The space Σp of bijections of the monoid M(p) = µ(p) ∪ {0} of roots of unity
of order prime to p which commute with their conjugates, as in Definition 8.5 (cf.
Proposition 8.8).
(3) The space Hom(Qcyc,pFr ,Qp) of field homomorphisms, where Q
cyc,p
Fr ⊂ Qcyc,p is
the fixed field under the Frobenius automorphism (cf. Proposition 8.12).
(4) The quotient of the space Xp of Definition 4.3 by the action of Gal(F¯p) (cf.
Proposition 8.14).
(5) The algebraic spectrum of the quotient algebra Fp[(Q/Z)
(p)]/Jp, where Jp is
the reduction modulo p of the cyclotomic ideal (cf. Definition 8.1 and Proposition
8.16).
Incidentally, we notice that (1) describes the link between Valp(Q
cyc) and the
explicit construction of an algebraic closure F¯p of Fp, by means of a sequence
of irreducible polynomials over Fp, fulfilling the basic conditions of the Conway
polynomials2. Theorem 8.7 states that the map which associates to a valuation
v ∈ Valp(Qcyc) the sequence {Pn} of characteristic polynomials for the action (by
multiplication) of the primitive root ξ 1
pn−1
∈ Qcyc,p on the residue field of the re-
striction of v to Qcyc,p, determines a bijection between Valp(Q
cyc) and sequences
of polynomials in Fp[T ] fulfilling the basic conditions of the Conway polynomials.
Definition 8.1. The abstract cyclotomic field Qcyc is the quotient of the group ring
Q[Q/Z] by the ideal J generated by the idempotents
πn =
1
n
n−1∑
j=0
e(
j
n
), n ≥ 2. (157)
In general, if we let
σk(x) =
k−1∑
j=0
xj , (158)
then one knows that the n-th cyclotomic polynomial Φn(x) is the gcd of the poly-
nomials σm(x
d), for m > 1, m|n and d = n/m. For x = e(1/n), and n = md one
has
σm(x
d) =
m−1∑
j=0
e(j/m) = mπm ∈ J
thus Φn(e(1/n)) ∈ J . It follows that the homomorphism
ρ0 : Q[Q/Z]/J → C , ρ0(e(γ)) = e2πiγ (159)
induces an isomorphism of Qcyc with the subfield of C generated by roots of unity.
Using the identification Q/Z = AfQ/Zˆ the group Zˆ
∗ acts by automorphisms of Q/Z
and hence by automorphisms of the group ring Q[Q/Z]. This action preserves
1while we believe these results may be known we give the complete proofs for completeness
2Conway polynomials provide a particular example of such sequence, they are selected using
a lexicographic ordering
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globally the n-torsion in Q/Z and hence fixes each of the projection πn. It follows
that it leaves the ideal J globally invariant and hence it induces an action on the
quotient field Qcyc. This action gives the Galois group G = Gal(Qcyc : Q) ≃ Zˆ∗
which acts on roots of unity as it acts on Q/Z. For each prime p, one has (ℓ =
rational prime)
G =
∏
ℓ
Z∗ℓ = Z
∗
p ×
∏
ℓ 6=p
Z∗ℓ = Z
∗
p ×Gp. (160)
One lifts Z∗p to the subgroup Z
∗
p × 1 ⊂ G, with all components equal to 1 except
at p. This subgroup acts trivially on (Q/Z)(p). Its fixed subfield Qcyc,p ⊂ Qcyc is
the subfield of Qcyc generated over Q by the group µ(p) ⊂ Qcyc of roots of unity of
order prime to p. It coincides with the inertia subfield
Qcyc ∩Qurp ⊂ Qcyc (161)
for any extension v ∈ Valp(Qcyc) of the p-adic valuation to Qcyc. More precisely
let (Qcyc)v be the completion of Q
cyc for the valuation v. Then one knows that the
composite subfield Qp ·Qcyc ⊂ (Qcyc)v is the maximal abelian extension Qabp of Qp.
This extension is the composite (cf. [34])
Qabp = Q
ur
p ·Qp∞ (162)
where Qurp denotes the maximal unramified extension of Qp and Qp∞ is obtained
by adjoining to Qp all roots of unity of order a p-power. The translation Theorem
of Galois theory gives a canonical isomorphism (by restriction) of Galois groups
Gal(Qabp : Qp)
∼→ Gal(Qcyc : Qcyc ∩Qp), α 7→ α|Qcyc . (163)
The decomposition subfield: Qcyc∩Qp is independent of the choice of the valuation
v ∈ Valp(Qcyc) since G is abelian and acts transitively on Valp(Qcyc), more precisely
one has the following classical result
Proposition 8.2. (1) The group Gp =
∏
ℓ 6=p Z
∗
ℓ is the group of automorphisms of
the group (Q/Z)(p).
(2) The inertia subfield Qcyc,p is the fixed subfield of Z∗p ⊂ G and its Galois group
is canonically isomorphic to Gp acting on µ
(p) ⊂ Qcyc,p as it acts on (Q/Z)(p).
(3) Let fp ∈ Gp be the element of Gp =
∏
ℓ 6=p Z
∗
ℓ with all components equal to p.
Then the associated automorphism Fr ∈ Aut(Qcyc,p) is the unique automorphism
which acts by x 7→ xp on the multiplicative group µ(p) ⊂ Qcyc,p.
(4) The fixed subfield Qcyc,pFr ⊂ Qcyc,p of Fr is the decomposition subfield Qcyc ∩Qp.
(5) The group G = Gal(Qcyc : Q) acts transitively on Valp(Q
cyc) with isotropy
Z∗p × f Zˆp , where f Zˆp ⊂ Gp is the closure of fZp .
Proof. (1) Let Γ = (Q/Z)(p) viewed as a discrete group. The Pontrjagin dual Γˆ is
the product
∏
ℓ 6=p Zℓ. We claim that the group of automorphisms of Γ is
Aut(Γ) =
∏
ℓ 6=p
Z∗ℓ . (164)
Indeed, one has Γ =
∏res
ℓ 6=pQℓ/Zℓ, so that the dual of Γ is
∏
ℓ 6=p Zℓ. This is a
compact ring which contains Z as a dense subring. Thus an automorphism θ of
the additive group is characterized by the assignment a = θ(1) and is given by
multiplication by a. Invertibility shows that a ∈∏ℓ 6=p Z∗ℓ . This proves (164).
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(2) Under the isomorphism (163) the Galois group Gal(Qp∞ : Qp) ≃ Z∗p becomes
the subgroup Z∗p × 1 ⊂ G. The fixed subfield of this subgroup is Qcyc,p ⊂ Qcyc and
is the inertia subfield of Qcyc. The quotient G/Z∗p is canonically isomorphic to Gp.
(3) Under the isomorphism Gal(Qcyc,p : Q) = Gp the action of Fr on µ
(p) corre-
sponds to the multiplication by p in (Q/Z)(p).
(4) The Galois group Gal(Qurp : Qp) ≃ Zˆ is topologically generated by the Frobenius
automorphism Frp whose action on the roots of unity of order prime to p is given
by Frp(ξ) = ξ
p. Under the isomorphism (163) this automorphism restricts to the
automorphism Fr ∈ Aut(Qcyc,p). Notice that the fields Qcyc,p and Qp are linearly
disjoint over their intersection
K = Qcyc,p ∩Qp = Qcyc ∩Qp . (165)
Then, the translation theorem in Galois theory shows that, by restriction to Qcyc,p,
one has an isomorphism
Gal(Qurp : Qp)
∼→ Gal(Qcyc,p : K), Frp 7→ Fr.
This shows that K is the fixed subfield Qcyc,pFr ⊂ Qcyc,p of Fr.
(5) It is well known that the Galois group acts transitively on extensions of a
valuation. Moreover the isotropy subgroup is the subgroup of the Galois group
corresponding to the decomposition subfield and is hence given by Z∗p × f Zˆp . 
Corollary 8.3. The natural map Valp(Q
cyc) → Valp(Qcyc,p) given by restriction
of valuations is equivariant and bijective.
Proof. The restriction map is equivariant for the action of G on both spaces, these
actions are transitive and have the same isotropy group so the restriction map is
bijective. 
In fact it is worth giving explicitly the unique extension of a valuation v ∈ Valp(Qcyc,p)
to Qcyc. The latter field is obtained by adjoining to Qcyc,p primitive roots of unity
of order a power of p, i.e. a solution z of an equation of the form
z(p−1)p
m−1
+ z(p−2)p
m−1
+ . . .+ 1 = 0.
One writes z = 1 + π and finds that the equation fulfilled by π is of Eisenstein
type, the constant term being equal to p, and reduces to πϕ(n) = 0, modulo p. This
shows that
v(π) =
v(p)
ϕ(n)
, ϕ(n) = (p− 1)pm−1.
Then the valuation v, normalized so that v(p) = 1, extends uniquely to elements of
the extension Qcyc,p[z] by setting
v(a0 + a1π + . . .+ aϕ(n)−1π
ϕ(n)−1) = inf{v(aj) + j
ϕ(n)
}. (166)
Remark 8.4. The decomposition subfield Qp ∩ Qcyc is an infinite extension of Q
which contains for instance
√
n for n a quadratic residue modulo p. Its Galois group
Gal(Qp ∩ Qcyc : Q) is the quotient of Gp by the closure of the group of powers of
fp and is a compact group which contains for each prime ℓ 6= p the cyclic group of
order ℓ− 1 coming from the torsion part of Z∗ℓ .
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Definition 8.5. Let M(p) = {0}∪µ(p) be the monoid obtained by adjoining a zero
element to the multiplicative group µ(p). We denote by Σp the set of bijections s :
M(p)→M(p) which commute with all their conjugates R◦s◦R−1 under rotations
R by elements of µ(p), and fulfill the relations: s(0) = 1, sp = s ◦ s ◦ . . . ◦ s = id.
The maps s encode the addition of 1 onM(p), when one enriches the multiplicative
structure of the monoid M(p) with an additive structure turning it to a field of
characteristic p (i.e. an algebraic closure of Fp). Notice that using distributivity
the addition of 1 encodes the full additive structure (cf. [12]).
Lemma 8.6. The group Gp =
∏
ℓ 6=p Z
∗
ℓ acts transitively on Σp with isotropy f
Zˆ
p ⊂
Gp.
Proof. We check that Gp acts transitively on Σp. Let sj ∈ Σp, for j = 1, 2 and
let K(sj) be the two corresponding field structures on M(p). Then the two fields
K(sj) are algebraic closures of Fp and hence they are isomorphic. We let θ :
K(s1)→ K(s2) be such an isomorphism. By construction θ is an automorphism of
the multiplicative group µ(p) and it transports the operation s1 of addition of 1 in
K(s1) into the operation s2 of addition of 1 in K(s2). Since the Galois group of F¯p
is topologically generated by the Frobenius x 7→ xp one gets, using Galois theory,
that the isotropy of any s ∈ Σp is the closure of the group of powers of fp, i.e. the
subgroup f Zˆp ⊂ Gp. 
We are now ready to state the main result of this section
Theorem 8.7. An element v ∈ Valp(Qcyc) is entirely characterized by a sequence
of polynomials Pn(T ) ∈ Fp[T ] of degree n ≥ 1, such that
• each Pn(T ) is monic and irreducible.
• T ∈ Fp[T ]/(Pn(T )) is a generator of the multiplicative group of the quotient field.
• For any integer m|n and for d = (pn − 1)/(pm − 1), Pm(T d) is a multiple of
Pn(T ).
Proof. The first step in the proof is to construct a natural map Valp(Q
cyc) ∋ v 7→
sv ∈ Σp. We know that Qp ⊂ (Qcyc)v and that µ(p) ∪ {0} ⊂ Qcyc, thus we consider
the valuation ring Zurp ⊂ (Qcyc)v of Qurp . It contains Zp and µ(p). Note that the
ring generated by Z and µ(p) is the ring of integers of the subfield Qcyc,p ⊂ Qcyc
generated over Q by µ(p). One has the diagram of inclusions
(Qcyc)v Qcycoo
F¯p Z
ur
p
OO
ǫ
oo Zurp ∩Qcyc
OO
oo µ(p) ∪ {0}oo
Fp
OO
Zp
ǫ
oo
OO
Zp ∩Qcyc
OO
oo τ(Fp)
OO
oo
(167)
where τ : Fp → Zp is the Teichmu¨ller lift. Note that τ(Fp) ⊂ Zp∩Qcyc since this lift
is formed of roots of unity (of order p−1). In the middle line of the above diagram,
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the composite map ǫ from µ(p) ∪ {0} to F¯p is an isomorphism of multiplicative
monoids. Indeed, the Teichmu¨ller lift F¯p ∋ x 7→ τ(x) ∈ Zurp gives the inverse map.
Since F¯p is a field one can transport its additive structure using ǫ and one obtains
a unique element sv ∈ Σp.
Proposition 8.8. The map Valp(Q
cyc) ∋ v 7→ sv ∈ Σp is a bijection and is
equivariant for the action of Gp = Gal(Q
cyc,p : Q).
Proof. The action of Gp on the subset µ
(p) is the one described in Lemma 8.6. This
shows that the map v 7→ sv is equivariant. Since both spaces Valp(Qcyc) and Σp
are homogeneous spaces over Gp with the same isotropy groups p
Zˆ ⊂ Gp as follows
from Lemmas 8.2 and 8.6, the map v 7→ sv is bijective. 
We can produce a concrete construction of the valuation v associated to the map
sv. One first determines v on the subfield Q
cyc,p ⊂ Qcyc. It is enough to determine
the valuation v on elements of the form
x =
∑
njξj , nj ∈ Z , ξj ∈ µ(p) ⊂ Qcyc.
Let K = F¯p be the algebraic closure of Fp obtained by endowing the multiplicative
monoid µ(p) ∪ {0} with the addition associated to sv. One then has
v(x) = wp
(∑
njτ(ξj)
)
(168)
where wp is the p-adic valuation in the Witt ring Wp∞(K) and τ the Teichmu¨ller
lift. Finally since the field Qcyc is the composite of the subfields Qcyc,p and the
fixed field of the action of Gp ⊂ Zˆ∗ = Gal(Qcyc : Q) which is generated by roots of
unity of order a p-power, one can use (166) to extend the valuation v uniquely to
Qcyc.
We are now ready to complete the proof of Theorem 8.7, i.e. we prove that:
Lemma 8.9. An element s ∈ Σp is entirely characterized by a sequence Pn(T ) of
polynomials of Fp[T ] fulfilling the Conway conditions as in Theorem 8.7.
Proof. Let s ∈ Σp. For each n ∈ N, let Kn(s) be the corresponding field structure
on the union {0} ∪ µ(p)(n), where µ(p)(n) is the group of roots of unity of order
pn−1 in Qcyc generated by ξ = e( 1pn−1 ). The Fp vector space Kn(s) is of dimension
n since its cardinality is pn. The canonical generator ξ of µ(p)(n) acts on the Fp
vector space Kn(s) by the multiplication Mξ. We let Pn(T ) be its characteristic
polynomial i.e. the determinant Pn(T ) = det(T −Mξ). It is a monic polynomial
of degree n with coefficients in Fp. In the field Kn(s) one has Pn(ξ) = 0, since
Mξ fulfills its characteristic equation. Thus we derive a homomorphism of algebras
ρ : Fp[T ]/(Pn(T ))→ Kn(s) which sends T 7→ ξ. It is surjective since any non-zero
element of Kn(s) is a power of ξ. Since Pn(T ) has degree n, the two algebras have
the same dimension over Fp and thus ρ is an isomorphism. It follows that Pn(T ) is
irreducible over Fp. The second property of Pn(T ) also follows, since ξ is a generator
of the multiplicative group. Now let m|n be a divisor of n. Then r = pm−1 divides
k = pn − 1 and the group µ(p)(m) is a subgroup of µ(p)(n). Thus one has a field
inclusion Km(s) ⊂ Kn(s), where the canonical generator ξm = e( 1pm−1 ) of Km(s)
is sent to ξdn, where ξn is the canonical generator ξn = e(
1
pn−1 ) of Kn(s) and
d = (pn − 1)/(pm − 1). One has Pm(ξm) = 0 and hence Pm(ξdn) = 0 so that, using
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Figure 1. The elements of F25 and roots of unity
the above isomorphism ρ, it follows that the polynomial Pm(T
d) is a multiple of
Pn(T ).
Conversely, given a sequence Pn(T ) of polynomials fulfilling the conditions of the
theorem, one constructs an algebraic closure F¯p and an isomorphism
F¯∗p
j−→ µ(p)
as follows. One lets for each n, Kn = Fp[T ]/(Pn(T )) and one gets an inductive
system using for m|n the field homomorphism which sends the generator Tm of Km
to T dn , d = (p
n−1)/(pm−1). The inductive limit K = lim−→Kn is an algebraic closure
F¯p of Fp and the map Tn 7→ e2πi/k, k = pn − 1, defines an isomorphism j of F¯∗p
with µ(p). Note that this construction makes sense also for n = 1 and that the first
polynomial is of degree one and thus picks a specific generator of the multiplicative
group of Fp. One checks that the sequence of polynomials associated to the pair
(F¯p, j) is the sequence Pn(T ). Thus there is a complete equivalence between ele-
ments s ∈ Σp and sequences of polynomials fulfilling the Conway conditions of the
Theorem. 
To make the above map from Σp to sequences of polynomials more explicit we
introduce the “trace invariant” of an element s ∈ Σp. We continue to denote by
Kn(s) the field structure on the union {0} ∪ µ(p)(n), where µ(p)(n) is the group of
roots of unity generated by ξ = e( 1pn−1 ). In particular, K1(s) is a field uniquely
isomorphic to Fp. Let η ∈ µ(p), then the orbit O = {Frk(η) | k ∈ N} of the map
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x 7→ Fr(x) = xp is a finite set, let |O| be its cardinality. Then the following sum
trs(O) =
∑
O
η (169)
computed in any Kn(s), for |O||n is the same and determines an element of K1(s) =
Fp.
Definition 8.10. Let O(p) be the space of orbits of the map x 7→ Fr(x) = xp acting
on µ(p). Let s ∈ Σp. We call the map
trs : O(p)→ Fp , O 7→ trs(O) (170)
the trace invariant of s.
The trace invariant characterizes s as shown by the next Proposition.
Proposition 8.11. Let s ∈ Σp. Then for each n ∈ N the polynomial Pn(T ) ∈ Fp[T ]
associated to s by Lemma 8.9 is given by
Pn(T ) = T
n +
n−1∑
k=1
(−1)kσkT n−k (171)
for
σk =
∑
O⊂Dk
trs(O), (172)
where Dk ⊂ (Q/Z)(p) is the set of fractions apn−1 where 1 ≤ a ≤ pn − 1 and the
digits of a in base p are all zeros except for k of them which are equal to 1.
Proof. In the field Kn(s) the n roots of the polynomial Pn(T ) are the elements
e( p
j
pn−1 ), for j = 0, . . . , n − 1. For each k = 1, . . . , n, the set of products of k
distinct roots is the set of elements of the form
e
∑
j∈Y
pj
pn − 1
 , Y ⊂ {0, 1, . . . , n− 1} , |Y | = k.
One thus gets that the k-th symmetric function σk of the roots of Pn(T ) is given
by the sum (172), over orbits O satisfying the prescribed condition O ⊂ Dk. 
We now give a third equivalent description of the space Valp(Q
cyc). We recall that
the decomposition subfield Qp∩Qcyc is independent of the choice of v ∈ Valp(Qcyc)
and is equal to Qcyc,pFr ⊂ Qcyc.
Proposition 8.12. The map
β : Valp(Q
cyc)→ Hom(Qcyc,pFr ,Qp), β(v) = βv : Qcyc,pFr ⊂ Qp
where the fields inclusion βv derives from (165), determines a canonical and equi-
variant isomorphism of sets.
Proof. Notice that the inclusion βv : Q
cyc,p
Fr ⊂ Qp depends upon the choice of the
valuation v. One has βv ∈ Hom(Qcyc,pFr ,Qp) and the map v 7→ βv is equivariant for
the action of Gp/f
Zˆ
p on Valp(Q
cyc) and on the space Hom(Qcyc,pFr ,Qp) by
Hom(Qcyc,pFr ,Qp) ∋ β 7→ β ◦ γ , ∀γ ∈ Gp = Gal(Qcyc,p : Q). (173)
Since for both spaces the action of Gp/f
Zˆ
p is free and transitive, it follows that the
map β is bijective. 
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We let Z[(Q/Z)(p)] be the group ring of (Q/Z)(p) and let Fr ∈ Aut(Z[(Q/Z)(p)])
be the Frobenius automorphism given by the natural linearization of the group
automorphism (Q/Z)(p) → (Q/Z)(p), of multiplication by p (cf. Corollary 2.4).
The natural ring homomorphism
δ : Z[(Q/Z)(p)]→ Qcyc,p (174)
is equivariant for the action of Fr, its image is the subring of integers of Qcyc,p while
the kernel is described by the intersection Z[(Q/Z)(p)] ∩ J , where J is the ideal of
Definition 8.1. The Fp-algebra
Z[(Q/Z)(p)]⊗Z Fp = Fp[(Q/Z)(p)] (175)
is perfect since the group (Q/Z)(p) is uniquely p-divisible. By restriction to the
fixed points of Fr and composition with the residue map ǫ : Zp → Fp, one obtains
the map
Hom(Qcyc,pFr ,Qp)→ Hom(Fp[(Q/Z)(p)]Fr,Fp), α 7→ res(α) = ǫ ◦ α ◦ δ. (176)
Note that elements of Hom(Fp[(Q/Z)
(p)]Fr,Fp) are finitely supported maps from
O(p) to Fp, thus they can be lifted to elements of Z[(Q/Z)
(p)]Fr. One derives
Fp[(Q/Z)
(p)]Fr = Z[(Q/Z)(p)]Fr ⊗Z Fp.
Next, we show that the map res as in (176) is injective.
Proposition 8.13. Let v ∈ Valp(Qcyc). We denote by sv ∈ Σp and βv : Qcyc,pFr →
Qp the corresponding elements as in Lemma 8.8 and Proposition 8.12. Then the
trace invariant map of sv has the following description
trsv = res(βv). (177)
The map res as in (176) is injective.
Proof. The additive structure sv on M(p) = {0} ∪ µ(p) is the same as that of the
residue field of the completion Qcyc,p for the restriction of v. It follows that on each
orbit O of the action of Fr on (Q/Z)(p), the sum trsv (O) coincides with the residue
ǫ(βv(u)) , u =
∑
O
ξ ∈ Qcyc,pFr .
Since u = δ(w) where w =
∑
O ξ ∈ Z[(Q/Z)(p)]Fr one gets (177). Then, it follows
from Proposition 8.11 that the map res is injective. 
We now briefly explain how one can reconstruct α ∈ Hom(Qcyc,pFr ,Qp) from its
residue res(α), using the Witt functor Wp∞ . Given ς ∈ Hom(Fp[(Q/Z)(p)]Fr,Fp),
the Witt functor Wp∞ yields a homomorphism
Wp∞(ς) ∈ Hom(Wp∞(Fp[(Q/Z)(p)]Fr),Zp). (178)
If ς = res(α), one can reconstruct α directly using Wp∞(ς). This gives a direct
proof of the injectivity of the map res. Indeed, for an orbit O of the action of Fr
on (Q/Z)(p), the element (τ = Teichmu¨ller lift)
ν(O) =
∑
O
τ(υ) ∈Wp∞(Fp[(Q/Z)(p)])
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is fixed by the Frobenius, i.e. ν(O) ∈Wp∞(Fp[(Q/Z)(p)]Fr). One then sees that
α
(∑
O
υ
)
=Wp∞(ς)(ν(O)) . (179)
We end this section by giving the relation between Σp = Valp(Q
cyc) and the space
Xp of all injective group homomorphisms σ : F¯
×
p → (Qcyc)× (cf. Definition 4.3).
We recall that the Galois group Aut(F¯p) is the closure f
Zˆ
p of the group generated
by the Frobenius fp.
Proposition 8.14. Let F¯p be a fixed algebraic closure of Fp. Then
(1) Gp acts freely and transitively on Xp.
(2) The quotient of Xp by f
Zˆ
p is isomorphic to Σp = Valp(Q
cyc).
Proof. Let σ ∈ Xp. The range of σ is the group µ(p) of all roots of unity in Qcyc
of order prime to p. Thus for a pair σj ∈ Xp, j = 1, 2, one has σ1 ◦ σ−12 ∈
Aut((Q/Z)(p)) = Gp. This proves the first statement. For any isomorphism σ :
F¯∗p −→ (Qcyc)× of the multiplicative group of the algebraic closure F¯p with the
group (Q/Z)(p), the following defines an element s ∈ Σp,
s(x) = σ(σ−1(x) + 1) , ∀x 6= −1 , s(−1) = 0. (180)
All elements of Σp arise this way. Two pairs (F¯p, σj), j = 1, 2 whose associated
sj ∈ Σp are the same are easily seen to be related by an automorphism θ ∈ Aut(F¯p)
i.e. σ2 = σ1 ◦ θ. The second statement thus follows. 
Proposition 8.12 suggests a more appropriate equivalent description of Xp using a
chosen algebraic closure Q¯p of the p-adic field and its completion Cp.
Corollary 8.15. The map
i : Xp → Hom(Qcyc,p,Cp), σ 7→ τ ◦ σ−1 (181)
where σ−1 is composed with the Teichmu¨ller lift to determine a field homomorphism
from Qcyc,p to Cp, is a bijection of sets.
The canonical surjection Xp → Σp of Proposition 8.14 (2) is the restriction map
Hom(Qcyc,p,Cp)→ Hom(Qcyc,pFr ,Qp). (182)
Proof. Let σ ∈ Xp, then σ−1 : (Q/Z)(p) → F¯×p composed with the Teichmu¨ller lift
τ : F¯×p → OQ̂urp ⊂ Cp extends to a unique homomorphism i(σ) ∈ Hom(Q
cyc,p,Cp).
The map i is equivariant for the action of Gp on Xp as in Proposition 8.14 and
on Hom(Qcyc,p,Cp) by composition with elements of Gp = Gal(Q
cyc,p : Q). Since
both actions are free and transitive, i is bijective.
For any γ ∈ Hom(Qcyc,p,Cp), the range of γ is the subfield of the maximal un-
ramified extension Qurp ⊂ Cp generated over Q by roots of unity of order prime to
p. One has by construction γ ◦ Fr = Frp ◦ γ. Thus the image γ(Qcyc,pFr ) is con-
tained in the fixed subfield Qp for the action of Frp on Q
ur
p . This shows that the
restriction map (182) is well defined. For j = 1, 2, let γj ∈ Hom(Qcyc,p,Cp), then
γ−12 ◦ γ1 ∈ Gal(Qcyc,p : Q) and this automorphism fixes Qcyc,pFr pointwise if and
only the restrictions γj |Qcyc,pFr are equal. Since Gal(Qcyc,p : Q
cyc,p
Fr ) is topologically
generated by Fr, this happens if and only if the γj are the same in the quotient of
Xp by f
Zˆ
p . 
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We implement the homomorphism δ : Z[(Q/Z)(p)] → Qcyc,p of (174) to associate
to an element ρ ∈ Hom(Qcyc,p,Cp) its residue
res(ρ) = ǫ ◦ ρ ◦ δ ∈ Hom(Fp[(Q/Z)(p)], F¯p). (183)
The image of δ is the ring of integers of Qcyc,p, thus the image of ρ ◦ δ in Cp
is contained in O
Q̂urp
and the composite ǫ ◦ ρ ◦ δ is well defined. Moreover, since
Ker(δ) = J∩Z[(Q/Z)(p)], it follows that Ker(res(ρ)) contains the ideal Jp reduction
of Ker(δ) modulo p.
Proposition 8.16. Let A be the quotient algebra Fp[(Q/Z)(p)]/Jp. Then
(1) The map
res : Hom(Qcyc,p,Cp)→ Hom(A, F¯p), res(ρ) = ǫ ◦ ρ ◦ δ (184)
is a bijection of sets.
(2) The algebraic spectrum Spec (A) is in canonical bijection with the set Σp.
(3) The canonical surjection Xp → Σp of Proposition 8.14 (2) corresponds to the
natural map
Hom(A, F¯p)→ Spec (A). (185)
Proof. (1) For any integer m prime to p, the ideal Jp contains the projection (cf.
Definition 8.1) πm =
1
m
∑m−1
j=0 e(
j
m ). Thus an element ρ ∈ Hom(A, F¯p) is given
by a group homomorphism ρ : (Q/Z)(p) → F¯×p such that (for m > 1 prime to p)∑m−1
j=0 ρ(e(
j
m )) = 0. Notice that this equality holds if and only if ρ is injective and
hence, by restriction to the finite level subgroups in the projective limit (Q/Z)(p),
if and only if it is bijective. Thus (1) follows from the first statement of Corollary
8.15.
(2) Consider the finite field Fpn . Two generators of the multiplicative group F
×
pn
have the same characteristic polynomial if and only if they are conjugate under the
action of the Galois group Gal(Fpn : Fp). This shows that the cardinality of the set
In of irreducible primitive polynomials of degree n over Fp is ϕ(p
n− 1)/n, where ϕ
is the Euler totient function. Each of these polynomials P (X) divides the reduction
modulo p of the cyclotomic polynomial Φpn−1(X), thus one derives, modulo p, the
following equality
Φpn−1(X) =
∏
In
P (X) (186)
since the degrees of the polynomials are the same and the right hand side divides
the left one. Moreover one also has
Φpn−1
(
e(
1
pn − 1)
)
∈ Jp .
This determines a canonical isomorphism
An = Fp[µ(p)(n)]/(Jp ∩ Fp[µ(p)(n)])→
∏
In
Fpn (187)
and thus a canonical bijection of sets Spec (An) → In. Since A is the inductive
limit of the An, Spec (A) is the projective limit of the In, i.e. the space of sequences
of Conway polynomials as in Theorem 8.7. This space is in canonical bijection with
Σp.
(3) follows from the proof of (2). 
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The restriction to the fixed points of the Frobenius automorphism Fr ∈ Aut(A) does
not change the algebraic spectrum as a set, thus we derive a canonical bijection of
sets
Spec (A) ∼→ Spec (AFr). (188)
Finally, we characterize the image of the map res as in (176).
Corollary 8.17. Let ς ∈ Hom(Fp[(Q/Z)(p)]Fr,Fp). Then ς belongs to the image of
the map res as in (176) if and only if Ker(ς) contains Fp[(Q/Z)
(p)]Fr ∩ Jp.
Proof. By (188), and Proposition 8.16, (2), one has natural bijections of sets
Σp ≃ Spec (A) ≃ Spec (AFr) ≃ Hom(AFr,Fp).
Then, the statement follows by noticing that the elements of Hom(AFr,Fp) are the
elements of Hom(Fp[(Q/Z)
(p)]Fr,Fp) whose kernel contains Fp[(Q/Z)
(p)]Fr∩Jp. 
9. The base point problem and the “curve” for the global field Q
In this section we compare the space Valp(Q
cyc) of extensions of the p-adic valuation
to Qcyc (studied at length in section 8), with the fiber over a prime p of a space Y
which represents, in this set-up, the analogue of the curve that, for function fields,
plays a fundamental role in A. Weil’s proof of the Riemann Hypothesis. Our results
show that for each place v ∈ Σ(Q), there is a natural model Yv for the fiber over
v and an embedding of this model in a noncommutative space X(Cv) which is a
v-adic avatar of the ade`le class space HQ = AQ/Q
∗.
We shall denote by K a global field. To motivate our constructions we first recall a
few relevant facts holding for function fields.
9.1. Adelic interpretation of the loop groupoid Πab1 (X)
′ for function fields.
In this subsection we assume that K is a function field. We let Fq ⊂ K be the field
of constants. Let K¯ be a fixed separable closure of K and let Kab ⊂ K¯ be the
maximal abelian extension of K. We denote by F¯q the algebraic closure of the finite
field Fq inside K
ab.
A main result holding for function fields is that for each finite field extension E
of F¯q ⊗Fq K the space of (discrete) valuations Val(E) inherits the structure of an
algebraic, one-dimensional scheme XE whose non-empty open sets are the comple-
ments of the finite subsets and whose structure sheaf is defined by considering the
intersection of the valuation rings inside E. More precisely, Val(E) coincides with
the set of (closed) points of the unique projective, nonsingular algebraic curve XE
with function field E.
We recall (cf. [21] Corollary 6.12) that the category of nonsingular, projective al-
gebraic curves and dominant morphisms is equivalent to the category of function
fields of dimension one over F¯q. Thus, one associates (uniquely) to K
ab = lim−→E E
the projective limit Xab = lim←−E XE which is the abelian cover X
ab → X of the non
singular projective curve X over Fq with function field K. By restricting valuations,
one also derives a natural projection map
π : Xab = Val(Kab)→ Σ(K)
onto the space Σ(K) of valuations of K. Thus, in the function field case one de-
rives a geometric interpretation for the natural fibration associated to the space of
valuations of the field extension Kab ⊃ K.
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In [13] we have given an adelic description of the loop groupoid Πab1 (X)
′ of the
abelian cover Xab → X . We recall that the ade`le class space AK/K∗ of any global
fieldK has a natural structure of hyperringHK (cf. [13]) and that the prime elements
P (HK) of this hyperring determine a groupoid. The units of this groupoid form the
set Σ(K) of places of K and the source and range maps coincide with the map
s : P (HK)→ Σ(K)
which associates to a prime element of HK the principal prime ideal of HK it gen-
erates (and thus the associated place). When K is a function field, the groupoid
P (HK) is canonically isomorphic to the loop groupoid Π
ab
1 (X)
′ of the abelian cover
Xab → X , and the isomorphism is equivariant for the respective actions of the
abelianized Weil group Wab (i.e. the subgroup of elements of Gal(Kab : K) whose
restriction to F¯q is an integral power of the Frobenius), and of the ide`le class group
CK = A
∗
K/K
∗.
It follows that, as a group action on a set, the action of Wab on Val(Kab) is iso-
morphic to the action of the ide`le class group CK on P (HK). In other words, by
choosing a set theoretic section ξ of the projection
π : Val(Kab)→ Σ(K) , π(v) = v|K, (189)
one obtains an equivariant set theoretic bijection P (HK) ≃ξ Val(Kab) which de-
pends though, in a crucial manner, on the choice of the base point ξ(w), for each
place w ∈ Σ(K). This dependence prevents one from transporting the algebraic
geometric structure of Xab onto P (HK), and it also shows that the adelic space
P (HK) carries only the information on the curve X
ab given in terms of a set with
a group action.
9.2. Fiber over a finite place of Q. Now, we turn to the global field K = Q. A
natural starting point for the construction of a replacement of the covering Xab in
this number field case is to consider the maximal abelian extension of Q, i.e. the
cyclotomic field Qcyc as analogue of Kab. Then, the space Valp(Q
cyc) of extensions
of the p-adic valuation to Qcyc appears as the first candidate for the analogue of
the fiber, over a finite place, of the abelian cover Xab → X . Thus, the first step
is evidently that to compare Valp(Q
cyc) with the fiber Pp(HQ) of the fibration
s : P (HQ) → Σ(Q) over a rational prime p ∈ Σ(Q). At the level of sets with
group actions, this process shows that Valp(Q
cyc) is not yet the correct fiber. The
following discussion indicates that one should consider instead the total space of a
principal bundle, with base Valp(Q
cyc) and structure group a connected compact
solenoid S whose definition is given in Proposition 9.2. Then, a natural construction
of the fiber is provided by the mapping torus Yp of the action of the Frobenius on
the space Xp of Definition 4.3.
Proposition 9.1. Let Pp(HQ) be the fiber of the groupoid P (HQ) over a non-
archimedean, rational prime p ∈ ΣQ. Then, the following results hold.
(1) The ide`le class group CQ = A
∗
Q/Q
∗ acts transitively on Pp(HQ). The isotropy
group of any element of Pp(HQ) is the cocompact subgroupWp = Q
∗
p ⊂ CQ of classes
of ide`les (jv) such that jv = 1, ∀v 6= p.
(2) Under the class field theory isomorphism
Gal(Qcyc : Q) ≃ CQ/DQ , DQ = connected component of 1, (190)
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CQ acts transitively on Valp(Q
cyc) and the isotropy group of any element of Valp(Q
cyc)
is
Ip = Z
∗
p ×H × R∗+ ⊂ Zˆ∗ × R∗+ = CQ. (191)
H ⊂ Gp =
∏
ℓ 6=p Z
∗
ℓ is the closed subgroup p
Zˆ ⊂ Gp generated by p in Gp =
∏
ℓ 6=p Z
∗
ℓ .
Proof. (1) follows from Theorem 7.10 of [13]. (2) follows from Lemma 8.2. 
Notice that if K is a function field and v is a valuation of Kab extending the
valuation w of K, any g ∈ Wab ⊂ Gal(Kab : K) such that g(v) = v, belongs to the
local Weil groupWabw ⊂ Wab. This is due to the fact that the restriction of g to an
automorphism of F¯q is an integral power of the Frobenius.
When K = Q, the isotropy group of the valuation v is instead larger than the local
Weil groupWp. The difference is determined by the presence of the quotient Ip/Wp
of the isotropy group Ip by the local Weil group Wp = Q
∗
p = Z
∗
p × (p˜)Z. Here, p˜ is
represented by the ide`le all of whose components are 1 except at the place p where
it is equal to p−1. By multiplying with the principal ide`le p, one gets the same
class as the element of Zˆ∗ ×R∗+ which is equal to p everywhere except at the place
p where it is equal to 1. Thus, its image in Gp =
∏
ℓ 6=p Z
∗
ℓ is p. The quotient group
Ip/Wp = (H × R∗+)/(p˜)Z ≃ (Zˆ× R)/Z = S (192)
is a compact connected solenoid which is described in the following Proposition
9.2. The presence of the connected piece S is due to the fact that the connected
component of the identity in the ide`le class group acts trivially, at the Galois level,
on Qcyc.
Proposition 9.2. The group S is compact and connected and is canonically iso-
morphic to the projective limit of the compact groups R/nZ, under divisibility of
the labels n.
Proof. We consider first the factor
Sn = ((Z/nZ)× R)/Z
of the projective limit S, where Z acts diagonally, i.e. by the element (1, 1), on
(Z/nZ)× R. One has a natural map pn : Sn → R/nZ given by
pn(j, s) = s− j , ∀s ∈ R, j ∈ Z/nZ,
where one views Z/nZ as a subgroup of R/nZ. The map pn is an isomorphism of
groups. When n divides m, the subgroup mZ ⊂ Z is contained in nZ ⊂ Z and this
inclusion corresponds to the projection Z/mZ → Z/nZ. Under the isomorphisms
pn, this corresponds to the projection R/mZ→ R/nZ. Thus the projective system
defining S is isomorphic to the projective system of the projections R/mZ→ R/nZ
and the projective limits are isomorphic. 
Next, we describe a general construction of mapping torus which yields, when
applied to the groups
X = Gp , Z = Gp/p
Zˆ, (193)
the fiber Pp(HQ) of the groupoid P (HQ) over a finite, rational prime p ∈ Σ(Q).
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Proposition 9.3. Let Gp =
∏
ℓ 6=p Z
∗
ℓ be the group of automorphisms of the multi-
plicative group µ(p) of roots of unity in Qcyc of order prime to p and let fp ∈ Gp be
the element ξ 7→ ξp. Let Gp act freely and transitively on a compact space X. Let
Y be the quotient space
Y = (X × (0, 1)) /σZ, (194)
where σZ acts on the product X × (0, 1) as follows
σ(x, ρ) = (fpx, ρ
p) , ∀x ∈ X, ρ ∈ (0, 1). (195)
Then, the following results hold.
(1) The space Y is compact and is an S-principal bundle over the quotient Z of X
by f Zˆp ⊂ Gp, where S is the solenoid group of Proposition 9.2.
(2) Let X and Z be as in (193), then Y is canonically isomorphic to the fiber
Pp(HQ).
Proof. (1) We first look at the action of Z on the open interval (0, 1) given by
ρ 7→ ρp. We consider the map ψ : (0, 1)→ R given by
ψ(ρ) = log(− log(ρ)) , ∀ρ ∈ (0, 1). (196)
One has
ψ(ρp) = log(− log(ρp)) = log(−p log(ρ)) = log(− log(ρ)) + log(p) = ψ(ρ) + log(p)
which shows that the action of Z on (0, 1) given by ρ 7→ ρp is isomorphic to the
action of Z on R given by translation by log(p).
By construction Gp =
∏
ℓ 6=p Z
∗
ℓ is a compact, totally disconnected group. Next,
we show that the map which associates to n ∈ Z the element fnp ∈ Gp extends
to a bijection of Zˆ with the closed subgroup of Gp generated by fp. In fact, the
isomorphism follows from the isomorphism between Gp and Gal(F¯p : Fp), with fp
being the Frobenius. The result follows by applying e.g. [5] (Chapitre V, Appendice
II, Exercice 5). This gives a natural inclusion Zˆ ⊂ Gp, a 7→ fap , as a closed subgroup.
We now consider the action of the product group Zˆ× R∗+ on X × (0, 1) given by
(a, λ).(x, ρ) = (fap x, ρ
λ). (197)
By construction the element (1, p) ∈ Zˆ × R∗+ acts as σ (cf. (195)). The quotient
group
(Zˆ× R∗+)/sZ , s = (1, p) (198)
is isomorphic to the solenoid S, by using the isomorphism of the group R∗+ with R
given by the logarithm in base p. To see that Y is a principal bundle over S one
uses the map ψ of (196) to check that S acts freely on Y . The quotient of Y by
the action of S is the quotient of X by the action of Zˆ.
(2) The fiber Pp(HQ) has a canonical base point given by the idempotent u ∈
Pp(HQ), u
2 = u. Hence by applying Proposition 9.1, this fiber is canonically iso-
morphic to the quotient CQ/Wp. By identifying CQ with Zˆ
∗ × R∗+, this quotient
coincides with the quotient ofGp×R∗+ by the powers of the element (p, p) ∈ Gp×R∗+.
Under the bijection ρ 7→ − log(ρ) from (0, 1) to R∗+, one obtains the same action as
in (195) and hence the desired isomorphism. 
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In order to obtain the analogue, for the global field K = Q, of the fiber of the
algebraic curve Xab, we should apply the construction of Proposition 9.3 to a
compact space Xp so that the following requirements are satisfied
(1) Gp acts freely and transitively on Xp
(2) The quotient of Xp by f
Zˆ
p is canonically isomorphic to Valp(Q
cyc).
Proposition 8.14 provides a natural candidate for Xp. Moreover, equation (181)
shows that one can equivalently describe Xp as the space Hom(Q
cyc,p,Cp) and that
the canonical identification of Xp/f
Zˆ
p with Valp(Q
cyc) is given by the restriction
map to the fixed points of Fr as in (182). We derive the definition of the following
model for the fiber Yp over a finite prime p
Yp = (Hom(Q
cyc,p,Cp)× (0, 1)) /σZ. (199)
9.3. Fiber over the archimedean place of Q. We move now to the discussion
of the analogues of the spaces Valp(Q
cyc), Xp and Yp, when p is the archimedean
prime p =∞ (i.e. the archimedean valuation). The space Val∞(Qcyc) is the space
of multiplicative norms on Qcyc whose restriction to Q is the usual absolute value.
For v ∈ Val∞(Qcyc), the field completion (Qcyc)v is isomorphic to C, thus one
derives
Val∞(Q
cyc) = Hom(Qcyc,C)/{±1} (200)
where {±1} ⊂ Zˆ∗ = Gal(Qcyc : Q) corresponds to complex conjugation. It follows
that for p =∞ the space Xp is simply
X∞ = Hom(Q
cyc,C). (201)
On the other hand, the fiber P∞(HQ) is the quotient CQ/W∞, where W∞ = R
∗ is
the cocompact subgroup of CQ given by classes of ide`les, whose components are all
1 except at the archimedean place. Then, we derive that
P∞(HQ) = Zˆ
∗/{±1}. (202)
This discussion shows that at p =∞ there is no need for a mapping torus, and that
the expected fiber is simply given by
Y∞ = Val∞(Q
cyc) = Hom(Qcyc,C)/{±1} = X∞/{±1}. (203)
9.4. Ambient noncommutative space. The model (199) for the fiber over a
rational prime p is only a preliminary step toward the global construction of the
“curve” which we expect to replace, when K = Q, the geometric cover Xab. In
fact, one still needs to suitably combine these models into a noncommutative space
to account for the presence of transversality factors in the explicit formulas. We
explain why in some details below.
In [11] we showed how to determine the counting function N(q) (a distribution on
[1,∞)) which replaces, for K = Q, the classical Weil counting function for a field
K of functions of an algebraic curve Y over Fp (cf. [27, 35]). The Weil counting
function determines the number of rational points on the curve Y defined over field
extensions Fq of Fp
#Y (Fq) = N(q) = q −
∑
α
αr + 1, q = pr.
The numbers α’s are the complex roots of the characteristic polynomial of the
Frobenius endomorphism acting on the e´tale cohomologyH1(Y ⊗ F¯p,Qℓ), for ℓ 6= p.
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In [11] we have shown that the distribution N(q) associated to the (complete)
Riemann zeta function is described by the similar formula
N(u) = u− d
du
∑
ρ∈Z
order(ρ)
uρ+1
ρ+ 1
+ 1. (204)
where Z is the set of non trivial zeros of the Riemann zeta function. This distri-
bution is positive on (1,∞) and fulfills all the expected properties of a counting
function. In particular, it takes the correct value N(1) = −∞ in agreement with
the (expected) value of the Euler characteristic. In [14] we pushed these ideas fur-
ther and we explained how to implement the trace formula understanding of the
explicit formulas in number-theory, to express the distribution N(q) as an inter-
section number involving the scaling action of the ide`le class group on the ade`le
class space. This development involves a Lefschetz formula whose geometric side
corresponds to the following expression of the counting distribution N(u)
N(u) =
d
du
ϕ(u) + κ(u), ϕ(u) =
∑
n<u
nΛ(n). (205)
Here, Λ(n) is the von-Mangoldt function taking the value log p at prime powers pℓ
and zero otherwise and κ(u) is the distribution defined, for any test function f , as∫ ∞
1
κ(u)f(u)d∗u =
∫ ∞
1
u2f(u)− f(1)
u2 − 1 d
∗u+ cf(1) , c =
1
2
(log π + γ) (206)
where γ = −Γ′(1) is the Euler constant. The distribution κ(u) is positive on (1,∞)
and in this domain it is equal to the function κ(u) = u
2
u2−1 . The contribution
in the counting distribution N(u) coming from the term dduϕ(u) in (205) can be
understood geometrically as arising from a counting process performed on the fibers
Yp (each of them accounting for the delta functions located on the powers of p).
The value log(p) coming from the von-Mangoldt function Λ(n) corresponds to the
length of the orbit in the mapping torus (cf. [14], §2.2). On the other hand, as
explained in [14], the contribution of the archimedean place cannot be understood
in a naive manner as a simple counting process of points and its expression involves
a transversality factor measuring the transversality of the action of the ide`le class
group with respect to periodic orbits. This shows that the periodic orbits cannot
be considered in isolation and must be thought as (suitably) embedded in the
ambient ade`le class space. This development supplies a precious hint toward the
final construction of the “curve” and shows that the role of ergodic theory and
noncommutative geometry is indispensable.
9.5. The BC-system over Z and F1∞ ⊗F1 Z. Next, we shall explain how the
BC-system over Z gives, for each p, a natural embedding of the fiber Yp (cf. (203))
into a noncommutative space constructed using the set E(Cp) of the Cp-rational
points of the affine group scheme E which describes the abelian part of the system
(cf. [15]). Since the fields Cp are abstractly pairwise isomorphic the obtained spaces
are also abstractly isomorphic, but in a non canonical manner. In [15], following
a proposal of C. Soule´ for the meaning of the ring F1n ⊗F1 Z, we noted that the
inductive limit
F1∞ ⊗F1 Z := lim−→
n
F1n ⊗F1 Z = Z[Q/Z] (207)
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coincides with the abelian part of the algebra defining the integral BC-system. The
description given in that paper of the BC-system as an affine pro-group scheme E
over Z together with the dynamic of the action of a semigroup of endomorphisms,
allows one to consider its rational points over any ring A
E(A) = Hom(Z[Q/Z], A) . (208)
Then, one can implement, for each rational prime p, the canonical inclusion
Xp = Hom(Q
cyc,p,Cp) ⊂ Hom(Z[Q/Z],Cp) = E(Cp) . (209)
The next result shows that the space
X(Cp) := (E(Cp)× (0,∞)) /(N× {±1}) (210)
matches, for any p including p =∞, the definition of the ade`le class space HQ. The
action of m = ±n (in the semigroup N× {±1}) is the product of the linearization
of the action e(γ) 7→ e(mγ) on the (Cp-rational points of the) scheme E , with the
action on (0,∞) given by the map x 7→ xm.
Proposition 9.4. (1) The space X(C) is canonically isomorphic to the ade`le class
space HQ.
(2) The subspace of the ade`le class space made by classes whose archimedean com-
ponent vanishes corresponds to the quotient
E(C)/(N× {±1}) = Zˆ/(N× {±1}). (211)
Proof. (1) The space E(C) is the space of complex characters of the abelian group
Q/Z and is canonically isomorphic to Zˆ. We use the map ρ 7→ − log(ρ) to map
the interval (0,∞) to R. Under this map the transformation x 7→ xm becomes the
multiplication by m. The action e(γ) 7→ e(mγ) on the scheme E corresponds to
the multiplication by m in Zˆ. Since any ade`le class is equivalent to an element of
Zˆ× R, (210) gives, for p =∞
X(C) =
(
Zˆ× R
)
/(N× {±1}) = AQ/Q∗ = HQ. (212)
(2) follows from the identification (212). 
Note that by using the inclusion (0, 1) ⊂ (0,∞), one derives a natural inclusion
Yp = (Hom(Q
cyc,p,Cp)× (0, 1)) /σZ → (E(Cp)× (0,∞)) /(N× {±1}) = X(Cp).
For p =∞ one has the natural inclusion
Y∞ = Hom(Q
cyc,C)/{±1} → (E(C) × (0,∞)) /(N× {±1}) = X(C) (213)
which is obtained by using the canonical inclusion (209) for p = ∞ and the fixed
point 1 ∈ (0,∞).
The group ring Z[Q/Z] is a Hopf algebra for the coproduct
∆(e(γ)) = e(γ)⊗ e(γ) , ∀γ ∈ Q/Z (214)
and the antipode e(γ) 7→ e(−γ), thus E is a group scheme.
Proposition 9.5. Let A be a commutative ring.
(1) The abelian group E(A) is torsion free.
(2) The space
X(A) = (E(A) × (0,∞)) /(N× {±1}) (215)
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is a module over the hyperring HQ.
(3) For any rational prime p, X(Cp) is a free module of rank one over HQ.
Proof. (1) One has
E(A) = Hom(Z[Q/Z], A) = Hom(Q/Z, A×)
where the second Hom is taken in the category of abelian groups. Since the group
Q/Z is divisible the group Hom(Q/Z, H) has no torsion, for any abelian group H .
(2) We first show that X(A) is a hypergroup and in fact a vector space over the
Krasner hyperfield K = {0, 1} (cf. [13]). The two abelian groups E(A) and (0,∞)
are both torsion free, thus one gets
(E(A)× (0,∞)) /(N× {±1}) = ((E(A) × (0,∞))⊗Z Q) /Q× (216)
which is a projective space, hence a vector space overK (cf. [13]). Next we show that
X(A) is a module over HQ. We use the canonical ring isomorphism Zˆ = EndZ(Q/Z)
to define the following ring homomorphism from Zˆ to the ring EndZ(E(A))
cA : Zˆ→ EndZ(E(A)) , cA(α)ξ = ξ ◦ α , ∀ξ ∈ Hom(Q/Z, A×). (217)
The map
p : R→ EndZ(R∗+), p(λ)x = xλ (218)
is a ring homomorphism, thus cA × p defines a ring homomorphism from Zˆ× R to
the endomorphisms of the abelian group E(A) × (0,∞). For any m ∈ Z ⊂ Zˆ × R,
one has
(cA × p)(m)((e(γ), x)) = (e(mγ), xm), (219)
thus the restriction of cA × p to the monoid of non-zero elements of Z gives the
equivalence relation which defines X(A) as in (215). It follows an action of the
hyperring (
(Zˆ × R)⊗Z Q
)
/Q× = AQ/Q
× = HQ
on the hypergroup (216).
(3) It is easy to see that, once one fixes an embedding ρ : Qcyc → Cp and an
x ∈ (0,∞) and a real number x 6= 1, the element (ρ, x) ∈ X(Cp) is a generator of
X(Cp) as a free module over HQ. 
The next result displays some interesting arithmetic-geometric properties of the
scheme E .
Proposition 9.6. (1) Let Qabp ⊂ Cp be the maximal abelian extension of Qp. Then
the natural map E(Qabp )→ E(Cp) is a bijection of sets.
(2) Let Qurp ⊂ Qabp be the maximal unramified extension of Qp and Zurp ⊂ Qurp the
valuation ring of the p-adic valuation. Then the natural map E(Zurp ) → E(Qurp ) is
a bijection of sets.
(3) Let ǫ : Zurp → F¯p be the residue homomorphism. Then the associated map
E(Zurp )→ E(F¯p) is a bijection.
(4) The HQ-module
X(F¯p) ≃ X(Zurp ) ≃ X(Qurp ) ⊂ X(Qabp ) ≃ X(Cp)
is described as
X(F¯p) = ppX(Cp) (220)
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where pp ∈ Spec (HQ) is the prime ideal of ade`le classes whose p-component van-
ishes.
Proof. (1) Let ρ ∈ E(Cp) = Hom(Z[Q/Z],Cp). Then the image of ρ is contained in
the subfield of Cp generated over Q by roots of unity, which is contained in Q
ab
p .
(2) Let ρ ∈ E(Qurp ) = Hom(Z[Q/Z],Qurp ). Then the image of ρ is contained in the
subring of Qurp generated over Z by roots of unity (of order prime to p) which is
contained in Zurp .
(3) Let ρ ∈ E(Zurp ) = Hom(Z[Q/Z],Zurp ). Then ρ is entirely characterized by the
group homomorphism
ρ : Q/Z→ G
where G is the group of roots of unity in Zurp , which is non canonically isomorphic
to the group µ(p) of abstract roots of unity of order prime to p. Similarly an
element of E(F¯p) = Hom(Z[Q/Z], F¯p) is entirely characterized by the associated
group homomorphism from Q/Z to F¯∗p. Since the residue morphism ǫ gives an
isomorphism G
≃→ F¯∗p one obtains the conclusion.
(4) One has Zˆ = Hom(Q/Z,Q/Z). Let, as above, (Q/Z)(p) ⊂ Q/Z be the subgroup
of elements of denominator prime to p. Then the subset Hom(Q/Z, (Q/Z)(p)) ⊂
Hom(Q/Z,Q/Z) is given by
{(aℓ) ∈
∏
Zℓ = Zˆ | ap = 0}
which corresponds to the prime, principal ideal pp of the hyperring structure HQ
inherent to the ade`le class space (cf. [13]). 
10. The standard model of F¯p and the BC-system
As shown in section 8, the space Valp(Q
cyc) is intimately related to the space of
sequences of irreducible polynomials Pn(T ) ∈ Fp[T ], n ∈ N, fulfilling the basic
conditions of the Conway polynomials (cf. Theorem 8.7) and hence to the explicit
construction of an algebraic closure of Fp. The normalization condition using the
lexicographic ordering just specifies a particular element vc of Valp(Q
cyc). Since the
explicit computation of the sequence Pn(T ) ∈ Fp[T ], n ∈ N, associated to vc has
been proven to be completely untractable, B. de Smit and H. Lenstra have recently
devised a more efficient construction of F¯p (cf. [18]). Our goal in this section is
to make explicit the relation between their construction, the BC-system and the
sought for “curve”.
When K is a global field of positive characteristic i.e. the function field of an alge-
braic curve over a finite field Fq, the intermediate extension K ⊂ F¯q ⊗Fq K ⊂ Kab
plays an important geometric role since it corresponds to working over an alge-
braically closed field. For K = Q, it is therefore natural to ask for an intermediate
extension Q ⊂ L ⊂ Qcyc playing a similar role. One feature of the former extension
is that the residue fields are algebraically closed.
In their construction, de Smit and Lenstra use the intermediate extension Q ⊂
Q
cycl
∆ ⊂ Qcyc which comes very close to fulfill the expected properties. For each
prime ℓ, let us denote by ∆ℓ ⊂ Z∗ℓ the torsion subgroup. For ℓ = 2 one has
∆2 = {±1}, while for ℓ 6= 2 one gets ∆ℓ = τ(F∗ℓ ), where τ : Fℓ → Zℓ is the
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Teichmu¨ller lift. The product
∆ :=
∏
ℓ
∆ℓ ⊂
∏
ℓ
Z∗ℓ (221)
is a compact group, and a subgroup of the Galois group Zˆ∗ = Gal(Qcyc : Q). By
Galois theory, one can thus associate to ∆ a (fixed) field extension
L = Qcycl∆ ⊂ Qcyc. (222)
Notice that one derives a subsystem of the BC-system given by the fixed points of
the action of ∆. At the rational level and by implementing the cyclotomic ideal J
of Definition 8.1, one obtains the exact sequence of algebras
0→ J ∩Q[Q/Z]∆ → Q[Q/Z]∆ q→ Qcycl∆ → 0 (223)
The image of the restriction to Z[Q/Z]∆ of the homomorphism q is contained in
the integers of Qcycl∆ and one has
Gal(Qcycl∆ : Q) ≃ Zˆ∗/∆ ≃
∏
ℓ
Z∗ℓ/∆ℓ. (224)
The space Valp(Q
cyc) is the total space of a principal bundle whose base is the
space Valp(Q
cycl
∆ ) of valuations on Q
cycl
∆ extending the p-adic valuation. The group
of the principal bundle is the quotient of ∆ by its intersection ∆p with the isotropy
group of elements of Valp(Q
cyc). The projection Valp(Q
cyc)→ Valp(Qcycl∆ ) is given
by restriction of valuations from Qcyc to Qcycl∆ . For w ∈ Valp(Qcycl∆ ), the isotropy
group Πp of w for the action of Gal(Q
cycl
∆ : Q) is the image of the isotropy group
of v in Gal(Qcyc : Q) for any extension v of w to Qcyc. It follows from Lemma 8.2
that the isotropy subgroup of v is Z∗p × f Zˆp ⊂ Z∗p ×Gp, thus one gets
Πp ≃ Z∗p/∆p × fZp , fZp ⊂
∏
ℓ 6=p
Z∗ℓ/∆ℓ. (225)
Lemma 10.1. For each prime ℓ the group Z∗ℓ/∆ℓ is canonically isomorphic to the
additive group Zℓ. Moreover, for each prime p 6= ℓ the closed subgroup of Z∗ℓ/∆ℓ
generated by p is open and of finite index ℓu(p,ℓ) where
u(p, ℓ) =
{
vℓ(p
ℓ−1 − 1)− 1, for ℓ > 2
v2(p
2 − 1)− 3, for ℓ = 2. (226)
Proof. For each prime ℓ there is a canonical isomorphism of groups
Z∗ℓ
∼→ ∆ℓ × Zℓ, x 7→ (ω(x), iℓ(x)) (227)
where the group Zℓ is viewed as an additive group. For ℓ odd, ω(x) is the unique
ℓ − 1 root of unity which is congruent to x modulo ℓ and iℓ(x), as in (145), is the
ratio logℓ x/ logℓ(1 + ℓ). For ℓ = 2, ω(x) = ±1 is congruent to x modulo 4 and
i2(x) = log2 x/ log2(1+ 4). The first statement thus follows. The second statement
follows since one has
vℓ(iℓ(p)) = u(p, ℓ)
and the closed subgroup of Zℓ generated by iℓ(p) is ℓ
u(p,ℓ)Zℓ. 
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Under the isomorphisms
Gal(Qcycl∆ : Q) ≃
∏
ℓ
Z∗ℓ/∆ℓ ≃
∏
ℓ
Zℓ ≃ Zˆ (228)
one gets, by the Chinese remainder theorem, that
Πp ≃ Zp ×
∏
ℓ 6=p
ℓu(p,ℓ)Zℓ ⊂ Zˆ . (229)
Notice the independence of the places ℓ in the above formula which makes the group
Πp a cartesian product and allows one to express Valp(Q
cycl
∆ ) as an infinite product
of finite sets.
To label concretely these finite sets consider, for each prime ℓ the Zℓ-extension
B∞(ℓ) of Q. One has B∞(ℓ) = ∪kBk(ℓ)) where, for k ∈ N, the finite extension
Bk(ℓ) of Q is associated to ℓ
−k ∈ Q/Z viewed as a character of Zˆ ≃ Gal(Qcycl∆ : Q).
For ℓ odd, Bk(ℓ) is the fixed subfield for the action of ∆ℓ on the extension of Q
generated by a primitive root of unity of order ℓk+1. For ℓ = 2 one uses a primitive
root of unity of order 2k+2. We denote by B(ℓ, p) = Bu(p,ℓ)(ℓ): this is a cyclic
extension of Q of degree ℓu(p,ℓ). The Artin reciprocity law shows that, for p a prime
p 6= ℓ, the reduction modulo p of the integers of B(ℓ, p), decomposes as a product
of ℓu(p,ℓ) copies of Fp, parameterized by the set Valp(B(ℓ, p)) of extensions of the
p-adic valuation to B(ℓ, p), which is a finite set of cardinality ℓu(p,ℓ).
The following result is a consequence of the construction of the “standard model”
of de Smit and Lenstra for the algebraic closure of a finite field
Theorem 10.2. Let p be a rational prime.
(1) For ℓ 6= p a prime, the restriction map Valp(B∞(ℓ))→ Valp(B(ℓ, p)) is bijective.
(2) The restriction maps from Qcycl∆ to B∞(ℓ) give a bijection
Valp(Q
cycl
∆ ) =
∏
ℓ 6=p
Valp(B∞(ℓ)). (230)
(3) The restriction of v ∈ Valp(Qcycl∆ ) to Qcyc,p∆ is unramified and the residue field
is isomorphic to ⋃
n∈I(p)
Fpn ⊂ F¯p (231)
where I(p) ⊂ N denotes the subset of positive integers which are prime to p.
Proof. (1) It is enough to show that the image of the isotropy group Z∗p × pZˆ ⊂
Z∗p×Gp of Lemma 8.2, maps surjectively onto the Galois group Gal(B∞(ℓ) : B(ℓ, p)).
This follows from Lemma 10.1.
(2) The restriction maps determine an equivariant map
Valp(Q
cycl
∆ )→
∏
ℓ 6=p
Valp(B∞(ℓ)) (232)
for the action of the Galois group Gal(Qcycl∆ : Q). By (228) and (229), the isotropy
groups are the same so that the map (232) is bijective.
(3) By extending v to an element of Valp(Q
cyc) one gets that the restriction to
Qcyc,p and hence to Qcyc,p∆ is unramified. Moreover the residue field is determined
by the topology on the closure set of the action of the Frobenius, i.e. on
∏
ℓ 6=p Zℓ.
The result follows. 
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Next, we shall explain the link with the notations used by de Smit and Lenstra and
their construction. First, we recall that the additive group Q/Z is the direct sum
of its ℓ-torsion components
Hℓ = {α ∈ Q/Z | ∃n ℓnα = 0} ≃ Qℓ/Zℓ. (233)
Thus the group ring Z[Q/Z] can be written as a tensor product
Z[Q/Z] =
⊗
ℓ prime
Z[Hℓ]. (234)
The natural action of Zˆ∗ on Z[Q/Z] by automorphisms of the group Q/Z factorizes
in the individual actions of Z∗ℓ = Aut(Hℓ).
One lets Aℓ be the ring Z[X0, X1, . . .] modulo the ideal generated by
ℓ−1∑
j=0
Xj0 , X
ℓ
k+1 −Xk , ∀k ≥ 0. (235)
Thus one has Xℓ0 = 1 in Aℓ and X
ℓ
k+1 = Xk for all k ≥ 0. The algebra Bℓ of de
Smit and Lenstra is defined as Bℓ = A
∆ℓ
ℓ . The next lemma shows that the algebra
Bℓ is intimately related to the fixed point algebra Z[Hℓ]
∆ℓ .
Lemma 10.3. One has
Bℓ ≃ (Z[Hℓ]/J)∆ℓ (236)
where J is the ideal generated by the relations
∑
ℓγ=0 e(γ) ∈ Z[Hℓ].
Proof. It follows from the relations (235) that Xℓ
k+1
k = 1 for all k. Moreover, the
map θ(e(ℓ−k)) = Xk−1 extends to a surjective homomorphism Z[Hℓ] → Aℓ with
kernel J , one thus gets (236). 
One has the trace map
Σ : Aℓ → Bℓ, Σ(x) =
∑
σ∈∆ℓ
σ(x) (237)
and natural ring homomorphisms Bℓ → E(ℓ). De Smit and Lenstra (cf. [18]) lift the
natural generator of Ek(ℓ) as an extension of Ek−1(ℓ), and the Galois conjugates
under Gal(Ek(ℓ) : Ek−1(ℓ)) as the following elements of Bℓ
ηℓ,k,i = Σ(e(
1
ℓk+1
+
i
ℓ
)), i = 0, . . . ℓ− 1. (238)
When ℓ = 2, one has simply ∆2 = {±1} ⊂ Z∗2 and in this case the above list of
elements reduces to
η2,k = Σ(e(
1
2k+2
)). (239)
The two authors show that the prime ideals p of Bℓ which contain p, are uniquely
specified by a finite system of elements a(p, j) ∈ Fp, 0 ≤ j < ℓu(p, ℓ). More
precisely, p is generated by p and by the ηℓ,k+1,i − a(p, i + kℓ) for 0 ≤ k < u(p, ℓ)
and 0 ≤ i < ℓ.
To complete the dictionary with the notations of de Smit and Lenstra, we leave to
the reader as an exercise to show that
• The prime ideals p ofBℓ which contain p correspond to the valuations Valp(B∞(ℓ)).
• The subfield Qp ∩ B∞(ℓ) ⊂ B∞(ℓ)v is equal to B(ℓ, p).
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• The system of elements a(p, j) ∈ Fp corresponds, as in Proposition 8.13, to the
residue of the inclusion γv : B(ℓ, p)→ Qp, defined as in Proposition 8.12.
Theorem 10.2 does not yield the full algebraic closure of Fp but only the subfield⋃
n∈I(p)
Fpn ⊂ F¯p. (240)
Thus it remains to understand how to produce naturally the missing part⋃
n
Fppn ⊂ F¯p (241)
in such a way that the tensor product over Fp yields F¯p.
De Smit and Lenstra construction of Fpp∞ = lim−→n Fppn is performed using the
following Artin–Schreier equations
yp0 − y0 = 1 , ypn+1 − yn+1 +
yn
yn + 1
= 0 , ∀n ≥ 0 (242)
which have the advantage of simplicity. E. Witt gave in [38] a conceptual construc-
tion of Fpp∞ based on the Witt functor Wp∞ and its finite truncations Wpn . The
addition of two Witt vectors x = (xj) and y = (yj) is a vector whose components
Sj(x, y) were proven by Witt to be polynomials with integer coefficients. Note also
that for p 6= 2 the Witt components of −x (the additive inverse of x) are simply
−xj , but this result does not hold for p = 2. Recall also that in terms of the Witt
vectors, the Frobenius F is given in characteristic p, by (F (x))j = x
p
j , ∀j.
From [38], one derives the following result
Theorem 10.4. Let n ∈ N. Let Rn = Fp[x0, x1, . . . , xn−1] be the ring of polynomi-
als in n variables and Jn ⊂ Rn the ideal generated by the components of the Witt
vector F (x) − x − 1, where x ∈ Wpn−1(R) is the Witt vector with components xj.
Then Jn is a prime ideal and the quotient field of the integral ring Rn/Jn defines
the field extension En ≃ Fppn .
As an extension of En−1, En is given by an Artin–Schreier equation of the form
Xp = X + α, α ∈ En−1. (243)
One derives, for instance, that the first extensions for p = 2 are given by the
equations with coefficients in F2
x20 = 1 + x0
x21 = x0 + x1
x22 = x0 + x
3
0 + x0x1 + x2
x23 = x0 + x
3
0 + x
5
0 + x
7
0 + x
2
0x1 + x
3
0x1 + x
4
0x1 + x0x
3
1 + x0x2 + x
3
0x2 + x0x1x2 + x3
For p = 3 one gets the following equations with coefficients in F3
x30 = 1 + x0
x31 = 2x0 + 2x
2
0 + x1
x32 = 2x0 + 2x
2
0 + 2x
4
0 + 2x
5
0 + 2x
7
0 + 2x
8
0 + 2x
2
0x1 + x
3
0x1 + 2x
4
0x1 + x0x
2
1 + x
2
0x
2
1 + x2
In this way one obtains a completely canonical construction of the field Fpp∞ by
simply writing the equation F (X) = X + 1 in the ring of Witt vectors Wp∞ .
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