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Abstrakt: V na¹í práci jsme se komplexnì zabývali problémem multikoli-
nearity { od metod pro diagnostiku multikolinearity a¾ po metody urèené
pro pøekonání problémù multikolinearitou zpùsobených. Teoreticky jsme po-
rovnali klasickou metodu nejmen¹ích ètvercù s alternativními metodami {
regresí na hlavních komponentách, regresí pomocí parciálních nejmen¹ích
ètvercù a høebenovou regresí. V závìreèné sekci jsme ukázali pou¾ití v¹ech
metod na praktickém pøíkladu zpracovaném v programu R.
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Abstract: In our work, we explored multicollinearity problem from a com-
plex point of view { from diagnostic methods to the solving of the problems
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Kapitola 1
Úvod
V klasickém lineárním regresním modelu pøedpokládáme nìkolik základních
vlastností. Jednou z nich je lineární nezávislost vysvìtlujících promìnných.
Pokud dojde k poru¹ení tohoto pøedpokladu a vysvìtlující promìnné bu-
dou lineárnì závislé, pak nìkteré regresní parametry nebudou odhadnutelné.
V pøípadì, ¾e vysvìtlující promìnné budou témìø lineárnì závislé, mohou
mít odhady parametrù modelu metodou nejmen¹ích ètvercù znaèný rozptyl
a být numericky nestabilní (pøi malé zmìnì v hodnotách vysvìtlujících pro-
mìnných se velmi zmìní odhad parametru), co¾ sni¾uje oprávnìnost jejich
pou¾ití.
Právì problematickou situací, kdy máme vysvìtlující promìnné vzájemnì
témìø lineárnì závislé, se budeme v na¹í práci zabývat a uká¾eme si metody,
které si s multikolinearitou vysvìtlujících promìnných poradí { tìmi jsou
napøíklad regrese na hlavních komponentách (Principal Component Regres-
sion), regrese parciálních nejmen¹ích ètvercù (Partial Least Squares Regres-
sion) a høebenová regrese (Ridge Regression).
Jako první se uva¾ované metody zaèaly ¹iroce uplatòovat v chemometrii,
v oboru zabývajícím se aplikacemi statistických metod na analýzu chemic-
kých dat. Jak upozoròují Franková a Friedman v [8], odhady pomocí metody
parciálních nejmen¹ích ètvercù, regrese na hlavních komponentách nebo høe-
benové regrese jsou výhodnì aplikovány v analýze dat z potravinových vý-
zkumù, z experimentù analytické chemie nebo z environmentálních studií.
Jedním z dùvodù je fakt, ¾e díky vysokým cenám jednotlivých experimentù
zde èasto dochází k situacím, kdy mìøených velièin ovlivòujících pokus bylo
mnohem více ne¾ poèet pozorování. Vyu¾ití tìchto metod se samozøejmì ne-
omezuje jen na analýzy dat zmínìných vý¹e. Stone a Brooks v èlánku [19]
zkoumají poèet nehod v Minnesotì, Kidwellová a Brownová v èlánku [11]
pomocí høebenové regrese analyzují data o spokojenosti v man¾elství. My
si v na¹í práci uká¾eme pou¾ití tìchto metod na reálných datech výnosnosti
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poboèek sázkové kanceláøe Chance.
V jednotlivých kapitolách nejprve zavedeme znaèení pou¾ívané v celé
práci a popí¹eme si dùsledky multikolinearity. Poté si poradíme s diagnosti-
kou multikolinearity. Dále se budeme postupnì zaobírat regresí na hlavních
komponentách, metodou parciálních nejmen¹ích ètvercù a høebenovou regresí
a jednotlivé metody srovnáme s metodou nejmen¹ích ètvercù. Ve výkladu
budeme obèas pøecházet mezi náhodnými promìnnými a mezi namìøenými
hodnotami promìnných, jako tomu èasto bývá u technické literatury, ze které
jsme vycházeli. Vìøím, ¾e pro ètenáøe nebude problém se ve výkladu orien-
tovat.
K metodám pou¾ívaným pro regresi na témìø lineárnì závislých datech
existuje mnoho literatury. Citujeme ji obvykle pøímo u popisovaných me-
tod. Základní my¹lenky v¹ech metod jsou uvedeny v èláncích Stone a Bro-
oks [19], Franková a Friedman [8] nebo knize Rao, Toutenburg, Shalabh,
Heumann [17]. Pro roz¹íøení na¹í práce mohou slou¾it èlánky Sundberg [21] a
Stone a Brooks [19], kde autoøi rozebírají spojité roz¹íøení pøedchozích metod,
tzv. spojitou regresi CR (Continuum Regression), která zahrnuje v¹echny me-
tody jako speciální (limitní) pøípady. K roz¹íøení mù¾e dále slou¾it i èlánek
Garthwaite [9], ve kterém je popsána metoda odhadù pomocí parciálních nej-
men¹ích ètvercù aplikovaná na modely s více vysvìtlovanými promìnnými.
Kapitola 2
Problém multikolinearity
Zajímáme se o závislost vysvìtlované promìnné (závisle promìnné) na sku-
pinì vysvìtlujících promìnných (nezávisle promìnných, regresorù) { sna¾íme
se odhadnout vektor støedních hodnot vysvìtlované promìnné pomocí vy-
svìtlujících promìnných. Máme k dispozici n pozorování ( _x (i) ; _y (i)) ; i =
1; : : : ; n . Znaèíme _x (i) = ( _x1(i); _x2(i); : : : ; _xp(i))
0 namìøené hodnoty p vy-
svìtlujících promìnných pro pozorování i a _y (i) je namìøená hodnota vy-
svìtlované promìnné pro pozorování i.
Namìøené hodnoty vysvìtlujících promìnných standardizujeme
xj(i) =
_xj(i)  xj
sxj
; (2.1)
kde
xj =
1
n
nX
i=1
_xj(i); sxj =
vuut 1
n  1
nX
i=1
[ _xj(i)  xj]2: (2.2)
Hodnoty vysvìtlované promìnné pouze centrujeme
y (i) = _y (i)  y; (2.3)
y =
1
n
nX
i=1
_y (i) : (2.4)
Velièiny xj(i) bývají v nìkterých odborných textech oznaèovány jako tzv.
z-skóry a mohou být denovány s hodnotou n namísto n   1 ve vzorci pro
sxj . V dal¹ím textu budeme (pokud nebude výslovnì uvedeno jinak) pracovat
s písmeny bez teèky, které oznaèují hodnoty transformovaných promìnných,
X oznaèuje matici hodnot vysvìtlovaných promìnných po standardizaci, y
oznaèuje centrované hodnoty vysvìtlované promìnné.
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V celé na¹í práci uva¾ujeme normální lineární model s plnou hodností (tj.
matice X má plnou sloupcovou hodnost)
y = X + "; (2.5)
kde hodnoty vysvìtlujících promìnných tvoøí matici X rozmìrù n p
X =
0B@ x1 (1) : : : xp (1)... . . . ...
x1 (n) : : : xp (n)
1CA (2.6)
a vektory
y =
0B@ y (1)...
y (n)
1CA ; =
0B@ 1...
p
1CA ;1 =
0B@ 1...
1
1CA ; " =
0B@ "1...
"n
1CA (2.7)
oznaèují (po øadì) hodnoty vysvìtlované promìnné (n1), vektor pøíslu¹ných
regresních parametrù (p  1), vektor jednièek (n  1) a vektor chybových
èlenù (n  1). O vektoru chybových èlenù " pøedpokládáme, ¾e se jedná
o realizaci náhodného vektoru s rozdìlením
"  N  0; 2In ; (2.8)
kde In znaèí jednotkovou matici (n n) a 2 je neznámý parametr.
Dále zavedeme znaèení
RXX =
1
n  1X
0X (2.9)
pro výbìrovou korelaèní matici vysvìtlujících promìnných a
rXy =
1
n  1
X0y
sy
(2.10)
pro vektor výbìrových korelaèních koecientù mezi vektorem y a maticí X,
kde denujeme sy jako
sy =
vuut 1
n  1
nX
i=1
[ _y (i)  y]2: (2.11)
Z pøedpokladu, ¾e matice X má plnou hodnost, vyplývá, ¾e i matice X0X má
plnou hodnost a matice X0X i RXX jsou tedy regulární a pozitivnì denitní
matice.
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Odhad bOLS metodou nejmen¹ích ètvercù je øe¹ení soustavy normálních
rovnic (viz napø. Andìl [2] na stranì 80), tj.
X0XbOLS = X0y
bOLS = (X
0X) 1X0y (2.12)
a pomocí výbìrové korelaèní matice vysvìtlujících promìnných (2.9) a vý-
bìrového korelaèního koecientu mezi vektorem y a maticí X (2.10) jej mù-
¾eme vyjádøit jako
(n  1)RXXbOLS = (n  1) syrXy
RXXbOLS = syrXy
bOLS = R
 1
XXsyrXy: (2.13)
Podle Gaussovy-Markovovy vìty (dùkaz napø. Andìl [2] vìta 9.2 na stranì
194) dostaneme, ¾e bOLS je nejlep¹í (my¹leno odhad s nejmen¹ím rozptylem)
nestranný lineární odhad parametru  v normálním lineárním modelu (2.5).
Pro rozptyl odhadu bOLS platí vztah
Var (bOLS) = Var

(X0X) 1X0y

= (X0X) 1X0Var (y)X (X0X) 1
= 2 (X0X) 1X0X (X0X) 1
= 2 (X0X) 1 : (2.14)
Nyní na chvíli odboème a porovnejme vý¹e uvedené s regresním modelem
bez standardizace prvkù matice _X a bez centrování _y
_y = 1 _0 + _X _ + _": (2.15)
Upravíme pravou stranu rovnice tak, ¾e dostáváme závislost _y na standar-
dizovaných hodnotách vysvìtlujících promìnných s upravenými regresními
koecienty (s koecienty bez teèky pro standardizované hodnoty vysvìtlují-
cích promìnných) jako
_y = 1
 
_0 +
pX
i=1
xi _i
!
+
pX
i=1
( _xi   xi) _isxi
sxi
+ _"
= 1?0 +X + _": (2.16)
Pro tento model budou normální rovnice vypadat následovnì
10
X0

(1;X)

b?0
b

=

10
X0

_y (2.17)
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a s vyu¾itím vztahu 10X = 00 (a tedy i X0 _y = X0(y+ y1) = X0y) je mù¾eme
dále upravit jako 
101 10X
X01 X0X

b?0
b

=

ny
X0 _y


n 00
0 X0X

b?0
b

=

ny
X0y

: (2.18)
Soustava (2.18) se rozpadá na dvì nezávislé èásti { z první èásti
nb?0 = ny; (2.19)
vidíme, ¾e odhad b?0 = y. Z druhé èásti dostáváme normální rovnice
X0Xb = X0y; (2.20)
které odpovídají jak normálním rovnicím v modelu (2.5), tak i normálním
rovnicím v modelu bez centrování hodnot vysvìtlované promìnné (nebo»
platí X0 _y = X0y) a jejich øe¹ení nesouvisí s øe¹ením (2.19).
Z (2.16){(2.20) vidíme, ¾e absolutní èlen je v modelu (2.5) pouze skrytý
(odhadovaný jako prùmìr hodnot vysvìtlované promìnné). Musíme tedy uva-
¾ovat, ¾e v modelu je vlastnì p+1 odhadovaných parametrù, a zohlednit tento
fakt zejména u stupòù volnosti pøi statistických testech. U pøíkladu budeme
postupovat tedy tak, ¾e absolutní èlen v modelu ponecháme (bude stejnì
odhadován jako nula) a získáme tak správné stupnì volnosti ve výstupu pro-
gramu R.
Vra»me se zpìt k pùvodnímu výkladu. Vzhledem k tomu, ¾e matice X0X
je pozitivnì denitní matice hodnosti p, existuje spektrální rozklad matice
X0X jako (viz napø. Zvára [25], vìta A.3, strana 226)
X0X = Q2Q0; (2.21)
kde 2 je diagonální matice s vlastními èísly 21; : : : ; 
2
p na diagonále a matice
Q je matice vlastních vektorù matice X0X. V¹echna vlastní èísla 2i ; i =
1; : : : p, této pozitivnì denitní matice jsou kladná (napø. Andìl [2] v kapitole
A.2 na stranì 321) a mù¾eme bez újmy na obecnosti pøedpokládat, ¾e platí
21  22  : : :  2p: (2.22)
Spektrální rozklad matice X0X mù¾eme pøepsat jako
X0X =
pX
i=1
2iqiq
0
i; (2.23)
KAPITOLA 2. PROBLÉM MULTIKOLINEARITY 8
kde qi jsou pøíslu¹né vlastní vektory matice X0X, i = 1; : : : p (sloupce matice
Q). Pro inverzní matici (pøipomeòme, ¾e X0X je regulární) platí
(X0X) 1 =
pX
i=1
1
2i
qiq
0
i (2.24)
a rozptyl odhadu v rovnici (2.14) pak mù¾eme vyjádøit jako
Var (bOLS) = 
2
pX
i=1
1
2i
qiq
0
i: (2.25)
Vzhledem k tomu, ¾e qi jsou ortonormální vektory q0iqi = 1, pak i matice qiq
0
i
má omezené prvky, nebo» v¹echny souøadnice ortonormálního vektoru musí
být v absolutní hodnotì men¹í ne¾ 1. Ze vztahu (2.25) a z omezenosti prvkù
qiq
0
i nahlédneme, jaký efekt budou mít malá vlastní èísla matice X
0X na
rozptyl odhadu bOLS. Alespoò jeden diagonální prvek matice qiq0i je nenulový
(nebo» musí platit q0iqi = 1) a pokud se bude vlastní èíslo 
2
i blí¾it nule, tak
pak se bude i-tý diagonální prvek matice Var (bOLS) blí¾it nekoneènu.
Pro dal¹í výklad se nám bude hodit rozklad matice X podle singulár-
ních hodnot (Singular Value Decomposition, viz napø. Zvára [25], vìta A.4,
strana 226)
X = UQ0; (2.26)
kde  je diagonální matice, která má na diagonále singulární èísla ma-
tice X, 1  : : :  p > 0, U je ortonormální matice, její¾ sloupce jsou
tvoøeny levými singulárními vektory matice X pøíslu¹ejícími singulárním
èíslùm i; i = 1; : : : p, a Q je ortonormální matice, její¾ sloupce jsou tvoøeny
pravými singulárními vektory matice X pøíslu¹ejícími singulárním èíslùm
i; i = 1; : : : p. Pro matici pravých singulárních vektorù jsme pou¾ili zámìrnì
stejné oznaèení jako pro matici vlastních vektorù matice X0X, nebo» díky
ortonormalitì matice U platí
X0X = (UQ0)0 (UQ0)
= Q0U0U Q0
= Q0Q0
= Q2Q0: (2.27)
Podobnì matice  je matice, která má na diagonále odmocniny z vlastních
èísel matice X0X.
Kapitola 3
Diagnostika multikolinearity
V kapitole 2 jsme naznaèili dùsledky multikolinearity a nyní se budeme vìno-
vat tomu, jak ji rozpoznat a jak zjistit, které vysvìtlující promìnné problémy
s multikolinearitou zpùsobují.
Multikolinearitu chápeme ve shodì s èlánkem Farrara a Glaubera [6] jako
odchýlení od ortogonality v mno¾inì vysvìtlujících promìnných. Pomocí této
denice mù¾eme formulovat statistickou hypotézu a testovat pøítomnost mul-
tikolinearity. K dispozici máme n realizací vysvìtlujících promìnných obsa-
¾ených v matici X.
Oznaème jRXX j determinant výbìrové korelaèní matice RXX vysvìtlují-
cích promìnných a oznaème rij; i; j = 1; : : : p, prvky matice RXX . Pøedpoklá-
dáme, ¾e matice X má plnou hodnost, a jak u¾ jsme si uvedli v kapitole 2, je
matice RXX pozitivnì denitní. Potom mù¾eme pou¾ít tvrzení (napø. v knize
Andìl [2], vzorec (A.7), str. 324)
jRXX j  r11r22 : : : rpp: (3.1)
Vzhledem k tomu, ¾e se jedná o determinant normalizované (výbìrové ko-
relaèní) matice (v¹echny diagonální prvky rii = 1; i = 1; : : : p) a vzhledem
k tomu, ¾e determinant pozitivnì denitní matice je v¾dy kladné èíslo, platí
pro nìj
0 < jRXX j  1: (3.2)
Doká¾eme si, ¾e determinant matice RXX má hodnotu jRXX j = 1 právì
tehdy, kdy¾ jsou sloupce matice X ortonormální. Jestli¾e matice X má or-
tonormální sloupce, pak RXX je jednotková matice a tedy její determinant
má hodnotu jedna, jRXX j = 1. Dùkaz opaèné implikace vychází z nerovnosti
mezi aritmetickým a geometrickým prùmìrem a ze spektrálního rozkladu
(2.24). Matice RXX má na diagonále samé jednièky a její stopa je rovna p.
9
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Zároveò pro ni platí
tr (RXX) = tr
 
Q2Q0

=
pX
i=1
2i : (3.3)
Aritmetický prùmìr z kladných èísel 2i ; i = 1; :::p; je podle nerovnosti mezi
aritmetickým a geometrickým prùmìrem vìt¹í nebo roven geometrickému
prùmìru, pro který platí
p
p
jRXX j = p
q
jQ2Q0j
= p
q
j2j
= p
q
21 : : : 
2
p; (3.4)
a rovnost nastává právì tehdy, kdy¾ v¹echna vlastní èísla matice RXX jsou
stejná (a tudí¾ rovna jedné), 21 = : : : = 
2
p = 1, tj. kdy¾ matice RXX je
jednotková a tedy matice X má ortonormální sloupce. Vidíme tedy, ¾e deter-
minant výbìrové korelaèní matice mù¾e být dobrým indikátorem pøítomnosti
multikolinearity.
Pøedpokládejme na chvíli, ¾e vysvìtlující promìnné, jejich¾ realizace máme
k dispozici, mají sdru¾ené normální rozdìlení. Pøipomeòme, ¾e n znaèí poèet
pozorování a p znaèí poèet vysvìtlujících promìnných. Testujeme hypotézu,
¾e populaèní korelaèní matice vysvìtlujících promìnných je jednotková, tedy
¾e v¹echny vysvìtlující promìnné jsou stochasticky nezávislé. K testování vy-
u¾ijeme výbìrovou korelaèní matici RXX . Jak uvádìjí Farrar a Glauber v [6]
nebo Hebák a Hustopecký v knize [10] (na stranì 310), za platnosti nulové
hypotézy platí, ¾e statistika
2RXX () =  

n  1  1
6
(2p+ 5)

ln jRXX j (3.5)
má pøibli¾nì rozdìlení 2() s  = 1
2
p (p  1) stupni volnosti, kde  je
poèet prvkù nad diagonálou, neboli poèet výbìrových korelaèních koeci-
entù pro dvojice rùzných vysvìtlujících promìnných. Pokud hodnota statis-
tiky 2RXX () pøekroèí (1  ) procentní kvantil 2() rozdìlení, pova¾ujeme
multikolinearitu v na¹ich datech za podstatnou (zamítáme nulovou hypotézu
na hladinì %).
Nyní se podívejme, na které odhady regresních koecientù vysvìtlujících
promìnných má multikolinearita velký vliv. Nech» nás zajímá (bez újmy na
obecnosti) napø. první vysvìtlující promìnná. Rozdìlíme matici X na dvì
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èásti { na sloupec odpovídající realizacím první promìnné x1 a na podmatici
odpovídající realizacím ostatních vysvìtlujících promìnných, kterou ozna-
èíme X 1. Potom výbìrová korelaèní matice bude mít tvar
RXX =

1 r0X 1x1
rX 1x1 RX 1X 1

; (3.6)
kdeRX 1X 1 znaèí výbìrovou korelaèní matici vysvìtlujících promìnných bez
první promìnné a rX 1x1 pøedstavuje vektor výbìrových korelaèních koeci-
entù mezi první promìnnou a ostatními promìnnými. Oznaèíme rij; i; j =
1; : : : p, prvky inverzní matice R 1XX k výbìrové korelaèní matici. Pro diago-
nální prvek r11 inverzní matice k výbìrové korelaèní matici (3.6) platí vztah
(viz Andìl [2], str. 323)
r11 = (1  r0X 1x1R 1X 1X 1rX 1x1) 1: (3.7)
Pokud rX 1x1 = 0, tak r
11 = 1. Prvek r11 mù¾eme pøepsat jako
r11   1 =

1  r0X 1x1R 1X 1X 1rX 1x1
 1
  1
=
 
1  r2X 1x1
 1   1
=
r2X 1x1
1  r2X 1x1
; (3.8)
kde rX 1x1 je výbìrový koecient mnohonásobné korelace mezi promìnnou
x1 a ostatními vysvìtlujícími promìnnými, jak je denován napø. v knize
Andìl [2] v kapitole 6.3 na stranì 96.
Mù¾eme tedy pøejít ke statistickému testu. Opìt pøedpokládejme, ¾e vy-
svìtlující promìnné, jejich¾ realizace máme k dispozici, mají sdru¾ené nor-
mální rozdìlení. Jestli¾e pro nìjaké i; i = 1; : : : ; p, je populaèní koecient
mnohonásobné korelace nulový, X ixi = 0, a n > p+ 1, má statistika
!i =
n  p  1
p
r2X ixi
1  r2X ixi
(3.9)
(pøesnì) F rozdìlení s p a n p 1 stupni volnosti, jak uvádí v knize Andìl [2]
vìta 6.4 na stranì 96 nebo Farrar a Glauber v èlánku [6]. Tento test není nic
jiného ne¾ test hypotézy o podmodelu (model: i-tá vysvìtlující promìnná zá-
visí na ostatních vysvìtlujících promìnných, podmodel: i-tá promìnná závisí
pouze na konstantním èlenu, tj. vùbec nezávisí na ostatních vysvìtlujících
promìnných) a platí, ¾e ètverec výbìrového koecientu mnohonásobné kore-
lace r2X ixi je toté¾ co koecient determinace R
2
i v regresním modelu závislosti
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první vysvìtlující promìnné na ostatních vysvìtlujících promìnných. Denici
R2 mù¾eme najít napø. v knize Zvára [25] v kapitole 3.5 na stranách 36-37,
nebo v knize Andìl [2] na stranì 83. Statistiku !i tedy mù¾eme pøepsat jako
!i =
n  p  1
p
R2i
1 R2i
: (3.10)
S tím ji¾ úzce souvisí dal¹í indikátor multikolinearity { tzv. inaèní faktor {
oznaèovaný zkratkou VIF (Variance Ination Factor), který denujeme jako
V IFi =
1
1 R2i
: (3.11)
Rozptyl odhadu regresních parametrù podle (2.14) rozepí¹eme jako
Var (bOLS (i)) = 
2rii
= 2
1
1 R2i
= 2V IFi (3.12)
a inaèní faktor tedy mù¾eme interpretovat jako hodnotu, kolikrát se zhor¹í
rozptyl odhadu regresního koecientu pro i-tou promìnnou v dùsledku kore-
lovanosti této vysvìtlující promìnné s ostatními vysvìtlujícími promìnnými.
Jestli¾e jsou vysvìtlující promìnné vzájemnì lineárnì nezávislé, je koeci-
ent determinace R2i ve vzorci (3.12) nulový a tedy rozptyl odhadu koeci-
entu bOLS (i) je 2. Pokud se koecient determinace ve vzorci (3.12) blí¾í
1, zhor¹uje nám vzájemný vztah mezi vysvìtlujícími promìnnými rozptyl
odhadu bOLS (i). Jak uvádí Hebák a Hustopecký [10] (str. 309), pokud je
inaèní faktor vìt¹í ne¾ 5 a¾ 10, pova¾ujeme inaèní èíslo za vysoké a vliv
multikolinearity na rozptyl odhadu regresních koecientù za podstatný.
Zajímáme-li se o to, jaká je závislost mezi i-tou a j-tou promìnnou s vy-
louèením vlivu ostatních promìnných, budou nás zajímat výbìrové koeci-
enty parciální korelace. Tyto dostaneme tak, ¾e transformujeme prvky in-
verzní matice k výbìrové korelaèní matici na výbìrové koecienty parciální
korelace, jak uvádí Andìl [2] v kapitole 6.4 na stranì 97, a výbìrové koeci-
enty parciální korelace budou rovny
rij =
 rijp
rii
p
rjj
; i; j = 1; : : : p: (3.13)
Opìt pøedpokládáme, ¾e vysvìtlující promìnné, jejich¾ realizace máme k dis-
pozici, mají sdru¾ené normální rozdìlení. Jestli¾e platí, ¾e populaèní koeci-
ent parciální korelace ij = 0 a n > p+ 2, má statistika
tij =
rijq
1  r2ij
p
n  p  2 (3.14)
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Studentovo rozdìlení o n  p  2 stupních volnosti.
Pro v¹echny uvedené statistické testy jsme pøedpokládali, ¾e vysvìtlu-
jící promìnné, jejich¾ realizace máme k dispozici, mají sdru¾ené normální
rozdìlení. Farrar a Glauber v èlánku [6] doporuèují se na tyto indikátory
multikolinearity podívat i bez splnìní tohoto pøedpokladu.
Jiný pøístup k odhalení multikolinearity uvádí napø. Zvára [25] v kapitole
11.2 na stranách 159-162 a Naes a Mevik v èlánku [15]. Vycházejí pøitom
z vlivu multikolinearity na hodnoty vlastních èísel matice X0X. Denujeme
indexy podmínìnosti matice X0X jako pomìry nejvìt¹ího vlastního èísla ma-
tice X0X ku ostatním vlastním èíslùm
i =
21
2i
=

1
i
2
; 1 < i  p; (3.15)
a èíslo podmínìnosti p matice X jako pomìr odmocnin nejvìt¹ího a nejmen-
¹ího vlastního èísla matice X0X
p =
p
p
=
1
p
: (3.16)
Pokud je èíslo podmínìnosti matice X velké, naznaèuje to pøítomnost mul-
tikolinearity. V knize Hebák a Hustopecký [10] (pøíklad na str. 311) mù¾eme
najít doporuèení, ¾e pokud p pøesáhne hodnotu 30, p > 30, pak vliv mul-
tikolinearity na kvalitu odhadu regresních koecientù pova¾ujeme za vá¾ný.
Kapitola 4
Metoda nejmen¹ích ètvercù
Popis normálního lineárního modelu a odvození odhadù parametrù pomocí
metody nejmen¹ích ètvercù (Ordinary Least Squares) jsme si ukázali v ka-
pitole 2, pøípadnì jej mù¾eme nalézt napø. v knize Andìl [2] v kapitole 5 od
strany 79 nebo v knize Zvára [25] od strany 20. Zde je¹tì doplníme odvození
støední kvadratické chyby odhadu støední hodnoty vysvìtlované promìnné.
Tento odhad oznaèíme y^ s dolním indexem podle metody, kterou jsme jej
vytvoøili.
Støední kvadratickou chybu odhadu T parametru  si denujeme jako
(napø. v knize Hebák a Hustopecký [10] na str. 79 nebo Andìl [2] na str. 35)
MSE (T) = E
 
(T  ) (T  )0
= Var(T) + (ET  ) (ET  )0
= Var(T) + (bias(T)) (bias(T))0 ; (4.1)
kde první èlen pøedstavuje rozptyl odhadu T a druhý èlen kvadrát vychýlení
odhadu T.
Støední kvadratickou chybu odhadu bOLS jsme si vlastnì ji¾ odvodili ve
vzorci (2.14) (odhad je nestranný). Máme-li odhad bOLS vektoru regresních
parametrù  v modelu (2.5), potom pro odhad y^OLS støední hodnoty vy-
svìtlované promìnné platí vztah
y^OLS = XbOLS: (4.2)
Proto¾e v modelu (2.5) je bOLS nejlep¹í nestranný lineární odhad parame-
tru , pak i y^OLS je nejlep¹í nestranný lineární odhad støední hodnoty vy-
svìtlované promìnné X. Nestrannost odhadu znamená, ¾e vychýlení od-
hadu je nulové, tj. bias (y^OLS) = 0. Støední kvadratickou chybu odhadu y^OLS
14
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mù¾eme pomocí rovnice (2.14) zapsat jako
MSE (y^OLS) = Var (y^OLS) + (bias (y^OLS)) (bias (y^OLS))
0
= Var (y^OLS) + 0
= Var (XbOLS)
= XVar (bOLS)X
0
= 2X (X0X) 1X0: (4.3)
Pou¾ijeme znaèení zavedené pro spektrální rozklad matice X0X v (2.24) a
pro rozklad matice X podle singulárních hodnot v (2.26) a dostáváme
MSE (y^OLS) = 
2X
 
pX
i=1
1
2i
qiq
0
i
!
X0
= 2
pX
i=1
1
2i
Xqiq
0
iX
0
= 2UU0; (4.4)
z èeho¾ mù¾eme snadno nahlédnout, ¾e multikolinearita nemá vliv na rozptyl
(respektive støední kvadratickou chybu) odhadu støední hodnoty vektoru y.
Dále se tedy budeme zabývat vlivem multikolinearity na odhad regres-
ních koecientù . V pøípadì, ¾e nìkterá vlastní èísla matice X0X jsou velmi
malá, mù¾e být z hlediska støední kvadratické chyby výhodnìj¹í pou¾ít vy-
chýlený odhad parametru  a právì tìmto mo¾nostem se budeme vìnovat
v následujících kapitolách.
Kapitola 5
Regrese na hlavních
komponentách
Metodou hlavních komponent (Principal Component Analysis) hledáme k no-
vých regresorù t1; t2; : : : ; tk, k  p, které vystihují podstatnou èást variability
vysvìtlujících promìnných (informace z vysvìtlujících promìnných) a které
budou vzájemnì ortogonální. Zpravidla chceme zredukovat poèet nových re-
gresorù na ménì ne¾ byl poèet pùvodních vysvìtlujících promìnných p a
zároveò zachytit co nejvìt¹í mno¾ství informace z pùvodních vysvìtlujících
promìnných. Nové regresory (v metodì hlavních komponent nazývané hlavní
komponenty) následnì pou¾ijeme v lineárním modelu pro odhad støední hod-
noty vysvìtlované promìnné. V závìru kapitoly si popí¹eme metody pro volbu
vhodného poètu hlavních komponent.
Cílem metody hlavních komponent je nalézt nové regresory jako lineární
kombinace pùvodních vysvìtlujících promìnných, které jsou vzájemnì orto-
gonální a vysvìtlují maximum celkového rozptylu pùvodních vysvìtlujících
promìnných. Získáme je postupnì tak, ¾e první hlavní komponenta vystihuje
co nejvíce celkové variability vysvìtlujících promìnných. Druhá komponenta
bude ortogonální na první komponentu a vystihuje maximum zbývající vari-
abity vysvìtlujících promìnných (èást variability vysvìtlujících promìnných,
která nebyla vysvìtlena první hlavní komponentou), atd., v¾dy ka¾dá dal¹í
komponenta je ortogonální s pøedchozími komponentami a vystihuje maxi-
mální mno¾ství variability neobsa¾ené v pøedchozích komponentách.
V praxi máme realizace vysvìtlujících promìnných v matici X a konstru-
ujeme výbìrové hlavní komponenty. Hledáme vektory koecientù ci; c0ici = 1,
lineárních kombinací sloupcù matice X takové, aby pro výbìrové hlavní kom-
ponenty ti = Xci platila ortogonalita
t0itj = 0; i < j; (5.1)
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a zároveò aby kvadrát euklidovské normy výbìrové hlavní komponenty ti
(vektoru pozorování odhadnuté i-té hlavní komponenty)
ktik22 = c0iX0Xci (5.2)
byl maximální. Podmínku ortogonality (5.1) mù¾eme rozepsat jako
c0iX
0Xcj = 0; i < j
c0iRXXcj = 0; i < j: (5.3)
Pou¾ijeme-li znaèení zavedené v rovnici (2.24) (spektrální rozklad matice
X0X), pak z extremálních vlastností vlastních èísel vyplývá (viz Hebák a
Hustopecký [10], str. 374), ¾e optimální volba je ci = qi. Tedy optimální první
výbìrová hlavní komponenta ti je získána jako lineární kombinace pozorování
pùvodních vysvìtlujících promìnných (obsa¾ených v matici X) a prvního
vlastního vektoru matice X0X, tedy q1 (q1 znaèí vlastní vektor matice X0X
odpovídající nejvìt¹ímu vlastnímu èíslu 21) a zapí¹eme ji jako
t1 = Xq1: (5.4)
Analogicky druhá výbìrová hlavní komponenta bude t2 = Xq2, atd. Tak
nahradíme matici X maticí ortogonálních výbìrových hlavních komponent
T = (t1; : : : ; tp) (n  p), která má ve sloupcích jednotlivé výbìrové kompo-
nenty ti s vlastnostmi popsanými vý¹e, a maticovì ji zapí¹eme jako
T = XQ; (5.5)
kde Q je ortonormální transformaèní matice, její¾ sloupce tvoøí vlastní vek-
tory maticeX0X. MaticeQ se pøi této pøíle¾itosti nìkdy nazývá matice zátì¾í
(z anglického Loadings Matrix).
Vyu¾ijeme rozklad matice X podle singulárních hodnot (2.26) a snadno
dostaneme
T = XQ
= UQ0Q
= U: (5.6)
Tedy platí
kTk22 = T0T
= U0U
= 2: (5.7)
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Jinými slovy, euklidovská norma na druhou (co¾ je pro nenáhodný centrovaný
vektor analogie rozptylu) výbìrové hlavní komponenty ti je rovna vlastnímu
èíslu 2i .
Dokud pøedpokládáme k = p, mù¾eme lineární model (2.5) pøepsat jako
y = X + "
= TQ0 + "
= T + ": (5.8)
Odhad parametru  metodou nejmen¹ích ètvercù v modelu (5.8) oznaèíme
bPCR a získáme jej jako
bPCR = (T
0T) 1T0y (5.9)
a platí pro nìj
bPCR = (T
0T) 1T0y
= (Q0X0XQ) 1Q0X0y
= Q 1 (X0X) 1Q0 1Q0X0y
= Q0bOLS: (5.10)
Rozptyl tohoto odhadu dostáváme z (5.7) a z (5.9) jako
Var (bPCR) = Var

(T0T) 1T0y

= 2 (T0T) 1
= 2
 
2
 1
; (5.11)
tedy rozptyly odhadù regresních koecientù mù¾eme zapsat jako
Var (bPCR (i)) =
2
2i
: (5.12)
Dodejme je¹tì, ¾e odhad støední hodnoty vysvìtlované promìnné pomocí
regrese na p výbìrových hlavních komponentách oznaèíme y^PCR a spoèteme
jej jako
y^PCR = TbPCR; (5.13)
co¾ v pøípadì, ¾e matice T má ve sloupcích p výbìrových hlavních kom-
ponent, není nic jiného ne¾ odhad støední hodnoty vysvìtlované promìnné
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metodou nejmen¹ích ètvercù
y^PCR = T (T
0T) 1T0y
= XQ (Q0X0XQ) 1Q0X0y
= XQQ 1 (X0X) 1Q0 1Q0X0y
= X (X0X) 1X0y
= y^OLS: (5.14)
Pøejdìme nyní k redukci poètu pou¾itých výbìrových hlavních kompo-
nent. Oznaèíme Q = (Qk;Qp k), kde matice Qk = (q1; : : : ;qk) (p  k) má
ve sloupcích prvních k vlastních vektorù matice X0X odpovídajících k nej-
vìt¹ím vlastním èíslùm 21; : : : ; 
2
k a maticeQp k = (qk+1; : : : ;qp) (p(p k))
má ve sloupcích vlastní vektory qk+1; : : : ;qp matice X0X odpovídající vlast-
ním èíslùm 2k+1; : : : ; 
2
p. Podobnì rozdìlíme matici T = (Tk;Tp k) na matici
Tk = (t1; : : : ; tk) (n k), která má ve sloupcích prvních k výbìrových hlav-
ních komponent, a na matici Tp k = (tk+1; : : : ; tp) (n (p k)), která má ve
sloupcích zbylých p  k výbìrových hlavních komponent. Dále zavedeme 2k
jako ètvercovou podmatici (kk) matice 2, která má na diagonále prvních
k vlastních èísel matice X0X, 21; : : : ; 
2
k.
Odhad parametru k = (

1 ; : : : 

k)
0 metodou nejmen¹ích ètvercù v mo-
delu regrese na prvních k výbìrových hlavních komponentách získáme jako
bPCRk = (T
0
kTk)
 1
T0ky; (5.15)
co¾ díky tomu, ¾e výbìrové hlavní komponenty jsou na sebe kolmé, nezna-
mená nic jiného, ne¾ ¾e bPCRk tvoøí prvních k slo¾ek vektoru bPCR. Rozptyl
bPCRk si podle (5.11) snadno odvodíme jako
Var (bPCRk) = 
2
 
2k
 1
: (5.16)
Pøejdeme-li k odhadu støední hodnoty vysvìtlované promìnné v modelu
regrese na prvních k výbìrových hlavních komponentách, získáme tento od-
had jako
y^PCRk = TkbPCRk
= Tk (T
0
kTk)
 1
T0ky (5.17)
a jeho rozptyl snadno dostaneme ze vzorcù (5.17) a (5.16) jako
Var (y^PCRk) = 
2
kX
i=1
1
2i
Xqiq
0
iX
0: (5.18)
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Vychýlení tohoto odhadu spoèteme podle vìty 7.1 o vychýlení odhadù, platí-
li ¹ir¹í model, v knize Zvára [25] na stranách 82 a¾ 83, nebo jednodu¹e pomocí
(4.1), (5.10) a z nestrannosti odhadu støední hodnoty y metodou nejmen¹ích
ètvercù dostáváme
bias (y^PCRk) = E (TkbPCRk) X
= TkE (bPCRk) X
= TkE (Q
0
kbOLS) X
= TkQ
0
k  X
= XQkQ
0
k  XQQ0
=  
pX
i=k+1
Xqiq
0
i: (5.19)
Pou¾ít pro odhad støední hodnoty vysvìtlované promìnné regresi na k
prvních výbìrových hlavních komponentách místo odhadu metodou nejmen-
¹ích ètvercù se nám vyplatí v pøípadì, ¾e matice rozdílu
MSE (y^OLS) MSE (y^PCRk) > 0 (5.20)
bude pozitivnì denitní matice. To nastane v pøípadì, ¾e matice
2
pX
i=k+1
1
2i
Xqiq
0
iX
0  
 
pX
i=k+1
Xqiq
0
i
! 
pX
i=k+1
Xqiq
0
i
!0
(5.21)
bude pozitivnì denitní.
Volba vhodného poètu výbìrových hlavních komponent k se v praxi pro-
vádí pomocí køí¾ového ovìøení. Popis metody a doporuèení, jakým zpùsobem
vybírat poèet nových regresorù k v modelu regrese na výbìrových hlavních
komponentách a regrese pomocí parciálních nejmen¹ích ètvercù mù¾eme na-
lézt v èlánku [14]. V tomto èlánku Mevik a Cederkvist pova¾ují za nejvhod-
nìj¹í metodu þLeave One Outÿ, pøípadnì metodu desetislo¾kového køí¾ového
ovìøení. V kapitole 8 vìnované praktickým pøíkladùm zpracovaným v pro-
gramu R proto budeme pou¾ívat metodu køí¾ového ovìøení þLeave One Outÿ.
Data si rozdìlíme na dvì èásti { i-té pozorování ponecháme stranou a v¹echna
ostatní pozorování pou¾ijeme pro odhad parametrù modelù s rùzným poètem
hlavních komponent. Potom spoèteme pøedpovìdi modelù pro vynechané i-
té pozorování y^i a spoèteme kvadrát chyby pøedpovìdi pro toto pozorování
(y^i   yi)2. V¹e provedeme postupnì pro jednotlivá pozorování a podle støední
kvadratické chyby pøedpovìdí (pro vynechaná pozorování) jednotlivých mo-
delù vybereme model s nejmen¹í støední kvadratickou chybou pøedpovìdí.
Kapitola 6
Metoda parciálních nejmen¹ích
ètvercù
Pøesto¾e je multikolinearita vlastnost vysvìtlujících promìnných, následující
metoda se s ní bude vyrovnávat i s pøihlédnutím k hodnotám vysvìtlované
promìnné. Postupná konstrukce výbìrových hlavních komponent je velmi
blízká hledání nových regresorù v následující metodì { pøi odhadech regres-
ních parametrù pomocí parciálních nejmen¹ích ètvercù (Partial Least Squares
Regression). U regrese na výbìrových hlavních komponentách jsme hledali
koecienty lineární kombinace ci; c0ici = 1, sloupcù matice X takové, aby
pro nové ortogonální regresory ti = Xci platilo, ¾e vystihují maximum (vý-
bìrové) variability vysvìtlujících promìnných. To nám ov¹em nezaruèí, ¾e
nové prediktory budou vhodné i pro odhad støední hodnoty vysvìtlované
promìnné. U metody parciálních nejmen¹ích ètvercù proto nové regresory
hledáme s pøihlédnutím k hodnotám vysvìtlované promìnné a doufáme, ¾e
tak získáme lep¹í odhad støední hodnoty vysvìtlované promìnné (lep¹í ve
smyslu men¹í støední kvadratické chyby).
Cílem metody parciálních nejmen¹ích ètvercù je nalézt nové regresory
f1; f2; : : : ; fk, k  p, jako lineární kombinace pùvodních hodnot vysvìtlujících
promìnných (sloupcù matice X)
fi = Xci; (6.1)
které jsou vzájemnì ortogonální (stejnì jako (5.1))
f 0ifj = 0; i < j; (6.2)
a jsou u¾iteèné pro odhad støední hodnoty vysvìtlované promìnné. Postupu-
jeme tak, jak je uvedeno v èlánku Garthwaite [9] (v kapitole 2 na stranách
123 a¾ 124) a je¹tì lépe vysvìtleno v knize Rao, Toutenburg, Shalabh, Heu-
mann [17] (v kapitole 3.14.4 na stranách 84-87).
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Nové regresory vytváøíme postupnì, nejprve se podívejme na f1. Vychá-
zíme z my¹lenky, ¾e z hodnot ka¾dé jednotlivé vysvìtlující promìnné chceme
získat maximální mo¾nou informaci pro odhad støední hodnoty vysvìtlované
promìnné. První nový odhadnutý regresor získáme jako
f1 =
pX
j=1
w1jbOLS1jx1j; (6.3)
kde w1i jsou váhy (mohou být stanoveny rùznì podle zvoleného druhu metody
parciálních nejmen¹ích ètvercù a nejèastìji pou¾ívané váhy jsou wij = 1p),
x1j = xj je vektor pozorování j-té vysvìtlující promìnné (j-tý sloupec matice
X) a bOLS1j je regresní koecient z lineární regrese y na hodnotách jediné vy-
svìtlující promìnné xj. Jinými slovy: nový regresor jsme získali jako vá¾enou
lineární kombinaci (nejèastìji prùmìr) p odhadù støední hodnoty vysvìtlo-
vané promìnné z modelù lineární regrese y na hodnotách jediné vysvìtlující
promìnné xj.
Druhý nový regresor získáme tak, ¾e vyu¾ijeme odhadu zbývající infor-
mace z maticeX a vektoru y po odeètení informace vysvìtlené prvním novým
regresorem f1. Do druhého kroku vstupujeme s promìnnými x2j, které se rov-
nají vektoru reziduí z regrese x1j (= xj) na f1. Namísto hodnot vysvìtlované
promìnné y do druhého kroku vstupuje vektor reziduí z regrese y na f1,
který oznaèíme y2. Dále postupujeme podobnì jako pro první nový regresor
{ regresí y2 na x2j odhadneme bOLS2j a druhý regresor se bude rovnat
f2 =
pX
j=1
w2jbOLS2jx2j: (6.4)
Dal¹í nové regresory sestrojíme analogickým postupem. Namísto vektoru yi
pou¾ijeme vektor yi+1, který je roven reziduím z regrese yi na fi a jako nové
hodnoty vysvìtlující promìnné xi+1j; j = 1; : : : p, pou¾ijeme vektory reziduí
z regrese xij na fi.
Vzhledem k tomu, ¾e vektor reziduí je v klasickém lineárním modelu ne-
korelovaný s prediktory (napø. vìta 2.2 o reziduích v knize Zvára [25] na
stranì 14), je splnìna podmínka ortogonality nových regresorù. A díky orto-
gonalitì nových regresorù jsme podobnì jako v kapitole 5 odstranili problémy
zpùsobené multikolinearitou.
Postupem vý¹e jsme vytvoøili p nových regresorù, které uspoøádáme jako
sloupce do matice F. Dále ji¾ postupujeme analogicky jako v kapitole 5.
Model regrese pomocí parciálních nejmen¹ích ètvercù mù¾eme zapsat jako
y = FM + "M (6.5)
KAPITOLA 6. METODA PARCIÁLNÍCH NEJMEN©ÍCH ÈTVERCÙ 23
a odhad parametru M metodou nejmen¹ích ètvercù v modelu (6.5) oznaèíme
bPLS a získáme jej jako
bPLS = (F
0F) 1F0y: (6.6)
Odhad støední hodnoty vysvìtlované promìnné oznaèíme y^PLS a spoèteme
jej jako
y^PLS = F
0bPLS: (6.7)
Nyní podobnì jako u regrese na výbìrových hlavních komponentách budeme
hledat l, l < p, men¹í poèet nových regresorù.
Pøi odhadu pomocí parciálních nejmen¹ích ètvercù obvykle potøebujeme
men¹í poèet nových regresorù l, ne¾ potøebujeme u regrese na výbìrových
hlavních komponentách. Vyplývá to ze zpùsobu, jakým byly tyto regresory
sestrojeny. Výbìrové hlavní komponenty byly konstruovány nezávisle na hod-
notách vysvìtlované promìnné a tedy jich obvykle potøebujeme vìt¹í nebo
stejný poèet pro vyjádøení vztahu s vysvìtlovanou promìnnou ne¾ je tomu
u umìlých regresorù získaných metodou parciálních nejmen¹ích ètvercù. Op-
timální poèet nových regresorù dostaneme pomocí køí¾ového ovìøení, jak bylo
popsáno v závìru kapitoly 5.
Na závìr uvedeme literaturu roz¹iøující uvedený text. V èlánku [1] Abdi
popisuje situaci, kdy máme více ne¾ jednu vysvìtlovanou promìnnou. V èlán-
ku [4] Butler a Denham odhalují podstatu zmen¹ení rozptylu odhadu pomocí
parciálních nejmen¹ích ètvercù a zaobírají se situací, kdy odhady pomocí
parciálních nejmen¹ích ètvercù fungují ¹patnì.
Kapitola 7
Høebenová regrese
Høebenová regrese (Ridge Regression) je metoda odvozená od metody nej-
men¹ích ètvercù. Od regrese na hlavních komponentách a regrese metodou
parciálních nejmen¹ích ètvercù se li¹í tím, ¾e nespoèívá na principu transfor-
mace vysvìtlujících promìnných na nové promìnné. Je zalo¾ená na jednodu-
ché my¹lence, ¾e pokud máme problémy s hledáním inverzní matice k matici
X0X, zkusíme nepatrnì zmìnit její diagonální prvky (pøièteme kladnou hod-
notu  ke ka¾dému diagonálnímu prvku matice X0X) a výpoèet inverzní
matice pak bude numericky stabilnìj¹í.
Odhad parametrù v modelu høebenové regrese mù¾eme vyjádøit jako
bRR = (X
0X+ Ip)
 1
X0y; (7.1)
kde  > 0 je parametr høebenové regrese a Ip oznaèuje jednotkovou matici
rozmìrù p  p. Ze vzorce (7.1) snadno mù¾eme nahlédnout, ¾e pokud by 
bylo nulové,  = 0, odhad bRR bude roven odhadu pomocí metody nejmen¹ích
ètvercù. Pokud  !1, pak pro odhad bRR platí bRR ! 0.
Vyjádøíme vzájemný vztah odhadu metodou nejmen¹ích ètvercù (2.12) a
odhadu pomocí høebenové regrese (7.1) a dostáváme
bRR = (X
0X+ Ip)
 1
X0y
= (X0X+ Ip)
 1
X0X (X0X) 1X0y
= (X0X+ Ip)
 1
X0XbOLS: (7.2)
Odhad parametrù v modelu høebenové regrese je vychýlený. Jeho støední
kvadratickou chybu odvodíme podle vzorce (4.1) jako
MSE (bRR) = Var (bRR) + bias (bRR) bias (bRR)
0 ; (7.3)
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kde jednotlivé èleny jsou { rozptyl
Var (bRR) = Var

(X0X+ Ip)
 1
X0y

= (X0X+ Ip)
 1
X0Var (y)X (X0X+ Ip)
 1
= 2 (X0X+ Ip)
 1
X0X (X0X+ Ip)
 1 (7.4)
a vychýlení
bias (bRR) = E (bRR)  
= (X0X+ Ip)
 1
X0Ey   
= (X0X+ Ip)
 1
X0X   
= (X0X+ Ip)
 1
(X0X  X0X   Ip)
= (X0X+ Ip)
 1
( Ip)
=   (X0X+ Ip) 1 : (7.5)
Po dosazení do vzorce (7.3) dostáváme
MSE (bRR) = 
2 (X0X+ Ip)
 1
X0X (X0X+ Ip)
 1
+
+ 2 (X0X+ Ip)
 1
0 (X0X+ Ip)
 1
= (X0X+ Ip)
 1  
2X0X+ 20

(X0X+ Ip)
 1
: (7.6)
Porovnáme odhad metodou nejmen¹ích ètvercù (2.12) s odhadem pomocí
høebenové regrese (7.1). Pokud bude matice rozdílu
MSE (bOLS) MSE (bRR) > 0 (7.7)
pozitivnì denitní, bude výhodnìj¹í vyu¾ít odhad metodou høebenové re-
grese. V opaèném pøípadì je z hlediska støední kvadratické chyby vhodnìj¹í
pou¾ít odhad metodou nejmen¹ích ètvercù. Výraz (7.7) rozepí¹eme podle
(2.14) a vyu¾ijeme fakt, ¾e odhad bOLS je nestranný (vychýlení odhadu
bias (bOLS) = 0, tedy MSE (bOLS) = Var (bOLS)) a dále s vyu¾itím pøe-
pisu Var (bOLS) na
Var (bOLS)
= 2 (X0X) 1
= 2 (X0X+ Ip)
 1
(X0X+ Ip) (X0X)
 1
(X0X+ Ip) (X0X+ Ip)
 1
= 2 (X0X+ Ip)
 1

Ip +  (X
0X) 1

(X0X+ Ip) (X0X+ Ip)
 1
= 2 (X0X+ Ip)
 1

X0X+ 2Ip + 2 (X0X)
 1

(X0X+ Ip)
 1 (7.8)
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dostáváme
MSE (bOLS) MSE (bRR)
= Var (bOLS) 
 
Var (bRR) + bias (bRR) bias (bRR)
0
= (X0X+ Ip)
 1

2X0X+ 22Ip + 22 (X0X)
 1

(X0X+ Ip)
 1 
  (X0X+ Ip) 1
 
2X0X+ 20

(X0X+ Ip)
 1
= (X0X+ Ip)
 1

22Ip + 
22 (X0X) 1   20

(X0X+ Ip)
 1 (7.9)
Výraz (7.9) je pozitivnì denitní, pokud
22Ip + 
22 (X0X) 1   20 (7.10)
je pozitivnì denitní. Dospìli jsme tedy k tomu, co uvádí Theobald [23] ve
vìtì 2 na stranì 105 { (7.10) je pozitivnì denitní, pokud
22Ip   0 (7.11)
je pozitivnì denitní (nebo» 22 (X0X) 1 je pozitivnì denitní).
Doplòme je¹tì, ¾e odhad y^RR v lineárním modelu høebenové regrese mù-
¾eme zapsat jako
y^RR = XbRR: (7.12)
Støední ètvercovou chybu odhadu y^RR odhadneme z (7.12) a (7.6) jako
MSE (y^RR) = XMSE (bRR)X
0: (7.13)
Existuje nìkolik zpùsobù, jak zvolit hodnotu parametru . V knihovnì
MASS programu R máme v souèasné dobì k dispozici tøi metody { þmodi-
ed HKB estimatorÿ, þmodied L-W estimatorÿ a þsmallest value of GCVÿ.
Hodnoty spoètené tìmito metodami se mohou vzájemnì znaènì li¹it. Navíc
je zde uva¾ovaná jiná parametrizace matice _X, a to její z-skóry s hodnotou
n namísto n   1 ve vzorci (2.1) a s hodnotou n na diagonále. Odhady pa-
rametru  v na¹í parametrizaci dostaneme jako 1=n-násobek odhadù vý¹e.
Proto je lep¹í brát tyto hodnoty pouze jako orientaèní a hodnotu parametru
 zvolit podle grafu tzv. høebenových stop (Ridge traces), co¾ je graf hodnot
odhadù jednotlivých regresních parametrù bRR (i) ; i = 1; : : : p, v závislosti na
hodnotách parametru . Sna¾íme se podle grafu zvolit takové nejmen¹í , pro
které jsou odhady parametru  stabilní.
Základní informace o høebenové regresi jsme èerpali z knih Zvára [25] ka-
pitola 11.5 na stranách 166-169 a Zvára [26] kapitola 9.3 na stranách 139-145,
pøedná¹ek Stuetzle [20] a èlánku Vinod [24] na stranách 121-124. V pøedná¹-
kách Stuetzle [20] mù¾eme nalézt popis optimalizaèní úlohy s omezeními a
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øe¹ení Lagrangeovy rovnice pro høebenovou regresi. V èlánku Vinod [24] je
uvedena Bayesovská interpretace høebenové regrese, diskuse k pou¾ití stan-
dardizace dat a dal¹í mo¾ná roz¹íøení { zobecnìná høebenová regrese (Gene-
ralized Ridge Regression), iterativní zobecnìná høebenová regrese (Iterative
Generalized Ridge Regression) a Steinùv-Rulùv odhad (Stein-Rule Estima-
tor). Vysvìtlení geometrie høebenových stop (Ridge Traces) mù¾eme nalézt
v èlánku Swindel [22] na stranách 13-14.
Kapitola 8
Zpracování dat
Metody pøedstavené v pøedchozích kapitolách si ilustrujeme na pøíkladu.
K dispozici máme data o poboèkách sázkové kanceláøe Chance z období
ètvrtého ètvrtletí roku 2008 a¾ tøetího ètvrtletí roku 2009. Budeme hledat
model závislosti výnosnosti poboèky na otevírací dobì jednotlivých poboèek
a na veøejnì dostupných informacích (napø. geograckých a demograckých)
o mìstì, ve kterém je poboèka umístìna. Jako kritérium výnosnosti poboèky
jsme si stanovili objem vsazených penìz na dané poboèce { tento objem bude
na¹í vysvìtlovanou promìnnou.
Pøehled promìnných obsa¾ených v pùvodním datovém souboru, který
jsme dostali ke zpracování, mù¾eme najít v seminární práci [12] v kapitole 3
na stranì 9. Data obsahovala údaje o poboèkách { mìsto, okres, kraj, ote-
vírací doba, poèet dní, kdy mìla poboèka otevøeno { a údaje, které zøejmì
zpracovatelé seminární práce doplnili sami { poèet obyvatel v obci, rozloha
obce, prùmìrný plat v kraji v roce 2004 a 2009, prùmìrný plat v okrese v roce
2005.
Vzhledem k tomu, ¾e tyto doplnìné údaje nemají velkou podrobnost
(vztahují se ke kraji nebo okresu), rozhodli jsme se doplnit data o podrobnìj¹í
údaje z veøejnì dostupných zdrojù. Zdrojem nových dat pro nás byl Èeský
statistický úøad a vyu¾ili jsme veøejnì pøístupných dat uvedených na jeho
internetových stránkách [5]. Nahradili jsme údaje o nezamìstnanosti v kraji
a dlouhodobé nezamìstnanosti v kraji údaji o nezamìstnanosti v obci v roce
2008 (v procentech) a údaji o nezamìstnanosti del¹í ne¾ dvanáct mìsícù
v obci v roce 2008 (v procentech). Ponechat jsme se rozhodli prùmìrnou
mzdu v okresech z roku 2005, nebo» novìj¹í údaje o mzdì v okresech nejsou
na stránkách ÈSÚ k dispozici. Vzhledem k podobné nároènosti (a jistotì
správnosti údajù, které jsme nalezli sami), jsme nahradili i pùvodní údaje
o poètu obyvatel v obci a rozloze obce údaji z roku 2008. Jako nové promìnné
jsme doplnili údaje ze sèítání lidu z roku 2001 o vzdìlání lidí v okresech {
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základní vzdìlání a støedo¹kolské vzdìlání v procentech. Jako støedo¹kolské
vzdìlání uvádíme støedo¹kolské vzdìlání spolu se støedo¹kolským vzdìláním
s maturitou.
Nahrazením údajù o krajích nebo okresech údaji o konkrétních obcích
jsme chtìli dosáhnout lep¹í mo¾nosti rozli¹ovat mezi poboèkami. Datový sou-
bor ov¹em obsahuje velmi málo konkrétních údajù o konkrétní poboèce. Na-
pøíklad je z pohledu dat nemo¾né rozli¹it poboèky ve vìt¹ích mìstech, nebo»
údaje o mìstech (poèet obyvatel, nezamìstnanost, atd.) mají uvedeny stejné.
Datový soubor nerozli¹uje jednotlivé mìstské èásti, ale pouze mìsta.
8.1 Úpravy a popisné statistiky dat
Ke ka¾dé z 410 poboèek uva¾ujeme následující údaje:
Promìnná Vysvìtlení
vsazeno vsazená èástka za sledované období (vy-
svìtlovaná)
bar umístìní poboèky (sbìrny) v baru
tymova poboèku neprovozuje pøímo Chance
synot ivt v poboèce se nachází terminál konkurenèní
sázkové kanceláøe Synot
sazka ivt v poboèce se nachází terminál konkurenèní
sázkové kanceláøe Sazka
online poboèka má pevné pøipojení na internet
pocet ve meste poèet poboèek v daném mìstì
pocet dni otevreno poèet dní v roce, kdy mìla poboèka otevøeno
otevreno po pa souèet otevíracích dob od pondìlí do pátku
otevreno so ne souèet otevíracích dob v sobotu a nedìli
pocet obyvatel obec 2008 poèet obyvatel obce v roce 2008
nezamestnanost obec 2008 nezamìstnaní v obci v roce 2008, procenta
nezamestnanost 12M
obec 2008
nezamìstnaní déle ne¾ 12 mìsícù v obci
v roce 2008, procenta
prumerny plat okres 2005 prùmìrný plat v okrese v roce 2005
zakladni vzdelani
okres 2001
lidé se základním vzdìláním v okrese v roce
2001, procenta
stredni vzdelani
okres 2001
lidé se støedo¹kolským vzdìláním v okrese
v roce 2001, procenta
rozloha obec 2008 rozloha obce v roce 2008
Prohlédnìme si na¹e data. Podíváme se na krabicové grafy hodnot pro-
mìnné vsazeno v závislosti na hodnotách diskrétních promìnných (obrá-
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Obrázek 8.1: Závislost vsazených èástek na hodnotách diskrétních promìn-
ných.
zek 8.1) a na bodové grafy dvojic spojitých promìnných (obrázky 8.2 a 8.3).
Vzhledem k velkému rozpìtí hodnot u promìnných udávajících poèet oby-
vatel v obci v roce 2008 a rozlohu obce jsme se rozhodli tyto promìnné
transformovat logaritmickou transformací. Podobnì transformujeme samot-
nou vysvìtlovanou promìnnou { jako vysvìtlovanou promìnnou tedy uva-
¾ujeme logaritmus vsazených èástek. Ostatní promìnné jsme ponechali bez
transformace a popisné statistiky celého souboru mù¾eme vidìt v tabulce 8.1.
Vzhledem k tomu, ¾e máme k dispozici spojité vysvìtlující promìnné a
diskrétní vysvìtlující promìnné, které mohou nabývat pouze dvou hodnot 0 a
1 (bar, tymova, synot ivt, sazka ivt, online), oddìlíme pøístup k tìmto dvìma
skupinám vysvìtlujících promìnných. Budeme se zabývat zvlá¹» spojitými
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Obrázek 8.2: Bodové grafy dvojic promìnných, 1. èást.
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Obrázek 8.3: Bodové grafy dvojic promìnných, 2. èást.
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Min. 1st Qu. Median Mean 3rd Qu. Max.
bar 0 0 0 0.3098 1 1
synot ivt 0 0 0 0.0463 0 1
sazka ivt 0 0 0 0.1512 0 1
tymova 0 0 0 0.0293 0 1
online 0 1 1 0.9293 1 1
pocet ve meste 1.00 2.00 6.00 20.62 26.00 92.00
pocet dni otevreno 120.0 360.0 362.0 351.6 362.0 363.0
otevreno po pa 35.00 42.00 45.00 46.15 49.00 60.00
otevreno so ne 2.00 12.00 13.00 14.37 16.00 24.00
log.pocet obyvatel obec 2008. 3.290 4.340 4.710 4.842 5.490 6.090
nezamestnanost obec 2008 2.200 4.190 6.090 6.284 8.520 13.780
nezamestnanost 12M obec 2008 0.090 0.360 0.870 1.103 1.690 4.060
prumerny plat okres 2005 14580 15909 17180 17988 19525 23792
zakladni vzdelani okres 2001 14.47 20.30 24.02 22.78 25.92 30.78
stredni vzdelani okres 2001 58.63 59.92 62.66 62.36 64.19 66.51
log.rozloha obec 2008. 3.020 3.520 3.800 3.893 4.330 4.700
Tabulka 8.1: Popisné statistiky vysvìtlujících promìnných (po pøípadné
transformaci).
vysvìtlujícími promìnnými { v jejich pøípadì budeme postupovat stejnì jako
jsme uvedli v teoretických èástech na¹í práce { a poté k nim dodateènì pøi-
dáme (centrované) diskrétní promìnné. Tedy napø. u metody regrese na hlav-
ních komponentách nejprve (pouze) ze spojitých promìnných zkonstruujeme
výbìrové hlavní komponenty, vybereme vhodný poèet výbìrových hlavních
komponent a poté jako regresory v metodì nejmen¹ích ètvercù pou¾ijeme vy-
brané hlavní komponenty a centrované hodnoty pìti diskrétních promìnných
vyjmenovaných vý¹e.
8.2 Rozdìlení dat na trénovací a testovací
Kromì interpretace závislosti hodnot vysvìtlované promìnné na hodnotách
vysvìtlujících promìnných, jsme se rozhodli podívat i na pøedpovìdi hodnot
vysvìtlované promìnné (aè tyto hodnoty nesouvisí s tématem multikolinea-
rity, o kterém je na¹e práce). Proto jsme na zaèátku rozdìlili data do dvou
disjunktních skupin { trénovací a testovací. Rozdìlení do skupin jsme genero-
vali náhodnì tak, aby v testovací skupinì bylo pøibli¾nì 25% dat a v trénovací
skupinì bylo pøibli¾nì 75% dat.
Jednotlivé modely jsme nejprve tvoøili a interpretovali na trénovací mno-
¾inì dat. V samotném závìru ka¾dé sekce jsme do ji¾ pøipravených modelù
(modelù s odhadnutými regresními koecienty) dosadili údaje z testovací
skupiny dat, porovnali pøedpovìdi vysvìtlované promìnné se skuteènì napo-
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zorovanými hodnotami a podívali jsme se na to, který z vybraných modelù
nejlépe pøedpovídá hodnoty vysvìtlované promìnné v testovací skupinì dat.
Pro jednotlivé modely porovnáme støední kvadratické chyby pøedpovìdí
MSEPmetoda =
1
ntest
ntestX
i=1
(y^i   yi)2 ; (8.1)
kde ntest je poèet pozorování v testovací skupinì a metoda oznaèuje model
pou¾itý pro výpoèet predikcí.
8.3 Diagnostika multikolinearity
Jednotlivé spojité regresory standardizujeme (získáme tak matici X) a na-
mìøené hodnoty nezávisle promìnné centrujeme (získáme tak vektor y) a
dále postupujeme tak, jak jsme uvedli v kapitole 3.
Testujeme nulovou hypotézu, ¾e populaèní korelaèní matice spojitých vy-
svìtlujících promìnných je jednotková (za pøedpokladu sdru¾ené normality).
Tedy ¾e spojité vysvìtlující promìnné jsou nezávislé.
> print(D <- det(R_XX))
[1] 1.642019e-06
> print(chi_det_R_XX<-((-1)*(n-1-(2*p+5)/6)*log(D)))
[1] 3909.298
> qchisq(1-alpha, df=(0.5*p*(p-1)))
[1] 73.3115
Hodnota determinantu maticeRXX je blízká nule a proto nás nepøekvapí,
¾e na hladinì 5% zamítáme nulovou hypotézu, ¾e populaèní korelaèní matice
je jednotková. Tedy zamítáme hypotézu, ¾e spojité vysvìtlující promìnné
jsou nezávislé. Výsledek testu je v¹ak tøeba brát s rezervou, nebo» u stan-
dardizovaných hodnot promìnných zøejmì pøedpoklad sdru¾ené normality
nebude splnìn.
Nejmen¹í vlastní èíslo matice RXX je sice malé, ale èíslo podmínìnosti
matice X má hodnotu 13.43, co¾ není vìt¹í ne¾ 30 (doporuèení Hebáka a
Hustopeckého [10] v pøíkladu na stranì 311) a tedy neindikuje pøítomnost
multikolinearity v na¹ich datech tak jednoznaènì. Hodnoty vlastních èísel
matice RXX , indexy podmínìnosti matice X0X a èíslo podmínìnosti matice
X mù¾eme vidìt ve výstupu ní¾e.
> Lambda2 <- eigen(R_XX)$values
> round(Lambda2,4)
[1] 5.3617 1.9984 1.7342 1.0075 0.2715 0.2344 0.1482 0.1013 0.0670 0.0461
[11] 0.0297
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> print(indexy_podminenosti_XX <- Lambda2[1]/Lambda2)
[1] 1.000000 2.683042 3.091684 5.321808 19.749971 22.875541
[7] 36.170279 52.952874 79.991405 116.368339 180.308112
> print(cislo_podminenosti_X <- sqrt(indexy_podminenosti_XX[p]))
[1] 13.42789
Podíváme se na inaèní faktory VIF pro jednotlivé promìnné. Vidíme, ¾e
napøíklad rozptyl odhadu regresního koecientu pro nezamìstnanost v obci
(nezamestnanost obec 2008) se pøibli¾nì 18-krát zhor¹í v dùsledku korelova-
nosti této promìnné s ostatními vysvìtlujícími promìnnými. To je pochopi-
telné, nebo» nezamìstnanost v obci bude pøinejmen¹ím úzce souviset s dlou-
hodobou nezamìstnaností v obci (nezamestnanost 12M obec 2008). Výbì-
rový korelaèní koecient mezi celkovou a dlouhodobou nezamìstnaností je
skuteènì nejvy¹¹ím (i v absolutních hodnotách) výbìrovým korelaèním ko-
ecientem mezi dvìma spojitými vysvìtlujícími promìnnými a jeho hodnota
je 0.95 (tabulka uvedena v pøilo¾eném výstupu programu R na CD).
> vif(X)
pocet_ve_meste pocet_dni_otevreno
12.444415 1.039686
otevreno_po_pa otevreno_so_ne
2.773197 3.077067
log.pocet_obyvatel_obec_2008. nezamestnanost_obec_2008
14.403184 17.923667
nezamestnanost_12M_obec_2008 prumerny_plat_okres_2005
15.432133 8.966220
zakladni_vzdelani_okres_2001 stredni_vzdelani_okres_2001
7.547677 4.502724
log.rozloha_obec_2008.
8.969781
Èíslo Promìnná Èíslo Promìnná
1 pocet ve meste 7 nezamestnanost 12M obec 2008
2 pocet dni otevreno 8 prumerny plat okres 2005
3 otevreno po pa 9 zakladni vzdelani okres 2001
4 otevreno so ne 10 stredni vzdelani okres 2001
5 log.pocet obyvatel obec 2008. 11 log.rozloha obec 2008.
6 nezamestnanost obec 2008
Tabulka 8.2: Pou¾ité èíslování spojitých vysvìtlujících promìnných.
Podle matice s prvky spoètenými ze vzorce (3.14), èíslováno dle tabulky
8.2, usoudíme, ¾e nezamìstnanost v obci souvisí také s procentem osob, které
pøi sèítání lidu v roce 2001 uvádìly jako své nejvy¹¹í dosa¾ené vzdìlání zá-
kladní vzdìlání (zakladni vzdelani okres 2001) a s logaritmem poètu obyvatel
obce (log.pocet obyvatel obec 2008). To je v souladu se zku¹eností, ¾e hùøe
KAPITOLA 8. ZPRACOVÁNÍ DAT 35
práci hledají osoby s ni¾¹ím vzdìláním a ¾e lépe se práce hledá ve vìt¹ím
mìstì, kde je obvykle více mo¾ností získat novou práci.
> round(statistika_t,2) # testova statistika, zajimame se o mimodiagonalni prvky
[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10] [,11]
[1,] Inf -0.12 0.11 -0.99 -0.23 -1.05 0.22 13.58 -4.89 -8.24 2.87
[2,] -0.12 Inf -1.93 1.68 0.46 0.00 0.07 -1.43 -0.43 0.12 0.45
[3,] 0.11 -1.93 Inf 35.64 -2.79 0.06 -0.39 2.02 -1.14 -1.71 -0.90
[4,] -0.99 1.68 35.64 Inf 5.16 0.06 0.20 -2.27 1.69 3.40 0.65
[5,] -0.23 0.46 -2.79 5.16 Inf -2.58 5.30 6.56 -5.35 -3.22 17.57
[6,] -1.05 0.00 0.06 0.06 -2.58 Inf 77.55 -0.99 2.65 -1.12 1.20
[7,] 0.22 0.07 -0.39 0.20 5.30 77.55 Inf 0.17 1.09 -1.94 -3.22
[8,] 13.58 -1.43 2.02 -2.27 6.56 -0.99 0.17 Inf -1.59 1.15 -3.97
[9,] -4.89 -0.43 -1.14 1.69 -5.35 2.65 1.09 -1.59 Inf -5.62 -0.73
[10,] -8.24 0.12 -1.71 3.40 -3.22 -1.12 -1.94 1.15 -5.62 Inf -3.80
[11,] 2.87 0.45 -0.90 0.65 17.57 1.20 -3.22 -3.97 -0.73 -3.80 Inf
> round(qt(1-alpha/2,n-p-2),2) # kvantil Studentova rozd.
[1] 1.97
8.4 Metoda nejmen¹ích ètvercù
V pøedchozí sekci jsme identikovali pøítomnost multikolinearity. Nyní se
pojïme podívat na odhady metodou nejmen¹ích ètvercù u plného modelu
s ¹estnácti vysvìtlujícími promìnnými (11 spojitých a 5 centrovaných dis-
krétních promìnných).
> summary(OLS16 <- lm(y~X_all))
Call:
lm(formula = y ~ X_all)
Residuals:
Min 1Q Median 3Q Max
-1.7177 -0.3256 0.0315 0.2712 1.2522
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -2.293e-16 2.650e-02 -8.65e-15 1.000000
X_allpocet_ve_meste -7.340e-02 9.455e-02 -0.776 0.438207
X_allpocet_dni_otevreno 4.603e-01 2.872e-02 16.027 < 2e-16 ***
X_allotevreno_po_pa 1.608e-01 4.467e-02 3.600 0.000376 ***
X_allotevreno_so_ne 1.818e-02 4.819e-02 0.377 0.706329
X_alllog.pocet_obyvatel_obec_2008. 2.216e-01 1.052e-01 2.106 0.036088 *
X_allnezamestnanost_obec_2008 -1.525e-01 1.139e-01 -1.339 0.181724
X_allnezamestnanost_12M_obec_2008 2.374e-01 1.052e-01 2.256 0.024810 *
X_allprumerny_plat_okres_2005 3.618e-02 8.031e-02 0.451 0.652657
X_allzakladni_vzdelani_okres_2001 1.443e-01 7.417e-02 1.945 0.052737 .
X_allstredni_vzdelani_okres_2001 8.766e-02 5.794e-02 1.513 0.131411
X_alllog.rozloha_obec_2008. 7.174e-02 8.046e-02 0.892 0.373361
X_allbar -2.907e-01 6.518e-02 -4.461 1.18e-05 ***
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X_allsynot_ivt -1.608e-01 1.357e-01 -1.185 0.237003
X_allsazka_ivt 1.002e-01 7.894e-02 1.269 0.205325
X_alltymova -1.014e+00 1.647e-01 -6.159 2.51e-09 ***
X_allonline 3.061e-01 1.184e-01 2.585 0.010253 *
---
Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Residual standard error: 0.4582 on 282 degrees of freedom
Multiple R-squared: 0.6799,Adjusted R-squared: 0.6617
F-statistic: 37.43 on 16 and 282 DF, p-value: < 2.2e-16
Koecient determinace plného modelu je 0.68 a tedy jsme 68% variability
y vysvìtlili pomocí závislosti na vysvìtlujících promìnných. Pro ovìøení nor-
mality reziduí z plného modelu (regresní model s plným poètem vysvìtlujících
promìnných) pou¾ijeme Shapirùv-Wilkùv test normality z knihovny stats.
Nezamítáme nulovou hypotézu, ¾e rozdìlení reziduí je normální. Normalitì
nasvìdèují i histogram reziduí a diagram normality modelu v obrázku 8.4.
> shapiro.test(rstandard(OLS16))
Shapiro-Wilk normality test
data: rstandard(OLS16)
W = 0.9909, p-value = 0.06211
Vzhledem k multikolinearitì se nám hùøe budou interpretovat koeci-
enty jednotlivých vysvìtlujících promìnných. Omezme se snad jen na po-
souzení jejich znamének { v souladu s oèekáváním (logaritmovaný) objem
sázek pozitivnì ovlivòují promìnné pocet dni otevreno, otevreno po pa, ote-
vreno so ne, logaritmus pocet obyvatel obec 2008, prumerny plat okres 2005,
zakladni vzdelani okres 2001, stredni vzdelani okres 2001. Hùøe interpreto-
vatelný je kladný koecient u rozlohy obce (rozloha obec 2008) { mù¾e na-
znaèovat, ¾e ve vìt¹ím mìstì se více sází. Podobnì je hùøe zdùvodnitelný
kladný koecient u dlouhodobé nezamìstnanosti (nezamestnanost 12M obec
2008) a zároveò záporný u celkové nezamìstnanosti (nezamestnanost obec
2008). Pochopitelný je záporný koecient u promìnné bar, tymova a sy-
not ivt, kdy umístìní v blízkosti konkurenèních mo¾ností, kam investovat
peníze, zøejmì bude sni¾ovat mno¾ství vsazených penìz u sázkové kanceláøe
Chance. Neèekaný je naopak kladný koecient u promìnné sazka ivt, kdy
pøítomnost konkurenèního terminálu Sazky by mìla mno¾ství vsazených pe-
nìz spí¹e sni¾ovat. Je tøeba ale podotknout, ¾e u koecientù, které se jeví
statisticky nevýznamné, nemusí mít ani znaménko jejich odhadu velkou vy-
povídací hodnotu.
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Obrázek 8.4: Histogram a normální diagram reziduí v plném modelu OLS.
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Obrázek 8.5: Pøedpovìdi plného OLS modelu pro testovací skupinu dat.
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Pokud pou¾ijeme tento model k pøedpovìdím pro testovací skupinu dat a
porovnáme pøedpovìdi se skuteènými logaritmovanými objemy sázek, dosta-
neme výsledky v obrázku (8.5). Støední kvadratická chyba predikce odhadu
metodou nejmen¹ích ètvercù pro testovací skupinu dat je 0.25042.
> predikce_y_OLS16 <- bar_y + X_all_test %*% OLS16$coef[2:17]
> print(MSEP_OLS16 <- 1/n_test * sum((predikce_y_OLS16 - y_test_dot)^2))
[1] 0.2504191
8.5 Regrese na hlavních komponentách
Pro metodu regrese na hlavních komponentách jsme se rozhodli vyu¾ít kni-
hovny pls v programu R. Podívejme se nejprve na regresi na v¹ech výbì-
rových hlavních komponentách, i kdy¾ ji¾ podle vlastních èísel matice RXX
uvedených v sekci 8.3 tu¹íme, ¾e pro vysvìtlení variability y bude postaèovat
men¹í poèet výbìrových hlavních komponent.
> T<-X%*%Q
> summary(pcr(y~T, validation="LOO"))
Data: X dimension: 299 11
Y dimension: 299 1
Fit method: svdpc
Number of components considered: 11
VALIDATION: RMSEP
Cross-validated using 299 leave-one-out segments.
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps
CV 0.7892 0.7928 0.7914 0.7678 0.5311 0.5341 0.5328
adjCV 0.7892 0.7928 0.7914 0.7678 0.5311 0.5341 0.5327
7 comps 8 comps 9 comps 10 comps 11 comps
CV 0.5318 0.5281 0.5258 0.5221 0.5240
adjCV 0.5318 0.5281 0.5258 0.5221 0.5239
TRAINING: % variance explained
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
X 48.74278 66.910 82.676 91.83 94.30 96.43 97.78 98.70
y 0.03818 1.410 8.857 55.91 56.06 56.49 57.03 57.95
9 comps 10 comps 11 comps
X 99.31 99.73 100.00
y 58.56 59.39 59.39
V obrázku 8.6 vidíme graf støední kvadratické chyby predikce pro modely
obsahující 0; 1; : : : ; 11 výbìrových hlavních komponent. Støední kvadratická
chyba predikce je poèítána metodou køí¾ového ovìøení þLeave One Outÿ uve-
denou na stranì 20 dvìma zpùsoby { bez korekce vychýlení (oznaèena jako
CV) a s korekcí vychýlení (adjCV) { oba zpùsoby v na¹em obrázku prakticky
splývají. Jak vidíme z výpisu procedury i z obrázku 8.6 { vybereme první ètyøi
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Obrázek 8.6: Výbìr poètu hlavních komponent.
výbìrové hlavní komponenty, které dohromady vysvìtlují pøibli¾nì 56% roz-
ptylu vysvìtlované promìnné. Pøíslu¹né vlastní vektory q1; : : :q4 ukazují, ko-
lik která pùvodní promìnná pøispívá k výbìrové hlavní komponentì t1; : : : t4.
Zátì¾e pro jednotlivé promìnné vidíme v obrázku 8.7, èíslování promìnných
je uvedeno v tabulce 8.2
První výbìrovou hlavní komponentu kladnì ovlivòují promìnné poèet
poboèek ve mìstì (pocet ve meste), logaritmus poètu obyvatel obce (po-
cet obyvatel obec 2008), prùmìrný plat v okrese (prumerny plat okres 2005)
a rozloha obce (rozloha obec 2008). Naopak zápornì ji ovlivòují nezamìstna-
nost (nezamestnanost obec 2008) a dlouhodobá nezamìstnanost (nezamest-
nanost 12M obec 2008), procento lidí se základním (zakladni vzdelani okres
2001) a støedo¹kolským vzdìláním v okrese (stredni vzdelani okres 2001).
První hlavní komponentu mù¾eme volnì interpretovat jako celkové mno¾ství
penìz v obci.
Druhou hlavní komponentu kladnì ovlivòují promìnné celková nezamìst-
nanost (nezamestnanost obec 2008) a dlouhodobá nezamìstnanost (nezamest-
nanost 12M obec 2008) a zápornì zejména promìnná støedo¹kolské vzdìlání
(stredni vzdelani okres 2001). Volnì ji tedy mù¾eme nazvat nezamìstnaností
podle vzdìlání.
Tøetí hlavní komponentu kladnì ovlivòují promìnné pøedstavující oteví-
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Obrázek 8.7: Graf zátì¾í u vybraných hlavních komponent.
rací dobu poboèky ve v¹ední dny (otevreno po pa) a o víkendu (otevreno so
ne). Mù¾eme si ji tedy zjednodu¹enì nazvat otevírací dobou.
Ve ètvrté komponentì pøeva¾uje záporný vliv promìnné poèet dní ote-
vøeno (pocet dni otevreno).
Ke zvoleným ètyøem hlavním komponentám pøidáme diskrétní promìnné
a výsledný model bude mít koecient determinace 66%. Pokusme se interpre-
tovat koecienty u tohoto modelu. Z výsledkù vidíme, ¾e (logaritmovaný) ob-
jem sázek výraznì ovlivòuje tøetí hlavní komponenta pracovnì nazvaná jako
otevírací doba. Se zvy¹ujícím se poètem hodin, kdy má poboèka otevøeno,
roste objem sázek. Ètvrtá hlavní komponenta (v ní¾ pøeva¾uje záporný vliv
promìnné pocet dni otevreno) má záporný koecient a tedy pøi zvy¹ujícím
se poètu otevøených dní pøedpokládáme, ¾e se bude zvy¹ovat objem sázek.
Dal¹í promìnnou s výrazným vlivem je promìnná bar. Pokud je terminál
umístìn v baru, sni¾uje se mno¾ství vsazených penìz. Je¹tì vìt¹í pokles mù-
¾eme zaznamenat, pokud poboèku neprovozuje pøímo Chance. Naopak pokud
poboèka má pevné pøipojení k internetu, objem sázek se zvy¹uje.
Pou¾ijeme tento model k pøedpovìdím pro testovací skupinu dat a po-
rovnáme pøedpovìdi se skuteènými (logaritmovanými) objemy sázek (obrá-
zek 8.8). Støední kvadratická chyba predikce pro testovací skupinu dat je
0.23792 a na obrázku 8.8 vidíme porovnání pøedpovìdí a skuteèných hodnot.
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Obrázek 8.8: Pøedpovìdi PCR modelu pro testovací skupinu dat.
> summary(PCR9<-lm(y~X_PCR))
Call:
lm(formula = y ~ X_PCR)
Residuals:
Min 1Q Median 3Q Max
-1.93759 -0.30475 0.03044 0.28394 1.39004
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -2.361e-16 2.697e-02 -8.75e-15 1.00000
X_PCR -4.526e-03 1.192e-02 -0.380 0.70442
X_PCR 4.346e-02 1.961e-02 2.216 0.02749 *
X_PCR 1.900e-01 2.191e-02 8.671 3.14e-16 ***
X_PCR -4.449e-01 2.884e-02 -15.429 < 2e-16 ***
X_PCRbar -3.065e-01 6.597e-02 -4.646 5.14e-06 ***
X_PCRsynot_ivt -9.473e-02 1.350e-01 -0.702 0.48344
X_PCRsazka_ivt 9.660e-02 7.960e-02 1.214 0.22591
X_PCRtymova -1.050e+00 1.572e-01 -6.680 1.22e-10 ***
X_PCRonline 3.225e-01 1.183e-01 2.725 0.00682 **
---
Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Residual standard error: 0.4664 on 289 degrees of freedom
Multiple R-squared: 0.6601,Adjusted R-squared: 0.6495
F-statistic: 62.37 on 9 and 289 DF, p-value: < 2.2e-16
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> predikce_y_PCR <- bar_y + X_test %*% Q[,1:j] %*% PCR9$coef[2:(j+1)]+
+ X01_test %*% PCR9$coef[(j+2):(j+6)]
> print(MSEP_PCR <- 1/n_test * sum((predikce_y_PCR-y_test_dot)^2))
[1] 0.2379157
8.6 Metoda parciálních nejmen¹ích ètvercù
Vyu¾ijeme knihovny pls z programu R a podíváme se, jaký poèet nových re-
gresorù zvolit namísto jedenácti spojitých vysvìtlujících promìnných. Z ob-
rázku 8.9 soudíme, ¾e vhodným poètem bude jeden a¾ dva nové regresory
a podle výstupù výpoèetní procedury zjistíme, ¾e jeden nový regresor vy-
svìtluje pøibli¾nì 53% variability vysvìtlované promìnné a dva nové regre-
sory vysvìtlují pøibli¾nì 56% variability vysvìtlované promìnné.
> summary(PLSR9<-plsr(y~X, validation="LOO"))
Data: X dimension: 299 11
Y dimension: 299 1
Fit method: kernelpls
Number of components considered: 11
VALIDATION: RMSEP
Cross-validated using 299 leave-one-out segments.
(Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps
CV 0.7892 0.5661 0.5327 0.5265 0.5278 0.5269 0.5232
adjCV 0.7892 0.5659 0.5327 0.5265 0.5278 0.5269 0.5232
7 comps 8 comps 9 comps 10 comps 11 comps
CV 0.5237 0.5235 0.5238 0.5238 0.5240
adjCV 0.5237 0.5235 0.5237 0.5238 0.5239
TRAINING: % variance explained
1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps
X 12.29 47.01 74.22 84.11 93.30 94.85 96.13 97.80
y 52.77 55.73 57.04 58.01 58.84 59.26 59.37 59.39
9 comps 10 comps 11 comps
X 99.04 99.72 100.00
y 59.39 59.39 59.39
Vybrání pouze jednoho a¾ dvou nových prediktorù namísto ètyø výbìro-
vých hlavních komponent je v souladu s oèekáváními teoretické èásti práce,
kdy jsme oèekávali, ¾e vybraný poèet nových regresorù u metody parciálních
nejmen¹ích ètvercù bude ni¾¹í ne¾ u metody regrese na hlavních komponen-
tách.
Pro jednoduchost se nejprve podíváme na model s jedním novým regreso-
rem. K jednomu novému regresoru nyní pøidáme diskrétní promìnné a podí-
váme se na výsledky tohoto modelu. S dosa¾eným koecientem determinace
65% jsme spokojeni. Pokusme se interpretovat koecienty tohoto modelu.
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Obrázek 8.9: Výbìr poètu nových regresorù.
Koecient u nového regresoru je velmi vysoký a s rùstem nového regresoru
se (logaritmovaný) objem sázek zvy¹uje. Zastoupení jednotlivých promìn-
ných pøi tvorbì nového regresoru mù¾eme vidìt v obrázku 8.10, èíslování
promìnných je uvedeno v tabulce 8.2. Nejvýznamnìji se na tvorbì nového
regresoru kladnì podílí promìnná pocet dni otevreno. Následuje kladný vliv
otevíracích dob a obì nezamìstnanosti. Negativní vliv má promìnná støe-
do¹kolské vzdìlání, zatímco základní vzdìlání má vliv kladný. Podíváme-li
se na koecienty pro diskrétní promìnné, je jejich interpretace podobná jako
v pøedchozích sekcích.
> # postup podle knihy Rao, Toutenburg, Shalabh, Heumann
> b_1 <- rep(0, p)
> for (i in 1:p) {
+ b_1[i]<-lm(y~X[,i])$coefficients[2]
+ }
> f_1 <- 1/p* X %*% b_1
> # k vybranemu novemu prediktoru pripojime 01 promenne
> X_PLS <- cbind(f_1,X01)
> summary(PLSR6<-lm(y~X_PLS))
Call:
lm(formula = y ~ X_PLS)
Residuals:
Min 1Q Median 3Q Max
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Obrázek 8.10: Graf zátì¾í u vybraného jednoho nového regresoru.
-1.9484 -0.3066 0.0122 0.2776 1.3772
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -2.166e-16 2.737e-02 -7.91e-15 1.0000
X_PLS 8.071e+00 4.591e-01 17.578 < 2e-16 ***
X_PLSbar -3.044e-01 6.390e-02 -4.764 3.00e-06 ***
X_PLSsynot_ivt -1.210e-01 1.362e-01 -0.888 0.3753
X_PLSsazka_ivt 1.213e-01 7.905e-02 1.534 0.1261
X_PLStymova -1.115e+00 1.581e-01 -7.053 1.27e-11 ***
X_PLSonline 2.779e-01 1.179e-01 2.358 0.0190 *
---
Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Residual standard error: 0.4732 on 292 degrees of freedom
Multiple R-squared: 0.6464,Adjusted R-squared: 0.6392
F-statistic: 88.98 on 6 and 292 DF, p-value: < 2.2e-16
> f_1_test <- 1/p * X_test %*% b_1
> predikce_y_PLSR <- bar_y + PLSR6$coef[2] * f_1_test +
+ X01_test %*% PLSR6$coef[3:7]
> print(MSEP_PLSR <- 1/n_test * sum((predikce_y_PLSR-y_test_dot)^2))
[1] 0.2601791
Pou¾ijeme-li vý¹e sestavený model pro pøedpovìdi objemu sázek u testo-
vací skupiny dat, dostaneme výsledky zaznamenané v obrázku 8.11 a støední
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Obrázek 8.11: Pøedpovìdi PLSR modelu s jedním novým regresorem pro
testovací skupinu dat.
kvadratická chyba predikce bude 0.26018.
Vybereme-li podle obrázku 8.9 dva nové regresory, vysvìtlíme jimi pøi-
bli¾nì 56% variability vysvìtlované promìnné, co¾ je stejnì jako u modelu
ze sekce 8.5 (ètyøi výbìrové hlavní komponenty). Podívejme se na zastou-
pení jednotlivých promìnných pøi tvorbì nových regresorù (obrázek 8.12).
Pro první nový regresor jsou zátì¾e stejné jako jsme ji¾ uvedli a komentovali
vý¹e u modelu s jedním novým prediktorem (obrázek 8.10). Druhý nový pre-
diktor kladnì ovlivòuje promìnná pocet dni otevreno, zápornì jej ovlivòují
zejména promìnné celková nezamìstnanost (nezamestnanost obec 2008) a
dlouhodobá nezamìstnanost (nezamestnanost 12M obec 2008). Podíváme se
nyní na regresní model se dvìma novými regresory a s disktrétními vysvìtlují-
cími promìnnými a dostaneme výsledky uvedené ní¾e. Koecient determinace
tohoto modelu je samozøejmì vy¹¹í ne¾ u modelu s jedním novým predikto-
rem a diskrétními vysvìtlujícími promìnnými a dosahuje hodnoty 66%.
> X_PLS2 <- cbind(f_1,f_2, X01)
> summary(PLSR7<-lm(y~X_PLS2))
Call:
lm(formula = y ~ X_PLS2)
Residuals:
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Obrázek 8.12: Graf zátì¾í u vybraných dvou nových regresorù.
Min 1Q Median 3Q Max
-1.90109 -0.31376 0.01909 0.28192 1.41068
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -2.143e-16 2.687e-02 -7.98e-15 1.000000
X_PLS2 8.105e+00 4.509e-01 17.978 < 2e-16 ***
X_PLS2 2.322e+00 6.709e-01 3.461 0.000618 ***
X_PLS2bar -2.783e-01 6.318e-02 -4.405 1.49e-05 ***
X_PLS2synot_ivt -1.211e-01 1.337e-01 -0.906 0.365717
X_PLS2sazka_ivt 9.174e-02 7.807e-02 1.175 0.240903
X_PLS2tymova -1.041e+00 1.567e-01 -6.644 1.50e-10 ***
X_PLS2online 3.090e-01 1.161e-01 2.662 0.008193 **
---
Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Residual standard error: 0.4646 on 291 degrees of freedom
Multiple R-squared: 0.6604,Adjusted R-squared: 0.6523
F-statistic: 80.85 on 7 and 291 DF, p-value: < 2.2e-16
Pou¾ijeme tento model k pøedpovìdím pro testovací skupinu dat a po-
rovnáme pøedpovìdi se skuteènými (logaritmovanými) objemy sázek (obrá-
zek 8.13). Støední kvadratická chyba predikce pro testovací skupinu dat je
0.24093.
> predikce_y_PLSR7 <- bar_y + PLSR7$coef[2] * f_1_test + PLSR7$coef[3] * f_2_test +
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Obrázek 8.13: Pøedpovìdi PLSR modelu se dvìma novými regresory pro tes-
tovací skupinu dat.
+ X01_test %*% PLSR7$coef[4:8]
> print(MSEP_PLSR7 <- 1/n_test * sum((predikce_y_PLSR7-y_test_dot)^2))
[1] 0.2409280
8.7 Høebenová regrese
V této sekci nejprve pro spojité vysvìtlující promìnné vybereme vhodnou
hodnotu parametru  v rovnici (7.1). Podle obrázku høebenových stop 8.14
a hodnot þmodied HKB estimatorÿ a þmodied L-W estimatorÿ vybereme
hodnotu 5 a hodnota parametru  v modelu høebenové regrese bude tedy 5
dìleno poèet pozorování v trénovací mno¾inì dat (viz strana 26).
> select(lm.ridge(y ~ X, lambda = seq(0,10,0.001)))
modified HKB estimator is 4.052137
modified L-W estimator is 6.410987
smallest value of GCV at 7.179
Ke spojitým promìnným pøidáme diskrétní promìnné a podíváme se na
vybraný model. Model má pomìrnì racionální odhady koecientù { ob-
jem vsazených penìz kladnì ovlivòují promìnné pocet dni otevreno, ote-
vreno po pa, otevreno so ne, logaritmus poètu obyvatel v obci, zakladni
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Obrázek 8.14: Graf høebenových stop.
vzdelani obec 2001 a stredni vzdelani obec 2001, logaritmus rozlohy obce.
Protichùdný vliv mají promìnné nezamestnanost obec 2008 a nezamestna-
nost 12M obec 2008 { celková nezamìstnanost objem vsazených penìz sni-
¾uje, zatímco dlouhodobá nezamìstnanost jej zvy¹uje. Interpretace vlivu ko-
ecientù u diskrétních promìnných zùstávají témìø stejné jako v pøedchozích
sekcích 8.4 a 8.5.
> b_RR<- solve(t(X_RR)%*% X_RR +
+ diag(c(rep(vybrane_delta/n , p), rep (1, 5)))) %*% t(X_RR) %*% y
> predikce_y_RR <- bar_y + X_all_test %*% b_RR
> print(MSEP_RR <- 1/n_test * sum((predikce_y_RR-y_test_dot)^2))
[1] 0.2499635
> print(b_RR)
[,1]
pocet_ve_meste -0.07019771
pocet_dni_otevreno 0.46575274
otevreno_po_pa 0.15689896
otevreno_so_ne 0.02114572
log.pocet_obyvatel_obec_2008. 0.24142135
nezamestnanost_obec_2008 -0.14660870
nezamestnanost_12M_obec_2008 0.23292656
prumerny_plat_okres_2005 0.02821583
zakladni_vzdelani_okres_2001 0.14481787
stredni_vzdelani_okres_2001 0.09472614
log.rozloha_obec_2008. 0.06440170
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Obrázek 8.15: Predikce vybraného modelu høebenové regrese.
bar -0.28741941
synot_ivt -0.14594238
sazka_ivt 0.10253324
tymova -0.89827585
online 0.28513052
Budeme-li popsaný model høebenové regrese pou¾ívat pro odhady objemù
sázek u testovací mno¾iny dat, dostaneme výsledky zobrazené v obrázku 8.15
a støední kvadratickou chybu predikce 0.24996.
8.8 Porovnání pøedpovìdí pro testovací data
Porovnáme-li pøedpovìdi pro testovací skupinu dat se skuteènými objemy
sázek u interpretovaných modelù, získáme pøehled v tabulce 8.3. Tabulku je
tøeba brát s rezervou, nebo» do urèité míry závisí na rozdìlení dat na skupinu
trénovací a testovací (aèkoliv jsme data rozdìlili do skupin náhodnì).
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Metoda Støední kvadratická chyba predikce
OLS 0.25042
PCR 0.23792
PLSR 0.24093
RR 0.24996
Tabulka 8.3: Srovnání chyb pøedpovìdí u testovací skupiny dat.
Kapitola 9
Závìr
V na¹í práci jsme se zabývali problémem multikolinearity v klasickém line-
árním regresním modelu { její diagnostikou a metodami, které si s multi-
kolinearitou v na¹ich datech poradí. Pou¾ití v¹ech popsaných metod jsme
si v kapitole 8 podrobnì ukázali na reálných datech o výnosnosti poboèek
sázkové kanceláøe Chance zpracovaných v programu R.
Regrese na hlavních komponentách, metoda parciálních nejmen¹ích ètver-
cù a høebenová regrese, kterými jsme se zabývali, jsou implementovány nejen
v programu R, ale i v komerèních programech Statistica, Statgraphics, SPSS,
NCSS (mimo PLSR) aj. Prezentované výpoèty a pøilo¾ené zdrojové kódy na
CD byly zpracovány v programu R (verzi 2.10.1 pro Linux) zejména kvùli
jeho snadné dostupnosti (viz [16]).
Multikolinearita je jistì ¹iroké téma, které mù¾e zahrnovat mnoho roz¹í-
øení nad rámec na¹í práce { zejména dal¹í metody, které se s jejími dùsledky
vyrovnávají, napø. Lasso Regression, Steinùv-Rulùv odhad (Stein-Rule Es-
timator), pøípadnì jiné modikace zaøazených metod jako jsou zobecnìná
høebenová regrese (Generalized Ridge Regression), iterativní zobecnìná høe-
benová regrese (Iterative Generalized Ridge Regression), metoda parciálních
nejmen¹ích ètvercù pro více ne¾ jednu vysvìtlovanou promìnnou a dal¹í me-
tody.
Pøínos na¹í práce spoèívá v podrobném sepsání metod pro diagnostiku
multikolinearity v klasickém lineárním modelu, v pøehledném pøedstavení
hlavních principù metod navr¾ených pro regresi se silnì korelovanými regre-
sory a v praktickém ukázání jednotlivých metod na reálných datech.
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