We consider multiple lattices and functions defined on them. We introduce slow varying conditions for functions defined on the lattice and express the variation of a function in terms of an asymptotic expansion with respect to the slow varying lattices.
Introduction
The reductive perturbation method (or multiple-scale analysis) [18] allows us to deduce a set of simplified equations starting from a basic model without loosing its main characteristic features. The method consists essentially in an asymptotic analysis of a perturbation series, based on the existence of different scales to cure secularity.
The success of the method relies mainly on the nice property of the resulting reduced models, which are simple and often integrable. Simple here means actually simpler than the starting equations and still providing useful information. Integrable means that they carry an infinite set of conserved quantities, have an infinite set of symmetries and of exact solutions. Finally, as emphasized in [2] , the reductive perturbation approach preserve integrability. Consequently this approach can be used to obtain new integrable models from known ones.
The situation is quite different in the case of differential equations on a lattice (for example, in the case of dynamical systems when one has a continuous time and discrete space variables) for which a reliable reductive perturbative method which would produce reduced discrete systems up to our knowledge does not exist. Leon and Manna [11] and later Levi and Heredero [12] proposed a set of tools which allow to perform multiple-scale analysis for a discrete evolution equation. These tools rely on the definition of a large grid scale via the comparison of the magnitude of related difference operators and on the introduction of a slow varying condition for function defined on the lattice. Their results, however, are not very promising as the reduced models are neither simpler nor more integrable than the original one. Starting from an integrable model, like the Toda lattice [19] , the Leon and Manna reduction technique produce a nonintegrable differential difference equation of the discrete Nonlinear Schrödinger type [13, 17] . Levi and Heredero [12] started from the integrable differentialdifference Nonlinear Schrödinger equation and got a nonintegrable system of differential-difference equations of Kortewg-de Vries type.
We consider here the case of completely discrete equations defined on a two dimensional orthogonal lattice. We follow the approach introduced by Levi and Heredero [12] , extended to the case of multiple orthogonal lattices. We try to keep all passages consistent with the continuous limit, when the lattice spacings on the different grids go to zero.
In Section 2 we introduce, following [12] , the multiple lattices, the slow varying conditions and the asymptotic expansions of the functions' variations while in Section 3 we apply the resulting formulas to the case of the multiplescale expansion of the lattice potential Korteweg -de Vries equation (lpKdV) [8, 14] ,
At the end, in Section 4 we discuss the results obtained and present a list of open problems and remarks relevant also for the case of a differential-difference equation [12] .
2 Multi-lattice structure and the variation of a function on them
Rescaling on the lattice
Given a lattice defined by a constant lattice spacing h, we will introduce an apriory infinite number of lattices defined by lattice spacings H j , with j = 1, 2, . . . , ∞, where H j are well defined functions of h, H j = H j (h). In Fig.  1 we show an example of such a situation with j = 1, 2. For convenience we will denote by n j the running index of the points separated by H j and n those separated by h. Moreover, in correspondence with the lattice variables, we can introduce the real variables x = hn and x j = H j n j . A simple definition of H j is obtained by introducing an integer number N and defining H j = N j h. If N is a large number than 1 N = ǫ will be a small number. The variables x and x j will go over to continuous variables when respectively h → 0, n → ∞ and H j → 0, n j → ∞ in such a way that their products x = nh and x j = n j H j are finite. 
Let us assume that x j = ǫ j x. Then, if x ∼ 1 ǫ j , x j ∼ 1. So x j represents, as j increases an always larger portion of the x axis. This assumption, together with the choice ǫ = 1 N , will reflect onto a relation between the lattice variables n and n j as
Consequently we need to move N 2j points on the lattice of the discrete variable n to shift the lattice variable n j by 1 point.
Slowly varying functions and their expansion
Here we study the relation between functions acting on the different lattices defined in Section 2.1.
Let us consider a function f defined on the points of a lattice of index n given in Fig. 1, i .e. f (n). We are interested in understanding what happens when we assume that f (n) = g(n 1 , n 2 , . . . , n K ), i.e. f depends on a finite number K of slow varying lattice variables n j such that g(n j ± k) = f (n ± kN 2j ) (2). As we are mainly interested in applying in Section 3 these results to the lpKdV (1), we need to know what happens to the function g when the function f is in the point n + 1. One needs to get explicit expressions for f (n + 1) in terms of g(n 1 , n 2 , . . . , n K ) on different points in the n 1 , n 2 , . . . , n k lattices. At first let us study the case, considered in [12] when we have only two different lattices, i.e. K = 1. Using the results obtained in this case we will then consider the case corresponding to K = 2. The generic case will than be obvious.
In the case of one variable we can use the result contained in [10] :
where H is any one of the possible H j introduced before and ∆
, the k-variation formula obtained using a two-points forward difference scheme. The coefficients P (i, k) are given by
Stirling numbers of the first and second kind respectively. A table with the coefficients P (i, k) for (i, k) < (6, 6) is contained in ref [10] .
Eq. (3) allow us to express a difference of order k in the lattice of spacing H in terms of an infinite number of differences on the lattice of spacing h. To get an approximate solution we have to truncate the expansion at the r.h.s. of eq. (3) by requiring a slow varying condition for the function f (n). We will say that the function f (n) is a slow varying function of order p if ∆ p+1 h f (n) = 0. A slow varying function of order p is a polynomial of degree p in n [5] . For a function of order p = 1, eq. (3) reduces to
Dividing eq. (4) by h and taking the limit as h → 0, with x = hn and
dx1 . In the case p = 2, we get:
From (4), if f (n) is a slow function of order 1, f (n + 1) reads:
while, if the function f (n) is a slow varying function of order 2, f (n + 1) is given by
When the function f (n) is a slow varying function of order 3, f (n + 1) is given by
and, when the function f (n) is a slow varying function of order 4, is given
In Section 3 we consider the reduction of an integrable discrete equation and will be interested in obtaining from it integrable discrete equations. It is known [20] that a scalar differential difference equation can possess higher conservation laws and thus be integrable only if it depends symmetrically on the discrete variable, i.e. if the discrete equation is invariant with respect to the inversion of n. So we will choose asymptotic discrete formulas which contain both f (n±1). The results contained in eq. (3) do not provide us with centralized formulas. To get symmetric formulas we need to take into account the following observations:
1. Eq. (3) is valid also if H and h are both negative;
For a slow varying function of order
Using these observations, from eq. (8) we get
and in place of eq. (9) we have
when the function f (n) is a slow varying function of order 2. To get eq. (13) we have to write, using Observation 2, eqs. (5, 6) in the form
where by the symbol∆ we mean the centralized version of the difference operator. In the case of eq. (14, 15)
is a slow varying function of odd order we are not able to construct completely symmetric derivatives using just two points forward difference formulas and thus f (n + 1) and f (n − 1) will never be expressed in a symmetric form (see for example eqs. (8, 12) ). In the case when the function f (n) is a slow varying function of order 4, we have to rewrite formulas (7) using both observations introduced before. We have:
where, using Observation 2, we have written
. Inverting formulas (16) we have:
Let us pass now to the case of functions of multiple variables, i.e. when g = g(n 1 , n 2 , . . . , n K ). If n 1 , n 2 , . . . , n K were completely independent discrete variables than any operation on one of the variables will not reflect on the other. If, however we have f (n) = g(n 1 , n 2 , . . . , n K ) and n j = n N 2j , then any shift of n will reflect on all variables n 1 , n 2 , . . . , n K . We will consider later the case when the multiple variables are independent, i.e. the partial difference case.
Let us consider here in all details the case of K = 2, which is the case we will need in the Section 3. f (n) = g(n 1 , n 2 ) and we are looking for a representation of f (n + 1) in terms of g(n 1 , n 2 ) and its shifted values. The resulting formulas will depend in a crucial way on the slow varying order of the function f (n) with respect to n 1 and n 2 . If the variation of both variables has to appear in the expansion of f (n + 1) than the slow varying order with respect to n 1 must be greater than that of n 2 . f (n) cannot be a slow varying function of order 1 in n 1 as in this case f (n + 1) will have no variation in n 2 . If f (n) is a slow varying function of order 2 in n 1 than it can be either of order 1 or 2 in n 2 . In both cases the obtained formula will be valid up to order 1 N 4 , but, in the first case the obtained expression will not be symmetric in n 2 . When f (n) is a slow varying function of order 2 in n 1 and of order 1 in n 2 , taking into account eqs. (15, 4) and the observation given before, we have:
where we took into account that on the unshifted point n = n 1 = n 2 , f (n) = f (n, n 2 ) = f (n 1 , n) = f (n, n) = g(n 1 , n 2 ) and that f (n + 1, n 2 + 1), which is appearing in eqs. (18d, 18e), is obtained from g(n 1 , n 2 + 1), given by eq. (18c), by substituting n 1 by n + 1. In such a way the 5 variables on the l.h.s. of eqs. (18) are expressed in terms of the 6 variables f (n), f (n + 1) = f (n + 1, n + 1), f (n 1 , n+ 1) = f (n, n+ 1), f (n± 1, n 2 ) = f (n± 1, n), f (n− 1, n+ 1) appearing on the r.h.s. of eqs. (18) . Let us notice that to get a coherent number of equations with respect to the unknowns we had to consider also eqs. (18b, 18e) which involve n 1 − 1. We can invert the system (18) and get:
In the continuous limit, when n → ∞ and h → 0 in such a way that nh → x, eq. (19) will give
When f (n) is a slow varying function of second order in both variables, in place of eq. (18) we have:
In this case the 8 variables on the l.h.s. of eqs. (21) are expressed in terms of the 9 variables
and f (n + 1, n − 1) appearing on the r.h.s. of eqs. (21) . One can invert the system (21) and gets:
In the continuous limit, when n → ∞ and h → 0 in such a way that nh → x, eq. (22) will give eq. (20) .
Let us write here just the final result when f (n) = g(n 1 , n 3 ) is of order 4 in the variable n 1 and of order 2 in n 3 . We have:
In the continuous limit, when when n → ∞ and h → 0 in such a way that nh → x, eq. (23) will give
One can introduce constant parameters in the definition of n 1 , n 2 or n 3 in terms of n. For example we can write n 1 = nM1 N 2 and n 2 = nM2 N 4 . M 1 and M 2 cannot be completely arbitrary as n 1 , n 2 , n and N are integers. In such a case eq. (19) reads:
In Section 3 we will apply these results to a partial difference equation. For the sake of simplicity from now on we write the independent variables as indices. For completeness, in the following we present the formulas for two independent lattices, n and m, and a function defined on them f n,m . As the two lattices are independent the formulas presented above apply independently on each of the lattice variables. So, for example, f n+1,m when the function f is a slowly varying function of order 2 of a lattice variable n 1 (see eq. (13) ) will read:
and similarly for a variation with respect to m alone or to the case when we will introduce multiple lattices associated to n or m, when formulas (19, 22, 23) are to be taken into account. A slightly less obvious situation appears when we consider f n+1,m+1 , as new terms will appear. We consider here just the case we will need later when n 1 = 
As one can see in its fifth and sixth lines, eq. (27) contains extra terms involving variations in both the m 1 and the n 1 lattices.
Reduction of the lattice potential KdV
In this Section we apply the results presented in Section 2 to the case of the lattice potential KdV (1). By expanding the left hand side of eq. (1), one separates the linear and nonlinear parts:
This equation involves just four points which lay on two orthogonal infinite lattices and are the vertices of an elementary square. Let us solve the linear equation
The discrete Fourier transform [5] will reduce the solution of the Partial Difference Equation (P∆E) (29) to that of an ordinary difference equation. Defining:
where C 1 is the unit circle, we reduce equation (29) to the following first order equation for v m (z)
whose solution is given by
Given any initial condition u n,0 the general solution of (29) is given by
Eqs. (30, 34) can be rewritten in a more natural way (from the continuous point of view) by defining
In such a case eq. (30) is just the standard Fourier transform and the solution (34) is just written as a superposition of linear waves. The dispersion relation for these linear waves is given by ω = ω(k) and reads:
In the following, however, to avoid too complicate formulas we express the solutions of the linear equation in term of z and Ω. The lpKdV is an integrable equation of the same category of the KdV [3] as it possesses a Lax pair [15] which can be obtained by requiring that the model be consistent around a cube. So, as from KdV we get by multiple-scale reduction the NLS [21] , the same we may expect here [2] . To get an integrable discrete equation we expect a resulting discrete equation which is somehow symmetric. At least when h t → 0 with t = mh t the differential difference equation we obtain must be symmetric in terms of the inversion of n j [20] , i.e. if it depends on n j+k it will depend in the same way on n j−k . So in the transformation of the discrete dependent variables we prefere to use formulas (13, 17) for the space variables, while considering the lowest possible approximation for the discrete time variable (8) . So, in the multiple-scale expansion, as we do not need to have the discrete time variable appearing in a symmetric way, we use eqs. (19) .
Taking into account eq. (34), we consider a wave solution of eq. ( 29) given by
Eq. (37) solves F = 0 if ω is given by eq. (36). Then we look for solutions of eq. (28) written as a combination of modulated waves:
n1,m1,m2 are slowly varying functions on the lattice and ε = N −2 . Byā we mean the complex conjugate of a so that, for example,Ē n,m = e −i(kn−ω(k)m) = (E n,m ) −1 , and the positive numbers β s are such that β 0 = 1 and β j = j. The discrete slow varying variables n 1 , m 1 and m 2 are defined in terms of n and m by
Eq. (39) is meaningful if M 1 and M 2 are divisors of N 2 . Introducing the expansion (38) into eq. (28) and picking out the coefficients of the various harmonics (E n,m ) s we get a set of determining equations. For s = 1, having defined ψ (1) = ψ, we get at lowest order in ε:
which is identically solved by the dispersion relation (36). At ε 2 we get a linear equation
whose solution is given by choosing
where
The solution (42) is obtained by choosing the integers M 1 and M 2 as
where S is an arbitrary complex constant. Let us notice that also n 2 = n 1 + m 1 solves eq. (43) by an appropriate choice of M 1 and M 2 . Moreover, M1 M2 = ω ,k , the group velocity. As M 1 and M 2 are integers, not all values of k are admissible as ω ,k must be a rational number.
At ε 3 we get a nonlinear equation for φ n2,m2 which depends on ψ
n2,m2 and ψ
n2−1,m2 : c 1 (φ n2,m2+1 − φ n2,m2 ) + c 2 (φ n2+2,m2 + φ n2−2,m2 − 2φ n2,m2 ) + (45) +c 3 (φ n2+1,m2 + φ n2−1,m2 − 2φ n2,m2 ) + c 4 φ n2,m2 (ψ The lowest order equations for the harmonics s = 0 and s = 2 appear at ε 2 and give:
n2,m2 = (φ n2,m2 )
Taking these results into account the nonlinear equation (45) for φ n2,m2 reads:
i φ n2,m2+1 − φ n2,m2 = C 1 (k) φ n2+2,m2 + φ n2−2,m2 − 2φ n2,m2 + (48) +C 2 (k) φ n2+1,m2 + φ n2−1,m2 − 2φ n2,m2 + C 3 (k) φ n2,m2 |φ n2,m2 | 2 ,
where C 3 (k) is a real coefficient given by
The coefficients C 1 (k) and C 2 (k) are complex and depend on S. They are:
Eq. (48) is a completely discrete and local NLS equation depending on the first and second neighboring lattice points. At difference from the Ablowitz and Ladik [1] discrete NLS, the nonlinear term is completely local. 
and get a discrete Eckhaus equation [2] .
6. Apply the reduction technique to some nonintegrable equation of physical interest like for example those obtained in the case of discrete phenomena in liquid crystals [6] and obtain approximate theoretical solutions of the physical result.
