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Abstract. The study gives a brief overview of existing modifications of the
method of functional separation of variables for nonlinear PDEs. It proposes a
more general approach to the construction of exact solutions to nonlinear equations
of applied mathematics and mathematical physics, based on a special transforma-
tion with an integral term and the generalized splitting principle. The effectiveness
of this approach is illustrated by nonlinear diffusion-type equations that contain
reaction and convective terms with variable coefficients. The focus is on equations
of a fairly general form that depend on one, two or three arbitrary functions (such
nonlinear PDEs are most difficult to analyze and find exact solutions). A num-
ber of new functional separable solutions and generalized traveling wave solutions
are described (more than 30 exact solutions have been presented in total). It is
shown that the method of functional separation of variables can, in certain cases,
be more effective than (i) the nonclassical method of symmetry reductions based
on an invariant surface condition, and (ii) the method of differential constraints
based on a single differential constraint. The exact solutions obtained can be used
to test various numerical and approximate analytical methods of mathematical
physics and mechanics.
Keywords: functional separation of variables; generalized separation of vari-
ables; exact solutions; nonlinear reaction-diffusion equations; nonlinear partial
differential equations; splitting principle; nonclassical method of symmetry reduc-
tions; invariant surface condition; differential constraints
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1 Introduction
1.1 A brief overview of modifications of the method of functional
separation of variables
The methods of generalized and functional separation of variables (and their var-
ious modifications) are among the most effective methods for constructing exact
solutions to various classes of nonlinear equations of mathematical physics and
mechanics (including partial differential equations of fairly general forms that in-
volve arbitrary functions). In [1–36], many exact solutions to equations of heat
and mass transfer theory, wave theory, hydrodynamics, gas dynamics, nonlinear
optics, and mathematical biology were obtained using these methods.
To be specific, we will consider nonlinear PDEs of mathematical physics with
two independent variables
F (x, t, ux, ut, uxx, uxt, utt, . . . ) = 0, (1)
where u = u(x, t) is the unknown function.
The methods of generalized and functional separation of variables are based
on setting a priori a structural form of u that depends on several free functions
(the specific form of these functions is determined subsequently by analyzing the
arising functional differential equations).
Exact solutions in the form of the sum or product of two functions that
depend on different arguments,
u = ξ(x) + η(t) or u = ξ(x)η(t),
are called ordinary separable solutions. Examples of nonlinear PDEs with such
solutions can be found in [10, 18, 23].
Often (in a narrow sense) the term ‘solution with functional separation of
variables’ (or ‘functional separable solution’) is used for exact solutions of the form
(e.g., see [1–4, 7, 8, 18, 22, 23])
u = ϕ(z), z = ξ(x) + η(t), (2)
where the functions ϕ(z), ξ(x), and η(t) are determined in a subsequent analysis.
Sometimes the external function ϕ(z) is specified from a priori considerations,
while the internal functions ξ(x) and η(t) are to be found [19, 23].
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Importantly, in functional separation of variables, the search for exact solu-
tions of the form u = ϕ(ξ(x)η(t)) and u = ϕ(ξ(x)+η(t)) leads to the same results,
since ϕ(ξ(x)η(t)) = ϕ1(ξ1(x)+ η1(t)), where ϕ1(z) = ϕ(e
z), ϕ1(x) = lnϕ(x), and
ψ1(t) = lnψ(t) (here, without loss of generality, it is assumed that ϕ > 0 and
ψ > 0).
Generalized traveling wave solutions of the form u = ϕ(z), where z = ξ(t)x+
η(t) are treated as solutions with functional separation of variables [18, 23].
In [10, 17, 20, 22], the representation of functional separable solutions in im-
plicit form
ψ(u) = ξ(x) + η(t), (3)
was used. All three functions ψ(u), ξ(x), and η(t) were to be found. More complex
functionally separable solutions of the form u = ϕ(z), where z = η1(t)ξ(x)+η2(t),
were considered in [9, 23, 37].
The studies [33–35] described a new direct method for constructing exact
solutions with functional separation of variables. It is based on an implicit integral
representation of solutions in the form∫
ζ(u) du = ξ1(x)η(t) + ξ2(x), (4)
where the functions ζ(u), ξ1(x), ξ2(x), and η(t) are determined by the splitting
method in the subsequent analysis. This method allowed to find more than 40
exact solutions of nonlinear reaction-diffusion equations and wave type equations
with variable coefficients involving one or more arbitrary functions. In [36], it
was shown that some of the solutions given in [34, 35] cannot be obtained using
the nonclassical method of symmetry reductions [38–45] (see also [18, 23]) based
on the use of the invariant surface condition (a first-order differential constraint
equivalent to the relation (4)).
Note that constructing solutions in implicit form with the integral term (4)
often allows us to reduce the order of the resulting functional differential equations
[33, 34].
In the general case, the term ‘functional separable solution’ with regard to
nonlinear PDEs (1) will be used for exact solutions that can be represented as
u = ϕ(z), z = Q(x, t), (5)
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where the desired functions ϕ(z) and Q(x, t) are described respectively by overde-
termined systems of ODEs and PDEs. In the simplest cases, each of these functions
can be described by a single equation. Representation (5) was used in [30–32] to
construct exact solutions with functional separation of variables to some classes
of nonlinear reaction-diffusion, convective-diffusion, and wave type equations.
It is necessary to distinguish between direct and indirect functional separa-
tion of variables based on one of the representations of solutions (2), (3), (4), or (5).
At the first stage of direct functional separation of variables, the representation of
solution is substituted into the original PDE, after which the resulting equation
is analyzed (e.g., see [23, 30, 31, 33–35]). At the first stage of indirect functional
separation of variables, the representation of solution is replaced by one or more
equivalent differential constraints, and then the overdetermined system of PDEs
obtained in this way is analyzed for compatibility (e.g., see [9, 20, 22, 36]).
To construct exact solutions of nonlinear partial differential equations, this
paper proposes to use a direct method based on a special transformation with
an integral term as well as the generalized splitting principle. This approach is
technically simpler and more convenient than finding a solution in the form (5);
it generalizes the dependence (4) and allows one to find various solutions in a
uniform manner without specifying their structure a priori.
1.2 The concept of ‘exact solution’ for nonlinear PDEs
In what follows, the term ‘exact solution’ with regard to nonlinear partial differ-
ential equations is used in the following cases:
(i) the solution is expressible in terms of elementary functions;
(ii) the solution is expressible in terms of elementary functions, functions included
in the equation in question, and indefinite or/and definite integrals;
(iii) the solution is expressible in terms of solutions to ordinary differential equa-
tions or systems of such equations.
Combinations of cases (i) and (iii) as well as (ii) and (iii) are also allowed.
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Case (i) is specially isolated from the more general case (ii) as its simplest
variant. In cases (i) and (ii), an exact solution can be represented in explicit,
implicit or parametric form.
2 Direct functional separation of variables. General
approach
2.1 Method description. The generalized splitting principle
To construct exact solutions of equation (1), we first introduce a new dependent
variable ϑ using the nonlinear transformation
ϑ =
∫
ζ(u) du. (6)
Both functions ϑ = ϑ(x, t) and ζ = ζ(u) will be found simultaneously in the
subsequent analysis. Once these functions are determined, the integral relation
(6) will specify an exact solution of the equation in question in implicit form (in
some cases, the solution may be represented explicitly).
Differentiating (6) with respect to the independent variables, we find the
partial derivatives
ux =
ϑx
ζ
, ut =
ϑt
ζ
, uxx =
ϑxx
ζ
− ϑ
2
xζ
′
u
ζ3
, uxt =
ϑxt
ζ
− ϑxϑtζ
′
u
ζ3
, . . . (7)
We assume that after substituting expressions (7) into (1), the resulting equation
can be converted to the following form:
N∑
n=1
ΦnΨn = 0, (8)
where
Φn = Φn(x, t, ϑx, ϑt, ϑxx, . . . ),
Ψn = Ψn(u, ζ, ζ
′
u, ζ
′′
uu, . . . ).
(9)
To construct exact solutions of equation (8)–(9), we use the splitting princi-
ple described below.
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The generalized splitting principle. We consider linear combinations of two
sets of elements {Φj} and {Ψj} included in (8), which are connected by relations
N∑
n=1
αniΦn = 0, i = 1, . . . , l;
N∑
n=1
βnjΨn = 0, j = 1, . . . , m,
(10)
where 1 ≤ l ≤ N − 1 and 1 ≤ m ≤ N − 1. The constants αni and βnj in (10) are
chosen so that the bilinear equality (8) is satisfied identically (this can always be
done as shown below). Importantly, relations (10) are purely algebraic in nature
and are independent of any particular expressions of the differential forms (9).
Once relations (10) are obtained, we substitute the differential forms (9) into
them to arrive at systems of differential equations (often overdetermined) for the
unknown functions ϑ = ϑ(x, t) and ζ = ζ(u) that appear in (6).
Remark 1. Degenerate cases where one or more of the differential forms
Φn and/or Ψn vanish in addition to the linear relations (10) must be treated
separately.
Remark 2. The main ideas of the direct method of functional separation of
variables based on transformation (6) were expressed in the brief note [46], where
four exact solutions of a generalized porous medium equation with a nonlinear
source were obtained. The present paper demonstrates the effectiveness of this
method by constructing a large number of solutions (more than 30 solutions have
been obtained in total) to a nonlinear diffusion-type equation involving several
arbitrary functions. In addition, it will be shown that the direct method is more
efficient than indirect methods.
Remark 3. Bilinear functional-differential equations that are similar in ap-
pearance to (8)–(9) arise when one searches for exact solutions to nonlinear equa-
tions of mathematical physics using the methods of generalized and functional
separation of variables with a priori given solution structure. However, there
is a fundamental difference in this case: the differential forms Φn and Ψn in
(9) depend, in view of transformation (6), on the same independent variables
x and t, whereas when the methods of generalized and functional separation of
variables [18, 23, 34–36] (see also [47]) are used, the differential forms depend on
different independent variables. This circumstance significantly expands the pos-
sibilities of constructing exact solutions by switching to equivalent equations (see
Section 2.3 for details).
Remark 4. Instead of transformation (6), we can use the transformation
ϑ = Z(u), which leads to slightly more complex equations. The method for
constructing functional separable solutions described above is more convenient
and is based on a substantial generalization of traveling wave type solutions of
various classes of nonlinear PDEs. To illustrate this, consider the nonlinear heat
equation
ut = [f(u)ux]x. (11)
For arbitrary f(u), equation (11) admits the traveling wave solution
u = u(z), z = κx+ λt, (12)
where κ and λ are arbitrary constants. Substituting (12) in (11) yields the ODE
λu′z = κ
2[f(u)u′z]
′
z, the integration of which gives its solution in implicit form
κx+ λt+ C1 = κ
2
∫
f(u) du
λu+ C2
, (13)
where C1 and C2 are arbitrary constants. On the left-hand side of (13), z has
been replaced with the original variables using (12).
The representation of the solution in the form (6) is an essential generaliza-
tion of the traveling wave solution (13), which is carried out as follows:
κx+ λt+ C1 =⇒ ϑ(x, t), κ
2f(u)
λu + C2
=⇒ ζ(u).
2.2 Some formulas allowing the satisfaction of relation (8) identically
1. For any N , equality (8) can be satisfied if all Φi but one are put proportional
to a selected element Φj (j 6= i). As a result, we get
Φi = −AiΦj, i = 1, . . . , j − 1, j + 1, . . . , N ;
Ψj = A1Ψ1 + · · ·+ Aj−1Ψj + Aj+1Ψj+1 + · · ·+ ANΨN ,
(14)
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where Ai are arbitrary constants. In formulas (14), the symbols can be swapped,
Φn ⇄ Ψn.
2. For evenN , equality (8) is satisfied ifN/2 individual pairwise sumsΦiΨi+
ΦjΨj vanish. In this case, we have the relations
Φi −AijΦj = 0, AijΨi +Ψj = 0 (i 6= j),
where Aij are arbitrary constants and the indices i and j together take all values
from 1 to N .
3. For N ≥ 3, equality (8) is also satisfied identically if we choose the linear
relations
Φm −AmΦN−1 − BmΦN = 0, m = 1, 2, . . . , N − 2;
ΨN−1 +A1Ψ1 + · · ·+AN−2ΨN−2 = 0, (15)
ΨN +B1Ψ1 + · · ·+BN−2ΨN−2 = 0,
where Ai and Bi are arbitrary constants. In formulas (15), the symbols can be
swapped, Φn ⇄ Ψn, or simultaneous pairwise substitutions Φi ⇄ Φj and Ψi ⇄ Ψj
can be made.
To construct more complex linear combinations of the form (10) that would
identically satisfy the bilinear relation (8) for any N , one can use the formulas
for the coefficients αni and βnj given in the books [18, 23] (in sections devoted to
generalized separation of variables).
2.3 Possible generalizations based on the use of equivalent equations
Other exact solutions of equation (1) can be obtained if, instead of (8)–(9), we
consider equivalent differential equations that reduce to (8)–(9) on the set of func-
tions satisfying relation (6). Indicated below are two classes of such equations,
which will be used later in Section 3.3.
1. One can use equations of the form
N∑
n=1
Φ˜nΨ˜n = 0, Φ˜n = Φnηn(ϑ), Ψ˜n = Ψn/ηn(Z), Z =
∫
ζ(u) du, (16)
which preserve the bilinear structure and, by virtue of (6) (i.e., ϑ = Z), are
equivalent to equation (8)–(9) for any functions ηn(ϑ).
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2. One can use equations of the form
G(x, t, u, ϑ)−G(x, t, u, Z) +
N∑
n=1
ΦnΨn = 0, (17)
which for any functions G(x, t, u, ϑ) are equivalent to equation (8)–(9). Further,
in Section 3.3, specific examples of using equations of the form (17) for
G(x, t, u, ϑ) = λ(x, t, u)ϑ
will be given. The functions G and λ can explicitly depend on ϑ and ζ (and their
derivatives) and the functional coefficients of the original PDE (which suggests
implicit dependence on the original variables x, t, and u).
In the generic case, applying the splitting principle to equations (16) and
(17) will lead to other exact solutions of the original equation (1) than applying
this principle to equation (8).
Remark 5. Further generalizations are also possible. In particular, the sum∑N
n=1ΦnΨn in (17) can be replaced with
∑N
n=1 Φ˜nΨ˜n, where the tilde quantities
are defined in (16). The functions G(x, t, u, ϑ) and G(x, t, u, Z) can be multiplied
by ηN+1(ϑ)/ηN+1(Z) and ηN+2(ϑ)/ηN+2(Z) respectively.
3 Exact solutions of nonlinear equations of reaction-diffusion
type
3.1 The class of equations under consideration. Reduction to the
bilinear form
We consider a wide class of nonlinear diffusion equations,
ut = [a(x)f(u)ux]x + b(x)g(u)ux + c(x)h(u), (18)
which contain reaction and convective terms with variable coefficients.
Note that the exact solutions of some simpler equations belonging to class
(18) can be found, for example, in [8, 12, 18, 19, 22, 23, 30, 31, 34, 40, 45, 48–61].
Using the method described in Section 2, we further obtain a number of new
exact solutions to equations of the form (18), in which at least two functional coef-
ficients a(x) and f(u) are given arbitrarily (and the others are expressed through
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them). Below, for brevity, the arguments of the functions included in transforma-
tion (6) and equation (18) will often be omitted.
Having made the transformation (6), we substitute the derivatives (7) in
(18). After simple rearrangements we get
−ϑt + (aϑx)xf + aϑ2x
(f
ζ
)′
u
+ bϑxg + chζ = 0. (19)
For ζ = 1, equation (19) coincides with the original equation (18), where
u = ϑ. Therefore, at this stage, no solutions are lost.
We introduce the following notation:
Φ1 = −ϑt, Φ2 = (aϑx)x, Φ3 = aϑ2x, Φ4 = bϑx, Φ5 = c;
Ψ1 = 1, Ψ2 = f, Ψ3 = (f/ζ)
′
u, Ψ4 = g, Ψ5 = hζ.
(20)
As a result, equation (19) can be represented in the bilinear form (8) with N = 5:
5∑
n=1
ΦnΨn = 0. (21)
We now turn to the construction of exact solutions of nonlinear equations
of the form (18) based on relations (20) and (21) using the approach described in
Section 2.1.
3.2 Exact solutions obtained by analyzing equation (19)
Solution 1. Equation (21) can be satisfied identically if we use the linear relations
Φ1 = −Φ5, Φ2 = 0, kΦ3 = −Φ4;
Ψ1 = Ψ5, Ψ3 = kΨ4,
(22)
where k is an arbitrary constant. Substituting (20) into (22), we arrive at the
equations
ϑt = c, (aϑx)x = 0, kaϑ
2
x = −bϑx;
hζ = 1, (f/ζ)′u = kg.
(23)
The solution of the overdetermined system consisting of the first three equa-
tions (23) has the form
ϑ(x, t) = c0t− b0
k
∫
dx
a(x)
+ C1, b(x) = b0, c(x) = c0, (24)
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where a(x) is an arbitrary function and b0, c0, and C1 are arbitrary constants. The
solution of the system consisting of the last two equations in (23) can be written
as follows:
h =
kG(u) + C2
f
, ζ =
f
kG(u) + C2
, G(u) =
∫
g(u) du, (25)
where f(u) and g(u) are arbitrary functions. From formulas (24) and (25) for
b0 = c0 = 1 we obtain the equation
ut = [a(x)f(u)ux]x + g(u)ux +
kG(u) + C2
f(u)
, (26)
which admits a generalized traveling wave solution in the implicit form∫
f(u) du
kG(u) + C2
= t− 1
k
∫
dx
a(x)
+ C1. (27)
Note that equation (26) contains three arbitrary functions a(x), f(u), and
g(u) and two arbitrary constants C2 and k.
Solution 2. Equation (21) can be satisfied if we take
Φ1 = −Φ4, Φ2 = 0, kΦ3 = −Φ5;
Ψ1 = Ψ4, Ψ3 = kΨ5,
(28)
where k is an arbitrary constant. Substituting (20) into (28), we arrive at the
equations
ϑt = bϑx, (aϑx)x = 0, kaϑ
2
x = −c;
g = 1, (f/ζ)′u = khζ.
(29)
The solutions of the first three equations (29) are
ϑ(x, t) = λt+ C1
∫
dx
a(x)
+ C2, b(x) =
λ
C1
a(x), c(x) = − kC
2
1
a(x)
, (30)
where a(x) is an arbitrary function and C1, C2, and λ are arbitrary constants.
The last two equations (29) give two functions
g(u) = 1, ζ(u) = ±f(u)
(
2k
∫
f(u)h(u) du+ C3
)−1/2
, (31)
where f = f(u) and h = h(u) are arbitrary functions and C3 is an arbitrary
constant.
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Setting C1 = 1 in (30) and (31), we obtain the equation
ut = [a(x)f(u)ux]x + λa(x)ux − k
a(x)
h(u), (32)
where a(x), f(u), and h(u) are arbitrary functions, while k and λ are arbitrary
constants. This equation admits two exact solutions
±
∫
f(u)
(
2k
∫
f(u)h(u) du+ C3
)−1/2
du = λt+
∫
dx
a(x)
+ C2, (33)
where C2 and C3 are arbitrary constants.
Solution 3. Equation (21) can be satisfied by setting
Φ1 = −k1Φ5, Φ2 = −k2Φ5, Φ4 = −k3Φ5;
Ψ3 = 0, Ψ5 = k1Ψ1 + k2Ψ2 + k3Ψ4,
(34)
where k1, k2, and k3 are arbitrary constants. Substituting (20) in (34), we get
ϑt = k1c, (aϑx)x = −k2c, bϑx = −k3c;
(f/ζ)′u = 0, hζ = k1 + k2f + k3g.
(35)
The solution of the overdetermined system consisting of the first three equations
(35) can be represented as
ϑ(x, t) = c0k1t− c0k2
∫
x dx
a(x)
− C1
∫
dx
a(x)
+ C2,
b(x) =
c0k3a(x)
c0k2x+ C1
, c(x) = c0,
(36)
where a(x) is an arbitrary function, while c0, C1, and C2 are arbitrary constants.
From the last two equations (35) we obtain
h =
k1
f
+ k2 + k3
g
f
, ζ = f, (37)
where f = f(u) and g = g(u) are arbitrary functions.
For c0 = k3 = 1, formulas (36) and (37) lead to the equation
ut = [a(x)f(u)ux]x +
a(x)
k2x+ C1
g(u)ux +
k1 + k2f(u) + g(u)
f(u)
,
which has the generalized traveling wave solution∫
f(u) du = k1t− k2
∫
x dx
a(x)
− C1
∫
dx
a(x)
+ C2.
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Solution 4. Equation (21) holds if we set
Φ1 = −Φ5, Φ2 = −kΦ4;
Ψ1 = Ψ5, kΨ2 = Ψ4, Ψ3 = 0,
(38)
where k is an arbitrary constant. Substituting (20) into (38) yields
ϑt = c, (aϑx)x = −kbϑx;
hζ = 1, kf = g, (f/ζ)′u = 0.
(39)
The general solution of the overdetermined system consisting of the first two
equations (39) has the form
ϑ(x, t) = c(x)t+ s(x),
c(x) = C1
∫
exp
(
−k
∫
b
a
dx
)
dx
a
+ C2,
s(x) = C3
∫
exp
(
−k
∫
b
a
dx
)
dx
a
+ C4,
(40)
where a = a(x) and b = b(x) are arbitrary functions, while C1, C2, C3, and C4
are arbitrary constants. The solution of the system consisting of the last three
equations (39) is given by
g = kf, h =
1
f
, ζ = f. (41)
Given relations (40) and (41), we obtain the equation
ut = [a(x)f(u)ux]x + kb(x)f(u)ux +
c(x)
f(u)
, (42)
which admits an exact solution in the implicit form∫
f(u) du = c(x)t+ s(x). (43)
Here a(x), b(x), and f(u) are arbitrary functions, and the functions c(x) and s(x)
are defined in (40). In particular, for C2 = λ, C1 = 0, and k = 1, we get the
equation
ut = [a(x)f(u)ux]x + b(x)f(u)ux +
λ
f(u)
, (44)
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which has the solution∫
f(u) du = λt+ C3
∫
exp
(
−
∫
b(x)
a(x)
dx
)
dx
a(x)
+ C4. (45)
Solution 5. Equation (21) can be satisfied by setting
Φ1 + Φ2 +Φ4 = 0, Φ3 = −kΦ5;
Ψ2 = Ψ1, Ψ4 = Ψ1, kΨ3 = Ψ5,
(46)
where k is an arbitrary constant. Substituting (20) in (46), we get
−ϑt + (aϑx)x + bϑx = 0, aϑ2x = −kc;
f = g = 1, k(f/ζ)′u = hζ.
(47)
The first two equations (47) admit the solution
ϑ(x, t) = λt+
∫
r(x) dx+ C1, b =
λ
r
− (ar)
′
x
r
, c = −ar
2
k
, (48)
where a = a(x) and r = r(x) are arbitrary functions, while λ and C1 are arbitrary
constants. From the last equation (47) we get kζ−3ζ ′u = −h, which gives two
solutions
ζ = ±
(
2
k
∫
h du+ C2
)−1/2
, (49)
where h = h(u) is an arbitrary function and C2 is an arbitrary constant.
Solution 6. Equation (21) holds if we set
Φ1 = λΦ5, Φ2 = k1Φ5, Φ4 = k2Φ3;
λΨ1 + k1Ψ2 +Ψ5 = 0, Ψ3 = −k2Ψ4,
(50)
where k1, k2, and λ are arbitrary constants. Substituting (20) into (50), we obtain
ϑt = −λc, (aϑx)x = k1c, bϑx = k2aϑ2x;
λ+ k1f + hζ = 0, (f/ζ)
′
u = −k2g.
(51)
The solution of the first three equations (51) is expressed as
ϑ(x, t) = −λt + k1
∫
x dx
a(x)
+ C1
∫
dx
a(x)
+ C2,
b(x) = k2(k1x+ C1), c(x) = 1,
(52)
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where a(x) is an arbitrary function, while C1 and C2 are arbitrary constants. The
solution of the last two equations (51) is given by
h =
k1f + λ
f
(
k2
∫
g du+ C3
)
, ζ = −f
(
k2
∫
g du+ C3
)−1
, (53)
where f = f(u) and g = g(u) are arbitrary functions, while C3 is an arbitrary
constant.
Setting k1 = k and k2 = 1 in (52) and (53), we arrive at the equation
ut = [a(x)f(u)ux]x+(kx+C1)g(u)ux+
kf(u) + λ
f(u)
G(u), G(u) =
∫
g(u) du+C3,
where a(x), f(u), and g(u) are arbitrary functions, while C1, C3, k, and λ are
arbitrary constants. This equation admits the exact solution in implicit form∫
f(u)
G(u)
du = λt− k
∫
x dx
a(x)
− C1
∫
dx
a(x)
− C2.
Solution 7. Equation (21) can be satisfied by setting
Φ2 = k1Φ5, Φ3 = −k22Φ1, Φ4 = −k3Φ1;
Ψ5 = −k1Ψ2, Ψ1 − k22Ψ3 − k3Ψ4 = 0,
(54)
where k1, k2, and k3 are arbitrary constants. Substituting (20) in (54) yields
(aϑx)x = k1c, aϑ
2
x = k
2
2ϑt, bϑx = k3ϑt;
hζ = −k1f, 1− k22(f/ζ)′u − k3g = 0.
(55)
The solutions of the first three equations (55) can be represented as
ϑ(x, t) = λt+ k2
√
λ
∫
dx√
a
+ C1, b(x) =
k3
k2
√
λa, c(x) =
k2
√
λ
2k1
a′x√
a
, (56)
where a = a(x) is an arbitrary constant, while C1 and λ are arbitrary constants.
The solutions of the last two equations (55) are given by
g =
1
k3
(
1 +
k22
k1
h′u
)
, ζ = −k1 f
h
, (57)
where f = f(u) and h = h(u) are arbitrary functions.
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Setting k1 = k3 = 1, k2 = 1/
√
λ, and C2 = −C in (56) and (57), we arrive
at the equation
ut = [a(x)f(u)ux]x +
√
a(x)[λ+ h′u(u)]ux +
1
2
a′x(x)√
a(x)
h(u), (58)
which contains three arbitrary functions a(x), f(u), and h(u) and has the exact
solution ∫
f(u)
h(u)
du = −λt−
∫
dx√
a(x)
+ C. (59)
Solution 8. Equation (21) can be satisfied if we take
Φ1 = −k1Φ4, Φ2 = −k2Φ4, Φ3 = −Φ5;
Ψ4 = k1Ψ1 + k2Ψ2, Ψ3 = Ψ5,
(60)
where k1 and k2 are arbitrary constants. Substituting (20) into (60), we arrive at
the equations
ϑt = k1bϑx, (aϑx)x = −k2bϑx, aϑ2x = −c;
g = k1 + k2f, (f/ζ)
′
u = hζ.
(61)
The solutions of the first three equations (61) are
ϑ(x, t) = λt− k2λ
k1
∫
x+ C1
a(x)
dx+ C2,
b(x) = − a(x)
k2(x+ C1)
, c(x) = −k
2
2λ
2(x+ C1)
2
k21a(x)
,
(62)
where a(x) is an arbitrary function, while C1, C2, and λ are arbitrary constants.
The last two equations (61) give two solutions
g(u) = k1 + k2f(u), ζ(u) = ±f(u)
(
2
∫
f(u)h(u) du+ C3
)−1/2
, (63)
where f = f(u) and h = h(u) are arbitrary functions and C3 is an arbitrary
constant.
Setting C1 = s, k1 = −1, k2 = k, and λ = k in (62) and (63), we obtain the
equation
ut = [a(x)f(u)ux]x − a(x)
x+ s
[k + f(u)]ux− (x+ s)
2
a(x)
h(u), (64)
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where a(x), f(u), and h(u) are arbitrary functions, while k and s are arbitrary
constants. This equation admits the exact solutions
±
∫
f(u)
(
2
∫
f(u)h(u) du+ C3
)−1/2
du = kt−
∫
x + s
a(x)
dx+ C2, (65)
where C2 and C3 are arbitrary constants.
In the special case k = −1, f(u) = 1, and s = 0, equation (64) is reduced
to a simpler equation,
ut = [a(x)ux]x − x
2
a(x)
h(u),
which was considered in [34]. Setting h(u) = 0, C3 = 0, and s = 0 in (64), and
renaming a(x) to xa(x), we obtain the equation
ut = [xa(x)f(u)ux]x − a(x)[k + f(u)]ux,
whose solutions are
±
∫
f(u) du = kt−
∫
dx
a(x)
+ C2.
Solution 9. Equation (21) holds if we set
Φ1 +Φ3 + k1Φ4 +Φ5 = 0, Φ2 + k2Φ4 = 0;
Ψ3 = Ψ1, Ψ4 = k1Ψ1 + k2Ψ2, Ψ5 = Ψ1,
(66)
where k1 and k2 are arbitrary constants. Substituting (20) into (66), we obtain
the equations
−ϑt + aϑ2x + k1bϑx + c = 0, (aϑx)x + k2bϑx = 0;
(f/ζ)′u = 1, g = k1 + k2f, hζ = 1.
(67)
In the special case k1 = k2 = 0, the solution of system (67) leads to the
equation
ut = [a(x)f(u)ux]x +
[
λ− β
2
a(x)
]
u
f(u)
, (68)
where a(x) and f(u) are arbitrary functions, while β and λ are arbitrary constants.
This equation admits two exact solutions∫
f(u)
u
du = λt± β
∫
dx
a(x)
+ C1. (69)
18
Solution 10. Equation (21) can be satisfied if we take
Φ1 = −k1Φ5, Φ2 = −k2Φ3, Φ4 = −k3Φ5;
Ψ5 = k1Ψ1 + k3Ψ4, Ψ3 = k2Ψ2,
(70)
where k1, k2, and k3 are arbitrary constants. Substituting (20) into (70), we arrive
at the equations
ϑt = k1c, (aϑx)x = −k2aϑ2x, bϑx = −k3c;
hζ = k1 + k3g, (f/ζ)
′
u = k2f.
(71)
The solutions of the first three equations (71) are
ϑ(x, t) = k1t+
1
k2
ln
(
k2
∫
dx
a(x)
+ C1
)
+ C2,
b(x) = −k3a(x)
(
k2
∫
dx
a(x)
+ C1
)
, c(x) = 1,
(72)
where a(x) is an arbitrary function, while C1 and C2 are arbitrary constants. The
solutions of the last two equations (71) are given by
h(u) =
k1 + k3g(u)
f(u)
[
k2
∫
f(u) du+ C3
]
,
ζ(u) = f(u)
[
k2
∫
f(u) du+ C3
]−1
,
(73)
where f(u) and g(u) are arbitrary functions and C3 is an arbitrary constant.
In particular, setting a(x) = xn, C1 = C2 = 0, C3 = m, k1 = k, k2 = 1− n,
and k3 = 1 in (72)–(73), we obtain the equation
ut = [x
nf(u)ux]x − xg(u)ux + k + g(u)
f(u)
[
(1− n)
∫
f(u) du+m
]
.
Solution 11. Equation (21) can be satisfied if we use the relations
Φ3 = Φ1, Φ4 = k1Φ1 + k2Φ2, Φ5 = Φ1;
Ψ1 +Ψ3 + k1Ψ4 +Ψ5 = 0, Ψ2 + k2Ψ4 = 0,
(74)
where k1 and k2 are arbitrary constants. Substituting (20) in (74) yields
aϑ2x = −ϑt, bϑx = −k1ϑt + k2(aϑx)x, c = −ϑt;
1 + (f/ζ)′u + k1g + hζ = 0, f + k2g = 0.
(75)
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The first three equations (75) admit two solutions, which are given by
ϑ(x, t) = −t±
∫
dx√
a
+ C1, b(x) = ±k1
√
a+
1
2
k2a
′
x, c(x) = 1, (76)
where a = a(x) is an arbitrary function and C1 is an arbitrary constant (in
both formulas, the upper or lower signs are taken simultaneously). From the last
equation (75) we get g = −f/k2; then the penultimate equation, which serves to
determine the function ζ, is converted to the Abel equation of the second kind
ξξ′u +
(
1− k1
k2
f
)
ξ + fh = 0, ζ = f/ξ. (77)
Setting k1 = ±k and k2 = 1 in (76) and (77), we obtain the equation
ut = [a(x)f(u)ux]x − [k
√
a(x) + 12a
′
x(x)]f(u)ux + h(u),
which has two exact solutions that can be represented in implicit form∫
f(u)
ξ(u)
du = −t±
∫
dx√
a(x)
+ C1, (78)
where the function ξ = ξ(u) is described by the Abel equation
ξξ′u + [1∓ kf(u)]ξ + f(u)h(u) = 0.
Exact solutions of the Abel equations for various functions f(u) and h(u) can be
found in [62].
Solution 12. We set a = b = c = 1 in (19) and then make the substitution
ϑ = ϑ¯+ αx+ βt, (79)
where α and β are free parameters, to obtain
−ϑ¯t + ϑ¯xxf + (ϑ¯x + α)2
(f
ζ
)′
u
+ ϑ¯xg − β + αg + hζ = 0. (80)
Below we give three solutions of equation (80), which lead to different solu-
tions of the original PDE (18).
1. A particular solution to equation (80) is sought in the form
ϑ¯ = C1e
λt+γx + C2, ζ = f, (81)
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where C1 and C2 are arbitrary constants. We get
C1(−λ+ γ2f + γg)eλt+γx − β + αg + hζ = 0,
which leads to the defining system of equations
−λ+ γ2f + γg = 0, −β + αg + hζ = 0. (82)
By virtue of the second equality (81), the solutions of these equations are
g =
λ
γ
− γf, h = αγ +
(
β − αλ
γ
)
1
f
, ζ = f. (83)
Thus, we arrive at the equation
ut = [f(u)ux]x +
[
λ
γ
− γf(u)
]
ux + αγ +
(
β − αλ
γ
)
1
f(u)
, (84)
which depends on an arbitrary function f = f(u) and admits the exact solution
in implicit form ∫
f(u) du = αx + βt+ C1e
λt+γx + C2. (85)
Setting λ/γ = σ, β − (αλ/γ) = µ, and αγ = ε in (84) and (85), we obtain the
more compact equation
ut = [f(u)ux]x + [σ − γf(u)]ux + ε+ µ
f(u)
, (86)
which has the exact solution∫
f(u) du =
ε
γ
x+
(
µ+
εσ
γ
)
t+ C1e
γσt+γx + C2. (87)
2. For g ≡ 0, equation (80) has the steady-state particular solution
ϑ¯ = −kx2 + C, h = β
f
+ 2k, ζ = f, (88)
where f = f(u) is an arbitrary function, while C and k are arbitrary constants.
This leads to the PDE [23]
ut = [f(u)ux]x + 2k +
β
f(u)
. (89)
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This equation admits a solution in the implicit form
∫
f(u) du = −kx2 + αx +
βt+ C.
3. For g ≡ 0 and α = 0, equation (80) has another steady-state particular
solution
ϑ¯ = ln(C1x+ C2), h = β
F
f
, ζ =
f
F
, F =
∫
f(u) du, (90)
which also leads to the equation considered in [23].
Solution 13. In (19) we set ζ = f and then make the transformation
ϑ = ϑ¯+ βt+ k
∫
dx
a(x)
, (91)
where β and k are free parameters, to obtain
−ϑ¯t + (aϑ¯x)xf + bϑ¯xg − β + k b
a
g + cfh = 0. (92)
We are looking for a steady-state solution ϑ¯ = ϑ¯(x) of equation (92). After
the splitting procedure, we get the equations
g = −µf + λ, h = γ + (σ/f),
(aϑ¯′x)
′
x − µbϑ¯′x + cγ − kµ(b/a) = 0,
bλϑ¯′xg + σ − β + kλ(b/a) = 0,
where µ, λ, γ, and σ are arbitrary constants. These equations admit the solution
λ = 0, γ = kµ, σ = β, g(u) = −µf(u), h(u) = kµ+ β
f(u)
,
ϑ¯(x) = C1
∫
eµx
a(x)
dx+ C2, b(x) = a(x), c(x) = 1,
(93)
where C1, C2, and µ are arbitrary constants. Taking into account relation (91),
we obtain the equation
ut = [a(x)f(u)ux]x − µa(x)f(u)ux + σ + β
f(u)
,
which admits the exact solution∫
f(u) du = βt+
σ
µ
∫
dx
a(x)
+ C1
∫
eµx
a(x)
dx+ C2.
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Solution 14. We seek a particular solution to equation (92) as the product
of functions with different arguments
ϑ¯ = eλtξ(x). (94)
As a result, we arrive at the equations
−λξ + (aξ′x)′xf + bξ′xg = 0,
−β + k b
a
g + cfh = 0.
(95)
For g = const, we obtain f = const and h = const, which corresponds to a linear
equation. Therefore, we further assume that g 6= const.
The first equation (95) is satisfied if we put
(aξ′x)
′
x − Abξ′x = 0, Bbξ′x − λξ = 0, g = B −Af, (96)
where A and B are arbitrary constants (A 6= 0). The first two equations (96)
involve three functions a = a(x), b = b(x), and ξ = ξ(x), one of which can be
considered arbitrary.
Assuming that the function ξ = ξ(x) in (96) is given, we find that
a =
1
ξ′x
(
Aλ
B
∫
ξ dx+ C1
)
, b =
λξ
Bξ′x
, (97)
If we assume that the function b = b(x) is given, then the solutions of the first
two equations (96) can be written as
a(x) = b(x) exp
(
− λ
B
∫
dx
b(x)
)[
A
∫
exp
(
λ
B
∫
dx
b(x)
)
dx+ C1
]
,
ξ(x) = C2 exp
(
λ
B
∫
dx
b(x)
)
,
(98)
where C1 and C2 are arbitrary constants (C2 6= 0).
In particular, for B = 1 and b(x) = 1, from (98) we find that
a(x) =
A
λ
+ C1e
−λx, ξ(x) = C2eλx,
and for B = 1 and b(x) = x we get
a(x) =
A
λ+ 1
x2 + C1x
1−λ, ξ(x) = C2xλ.
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The last equation (95) can be satisfied in two cases, which are considered
below.
1. For β = 0, the solution of the last equation (95) is given by
c(x) = k
b(x)
a(x)
, h(u) = A− B
f(u)
, (99)
in the derivation of which the last relation in (96) was taken into account. Thus,
the equation
ut = [a(x)f(u)ux]x + b(x)[B −Af(u)]ux + k b(x)
a(x)
[
A− B
f(u)
]
,
where b(x) and f(u) are arbitrary functions, and a = a(x) is expressed via b = b(x)
by (98), admits the solution∫
f(u) du = k
∫
dx
a(x)
+ C2e
λt exp
(
λ
B
∫
dx
b(x)
)
.
2. For k = 0, the solution of the last equation (95) is
c(x) = 1, h(u) =
β
f(u)
. (100)
As a result, we obtain the equation
ut = [a(x)f(u)ux]x + b(x)[B −Af(u)]ux + β
f(u)
,
where b(x) and f(u) are arbitrary functions, and a = a(x) is expressed via b = b(x)
by (98), which has the solution∫
f(u) du = βt+ C2e
λt exp
(
λ
B
∫
dx
b(x)
)
.
Solution 15. Equation (21) can be satisfied if we take Φi (i = 1, 2, 3, 4)
proportional to Φ5. As a result, we get
Φ1 = k1Φ5, Φ2 = k2Φ5, Φ3 = k3Φ5, Φ4 = k4Φ5,
k1Ψ1 + k2Ψ2 + k3Ψ3 + k4Ψ4 +Ψ5 = 0.
(101)
Substituting (20) in (101) yields
ϑt = −k1c, (aϑx)x = k2c, aϑ2x = k3c, bϑx = k4c;
k1 + k2f + k3(f/ζ)
′
u + k4g + hζ = 0.
(102)
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Consider two cases.
1. The simplest solution of the first four equations (102),
a(x) = b(x) = c(x) = 1, θ(x, t) = −k1t+ k4x+ C1, k2 = 0, k3 = k24,
leads to a traveling wave solution of the original reaction-diffusion equation (18)
(this solution will not be discussed here).
2. The first four equations (102) also admit a different solution
a(x) = x2, b(x) = x, c(x) = 1,
ϑ(x, t) = −k1t+ k2 ln x+ C1, k3 = k22, k4 = k2.
(103)
Setting k = k1 and k2 = 1 in (103) and using the last equation in (102), we arrive
at the reaction-diffusion type equation
ut = [x
2f(u)ux]x + xg(u)ux + h(u), (104)
where
h(u) = − ξ(u)
f(u)
[
k + f(u) + g(u) + ξ′u(u)
]
, ξ(u) =
f(u)
ζ(u)
, (105)
and f = f(u), g = g(u), and ξ = ξ(u) are arbitrary functions. This equation
admits the exact invariant solution∫
f(u)
ξ(u)
du = −kt+ lnx+ C1. (106)
Note that the invariant solution (106) of equation (104) can be obtained in
the standard way in the form u = U(z) with z = −kt+ ln x (in this case, relation
(105) between f , g, h, and ξ is not used). The function U(z) is described by the
ordinary differential equation
[f(U)U ′z]
′
z + [f(U) + g(U) + k]U
′
z + h(U) = 0.
Solution 16. Equation (21) holds if we set
Φ1 = k1Φ4 + k2Φ5, Φ2 = −k3Φ3;
Ψ3 = k3Ψ2, Ψ4 = −k1Ψ1, Ψ5 = −k2Ψ1,
(107)
where k1, k2, and k3 are arbitrary constants. Thus, we obtain the equations
ϑt = −k1bϑx − k2c, (aϑx)x = −k3aϑ2x;
(f/ζ)′u = k3f, g = −k1, hζ = −k2.
(108)
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The solutions of the first two equations (108) are given by
ϑ(x, t) = λt+
1
k3
ln
(
k3
∫
dx
a(x)
+ C1
)
+ C2,
b(x) = −k2c(x) + λ
k1
a(x)
(
k3
∫
dx
a(x)
+ C1
)
,
(109)
where c(x) and c(x) are arbitrary functions, while C1 and C2 are arbitrary con-
stants. From the last three equations (108) we get
h(u) = − k2
f(u)
(
k3
∫
f(u) du+ C3
)
, ζ(u) = f(u)
(
k3
∫
f(u) du+ C3
)−1
.
(110)
Substituting C1 = C3 = 0 and k3 = 1 in (109) and (110), we obtain the equation
ut = [a(x)f(u)ux]x + a(x)[c(x) + λ]
(∫
dx
a(x)
)
ux − c(x)
f(u)
∫
f(u), (111)
which has the solution ∫
f(u) du = C4e
λt
∫
dx
a(x)
, (112)
where C4 is an arbitrary constant. When deriving formula (112), the equality∫
f
(∫
f(u) du+ C3
)−1
du = ln
(∫
f(u) du+ C3
)
+ const
was taken into account. Note that the diffusion term of equation (111) vanishes
on solution (112), [a(x)f(u)ux]x = 0.
3.3 Exact solutions obtained by analyzing equivalent equations
Now, using the considerations outlined in Section 2.3, we will obtain some other
exact solutions to equation (1). To this end, instead of (8)–(9), we consider equiv-
alent differential equations that reduce to (8)–(9) on the set of functions satisfying
relation (6).
Solution 17. Let us return to the class of reaction-diffusion equations of
the form (18). Having made substitution (6), instead of equation (19), we consider
the more complex equation
−eλϑe−λZϑt + (aϑx)xf + aϑ2x
(f
ζ
)′
u
+ bϑxg + chζ = 0, (113)
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where Z =
∫
ζ du and λ is an arbitrary constant. Equations (19) and (113) are
equivalent since, by virtue of transformation (6), the relation ϑ = Z holds.
Equation (113) can be represented in the bilinear form (21) where
Φ1 = −eλϑϑt, Φ2 = (aϑx)x, Φ3 = aϑ2x, Φ4 = bϑx, Φ5 = c;
Ψ1 = e
−λZ , Ψ2 = f, Ψ3 = (f/ζ)′u, Ψ4 = g, Ψ5 = hζ.
(114)
As previously, equation (21) can be satisfied using relations (22). Substituting
(114) into (22), we arrive at the equations
eλϑϑt = c, (aϑx)x = 0, kaϑ
2
x = −bϑx;
hζ = e−λZ , (f/ζ)′u = kg,
(115)
which for λ = 0 coincide with (23). The solution of the overdetermined system
consisting of the first three equations (115) has the form
ϑ(x, t) =
1
λ
ln(t+ C2)− b0
k
∫
dx
a(x)
+ C1,
b(x) = b0, c(x) =
1
λ
exp
(
− b0λ
k
∫
dx
a(x)
+ C1λ
)
,
(116)
where a(x) is an arbitrary function and b0, C1, C2, k, and λ are arbitrary constants.
The solution of the system consisting of the last two equations (115) is written as
ζ(u) =
f(u)
kG(u) + C2
, h(u) =
1
ζ(u)
exp
(
−λ
∫
ζ(u) du
)
, G(u) =
∫
g(u) du,
(117)
where f(u) and g(u) are arbitrary functions.
Solution 18. Equation (21) can also be satisfied using relations (34). Sub-
stituting (114) into (34) yields
eλϑϑt = k1c, (aϑx)x = −k2c, bϑx = −k3c;
(f/ζ)′u = 0, hζ = k1e
−λZ + k2f + k3g.
(118)
The solution of the overdetermined system consisting of the first three equations
(118) is
ϑ(x, t) =
1
λ
ln[k1(λt+ C1)c(x)],
a(x) =
c(x)
c′x(x)
(
C2 − k2λ
∫
c(x) dx
)
, b(x) = −k3λc
2(x)
c′x(x)
,
(119)
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where c(x) is an arbitrary function (other than a constant), while C1, C2, and λ
are arbitrary constants. The solutions of the last two equations (118) are expressed
as
h(u) =
1
f(u)
[
k1 exp
(
−λ
∫
f(u) du
)
+ k2f(u) + k3g(u)
]
, ζ(u) = f(u), (120)
where f = f(u) and g = g(u) are arbitrary functions.
Solution 19. As before, equation (21) can be satisfied using relations (38).
Substituting (114) into (38), we get the equations
eλϑϑt = c, (aϑx)x = −kbϑx;
hζ = e−λZ , kf = g, (f/ζ)′u = 0.
(121)
The solution of the overdetermined system consisting of the first two equations
(121) can be written as
ϑ(x, t) =
1
λ
ln(t+ C1) + C2
∫
exp
(
−k
∫
b
a
dx
)
dx
a
+ C3,
c(x) =
1
λ
exp
[
C2λ
∫
exp
(
−k
∫
b
a
dx
)
dx
a
+ C3λ
]
,
(122)
where a = a(x) and b = b(x) are arbitrary functions, while C1, C2, C3, k, and
λ are arbitrary constants. The solution to the system consisting of the last three
equations (121) is given by
g = kf, h =
1
mf
exp
(
−mλ
∫
f du
)
, ζ = mf, (123)
where m 6= 0 is an arbitrary constant.
Solution 20. Substituting (114) into (101), we arrive at the equations
eλϑϑt = −k1c, (aϑx)x = k2c, aϑ2x = k3c, bϑx = k4c;
k1e
−λZ + k2f + k3(f/ζ)′u + k4g + hζ = 0.
(124)
The first four equations of system (124) admit a solution for the functional
coefficients in exponential form:
a(x) = b(x) = c(x) = eλx, ϑ(x, t) =
1
λ
ln t+ x,
k1 = − 1
λ
, k2 = λ, k3 = k4 = 1.
(125)
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Using the last equation in (124), we obtain the reaction-diffusion type equation
ut = [e
λxf(u)ux]x + e
λxg(u)ux + e
λxh(u), (126)
where
h(u) = −1
ζ
[
− 1
λ
e−λZ + λf +
(f
ζ
)′
u
+ g
]
, Z =
∫
ζ du, (127)
and f = f(u), g = g(u), and ζ = ζ(u) are arbitrary functions. Equation (126)
admits the exact invariant solution∫
ζ(u) du =
1
λ
ln t+ x. (128)
Note that the invariant solution (128) of equation (126) can be represented
in the standard form u = U(z) with z = 1
λ
ln t + x (in this case, relation (127)
linking f , g, h and ζ is not used). The function U(z) is described by the ordinary
differential equation
1
λ
U ′z = [e
λzf(U)U ′z]
′
z + e
λzg(U)U ′z + e
λzh(U).
Solution 21. The first four equations of system (124) also admit a solution
for power-law functional coefficients:
a(x) = xn, b(x) = xn−1, c(x) = xn−2, ϑ(x, t) =
1
n− 2 ln t+ lnx,
λ = n− 2, k1 = − 1
n− 2 , k2 = n− 1, k3 = k4 = 1.
(129)
Using the last equation in (124), we arrive at the reaction-diffusion type equation
ut = [x
nf(u)ux]x + x
n−1g(u)ux + xn−2h(u), (130)
where
h(u) = −1
ζ
[
− 1
n− 2 e
−(n−2)Z + (n− 1)f +
(f
ζ
)′
u
+ g
]
, Z =
∫
ζ du, (131)
and f = f(u), g = g(u), and ζ = ζ(u) are arbitrary functions. Equation (130)
admits the exact invariant solution∫
ζ(u) du =
1
n− 2 ln t+ ln x. (132)
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The self-similar solution (132) of equation (130) can be sought in the stan-
dard form u = U(z) with z = xt1/(n−2) (in this case, relation (131) linking f , g,
h, and ζ is not used). The function U(z) is described by the ODE
1
n− 2 zU
′
z = [z
nf(U)U ′z]
′
z + z
n−1g(U)U ′z + z
n−2g(U).
Solution 22. Equation (21) can be satisfied if we take Ψi (i = 1, 3, 4, 5)
proportional to Ψ2. As a result, we get
Ψ1 = k1Ψ2, Ψ3 = k2Ψ2, Ψ4 = k3Ψ2, Ψ5 = k4Ψ2,
k1Φ1 +Φ2 + k2Φ3 + k3Φ4 + k4Φ5 = 0.
(133)
Substituting (114) into (133), we obtain the equations
e−λZ = k1f, (f/ζ)′u = k2f, g = k3f, hζ = k4f,
−k1eλϑϑt + (aϑx)x + k2aϑ2x + k3bϑx + k4c = 0.
(134)
The first four equations of system (134) admit a solution for exponential
functional coefficients:
f(u) = g(u) = h(u) = e−λu, ζ = 1, Z = u;
k1 = k3 = k4 = 1, k2 = −λ.
(135)
In this case, we obtain the reaction-diffusion type equation
ut = [a(x)e
βuux]x + b(x)e
βuux + c(x)e
βu, λ = −β, (136)
which has the exact solution with additive separation of variables
u = − 1
β
ln t+ η(x), (137)
with the function η = η(x) described by the ordinary differential equation
− 1
β
= [a(x)eβηη′x]
′
x + b(x)e
βηη′x + c(x)e
βη. (138)
Equations (136) and (138) contain three arbitrary functions a(x), b(x), and c(x).
Note that equation (138) reduces with the substitution ξ = eβη to the linear
second-order ODE
[a(x)ξ′x]
′
x + b(x)ξ
′
x + βc(x)ξ + 1 = 0.
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Solution 23. The first four equations of system (134) also admit a solution
for the power-law functional coefficients
f(u) = un, g(u) = un, h(u) = un+1, ζ(u) = 1/u, Z = lnu,
λ = −n, k1 = k3 = k4 = 1, k2 = n+ 1.
(139)
In this case, the solution of the last equation in (134) is determined by the formula
ϑ = −(1/n) ln t+ η(x), with the function η = η(x) satisfying the ODE
1
n
e−nη + (aη′x)
′
x + (n+ 1)a(η
′
x)
2 + bη′x + c = 0. (140)
As a result, we get the reaction-diffusion type equation
ut = [a(x)u
nux]x + b(x)u
nux + c(x)u
n+1, (141)
the exact solution of which can be represented as the product of functions with
different arguments u = t−1/nξ(x), with the function ξ(x) = eη described by ODE
[a(x)ξnξ′x]
′
x + b(x)ξ
nξ′x + c(x)ξ
n+1 +
1
n
ξ = 0.
Solution 24. Let us return to the class of reaction-diffusion equations of
the form (18). Having made the substitution (6), instead of equation (19), we
consider the more complex equation
−ϑt + (aϑx)xf + aϑ2x
(f
ζ
)′
u
+ bϑxg + chζ
ϑ
Z
= 0, (142)
where Z =
∫
ζ du. Equations (19) and (142) are equivalent, because, by virtue of
transformation (6), the relation ϑ = Z holds.
Equation (142) can be represented in bilinear form (21), where
Φ1 = −ϑt, Φ2 = (aϑx)x, Φ3 = aϑ2x, Φ4 = bϑx, Φ5 = cϑ;
Ψ1 = 1, Ψ2 = f, Ψ3 = (f/ζ)
′
u, Ψ4 = g, Ψ5 = hζ/Z.
(143)
Equation (21) can be satisfied by using the relations (34). Substituting (143) in
(34), we get
ϑt = k1cϑ, (aϑx)x = −k2cϑ, bϑx = −k3cϑ;
(f/ζ)′u = 0, hζ/Z = k1 + k2f + k3g,
(144)
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where k1, k2, and k3 are arbitrary constants. Let a = a(x), f = f(u), and
g = g(u) be arbitrary functions. Then the solutions of equations (144) are given
by
b(x) = −k3λ
k1
ω
ω′x
, c(x) =
λ
k1
= const, ϑ(x, t) = eλtω(x),
h =
1
f
(k1 + k2f + k3g)F, ζ = f, F =
∫
f du,
(145)
where λ is an arbitrary constant, and the function ω = ω(x) solves the linear
second-order ODE (aω′x)
′
x = −(k2λ/k1)ω. In the special case a(x) = const and
k3 = 0, formulas (145) lead to the nonlinear reaction-diffusion equation and its
solution, which were considered in [23].
Solution 25. Consider the special case
a = b = c = 1, ζ = f. (146)
We look for a solution of equation (142) under conditions (146) in the form
ϑ = (γx+ δ)eαx+βt. (147)
Substituting (147) into (142) and taking into account (146), we obtain
γxeαx+βt
[−β + α2f + αg + (f/F )h]
+ eαx+βt
[−βδ + (α2δ + 2αγ)f + (αδ + γ)g + δ(f/F )h] = 0, (148)
where F =
∫
f du. Equating the expressions in square brackets in (189) with zero,
we arrive at the equations
−β + α2f + αg + (f/F )h = 0,
−βδ + (α2δ + 2αγ)f + (αδ + γ)g + δ(f/F )h = 0.
Solving these equations for g and h, we get
g = −2αf, h =
(
α2 +
β
f
)
F.
As a result, we obtain the equation
ut = [f(u)ux]x − 2αf(u)ux +
[
α2 +
β
f(u)
] ∫
f(u) du, (149)
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which has the exact solution∫
f(u) du = (γx+ δ)eαx+βt, (150)
where γ and δ are arbitrary constants.
Solution 26. We look for a solution to equation (142) under conditions
(146) in the form
ϑ = Aeαx+βt + Beγx+δt.
Omitting the intermediate calculations, we arrive at the equation
ut = [f(u)ux]x +
[
δ − β
γ − α − (α+ γ)f(u)
]
ux
+
[
αγ +
βγ − αδ
γ − α
1
f(u)
] ∫
f(u) du, (151)
which has the solution ∫
f(u) du = Aeαx+βt + Beγx+δt, (152)
where A and B are arbitrary constants.
Example 1. In the special case γ = −α and δ = β, equation (151) simplifies
and takes the form
ut = [f(u)ux]x +
[
−α2 + β
f(u)
] ∫
f(u) du
and its solution is written as∫
f(u) du = eβt(Aeαx + Be−αx).
Solution 27. Assuming that conditions (146) hold, we look for a solution
to equation (142) in the form
ϑ = Aeαt sin(βx+ σt+ δ),
where A and δ are arbitrary constants. After simple rearrangements, we obtain
the equation
ut = [f(u)ux]x + γux +
[
β2 +
α
f(u)
] ∫
f(u) du (153)
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with γ = σ/β, which admits the exact solution∫
f(u) du = Aeαt sin(βx+ βγt+ δ). (154)
Remark 6. In the case (146), equation (142) also admits a more complex
solution of the form
ϑ = Aeµx+αt sin(βx+ σt+ δ),
which we do not consider here.
Solution 28. Instead of equation (142), we can look at the more complex
equation
− ϑ
n
Zn
ϑt + (aϑx)xf + aϑ
2
x
(f
ζ
)′
u
+ bϑxg + chζ
ϑ
Z
= 0, (155)
where Z =
∫
ζ du and n is an arbitrary constant. Equations (19) and (155) are
equivalent, since, by virtue of transformation (6), the relation ϑ = Z holds.
Equation (155) can be represented in the bilinear form (21) where
Φ1 = −ϑnϑt, Φ2 = (aϑx)x, Φ3 = aϑ2x, Φ4 = bϑx, Φ5 = cϑ;
Ψ1 = Z
−n, Ψ2 = f, Ψ3 = (f/ζ)′u, Ψ4 = g, Ψ5 = hζ/Z.
(156)
Equation (21) can be satisfied by using the relations (34). Substituting (156) in
(34), we get
ϑnϑt = k1cϑ, (aϑx)x = −k2cϑ, bϑx = −k3cϑ;
(f/ζ)′u = 0, hζ/Z = k1Z
−n + k2f + k3g,
(157)
where k1, k2, and k3 are arbitrary constants. Let a = a(x), f = f(u), and g = g(u)
be arbitrary functions. Then the solutions of equations (157) are expressed as
b(x) = − k3
k1n
ωn+1
ω′x
, c(x) =
ωn
k1n
, ϑ(x, t) = t1/nω(x),
h =
1
f
(k1F
−n + k2f + k3g)F, ζ = f, F =
∫
f du,
(158)
where the function ω = ω(x) is a solution of a second-order nonlinear ODE of the
Emden–Fowler type:
(aω′x)
′
x = −
k2
k1n
ωn+1. (159)
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We set k3 = k1n and k = k2/(k1n). From relations (158) it follows that the
nonlinear reaction-diffusion type equation
ut = [a(x)f(u)ux]x − ω
n+1
ω′x
g(u)ux + ω
nF (u)
f(u)
[
kf(u) + g(u) +
1
n
F−n(u)
]
,
(160)
where f(u), g(u), and a(x) are arbitrary functions, k and n are arbitrary constants,
and F (u) =
∫
f(u) du, admits the functional separable solution in implicit form∫
f(u) du = ω(x)t1/n. (161)
The function ω = ω(x) in (160) and (161) is described by the nonlinear ordinary
differential equation
[a(x)ω′x]
′
x + kω
n+1 = 0. (162)
Note that for n = −1, the general solution of equation (162) is
ξ = −k
∫
x dx
a(x)
+ C1
∫
dx
a(x)
+ C2,
where C1 and C2 are arbitrary constants.
Example 2. Substituting a(x) = 1 and k = 0 into (160)–(162), we get the
equation
ut = [f(u)ux]x − xn+1g(u)ux + xn 1
f(u)
[
g(u)F (u) +
1
n
F 1−n(u)
]
, (163)
which admits the exact solution in implicit form (161). This solution is non-
invariant and it is of a self-similar type; when substituted into equation (163), it
causes the term [f(u)ux]x to vanish.
Solution 29. We now consider the equation
−ϑt + λϑ− λZ + (aϑx)xf + aϑ2x
(f
ζ
)′
u
+ bϑxg + chζ = 0, (164)
where λ = const, which, by virtue of (6) (ϑ = Z), is equivalent to equation (19).
Equation (164) is invariant under the transformation
ϑ = ϑ¯+ C1e
λt, (165)
where C1 is an arbitrary constant.
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It is easy to verify that for constant a, b, and c, which without loss of
generality can be set equal to 1, equation (164) has the particular solution
ϑ¯ = C2e
βt−µx, g = µf +
λ− β
µ
, h =
λ
f
∫
f du, ζ = f, (166)
where f = f(u) is an arbitrary function, while C2, β, and µ are arbitrary constants.
Given (165), we obtain the equation
ut = [f(u)ux]x +
[
µf(u) +
λ− β
µ
]
ux +
λ
f(u)
∫
f(u) du, (167)
which has the exact solution in the implicit form∫
f(u) du = C1e
λt + C2e
βt−µx. (168)
Setting β = λ− σµ, equation (167) can be rewritten in the more compact form
ut = [f(u)ux]x + [µf(u) + σ]ux +
λ
f(u)
∫
f(u) du.
In this case, its solution is
∫
f(u) du = C1e
λt + C2e
(λ−σµ)t−µx.
Solution 30. We look for a steady-state particular solution ϑ = ϑ(x) of
equation (164). In this case, we have
aϑ2x = k1ϑ, (aϑx)x = k2, bϑx = k3, c = 1;
λ+ k1(f/ζ)
′
u = 0, −λZ + k2f + k3g + hζ = 0,
(169)
where k1, k2, and k3 are arbitrary constants. The solution of the first three
equations (169) with k1k2 6= 0 can be represented as
a(x) =
1
C2k1
(k2x+ C3)
2−(k1/k2), b(x) =
k3
C2k1
(k2x+ C3)
1−(k1/k2),
ϑ(x) = C2(k2x + C3)
k1/k2,
(170)
where C2 and C3 are arbitrary constants. The solution to the system consisting
of the last two equations (169) is written as follows:
ζ = −k1
λ
f
u+ C4
, h =
λ(u+ C4)
k1f
(
k2f + k3g + k1
∫
f du
u+ C4
)
, (171)
where f = f(u) and g = g(u) are arbitrary functions, C4 is an arbitrary constant.
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Substituting C2 = 1/k, C3 = C4 = 0, k1 = k, k2 = k3 = 1, and λ = kσ in
(170) and (171), we arrive at the equation
ut = [x
2−kf(u)ux]x + x1−kg(u)ux +
σu
f(u)
[
f(u) + g(u) + k
∫
f(u)
u
du
]
. (172)
For k 6= 0, this equation admits the exact solution∫
f(u)
u
du = Cekσt − σ
k
xk, C = −C1σ, (173)
in the construction of which the invariance of equation (164) with respect to trans-
formation (165) was taken into account.
Solution 31. In equation (164), we set ζ = f and λ = p(x)f(u) (recall
that λ can be any function dependent on x, t, and u; see Item 2 in Section 2.3).
On dividing by f , we get
−ϑt 1
f
+ (aϑx)x + pϑ+ bϑx
g
f
+ ch− pF = 0, (174)
where F =
∫
f(u) du.
Assuming the function f to be given arbitrarily, we look for the functions g
and h in the form
g = f
(
k1 + k2
1
f
+ k3F
)
, h = m1 +m2
1
f
+m3F, (175)
where ki and mi are some constants (i = 1, 2, 3). Substituting (175) into (174),
we arrive at the equations
(aϑx)x + pϑ+ k1bϑx +m1c = 0,
−ϑt + k2bϑx +m2c = 0,
−p+ k3bϑx +m3c = 0,
(176)
Equations (176) admit the following exact solution
k2 = k3 = 0, ϑ = m2c(x)t+ η(x), p = m3c(x), (177)
where the three functions a = a(x), b = b(x), and c = c(x) are connected by one
equation
(ac′x)
′
x + k1bc
′
x +m3c
2 = 0, (178)
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and the function η are described by the linear ODE
(aη′x)
′
x + k1bη
′
x +m3cη +m1c = 0. (179)
Note that for given functions a and c, equation (178) is algebraic with respect to b,
for given b and c it is a first-order linear ODE with respect to a (which is readily
integrated), and for given a and b it is a second-order ODE with a quadratic
nonlinearity with respect to c.
To sum up, we have obtained the nonlinear reaction-diffusion type equation
ut = [a(x)f(u)ux]x + b(x)f(u)ux + c(x)
[
m1 +
m2
f(u)
+m3
∫
f(u) du
]
, (180)
where f(u) is an arbitrary function, and any two of the three functions a = a(x),
b = b(x), and c = c(x) can be given arbitrarily, while the remaining function
satisfies equation (178) with k1 = 1. Equation (180) has the exact solution in
implicit form ∫
f(u) du = m2c(x)t+ η(x), (181)
where the function η(x) is determined by ODE (179) with k1 = 1.
Remark 7. The more general equation
ut = [a(x)f(u)ux]x + b(x)f(u)ux +m(x) +
c(x)
f(u)
+ n(x)
∫
f(u) du,
where f = f(u) and m = m(x) are arbitrary functions, and the four functions
a = a(x), b = b(x), c = c(x), and n = n(x) are connected by one equation
(algebraic in b and n, and differential in a and c)
(ac′x)
′
x + bc
′
x + cn = 0,
admits the exact solution ∫
f(u) du = c(x)t+ η(x),
with the function η(x) determined by the ODE
(aη′x)
′
x + bη
′
x + nη +m = 0.
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Solution 32. Solutions of equation (174) can be sought in the form
g = f
(
k1f
−1 + k2
)
, h = k3f
−1 + k4, F = k5f−1 + k6, (182)
where kn are some constants; the last relation (182) is used to determine the
function f . By setting k1 = 0, k2 = 1, k5 = 2, and k6 = 0 in (182), we obtain
f = g = u−1/2, h = k3u1/2 + k4, and F = 2u1/2. The corresponding nonlinear
reaction-diffusion type equation
ut = [a(x)u
−1/2ux]x + b(x)u−1/2ux + c(x)(k3u1/2 + k4), (183)
where a(x), b(x), and c(x) are arbitrary functions, while and k3 and k4 are arbi-
trary constants, has an exact solution in implicit form F = ξ(x)t + η(x), which
can be expressed in explicit form as
u = 14 [ξ(x)t+ η(x)]
2. (184)
The functions ξ = ξ(x) and η = η(x) are determined by solving the ordinary
differential equations
(aξ′x)
′
x + bξ
′
x +
1
2k3cξ − 12ξ2 = 0,
(aη′x)
′
x + bη
′
x +
1
2k3cη − 12ξη + k4c = 0.
(185)
For c(x) = 1, the first equation (185) can be satisfied if we take ξ(x) = k3.
Remark 8. The equation
ut = [a(x)u
−1/2ux]x + b(x)u−1/2ux + c(x)u1/2 + d(x), (186)
which is more general than (183), has an exact solution of the form (184). In the
case d(x)/c(x) = const, equation (186) belongs to the class of equations (18) in
question.
Remark 9. The nonlinear delay PDE
ut = [a1(x)u
−1/2ux]x + [a2(x)w−1/2wx]x + b1(x)u−1/2ux + b2(x)w−1/2wx
+ c1(x)u
1/2 + c2(x)w
1/2 + d(x), w = u(x, t− τ),
where τ is the delay time and a1(x), a2(x), b1(x), b2(x), c1(x), c2(x), and d(x) are
arbitrary functions, also admits an exact solution of the form (184).
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Solution 33. Now we consider the equation
−ϑt + ϑxxf + ϑ2x
(f
ζ
)′
u
− k
(f
ζ
)′
u
ϑ+ k
(f
ζ
)′
u
Z + hζ = 0. (187)
which, by virtue of (6), is equivalent to equation (19) for a = c = 1 and b = 0.
An exact solution of equation (188) is sought in the form
ϑ = Ax2 + Bx+ Ce−λt,
where A, B, C, and λ are constants to be found. Omitting the intermediate
calculations, we ultimately arrive at the equation
ut = [f(u)ux]x − 1
2
λu− γ2 u
f(u)
− λ u
f(u)
∫
f(u)
u
du, (188)
which has two exact solutions∫
f(u)
u
du =
1
4
λx2 ± γx+ βe−λt, (189)
where β, γ, and λ are arbitrary constants.
Remark 10. The described approach also makes it possible to obtain other
exact solutions of equation (18), which are not considered here (recall that in this
article we only look at nonlinear equations of a fairly general form that depend on
arbitrary functions).
Remark 11. This approach can also be used to construct exact solutions of
nonlinear ordinary differential equations with variable coefficients.
3.4 Using transformation (6) to simplify equations
Transformation (6) can also be used to simplify nonlinear PDEs. To illustrate
this, we consider the equation
ut = auxx + f(u)u
2
x + b(x)g(u)ux + c(x)h(u), (190)
where a is a constant.
Transformation (6) reduces equation (190) to the form
ϑt = aϑxx + ϑ
2
x
1
ζ
[
f(u)− aζ
′
u
ζ
]
+ b(x)g(u)ϑx + c(x)h(u)ζ. (191)
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In (191), we set
f(u)− aζ
′
u
ζ
= 0, g(u) = 1, h(u)ζ = 1.
Whence
ζ = exp
[
1
a
∫
f(u) du
]
, h(u) = exp
[
− 1
a
∫
f(u) du
]
.
As a result, we obtain the nonlinear equation
ut = auxx + f(u)u
2
x + b(x)ux + c(x) exp
[
− 1
a
∫
f(u) du
]
, (192)
where b(x), c(x), and f(u) are arbitrary functions, which can be reduced with the
transformation
ϑ =
∫
exp
[
1
a
∫
f(u) du
]
du (193)
to the linear equation
ϑt = aϑxx + b(x)ϑx + c(x). (194)
Some exact solutions of this equation can be found in [63].
Remark 12. Note that in equations (192) and (194), the functional coeffi-
cients a(x) and b(x) can be replaced with a(x, t) and b(x, t).
Example 3. In the special case a = 1 and f(u) = 1, equation (192) becomes
ut = uxx + u
2
x + b(x)ux + c(x)e
−u,
and transformation (193) can be written in explicit form as u = lnϑ. As a result,
we obtain equation (194) with a = 1.
4 Indirect functional separation of variables
4.1 Functional separation of variables based on the nonclassical
method of symmetry reductions
The method of functional separation of variables based on transformation (6) is
closely related to the nonclassical method of symmetry reductions which is based
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on an invariant surface condition [38]. To show this, we differentiate formula (6)
with respect to t to obtain
ut = Q(x, t)φ(u) (195)
where Q(x, t) = ϑt and φ(u) = 1/ζ(u).
Relation (195) can be treated as a first-order differential constraint or an
invariant surface condition of a special form (in general, an invariant surface con-
dition is a quasilinear first-order PDE of general form), which can be used to find
exact solutions of equation (18) through a compatibility analysis of the overde-
termined pair of differential equations (18) and (195) with the single unknown u.
The invariant surface condition (195) is equivalent to relation (6); at the initial
stage, both functions Q(x, t) and φ(u) included on the right-hand side of (195)
are considered arbitrary, and the specific form of these functions is determined in
the subsequent analysis.
A description of the nonclassical method of symmetry reductions and ex-
amples of its application to construct exact solutions of nonlinear PDEs can be
found, for example, in [9, 18, 23, 38–44]. Although the invariant surface condition
(195) is equivalent to the functional relation (6), the subsequent procedure for
finding exact solutions by the nonclassical method of symmetry reductions (or by
the method of differential constraints) and that by the direct method for seeking
functional separable solutions differ significantly. Let us compare the effective-
ness of these methods by the example of the reaction-diffusion type equation (18)
(since its functional separable solutions have already been obtained in Sections 3.2
and 3.3). To construct exact solutions by the nonclassical method of symmetry
reductions, we will use relation (195) as an invariant surface condition.
Remark 13. The nonclassical method of symmetry reductions, based on the
invariant surface condition (195), and the method of differential constraints [64],
based on the single differential constraint (195), end up in the same result. A
description of the method of differential constraints and examples of its application
to construct exact solutions of nonlinear PDEs can be found, for example, in
[7, 18, 23, 45, 50, 65–69].
Taking into account the last remark, below we use the method of differential
constraints [23]. We solve equation (18) for the highest derivative uxx and eliminate
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ut with the help of (195) to obtain
uxx = −f
′
u
f
u2x −
(
a′x
a
+
b
a
g
f
)
ux +
Qφ− ch
af
. (196)
Differentiating (195) twice with respect to x and taking into account relation
(196), we get
utx = Qφ
′
uux +Qxφ,
utxx = Qφ
′
uuxx +Qφ
′′
uuu
2
x + 2Qxφ
′
uux +Qxxφ
= Q
(
φ′′u −
f ′u
f
φ′u
)
u2x + A1(x, t, u)ux + A0(x, t, u),
A1(x, t, u) =
[
2Qx −Q
(
a′x
a
+
b
a
g
f
)]
φ′u,
A0(x, t, u) = Qxxφ− cQ
a
h
f
φ′u +
Q2
a
φ
f
φ′u.
(197)
where A1(x, t, u) and A0(x, t, u) are independent of the derivative ux and are
expressed in terms of the functions appearing in the original PDE (18) and the
invariant surface condition (195).
Differentiating (196) with respect to t and taking into account relation (195)
and the first formula of (197), we find the mixed derivative in a different way,
uxxt = −Q
[
φ
(
f ′u
f
)′
u
+ 2
f ′u
f
φ′u
]
u2x +B1(x, t, u)ux + B0(x, t, u),
B1(x, t, u) = −2Qxφf
′
u
f
− axQ
a
φ′u −
b
a
Q
(
gφ
f
)′
u
,
B0(x, t, u) = −axQx
a
φ− bQx
a
g
f
φ− cQ
a
φ
(
h
f
)′
u
+
Qt
a
φ
f
+
Q2
a
φ
(
φ
f
)′
u
,
(198)
where B1(x, t, u) and B0(x, t, u) are independent of ux.
Equating the third-order mixed derivatives (197) and (198), we get the fol-
lowing relation, quadratic in ux:
Ku2x +Mux +N = 0, (199)
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where
K = Q
[
φ′′u + φ
′
u
f ′u
f
+ φ
(
f ′u
f
)′
u
]
,
M = 2Qx
(
φ′u +
f ′u
f
φ
)
+
bQ
a
(
g
f
)′
u
φ, (200)
N = Qxxφ+Qxφ
(
a′x
a
+
b
a
g
f
)
− Qt
a
φ
f
+
cQ
a
[
φ
(
h
f
)′
u
− h
f
φ′u
]
+
Q2
a
φ2f ′u
f 2
.
The functional coefficients K, M , and N depend on a, b, c, f , g, h, Q, φ and
their derivatives (and are independent of ux). By equating in (199) the functional
coefficients K, M , and N with zero (the procedure of splitting by the derivative
ux), one obtains the determining system of equations K = 0, M = 0, N = 0.
Next, we only need the first equation of this system (corresponding to K = 0),
which, after dividing by Q, takes the form
φ′′u + φ
′
u
f ′u
f
+ φ
(f ′u
f
)′
u
= 0. (201)
This equation admits the first integral
φ′u + φ
f ′u
f
= C1. (202)
Considering f to be an arbitrary function and φ to be an unknown function and
integrating (202), we find the general solution of equation (201):
φ =
1
f
(
C1
∫
f du+ C2
)
, (203)
where C1 and C2 are arbitrary constants. Thus, the nonclassical method of sym-
metry reductions with the invariant surface condition (195) leads to exact solutions
in which the functions f and φ (involved in the original equation and the invariant
surface condition) are related by (203).
Using the invariant surface condition (195) is equivalent to representing the
solution in the form (6). Since φ = 1/ζ, solution (203) can be rewritten in terms
of f and ζ as
ζ = f
(
C1
∫
f du+ C2
)−1
. (204)
44
We now consider some solutions obtained in Sections 3.2 and 3.3 by the
method of functional separation of variables. Solution (69) of equation (68) and
solution (173) of equation (172) are special cases of solutions (6) with ζ = f/u.
These solutions are different from (204); consequently, they cannot be obtained
by the nonclassical method of symmetry reductions with the invariant surface
condition (195). Also, more complex solutions (25), (33), (53), (59), (63), (78),
and (117), in which the function ζ depends not only on f(u) but also on other
functional coefficients g(u) or/and h(u) of the considered class of equations (18),
cannot be obtained by the nonclassical method of symmetry reductions with con-
dition (195).
Remark 14. It can be shown that exact solutions listed above cannot be
obtained by the nonclassical method of symmetry reductions using an invariant
surface condition of the form ut = U(x, t, u), which is more general than (195).
Remark 15. Importantly, the vast majority of solutions constructed in this
paper are non-invariant (that is, they cannot be obtained using the classical group
analysis of differential equations [70–72]).
4.2 Some remarks on weak symmetries
In applying the nonclassical method of symmetry reductions to equation (18), the
loss of some exact solutions occurred when the splitting procedure in powers of ux
was applied to relation (199)–(200). Theoretically, in order to avoid such losses, we
can further search for weak symmetries [73–75]. Consider two possible algorithms
for finding weak solutions by looking at the example of the nonlinear equation
(18).
The first algorithm. This algorithm consists of two stages.
1. The first (composite) stage suggests obtaining relation (199) and so leads
to the same results as applying the nonclassical method until the splitting proce-
dure in powers of ux.
2. The second stage suggests analysing three PDEs (195), (196), and (199)–
(200) for consistency (in order to obtain the determining equation, which must
then be integrated).
The compatibility analysis of these PDEs is carried out as follows. Equation
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(199) is differentiated with respect to t, after which the derivatives ut and uxt are
eliminated from the resulting expression using relation (195) and the first formula
of (197). As a result, we obtain
Pu2x +Qux + R = 0, (205)
where
P = Kt + UKu + 2UuK,
Q =Mt + UMu + UuM + 2UxK,
R = Nt + UNu + UxM.
(206)
For brevity, short notations are used here:
K = K(x, t, u), M = M(x, t, u), N = N(x, t, u), U = Q(x, t)φ(u).
Having further eliminated the derivative ux from equations (199) and (205), we
obtain the determining equation, which in the nondegenerate case (MP−KQ 6≡ 0)
has the form
K(NP −KR)2 −M(MP −KQ)(NP −KR) +N(MP −KQ)2 = 0. (207)
Equation (207) is a very complex nonlinear PDE, which includes third-order
derivatives Qxxt and φ
′′′
uuu (recall that Q and φ are both unknown functions),
whose length in expanded form (taking into account the relations (199) and (206))
occupies almost an entire page. In addition, equation (207), which includes one
or more arbitrary functions f(u), g(u), etc., must be solved together with the
equations (195) and (196) (or the original equation). As a result, instead of one
equation (18) (or equation (19) together with (6)), it is necessary in this case to
deal with a much more complex system of coupled nonlinear PDEs.
Example 4. For greater clarity, let us look at the linear heat equation ut =
uxx, which is obtained from (18) by setting
a(x) = 1, b(x) = 0, c(x) = 0, f(u) = 1.
In this case, one has to substitute into equation (207) the following functions:
K = Uuu, M = 2Uxu, N = Uxx − Ut, U = Qφ;
P = Utuu + UUuuu + 2UuUuu,
Q = 2(Uxtu + UUxuu + UuUxu + UxUuu,
R = Uxxt − Utt + U(Uxxu − Utu) + 2UxUxu.
(208)
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One can see that the nonlinear third-order equation (207)–(208) becomes isolated
(can be solved independently of the original equation); it is far more complicated
than the linear heat equation under consideration.
The degenerate case of MP −KQ ≡ 0 can be treated likewise.
It is apparent from the above examples that the method in question, based
on the analysis of three PDEs (195), (196), and (199), is extremely difficult for
practical use.
The second algorithm. In this case, we differentiate formula (6) with
respect to t and x. As a result, we obtain two relations
ut = ϑtφ(u), ux = ϑxφ(u), (209)
which can be interpreted as two compatible differential constraints, where the
functions ϑ = ϑ(x, t) and φ(u) = 1/ζ(u) are to be determined. Differentiating
the second relation (209) with respect to x, we find the second derivative
uxx = ϑxxφ+ ϑxφ
′
uux = ϑxxφ+ ϑ
2
xφφ
′
u, φ = φ(u). (210)
Next, we substitute the derivatives (209) and (210) in (18). As a result,
we arrive at an equation that is equivalent to equation (19). Using further the
generalized splitting principle described in Section 2.1, one can find the exact
solutions obtained in Section 3.2. However, it will not be possible to find the
solutions obtained in Section 3.3 in this way. In order to find these solutions,
one must first integrate the differential relations (209) and return to the original
relation (6), and then consider the equivalent equations described in Section 2.3.
Thus, it seems that the use of transformation (6) is more effective for con-
structing exact solutions than the use of one or two equivalent differential con-
straints.
5 Brief conclusions
A general method for constructing exact solutions of nonlinear PDEs has been
described, which is based on nonlinear transformations with an integral term in
combination with the generalized splitting principle. The high productivity of the
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method has been illustrated by nonlinear equations of the reaction-diffusion type
with variable coefficients that depend on one, two or three arbitrary functions.
Many new exact functional separable solutions and generalized traveling wave so-
lutions have been obtained. The effectiveness of various methods for constructing
exact solutions of nonlinear differential equations has been compared.
The direct method of functional separation of variables based on transforma-
tion (6), in addition to diffusion-type equations, is also applicable to other classes
of PDEs. In particular, these include nonlinear wave equations, nonlinear Klein–
Gordon type equations, nonlinear telegraph-type equations, and others; these also
include some third- and higher-order PDEs. This method is easy to generalize to
equations with three or more independent variables.
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