Abstract-The ring network is a popular network topology for implementation in local area networks and other confgurations. But it has a disadvantage of high diameter and large communication delay. So loop networks were introduced with fixed-jump links added over the ring. In this paper, we characterize some values for the number of nodes for which the lower bound on the diameter of loop networks is achieved. We also give an O(6) time algorithm (where 6 is the diameter of the graph) for finding a shortest path between any two nodes of a general loop network. We also propose a scheme to find a near optimal path (not more than one over the optimal) in case of a single node or link failure.
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for all values of N. For example, Du, Hsu, Li, and Xu [5] showed that for N = 24, d(24) = 4 with s = 7, but lb(24) = 3. The graphs whose diameters are equal to d(N) are optimal for the given value of N , and those whose diameters are equal to lb(N) are called tight optimal. Thus, a graph G(N; 1, s) may be optimal for some s, but may not be tight optimal if d(N) > Ib(N). Du et al. gave some classes of values of N, for which the lower bound Zb(N) can be achieved. They also gave some other classes, for which the lower bound cannot be achieved; but an optimal choice was given for such graphs. Tzvieli [7] and Bermond and Tzvieli [8] have classified many more values of N for the optimal design of loop networks, A directed variation of the loop network is the FLBH (forward loop backward hop) network. There are arcs from node i to nodes (i + 1) mod N and (i -s) mod N. Some results are available in the literature [9] , [IO] on the different properties and optimal and quasi-optimal routing in such networks.
About the classification, we suggest some classes of values for N, which achieve the lower bound on the diameter. These classes cover a large class of values of N. They also include many Ns not classified by Du et ai. Then, we focus our attention on the problem of routing. Given 6 (the diameter of the network), we propose an O(6) time algorithm to find a shortest path between any two nodes. We also propose how to find a near optimal path (not more than one over the optimal) in case of a single node or link failure.
OPTIMAL DESIGN CRITERIA
Let Cds, t) represent the graph on N nodes labeled V,,, VI, V,, . . I , VN-l such that node V, IS connected to V, , , , V, , , V, , , , and Boesch and Wang [4] have found out that for N > 6, d(N; lb(N) , lb(N) + 1) =
Ib(N)
We try to use the above result, when it is given that one of the jumps is 1 and we have to minimize the diameter over the other jump of length t.
We shall refer to a link between V, and V,, as an x-jump, x = s or t. N > 6, ifgcd(N, lb(N) ) = 1 or gcd (N, lb(N) + 1) 0 EXAMPLE 1. Consider the case of N = 14 nodes Here we see that lb(14) = 3, Le., gcd(N, lb(N) ) = 1. So, by Theorem 1, G(14; 3, 4) has diameter 3 and it can be redrawn as G(14; 1, s) for s = 6.
In Fig. la , we see G(14; 3, 4) with the 4-jumps shown in broken lines. Here nodes 0, 3, 6, 9, 12, 1, 4, 7, 10, 13, 2, 5, 8, 11 , 0 form a Hamiltonian cycle. In Fig. l b these have been relabeled as 0, 1, 2, _.., 13, 0, respectively. The 4-jumps are converted into 6-jumps.
0018-9340/95$04.00 0 1995 IEEE Using Theorem I, we get an excellent coverage over the possible values of N , the number of nodes in the network. We have exhaustively searched the optimal designs upto N = 16,000 and found that the tight optimal designs can be obtained for more than 80% of the values of N by following the scheme of Theorem 1. For 7 5 N 55,305, the classes given by Du et al. [5] cover only about 13% of the values of N, whereas Theorem 1 covers about 88.6%; nearly 10% of the values remain unclassified by either scheme. As N increases, the classes defined by Du et 
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[+SI, [- 
is also a path from VI to V, and it is shorter than [-11 , which contradicts the hypothesis that (w) [+s] 
In view of Lemma 4, at most two of w, x, y, and z can be nonzero From now on, we shall drop the terms with zero coefficient.
As a consequence of Lemma 4, we note that a shortest path from V,, to Vu would be using either (+s, +1) or (+s, -1) or (-s, +1) or (-s, -1) links. So, if we find the shortest of the paths of each combination of links, that path will be the required shortest path. We shall discuss in details a method for finding a shortest path using +s and +1 links The case of +s and -1 links would be very similar. The other two cases would be the same as finding a shortest path from V,, to using (+s, -1) and (+s, +1) links. From now on, by a (+s, +1)-shortest path we shall mean a shortest path among the paths using +s and +1 links only.
LEMMA 5. Let (w) and reduce it to a problem of reaching Vu from VI, with u < Sl LEMMA 7 For u < s, the number of +s-links in a (+s, +l)-shortest +I-links can always be replaced by one +s-link path zs either zero or ut least W, = [fj + 1.
For two nodes with a link connecting them, communication is carried out through that link. In absence of a direct link, the message is transmitted through some intermediate nodes. The number of links PROOF. Let (w) [+s] + (x)[+l] be a shortest path from V,, to Vu for some w , < < wl = lf] -!-1. 'Iken w.s N. The length Of this path traversed in such a path represents the transmission delay. So for any two nodes, it is important to find a path with minimum number of links. Such a path is called a shortest path. Note that shortest path between two nodes may not be unique. Here we consider the problem of finding a shortest path from V, to any arbitrary node V, . We note that because of the symmetry in the underlying topology it is enough to consider the problem of finding a shortest path from VI, to an arbitrary node Vu.
For our convenience we shall differentiate between two s-links from V,, depending on whether they are used to go to V, , , or Vm-,, by using a + or -sign, respectively. Similarly, we define +1 and -1 links. Consider a path involving w, x, y , and z (all non-negative integers) number of Now we proceed to generalize the results in Lemmas 6-8. In order to do that, we define some terms:
2) Iq,=o, I . c ; = 1 , " ' w , = W , _ , . (~~~+ 1 ) -W , -2
We now describe some properties of the sequences {Si) and { Wi). LEMMA 9. The sequence [ S , } satisfies the following properties. 
But this contradicts the induction hypothesls, as w k -y 5 Wk Case I1 p = xW, + y , where x = -and y < Wk -VVk-, Again, if the distance of Vi from is more than Ski, we may further reduce the path length by taking groups of WjCl +s-links repeatedly until we reach within a distance of from 5. So, in this process, we take L+-] &+, + s l i n k s . We note that in order to reach Vi we may take some more +s-links. But the number of +s-links is at least L*Jy+, .
If Wi+, = Si+] then we can treat the case similar to case 2, but we can replace a group of WI+l +s-links by a group of Wi+l (= Si+,) +]-links. We also note that we shall have Wl+2 > Si+*, and hence, after reaching within a distance of Wi+, from Vu, we must take only +I -links.
0
By repeated application of Theorem 3, we can get a (+s, +l)-Algorithm (+s, +I)-shortest path :
Step 1 : p := 0; i := 0;
Step 2: i := i + 1; If Wi > Si then goto step 5;
Step 3: If u < Si then goto step 2;
Step 4: p := p + JL y; u := u mod Si; goto step 2;
Step 5:
Similarly, we can find the (+s, -1)-shortest path from Vo to Vu. We can also find the (-s, + I ) and (-s, -1)-shortest paths from VO to Vu by finding the (+s, -1 ) and (+s, +I)-shortest path, respectively, from Vo to VN-u. So, we can find the shortest paths of all the four types and the shortest of the four will give us a global shortest path between V0 and Vu. But, such a technique may take O(N) computational steps in the worst case. In order to reduce the time complexity, we change the Step 2 of the above algorithm to
Step 2: i := i + 1; if i > 6 then goto step 5 ; if Wj > Si then goto step 5; Let us call this modified algorithm A+,+. path, the algorithm A,, outputs a global shortest path.
shortest path as follows.
1s; 1 THEOREM 4. If the (+s, +I)-shortest path yields the global shortest PROOF. We note that W, 2 6. But, since the (+s, +l)-shortest path is a global shortest path the length of the path is at most 6. So we need 0 Since, one of the shortest paths has to be the global shortest path, we can stop each of the algorithms after at most 6 executions of the loop and take the shortest of the four paths and yet guarantee that we shall get the global shortest path. not consider including a bunch of more than 6 +s-links.
IV. ROUTING UNDER FAULT
In this section, we consider the problem of routing when one of the nodes (or links) is faulty. We note that the paths as we have defined, specifies only the number of links used for different types of links. It says nothing about the order in which they are traversed. We also assume that one of the endpoints of the path is Vo. First we consider the following realization R of the path, where we traverse all the p +s-links and then the q +1-links. If the faulty node V'i s not on R, then R gives us the path bypassing the faulty node. Suppose Vf is a node on R. From the equality of path lengths from Vo to V '
, we have,
Again, from the equality of path lengths from V,) to V, we have z = p + j . But we know that z 5 p and j 2 2. Contradiction! Case 11: f= @.s + J] mod N , 1 < J 5 q -1. Here we take R ' to be the realization of the path where first we traverse (j + 1) +1-links, then the p +s-links and then the rest of the (q -j + 1) +1-links. A typical node on R'is 5, where i = t, 0 I t I j + 1, or i = (t.s t j + 1) mod N ,
S u b c a s e I I a : S = t , O I t~j + 1. Again, from the equality of path lengths from V0 to V , we havep +J
From the equality of path lengths from V,, to V , we have, p + j
From the equality of path lengths from V,, to V,, we have, p + J = p + t or; = t. Contradiction! For nodes which do not have a mixed (using both types of links) shortest path, length of a shortest path in faulty situation will be at least one more than that in the fault-free case. We may, however, add one each of + and -links of the type of link not used in the fault-free shortest path and this path may be at most one link longer than a shortest path in the faulty case.
V. CONCLUSION
In this paper, we have classified many values of N for which tight loop networks exist. Though this gives a much wider coverage than the classes defined by Du et al., some values of N remain yet to be classified. Some further works on the classification have also been reported in the literature [7], [8] . We also give an algorithm to find a shortest path between any pair of nodes and a near optimal routing in the presence of single node or link failure.
For improvement over the ring we have considered the addition two chords from every node. One may consider a further generalization where there are 2k chords from every node. Let G (N, 1, SI, s2, ..., sk) denote the supergraph of ring where from each node V, there are links to the nodes V,+I, V,,,, VI,,, ..., V,,,. Below, we list some of the problems which remain to be solved. 1) Deriving an analytical formula for the diameter of G (N, 1, s 
