Abstract. Snow feedbacks produced by 14 atmospheric general circulation models have been analyzed through idealized numerical experiments. Included in the analysis is an investigation of the surface energy budgets of the models. Negative or weak positive snow feedbacks occurred in some of the models, while others produced strong positive snow feedbacks. These feedbacks are due not only to melting snow, but also to increases in boundary temperature, changes in air temperature, changes in water vapor, and changes in cloudiness. As a result, the net response of each model is quite complex. We analyze in detail the responses of one model with a strong positive snow feedback and another with a weak negative snow feedback. Some of the models include a temperature dependence of the snow albedo, and this has significantly affected the results.
Introduction
The effects of snow on the atmospheric general circulation and climate have been the subject of many studies [e.g., Barnett et energy balance climate models, but the SW SRR typically dominates, giving a net positive snow feedback. Perhaps because of these simple model results, it is the "conventional wisdom" that the net snow feedback is positive.
There are still more possible feedbacks, both positive and negative, involving changes in snow cover. These include changes the surface sensible and latent heat fluxes as the snow melts away, as well as systematic changes in cloudiness associated with changes in snow cover. Each of these feedbacks can lead, indirectly, to changes in the net radiation in the top of the atmosphere and so can be fit into the framework of (1) and (2).
Cess et al. [1989, 1990, 1991, 1993] and Randall et al. [1992] have presented results from several intercomparisons of most of the world' s atmospheric general circulation models (GCMs). Projects undertaken to date, collectively known as FANGIO, have focused on cloud feedback, snow feedback, and carbon dioxide radiative forcing. Additional projects are currently under way.
These studies have served several functions: (1) They have brought together the GCM community in joint projects of unprecedented scope, fostering communication and cooperation in a field of rapidly increasing scientific and societal importance. (2) They have documented and explained some of the key intermodel differences in GCM-simulated climate sensitivity, thus providing guidance to the community on the most important areas of uncertainty and topics for further research. (3) They have provided each participating research group with improved insight into the strengths and weaknesses of its GCM, thus accelerating and focusing model development efforts. The present paper reports the results of a further analysis of the snow feedback intercomparison reported by Cess et al. [1991] , building also on the surface energy budget intercomparison of Randall et al. [1992] .
Cess et al. [1991] (hereinafter referred to as C) investigated the snow albedo feedback in 17 general circulation models (see also the related study by Ingram et al. [1989] ). Following the methodology of Cess et al. [1989] , each model was run with sea surface temperatures (SSTs) artificially increased by 2 K everywhere over the globe, relative to climatology (the "+2 K" runs) and again with SSTs artificially decreased by 2 K everywhere relative to climatology (the "-2 K" runs). Perpetual April simulations were used, since a pilot study indicated that April represents a good compromise between large northern hemisphere snow cover and strong northern hemisphere insolation. Each model was used to perform either one or two -2 K runs (see the discussion of run procedures below) and two +2 K runs. In the first +2 K run the snow cover was allowed to retreat in response to the prescribed warming of the oceans. In the second +2 K run the snow cover was held fixed at that obtained in a -2 K run.
For each pair of +2 K and -2 K runs a "climate sensitivity parameter" A was computed from A = AT/G,
where AT is the change in the globally averaged surface temperature, and G is the change in the net radiation at the top of the atmosphere. Because A measures the change in surface temperature per unit change in the net radiation at the top of the atmosphere, it is a measure of climate sensitivity.
The ratio A/As was interpreted as a measure of the snow feedback; here the subscript s denotes the value of A obtained in a pair of runs (+ 2 K, -2 K) for which the snow cover was fixed. For A/As > 1 the climate sensitivity with variable snow is greater than that with fixed snow, so we can say that changes in snow cover have increased the climate sensitivity. In this sense, A/As is a measure of the snow feedback.
The main conclusions of C were as follows.
1. The snow feedback is negative in some models and positive in others. Only weak negative feedbacks were obtained by a few models, however, while most models produced positive snow feedbacks, some of them fairly strong. C's overall conclusion was that even the apparently straightforward snow feedback is difficult to characterize without careful, quantitative consideration of the full complexity of the climate system. A full analysis of the results of C's snow feedback intercomparison obviously has to entail an investigation of the surface energy budgets of the models and how they changed when the SSTs were perturbed. A surface energy budget intercomparison has already been carried out for the July runs. Randall et al. [1992] analyzed the surface energy budgets of 19 GCMs, and their responses to SST perturbations of +2 K and -2 K SST, in the perpetual July simulations (see also D•qu• and Royer [1991] ). Randall et al. identified major differences in the responses of the various components of the surface energy flux to the imposed 4 K warming. They showed that these differences were largely associated with the simulated hydrologic cycles and the parameterizations of longwave radiation and cumulus convection.
The direct snow albedo feedback is
The present study applies the methodology of Randall et al. [1992] to snow feedback experiments that are essentially the same as those of C. The purpose of this study is to investigate, in more detail, how and why negative or weak positive snow feedbacks occurred in some of the models, while others produced strong positive snow feedbacks. Our approach is to focus on the changes in the simulated surface energy budgets and their role in snow feedback.
Although we show some results from 14 GCMs, we focus particular attention on two of the models, those of Colorado State University (CSU) and the Australian Bureau of Meteorological Research Centre (BMRC). A detailed analysis of the snow feedback experiments performed with the BMRC model has already been published by Colman et al. [1993] . Detailed analyses of the results from other individual models may be published in the future by the various research groups involved.
It is important to emphasize that neither C's study nor the present study is intended to determine the magnitude of the snow feedback that would occur in a possible climate change scenario such as that which might result from increasing greenhouse gas concentrations. The numerical experiments involved are deliberately idealized. As explained below, many gross simplifying assumptions have been made, for example, perpetual April conditions and drastically and uniformly increased SSTs without corresponding changes in sea ice distributions. These idealizations make it impossible to interpret the results in terms of realistic climate change, but at the same time they make the numerical experiments simple enough and economical enough so that a diverse group of investigators, scattered around the world, with differing levels of computational and human resources, have been able to work together on a joint calculation. The results of this calculation, while not directly applicable to the climate prediction problems facing the world today, have nevertheless been educational in the sense that they have surprised us with outcomes that we did not anticipate and in so doing have taught us something about the physics of climate change.
Description of Models and Simulations

Models
The participating models are listed in Table 1 . A few of the models that participated in the snow albedo study of C and the surface energy budget study of Randall et al. [ 1992] were not available for the present study. References giving detailed descriptions of the models were listed by Cess et al. [1989, 1990, 1991] .
All of the models include the mass of snow on the ground as a prognostic variable. If the temperature of the lowest atmospheric level is below fleezing, then any precipitation that occurs is assumed to fall as snow, although the BMRC, European Centre for Medium-Range Weather Forecasts (ECMWF), and ECHAM models depart slightly from this nominal procedure. The snow mass budget of each model takes into account snowfall, melting, and sublimation, although the methods used to do so vary considerably from model to model. The snow albedo is parameterized quite differently among the models. It can be a function of one or more the following quantities: snow depth, age, and temperature. In addition, the snow albedo is, in some models, substantially reduced Mintz and $erafini [1983] The model number increases monotonically with the value of A/As, as explained in the text. The run procedure is also explained in the text, with reference to In all of the models the emissivity of the snow is assumed to be unity, for simplicity.
Experiment Design
The initial conditions used were in all cases taken from earlier, long, seasonally varying simulations with the respective models.
As discussed in section 1, the basic idea of our experiment is this: We conducted two pairs of simulations with each model. In the first pair of runs, called the "variable-snow" runs, snow cover was allowed to vary according to each model's formulation. The sea surface temperatures were instantaneously perturbed from their observed climatological April distributions by a globally uniform + 2 K and -2 K in the respective runs. The distribution of sea ice was unchanged, for simplicity. We might naively expect that snow will melt in the "warm" variable-snow run, relative to the "cold" variable-snow run, and that this removal of the snow in the warm run will lead to the absorption of more solar radiation at the Earth's surface, thus reinforcing the warming through the snow albedo feedback. This would of course be a positive snow feedback, because the initial imposed warming would be reinforced by the response of the snow. In the present context, with imposed SST changes and computed top-of-the-atmosphere radiation changes, a positive snow feedback manifests itself as an increased climate sensitivity parameter.
The second pair of simulations is just like the first, except that the snow at each grid point is held fixed at the value obtained in the cold variable-snow run. We refer to this pair of runs as the "fixed-snow" runs. Because the snow cover is fixed at the values obtained in the cold variable-snow run, the snow cannot melt in response to the imposed sea surface temperature increase, and so the snow feedback cannot operate.
The effects of artificially fixing the snow cover are somewhat complex. Most obviously, the surface albedo remains high, relative to that of snow-free ground. A second effect is that the surface temperature at a snow-covered point cannot exceed 0øC, although in some of the models this was permitted to occur in the fixed-snow runs. To the extent that the surface temperature at fixed-snow points is lower than it otherwise would have been, the surface longwave radiation, sensible heat flux, and evaporation will all be affected. Note also that the snow albedo may depend on the predicted temperature of the fixed snow; this point is discussed further later. A third effect of fixing the snow cover is that a snow surface is wet, promoting evaporation that otherwise might not have occurred.
By comparing the climate sensitivity parameter between the variable-snow runs and the fixed-snow runs, we can determine the magnitude of the snow feedback.
Although it was our collective intention that a single experimental design be executed with all of the GCMs, we Longer averaging intervals produce more robust statistics. As a practical matter, however, it has been necessary to "take what we can get" from each center. Ground wetness can have very long adjustment times, on the order of years. In very long "perpetual month" simulations the ground wetness can evolve to unrealistic values. For both of these reasons the ground wetness can have significant trends in runs such as those discussed here, which last on the order of 100 or 200 days total, for each run of each model. All of the models include prognostic ground wetness, although this feature was turned off in the CSU model, which for these runs employed a temporally fixed April ground wetness distribution produced in an earlier seasonally varying run with the model. As discussed below, our analysis is based mainly on differences between fixed-snow and variable-snow runs, and in fact, we analyze the differences between two such pairs of runs. Because our conclusions are based on such differences, the ground wetness trends in individual runs do not introduce any significant difficulties in the interpretation of our results.
There is one other important point, involving the temperature dependence of snow albedo. As summarized in Table  2 The differences between the two run procedures appear to be minor, simply because the -2 K fixed-snow run uses the snow distribution obtained in the -2 K variable-snow run.
We show later, however, that the differences between the two procedures can be important.
The lengths of the runs and the averaging intervals used by each modeling group are given in Table 1 . These quantities varied substantially from model to model because of unavoidable differences in the computing resources available to the various groups. Clearly, longer runs and longer averaging intervals are preferable. Longer runs allow more complete equilibration with the assigned parameters of each run.
--[ ( ) +2 K --( ) -2 K] fixed snow' (4)
Here A2( ) denotes the +2 K results minus the -2 K results for variable snow, minus the corresponding difference for fixed snow. With run procedure A, however, there is only one -2 K run, i.e., a -2 K variable-snow run, so (4) can be replaced by
A 2( ) = [( ) +2 K]variable snow --[( ) +2 K]fixed snow, (5)
i.e., it is just the difference between the "warm" variablesnow run and the "warm" fixed-snow run. With run procedure B one might expect (5) to be approximately satisfied for variables such as the absorbed solar radiation that are directly related to the snow distribution, since both of the fixed-snow runs do, after all, have the same snow distribution. We have tested this expectation for some of the variables for the models that used run procedure B and find that it is not borne out, for reasons to be discussed later.
A quantity of the form A2( ) is a second-order difference.
Such quantities are difficult to compute accurately because cancellation of leading digits occurs, causing the less significant digits to migrate toward the leading position in the result. We estimate that for individual models, the uncer- GCMs, these random errors differ from model to model and so become less of a problem. This is one advantage of intercomparing the results from an ensemble of models. (Of course, the same benefit could come from an ensemble of runs with a single model.)
The preceding discussion has identified four "rogue" model results that in certain respects are not based on the same experimental design as the others. These are the ECMWF and CCM/LLNL results, which are based on run procedure A, and the GISS and BMRC results, which are based on fixed surface albedos. In the figures presented below, these four sets of results are identified separately from the others. 
SW SRR--AQAQs ,
LW SRR = AF s -AF,
where F and Q are the outgoing longwave radiation and absorbed shortwave radiation at the "top of the atmosphere," respectively. Note that the SRR and its longwave and shortwave components have the form of A2( ); see (2).
All of these quantities are global means.
In our experiments the prescribed change in the sea surface temperature is the same in the fixed-snow and variable-snow runs, so AT/ATs is close to unity in all cases; it ranges from 0.94 for the IAP/State University of New York (SUNY) GCM to 1.07 for the CCM/LLNL GCM. The point is that the important variable in (6) is the ratio SRR/G.
The SRR represents the effects of variable snow on the top-of-the-atmosphere net radiation. When the SRR is positive, the snow feedback parameter tends to be greater than 1, which means that the response of the snow cover to the increased SST acts as a positive feedback. We expect the SW SRR to be positive, corresponding to an increase in absorbed solar radiation due to melting snow.
The total SRR/G ranges from -0.117 for the Geophysical Fluid Dynamics Laboratory (GFDL) GCM, which has a negative snow feedback, to 0.195 for the BMRC GCM, which has a strong positive snow feedback. In section 4 we compare the results obtained with these two models directly and in some detail. The LW SRR tends to be negative for several reasons. First, snow-covered ground cannot be warmer than 0øC, while snow-free ground can be much warmer, allowing stronger emission. Second, systematic changes in atmospheric temperature and water vapor mixing ratio tend to accompany snow melt. The fixed-snow runs have a spurious (one might say fictitious) moisture source at the ground, simply because some points are covered with relatively warm, wet snow that "should" have melted. As a result, water vapor mixing ratios tend to be higher over the snowy regions in the fixed-snow runs. Reduction of this water vapor in the variable-snow runs reduces the clear-sky greenhouse effect, allowing the surface to cool more freely. This is a negative feedback. 
Analysis in the
RANDALL ET AL.' ANALYSIS OF SNOW FEEDBACKS
The various quantities listed above can be defined locally, of course, but in this paper we use these symbols to refer to global means. Our first objective in this subsection is to establish to what extent the snow radiative response at the top of the atmosphere, discussed above, is related to changes in the various components of the surface energy flux.
A change in the net radiation at the top of the atmosphere obviously implies a change in the net surface energy flux. As discussed by Randall et al. [1992] , the two responses should be approximately equal, in view of the requirement for energy balance of the atmosphere. Discrepancies can arise from the neglect, in most models, of the slight warming due to dissipation of the kinetic energy of the atmosphere or from discretization errors. Figure 7 shows A(N) for fixed snow versus G for fixed snow and also the corresponding results for variable snow. There is a general tendency for A(N) and G to agree, but imbalances are apparent in both panels. The outlying points at the bottom left, one for variable snow and the other for fixed snow, are both for the Laboratoire de M6t6orologie Dynamique (LMD) model. The relatively large imbalances for this model may result from the fact that the runs were the shortest (60 days) of all (see Table 1 ).
Figure 8 shows the SW SRR versus A2(SWsfc) (see (2)).
Note that A2(SWsfc) is analogous to the SW SRR but is defined using the shortwave flux at the Earth' s surface rather than at the top of the atmosphere. The circles in Figure 8 show the global results for A2(SWsfc), and the crosses show the land-only results for the models that reported them. A portion of the scatter could be explained if snow is still melting at a significant rate during the averaging period for some of the models. To the extent that snow is melting, we expect N to be positive, rather than zero. This may explain why most of the 14 points fall above and to the right of the diagonal line.
In-Depth Analysis of Results
From Particular Models
We now present a comparison of the results obtained with the CSU and BMRC GCMs. As shown in Figure 3 (cf. Table 1), these two models responded quite differently to the For temperatures less than 263.1 K the albedo is kept fixed at 0.7. The temperature of a snow-covered point cannot exceed 273.1 K. The albedo of snow-free land is specified following Hummel and Reck [ 1979] . If a snow-covered point becomes snow-free during a particular time step, its albedo is reset to the Hummel-Reck value if the point in question was snow-free in the Hummel-Reck climatology. If the point in question was snow-covered in the Hummel-Reck climatology, its albedo is set to 0.12 for simplicity, and in the variable-snow simulations discussed in this paper, that value was retained until the point became covered with snow once more. As mentioned earlier, in their fixed-snow runs, Colman et al. [1993] held the surface albedo fixed. If the surface temperature changed at a snow point, the temperature dependence shown in (9) was not allowed to affect the albedo. As already discussed (see Table 1 this will not be repeated here. They note that the surface albedo drops in the variable-albedo (i.e., variable-snow) experiment, and they conclude that "the difference in response [to the imposed SST increase, between the fixedalbedo and the variable-albedo cases] is determined principally by the change in SW reflected, caused by the albedo changes, but... this response is amplified 100% by... cloud changes."
CSU
We now analyze the results from the CSU GCM, in order to understand why that model gave a negative snow feedback. In the model the dividing line between "visible" and "nearinfrared" radiation is 0.7 /am. The dividing line between "cold snow" and "warm snow" is -0.05øC. In the CSU model, precipitation falling on the ground is assumed to be snow if the surface temperature is at or below 0øC. The grid cell average surface albedo at "land" points is computed using a = (1 -v)ag + va c.
Here a is the grid cell averaged albedo, v is the fraction of the grid cell that is covered by vegetation, ag is the albedo of the soil, and a c is the albedo of the vegetation. The canopy albedo is not affected by snow cover in the version of the model that was used in this study. The soil albedo does depend on snow cover, in the following way: ag = (1 -s)abg + Sas.
Here s is the fraction of the grid cell that is covered by snow, abg is the albedo of "bare ground," and as is the albedo of the snow. The snow cover s is of course equal to zero when no snow is present. It is equal to 1 when the snow mass per unit area reaches or exceeds 4 kg m -2, and it is assumed to vary linearly in between. This means that 50% snow cover occurs for the case of 2 kg of snow per square meter, which corresponds to a snow depth of about 2 cm. The snow albedo as depends on both temperature and wavelength as shown Table 3 . In the model the dividing line between "visible" and "near-infrared" radiation is 0.7 /am. The dividing line between "cold snow" and "warm snow" is -0.05øC. Warm
Type 1: More than 50% snow cover in both +2 K runs.
Type 2: Less than 50% snow cover in both +2 K runs.
Type 3: More than $0% snow cover in the +2 K fixed-snow run, and less than 50% snow cover in the +2 K variable-snow run.
Type 4: Less than 50% snow cover in the +2 K fixed-snow run, and more than 50% snow cover in the +2 K variable-snow run.
Plate 2. The geographical distribution of the various types of points. See text for details.
snow is assumed to be darker than cold snow; this is qualitatively similar to the temperature dependence of the snow albedo in the BMRC model. Figure 11 shows the time histories of the snow mass and the area covered by snow for all four runs with the CSU GCM, which followed run procedure B. In this figure the area covered by snow does not reflect the "fractional coverage" by snow within a grid point; it simply represents the total area of those grid points at which some snow is present. As expected, there is more snow in the -2 K run than in the + 2 K run, but there is a downward trend in both snow coverage and snow mass in both the + 2 K and the -2 K runs; apparently, "spring" has come even in the -2 K run. The snow area shows more high-frequency variation than the snow mass, simply because even an infinitesimal snow mass is sufficient to change a point from "snow-free" to "snow-covered."
The snow area in the fixed-snow runs, indicated by the dashed line in Figure 1 l a, is somewhat less than that at the end of the -2 K variable-snow run, from which it was taken. The reason is that the curves plotted in Figure 11 represent daily means, while the snow area used in the fixed-snow runs represents an instantaneous distribution, on the last time step of the -2 K variable-snow run. By chance, this happened to be considerably less than the daily mean value for the same day. Evidently, the total area covered by snow in the model fluctuates significantly on time scales less than a day. (Such fluctuations would probably be weaker in a model with higher spatial resolution.)
The results from the CSU model are based on the last 60 days of the four runs. Figure 11 shows that in the variablesnow runs, there were very pronounced trends of both snow mass and snow area during this interval. The trends were gradually decreasing with time.
It is useful to distinguish among the following "types" of grid points, based on the results of the "warm" runs: For type 1, the time-averaged snow cover exceeded 50% in both the fixed-snow and the variable-snow +2 K runs. "Permanent ice" points (e.g., Antarctica and Greenland) are not included. For type 2, the time-averaged snow cover was less than 50% in both the fixed-snow and the variable-snow + 2 K runs. For type 3, the time-averaged snow cover exceeded 50% in the fixed-snow + 2 K run but was less than 50% in the variable-snow + 2 K run. For type 4, the time-averaged snow cover was less than 50% in the fixed-snow + 2 K run but was greater than 50% in the variable-snow + 2 K run. Of course, we are mainly interested in the type 3 points, and we might expect to find very few type 4 points. Plate 2 shows the geographical distribution of each type of point. Table 4 shows the total area covered by each type of "Types" of grid points are defined as follows: type 1, snow cover exceeded 50% in both the fixed-snow and the variable-snow + 2 runs; type 2, snow was less than 50% in both the fixed-snow and the variable-snow + 2 runs; type 3, snow cover exceeded 50% in the fixed-snow + 2 run but was less than 50% in the variable-snow + 2 run; and type 4, snow was less than 50% in the fixed-snow + 2 run but exceeded 50% in the variable-snow +2 run. The "all-land" category includes permanent ice points, for example, those representing Antarctica. point, as well as the total land area and the total surface area of the whole Earth. Also given in the table are Type 1 points (more than 50% snow cover in both runs) cover only about 3% of the Earth's surface. Naturally, type 2 points (less than 50% snow cover in both runs) cover by far the largest fraction of the land area of the Earth. Contrary to what one might expect, the area covered by type 4 points (more snow in the variable-snow warm run than in the fixed-snow warm run) is not negligible; in fact, it actually exceeds the area covered by type 3 points (more snow in the fixed-snow warm run than in the variable-snow warm run), by more than a factor of 2 (see Table 2 ).
Why are there so many type 4 points? The reason is very simple and can be found in Figure 11 . The total area covered by snow in the fixed-snow warm run is based on the end of the simulation (and also happens to be anomalously low, as discussed earlier). As a result, it is much less than the time-averaged total snow area over the last 60 days of the variable-snow warm run.
Our main objective here is to identify the reason for the negative snow feedback in the CSU model. For this purpose it is useful to consider the clear-sky SW SRR, as listed in Table 4 . Reading across the appropriate row of Table 4 , we see that at all land points except those of type 1, the clear-sky SW SRR is positive, as we would expect. At type 1 points, however, it is strongly negative (-10.74 W m-2).
When we average over all land, the global clear-sky SW SRR is just slightly positive, much less so than it would be without the strong negative contribution from the type 1 points.
The Qclr,+2K to be larger than Qclr,-2K. As a result, the fixedsnow term of (14) The preceding discussion shows that there is, at least potentially, an important difference between run procedure A and run procedure B (refer back to Figure 2) . With run procedure A the fixed-snow term of (14) vanishes, so that a negative clear-sky SW SRR cannot be produced by this term. This suggests that a negative snow feedback could not be obtained with run procedure A.
In fact, however, the ECMWF model runs followed run procedure A and nevertheless did obtain a small negative snow feedback. This is not due to a 
A Fixed Surface Albedo Experiment With the CSU
GCM
We have repeated the "fixed-snow" +2 and -2 simulations with the CSU GCM, this time fixing the surface albedo at the fixed-snow points, as in the experiment with the BMRC model. In addition, we have chosen the fixed-snow points as those which have more than 50% snow cover as averaged over the last day of the -2 K variable-snow run, rather than using just the last time step of that run.
With this change of experiment design the model gives a positive snow feedback, although it is weak. The results are summarized in Tables 5 and 6. The differences from the original CSU results are not very dramatic. The "area covered" entries turn out to be identical to those of Table 3 , within the number of digits printed here. In contrast, Colman et al. [1993] found a strong sensitivity of their results to the albedo dependence of the snow. We conclude that the climate sensitivity arising from the temperature dependence of the snow albedo is highly model dependent. This raises yet another warning flag, reinforcing our general conclusion that the snow feedback is not well understood.
Summary and Conclusions
Our results generally support the conclusions of Cess et al. [1991] , i.e., that the snow feedback is negative in some models and positive in others, that the direct snow albedo feedback is supplemented and to some extent obscured by numerous indirect snow feedbacks involving changes in the surface temperature and cloudiness, and that the magnitudes of the various direct and indirect snow feedbacks differ significantly from one model to another. The main purpose of the present study has been to provide more detail about these results and to give some interpretations as to why the various models responded in such different ways.
The land surface responds to a prescribed sea surface temperature increase by melting snow but also by warming the ground and altering the various components of the surface energy budget in ways that depend strongly on the details of a model's formulation.
The darker surface that follows the melting of the snow can lead to more solar energy absorption for a given distribution of clouds. On the other hand, warmer ground can radiate more effectively to space, again for a given distribution of clouds. Of course, cloudiness itself can change in the same regions where snowmelt occurs, and the net effect of combined changes of clouds and snow cover on the planetary and surface radiation budgets is not obvious; our results show that it differs drastically from one GCM to another.
As shown in Table 1 and Figure 3 , the CSU GCM produced a weak negative snow feedback. When the CSU fixed-snow runs were redone, this time with fixed-snow albedos, the model produced a small positive snow feedback.
The analysis given in the present paper shows that the "snow feedback intercomparison experiment" first described by Cess et al. [1991] is more complex than we, the participants, first realized. If we were doing such a snow feedback intercomparison again, we would undoubtedly refine several aspects of the experiment design. For example, we would specify fixed surface albedos in the fixed-snow runs, we would clearly mandate run procedure B, and we would try to eliminate or at least explicitly deal with trends like those shown in Figure 11 . In addition, we would adopt a standard "snow initialization procedure" as well as standard run durations and averaging intervals. Such ideas for improvements are easy to generate with the benefit of hindsight. At the very least, the problems that we have uncovered illustrate the difficulties of designing and carrying out climate sensitivity experiments with an ensemble of complex general circulation models.
Recently, Groisman et al. [1994] reported an analysis of satellite observations that provides quantitative information on the systematic variations of albedo, outgoing longwave The "area covered" entries turn out to be identical to those of Table 4 , within the number of digits printed here. radiation, and surface temperature, associated with snow fluctuations in the northern hemisphere, over a 20-year period. These observed variations are related to the shortwave and longwave SRR as discussed in this paper. In the future, comparison with such observations will allow more quantitative evaluation of the realism of climate model simulations of snow forcing and snow feedback.
