Multi-Protocol Label Switching (MPLS) is suitable for implementing Traffic Engineering (TE) to achieve two goals: Quality of Service (QoS) provisioning and the efficient use of network resources. In fact, MPLS allows several detour paths to be (pre-)established for some source-destination pair as well as its primary path of minimum hops. Thus, we focus on a two-phase path management scheme using these two kinds of paths. In the first phase, each primary path is allocated to a flow on a specific source-destination pair if the path is not congested, i.e., if its utilization is less than some predetermined threshold; otherwise, as the second phase, one of the detour paths is allocated randomly if it is available. Therefore, in this paper, we analytically evaluate this path management scheme by extending the M/M/c/c queueing system and we investigate the impact of a threshold on the flow-blocking probability. Through some numerical results, we discuss the adequacy of the path management scheme for MPLS-TE.
INTRODUCTION Traffic Engineering (TE)
1 is required for the efficient use of network resources and Quality of Service (QoS) provisioning for a variety of applications in today's IP networks. For achieving these goals, we focus here on the effective mapping of traffic demands onto the network topology and the adaptive reconfiguration of the mapping according to traffic fluctuations. 2 Some studies solve these issues with modified traditional IP routing protocols 3 : however, these solutions have limitations such as difficulty in dealing with QoS provisioning for a variety of traffic.
2 Thus, many studies claim that Multi-Protocol Label Switching (MPLS) 4 is suitable for implementing TE 5 because of its explicit routing and traffic classification capabilities that are easily implemented with labels.
MPLS allows several detour paths to be (pre-)established for some source-destination pair as well as its primary path of minimum hops, and then traffic flows from the corresponding source are transmitted on the primary path and/or the detour paths according to their amount and/or the transport protocol, e.g., TCP or UDP. If traffic flows arriving at any Ingress LSRs are transmitted through only their primary paths, some of their paths can become congested due to concentrations and/or short term fluctuations of traffic flows. Therefore, in order to relieve the congestion, we apply a two-phase path management scheme using the two kinds of paths. Specifically, each primary path is first allocated to a specific sourcedestination pair if the path is not congested, i.e., if its utilization is less than some predetermined threshold. Otherwise, one of the detour paths is allocated randomly if it is available, at the second phase, although each path is partly devoted to other source-destination pairs as primary and/or detour paths. Thus, in this study, we analytically evaluate the performance of the two-phase path management scheme by using queueing theory and we investigate the impact of the threshold in terms of path utilization on the flow-blocking probability.
So far, we have analyzed the Shared 2×M/M/c/c queueing system in order to investigate the preliminary performance of MPLS-TE. 6 In this system, there are two Ingress Label Switching Routers (LSRs) and one Egress LSR, and traffic flows arriving at each Ingress LSR are either directly transmitted on the primary path to the Egress LSR or via the other Ingress LSR when the primary path is fully utilized. To evaluate the two-phase path management scheme, we extended this system to the Shared N ×M/M/c/c queueing system with a threshold for path utilization. Through our numerical results, we will quantitatively show the optimal threshold that minimizes the flow-blocking probability and the dependence of some network parameters on the optimal threshold. Consequently, we will provide the most appropriate path management scheme for improving the performance of MPLS-TE. This paper is organized as follows. In Sect. 2, we describe the analytical model and define the steady state probability of the system and the state transition matrix, and then the flow-blocking probability in the MPLS-TE network is derived. Section 3 provides numerical results and shows the impact of certain network parameters on performance. Finally, in Sect. 4, a brief conclusion and future work are given.
ANALYSIS

Analytical Model
The network model for our analysis of the two-phase path management scheme for MPLS-TE is shown in Fig. 1 . In this network, the arrival traffic at one Ingress LSR has the same source-destination IP addresses and QoS requirement, so we call it a flow that can be identified by a label in the MPLS network. An arrival flow will be assigned to a Label Switched Path (LSP) and transmitted to the corresponding Egress LSR via some intermediate LSRs. Some detour paths are also established between the Ingress LSR and its Egress LSR as well as the primary path of minimum hops in this network. Hence, it is important to find ways to allocate the arrival flows to the appropriate path in order to improve resource utilization. In this study, we discuss the "two-phase path management scheme," which depends on the utilization of the primary path between each Ingress-Egress LSR pair for TE.
We show the analytical model in Fig. 2 . In this model, there are N Ingress LSR-Egress LSR pairs and each LSR pair is directly connected by a link with no intermediate LSRs. We assume that full-meshed connectivity is provided among the Ingress LSRs as well as the Egress LSRs. Here, we define the primary path for arrival flow at Ingress LSR i (0 ≤ i ≤ N ) as the route on link i directly connected to Egress LSR i. In addition to the primary path, a total of (N − 1) detour paths are available for the arrival flow at Ingress LSR i. We assume that the maximum number of LSPs that can be established on link i is c i , and that one arrival flow at Ingress LSR i is allocated to one LSP on link i for transmission on the primary path if the link utilization is less than some predetermined threshold T i (0 < T i ≤ 1). Otherwise, it will be allocated to one of (N − 1) detour paths, which is a primary path for flows arriving at the other Ingress LSR, i.e., Ingress LSR j (j = i). For more detail, when a flow arrives at Ingress LSR i, it is forwarded according to the following two-phase processing: Note that, once the arrival flow at Ingress LSR i is rejected at Ingress LSR j, the flow will never again be assigned to the other detour paths. Moreover, we assume that the bandwidth resources between Ingress LSRs are enough larger than the total amount of the detoured flows; therefore, the maximum number of LSPs on any link between two of N Ingress LSRs is set to ∞. This is also assumed between any Egress LSRs.
In this model, we suppose that traffic flows arrive at Ingress LSR i according to the Poisson process with parameter λ i , and that the distribution of the duration time of arrival flows follows an exponential distribution with parameter µ i . Therefore, if there is one Ingress-Egress LSR pair with no detour path, it can be modeled by the M/M/c/c queueing system; additionally, when there are N Ingress-Egress LSR pairs and arrival flows at each Ingress LSR can be transmitted through only the primary path, we can model this "N ×M/M/c/c" queueing system, which represents a traditional IP routing network. However, in the MPLS-TE network, each Ingress-Egress LSR pair can be used not only for the primary path but also for some detour paths to transmit arrival flows, and allocations of the arrival flows to the primary path are based Proc. of SPIE Vol. 5598 195 on the link utilization. Therefore, we refer to this model as the "Shared N ×M/M/c/c" queueing system with a threshold. Thus, we will describe the analysis of these queueing systems in subsequent subsections.
M/M/c/c queueing system
In this subsection, we focus on the M/M/c/c queueing system, shown in Fig. 3 , which represents one Ingress-Egress LSR i, in which arrival flows at Ingress LSR i are transmitted only on the primary path. On Ingress LSR i, the maximum number of LSPs for transmitting IP flows is set to c i . Therefore, when the number of established LSPs becomes equal to c i , newly arriving flow is rejected for transmission.
Let the random variable, X (i) (t), be the number of established LSPs between Ingress-Egress LSR i at time t, then we define the steady state probability p
l as follows:
Then, we can get balance equations as
Therefore, let
denote the state transition matrix, and then its elements are defined as follows: 
N ×M/M/c/c queueing system
In the previous subsection, we defined the state transition matrix of the single M/M/c/c queueing system. In this subsection, we further define the state transition matrix of the N ×M/M/c/c queueing system, shown in Fig. 4 , in which we deal with the states of N M/M/c/c queueing systems simultaneously. In this system, arrival flows are never routed to other Ingress LSRs; thus, this system can model the current Internet with its traditional minimum-hop routing.
We define X(t) as a random variable vector, which indicates the overall states of N M/M/c/c queueing systems at time t, as follows: 
Since the transition matrix of each Ingress-Egress LSR pair can be defined, the stochastic process {X(t)} can form a Markov Chain on state space s k ∈ S of the multiple states of N Ingress-Egress LSR pairs.
The steady state probability that the system gets to s k is defined as follows:
When N = 2, it is clear that the state transition matrix of the 2×M/M/c/c queueing system can be described by the superposition of 2 transition matrices of each M/M/c/c queueing system. 6 Likewise, when N > 2, the state transition matrix Q of the N ×M/M/c/c queueing system can be constructed by N state transition matrices of each M/M/c/c queueing system as
Here,
and the operator ⊕ indicates the Kronecker sum that is given by the following equation if N = 2.
where I(Q i ) is an identity matrix whose dimension is the same as dim(Q i ) and the operator ⊗ represents the Kronecker
denote the steady state probability vector, then y and the state transition matrix Q satisfy the following equations:
where 0 is a raw vector with all elements equal to 0 of dim(0) =
, e is a column vector with all elements equal to 1 of dim(e) = N i=1 (c i + 1). Therefore, we can obtain the steady state probability of the N ×M/M/c/c queueing system by solving Eq. (5).
Shared N ×M/M/c/c queueing system with threshold
In this subsection, we also define the state transition rate when arrival flows at some Ingress LSR are transmitted via the detour paths in MPLS-TE network and we derive the matrix of the Shared N ×M/M/c/c queueing system with a threshold as shown in Fig. 2 by modifying the matrix Q obtained in the previous subsection.
In this Shared N ×M/M/c/c system, when a flow arrives at Ingress LSR i and the number of already established LSPs on the primary path, i.e., link i directly connected to Egress LSR i, is equal to or larger than c i × T i , the flow is randomly transmitted on one of the links between the other Ingress-Egress LSRs to its destination if the link is available. At this time, even if the flow arrives at Ingress LSR i, no LSP on link i is allocated; namely, the number of established LSPs on link i never changes. Therefore, this state transition rate u
l,m can be defined by the following equation, if we let
Since there are N Ingress-Egress LSR pairs in this system, (N − 1) detour paths exist for an arrival flow at one Ingress LSR. Therefore, Ingress LSR i may randomly decide one of the (N − 1) paths for transmission of the detoured flow, and we shall label the selected path (i.e., link/Ingress LSR) as j (j = i). Thus on LSR j, the arrival rate of detoured flow from Ingress LSR i becomes 
, which represents the transition caused by the arrival of detoured flows from Ingress LSR i, is defined as follows:
On Ingress LSR i, the above event happens obviously when the number of already established LSPs on link i is equal to or larger than c i × T i , so that the detour occurrence matrix is denoted by
and its elements are defined as follows:
On the other hand, there are no changes on LSR k, which is neither Ingress LSR i nor j; thus the detour occurrence matrix of Ingress LSR k can be described by the identity matrix I(c k ).
As mentioned above, the state transition matrix R of the Shared N ×M/M/c/c queueing system with a threshold can be made by adding the preliminary matrix Q to the state transition matrix caused by some detoured flows. Thus, R can be obtained by using Q, U i , V j , W i , I(c k ) as
and dim(R) =
The second term on the right side in this equation governs the transitions of the detouring flows out of some Ingress LSRs while the third term denotes the matrix which governs the transitions of the detoured flow in the Ingress LSRs.
The steady state probability z s k of the Shared N ×M/M/c/c queueing system is defined as follows, if the state of this system becomes s k ,
denote the steady state probability vector, then the following equations represent the relationship between the steady state probability vector z and the state transition matrix R:
Therefore, we can obtain the steady state probability of the Shared N ×M/M/c/c queueing system with a threshold by solving Eq. (10).
Derivation of Performance Measures
In this paper, we evaluate the flow-blocking probability as a performance measure. In this subsection, we derive the flowblocking probability of the N ×M/M/c/c queueing system for a non-TE network and the Shared N ×M/M/c/c queueing system with a threshold for the MPLS-TE network by using the steady state probability.
N ×M/M/c/c queueing system
In the N ×M/M/c/c queueing system, an arrival flow at Ingress LSR i is rejected whenever the resource of a directly connected link between Ingress-Egress LSR pair i is fully used. Therefore, the flow-blocking probability of Ingress LSR i is equal to the sum of the steady state probability when the number of established LSPs on link i becomes c i .
be the state space when the number of established LSPs on link i equals c i , then the flow-blocking probability P loss(i) is given by using the steady state probability y s k (s k ∈ S (si=ci) ), obtained by Eq. (5) as follows: 
Shared N ×M/M/c/c queueing system with threshold
In the Shared N ×M/M/c/c queueing system with a threshold, an arrival flow at Ingress LSR i is rejected if the utilization of link i is more than T i and the link utilization between the selected Ingress-Egress LSR pair j for detouring the flow with probability
be the state space representing the state when the number of established LSPs on link i is higher than c i × T i and when the number of established LSPs on link j is equal to c j , then the flow-blocking probability P loss(i) of Ingress LSR i can be derived by Eq. (12) with the steady state probability z s k (s k ∈ S (si≥ ci×Ti ,sj =cj) ) obtained by Eq. (10):
NUMERICAL RESULTS
In this section, we investigate the basic performance of the two-phase path management scheme depending on the path utilization when all parameters of N Ingress-Egress LSR pairs, namely, the arrival traffic load at Ingress LSR i, the maximum number c i of LSPs, and the threshold T i of the link utilization, are homogeneous. Throughout this section, we assume that average flow duration time
µi is set to 180 [sec] and the maximum number c (= c i ) of LSPs that can be established on each output link is 10 unless otherwise specified. And, we define the normalized traffic load at each LSR as ρ = λ cµ , where λ (= λ i ) is the average flow arrival rate. Note that we show the flow-blocking probability at Ingress LSR 1 only, since all parameter setting of each Ingress-Egress LSR pair are homogeneous.
Comparison of Simulation and Analytical Results
First, we compare the analytical results with that obtained by the simulation to verify the validity of our analysis. In Fig. 5 , the points represent the flow-blocking probability P loss (= P loss(i) ) obtained by computer simulation and the lines illustrate P loss of the analytical results derived by Eq. (12) as a function of the threshold T (= T i ) of link utilization, when the number of Ingress-Egress LSR pairs N is set to 2 and 3. In addition, the line labeled "nonTE" points out the flowblocking probability P loss (= P loss(i) ) of N ×M/M/c/c queueing system obtained by Eq. (11), that is, the flow-blocking probability in traditional IP routing networks with no detour paths. It is clear that the simulation results agree well with the analytical results regardless of the N , as shown in this figure. Therefore, from now on, we will only show the performance measure obtained by the analysis. 
Effectiveness of TE
In out preliminary investigation, 6 we have only shown the performance of TE method if the utilization of the primary path is 100% and the number of LSRs, N , equals 2. However, the performance of TE was not specified when N is more than 2, that is, when there are two or more detour paths for an arrival flow to the Egress LSR. Thus, we show the impact of N on the flow-blocking probability P loss of each LSR when the threshold T of path utilization is set to 1.
In Fig. 6 , we show the flow-blocking probability P loss of each Ingress LSR as a function of the traffic load ρ when the number of LSR pairs N is set to 2 and 3. Furthermore, we provide a comparison between P loss with TE (labeled "TE" in Fig. 6 ) and P loss without TE (labeled "nonTE" in Fig. 6 ). In this figure, it is found that P loss improves since each LSR uses its detour paths only if the LSPs along the primary path are fully used. In addition, P loss is reduced as N increases; that is, as the number of detour paths grows. Moreover, P loss improves more as ρ decreases: for example, TE succeeds in reducing P loss by two orders of magnitude when ρ = 0.3. This is because some arrival flows are rejected at the LSR in the non-TE network, while some of them can be detoured via one of the other LSRs and accepted in the TE network. Therefore, the smaller the ρ, the more effective the TE.
Impact of threshold T of link utilization
The previous subsection clearly showed the fundamental performance of TE, in which the Ingress LSR detoured arrival flows when no LSPs could be established on the primary path. Therefore, in this subsection, we investigate the impact of threshold T of the link utilization of the primary path on the flow-blocking probability. In Fig. 7 , the flow-blocking probability P loss (labeled "nonTE") and P loss are shown when the number of LSRs N is 2 and 3, and the traffic load ρ at each Ingress LSR is set to 0.3, 0.5, and 0.8. In this figure, the x-axis denotes the threshold T of the link utilization.
As shown in Fig. 7 , P loss decreases as the threshold T increases, regardless of the traffic load ρ, when the number of LSR pairs N is 2, namely, when there is only one detour path for each Ingress-Egress LSR pair. Thus, if each Ingress LSR has only one detour path, this detour path should be used only when the primary path is fully utilized. When N = 3 and there are two detour paths for each Ingress-Egress LSR pair, P loss decreases as T increases, as happens in the case of N = 2 if ρ is relatively large, e.g., ρ = 0.8. However, when ρ = 0.5 and 0.3, P loss does not change much and becomes close to the minimum value, although T is larger than a certain value, which is 0.9 when ρ = 0.5, and 0.8 when ρ = 0.3; in other words, this value of T gets smaller as ρ decreases. This means that flows arriving at some Ingress LSR can be detoured even if the utilization of its primary path does not reach 100%.
Relationship between the number of detour paths and optimal threshold T opt
In the previous subsection, we found that T can be set at a value smaller than 1, although the flow-blocking probability P loss is not minimized when N = 3 and ρ is relatively small. If N is more than 3, i.e., if there are more than two detour paths, we expect that P loss will take a minimum value at a certain threshold, which we call the optimal threshold, T opt . Therefore, we evaluate the impact of the number of detour paths on the optimal threshold T opt . Note here that we show the simulation results in this subsection if N is larger than 5, since it is difficult to get analytical results because of the massive number of system states.
We show the impact of threshold T in terms of the link utilization on flow-blocking probability P loss as a function of N , that is, the number of detour paths (N − 1), in Fig. 8 . Here, we assume that the traffic load ρ = 0.5, and then T is set to 0.8, 0.9, and 1.0. In this figure, although we can see that P loss decreases as N increases, P loss doesn't improve any more when T = 1.0 and N is more than 5. However, if T = 1.0 and N ≥ 5, the flow-blocking probability P loss is greatly reduced. Thus, we describe the relationship between the number of LSR pairs N and the optimal threshold T opt of link utilization as shown in Table 1 . We find from this table that T opt becomes smaller as N increases. Through these results, we can conclude that the flow-blocking probability can improve by setting the threshold of link utilization according to the number of detour paths when there are many detour paths between an Ingress-Egress LSR pair.
CONCLUSIONS AND FUTURE WORK
In this paper, we quantitatively investigated the two-phase path management scheme for effective TE in MPLS networks, in which arrival flows are forwarded on either a primary path or a detour path between Ingress and Egress LSRs, depending on the threshold of the primary path utilization. Then, we modeled the "Shared N ×M/M/c/c" queueing system as an MPLS network with the application of the two-phase path management scheme, and the "N ×M/M/c/c" queueing system as an MPLS network without the application of TE, namely, as a traditional IP routing network.
As performance measures, we derived the flow-blocking probability of each Ingress LSR. Our numerical results show that, as the traffic load at each LSR decreases, the effectiveness of TE with two-phase path management increases. In addition, if there are many detour paths, TE can greatly improve the flow-blocking probability by path allocation based on the threshold of utilization for the primary path between Ingress-Egress LSRs. It was found that the optimal threshold which minimizes the flow-blocking probability becomes smaller as the number of detour paths becomes larger.
We discuss our possible future work below. In this paper, we investigated the results obtained from computer simulation when the number of Ingress-Egress LSR pairs becomes larger than 5. Therefore, we should examine how to effectively calculate the steady state probability in our analysis since it is difficult to get numerical results because of the massive number of system states when there are many Ingress-Egress LSR pairs and when the maximum number of LSPs becomes relatively large. Furthermore, we supposed that the system parameters of each Ingress LSR, such as the traffic load and the maximum number of established LSPs, are homogeneous; hence, we will investigate the performance of TE with the two-phase path management scheme when these parameters are heterogeneous for each Ingress LSR. Moreover, we assumed the random use of detour paths in this paper; thus, for more effective TE, we should specify how to allocate an arrival flow to detour paths with consideration of the topology of the MPLS network.
