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ABSTRACT OF DISSERTATION
Study of Cell Charging Effects for the Neutron Electric Dipole Moment Experiment
at Oak Ridge National Laboratory
The neutron electric dipole moment (nEDM) collaboration at the Spallation Neu-
tron Source plans to use ultra-cold neutrons in superfluid helium to improve the
nEDM limit by about two orders of magnitude. In this apparatus, neutrons are
stored in poly(methyl methacrylate), PMMA, cells located in a strong, stable elec-
tric field. This electric field is produced by high voltage electrodes located outside
of the neutron cells. Several sources generate charged particles inside the neutron
cells. The electric field pulls these charges farther apart, attracting each to the op-
positely charged electrode. As the charges build up on the cells walls, they create
an increasing electric field in opposition to the field of the electrodes, reducing the
strength and stability of the net field. The field fluctuations need to be kept below
1% in order to achieve the desired sensitivity, making it necessary to study this cell
charging behavior, determine its effect on the experiment, and find ways to neutralize
the charge.
A compact test setup was designed to study this effect using a scaled down cell
and electrodes. Charged particles are generated by ionizing the helium with a 137Cs
source and the electric field is monitored via the electro-optic Kerr effect. Linearly
polarized light is passed through the helium. The Kerr effect then introduces an
ellipticity to the polarization that is proportional to the square of the electric field.
This effect is small compared to background noise; a triple modulation technique was
used and adapted to measure the induced ellipticities. Liquid nitrogen was used to
test the performance of the system. Having a Kerr constant that is over a factor of
100 larger than the helium Kerr constant, it is an ideal candidate for calibrating the
polarimetry. Cell charging data was taken in liquid nitrogen as part of the system
calibration and as a proof of principle. This document reports the results from the
cell charging data taken in liquid nitrogen as well as the data taken in liquid helium.
KEYWORDS: Kerr, SNS-nEDM, neutron, superfluid helium, polarimetery, triple
modulation
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Chapter 1 Introduction
This thesis will discuss a systematic study of the cell charging effect expected
in the Spallation Neutron Source neutron electric dipole moment experiment [1].
This effect could impact the stability of the electric field and needs to be properly
understood. Chapter 1 of this thesis provides some background information on the
neutron electric dipole moment, the Spallation Neutron Source neutron electric dipole
moment experiment, and the cell charging effect, the topic of this thesis. Chapter 2
gives a mathematical description of polarized light and the electro-optic Kerr effect.
Chapter 3 explains the polarimetry technique used. Chapter 4 describes the cryostat
equipment. Chapter 5 is about the electric field. Chapter 6 pulls the topics of chapters
3-5 together to describe the experimental region. Chapter 7 presents the data and
an analysis, and chapter 8 is a summary.
1.1 Neutron Electric Dipole Moment
Theory suggest that the big bang should have produced equal amounts of mat-
ter and antimatter. However, current observations show that, during the post big
bang expansion, approximately 1 extra baryon survived for every 10 billion baryon-
antibaryon pairs [2]. In fact, the majority of measurable mass in the universe is
matter. This is known as the baryon asymmetry of the universe, and provokes a
question. “Why is there so much less antimatter?”
In 1967, Andrei Sakharov proposed a set of three conditions necessary (within
the known symmetries of the standard model of particle physics) for any processes
to produce more baryons than antibaryons. First, these processes must not conserve
baryon number. Second, these processes must violate charge (C) symmetry and
charge-parity (CP) invariance. Third, these processes must take place outside of
thermal equilibrium [3]. CP invariance violation has been reported in kaon [4], B
meson [5], and D meson [6] decays. The amount of CP violation detected so far is
small compared to the amount needed in order to explain the baryon asymmetry of
the universe. Other sources of CP violation are needed, and one could be provided
by the neutron electric dipole moment (nEDM).
The neutron is a baryon that can be found in the nucleus of most atoms. Despite
carrying no net electric charge, it is made up of charged particles; when summed,
their charges add to zero. According to the Standard Model of particle physics
(standard model), the neutron contains three valence quarks: two down quarks and
one up quark. The up quark provides a charge of +2/3 e, while the down quarks
each provide a charge of –1/3 e. These particles, being fermions, should have some
permanent separation, and this could generate a non-zero permanent electric dipole
moment (EDM) of the neutron. This EDM will have to be aligned parallel (or anti-
parallel) with the spin as perpendicular components will cancel out [7, 8], but this
would that the neutron EDM behaves in a fundamentally different way, under parity
and time reversal symmetries, than a macroscopic electric dipole moment.
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Under parity reversal (P) the neutron spin is even, while a macroscopic electric
dipole moment is odd. Under time reversal (T), the neutron spin is odd, while a
macroscopic electric dipole is even. For these two symmetries to remain unbroken,
a neutron EDM would have to be capable of flipping direction in relation to the
neutron spin. For this to be allowed, the neutron ground state must be degenerate,
but neutron scattering experiments have shown that it is not [7]. Therefore, a neutron
EDM would be forced to flip sign if and only if the spin flips sign. This means that
the existence of a neutron EDM would violate P and T symmetries and violate CP
invariance under the CPT theorem. From quark contributions, the standard model
predicts an upper bound of ≈ 10-32e · cm for this dipole moment [7, 9].
Many theories extending the standard model were developed which predicted a
larger nEDM. To date no experiment has detected a neutron EDM, but many have
improved the limit, further constraining theoretical predictions that are beyond the
standard model. These experimental searches continue to put constraints on these
theories and can even outright disprove models that predict a neutron EDM above
the experimental sensitivity (should a neutron EDM not be detected). Figure 1.1 [10]
charts the progress of nEDM measurements versus time, comparing them to different
theoretical predictions on the right.These measurements all show the upper limit of
the nEDM as determined by that experiment because all measurements, thus far,
have been consistent with zero. The purple box shows the expected sensitivity of the
next generation experiment to be performed at the Spallation Neutron Source (SNS)
at Oak Ridge National Laboratory (ORNL) [7]. This experiment intends to lower the
limit on the neutron EDM by about two orders of magnitude to 3× 10–28e · cm [11].
This experiment will be discussed more in the next section of this chapter. To the
right of this plot are a few of the predictions from selected theories for comparison.
The standard model prediction can be seen at the bottom.
The SNS-nEDM experiment is not the only experiment underway making an
effort to detect the nEDM. There are many others including: n2EDM at PSI [12],
UCN-nEDM at TRIUMF [13], an experiment at FRM (which will most likely by
conducted at the ILL) [14], and two nEDM experiments at ILL [15, 16]. The current
experimental limit is 3.0 × 10–26 e · cm, set by an experiment conducted at the ILL
in France [17].
In order to detect the nEDM, modern experiments use a magnetic resonance tech-
nique to search for variations in the neutron’s Larmor precession frequency that would
be induced by the presence of a non-zero EDM. Equation 1.1 describes the neutron’s
Larmor frequency for precession about parallel external magnetic and electric fields,
h¯ω = 2
(
µ~s · ~B + d~s · ~E
)
/ |~s| . (1.1)
Equation 1.1 describes the Larmor precession frequency of a particle where h¯ ≡ h2pi ,
h is Planck’s constant, ω is the Larmor precession frequency, ~s is the particle’s spin,
µ and d are the magnitudes of the particle’s magnetic and electric dipole moments,
respectively, ~B is the external magnetic flux density (which will be referred to as the
magnetic field for convenience), and ~E is the external electric field. According to this
equation, the standard model prediction for dn (∼ 10–32 e · cm) would only shift the
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Figure 1.1: The limit on the neutron EDM versus time. Blue dots represent beam line
measurements. Red triangle represent trapped UCN measurements. The purple box
is the expected sensitivity for the upcoming SNS-nEDM experiment A few theoretical
predictions are shown to the right [10].
Larmor precession frequency on the order of 100 fHz for most experimentally feasible
electric fields (10s of kV/cm). Such a small shift in frequency is difficult to directly
detect. However, over a long time, several minutes, this shift in frequency will cause
a difference to build up between the expected orientation of the neutron spin and its
actual orientation (referred to as phase accumulation). Therefore, most experiments
use Ramsey’s method of separated oscillatory fields [18] to take advantage of this and
measure the induced phase after allowing the spins to precess freely for some amount
of time.
Ramsey’s method requires neutrons that are initially spin polarized in parallel
magnetic and electric holding fields. An oscillatory, transverse magnetic field is then
used to perform a pi/2 pulse, rotating the UCN spins by pi/2 and causing them to
precess in the plane perpendicular to the holding fields. The transverse field is only
on for the duration of the pulses which it provides, and it is controlled by a reference
clock frequency to ensure proper timing between these pulses. The neutrons are
then allowed to freely precess in the plane for a set amount of time, T. During this
time they accumulate a phase depending upon the neutron EDM, after which the
transverse field gives a second pi/2 pulse. This pulse is designed such that combining
it with the first pulse completes a pi pulse that would rotate the neutron spins by pi,
in the absence of an electric field. Effectively, these two pi/2 pulses, given “back-to-
back” (no free precession time in between), would form a single, continuous pi pulse.
Figure 1.2 is a diagram of this process.
Alternatively, the free precession time, T, can be set so that the second pi/2 pulse
will flip half of the neutrons back to their original polarization and the other half
3
Figure 1.2: Diagram of the Ramsey method for detecting a neutron EDM. The ref-
erence clock for the transverse field supplying the pi/2 pulses is on the right. The
neutrons are initially polarized at the top of the diagram. Beneath that, the first pi/2
pulse occurs. Then the spins are allowed to freely precess for a time. Then at the
bottom, the second pi/2 pulse is given [19].
to the anti-parallel polarization, in the absence of an electric field. However, in the
presence of an electric field, (anti)parallel to the magnetic holding field, a non-zero
nEDM would cause the phase of the spins (φn) to shift by an amount given by
equation 1.2,
|∆φn| =
∣∣∣∣∣∣
2dn
∣∣∣~E∣∣∣
h¯
T
∣∣∣∣∣∣ . (1.2)
This added phase perturbs the effect of the second pi/2 pulse, altering the probability
for which state a neutron will flip into. The strength of the neutron EDM is then
directly tied to the fraction of spins that end up in each state and can be determined
by measuring the final polarization of the neutrons. Of course, any instabilities or
lack of uniformity in the fields will alter this behavior and affect the sensitivity of
this method [18, 20].
Most modern experiments employ the Ramsey method. The SNS-nEDM experi-
ment, however, uses a new method.
4
1.2 Neutron Electric Dipole Moment Experiment at the Spallation Neu-
tron Source
As previously mentioned, the SNS-nEDM experiment intends to lower the limit
on the neutron’s EDM by two orders of magnitude. This experiment has an expected
sensitivity of approximately 3× 10-28e · cm [11].
Figure 1.3: Depiction of free neutron disperision curve (parabola) along with the
phonon-roton dispersion curve for superfluid helium. [7]
Modern experiments have shifted to using UCNs rather than a beam of higher
temperature neutrons. Doing so allows an experiment to shed its dependence on
counting statistics and increase its sensitivity. The SNS-nEDM experiment is no
exception; it produces UCNs by downscattering cold neutrons in a superfluid 4He
(SFHe) bath. Figure 1.3 depicts the intersections of the free neutron dispersion
curve with the curve for excitations in SFHe. These lines intersect when the neutron
wavelength is 8.9 A˚. This intersection allows cold neutrons at 8.9 A˚, 11 K, to excite
the SFHe, and in the process, lose the required energy, becoming ultra-cold. At
the SNS, neutrons are cooled to 11 K by passing them through a liquid hydrogen
moderator first. Liquid hydrogen is approximately 20 K and the neutrons are lowered
to about this temperature by elastic collisions. The distribution of neutron energies
after the moderator follows a Maxwell-Boltzmann distribution about 20 K. These
cold neutrons need to be guided to the nEDM apparatus ∼ 40 m away [1]. This
guide will use supermirrors to guide and polarize the neutrons. The original plan for
these supermirror guides contained boron-10 which can absorb neutrons and emit γ
radiation at an energy of about 480 keV per γ in the process. Equation 1.3 shows
the branching ratio describing 93% of the reactions [21],
n + 10B→ 11B∗ → α + 7Li + γ . (1.3)
These γ rays can penetrate into the nEDM apparatus and ionize the superfluid helium.
Previous experiments used different methods to convert neutrons to UCNs. The
most recent nEDM limit was set by an experiment that used UCNs produced at the
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ILL in Grenoble. The ILL produces UCNs by reflecting cold neutrons off the blades
of a spinning turbine. The turbine’s rotation velocity is selected such that neutrons
colliding with the blades will lose enough energy to be converted to UCNs with an
average velocity of about 5 m/s [22]. These methods have led to neutrons being
stored inside of a trap under vacuum (sometimes with the presence of a low pressure
gas comagnetometer) in most experiments [22]. The experiment at the ILL actually
used a trap that was at room temperature despite the neutrons being UCNs [22].
These previous methods generally produce UCNs outside of the experimental region,
requiring the UCNs to then be guided to the experimental region. During the guiding
process,some fraction of the UCNs are generally lost.
The SNS-nEDM experiment is making its measurement directly upon the UCNs in
the SFHe bath where they are downscattered. SFHe does not absorb neutrons, having
one of the most tightly bound nuclei. This eliminates losses due to UCN transport
and increases the sensitivity. Also, rather than interfering with the measurement,
SFHe’s dielectric properties will allow for a much higher electric field to be present
than was possible in the previous experimental designs. This provides a large part of
the boost to the sensitivity [7].
To further take advantage of the SFHe environment, polarized 3He is injected
into the target region. This will serve as both a comagnetometer and the method for
detecting the nEDM. Neutron capture on 3He does increase the neutron loss factor
slightly, but it more than makes up for this small loss. First, any neutrons that
manage to make it into the storage cell in the wrong polarization state will be very
quickly capture that the 3He (see next paragraph). Second, polarized 3He can be
used for a new, highly sensitive, detection technique.
To explore this new technique consider the case when both the neutron and the
3He spins are parallel. In this case, the capture cross section is at a minimum that is
consistent with 0 barns [23, 24]. However when the spins are anti-parallel, the capture
cross section for thermal neutrons (v ∼ 2, 200 m/s) is ∼ 11, 000 barns [23, 24]. The
capture reaction is depicted in equation 1.4,
n + 3He→ 4Heexcited → p+ + T– + 764 keV . (1.4)
Thus if both species are initially polarized with parallel spins, the capture rate will
be zero, but Larmor precession, as described in equation 1.1, can affect the alignment
of these spins. Given the difference in magnetic moments between the neutron and
3He, they will have different precession frequencies in the magnetic field. If tipped
perpendicular to the magnetic field, this will cause their precession to fall out of sync
and will cause the capture rate to oscillate, even in the absence of an electric field.
A technique, known as spin dressing, can be used to address this problem. Spin
dressing uses a transverse magnetic field to perturb the precession frequencies of dif-
ferent particles. This affects different particles to different extents, allowing the effect
to be tuned such that both species appear to have the same precession frequency
about the stable magnetic holding field [7, 11]. This perpendicular, oscillating mag-
netic field is used to perturb the precession of each species according to the following
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equation [7, 11]:
γeff = γJ0
(
γBRF
ωRF
)
. (1.5)
where γ is the gyromagnetic ratio of a particular species, J0 is the zeroth order Bessel
function, BRF is the amplitude of the magnetic field, and ωRF is the field frequency.
γeff is the effective gyromagnetic ratio of that species about the stable magnetic
holding field. Figure 1.4 plots this value for both the neutron and 3He.
Figure 1.4: The effective gyromagnetic ratios of the neutron and 3He, shown inter-
secting at multiple points [25].
Defining x = γn
BRF
ωRF
where “n” subscripts denote neutron values (“3” subscripts
denote 3He values), the difference in their precession frequencies becomes [7, 11]
δω =
[
γnJ0(x) – γ3J0
(
γ3x
γn
)]
. (1.6)
This equation can be evaluated to find multiple values for x which satisfy the con-
dition δω = 0. This is called critical dressing, and the lowest value which satisfies
it is approximately 1.189. Multiple pairs of values for BRF and ωRF satisfy critical
dressing. Under these conditions and proper polarization, the capture rate should be
trapped at zero. The only principle allowing for an increase in the capture rate is the
effect that the external electric field will have on the precession frequency, which will
cause the capture rate to slowly increase with time for a non-zero nEDM. A method
for monitoring the capture rate will now provide a means by which to extract the
neutron EDM.
It turns out that the reaction products from equation 1.4 scintillate as they pass
through the SFHe and that the amount of light produced correlates to the number
of reactions that occurred Photomultiplier tubes can be used to collect this light
and, thereby, monitor the neutron-3He capture rate. However, the scintillation light
produced is ultraviolet, UV. UV light is difficult to collect in the acrylic target cell
(target cell discussed below) and difficult to detect in the photomultiplier tubes.
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Therefore, the acrylic cell walls will be coated with a material (coating) that shifts the
light wavelength from ultraviolet to blue, making it easier to collect. A more detailed
discussion on this measurement technique can be found in the work conducted by
Golub and Lamoreaux [7, 11].
Therefore, the neutron EDM can be detected by measuring an increase in this
reaction rate over time. This provides a new method for detecting the neutron EDM.
In this new method, both the helium-3 and the neutrons are initially spin polarized
parallel to each other (and the external magnetic field), where the capture cross
section is zero. A pi/2 pulse, from a transverse magnetic field, is then used to tip
these two species’ spins perpendicular to the external field where they will precess
freely. At the same time, a third magnetic field, perpendicular to the other two,
is used to dress the spins. In the presence of an external electric field, a phase will
begin to accumulate between these spins (provided that the neutron EDM is nonzero),
increasing the capture cross section. This phase accumulation is then monitored by
collecting the scintillation light. The second pi/2 pulse from the Ramsey method is
not used, and the measurement is actually being taken, continuously, during the free
precession stage.
Figure 1.5: Target cell design being used by SNS-nEDM experiment. The two cells
are on either side of the red electrode. The red electrode can be held at a different
voltage than the green ones. The green ones are kept at the same voltage. Image
borrowed from Takeyasu Ito [26] and overlaid with field labels (blue: electric fields,
red: magnetic field).
This all takes place inside of the target cells. The target cells are made of poly-
methyl methacrylate (PMMA) and are separated by an electrode (red). All of this
is located in between two outer electrodes (green) (figure 1.5). The outer electrodes
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are electrically connected and held at ground, while the inner electrode is insulated
from them and allowed to have a different voltage. This ensures that both cells are
immersed in electric fields of equal magnitude but opposite sign. Since the cells are
made from acrylic, an electrical insulator, this presents a potential problem.
Any charges generated in the cells are unable to be removed from them, instead
collecting upon the cell walls under the influence of the strong electric fields. Sev-
eral sources generate charged particles in this experiment: neutron β decay, neutron
capture on 3He (equation 1.4), and both γ rays produced in the beamline and cos-
mic rays, along with any other background sources, can ionize the helium [7, 11].
Equation 1.7 provides the neutron beta decay reaction,
n→ p+ + e– + ν¯e . (1.7)
The expected rate of charge production from each source is given in table 1.1 in the
last column. These rates can change depending upon the measurement cycle stage;
this is reflected in the table [27]. A measurement cycle consists of filling the target
cell with polarized UCNs and injecting the polarized 3He (UCN fill stage), allowing
the neutrons and 3He to precess in the presence of an electric field and collecting
the scintillation light (measurement cycle), and the final stage, where the depolarized
helium-3 is removed from the system so that it does not impact the next measurement
(cleanup stage).
This presents a potential problem for the experiment because these separated
charges will generate their own static electric field that will lower the net field in the
target region. If the rate of change is slow compared to the measurement times, then
there are two primary concerns. Reducing the electric field reduces the sensitivity to
the neutron EDM. The SNS-nEDM experimental sensitivity is [11],
σ (dn) =
h¯∆ωc
4EJ0 (xc)
. (1.8)
The uncertainty of the nEDM measurement using the new helium-3 technique is
σ (dn), E is the electric field, J0 (xc) is the critical dressing condition, and ∆ωc is the
uncertainty on the component of the Larmor precession frequency from the nEDM
contribution. This last value depends upon the amount of time spent collecting data,
the effective lifetime of the neutron in the cell, the UCN production rate, and the
number of field flips performed throughout the measurements. As is expected from
examining equation 1.1, the sensitivity depends inversely on the electric field.
However, the primary concern regards the behavior of the charges. If the charges
are not neutralized upon electric field reversal, this could cause non uniformities in
the field upon reversal. Should the difference in electric field magnitude exceed 1%
of its total, the desired sensitivity would be lost [1]. This is due to the quadratic
~E× ~v effect. This effect is based upon the square of the electric field, and therefore,
does not approach zero as the average velocity of the neutrons approaches zero. This
means that it is still a problem for UCNs stored in a bottle.
This effect can be seen (and the 1% condition calculated) by considering the
motional magnetic field seen by a particle moving in relation to a static electric field,
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~Bm =
~vn
c2
× ~E . (1.9)
~Bm is the motional magnetic field, ~vn is the velocity of a neutron, and ~E is the external
electric field. ~Bm will always be perpendicular to both ~vn and ~E. Therefore, it can
easily be shown that the angle between the motional magnetic field and the magnetic
holding field, θm, will be equal to pi/2 minus the angle between the magnetic and
electric holding fields as viewed in the plane perpendicular to the neutron’s velocity,
θEB. The net magnetic field in the region is the sum of these two magnetic fields and
the magnitude of the net field can be calculated:
~B = ~B0 + ~Bm , (1.10)
|B| =
√
|B0|2 + |Bm|2 + 2 |B0| |Bm| cos (90 – θEB) , (1.11)
where ~B is the net magnetic field and ~B0 is the magnetic holding field. The notation
Bm ≡ |Bm| and B0 ≡ |B0| will be used from this point forward.
For these UCN experiments Bm is much less than B0. In this regime, equation
1.11 can be approximated with a Taylor series expansion,
B = B0
√
1 +
B2m
B20
+ 2
Bm
B0
sin (θEB) , (1.12)
B ≈ B0
(
1 +
Bm
B0
sin(θEB) +
1
2
B2m
B20
)
, (1.13)
B ≈ B0 + Bm sin(θEB) +
1
2
B2m
B0
. (1.14)
If the electric field remains (anti)parallel to the magnetic field throughout data
taking, the term linear in Bm disappears, but the quadratic term remains. The
quadratic term is also quadratic in E (see equation 1.9), so there is no false nEDM
signal strictly from its existence. It generates a static shift to the Larmor precession
frequency based on the magnitude of the electric field, but independent of its direction.
However, if the magnitude of the electric field changes from one orientation (parallel)
to the other (anti-parallel), then the strength of the quadratic term will change as
well, and this will generate a false nEDM signal based upon the relative change in
electric field [28].
Defining B2 ≡ B2m/(2B0), the fractional change in B2, due to a small change in
electric field, can be calculated.
∆B2
B2
=
2E∆E – (∆E)2
E2
=
E
(
2∆E –
(∆E)2
E
)
E2
,
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∆B2
B2
≈ 2∆E
E
. (1.15)
In the final step, the term containing (∆E)2 is neglected under the assumed condition
that ∆E E. The most recent updates to the apparatus predict an average neutron
velocity of ∼3 m/s, an electric field in excess of 50 kV/cm, and a magnetic holding
field of about 3 µT [1]. This produces a value for B2 on the order of 10 fT. To maintain
experimental sensitivity, any systematic shift in the magnetic field that causes a false
nEDM signal to appear must be kept below a threshold of ∆B ≤ 0.2 fT [1]. Using
these results and equation 1.15, it is a trivial matter to calculate the allowed deviation
in the electric field magnitude from one orientation to the other,
∆E
E
≤ ∆B2
2B2
=
0.2 fT
2 (10 fT)
= 0.01 . (1.16)
This confirms the previous statement that the percent change in the magnitude
of the electric field must be kept within 1% upon field reversal; otherwise, the desired
sensitivity will be lost. It should be noted that, since the exact nature of the condi-
tions that will be present in SNS-nEDM experiment is still unknown, this calculation
is merely a rough estimate. As previously stated, the charge production within the
cell may threaten the experimental sensitivity due to this effect.
Table 1.1: Predicted ionization currents in the SNS-nEDM cell. Data copied “as is”
(without modification) from internal collaboration communications [27].
Ionization Currents
Stage Type Current (pA)
UCN fill
(800 s)
Beam neutron decays 0.48
γ rays 9
Cosmic rays 0.12
Total for fill stage 9.6
Measurement
(700 s)
UCN decays 0.48e–t/τn
n-3He capture 0.14e–t/τn
Cosmic rays 0.12
γ rays 0.4
Total for measurement stage 0.5 + 0.6e–t/τn
Cleanup
(421 s)
UCN decay 0.12e–t/τn
n-3He capture 0.034e–t/τn
Cosmic rays 0.12
γ rays 0.4
Total for cleanup stage 0.5 + 0.15e–t/τn
Predictions for the charging rates from different sources have been collated into
a single collaboration document. The ionization current is listed by ionizing source
for each stage in table 1.1 [27]. The symbol τn represents the effective lifetime for
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the neutron in these cells, a value of 500 seconds was used which accounts for wall
losses as well as β-decay. This document [27] also uses an average ionization energy
for superfluid helium of 40 eV. The charge collection efficiency was assumed to be
1 for electrons and 0.15 for heavier particles. A charge collection efficiency of 1 is
nonphysical, but the electrons are expected to approach this upper bound [27]. The
rate of γ rays entering the cell is approximated to be 15 kHz and the initial number
of neutrons in each cell is approximated as 3× 105. The electric field is also assumed
to be on and at full strength for the entire measurement cycle. [27].
Taking the definite integral of the charging currents (table 1.1) with respect to
time over the length of each stage will provide each source’s net charge contribution.
Summing these values together produces 8.68 nC/cycle. The estimated capacitance
of the cell is 16 pF [27]. This means that the voltage reduction per cycle for these
sources will be
∆V =
8.68 nC
16 pF
= 543 V . (1.17)
This results in a percent change in the electric field per cycle according to equation
1.18,
∆E
E
=
∆V
V
=
543 V
635 kV
× 100% = 0.0855% . (1.18)
The value of 635 kV was taken from the most recent experimental design update [1].
The field will be reduced by 1% of its total strength after a number of cycles shown
in equation 1.19,
N =
1%
0.0855%/cycles
≈ 11 cycles . (1.19)
At this point, the charge will need to be removed to prevent a false EDM signal
from being detected. This value assumes that every charged particle produced con-
tributes. However, recombination effects will likely reduce the actual number of
charges, thereby increasing the number of cycles before the charge needs to be re-
moved.
This effect that reduces the electric field is referred to as “cell charging”, and it is
necessary to study this process due to the fact that the behavior of charges on acrylic
surfaces at superfluid temperatures has never been studied before. It is unwise to
take for granted that room temperature effects will behave in the same manner at
low temperatures. This leads to three primary questions. Will the produced charges
collect on the acrylic as expected? What happens to the charges under electric field
reversal? Is there a way to neutralize the charge, preferably by reversing the electric
field direction? In order to answer these questions, the electro-optic Kerr effect was
used to monitor the electric field in a scaled down model of one cell. This cell was
left open on two ends in order to allow a linearly polarized laser to pass through.
The Kerr effect then induces an ellipticity in the laser proportional to the square of
the electric field. A 37 mCi cesium-137 source was used to irradiate the superfluid
helium with a well known energy per γ in order to ionize the helium. The results of
these cell charging studies are presented.
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Chapter 2 Light Polarization Effects
2.1 Polarized Light
The electro-optic Kerr effect was used to monitor the electric field in the cell
charging experiment. As such, light polarization will need to be discussed. Light
is comprised of photons containing electric fields that remain perpendicular to the
magnetic fields, both of which are always perpendicular to the direction in which
the light is traveling. The polarization of light can take on two different extremes,
linear or circular. Anywhere between these two extremes is referred to as elliptical
polarization. Linear polarization is characterized by the electric field vector changing
in strength but not in direction, except to flip by pi when it crosses zero magnitude,
as the light propagates through space. Circular polarization is characterized by the
electric field vector remaining at constant magnitude and only changing its direction
by rotating helically about the propagation axis as the light travels through space.
Elliptical light has the field vector changing in both magnitude and direction. To
describe this mathematically, start with a general description for the electric field of
light propagating along the z axis as follows,
Ex = E0x cos(ωt – ~k ·~r + δ1) , (2.1)
Ey = E0y cos(ωt – ~k ·~r + δ2) , (2.2)
Ez = 0 . (2.3)
In these equations, E0x and E0y are the amplitudes of each component, ω is the
angular frequency of the fields, t is time, ~k is the wavenumber, ~r is the position and
δ1 and δ2 are the phases of each component of the electric field. Ez is zero because
the electric field must be perpendicular to the direction of light propagation. The
x- and y-components are linked by the argument ωt – ~k ·~r which allows them to be
combined into one equation through the elimination of this argument,(
Ex
E0x
)2
+
(
Ey
E0y
)2
– 2
ExEy
E0xE0y
cos δ = sin2(δ) . (2.4)
Where δ = δ2 – δ1. In its most general form, equation 2.4 describes an ellipse.
However, it has many free parameters and under certain conditions, equation 2.4 can
be simplified into describing either a circle or a line.
For a circle, it is simply required that E0x = E0y = E0 and δ =
mpi
2 , where m is
a non-zero, odd integer. As an example, select pi2 . In this case, it simplifies to the
following (
Ex
E0
)2
+
(
Ey
E0
)2
= 1 . (2.5)
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which is the equation for a circle. To get a line, require that δ = npi where n is any
integer. In this case, select zero and rearrange to get the following [29],
Ey =
E0y
E0x
Ex . (2.6)
Jones vectors and matrices provide a nice formalism for describing how the electric
field evolves as it passes through different optical elements. One of the powerful
aspects of this formalism is the convenience with which it handles phase change
effects between the linear xˆ and yˆ components of the field. To arrive at this formalism,
rewrite equations 2.1 and 2.2 using complex exponentials,
Ex = E0xe
i(ωt–kz+δx) , (2.7)
Ey = E0ye
i(ωt–kz+δy) . (2.8)
Where Ez = 0 still and the fact that the wave only propagates along zˆ has been
written out explicitly. The Jones vector formalism carries the amplitude and phase
data. The amplitude of each component is represented by E0x and E0y and the phase
data is contained in the exponential terms. However, both components carry a factor
of ei(ωt–kz), the phase difference between the two is contained in the factors of eiδx
and eiδy . Therefore, ei(ωt–kz) can be factored out of both components of the Jones
vector, yielding
E =
[
Ex
Ey
]
= ei(ωt–kz)
[
E0xe
iδx
E0ye
iδy
]
. (2.9)
Given that ei(ωt–kz) has simply become a prefactor to the vector, it will be scaling
each component equally. It no longer provides any useful information regarding the
polarization state of the light and, for convenience, can be safely dropped, producing
E =
[
E0xe
iδx
E0ye
iδy
]
. (2.10)
This is the traditional form for the Jones vector. The intensity of the light is deter-
mined by the following
I = E†E = E20x + E20y = E20 . (2.11)
The normalization condition that I = 1 is standard convention. Light that is linearly
polarized in the xˆ direction occurs when δx equals 0 or pi and E0y = 0,
E =
[
E0x
0
]
⇒
[
1
0
]
, I = 1 . (2.12)
Flipping the suffixes above, x↔ y, provides the conditions for light linearly polarized
along yˆ,
E =
[
0
E0y
]
⇒
[
0
1
]
, I = 1 . (2.13)
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This can be generalized to light linearly polarized at any angle between xˆ and yˆ,
E =
[
E0x cos θ
E0y sin θ
]
⇒
[
cos θ
sin θ
]
, I = 1 , (2.14)
where θ represents the angle between the linear polarization vector and the horizontal.
Circular polarization occurs when |δx – δy| = pi/2 and E0x = E0y. Right handed
circular polarization occurs when both elements of the Jones vector have the same
sign. Left handed circular polarization occurs when there is a sign difference between
both elements of the Jones vector. An example of right handed light is below,
E =
[
E0x
iE0y
]
⇒ 1√
2
[
1
i
]
, I = 1 , (2.15)
and for left hand circular polarization,
E =
[
E0x
–iE0y
]
⇒ 1√
2
[
1
–i
]
, I = 1 . (2.16)
Both Stokes and Jones vectors are useful tools for paramaterizing light. However,
while Stokes vectors can be used to determine circular birefringent effects, they do
not carry information regarding the phase between the linear components of the
electric field, and therefore, miss linear birefringent effects. Jones vectors explicitly
carry the phase between the linear components of the electric field, and can therefore
be used to calculate linear birefringent effects. [30]
2.2 Electro-Optic Kerr Effect
The electro-optic Kerr effect is characterized by a material having its index ellip-
soid altered by an externally applied electric field. A biaxial material has an index
ellipsoid with all three Cartesian coordinates having a different index of refraction.
The ellipsoid expression is below,
D2x
εx
+
D2y
εy
+
D2z
εz
= 8piW , (2.17)
where Di is the electric displacement in that direction, εi is the electric permittivity
in that direction, and W is the electric energy density. One common representation
uses the definition
Ri =
Di
ε0
√
8piW
, (2.18)
where ε0 is the electric permittivity of free space, and Ri is X , Y , and Z. Treating
X , Y , and Z as if they are Cartesian coordinates (despite being unitless) helps to
visualize how the index of refraction changes with direction. Substituting this back
into equation 2.17 generates the following representation, [29, 30]
X 2
n2x
+
Y2
n2y
+
Z2
n2z
= 1 , (2.19)
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where nx 6= ny 6= nz. To understand the Kerr effect, it is necessary to relate this index
ellipsoid to the electric field, starting with the definitions for the electric displacement,
~D = ε0~E + ~P , (2.20)
~D = ε~E , (2.21)
where ~D is the electric displacement, ~E is the electric field, ~P is the polarization, and
ε is the electric permittivity of the media. Reviewing equations 2.20 and 2.21 leads
to the construction of a relation between ~E and ~P via ε. Define
ε = ε0(1 + χ) , (2.22)
where χ is known as the electric susceptibility. Plugging equation 2.22 into 2.20 and
comparing to 2.21 yields
~D = ε0~E + 0χ~E , (2.23)
~P = ε0χ~E . (2.24)
However, this representation has, thus far, treated  and χ as though they were scalars.
This is an oversimplification that can only be used if the medium is isotropic. For a
more general case, χ is represented by the tensor χ,
χ =
χ11 χ12 χ13χ21 χ22 χ23
χ31 χ32 χ33
 = χij . (2.25)
Also, the material may have a nonlinear response to the field. In this case, the
susceptibility can take on the following form
~P = ε0(χ1 + χ2~E + χ3~E
2
+ ...)~E . (2.26)
For linear, isotropic, and lossless media χ reduces toχ 0 00 χ 0
0 0 χ
 . (2.27)
At which point, χ can be simplified to a scalar χ → χ. The index of refraction is
linked to the susceptibility and for linear, isotropic, lossless media, that relationship
takes on the following form,
n =
√
1 + χ . (2.28)
This allows the approximations found in equations 2.23 and 2.24 to be made.
However, the Kerr effect is a quadratic one emerging from χ2 in equation 2.26.
Therefore, it is necessary to understand how equation 2.28 is extended into a more
general form. First, rewrite equation 2.28 utilizing equation 2.22 to get
n =
√
ε
ε0
. (2.29)
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With this in mind, revisit equation 2.21 recognizing that χ and, therefore, ε should
be matrices for a more general media,
Di = εijEj . (2.30)
Equation 2.30 is a more general form of 2.21 capable of describing more media than
equation 2.21. For homogeneous, lossless materials, εij is equal to its transpose. But
if ε is a matrix, then that changes equation 2.29 which must now be more generalized
in the new format. This leads to defining the impermeability tensor ηij as
ηij = ε0(ε
–1)ij . (2.31)
Equation 2.31 allows for a more general index of refraction to be written,
ε0
εij
=
1
n2ij
= ηij . (2.32)
This impermeability tensor changes in the presence of an external electric field,
thereby altering the indices of refraction as well. The strength of these responses
are material dependent properties. Frequently the field dependent tensor is written
as a field independent part plus the change induced by a field,
ηij
(
~E
)
= ηij(0) + ∆ηij , (2.33)
∆ηij = rijkEk + sijklEkEl + ... , (2.34)
where ∆ηij represents the perturbation due to the electric field and the rijk and sijkl
coefficients are the material dependent responses to the applied field at first and
second order, respectively. The r components determine the strength of the linear
Pockel’s effect, and the s components determine the strength of the quadratic Kerr
effect. Comparing equations 2.33 and 2.34 to equation 2.19, a generalized index
ellipsoid can be written,
ηij
(
~E
)
RiRj = (ηij(0) + ∆ηij)RiRj = 1 . (2.35)
For a sample that is isotropic in the absence of an external electric field, the index
of refraction is independent of the optical axis or the polarization of the light and it
has the same index of refraction in all three Cartesian coordinate directions. For this
sample, equation 2.35 reduces to equation 2.36 in the absence of an electric field,
X 2
n2
+
Y2
n2
+
Z2
n2
= 1 , (2.36)
which is the equation for a sphere. X , Y , and Z are treated as the spatial coordinates
and n is the single, uniform index of refraction. Polarized light passing through this
medium does not experience any linear birefringence. But applying an electric field
could change this.
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If the sample produces a sizable Kerr effect, it is considered nonlinear and the
index ellipsoid will pick up terms from equation 2.34, specifically sijkl terms. As
previously mentioned, εij is symmetric about its diagonal. This means that ηij is also
symmetric about its diagonal. s contains 81 terms being a rank four tensor with all
indices running from 1 to 3. From equation 2.34, the symmetry in η would cause sijkl
to be symmetric under the two interchanges i ↔ j and k ↔ l. This means that sijkl
can have its four indices contracted to two. To minimize the number of randomly
assigned symbols being used, the two new indices will be named i and j, despite
technically being different than the previous i and j,
sijkl → sij . (2.37)
These new indices must now run from 1 to 6 in order to produce the appropriate
number of terms. For this contraction to work, EkEl must also be contracted in a
similar fashion. EkEl can be rewritten as a 3 × 3 matrix. This matrix is symmetric
about its diagonal, allowing it to be contracted to a 1× 6 matrix which will share an
index with the new sij producing
Ekl = EkEl → Ej , (2.38)
where the first three terms of Ej are E2k where k runs from 1 to 3 and the last three
terms are 2E1E2, 2E1E3, and 2E2E3. The extra factor of two in the last three terms
comes from cross terms in the index ellipsoid. Defining Ekl to contain them simplifies
the expression being built.
From this representation and using equations 2.34 and 2.35, it can be shown
that there are two possible ways the quadratic Kerr effect can alter the zero-field
index ellipsoid represented in equation 2.36. Showing this requires a more explicit
representation of equation 2.35 for an initially isotropic media,
ηij
(
~E
)
RiRj = X 2
(
1
n2x
+ s1jEj
)
+ Y2
(
1
n2y
+ s2jEj
)
+ Z2
(
1
n2z
+ s3jEj
)
+
2XY (s4jEj)+ 2XZ (s5jEj)+ 2YZ (s6jEj) = 1 . (2.39)
The strength of each s term is a material dependent property that must be measured
to be known. It is convenient to continue this discussion with a coordinate system,
propagation direction, and electric field orientation chosen. Typically the Kerr effect
is maximized when the electric field is applied perpendicular to the light’s propagation
axis. Therefore, choose the propagation axis to be the z axis and the external electric
field to be in the y direction. For a sample that is initially isotropic in the absence
of an electric field, equation 2.39 then simplifies to
ηij
(
~E
)
RiRj = X 2
(
1
n2
+ s12E
2
y
)
+ Y2
(
1
n2
+ s22E
2
y
)
+ Z2
(
1
n2
+ s32E
2
y
)
+
2XY
(
s42E
2
y
)
+ 2XZ
(
s52E
2
y
)
+ 2YZ
(
s62E
2
y
)
= 1 . (2.40)
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If s22 is the only nonzero term, the index ellipsoid, equation 2.36, is permutated
in the following manner,
X 2
n2
+ Y2
(
1
n2
+ s22E
2
y
)
+
Z2
n2
= 1 . (2.41)
This has the effect of altering only ny. The new value can be determined by the
following definition,
1
n2y
=
1
n2
+ s22E
2
y ⇒ ny =
√
n2
1 + n2s22E
2
y
. (2.42)
Generally the Kerr effect manifests as small perturbations to the index ellipsoid.
In this case, that means s22E
2
y  1. Then, ny can be approximated as ny ≈ n –
(1/2)n3s22E
2
y. This means that an electric field in the y-direction will see a different
index of refraction than an electric field in the other two,
X 2
n2x
+
Y2
n2y
+
Z2
n2z
= 1 , (2.43)
where nx = nz = n 6= ny. This produces ∆n such that
∆n = |nx – ny| ≈ (1/2)n3s22E2y . (2.44)
This means that x-polarized electric fields will propagate through the material at
a different rate than y-polarized fields causing a phase difference to be introduced.
Similarly, ∆n can be calculated for any s1j, s2j, or s3j combination. nx and nz may
be perturbed from n if there are contributions from s1j or s3j. However, contributions
from the rest of the s components affect the index ellipsoid in a different manner that
bears discussion.
As an example, take s42E
2
y as the only nonzero term from equation 2.40. In this
case, the index ellipsoid from equation 2.36 is permuted as follows,
X 2
n2
+
Y2
n2
+
Z2
n2
+ 2XY
(
s42E
2
y
)
= 1 . (2.45)
This is easier to analyze if the coordinate system is rotated about the z axis by pi/4.
This produces equations for Ri that parallel the equations for x and y,
X = X
′
√
2
–
Y ′√
2
, (2.46)
Y = X
′
√
2
+
Y ′√
2
, (2.47)
where Z ′ will equal Z. To get the relations between ri and r′i simply replace Ri
with ri and R′i with r′i. In terms of primed coordinates, equation 2.45 becomes the
following,
X ′2
(
1
n2
+ s42E
2
y
)
+ Y ′2
(
1
n2
– s42E
2
y
)
+
Z ′2
n2
= 1 . (2.48)
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Now, similarly to equations 2.41 and 2.42, nx′ and ny′ can be calculated,
nx′ =
n√
1 + n2s42E
2
y
⇒ nx′ ≈ n –
1
2
n3s42E
2
y , (2.49)
ny′ =
n√
1 – n2s42E
2
y
⇒ ny′ ≈ n +
1
2
n3s42E
2
y . (2.50)
Similarly, ∆n can be calculated for an electric field (of a photon) oriented along y′
versus one oriented along x′,
∆n = |nx – ny| ≈ n3s42E2y . (2.51)
The different propagation rates will introduce a phase difference here as well. ∆n can
be calculated in a similar fashion for all of the s4→6jEj components.
The Kerr effect is maximized in linearly polarized light when the electric field
is polarized at pi/4 between the axes containing the largest discrepancy in indices
of refraction. Since the electric field must remain perpendicular to the propagation
direction at all times, this would require that the light be propagating along an exact
path in media that do not contain symmetries in sij.
However, in a fluid that is amorphous and isotropic in the absence of a field, it is
reasonable to expect that the system’s response to a field aligns with the direction of
the applied field, regardless of the direction in which the field is applied. Therefore,
if such a fluid is placed in the setup of the above example producing equation 2.43, it
would be expected that the material response would align with the field. And, should
the field be rotated, the material response would rotate with the field. It would appear
that such a system has a single, uniform response to the field. In this case, provided
that the beam path is truly parallel to the z axis, it will not pick up an contribution
from nz. And the polarization state sees two different indices of refraction, nx and ny,
creating ∆n ∝ E2, where the strength depends upon the material as well. The electric
field orientation at which the effect is maximized can help constrain which elements of
s contribute, but the possibility of cancellations complicates the measurements. The
unlikely case that s1jEj and s2jEj could be nearly exactly equal and similar effects
for a particular field orientation adds further complications, making isolating and
measuring individual elements of s difficult.
This has led to measurements of the Kerr effect being quantified in terms of ∆n for
that setup. As previously mentioned, this ∆n generates a phase difference between
the components of light linearly polarized in the x- and y-directions. The strength
of this effect depends upon the frequency of the electric field (the light), the length
of the media, the speed of light in the media for each polarization orientation. The
speed depends on the index of refraction that polarization, v = c/n. Since the waves
propagate through the media at different rates, they will make it through different
fractions of their wavelengths upon exiting the media. In other words, they will be
at different phases. The general effect is described below,
δ′i =
ω
c
niL =
2pi
λ
niL , (2.52)
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where ω is the angular frequency of the light, c is the vacuum speed of light, ni is
the index of refraction for a particular polarization, L is the length of the media, λ
is the vacuum wavelength of the light, and δ′i is the phase accumulated in the media
for that polarization. The difference in phase accumulation is then
Γ =
2pi
λ
|nx – ny|L = 2pi∆nL
λ
. (2.53)
Equation 2.53 describes the induced linear retardation, phase difference, of the light [29,
30]. Equation 2.53 holds for any effect that generates different indices of refraction
for different linear polarization states of light, known as linear birefringence. This
includes the Kerr effect, Pockels effect, and photoelastic modulators which will be dis-
cussed in section 3.2 As shown in equations 2.39 through 2.51, ∆n is proportional to
|~E|2 multiplied by some set of constants. This set of constants can certainly become
more complicated than shown, but the relationship ∆n ∝ |~E|2 continues to hold true.
Experimentally, it is useful to sum all possible (and often unknown) contributions
from the elements of s into one constant referred to as the Kerr constant,
K =
∆n
E2
. (2.54)
Materials that respond differently for different field orientations may have different
Kerr constants associated with these different orientations, but for the current exam-
ple of a fluid that is initially amorphous and isotropic. It is likely to have a single
Kerr constant associated with it for any given field orientation.
In order to better understand this from an experimental point of view, it is neces-
sary to see how Γ affects the polarization state of the light. Starting with light that
is linearly polarized at pi4 between xˆ and yˆ, equations 2.1, 2.2 and 2.4 become
Ex = E0 cos(ωt – kz) , (2.55)
Ey = E0 cos(ωt – kz) , (2.56)(
Ex
E0
)2
+
(
Ey
E0
)2
– 2
ExEy
E20
= 0 . (2.57)
Note that δ is chosen to be zero initially and that z0 = 0 and t0 = 0 are chosen such
that δ1 = δ2 = 0. Furthermore, equation 2.57 reduces to Ex = Ey. Should this beam
pass through the medium described above, the effect upon the light is to introduce a
phase retardation between Ex and Ey according to equation 2.53, and equation 2.4
becomes (
Ex
E0
)2
+
(
Ey
E0
)2
– 2
ExEy
E20
cos(0 + Γ) = sin2(0 + Γ) . (2.58)
Remember that initially δ = 0. Now it is just a matter of determining how Γ affects
this ellipse. Taking the case where Γ = pi2 yields(
Ex
E0
)2
+
(
Ey
E0
)2
= 1 , (2.59)
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which is the same equation as 2.5, describing a circle. So a large enough Γ can
transform linearly polarized light to circularly polarized light, which happens to be
the guiding principle behind a quarter wave plate. In the case where Γ = pi, equation
2.58 reduces to
Ex = –Ey , (2.60)
which is back to linearly polarized light, but polarized perpendicular to its original
state. This produces the same behavior as a half wave plate. Continuing to inspect
this effect further confirms that Γ introduces some ellipticity to linearly polarized
light proportional to Γ. The strength is maximized when linearly polarized light is
plane polarized at an angle of pi4 between the two principle axes producing the effect.
The strength drops off as sin 2θ where θ is the angle between these axes. If only a
small percent of the electric field sees a different index of refraction, then the phase
that small percentage accumulates will be overwhelmed by the exceptionally larger
amplitude associated with the majority of the field, and it will only have a minimal
impact on the polarimetry. When maximized, the following equation holds true,
 =
Γ
2
. (2.61)
Combining equations 2.53, 2.54, and 2.61 produces the following algebraic equation
for uniform fields and generalizing this to more realistic fields provides the following
calculus equation,
 =
pi
λ
KE2L , (2.62)
 =
pi
λ
K
∫ L
0
E2dl . (2.63)
The Kerr constants for liquid nitrogen and superfluid helium have been measured
previously and are provided in equations 2.64 and 2.65 [31],
KLN2 = (4.38± 0.15)× 10–18
(cm
V
)2
, (2.64)
KSFHe =
(
1.43± 0.02stat ± 0.04sys
)
× 10–20
(cm
V
)2
. (2.65)
This principle is used as a technique for monitoring changes in the strength of the
net electric field in a target region. This may seem like an extreme method, but it is
one made necessary by the extreme conditions at which liquid nitrogen and superfluid
helium exist. Where conventional methods break down, this is still applicable. [30, 31]
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Chapter 3 Polarimetry and Signal Detection
3.1 Laser Path
Figure 3.1 displays the path of the laser (Thorlabs helium neon laser, HRS015)
through the experimental apparatus. It shows the laser passing through the steer-
ing optics, the polarization stage, the sample, and then the analyzer optics. The
beam is steered by reflecting it off two different mirrors before being polarized. This
allows adjustments to the beam’s positioning and angle to be made using the kine-
matic mounts for the mirrors. After the second mirror, the laser passes through a
Glan-Thompson polarizing prism with an extinction ratio of 100,000:1 (provided by
supplier, Thorlabs). This is set up to linearly polarize the laser at pi/4 to the electric
field being applied in the sample region, to maximize the Kerr effect (see section 2.2).
Figure 3.1: Diagram of the optics setup being used in the experiment. Not to scale.
Using some simplification.
After the polarization stage, the laser passes through the sample region, generally
liquid nitrogen or superfluid helium. In order to reach the sample region, the laser
must first pass through three end windows on the way through the cryostat. Another
three windows need to be passed through after the sample region. Given that the
inner windows are immersed in the cryogenic fluid, there really is no way to ensure
that all of the windows will be perfectly parallel. This means that there will be
several sets of back reflections from these windows. This makes aligning the laser
more difficult and time had to be spent developing an alignment technique. Kerr
constant measurements in liquid nitrogen helped to confirm this technique.
The inner windows are in a region that would otherwise experience some fringe
fields from the electrodes. However, these fields are already small and the windows
are shielded from them. The inner windows are epoxied to the inside a cylindrical
23
steel mount and are inset somewhat inside of it. This mount is attached to a metal
block of steel and copper on the inner chamber. These cylindrical mounts do not
extend the full length of the holes through the copper/steel block. In other words,
the inner windows have plenty of metal, electric conductors, shielding them from any
electric fields that may otherwise extend into that region. An electric field that is
perpendicular to the area vector of the windows could still be present, but the field is
oriented perpendicular to the laser path. Given that the windows are inset into the
metal, this prevents these components of the fringe fields from being able to reach the
windows. The windows and cryostat design are discussed in more detail in chapter 4.
The sample is immersed in an electric field provided by the two electrodes. One
electrode is held at a constant, positive voltage while the other is modulated with
some DC offset at values that remain negative. The induced electric field is therefore
of the following form,
E =
VDC
d
+
VAC
d
sin(ωt) . (3.1)
Here VDC is the DC offset of the potential difference between the electrodes, VAC is
the amplitude of the AC component of the potential difference between the electrodes,
d is the distance between the two electrodes, ω is the frequency at which the AC
supply is modulated and t is time. Plugging this field into equation 2.63 yields
(t) =
pi
λ
∫ L
0
K
(
V2DC
d2
+
2VDCVAC
d2
sin(ωt) +
V2AC
d2
sin2(ωt)
)
dl . (3.2)
Making use of a double angle formula provides
(t) =
pi
λ
∫ L
0
K
(
V2DC
d2
+
V2AC
2d2
+
2VDCVAC
d2
sin(ωt) +
V2AC
2d2
sin(2ωt)
)
dl . (3.3)
Equation 3.3 describes how the induced ellipticity from the sample will evolve with
time. After passing through the sample, the laser reaches the analyzer optics stage.
This consists of a fused silica photoelastic modulator (PEM) from Hinds Instruments
(I/FS50 PEM-100), another Glan-Thompson polarizing prism, and a Thorlabs optical
chopper (MC2000). The PEM dynamically polarizes the light in a well documented
manner which will be discussed in section 3.2. The PEM is setup so that its dynamic
axis (see section3.2) is parallel to the polarizing stage Glan-Thompson prism. The
analyzer Glan-Thompson prism is offset from the first by an angle of pi/4. In this
experiment, these settings provide a good signal to noise ratio and a clearly distinct
signal. And since the Glan-Thompson prisms are not crossed, their is no need to
offset the analyzer from its ideal value in order to boost the signal to noise ratio.
After the optical chopper, the beam passes into the detector.
3.2 Triple Modulation
As is evident in the previous section, three sources of intentional signal modulation
are present in the setup. Modulating these parameters allows for very small signals
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to be picked up amid large backgrounds in a noisy environment. The first source is
the optical chopper which helps reject noise caused by ambient light and provide a
more stable intensity measurement for the laser. The second source is the electric field
applied across the sample. Modulating this allows for precise measurements of smaller
signals against large backgrounds. Lock-in amplifiers pick up these signals using phase
locking techniques to reject any signals that are not within a narrow bandwidth
about a specified frequency, greatly reducing the amount of background noise that
can interfere with the signal. The third source of modulation is the photoelastic
modulator. [32, 33]
When active, the PEM interacts with the light to produce a dynamic polarization
state. This is accomplished by producing a dynamic birefringent effect via applied
mechanical stress that varies with time. A PEM consists of an optical element (fused
silica for this one) attached to a piezoelectric transducer. In the absence of any
applied voltage, the PEM should be in its unstressed state. This state should not
have any noticeable birefringent properties. When a voltage is applied however, the
transducer applies a force along one of the PEM’s optical axes generating a difference
in the index of refraction between the two axes (linear birefringence). Any polarized
light passing through the PEM will then pick up some phase retardation based on this
generated ∆n, which depends upon the magnitude of the force. Remember that ∆n
then produces a linear phase retardation according to equation 2.53. So by driving
the voltage at some frequency, ∆n for the PEM becomes time dependent. This makes
Γ from equation 2.53 time dependent, and the PEM then behaves like a variable wave
plate. However, to keep the PEM effect distinct from the sample effect, the linear
retardation from the sample will be denoted Γ and the linear retardation from the
PEM will be denoted δ.
This PEM has a natural resonance at 50 kHz. This is the frequency at which it
the linear birefringent effect will be driven. Accounting for the time dependence of
∆n, the PEM contributes to the phase retardation as described below,
δ = A sin(ωPt) + δ0(λ) , (3.4)
where A depends upon the vacuum wavelength of the light, the length of the PEM
crystal, and the amplitude of ∆n. δ0 is the static (0 voltage) phase difference intro-
duced by the crystal. Generally, only materials with a small δ0 are chosen and the
manufacturers correct for it when designing these optical elements. This allows the
term to be ignored. In the Jones matrix formalism, a PEM stressing the y-axis is
described by the following [34],
MPEM =
[
1 0
0 eiδ
]
. (3.5)
Euler’s formula can be applied to the lower right term of the matrix in equation 3.5
providing
eiδ = cos(δ) + i sin(δ) = cos(A sin(ωpt)) + i sin(A sin(ωpt)) , (3.6)
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where δ0 is dropped from equation 3.4 as described above. The right hand side, RHS,
of equation 3.5 can be expanded in a Fourier series,
cos(A sin(ωpt)) = J0(A) + 2
∞∑
n=1
J2n(A) sin(2nωpt) , (3.7)
sin(A sin(ωpt)) = 2
∞∑
n=1
J2n–1(A) sin((2n – 1)ωpt) , (3.8)
where the J-terms are Bessel functions of the first kind. A plot of the first few Bessel
functions is shown in figure 3.2. An important condition occurs when the applied
voltage is set so that A = Ao = 2.4048. J0(2.4048) = 0, eliminating the constant
term from equation 3.7. And both J1 and J2 are near their maximum values, allowing
the first and second harmonics to continue carrying information with only minimal
loss in amplitude.
Figure 3.2: Bessel Functions J0(x) through J5(x) [35]
If the PEM is then rotated by some angle, γ, about the axis of incidence, the
Jones matrix can also be rotated using Jones calculus to properly describe the new
position,
MPEM =
[
cos(γ) sin(γ)
– sin(γ) cos(γ)
] [
1 0
0 eiδ
] [
cos(γ) – sin(γ)
sin(γ) cos(γ)
]
=
[
cos2(γ) + eiδ sin2(γ) – cos(γ) sin(γ) + eiδ cos(γ) sin(γ)
– cos(γ) sin(γ) + eiδ cos(γ) sin(γ) eiδ cos2(γ) + sin2(γ)
]
. (3.9)
The Kerr effect can be represented by Jones matrices in a similar fashion [36],
Msample =
[
1 0
0 eiΓ
]
. (3.10)
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This equation can be generalized using rotation matrices. However, it is usually
convenient to define yˆ along the electric field. In this case, equation 3.10 holds true.
Using equations 3.9 and 3.10 along with the matrices for linear polarizers [30], the
final state of the laser’s electric field, Ef , can be calculated in terms of its initial field,
Eo. Define zˆ as the propagation axis and yˆ as the direction of the externally applied
electric field, and for convenience, start with light linearly polarized in alignment
with the polarizing Glan-Thompson. Before inserting the chosen angles for the optics
elements, this looks like equation 3.11,
Ef =
[
sin2(β) cos(β) sin(β)
cos(β) sin(β) cos2(β)
] [
cos(γ) sin(γ)
– sin(γ) cos(γ)
] [
1 0
0 eiδ
] [
cos(γ) – sin(γ)
sin(γ) cos(γ)
]
×
[
1 0
0 eiΓ
] [
sin2(α) cos(α) sin(α)
cos(α) sin(α) cos2(α)
]
Eo
[
sin(α)
cos(α)
]
, (3.11)
where α is the angle of the polarizing prism and β is the angle for the analyzer prism.
However, the Kerr effect is maximized in liquid nitrogen and superfluid helium when
the light is linearly polarized at pi/4 to the external electric field. This was discovered
through extensive testing. Therefore, the polarizer must be at pi/4 and so this can
be substituted in for α yielding
Ef =
[
sin2(β) cos(β) sin(β)
cos(β) sin(β) cos2(β)
] [
cos(γ) sin(γ)
– sin(γ) cos(γ)
] [
1 0
0 eiδ
] [
cos(γ) – sin(γ)
sin(γ) cos(γ)
]
×
[
1 0
0 eiΓ
]
1
2
[
1 1
1 1
]
Eo√
2
[
1
1
]
. (3.12)
However, the electric field is not the measured quantity (for the laser). The intensity
is measured and, more specifically, the measured intensity is normalized by the initial
value,
If
Io
=
E
†
f Ef
E
†
oEo
. (3.13)
Now, this produces a rather long expression that isn’t easily displayed via a single
graph or even just a few. Therefore, to provide an insight into the analysis, some
initial values will be assumed to show a more readable expression. This will then
be repeated for different assumed values and so on. First assume that β is pi/2.
Throughout the experiment, δ will be rapidly running, on loop, through the full unit
circle in angle. However, assuming that δ is pi/2 provides a convenient expression for
showing the effect of γ on the Kerr signal,
If
Io
=
1
4
(2 – cos(Γ) sin(4γ) – 2 sin(2γ) sin(Γ)) . (3.14)
Ideally, there should only be one term carrying Γ and that term should be maximized.
Choosing γ = pi/4 does just this. While this representation doesn’t contain the whole
story, it can be shown that this is the ideal angle for γ. One of the necessities of
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this measurement technique is that a term containing δ must be multiplying a term
containing Γ. This is not the case for any other value of γ that both maximizes the
term containing Γ and ensures that there is only one such term, except for crossed
polarizers.
So, plugging pi/4 in for γ, it is time to look at the effect of β on the Kerr signal.
Again, assuming δ to be pi/2 is useful,
If
Io
=
1
2
(1 + sin(2β + Γ)) . (3.15)
Using a trigonometric identity produces
If
Io
=
1
2
(1 + sin(2β) cos(Γ) + cos(2β) sin(Γ)) . (3.16)
This suggest that the polarizers should either be an angle of pi/2 or pi/4 with each
other. Crossing the polarizers, pi/2, leads to troublesome signal-to-noise ratios when
making precision measurements on small signals. Usually the polarizers are slightly
uncrossed by up to 5 degrees in order to fix this problem, but then a thorough
accounting must be made of how this affects the signal. Using an angle between
the polarizers of pi/4 allows for a much better signal-to-noise ratio than a 5 degree
uncrossing would provide and ultimately carries the signal through just as effectively.
Using β = pi/2 and γ = pi/4 in equation 3.12 provides
Ef =
[
1 0
0 0
]
1√
2
[
1 1
–1 1
] [
1 0
0 eiδ
]
1√
2
[
1 –1
1 1
] [
1 0
0 eiΓ
]
×
1√
2
[
1 1
1 1
]
Eo√
2
[
1
1
]
=
Eo
2
√
2
[
1 + eiδ + eiΓ(–1 + eiδ)
0
]
. (3.17)
The intensity can then be calculated,
If
Io
=
E
†
f Ef
E
†
oEo
=
1
2
(1 – sin(δ) sin(Γ)) , (3.18)
where Γ carries the Kerr effect and sin(δ) describes how the PEM affects the sys-
tem [36]. Given that Γ is small, the following approximation may be made,
1
2
(1 – sin(δ) sin(Γ)) ≈ 1
2
(1 – Γ sin(δ)) . (3.19)
Equation 3.19 only contains terms with sin(δ), meaning that the ellipticity is only
carried on the odd terms (equation 3.8). None of the even terms carry through,
If
Io
≈ 1
2
(
1 – Γ
(
2J1(A) sin
(
ωpt
)
+ 2J3(A) sin
(
3ωpt
)
+ ...
))
. (3.20)
Multiplying equation 3.20 by Io provides the signal at the detector and the Kerr signal
is carried by each term in the summation. A lock-in amplifier (LIA) can pick out
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a term at a specific frequency with a very narrow bandwidth and output an RMS,
root mean square, amplitude in volts. This LIA is referred to as the 1F LIA and is a
Signal Recovery 7280 DSP lock-in amplifier. Having the LIA use the PEM reference
frequency, ωp = 50 kHz, and setting it to pick out the first harmonic will cause the
LIA to pick out the following intensity (converted to Volts),
I1f = ΓJ1(A)Io . (3.21)
However, Γ is controlled by the external electric field across the sample. The electric
field oscillates at 400 mHz and drives the Kerr effect in the sample. The following
relation is built from equations 2.61 and 3.3,
Γ = 2
pi
λ
∫ L
0
K
(
V2DC
d2
+
V2AC
2d2
+
2VDCVAC
d2
sin(ωt) +
V2AC
2d2
sin(2ωt)
)
dl . (3.22)
The cross term is both sensitive to the DC high voltage (DC offset due to the electric
field) and oscillates with a sine wave. This is critical to the experiment and more
details will be provided later. This term oscillates at the first harmonic of the field’s
frequency. Which means that the output from the 1F lock-in can be used as the
input for another LIA (referred to as the mod1 LIA) which is a EG&G Instruments
7260 lock-in amplifier. The mod1 lock-in can be used to pick out a signal at the first
harmonic of the reference frequency for the electric field. This LIA will then measure
an RMS voltage that corresponds to the following intensity,
Imod1 =
2piKJ1(A)Io
λ
∫ L
0
2VDCVAC
d2
dl . (3.23)
For convenience, define 1 and rewrite equation 3.23 as
1 =
pi
λ
K
∫ L
0
2VDCVAC
d2
dl , (3.24)
Imod1 = 2J1(A)1Io . (3.25)
Naturally, if the 1F LIA integrates over the PEM signal for too long, the contri-
butions due to the slowly changing Kerr signal will be averaged out and the mod 1
lock-in will not be able to detect the Kerr signal. This integration time is set by a
parameter known as the time constant. Fortunately, the PEM operates at 50 kHz and
the electric field cannot run at a higher frequency than 400 mHz, otherwise RC effects
will cause large signal distortions (this will be discussed in more detail later). Setting
the 1F LIA time constant to 200 µs contains ten full periods for the PEM signal and
is not anywhere near long enough to interfere with the 2.5 second long period of the
Kerr signal. With such a small time constant, the 1F LIA is incapable of seeing the
effect from the Kerr signal and provides amplitude values that still fluctuate with
time, carrying the Kerr signal. The output from this LIA amplifies the signal at its
reference frequency and therefore amplifies the Kerr signal fed into the mod1 LIA.
This experiment uses a sensitive triple modulation technique in order to detect
the Kerr signal. Two modulation sources have already been discussed, the PEM and
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the electric field. These two combined provide a precise measurement of the Kerr
effect that is scaled by the initial intensity of the laser. The optical chopper is used
to determine the initial intensity. The chopper operates at 293 Hz with a duty cycle
of 0.5. A third LIA (DC LIA, an Ametek Signal Recovery 7270 DSP lock-in amplifier)
can be used to pick out a signal corresponding to the following intensity,
IDC =
Io
2
. (3.26)
This term is exactly equal to half the intensity. The DC LIA needs to average out
the oscillatory signals from the PEM and the Kerr effect. To do this, it will need a
time constant that is greater than or equal to the periods of oscillation for these two
effects. These periods are 20 µs for the PEM and 2.5 s for the Kerr effect (modulated
at the field frequency). Therefore, the DC LIA time constant must be at least 2.5
seconds in order to average the signals from both the PEM and the electric field.
The Kerr signal can then be extracted from the ratio of equations 3.25 and 3.26,
removing the dependence on Io. The result is a term that depends upon the measured
ellipticity RMS scaled by two constants,
Imod1
IDC
= 4J1(A0)1 . (3.27)
Therefore, dividing the signal detected on the mod1 LIA by the signal detected on
the DC LIA (and accounting for some prefactors) will provide a measurement of
the induced ellipticity’s amplitude. However, the LIAs also affect the signal in a few
different ways. First, they amplify the signal at their reference frequency upon output.
LIAs determine the amplification of their output signals based on three parameters,
the measured RMS amplitude, Vmeas, the LIA’s sensitivity setting, Vsens, and the
full scale voltage of the LIA’s output, Vfull according to the following equation,
Vout =
Vmeas
Vsens
Vfull . (3.28)
Second, not all RMS values are equal. A square wave is different than a sine wave,
etc. All of the signals will need to be converted from RMS values to amplitudes.
To do this for a sine wave, simply multiply by
√
2. However, a lock-in amplifier
only detects a signal proportional to the fundamental frequency. The LIA makes no
accounting for the shape of the wave and only sine waves have their full signal at this
fundamental frequency. So for a square wave it picks up the first harmonic of the
Fourier decomposition of the square wave, if measuring at the square wave frequency.
Using the lock-in to find a signal at the square wave’s second harmonic would cause
it to pick up the second harmonic of the Fourier decomposition, etc. A square wave,
normalized to oscillate from 0 to 1, is decomposed as follows [32],
f(x) =
1
2
+
2
pi
(
sin x +
1
3
sin(3x) +
1
5
sin(5x) + ...
)
. (3.29)
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As is explicitly shown, the DC lock-in only picks up 2/pi of the full amplitude of the
square wave when picking out the first harmonic. However, it is also still detecting a
sine wave RMS. So the conversion from RMS to amplitude for the DC LIA is
V
amp
dc =
pi
√
2
2
Vrmsdc . (3.30)
The chopper also affects both other signals though. With a duty cycle of 1/2, it
blocks the beam half the time and as such, all of the other LIAs lose half of their
intensity and have all of their amplitudes halved by this effect. The DC LIA does
not have this effect because that is its modulation. So every other LIA will pick up
an extra factor of 2 as well as their RMS
√
2. For the PEM, these are the only two
effects,
V
amp
1f = 2
√
2Vrms1f . (3.31)
The mod1 LIA has an extra step in its process. Its signal first passes through
the 1F LIA picking up an amplification according to equation 3.28. But the 1F LIA
outputs its RMS signal, not the full amplitude. So there is an additional
√
2 in
addition to the 2 from the chopper, the Vsens/Vfull term from amplification, and the
other
√
2 from the mod1 LIA RMS value. This signal becomes
V
amp
mod1 =
2
√
2
√
2Vsens
Vfull
Vrmsmod1 =
4Vsens
2.5V
Vrmsmod1 . (3.32)
2.5 V was inserted for Vfull in the RHS as this is the full scale signal for the output
of the 1F LIA. At this point, the ellipticity can be extracted using equations 3.32,
3.30 and 3.27,
V
amp
mod1
V
amp
dc
=
4(2)Vsens
pi
√
2(2.5V)
Vrmsmod1
Vrmsdc
= 4J1(A0)1 . (3.33)
For convenience, the rms superscripts will be dropped from this point forward. Iso-
lating 1 in equation 3.33 yields:
1 =
√
2Vsens
piJ1(A0)(5V)
Vmod1
Vdc
. (3.34)
This is the amplitude of the ellipticity’s first harmonic term which depends upon both
VDC and VAC. By using a fourth LIA (mod2 LIA, an EG&G Instruments 7265 DSP
lock-in amplifier) to measure at the second harmonic of the electric field (equation
3.3), a similar equation can be derived for 2 following the same method,
2 =
pi
λ
K
∫ L
0
V2AC
2d2
dl , (3.35)
2 =
√
2Vsens
piJ1(A0)(5V)
Vmod2
Vdc
. (3.36)
The derivation up to this point is exactly the same but with the substitution of Vmod2
for Vmod1. The second harmonic is carried on the PEM signal in the same fashion.
Its signal is just at twice the frequency of first harmonic’s. No other differences arise
until equations 3.24 and 3.35 are used to further analyze the results [32, 37].
31
Chapter 4 Cryogenics
These measurements must be performed on superfluid helium. This requires an
environment capable of maintaining a temperature at or less than 2.18 K for sev-
eral hours at a time. A cryostat was acquired that was capable of maintaining this
environment and passing a laser through the superfluid inside.
4.1 Cryostat Design
The cryostat was originally purchased from Janis Research and then highly mod-
ified to fit experimental needs. It was originally a three chamber design. A small
fourth chamber (the smallest and inner most chamber) hangs from the insert and
was added after the purchasing (see figure 4.1). The outer two chambers share the
same volume and both are evacuated down to approximately 10–6 torr during a
cooldown. The cylindrical plate (radiation shield) forming the barrier between the
outer two chambers, along with the windows attached to this plate, is present to
provide some measure of insulation from thermal radiation. This region is referred to
as the “vacuum jacket” (this term is also used to refer to the outer most cylindrical
wall) or “outer vacuum chamber” (OVC). The low vacuum greatly insulates the inner
chamber (inner vacuum chamber, IVC) from thermal conduction and convection. All
of this helps minimize the amount of heat being dumped into the inner chamber and
consequently the cryogenic fluid.
The IVC has two windows attached to its sides (figure 4.1). These windows were
epoxied on by the manufacturer using D.E.R. 331 epoxy resin and Versamid 140
hardener. They are centered along the same path as the other four windows that can
be seen on the radiation shield and the outer vacuum jacket. The windows on the
radiation shield are mounted securely but left unsealed, due to the vacuum space on
either side of them being shared. The windows on the outer vacuum jacket are sealed
using o-rings as that section should remain at room temperature. There is a second,
identical path of windows set in this cryostat. But this path is perpendicular to the
other and is along the path from which the diagram is being viewed. They are not
depicted as they would obstruct the view of other necessary components are provide
primarily redundant information.
The primary fill line can be seen coming off of the cryostat with a 90 degree bend
near the top. This line is surrounded by the vacuum jacket (except for the end of
it, where it is sealed, which is not depicted). This then passes through the vacuum
jacket and inside the radiation shield to enter the bottom of the inner chamber. The
fill line passes vertically through a circular disk in order to enter the vacuum jacket.
The section inside of the vacuum jacket is also wrapped in superinsulation to help
thermally isolate it.
At the top of the inner chamber, the capillary fill line can be seen coming straight
down from the top. This line then enters a cylindrical steel container referred to as
the “helium can”. In between this container and the top, there are several, evenly
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Figure 4.1: A 2D diagram of the cryostat. It is intentionally made not to scale in
order to highlight aspects of the geometry. The cryostat is about 67 cm tall.
spaced, brass radiation baffles (not depicted). These are circular disks containing
through holes. They serve two purposes. They reduce the thermal radiation into
the cryostat from the top, and force the cold helium atoms to thermally equilibrate
before exiting the cryostat. This increases the efficiency when cooling down to liquid
helium, requiring less helium to be used. The helium can has a brass piece fixed to
the bottom with a long capillary passing through/soldered into the brass piece. The
brass piece is attached to the can with an indium wire seal. This capillary is designed
to restrict the flow of 4 K helium from the helium can to the superfluid region below.
The next three pieces below the helium can are suspended from the helium can by
four threaded nylon rods. They nylon rods passed through holes in each piece where
nylon nuts were used to secure each piece in place and keep them all level. Nylon
was used to prevent the high voltage electrodes from arcing to ground and to further
reduce heat transfer. These nylon rods are not depicted as they obscured the details
of more important pieces. A more detailed description with images is presented in
section 4.3.
A level sensor is located just below the helium can. It consists of two concentric
copper cylinders mounted into a plastic plate. These copper cylinders form a capacitor
which has its capacitance change as the low pressure helium (or nitrogen) gas is slowly
replaced by superfluid helium (or liquid nitrogen). This change is approximately 3
pF for helium and over 100 pF for nitrogen. Its capacitance was able to be measured
with a precision of ∼0.5 pF; this gave warning when the level was dropping, allowing
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it to be corrected before the high voltage could arc. A high voltage arc could ruin a
cell charging run. Just below the level sensor is the heater block. This is a cylindrical
copper disk with a hole inserted to allow a heater to be mounted inside of it. A
temperature diode is also attached to the top of the block. The heater is not used
during normal operations, but was used for tests discussed in section 4.4. Below that
are the electrodes and the PMMA cell. This is the experimental region and will be
discussed in more detail in chapter 6.
4.2 Necessary Modifications
This model of Janis cryostat, STVP-100, did not fully fit the experimental needs.
The first issue came to light when a leak became evident in the vacuum jacket. The
bottom plate of this cryostat was made from two different pieces of steel rather than
being a single piece. The larger of the two pieces is a rectangular block (with rounded
corners) with a cylindrical hole through it, end to end, to allow the top portion of the
cryostat to connect inside (there are also path ways for lasers to pass through, but
the seals there have not caused any issues and are irrelevant to this section). This is
made of aluminum. This rectangular block was clearly molded in a fashion to save on
material; however, this process leaves a gaping hole in the bottom of the rectangular
block that needs to be sealed. So a cylindrical disk was fashioned and then epoxied
into place by the manufacturer (see figure 4.2). This forms the bottom surface of the
cryostat. Screw holes were also tapped into this cylindrical plate so that the device
could be fastened to a table to prevent it tipping over (a real concern for a cryostat
with these dimensions).
Figure 4.2: Bottom surface of the cryostat. Epoxy joint can be clearly seen. Originally
only four central holes were tapped. Outer four were added later.
As it turned out, the manufacturer made no effort to ensure that the cylindrical
plate was not inset into the rectangular block. This one was inset. Under these
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circumstances, using the original four holes to secure the device to the table, it is
impossible not to also pull the plate away from the block. It is also difficult not to
generate a sizable force. Ultimately this cracked the epoxy, generating an atmospheric
leak to vacuum. The epoxy seal was patched with Torr Seal epoxy and four outer
holes were added to “fix” the problem. However, the epoxy now formed a film on
the bottom of both sides of the seal, and the steel portions were now resting on the
epoxy, which, in turn, rested on the table. This could cause the same problem over
again, so a thin rubber mat was placed in between the table and the cryostat to help
redistribute the weight. Despite this, it began leaking again. After several patch
jobs over the course of two years, the bottom plate was completely removed and
replaced with a rectangular plate matching the dimensions of the block rather than
the cylindrical plate. This plate contained a cylindrical extrusion that an o-ring was
placed around. This extrusion fit into the hole left by the cylindrical plate and formed
an o-ring seal with the larger block. Unfortunately, an image was not captured of
the plate before installation. Figure 4.3 shows a side view of the cryostat with the
plate installed. The rectangular plate is attached to the rectangular block via screw
holes that match the block’s outer four tapped holes. At this point, the weight of the
device is helping to form the seal rather than destroy it.
Figure 4.3: The new bottom plate can be seen attached to the cryostat. It is the
small lip on the very bottom.
The second issue was another epoxied joint. The pumping flange (made of steel)
was connected to an aluminum adapter piece that fit to the top of the cryostat. Join-
ing aluminum to steel is inconvenient, so it was epoxied in place by the manufacturer.
However, lots of equipment is generally attached to the pumping line. Simply having
enough tubing (all steel) to reach the pump is rather heavy. In addition to the tubing
there are tee and cross connectors, to attach pressure gauges and other necessary
equipment. This generates a reasonable amount of torque, right on the epoxy joint.
Even with the inclusion of a support rod to alleviate this, the joint eventually failed.
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While working on a long term solution, several attempts to patch the epoxy were
made (see figure 4.4a). A new adapter piece was manufactured in house, out of steel
and the pump flange was welded to it (see figure 4.4b).
(a) Original adapter after several attempts
to patch the epoxy.
(b) New adapter made from steel with flange
welded in place, installed on cryostat.
Figure 4.4
Another issue arose when the soft solder seal at the bottom of the IVC failed
(see figure 4.5). To properly soft solder for cryogenic applications, the exact right
materials need to be used. While determining how to fix this seal, a pinhole developed
in the primary fill line tube near where it attaches to the bottom of the IVC. This
was not found until the larger, soft solder, leak was patched with 96/4 Sn/Ag solder
purchased from McMaster Carr. This pinhole leak likely arose from repeated stress
during attempts to fix the larger leak. This tube was originally silver soldered into
the base. Any attempt to fix it would involve destroying the recently patched soft
solder seal because silver solder has a much higher melting point than soft solder
does. Given the difficulty encountered in the initial attempt to patch the seal, this
was taken as an opportunity to improve upon the original design.
A brass ring was soft soldered to the bottom of the IVC (figure 4.6b) using the
96/4 Sn/Ag solder. This ring contains several tapped screw holes and a large through
hole in its center. It was not meant to seal the bottom of the IVC on its own. A
separate oxygen free, high thermal conductivity, OFHC, copper piece was machined
in which to silver solder the transfer tube with 50/50 Sn/Ag solder. This piece had
a cylindrical flange on the end with through holes to match the brass ring’s tapped
holes. It also has a small cylindrical extrusion around which indium wire may be
wrapped (figure 4.6c). This piece fits into the brass ring forming an indium seal that
is fastened down with screws (see figure 4.6). This allows for work to be done to the
bottom of the IVC without having to remove the soft solder seal.
The epoxy seals holding the windows in place also failed on each window at one
time or another. Epoxy is not as robust as other seals and is more susceptible to stress
from sudden pressure differentials and thermal shocks. These seals were first redone
using the original epoxy (D.E.R. 331 resin with Versamid 140 hardener), purchased
from Janis Research for $150 for five single use, premeasured packets (figure A1a).
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(a) IVC as originally designed by manufacturer.
(b) IVC with the bottom piece removed,
just before reattaching it the first time.
(c) Original bottom piece for the IVC, being
prepared to be soldered onto the IVC.
Figure 4.5: Original IVC design
Given the expense, when a bottle of D.E.R. 383 epoxy (a slightly different version)
was found from an online provider for $20 containing more than enough resin and
Versamid 140 for hundreds of uses, it was immediately purchased. This resin was
tested and works just as well as D.E.R. 331 for sealing these windows. The windows
epoxied with D.E.R. 383 have not failed yet and it has been about 3 years since they
were installed. A section detailing the sealing techniques used is in appendix 8.
4.3 The Insert
The cryostat’s insert contains the majority of the cryostat features that are im-
portant to the actual experiment. The helium can is attached to the top plate, not
only by the fill line, but also by three threaded rods that fit into the top plate. From
these three rods several radiation baffles are held in place with nuts. These three rods
cannot actually attach to both the top plate and the helium can. So they stop at the
last radiation baffle. Two more threaded rods, opposite the fill line, come up from
the can and attach to the bottom baffle. This prevents the can from torquing the fill
line and attempting to hang at an angle (figure 4.7). The radiation baffles help to
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(a) IVC with new parts attached.
(b) Brass adapter piece with Indium wire
stuck to it.
(c) New bottom piece that attaches to the
brass piece. A small amount of indium wire
is still stuck to it.
Figure 4.6: Modified IVC
limit the thermal radiation power from the top plate of the insert. They also slow the
flow of gas out of the system. The outlet is at the top of the cryostat. In order to get
there, the gas has to pass each baffle. These baffles have very tight clearance with the
IVC’s inner walls and the few holes present do not provide a large overall aperture
for the gas to escape through. Most gas particles will bounce of the baffles several
times before exiting. Each interaction with an element in the system increases the
amount of heat that the individual particles transport out of the system, increasing
efficiency.
The capillary attaches to the bottom of the helium can. Suspended beneath the
helium can by four nylon rods is the level sensor, heater block and high voltage
electrode/sample region setup.
Superfluid Capillary
When filling liquid nitrogen, only the primary fill line is used. Liquid nitrogen can
be filled up to any desired level. When using liquid helium, it is first filled through
the primary line until ∼4 K liquid helium is present up to the bottom of the liquid
helium can. Then the transfer line is switched to the capillary fill line and the liquid
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Figure 4.7: Image shows the setup that holds the helium can suspended from the top
plate of the insert. This picture was taken shortly after a cold test was performed and
there is still ice on the helium can. An old version of the high voltage feedthroughs
were still in use when this image was taken. The new wires are half the diameter of
these. The helium can is ∼8 cm long with an outer diameter of ∼ 4.8 cm and an
inner diameter of ∼ 4.6 cm.
Figure 4.8: This is an older image of the region beneath the helium can. The capillary
and brass piece have not been attached yet in this photo, but there location can be
clearly seen. The level sensor can be seen just after that, then the heater block with
temperature diode attached and the electrode setup. The PMMA cell is not yet
installed. The high voltage wires in this image are the old version. The electrodes
are ∼3 cm long and ∼ 3 cm wide.
helium present below the helium can is pumped until it reaches superfluidity, while
the helium can starts filling with 4 K liquid helium. This helium is able to slowly flow
through the capillary into the superfluid region below, replenishing the helium that
gets pumped away. It is important to get the conductance of the capillary correct.
If it is too conductive, the 4 K helium will dump too much heat into the superfluid
helium, raising the temperature until superfluidity is lost. If it is too restrictive,
superfluid helium will be lost faster than it is being replenished and the liquid level
will drop until nothing is left.
It is not necessary to get the flow rate at some exact value. A working apparatus
will have a range of functioning capillary conductances. This range is determined by
the external heat load (treated as fixed for this purpose) and the pumping speed of the
system on the superfluid. The external heat load plus the 4 K helium being conducted
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through the capillary make up the heat being transferred into the region. The heat
transferred in is adjusted by the capillary conductance. The capillary conductance is
controlled by the cross-sectional area of the capillary, the length of the capillary, and
the pressure differential between the helium can and the superfluid region below. The
helium being evaporated and pumped away represents the heat that is leaving the
system. Therefore the heat leaving the system is controlled by the pumping speed.
The pumping speed can be adjusted during a run by a valve that adjusts the cross-
sectional area leading to the pump. This adjusts the flow based on the maximum
pumping speed of the pump. This maximum pumping speed sets an upper limit
for how much heat can be removed and therefore an upper limit for the capillary
conductance that will maintain superfluidity,
Pcap ≤ –
(
Pext + Ppumpmax
)
, (4.1)
where P = δQ/δt. Pcap is the heat load through the capillary, Pext is the external
heat load, and Ppumpmax is the maximum heat load that can be removed by the
pump. These variables are heat load in units of power. Naturally, either Pin or
Pout must have contain a negative sign upon numbers being filled in. Choose the
heat load in to be implicitly positive and the heat load out to be implicitly negative.
Pin = Pcap + Pext and Pout = Ppump.
The external heat load evaporates superfluid at a particular rate. This needs
to be replenished, otherwise the superfluid level will drop until it disappears. This
sets the minimum flow rate through the capillary that will maintain superfluid. This
system works due to the fact that the amount of heat gained in the superfluid per
unit mass from the warmer 4 K liquid helium flowing in is less than the latent heat of
vaporization (the amount of heat that the superfluid must lose in order to evaporate
a certain amount of its mass) for the same amount of superfluid helium. The specific
heat of superfluid is not constant or even approximately constant near the superfluid
transition. This plot of specific heat versus temperature is from where this transition
gains the moniker, “lambda point” (figure 4.9).
The heat flowing into the superfluid through the capillary must be numerically
integrated over the temperature of the helium. The liquid helium temperature starts
off at ∼4.2 K and drops to the temperature at which the superfluid is held, ∼2 K.
The recommended values from the work by Donnelly and Barenghi (figure 4.9) are
used for this calculation [38]. Given that multiple different temperature ranges are
used at different points in the experiment, the full range presented in table 7.4 of the
aforementioned work [38] is numerically integrated and used as an upper limit for the
energy per unit mole flowing through the capillary, Qcap, in order to illustrate the
principle. For the full range of temperatures in Donnelly and Barenghi’s work [38],
Qcap = 4.9 J/mol. The superfluid temperatures in this cell charging experiment
ranged from 1.6 K to 2.1 K. Over this range, the latent heat of vaporization for
helium is about 90-93 J/mol [38]. The maximum flow rate through the capillary can
now be understood as a function of the external heat load and the pumping speed
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Figure 4.9: Plot of the specific heat of 4He vs. temperature at the lambda transi-
tion [38].
using equation 4.1,
∆mcap
∆t
(
4.9
J
mol
)
≤ –
(
∆mpumpmax
∆t
(
90
J
mol
)
+ Pext
)
, (4.2)
∆mcap
∆t
≤ –
(
18.4
∆mpumpmax
∆t
+
Pext
4.9 Jmol
)
. (4.3)
The system is in equilibrium when the mass being pumped away is equal to the
mass being pulled through the capillary. This occurs when Qin = –Qout. In this
situation, the mass being pumped away is equal to the mass being filled by the
capillary. To properly represent this, the sign of Pout must now be made explicit due
to both changes in mass now sharing the same variable but still having opposite sign,(
90
J
mol
)
∆mcap
∆t
= Pext +
(
4.9
J
mol
)
∆mcap
∆t
, (4.4)
∆mcap
∆t
=
Pext
85.1 Jmol
. (4.5)
Examining equations 4.3 and 4.5, it becomes clear that, provided Pext is less than
the value in equation 4.6, there exists a range for the capillary conductance in which
a stable level of superfluid helium may be maintained,
Pextmax =
(
85.1
J
mol
)
∆mpumpmax
∆t
. (4.6)
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Pout = Ppump (the left hand side of equation 4.4) and can be easily adjusted
by the pumping valve. Pin (the right hand side of equation 4.5) depends on the
capillary conductance and the external heat load. The external heat load is not
adjustable. The flow through the capillary can have large adjustments made by
changing the cross-sectional area. This is done by fitting different lengths of wire into
the capillary. This requires taking the apparatus apart to a certain extent and cannot
be adjusted mid-run Minor adjustments to the capillary flow rate can be made by
adjusting the pressure in the helium can. This is controlled by the supply Dewar
pressure and a needle valve on the transfer line. The system takes a minute or two to
respond to changes made to the needle valve. It takes several minutes to respond to
changes made to the Dewar pressure. However, these adjustments, at their maximum,
are small adjustments to the overall Pin. To allow for greater control of Pin many
apparatuses employ a heater just above the superfluid region. This heater needs to
be above the superfluid region because it evaporates any superfluid that gets close
to it. This solution was not an option here. In order to prevent high voltage arcs in
the cryostat, the superfluid level needed to be near enough to the helium can that
there was no space for a heater. This is confirmed by the level sensor. The few times
the liquid level dropped below the level sensor when the high voltage was on, an arc
occurred. However, the helium can, being above 4 K, does act a bit like a heater
in its own right. It does not provide the same range of functionality as an actual
heater would though. But as the liquid level approaches the helium can, the heat
load from the can increases. This provides a small range for Pin. This allows for a
range of working values for Pout, meaning that the pumping speed does not have to
be an exact value. If the pumping speed is within the correct range, the liquid level
will simply settle at the height that balances the heat load. The functional range is
simply smaller than it would be for a heater outputting more thermal power.
The capillary conductance cannot actually be calculated. At least, a method for
doing so is not yet known. The problem is two-fold. First, the 4 K helium has to
undergo a phase transition from liquid helium to superfluid helium. That happens at
some point inside the capillary. This is important because the viscosity (and therefore
the conductance) changes dramatically with this phase transition. While it may be
possible to determine where this phase transition occurs, the second problem renders
it a moot point. Superfluid helium has an, as of yet, immeasurably low viscosity [39].
So much so that it is often referred to as having “zero viscosity”. According to
equation 4.7 [40], this would force the flow through the capillary for superfluid to be
turbulent which, as of this writing, is not well understood,
Re =
ρνl
η
. (4.7)
Re is the Reynolds number, ρ is the density of the fluid, ν is the mean velocity of the
flow, l is the characteristic length (the diameter for the capillary), and η is the viscos-
ity. Turbulent flow occurs when the Reynolds number is greater than 4,000. For the
immeasurably low viscosity of superfluid helium, the Reynolds number is definitely
above this threshold as is reported in Kapitza’s letter to Nature [39]. These two
difficulties make it far more efficient to just start testing capillary conductances in a
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systematic fashion, narrowing the range of possible conductances, until the correct
conductance is determined. The capillary conductance was altered during these tests
by inserting different lengths of wire into the capillary to change the flow restric-
tion [41].
Figure 4.10: Picture of brass piece with capillary soldered in place. An aluminum
cylinder is epoxied to the brass piece with a sintered copper filter attached at the
other end.
To find the correct conductance, an initial length of wire is inserted into the
capillary. The system is reassembled and cooled down to liquid helium. Then filling is
switched to the capillary fill line and initial values are chosen for the transfer line valve
(figure 4.11) position and the Dewar pressure. The helium can (canister) generally
needs 20 to 30 minutes to cool down to liquid helium temperatures. Then the roughing
pump can be adjusted until either superfluid is achieved or it is determined that the
conditions are not correct. New values are chosen for the Dewar pressure and transfer
line valve and this process is systematically repeated until stable superfluid is achieved
or the capillary is proven to be too restrictive or too conductive. To prove it is too
restrictive, the transfer line valve would be opened up all the way and the supply
Dewar would be raised to 3 psig. (This is the highest pressure it was run at for
superfluid operations. The higher the supply Dewar pressure, the faster helium is
consumed.) If the superfluid level dropped and could not be maintained, then the
capillary was too restrictive. To show that it was too conductive is a bit trickier.
The goal would be to close the transfer line valve as far as possible and to lower the
Dewar pressure as much as possible. However, if either the Dewar pressure gets too
low or the transfer line valve is closed too much, then helium stops flowing through
the transfer line, and even a functioning capillary will stop working if there is no
helium. So these values had to be lowered bit by bit to show that their was still too
much helium flowing through the capillary right up until the helium stopped being
able to traverse the transfer line. The pressure gauge on the supply Dewar started
reading at 1 psig and only had tick marks every half of a psig. So it is difficult to say
at what the lowest operational pressure was.
If the capillary was too conductive, a longer wire was inserted. If it was too restric-
tive, a shorter wire was inserted. This high-low game continued until a functioning
conductance was found. The capillary used in the experiment was about 23 cm long,
with an outer diameter of about 0.45 mm and inner diameter of about 0.25 mm. The
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Figure 4.11: The transfer line. The knurled knob (brass color) on the thinner section
controls the position of a needle valve that can be used to restrict the flow of helium
through the line.
wire inserted was about 11.5 cm long with a diameter of about 0.2 mm. The wire
was inserted into the top of the capillary. This left an open area of about 0.018 mm2
through the first half of the capillary before the wire ended and the capillary opened
back up to about 0.049 mm2.
4.4 COMSOL Simulation for Heat Conductance
In an attempt to better understand the heat load on the system from thermal
conduction, a simulation was run in COMSOL [42], a finite element analysis software,
to determine how much heat the primary loads conducted into the system. The
simulation used a simplified version of the cryostat in order to reduce the computation
times. Components that are not expected to have a significant impact thermally once
equilibrium has been established can be safely removed. The most thermally active
components removed were the four nylon rods that hold the level sensor, temperature
diode block, and cell/electrode setup (see Figure 4.14a). These were removed as nylon
is not very thermally conductive and there combined cross-sectional area was less than
that of the PTFE (Teflon) insulators on the inner conductor of the high voltage wires.
It is shown below that their combined thermal conductance should be less than that
of the PTFE. The simulations showed that even the PTFE insulator’s contribution
was negligible. This provides justification for the simplifications made.
Equation 4.8 is the equation for the thermal power transferred through conduction,
∆Q
∆t
= –kA
∆T
∆x
. (4.8)
The heat transferred, in energy, is ∆Q, ∆t is the amount of time, k is the thermal
conductivity, A is the cross-sectional area, ∆T is the temperature difference between
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the two thermal reservoirs, and ∆x is the length of the thermal conductor connecting
the two thermal reservoirs. For the Teflon insulators, the two reservoirs are the
outside of the cryostat/laboratory space at ∼ 297 K and the superfluid volume at
∼2 K. The distance between the two is about 50 cm. For the nylon rods, the two
reservoirs are the helium can at ∼ 4 K and the superfluid volume ∼ 2 K. The distance
between the two is about 1 cm.
A single, cylindrical nylon rod has a diameter of about 3.38 mm. This yields a
cross-sectional area of about 8.96 mm2. There are four of these rods yielding a total
area of 35.9 mm2. Over small temperature ranges (1 or 2 Kelvin), a material’s thermal
conductivity changes very little. Over large temperature ranges (hundreds of kelvin),
it can change drastically. Nylon has a thermal conductivity of 0.25 W/(m ·K) at 298
K [43], but at 1 K its thermal conductivity was measured to be 0.002 W/(m ·K) [44].
A first order approximation (a linear fit) would suggest that the thermal conductivity
of nylon at 2 K is 0.0028 W/(m · K). This can be used to provide a “back of the
envelope” calculation for the expected thermal power conducted by the nylon,
PN = 4
[(
0.0028
W
m ·K
)(
8.963× 10–6 m2
)(4 K – 2 K
0.01 m
)]
= 0.400 µW . (4.9)
A single Teflon insulator has an outer diameter of about 6.25 mm and an inner
diameter of about 0.95 mm. This yields an area of about 30.0 mm2. There are two
of them for a total cross-sectional area of about 60.0 mm2. The thermal conductivity
integral for Teflon from 4 K to 300 K is 70.2 W/m [45]. Since the Teflon is at room
temperature, ∼298 K, at one end and superfluid temperature, ∼2 K, at the other,
this thermal conductivity integral should provide a decent “back of the envelope”
estimate for the thermal power conducted by the Teflon insulators,
PT = 2
[(
70.2
W
m
)(
3.00× 10–5 m2
)( 1
0.5 m
)]
= 8.42 mW . (4.10)
It can clearly be seen that the expected heat load from the Teflon insulators is over
10,000 times larger than the heat load from the nylon rods, according to a quick “back
of the envelope” calculation. This is a only negligible contribution. So the nylon rods
can be neglected in the simulation because there is not enough heat transfer along
them to cause a significant change in the simulation’s results.
Analytic calculations were used to determine the expected heat load from the high
voltage wires. The Teflon insulators’ calculation already shows an estimated heat load
of 8.42 mW, neglecting thermal coupling to the helium can. The inner conductor
is the only other component of the high voltage wire that reaches the superfluid.
It is made of silver plated, copper coated steel. Its diameter is about 0.95 mm.
According to a representative from Amawave (the company from which these cables
were purchased), the copper coating is usually about 10 µm thick, while the silver
plating is usually less than 1 µm, but they could not provide an exact specification
for the silver plating thickness [46]. Copper used for electric wires usually has very
high thermal conductivities, even at liquid helium temperatures. Table 4.1 lists the
thermal conductivity integrals for the various materials used at both 4.2 K and 273
K.
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Table 4.1: Thermal conductivities for selected materials.
Material Thermal Conductivity Integral [W/(m)]
Teflon 70.2 [45]
Copper 15,000 [45]
Steel 3060 [45]
The total diameter of the inner conductor is 0.95 mm, corresponding to a cross-
sectional area of 0.7088 mm2. Removing the 10 microns of copper from the radius,
the steel rod has a diameter of 0.94 mm, corresponding to an area of 0.6940 mm2.
This leaves 0.0148 mm2 of area left for the copper coating. All of this is neglecting
the effect of the silver plating. If the silver plating has a thickness of 1 µm, it would
have an area of about 0.00148 mm2, one tenth that of the copper coating’s area.
Given that the actual thickness of the silver plating is unknown, the thickness of
the copper coating is an estimate, and the relation of these two materials’ thermal
conductivities, ignoring the silver plating should provide a reasonable estimate for
the heat load. Perhaps the silver plating would increase this estimate by up to a few
percent, but an exact number could not be established and this is a small effect for
the type of estimate being made. Using the copper and the steel, the thermal power
conducted through the wires’ inner conductors can be estimated in the same manner
used to calculate the thermal power conducted through the Teflon (see equation 4.10).
This method can also be used to estimate the thermal conductance through the outer
conductor which has a cross-sectional area of 3.24 mm2. These results are shown in
table 4.2.
Table 4.2: Estimated thermal power conducted through each component.
Component Estimated Thermal Power [mW]
Nylon Rods 4.00× 10–4
Teflon Insulators 8.42
Copper Coating 0.89
Steel Rod 8.49
Inner Conductor 9.38
Outer Conductor 194
As table 4.2 shows, the inner conductor, combined, provides an estimated 9.38 mW
of power. This could be slightly more or less depending upon the actual thicknesses
of the coating and the plating. However, this provides a good estimate. It is also
clearly shown that the outer conductor would provide nearly 200 mW of power, and
this is too much thermal conductance to be allowed, as it consumes the majority of
the excess heat budget (see figure 4.15 below). Therefore, the outer conductor was
carefully removed using a Dremel tool. The Dremel tool was only used to remove the
outer conductor from the lower ∼ 3/4 of the high voltage wire (and a small portion
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at the very top). It was used to remove enough of the surface so that the mechanical
stress on that section would split the outer conductor. This ensured that the Teflon
insulator would not be damaged. This was performed along a line down the length of
the high voltage wire at which point the remainder of the wire could be pulled free of
its outer conductor through the split. A small section of outer conductor was left on
each wire near the top of the wire. This was to allow proper electrical and vacuum
seal connections.
The outer conductor forms a vacuum seal with the cryostat using a Swagelok,
quick connect, o-ring seal. This allows the wires to pass into the cryostat without
a leak forming between the wires and the cryostat. However, the wires themselves
are not made to be hermetically sealed between the different layers of which they
are composed. To prevent leaks here a pipe compression fitting was used. This
compression fitting was cored out enough to be slipped around the top of the outer
conductor. It was then carefully clamped in place. This pressed the outer conductor
against the insulator and the insulator against the inner conductor evenly in a radial
direction around the cylindrical shell (figure 4.12). Once sufficiently tight, the Teflon
insulator behaved like an o-ring and formed a seal that prevented any leaks forming
between the layers of the feedthrough. These compression fitting can cut into Teflon
when being clamped. This would prevent them from forming a proper seal; therefore,
a small section of outer conductor needed to remain for this seal.
Figure 4.12: High voltage feedthrough with stripped outer conductor. Swagelok and
compression fitting can also be seen near the top.
There is another effect that needs to be determined. The high voltage wires will
likely have some thermal coupling to the 4 K helium can as they will be in physical
contact/close proximity to the can on all sides. This is because the helium can only
has about a millimeter of clearance between itself and the IVC. The electric wiring
cannot pass between the can and the IVC wall as there is not enough space. So three
transfer ports pass through the body of the helium can itself. These consist of a hole
in the top and bottom of the steel helium can with a steel tube, that passes through
the body of the can, welded into these holes at either end (figure 4.13). This keeps the
helium from leaking out of the can while allowing the electric wiring to pass through.
The level sensor, temperature diode, and heater wires/cables pass through a single
port as these are thin wires. Each high voltage wire requires its own separate port.
These ports are a tight fit for the high voltage wires. Putting them in direct
contact with the metal can at 4 K. The can is located far enough above the superfluid
that the high voltage wires will likely still be well above 4 K upon reaching the can.
The wires will then proceed to dump heat into the can, lowering their temperature.
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Figure 4.13: The helium can. Ports for the electronics are visible. High voltage wires
were removed for the photo.
How much it is lowered will affect the above calculations. As the new effective thermal
path will be connecting this lowered temperature to the superfluid over a distance of
about 1 cm.
As a reminder, the primary goal of this simulation is to understand the thermal
conductors. This is effectively reduced to the high voltage wires and the side walls
of the IVC itself. The IVC has an outer diameter of about 2 inches. The top half
of the IVC is made of stainless steel. The bottom half is made from oxygen free
high thermal conductivity (OFHC) copper. This is because OFHC copper is more
energy efficient to cool when thermally isolated, but at the trade off of having a high
thermal conductivity. Stainless steel is less energy efficient to cool, but has a much
lower thermal conductivity. So the top half is stainless steel to slow heat transfer to
the superfluid, but the lower half, containing the superfluid, is OFHC copper which is
much easier to cool down. OFHC copper is the same copper used in the high voltage
wires copper coating. It has the same thermal conductance.
Joints between different components need to be taken into account. The joint
between the stainless steel and copper portions of the IVC consists of a stainless steel
ring fit about both pieces. This ring was brazed to both of the pieces. This type of
seal should have the copper and the stainless in direct thermal contact, as there is no
braze between them. The only other two seals that could impact thermal conduction
to the superfluid are two rubber o-ring seals near the top of the cryostat. These
o-rings connect the steel adapter piece (figure 4.4b) to the IVC (the adapter’s bottom
seal) and the top plate of the insert (the adapters top seal). The dimensions of these
rubber rings were measured and included in the simulation. No other seals were on
primary heat conduction pathways.
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For the simulation, there were three reservoirs that were locked to fixed temper-
atures. This is because they effectively will be locked to these temperatures for the
duration of a data run. The outside environment was locked to room temperature,
chosen to be 298 K for the simulation. The helium can was locked to 4.2 K because
it will be filled with liquid helium at a pressure slightly above 1 atm. The superfluid
region was locked to 2 K for the simulation. Some of the results from the simulation
can be found in figure 4.14.
(a) “Exploded” view of the cryostat model for
the heat load simulation. (b) Temperature plot 0-300 Kelvin.
(c) Temperature plot 2-10 Kelvin. (d) Temperature plot 2.1-3 Kelvin.
Figure 4.14
This simulation provides insight into the heat load from the high voltage wires
as well as for the IVC walls, and it helps with the thermal radiation calculation by
providing an equilibrium temperature for the radiation shield in the outer vacuum
chamber. The equilibrium temperature for the radiation shield comes in at 7.33 K
(Figure 4.14c has a graph of this). Table 4.3 contains the thermal power conducted
through each component from the simulation output.
A cool down to superfluid was conducted without any high voltage wires present.
Their feedthroughs on the cryostat’s top plate were plugged with aluminum rods.
These rods stopped near the top and did not extend down into the superfluid region,
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Table 4.3: Thermal power conducted through each component as extracted from
simulation.
Component Simulated Thermal Power (mW)
Teflon Insulators 0.08
Inner Conductors 8
IVC walls 190
thereby offering no additional heat load to the superfluid. Once stable superfluid
was achieved, a heater located in the superfluid region was powered on and the
amount of power (heat) it dumped directly into the superfluid was slowly increased
in discrete steps. The heater was left on each setting for a minimum of 10 minutes
before changing to the next setting. A plot of this is shown in figure 4.15. This
measurement determined the maximum additional heat load (above the minimum)
that the system could handle. This measurement was done primarily to determine
how much heat conductance could be handled from the high voltage wires.
Figure 4.15: Temperature vs Time plot with the power supplied to the heater marked
at each point it was changed.
According to this measurement, the system can safely handle somewhere between
250-300 mW of additional power.
This is above the estimated heat load for the high voltage wires of 9.38 mW
(calculated earlier, see table 4.2) depending upon the thickness of the copper coating.
The silver plating most likely has a negligibly small contribution as plating tends to
be much thinner than coatings and the coating is approximately 10 microns thick.
0.89 mW came from the copper coating and 8.49 mW from the steel core in the
analytic calculation. The thermal simulation first processed the inner conductor as
a pure copper one which should have a significantly higher heat load than the steel.
This yields a good upper bound on the heat load. The heat load extracted from this
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was 8 mW for both wires combined. This is less than the estimated value for the
primarily steel wire. Having a lower heat load than expected certainly suggests that
there is some thermal coupling to the LHe can. In figure 4.16, it can be visually seen
that the can cools the inner conductor rapidly. The thermal coupling in this situation
is strictly from thermal conduction between the high voltage wires and the helium
can.
Figure 4.16: Temperature plot showing how the wires thermally couple to the LHe
can before passing into the superfluid. This is zoomed in on the section of the IVC
containing the LHe can. The LHe can is the ∼4 K (light blue) cylindrical object in
the center. The high voltage wires are passing through it via their cylindrical ports
(figure 4.13). These wires start at or above 10 K (dark red) above the can and are
slowly cooled to ∼4 K as they pass through. They “pull red coloration” about 25%
of the way through the LHe can.
Figure 4.16 shows a 2D cross-section of the can where the through tubes for the
wires are located. The wires are in place as well. As the wires first pass into the
LHe can, it can be seen that they are at a much higher temperature than the can
itself, which is at 4.2 K. The wire temperature is initially above 10 K at this point.
About halfway down, it reaches 6 or 7 K. And at the bottom of the can (which was
confirmed by extracting data points along this path), the wires have been cooled to
the same temperature as the helium can. This means that the heat load from the
wires to the superfluid is not from room temperature to about 2 K, but from about
4 K to 2 K. This significantly reduces the actual heat load. The same simulation was
run again but the material of the inner conductor was changed from copper to steel.
The extracted heat load for the steel conductor was about 0.6 mW for both wires
combined, providing a lower limit for the actual heat load. Since even the largest
value of 18 mW (plus another 80 µW from the insulator) is much lower than the
maximum additional load of 250 mW, there should not be any problems encountered
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in achieving superfluidity with these wires. The simulation helps show this and this
is ultimately confirmed by an actual cooldown [42].
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Chapter 5 High Voltage
5.1 Setup
The electric field is powered by two, single polarity Spellman SL30PN150 high
voltage (HV) power supplies (figure 5.1). One of the supplies is set to positive po-
larity and the other is set to negative polarity. In order to ensure that they share
a common ground, their rear panel ground ports were wired together. Each supply
could individually provide a maximum potential difference of 30 kV, for a total of
60 kV between them at maximum. These are DC voltage supplies, but they can be
driven by an oscillating external control voltage. The positive supply was left as a DC
supply and the negative supply was driven by an Agilent 33120A harmonic waveform
generator.
Figure 5.1: The Spellman supplies are located at the bottom of the picture. The
waveform generator is the top device on the top shelf. An external portion of the HV
resistor box can be seen in the top right.
To help ensure safe operation for both equipment and personnel, current limiting
resistors (Rs = 20MΩ) were placed in between the supplies and the electrodes. Rs
ensures that at maximum voltage, 30 kV, the maximum current is Imax =
30kV
20MΩ =
1.5mA. Each supply powers a separate electrode, but both these paths use the same
circuit diagram (figure 5.2). So only one path will be discussed with the understanding
that it applies to both. After the current limiting resistor, the circuit splits. One path
leads directly to the electrode. The other leads to ground through two more resistors,
Rb = 100MΩ and Rmeas = 10kΩ. Rmeas is represented in figure 5.2 as either R1 or
R2, depending on the high voltage supply being traced. These resistors are housed
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in a grounded metal box referred to as the resistor box. This split forms a simple
voltage divider. A voltage drop calculation provides the voltage at the electrode [47].
VE is the voltage at the electrode and Vsupply is the potential difference provided by
the supply,
VE =
Rb + Rmeas
Rs + Rb + Rmeas
Vsupply . (5.1)
Using the appropriate resistances provides VE = 0.8335Vsupply ≈ 56Vsupply. Rmeas
only alters the voltage divider by 0.002%. Rmeas and Rb create another voltage
divider between the junction and ground. Similarly, Vmeas =
1
10000VE. If the max-
imum voltage supplied is 30 kV, then the maximum voltage drop across resistor
Rmeas is Vmeas =
5
6(10000)
30 kV= 2.5 V. In this way, Vmeas provides a safe method
for monitoring the applied voltage over time.
Figure 5.2: Circuit diagram of the Spellman supplies, resistor box and electrodes,
including all capacitances to the grounded shells. Built using LTspice IV.
5.2 High Voltage Simulation
These Spellman supplies each have an internal capacitance of 4000 pF and re-
sistance of 800MΩ, respectively. Couple this with the resistor box and system ca-
pacitances to produce an RC time constant, τ =3.86 s. RC effects will limit the
frequencies at which the high voltage supplies may be driven. The circuit was mod-
eled using LTspice [48] (figure 5.2). Output plots were generated at multiple different
points in the diagram. Figure 5.3 illustrates the RC effect by plotting the voltage
applied by the supply vs. time and overlaying it with the voltage vs time seen just
before the first voltage divider. The supply is driven at half a hertz. All voltages are
plotted with a shared ground voltage equal to 0 V.
The voltage at the electrode is the RC signal scaled by the voltage divider. Figures
5.4 through 5.7 depict the driving voltage scaled by the voltage divider overlayed with
the signal at the electrode. Figures 5.4 and 5.5 are voltage plots for 500 mHz and 250
mHz, respectively. While an RC effect is still present at 250 mHz, it does not show up
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Figure 5.3: Driving voltage (green) vs output voltage (blue) at 500 mHz. RC effect
can clearly be seen.
until an amplitude of about 10 kV is achieved on the electrodes, which corresponds
to a driving amplitude of about 12 kV. Due to dielectric breakdown limits, a single
supply cannot reach more than about 19 kV without arcing to ground and an arc
will occur from the circuit of one supply to the other if they are both set this high.
In helium, when the AC supply is set to peak at 19.2 kV, the DC supply cannot be
set above 7 kV without arcing. This would yield a maximum AC amplitude of 8 kV
with a DC offset of about 14 kV at the electrodes. However, the presence of any RC
effect would slightly reduce the actual AC amplitude while increasing the DC offset,
as well as altering the signal shape.
Figure 5.4: Illustration of the RC effect on the electrode signal (blue) at 500 mHz.
Undistorted signal is in green.
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Figure 5.5: Illustration of the RC effect on the electrode signal (blue) at 250 mHz.
Undistorted signal is in green.
Given this, the maximum amplitude that could be achieved on the AC supply is
9.5 kV with a DC offset of –9.5 kV. For a given maximum peak voltage, the signal is
maximized when VAC = VDC, according to equation 3.24. Sacrificing one to improve
the other will actually lower the signal. However, the system limitations actually force
VDC > VAC. So in order to maximize the signal, VAC needs to be made as large as
possible. The RC effect also causes a loss of signal. So the AC supply must either be
run at a slow enough frequency to eliminate the RC effect or else some amount of it
must be dealt with. In figure 5.6, the RC effect can clearly still be seen even though
the frequency has been reduced to 100 mHz. In order to eliminate the RC effect all
together, a frequency less than 10 mHz would need to be used.
Figure 5.6: High voltage signal at 100 mHz. Small RC effect still present.
Lowering the frequency means increasing the time it takes to collect data. At some
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point, the boost to signal size is outweighed by loss of data points. Using VAC = 9.5
kV (at the high voltage supply and a frequency of 400 mHz has the effect illustrated
in figure 5.7. The RC effect only provides a small loss in signal and still allows for a
reasonable data collection rate. The actual values used in the experiment are similar
to these values. The simulated drop across Rmeas can also be checked in figure 5.8.
This figure shows that 10, 000× (Vmeas), red, overlaps the simulated voltage on the
electrode (blue) demonstrating that Vmeas is an effective means of monitoring the
high voltage. These simulations were initially done for the positive supply. They
have also been tested for the negative supply and the results simply differ by a sign
as expected.
Figure 5.7: Simulation of HV at electrodes with an AC supply amplitude of 9.5 kV
at 400 mHz.
Figure 5.8: This is figure 5.7 with the drop across Rmeas multiplied by 10,000 over-
layed
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5.3 High Voltage Measurements
During experimental runs, high voltage data was recorded for Vmeas (figure 5.9).
This data is multiplied by 10,000 in order to determine the actual voltage on the
electrode. The RC effect can be clearly seen. Feeding the signal across Rmeas directly
into the mod1 lock-in amplifier showed that the lock-in detected an amplitude at
86.7% of the expected strength. Direct measurement determined that the RC effect
causes a 13.3% drop in the mod1 signal. The behavior was found to be the same
for both liquid nitrogen and superfluid helium and attempts to extract the Kerr
constant could be appropriately scaled. This signal loss is acceptable for the increase
in data collection speed. If the signal proved to be lower than the detection threshold,
the frequency could be lowered in an attempt to increase the signal size, but this
ultimately proved unnecessary. The same method was used to collect data across the
DC supply’s measurement resistor. However, this data remains constant over time
with only minimal fluctuations.
The values extracted from each electrode’s Vmeas describe the voltage on the
electrode. These values determine that a typical AC amplitude was about 7 kV, at
the electrodes, and that a typical DC offset, including the contribution from both
electrodes, was about 15 kV, at the electrodes. This provides
VACVDC = 105 kV
2 . (5.2)
Figure 5.9: Voltage drop measured across measurement resistor, Rmeas.
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Chapter 6 Experimental Region
6.1 Sample and High Voltage Cell
Figure 6.1: Electrodes with cell. Photo taken outside of cryostat. Cell gap is 9 mm
tall, 2.84 mm wide and 3 cm in length. Liquid helium fills the gap and surrounds the
cell and electrodes as well. The cell wall thickness between the electrode and the cell
gap is about 0.6 mm.
The experimental regions consist of a rectangular poly(methyl methacrylic), PMMA,
cell. High voltage electrodes are positioned outside the cell in order to generate the
high electric field required in the experimental region. Multiple different configura-
tions of this basic design were used in the experiment before settling on the design
pictured in figure 6.1 for the superfluid helium measurements. This setup is attached
to the end of the cryostat’s insert which has it located level with the windows near
the bottom of the cryostat (see Figure 4.1). During the experiment, this region is
filled with either liquid nitrogen or superfluid helium, depending on the measurement
being made. The fluid surrounds the cell and electrodes and fills the gap in the cell
as it is open on both ends.
PMMA can have a range of dielectric constants, κ, at room temperature, depend-
ing upon its actual composition. One study found that the constant can range from
at least 1.8 to 4.3 based upon Al2O3 content [49]. To further complicate things many
materials experience changes in their electrical properties at different temperatures.
Given the extremes in temperature at which these measurements are being conducted
(roughly 2 K and 77 K), knowing the dielectric constant at room temperature would
not be sufficient anyway. Fortunately, the Kerr constants for both liquid nitrogen
and superfluid helium have been measured. The values are listed in equations 2.64
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and 2.65. Given this information, we can model the expected electric field behav-
ior at different possible PMMA dielectric constants and determine a value for κ by
comparing the measurement to the model.
Since the laser will pass through all of the fluid, it will continue to pick up a
Kerr effect contribution from the fringe fields. This is another systematic effect that
needs to be understood. Both of these effects can be accounted for with simulations
using COMSOL Multiphysics. Before introducing the PMMA cell into the experi-
mental region, measurements were conducted to confirm system alignment. In these
measurements, the PMMA cell was removed from the COMSOL geometry and the
parameter of interest was the “effective length”, illustrated in Equation 6.1. (When
the cell is present, the values used from the simulation are the entire right hand side of
equation 6.1. The effective length was not a useful parameter when κ was unknown.)
Since the Kerr constant doesn’t change through the fluid region, it is independent
of the length and may be removed from the integral, which allows for the following
simplification,
pi
λ
KE2flatLeff =
pi
λ
∫ Lactual
0
KE2dl . (6.1)
Where Eflat is the field in the uniform region between the electrodes. By determining
Leff (the effective length) in COMSOL, a measurement of the Kerr constant can
be made when the PMMA cell is absent. In this simulation, the following ratio is
determined,
RL =
∫ Lactual
0 E
2dl
E2flatLE
. (6.2)
Where LE is the length of the electrode and Leff = RLLE. Depending upon the
electrode configuration, RL could be as large as 1.18. RL was the parameter used
before an ideal electrode spacing was determined. For a 5 mm gap, RL = 1.18 ±
0.006 [42].
The measurements made in which RL is needed used a different electrode spacing
than the final results with the cell. Part of the reason for those measurements was
to find the optimum electrode spacing and cell dimensions. The dimensions settled
upon are pictured in figure 6.1 and the COMSOL model of this cell is pictured in
figure 6.2. The goal was to maximize both the electric field and the sensitivity to cell
charging, while still being able to pass a laser through the gap without scraping the
cell walls.
Aligning a laser, without scraping, through a 3 cm long electrode gap is not too
difficult. However, it becomes nontrivial when it is located inside of a cryostat with a
base that is about half a foot in length and contains three sets of end windows before
and behind the electrodes. That is three windows on the way in and three more on the
way out. Not only is it difficult to see what is going on to begin with, but the windows
are not perfectly aligned. So there are always back reflections, further reducing the
confidence that an operator might feel about their beam alignment. In order to be
safe and ensure no extraneous polarization effects are picked up from scraping the
PMMA cell, the beam needs a gap of approximately 3 mm for it to pass through. The
beam diameter is approximately 1 mm while passing through the cell. The strength
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of the cell walls also comes into play. If the walls are too thin, they may bow inward
when cooled due to mechanical stresses from contraction. The device designed to
hold the cell was built to help alleviate these stresses without sacrificing alignment.
However, the cell was shown to crack during construction or cooling should the walls
become too thin. Each wall needs over half a millimeter of thickness to prevent these
problems. Ultimately, the final configuration used a cell with 0.64 mm thick walls, a
cell gap of 2.84 mm, and an electrode spacing of 4.12 mm.
6.2 COMSOL Electric Field Simulation
Figure 6.2: Geometry constructed in COMSOL for the experimental region
Figure 6.2 is the geometry constructed in COMSOL to represent the experimental
region. To highlight the cell setup, much of the surrounding features were hidden for
this figure. After generating the geometry, each object needs a material to be assigned
to it. That material must have all relevant physical attributes programmed in. For
simple, stationary electric field models, the relative permittivity, κ, is required. Since
this is unknown for PMMA, a range was programmed into the model as a “parametric
sweep”. This will run the simulation multiple times, each time increasing the value
from a set minimum to a set maximum. In this simulation, 1.056 to 5.056 was used.
For simulations lacking a PMMA cell, this sweep is unnecessary.
Before running the simulation, each component must be set to an initial voltage
value (usually zero) and anything fixed at a specific voltage must be set that way
as well. For this simulation, the electrodes were set to their effective voltage value.
This value was determined by taking the actual DC voltage offset and AC voltage
amplitude used (see equation 5.2), multiplying them together, and then taking the
square root of that value,
Veff =
√
VDCVAC = 10.25 kV . (6.3)
This was designed to provide Veff such that the electric field produced in the sim-
ulation was equal to the apparent electric field to which 1 from equation 3.24 is
sensitive. This result was split between the two electrodes so that the potential dif-
ference was equal to the full result. Multiple simulations showed that, as long as the
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potential difference remained the same and both electrodes had a fixed voltage, it did
not change the results in the cell gap.
Figure 6.3: Plot of the squared electric field, in (V/m)2, from a COMSOL simulation
for a PMMA κ of 5.056.
Figure 6.3 is a typical example plot of the simulation output. The data within the
cell gap and along the beam path while remaining within the IVC was then exported
to a file. From this file,
∫ Lactual
0 E
2
effdl was approximated numerically via small steps.
This approximation was done for each path on a grid in the xy plane (assuming laser
propagates along zˆ). An average was then taken and the process was repeated for
each different value of κ used. These points were then plotted and a polynomial was
fit to the data (figure 6.4).
Figure 6.4: Numeric integration of E2dl vs κPMMA
This polynomial fit can then be used to determine the actual value for κ for
the PMMA used in the setup. This will be done by finding the value for κ that
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produces the same
∫
E2dl in the simulation as the value extracted from the ellipticity
measurement.
6.3 Detecting Cell Charging
The primary goal is to determine the extent of the cell charging effect and to
show full signal recovery after cell charging. The cell (figure 6.1) is open on two
ends that are opposite each other. This is to allow the laser to pass through without
the PMMA affecting the polarimetry. This also allows the fluid to fill the sample
region. The electrodes are setup outside the cell such that an electric field is generated
perpendicular to the laser propagation axis. A cesium-137 source, contained within
a lead gauge designed by Berthold Technologies GmbH & Co. KC (model: LB 7440-
D-CR), is used to ionize the helium using γ radiation emitted at 662 keV. This gauge
can be opened and closed, effectively blocking the radiation when closed. This allows
the cesium source to be “turned on and off”. A cartoon diagram is presented in figure
6.5 to provide some visual illustration.
Figure 6.5: A cartoon depiction of the cell charging effect. Purple represents He
atoms, blue: electrons, red: He ions and the gray blocks are the acrylic cell walls.
View point is along the laser’s propagation axis. (Not to scale)
The radiation from the 137Cs source provides enough energy to ionize the electrons
in the helium atoms. Two opposing forces then come into play. The electric field
(10s of kV) attempts to pull the charged particles further apart, while their self
attraction attempts to cause recombination. If the electron does not get far enough
from its parent ion, then the force of attraction between the particles exceeds the
force of the electric field attempting to pull them apart. In this case, the particles
recombine geminately. Figure 6.6 can be used to predict what percentage of charges
will recombine for a given field strength [50].
The remaining charged particles are pulled toward their respective electrodes.
These ions will experience a much different mobility through the fluid than uncharged
particles. The ions generate very strong electric fields in the region close (∼ 10A˚)
to them. These fields polarize the surrounding helium atoms and then attract them
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Figure 6.6: Fraction of charges that do not recombine vs electric field strength from
work conducted by Seidel, et al. [50]. The dotted line models this trend using a
Gaussian distribution for the initial charge separation generated by the radiation,
while the dashed line uses calculation of the initial charge separation based upon the
field dependence of the current [50].
to the ions. This greatly inflates the density in a process known as electrostriction.
The positive helium ion ultimately gathers about 40 helium atoms around it which
then move with the ion. This is known as a helium snowball. The snowball has
a radius of about 0.3-0.35 nm in the fluid. Electrons, however, have a second effect
opposing the electrostrictive force. Helium atoms are stable and contain two electrons
which, due to the Pauli exclusion principle, repel any other electrons that get too
close. This repulsive force keeps the helium atoms from getting too close, but the
electrostrictive force has them gather around the electron at a certain radius. This
leads to the electron forming what is referred to as a bubble with a radius of about
1.9 nm. These changes significantly impact the mobility of the ions in the superfluid
helium [50, 51, 52].
Operating at electric fields in excess of 10 kV/cm and temperatures greater than
1.7 K places the ion drift velocities above the limit of vortex formation. This vortex
formation velocity is temperature dependent. These vortices are bound to the ions
increasing their resistance to motion in the fluid, and thereby decreasing their average
drift velocity. However, a large electric field can overwhelm the binding of the vortices
to the ions, allowing the ions to escape their vortices. They then accelerate back to a
drift velocity where they form more vortices and the process repeats. For sufficiently
high electric fields (∼ 20 kV/cm for positive ions and ∼ 40 kV/cm for negative
ions [53]), this process happens so quickly that the average drift velocity increases to
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the velocity of vortex formation. At this point, the drift velocity stops changing as
the electric field increases. The drift velocity levels out at value roughly equal to the
velocity required to form vortices [51, 52, 53].
The cell charging experiment in superfluid helium has a minimum electric field of
about 19.4 kV/cm and a peak electric field of about 53.4 kV/cm. This means that
the helium snowballs would be constantly held at a drift velocity equal to their vortex
formation velocity while the electron bubble drift velocity would likely be fluctuating
with the electric field strength, peaking briefly at its vortex formation velocity for
the given temperature. As the snowballs and bubbles separate, they eventually run
into the PMMA walls and the charges begin to collect upon them. These charges will
generate their own electric field that opposes the one applied by the electrodes. This
will cause the net electric field to drop with time while the cesium gauge is opened.
Given that this will strictly be a downward trend, it will not be picked up by the
AC portion of the field. Cell charging simply changes the DC offset of the field, the
AC portion will continue on top of that completely unaffected. This means that only
two terms from equation 3.3 will be sensitive to this effect, the DC term containing
V2DC
d2
and the first harmonic of the modulation frequency. Therefore, only the mod1
lock-in, measuring 1 (equation 3.24), will be sensitive to the affect.
6.4 Cooldowns
The end goal is to measure cell charging in superfluid helium. In order to do this,
the experimental region needs to be cooled down to approximately 2 K. The Kerr
effect in superfluid helium, under the given high voltage conditions, will produce
an expected ellipticity less than 10 µrad. The induced ellipticity in liquid nitrogen
under the same conditions is a factor of about 300 larger than that of superfluid
helium (equation 2.64 divided by equation 2.65). Couple this with the fact that the
cost of liquid helium is about forty times that of liquid nitrogen and it makes sense
to test and trouble shoot the setup using liquid nitrogen first. Its cheaper and easier
to detect a signal.
However, some of the initial steps are the same. First, the vacuum jacket needs to
be evacuated and the IVC needs to be “clean”. A Pfeiffer HiCube 80 Eco turbo pump
(figure 6.7a) is used to bring the vacuum jacket pressure down to ∼ 10–5 torr at room
temperature. Once liquid nitrogen or helium is present, the pressure can drop below
10–6 torr due to cryopumping. The IVC and insert components were first cleaned
with acetone, or ethyl alcohol if acetone would damage the part. An Edwards E2M18
direct drive oil pump (figure 6.7b) was then used to pump the IVC down to below
1 mtorr as measured by an Edwards Active Gauge ATC-E thermocouple pressure
gauge. Depending on the starting conditions inside these two chambers, it can take
a few days to reach these pressures.
Once the appropriate pressure has been reached in each chamber, a cooldown can
begin. At this point, the process diverges based on which liquid is being used.
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(a) Pfeiffer HiCube 80 Eco turbo
pump, “turbo pump”.
(b) Edwards E2M18 direct drive oil pump,
“roughing pump”.
Figure 6.7: Vacuum pumps used in the experiment.
Liquid Nitrogen
Getting liquid nitrogen from a supply Dewar into the experimental region is much
simpler than reaching superfluid helium. First, the transfer line is purged for about
15 minutes by inserting one end into the supply Dewar. This helps decontaminate
the line. While the line is purging, the roughing pump is valved off from the IVC and
the IVC is back-filled with pure nitrogen gas from a cylinder until the IVC pressure
is slightly above atmospheric pressure. This prevents atmospheric air from entering
the chamber when the transfer line is inserted.
Once the line is purged, the transfer line is inserted into the primary fill line
and the valve to the roughing pump is opened. The system is now cooling down.
The IVC pressure is kept above 94 torr, typically kept around 300 torr, to prevent
the liquid nitrogen from solidifying in the fill line once it is cold enough [54]. To
prevent a thermal shock from damaging the system, the IVC is usually cooled at
about 6 K/min. This is controlled by two different valves, a flow limiting valve on
the transfer line and the valve to the roughing pump.
Transfer is continued until the desired liquid level is reached (figure 6.8 is an
image captured of liquid nitrogen as it was passing the electrodes during a fill). At
which point, the pump is valved off from the IVC and, as soon as the IVC reaches
atmospheric pressure, a valve that leads to atmosphere, through a long coiled tube, is
opened. Venting the gas to atmosphere keeps the pressure stable and helps suppress
bubbling. Bubbles refract the laser to a ludicrous extent due to the rounded transition
and large difference in indices of refraction between liquid and gas. Once bubbling
reaches the laser path, it becomes impossible to keep taking data. Venting through
the long tube also keeps out contamination by forcing it to fight its way up the tube
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Figure 6.8: Liquid nitrogen as it is filling past the electrodes. This image is from an
early test run using a large electrode spacing and no PMMA cell.
against a positive pressure before it can reach the system. At this point, the roughing
pump can be turned off. It is then back-filled with nitrogen gas boiled off from the
liquid to keep the oil from creeping into the pumping line and is then kept valved
off from the IVC as an added precaution. Liquid nitrogen from a fill would usually
last about 14 to 18 hours before bubbling began, which is enough time to take cell
charging data.
Superfluid Helium
Once the IVC reaches 1 mtorr, the capillary needs to be purged. Simply pumping
on the capillary is not effective. The capillary reaches a Knudsen number of 5 at
about 900 mtorr (equation 6.4 [40]). Once this limit is reached, the pumping speed
enters the molecular flow regime and greatly slows down (figure 6.9),
Kn =
l¯
d
, (6.4)
where l¯ is the mean free path (equation 6.5 [56]) and d is the diameter of the flow
channel,
l¯ =
k · T√
2piPd2p
. (6.5)
k is the Boltzmann’s constant, T is the gas temperature, P is the gas pressure, and
dp is the diameter associated with a single particle in the gas. This equation requires
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Figure 6.9: Example depiction of the different gas flow regimes vs pressure. Image
style slightly modified from original source [55] to comply with publication require-
ments.
the particles to be identical. For helium gas at room temperature
l¯ =
0.0464
(
kg
s2
)
P
. (6.6)
The effective inner diameter for the capillary is about 0.15 mm in the section con-
taining the wire restricting the flow (section 4.3). This was calculated by solving the
equation pir2eff = 0.018 mm
2 (area calculated at the end of section 4.3). According
to equation 6.4, molecular flow will occur when the mean free path reaches 0.80 mm.
Plugging this into equation 6.6, shows that molecular flow begins once the pressure
drops to about 435 mtorr. The capillary needs to reach 1 mtorr in order to be ap-
propriately contaminant free. However, molecular flow through the capillary follows
equation 6.7 [55],
Cmol = A
√
k · T
2pimp
. (6.7)
mp is the mass of a single gas particle. For water vapor through this capillary,
Cmol < 1
ml
s which is an ineffective pumping speed for air containing humidity. The
water vapor will freeze before pumping away. This will further restricting the capillary
until it clogs. Therefore, the capillary is purged for at least one day before the
cooldown is performed. This is done by continuously filling the helium can with pure
helium gas boiled off from the supply Dewar. The valve connecting the atmospheres
of the IVC and the helium can is closed for this process forcing the helium to escape
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to the pump through the capillary. This eliminates the issue by keeping the capillary
at higher pressures and the gas slowly forces the remaining contaminants out as it
escapes to lower pressures through the capillary.
After the capillary is purged for at least one day, the cooldown can begin. The
transfer line is purged with helium gas from the liquid helium supply Dewar. The
line is purged until ice crystals start forming in the helium gas that is mixing with
atmosphere as it comes out of the end. Ice starts condensing on the tip of the line
shortly afterward as well (figure 6.10b). This purge usually lasts about 20 minutes.
While the line is purging, the IVC and helium can can be back-filled to just above
atmospheric pressure with gas vented from the helium supply Dewar. To do this, the
roughing pump is valved off from the IVC.
(a) Transfer line being purged with gas
from the nitrogen supply Dewar. Helium
supply Dewar is also pictured.
(b) Transfer line being purged with cold he-
lium. Ice crystals can be seen as white mist
coming out of the line. Ice is also forming on
the tip.
Figure 6.10: Transfer line purges.
Once the line is purged, it is inserted into the primary fill line and the IVC
begins cooling. Instead of pumping on the IVC to continue the flow, the IVC is
vented directly to the recovery system at approximately 800 torr. Thermal baffles
along with the higher pressure helps maximize the energy absorbed by the individual
helium atoms and ensures a more uniform cooling process. This minimizes the helium
needed per cooldown and keeps any individual components from retaining a higher
temperature than their surroundings. This system easily achieves a 6 K/min cool
down rate until about 10 K where the rate quickly slows. At this point, the pump is
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put back in action to achieve liquid helium. Liquid helium is then filled to the top of
the level sensor, indicated by a 3 pF change in its capacitance.
Once the system is filled with 4 K liquid, the transfer line needs to be switched
to the capillary fill line. To do this the valve to the pump needs to be closed and the
valve connecting the IVC to recovery has to be opened once the pressure gets close
to atmospheric pressure. The transfer line can then be switched to the capillary fill
line. The transfer line flow, Dewar pressure, and pumping speed are then balanced to
reach stable superfluid helium. A sintered copper filter is placed before the entrance
to the capillary. This collects any contaminants that have solidified in the fluid from
the Dewar and prevents them from clogging the capillary.
Figure 6.11: Stable superfluid run with a highly restrictive capillary. It was able to
achieve lower temperatures, but the helium can needs to be at a high pressure to run
which consumes helium faster than a helium can at low pressure would.
Figure 6.11 shows an helium run with a highly restrictive capillary. This image
was taken after the superfluid had achieved a steady state. This was the first working
capillary state achieved. Helium was consumed too quickly for the experiment. This
is evident by how much of the helium can’s pressure relief line is icing up on the
way to recovery. This setup consumed liquid helium from the Dewar at a rate of
approximately 5.6 l/hr; however, it was able to achieve temperatures as low as 1.6
K. The length of wire inside the capillary was changed after this run. Figure 6.12
shows the superfluid steady state for the new capillary restriction. This capillary is
less restrictive and as such consumes less helium. The pressure relief line only has a
small section, about an inch long, icing up. A higher percent of the helium is making
it through the capillary into the superfluid region and the can is operating at a much
lower pressure than the old capillary setup. This means that the system consumes
less helium, about 1.4 l/hr. However, the temperature was not able to get lower than
about 2.1 K.
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Figure 6.12: New capillary setup. The helium can operates at much lower pressures
and a higher percentage of the helium makes it through the capillary. Consumes far
less helium than the more restrictive capillary.
Local humidity still seemed to be having a small effect on capillary conductance,
despite great effort to eliminate this effect. This first run, with a consumption rate
of 1.4 l/hr, occurred when the indoor air is very dry (∼ 10% humidity). A following
run, when the indoor air was much more humid (∼ 50% humidity), had a more
restrictive capillary. The capillary’s physical configuration was the same, but the
necessary consumption rate increased to about 2.3 l/hr. A new cell needed to be
installed before this run. So the system was opened exposing the capillary to room
air. A third run was performed when the humidity was ∼ 30%. However, the system
remained closed and evacuated between these runs, keeping out contaminants and
then benefiting from a second purge during its cooldown process. The capillary
restriction and helium consumption rate was comparable to the first run. For each
of these runs, the capillary was purged for about one day. The only known change
was the room humidity. Perhaps, longer purge times are necessary in order to fully
remove the water vapor when the room humidity is high. Given that the capillary
was purged twice before the third run without exposing it to outside air between runs
two and three, it was unlikely to be affected by room humidity. It is more likely that
two days of purging is sufficient for 50% humidity, but more tests would need to be
conducted to show this empirically.
Regardless, the system maintains a stable superfluid level and is highly helium
efficient. The three aforementioned runs lasted the course of three separate weekends,
providing enough time to collect cell charging data.
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Chapter 7 Kerr Measurements and Cell Charging
7.1 Nitrogen Data
The initial tests in liquid nitrogen consisted of measuring the Kerr effect for mul-
tiple different high voltage settings. For these tests, no cell was in place and the
electrode spacing was left fixed. All measurements used the same 633 nm HeNe laser
from Thorlabs (model HRS015) and the same copper electrodes. The ellipticity from
each measurement was plotted against (2piL/(λd2))VACVDC (figure 7.1). The con-
stant “A” is used to represent 2piL/(λd2). Plotting the data this way causes the slope
of the fit line to be equal to the Kerr constant of liquid helium. However, the statis-
tical uncertainty on each data point yielded a somewhat poorly correlated fit. This
data was taken over multiple days, during normal operating hours for the building on
weekdays. This can lead to the data being taken under different environmental con-
ditions. To account for this, each data point had its uncertainty increased by a factor
of 1.75. This method is outlined in the Review of Particle Physics [57]. Taking the
slope from figure 7.1 yields the Kerr constant shown in equation 7.1. This value is in
good agreement with the value measured by Sushkov, et al. [31] which is shown again
for comparison in equation 7.2. The uncertainty was improved by a small amount
and the quoted uncertainty in equation 7.1 includes both systematic and statistical
effects,
Figure 7.1: Plot of measured ellipticities for multiple different voltages. The term
“A” contains the necessary constants from equation 3.3 such that the slope, “p1”,
equals the Kerr constant
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KLN2new = (4.38± 0.10)× 10–18
(cm
V
)2
, (7.1)
KLN2 = (4.38± 0.15)× 10–18
(cm
V
)2
. (7.2)
After confirming system alignment and functionality with the previous measure-
ments, the cell charging effect was measured in liquid nitrogen. For these tests, a
PMMA cell was installed between the electrodes and the electrodes were adjusted to
accommodate the cell and sit flush against the cell’s surfaces. This cell was designed
to have walls 1.5 mm thick and a gap between the walls of 3 mm. This kept the
electrodes about 6 mm apart. For the proof of principle in liquid nitrogen, generic
PMMA was used; the type of PMMA being used in the SNS-nEDM apparatus was
not used in liquid nitrogen. The data for a typical cell charging run is plotted in
figure 7.2. The DC voltage applied for the data in this figure is about 10, 440 ± 10
V. The AC voltage applied was 7, 630± 10 V. The rather large actual uncertainty of
∼ 10 V is actually an uncertainty of about 1 mV on the actual measurement due to
the measurement resistor detecting a voltage that is scaled by a factor of 10,000 as
discussed at the beginning of chapter 5.
Figure 7.2: Cell charging in liquid nitrogen. Blue data points are when the cesium
source is closed. Black points are when it is open. Blank sections occur when the
high voltage is turned off. The quoted errors represent the statistical uncertainty (1
σ).
Initially a baseline, full signal, measurement (first set of blue data) was estab-
lished with about half an hour of data. After this, the cesium source was opened.
The gamma radiation began generating charged particles which separated and stuck
to the cell walls, lowering the net field. This process was allowed to continue for about
an hour (first set of black data) after which the cesium source was closed, blocking
the gamma rays. Data was then collected for another ∼5 minutes to determine the
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reduction in ellipticity (second set of blue data). At which point, the high voltage
was turned off for about 4 minutes. This data is not plotted as there is no signal for
the lock-in to lock on (first blank section). This was to determine if there was any
noticeable effect on the signal and therefore the charge build up simply by removing
the applied field. The high voltage was then reapplied and an ∼4-minute measure-
ment was made (third blue section). It was quickly determined that the signal had
not recovered to its original value, and the next attempt to recover the full signal was
made. This involved reversing the high voltage and, therefore, the field. To do so,
the high voltage had to be turned off again (second blank section). Once the field
was reversed, the recovered signal was measured for about 11 minutes (fourth blue
section). The cesium source was then opened again for about 25 minutes (second
black section) before the run had to be halted. The data for each section is presented
in table 7.1.
Table 7.1: Relevant data from figure 7.2
LN2 Cell Charging
Baseline Signal 547.6± 0.9 µrad
Charging 1 –13.3± 0.5 nrads
Low Signal 1 495± 1 µrad
Low Signal 2 489± 2 µrad
Recovered Signal 541± 3 µrad
Charging 2 –10± 4 nrads
The difference between the two signals before and after the first charging cycle is
about 53 µrad which is well outside the combined uncertainty for both measurements
of ±2 µrad. This confirms the existence of cell charging in liquid nitrogen. Reversing
the field brings the signal back up to 541±3 µrad which shows the existence of signal
recovery upon field reversal.
Data in liquid nitrogen is taken with a 20 second time constant on the DC and
mod1 LIAs. Every time the high voltage is turned off and then back on again; the
lock-in requires 5 time constants to recover its signal. This means that an extra 100
seconds of data must be cut at the beginning of the run, after turning the high voltage
off and on again, and after reversing the high voltage. The recovered signal appears
to already be at its stable value after this 100 second span of time. Therefore, the
charges must have already recombined within the first 100 seconds. Unfortunately,
data cannot currently be collected more quickly. So this is the current upper limit
measurement. It takes less than 100 seconds for the charges to be pulled free from
the PMMA and recombine.
It is important to note that upon field reversal, the data became noticeably more
noisy for about 17 minutes. This effect is large enough to be visually seen in figure
7.2. Ultimately, it settles back down; this effect is believed to have been caused by
vibrations in the high voltage resistor box. Initially, this box was not vibrationally
stabilized and flipping the high voltage involved handling components attached to it.
As its vibrations slowly dampened out, noise could have been added to the system.
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This was ultimately fixed by building a better, vibrationally stable, stand for the
resistor box.
The difference between the original baseline signal and recovered signal is about
3 µrad which is less than a 0.55% effect in the signal. This is due to a systematic
effect incurred upon reversing the field in this apparatus. To reverse the high voltage,
the high voltage is shut off and fully discharged. Then the cables leading from the
resistor box to the chamber are flipped and high voltage is slowly ramped back up to
its original values. The AC amplitude setting is completely and precisely controlled
by a function generator as only one electrode is given an AC signal. The DC offset
setting is controlled by two settings, one for each electrode. This is necessary in order
to achieve higher electric fields than a single electrode can supply (they will arc if set
too high). The electrode with the AC signal has its DC offset controlled by the same
function generator. The other electrode was controlled by a knob on the high voltage
supply. This display for this knob only shows values to a precision of 100 V. After
the initial voltage divider, this supplies a possible change to the electrode voltage of
up to 83 V or about 0.8% of the total DC offset for this run. When ramping back
up, the DC setting for the high voltage can change by up to 0.8% which more than
accounts for this difference of 0.55%. Hitting the full 0.8% difference would require
the setting to hit both extremes of the tolerance before and after reversing the field.
This effect can be measured and accounted for by reading out the voltage drop across
the DC Rmeas resistor every time the DC supply has to be ramped back up. The
actual SNS-nEDM apparatus will go through a much more precise field flip, but this
is sufficient for this systematic study.
7.2 Helium Data
Once system alignment, cell charging, and signal recovery were confirmed in liquid
nitrogen, the apparatus was ready to perform a superfluid helium data run. To take
data in superfluid helium the time constants for the DC and mod1 LIAs need to
be increased from 20 seconds to 500 seconds as the signal is over a factor of 100
smaller in superfluid helium. This means that every time one of these LIAs losses
its lock, for any reason, a minimum of 2,500 seconds of data are lost as it relocks
to the signal. In particular, each time that the electric field is switched the lock-in
will lose its lock and 2,500 seconds of data after the field reversal is completed will
need to be cut. However, any event that causes a loss of signal or a sudden spike
in signal (both events are referred to as data spikes when they are unplanned) will
require that 2,500 seconds of data be cut. Many external environmental effects can
cause a data spike. This occurs when the environmental noise, at 400 mHz, is large
compared to the signal. When this occurs, it will cause the LIA to lose its lock on the
signal’s phase difference with the reference frequency and it will attempt to lock on
to the phase difference between the data spike and the reference frequency, shifting
the measured phase difference between the “signal” and the reference frequency. The
strength of typical data spikes can be estimated by taking data with the laser on, the
high voltage off, but with its reference frequency still being sent to the mod1 LIA.
Weekday data for no signal and an unlocked mod1 LIA are presented in figure 7.3.
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This data is a single example set; normal weekday noise averages range from 1.6 to 3
µrad. Typical weekend data is presented in figure 7.4.
Figure 7.3: Example weekday data with high voltage off.
Figure 7.4: Typical weekend data with high voltage off.
In figure 7.3, the background noise averages about 2.2 µrad with maximum values
exceeding 7 µrad. The full strength signal, with high voltage on, was expected to
be less the 5 µrad, and the lowered, cell charged, signal still needs to be measurable.
Therefore, taking data during the weekday was too much of a risk, as the higher
environmental effects could make it impossible to get a lock on the real signal. Data
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runs had to be restricted to weekends. While most of the time the environmental
effects should remain below the signal, some of the peak values from figure 7.4 could
still cause the occasional data spike.
Given the precision needed to measure the Kerr effect in superfluid helium, this
measurement is extremely sensitive to these environmental effects. For example,
during the first cell charging data run in superfluid helium, it was confirmed that
closing the laboratory door as well as walking too heavily in the laboratory could
cause data spikes. Unfortunately, there was no way to prevent individuals from using
the elevator or some other piece of equipment that was known to generate data spikes.
This was combated via communicating the experiment’s sensitivity to noise and the
weekend of the data run to the surrounding laboratory groups ahead of time. Thanks
to the generous cooperation of the surrounding laboratory groups, two different cell
charging data runs in superfluid helium were able to be completed. The data taking
procedure is as follows:
• Establish full scale signal for the data collection time.
• Open cesium-137 source to ionize the helium for the charging time.
• Close the cesium source and measure lowered signal for the data collection time.
• Reverse the high voltage leads.
• Measure the recovered signal for the data collection time.
• Repeat from the second step until desired data has been collected.
The data collection time was 7,500 seconds for the uncoated cell, but was increased
to 10,000 seconds for the coated cell. The charging time was one, two, or four hours.
The first cell charging run in superfluid helium used a cell made from the same
PMMA stock that will be used in the SNS-nEDM experiment. The raw data is
analyzed and collated into figure 7.5. It is presented in the order in which the data
was taken. The horizontal axis is used as a dummy index to separate the runs. The
blue data points represent the full scale/recovered signal, while the black data points
represent the signal after a certain number of hours cell charging. Run 1 is the signal
after one hour of cell charging, run 2 is the signal after two hours of cell charging,
and run 4 is the signal after four hours of cell charging. Between each black data
point, the electric field was reversed, and a recovered signal was measured, producing
a blue data point. Each black data point is an independent cell charging run. The
black data points are purposefully listed as “run 1”, “run 2”, and “run 4”. This is
so that the fitted slope has the same value as in figure 7.6 (see below). Figure 7.5
clearly shows that reversing the field direction causes a recovery of the full signal,
neutralizing the charges built up on the cell walls. The individual data points are
listed in table 7.2.
Figure 7.6 combines all of the blue data points from figure 7.5 into a red band
that represents the full signal strength. This band is independent of the horizontal
axis and is overlayed on the plot in order to demonstrate the cell charging effect.
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Figure 7.5: Data from first cell charging run depicted in the order it was taken. Blue
points are full/recovered signal. Black points are the signal after one hour, two hours,
and four hours of charging, respectively.
Table 7.2: Relevant data from figure 7.5.
SFHe Data 1
Run Section Ellipticity
0.5 Full Signal 3.0± 0.4 µrad
1 1 Hr Charging 2.4± 0.2 µrad
1.5 Recovered 1 3.1± 0.3 µrad
2 2 Hrs Charging 2.1± 0.2 µrad
3 Recovered 2 2.4± 0.2 µrad
4 4 Hrs Charging 1.9± 0.3 µrad
5 Recovered 3 2.8± 0.4 µrad
The black data points are the lowered signal measured after time spent cell charging.
After one hour of cell charging, the lowered signal’s error band still overlaps with the
full signal error band. However, two hours and four hours of cell charging show a
distinctly lower signal. Comparing these three data points, it would appear that the
rate of change for the signal is higher in magnitude for the 1-2 hour change than it is
for the 2-4 hour change. While some sort of saturation effect is eventually expected
(and will be discussed more in section 7.3), a straight line is still well within the error
bands of the data points. The saturation effect could still be negligible at this point,
as it is expected to increase as the net field decreases.
This data clearly exhibits a cell charging effect caused by the charges produced
when the cesium source is open. It also clearly shows recovery of the signal and,
therefore, neutralization of the accumulated charge upon field reversal. Upon collect-
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Figure 7.6: The first cell charging run in superfluid helium: the red band represents
the full signal measurement and is independent of the horizontal axis; it is provided
for reference. The black points are the signal strength after different cell charging
times.
Table 7.3: Relevant data from figure 7.6.
SFHe Cell Charging 1
Full Signal 2.7± 0.2 µrad
Charging –220± 70 nradhr
ing this data in superfluid helium, two of the cells, made from the same PMMA stock,
were shipped to Dr. Kent Leung at North Carolina State University (NCSU) to be
coated with tetraphenyl butadiene (TPB). Recall that the cell in the SNS-nEDM ex-
periment will be coated in order to shift the wavelength of the ultraviolet scintillation
light to blue light (see chapter 1). It was necessary to repeat the measurement with
a coated cell to ensure that their is no effect from the TPB coating. After receiving
the coated cells back from NCSU, one was installed in the cryostat. This had to
be done quickly in a low light setting because TPB reacts with ultraviolet light in
an environment containing oxygen. To prevent such reactions during shipping, the
cells were stored in an argon filled bag. Once the cell was properly installed in the
cryostat, the roughing pump was immediately turned on to start evacuating the IVC.
Once the pressure dropped below 1 mtorr, it was examined through the cryostat for
any signs of damage. None were found, so the process to perform a helium data run
was started.
Data for the coated cell was taken in a similar fashion to the uncoated cell: full
signal established, four hours charging, low signal measured, field reversed, signal
recovery measured, two hours charging, low signal measured. Less data was taken
during this run due to some initial difficulties maintaining a stable superfluid envi-
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ronment (this took a about 3 hours longer than usual) and the fact that the average
time spent collecting each data point was longer. The results are plotted in figure
7.7.
Figure 7.7: Charging data for the coated cell. Plotted in the order taken. Red line
only includes the blue points. The horizontal axis is a dummy index again.
Table 7.4: Relevant data from figure 7.7.
Coated Cell Data
Run Section Ellipticity
1 Full Signal 2.4± 0.3 µrad
2 4 Hrs Charging 1.3± 0.2 µrad
3 Recovered 2.3± 0.2 µrad
4 2 Hrs Charging 1.8± 0.2 µrad
The data clearly shows signal reduction for both two and four hours of charging.
It also shows full signal recovery after four hours of charging. Unfortunately, the
weekend ended before data could be collected showing recovery after the two hour
charging section. Once normal weekday operational hours resumed on Monday morn-
ing, it became impossible to resolve a signal from the environmental noise. Figure
7.7 shows the data taken with the coated cell in the order in which it was collected.
Therefore the four hour charging data is plotted before the the two hour data. Figure
7.8 shows the data plotted by hours of cell charging.
Comparing tables 7.2 and 7.4 and their associated plots, there appears to be
a small difference between the values measured for the signal strength after four
hours of charging between the two runs. This could be explained by the coated cell
having a slightly lower average for everything despite the rest of the data overlapping,
80
which could be due to minor differences in the wall thickness. However, upon closer
inspection of the uncoated cell’s four hour charging data, it was noticed that the
average phase difference between the signal and reference signal shifted by about 1
standard deviation (compared to the rest of the data points) for the majority of data
collection during that run. About 25% of the data had the “correct” average phase,
but it shifted, once during this run, to a different average value for the other 75%
of the data collected. It was still within one standard deviation, which is why it is
still reported. The phase data is not expected to change. To illustrate this, every
run from the coated cell data and every run from the uncoated cell data, with the
exception of the four hours cell charging run, all have the same average phase value.
This is the case, despite these two data runs being taken weeks apart. It could be
that there was some temporary environmental noise that was larger than the actual
signal for most of the uncoated cell’s run 4, but that it only slightly shifted the phase.
This makes run 4 for the uncoated cell seem less reliable, but it can not be ruled out
entirely.
Figure 7.8: Data for the coated cell. The red band provides a reference for the full
signal data, while the black points are the signal strength after different cell charging
times.
Table 7.5: Relevant data from figure 7.8.
Coated Cell Charging
Full Signal 2.4± 0.2 µrad
Charging –270± 60 nradhr
Figure 7.8 shows that the rate of cell charging between the coated and uncoated
cells are in agreement. For this data, a linear fit certainly seems to be a good approx-
imation. To determine how cell charging will affect the SNS-nEDM experiment, it is
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necessary to understand the rate at which the cesium source produces charges in the
experimental region and compare this to the rate of charge production expected in
the SNS-nEDM experiment.
7.3 Charge Production Rate
The charges produced in this experiment are generated from the γ radiation emit-
ted by a 37 mCi 137Cs source. The amount of β radiation capable of making it to the
target region is negligible. The vast majority of the β radiation is blocked by the first
of three end windows that lead into the cryostat. Even if a β particle managed to
pass through all three windows, it would then still have to pass through the electrode
in order to dump its energy in the experimental region. The electrode is more than
3 times thicker than the required thickness of copper to bring a 1.176 MeV electron
to ∼0 eV. 1.176 MeV electrons make up only about 5% of the radiation and are the
highest energy electrons being emitted by the cesium source (see figure 7.9). As such,
the contribution from β radiation can be safely neglected.
A simulation was run using Geant4 software [58] to predict the amount of energy
dumped in the experimental region. This simulation includes the decay channels
shown in figure 7.9. The energy per unit time emitted (into 4pi) as the γ rays can be
calculated using their energy, 662 keV, the cesium activity, 37 mCi, and the fraction
of the decays that go through the γ chain. This value is given in equation 7.3,
dEtotalγ
dt
= 0.95(662× 103 eV)(37× 10–3(3.7× 1010 bq)) = 8.61× 1014 eV
s
. (7.3)
This will be used in conjunction with the Geant4 simulation to calculate the actual
number of γ rays dumping energy into the experimental region. Given that the
average energy required to remove one electron from a helium atom is 43 eV [59], the
low energy “Penelope” package in Geant4 was used. The cesium gauge and target
region geometries were put into the simulation, and the decays from 137Cs were
simulated. Figure 7.10 shows a view of the experimental region and a representative
portion of the simulated events included. The cesium source is contained in a lead
gauge containing a cylindrical channel to the allow the radiation out in a directed,
columnated fashion. The channel has a radius of 1 cm and a length of 9 cm. [10]
From figure 7.10, it can be seen that none of the β events simulated make it into
the target region and only a small fraction of the γ rays penetrate far enough to dump
energy in that region. A total of 2.20×108 events were simulated, of which 95% were
γ rays, 0.95(2.20 × 108) = 2.09 × 108 γ events. Of these events, only 249 made it
into the target region, the ∼3 mm gap, filled with superfluid helium, between the
PMMA cell walls. For the simulation, an electrode spacing of 4.1 mm and a PMMA
wall thickness of 0.6 mm was used. The actual spacing and wall thickness was later
determined to be 4.12 mm and 0.64 mm, respectively. This reduces the gap between
the PMMA plates from 2.9 mm to 2.84 mm. which reduces the volume in this gap
by 0.1%. This should not significantly impact the results which provide an effective
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Figure 7.9: Diagram of decay channels for 137Cs [10].
Figure 7.10: Image taken from the Geant4 simulation. The depicted events are a
representative portion. Green lines are γ rays, while red lines are β particles [10].
solid angle for the target region of
∆Ω
4pi
ε =
249
2.09× 108 = 1.19× 10
–6 . (7.4)
These events dump an average of 80 keV/γ in the superfluid and the energy spectrum
can be seen if figure 7.11. Therefore, the actual average power being dumped in the
region can be calculated following equation 7.5,
Pactualγ =
dEtotalγ
dt
∆Ω
4pi
ε
80 keV
662 keV
= 1.24× 108 eV
s
. (7.5)
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Figure 7.11: Energy loss spectrum for the γ rays in the target region [10].
The number of ion pairs produced per unit time is then simply the average power
dumped in the region divided by the W value for superfluid helium,
Ne– =
1.24× 108 eVs
43 eV
= 2.88× 106 e
–
s
. (7.6)
Equation 7.6 provides the rate at which charges were produced in liquid helium while
the cesium source was opened. It is now necessary to determine how these charges
will affect the ellipticity signal and compare that to the measurement made in liquid
helium [10].
7.4 Charge Collected
To determine how quickly the signal will drop, the amount of charge on the
electrodes needs to be known. Given that the electrodes are held at fixed potentials in
relation to each other, the charge can be calculated following the simple equation Q =
CV once the capacitance is known. The form for the capacitance can be calculated
using Gauss’s law and equation 2.20 to arrive at
Celec = 0
(
κPκHeAcell
2tκHe + (d – 2t)κP
+
κPAR
d
)
. (7.7)
Acell is the area of the cell wall, κP and κHe are the dielectric constants of PMMA
and superfluid helium, respectively, t is the thickness of the cell wall, d is the gap
between the electrodes, and AR is the area of the electrode minus the area of the cell
wall. The only unknown in this equation is the dielectric constant of the PMMA.
However, this can be determined. From the value for the full signal taken from the
helium cell charging runs, the integral of E2dl can be shown to be 2.2 ± 0.1 × 1011.
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Combining this with the information presented in figure 6.4, the dielectric constant
for PMMA can be determined,
κP = 1.8
+0.4–0.3 . (7.8)
The large uncertainty present is primarily due to the thickness of the cell wall. A
thinner cell wall requires a larger range of dielectric constants (when compared to a
thicker cell wall) in order to account for the range in the uncertainty of the full scale
signal. However, this setup was designed to detect a cell charging effect and that
requires a thinner cell wall. This setup could be modified to provide a means to more
precisely determine the dielectric constant for different dielectric materials at these
cold temperatures.
Using 1.06 for κHe [60], the charge on the electrodes can be calculated for multiple
values of κP. Table 7.6 provides these results around the measured value for κP.
Table 7.6: Lists the charge on the electrodes and the subsequent charge needed on
the cell walls to fully cancel the electrode field for multiple values of κP within its
determined uncertainty. Charge is measured by number of electron charges.
Electrode and Cell Charge
κP Qelec
(
1011e–
)
Qcell
(
1011e–
)
1.5 1.73 0.519
1.6 1.82 0.547
1.7 1.92 0.575
1.8 2.01 0.603
1.9 2.10 0.630
2.0 2.19 0.658
2.1 2.28 0.685
2.2 2.37 0.712
Qcell is the charge that needs to be collected on the cell walls to cancel the field
from the electrodes in the region. This value was estimated using Gauss’s law. Using
equation 7.8, the estimated charge on the electrodes is given by
Qelec = (6± 1)× 1010 e– . (7.9)
Assuming the central value from equation 7.9 and the values from tables 7.3 and 7.2,
the amount of charge necessary to cause a particular drop in signal can be calculated
following equation 7.10, and the amount of charge expected to be produced can be
calculated via equation 7.11 which makes use of the results from the Geant4 simulation
(equation 7.6),
Qcoll =
(
1 –
ReducedSignal
FullSignal
)
Qelec , (7.10)
Qfull =
(
2.88× 106 e
–
s
)
tcharge . (7.11)
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tcharge is the amount of time spent with the cesium source open for the reduced
signal. Qfull is an estimate based on the results from the Geant4 simulation (see
equation 7.6).
The fraction of charge collected on the walls is then simply Qcoll/Qfull. Not all
of the charges produced are expected to be collected. Some will recombine in the
fluid (section 6.3) and a small fraction may miss the cell wall, traveling out the open
end of the dummy cell, and then make their way to the electrode to be neutralized
by the electrode. The fraction of charge collected for each length of time charging is
presented in table 7.7.
Table 7.7: List of charges produced during a charging session compared to the charges
collected on the cell wall.
Fractional Charge Collected
tcharge (hrs) Qfull
(
1010e–
)
Qcoll
(
1010e–
)
Qcoll/Qfull
1.06 1.09 0.67± 0.45 60%± 40%
2.01 2.08 1.34± 0.45 65%± 22%
4.00 4.15 1.79± 0.67 40%± 20%
The results in the final column are in agreement with each other for the fraction
of charges produced that are collected on the cell wall. To determine the agreement
seen with the work by Seidel, et al. [50](section 6.3), the average field present in
the region needs to be calculated. Previously, the field or voltage of concern was
the effective one, which is the field to which the first harmonic of the Kerr effect
is sensitive. However, the charge recombination depends upon the actual field, and
the average percent recombination will more closely resemble the average field in the
region, at least when there is a significant DC offset. In this case the average field is
simply the DC componentfor the full signal field,
EDC =
VDC
d
=
14.90 kV
0.41 cm
= 36
kV
cm
. (7.12)
To see how the reduced net field affects the charge collection rate, the average net
field after four hours of cell charging should also be calculated. As mentioned before,
the reduction in 1 can be treated as a reduction in the net DC voltage and the net
AC voltage remains unaffected. Calculating the effective net DC voltage after four
hours of cell charging produces a reduction from 14.90 kV to 10.49 kV, producing
ElowDC = 26 kV/cm. Figure 6.6 is given an overlay in figure 7.12 to illustrate that,
for full signal, approximately 70% of the charge is expected to be collected and that,
after four hours of cell charging, approximately 60% of the charge is expected to be
collected, which is in agreement with the values shown in the last column of table 7.7.
However, these expected values are based on the fit of the data presented in figure
7.12. No data had previously been taken for charge recombination in liquid helium
at the electric field values as strong as the ones used in this cell charging experiment.
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Figure 7.12: Overlay on figure 6.6 [50] depicting the range of operating electric fields
seen during cell charging. Green is the full signal field. Blue is the field after four
hours of charging.
7.5 Cell Charging in SNS-nEDM
Assuming the worst case scenario provides a 100% fractional charge collection. In
this case, the voltage drop will proceed as calculated in equations 1.17 and 1.18 in
the introduction. In this case, the charge accumulation will exceed 1% after 6 cycles
and need to be neutralized. As is shown in figures 7.5, 7.7 and tables 7.2 and 7.4,
this can be accomplished by reversing the electric field.
It is more likely that some recombination occurs based upon the electric field
present in the SNS-nEDM experiment, which will be about 70 kV/cm. While there
has not been any recombination data taken at this field strength, the fits in figure
7.12 suggest that a field of 70 kV/cm would collect 80-90% of the charge only allowing
10-20% to recombine (figure 7.12), depending upon how well the fit models the actual
data. Applying this to equation 1.17 and plugging the result into equation 1.18 results
in the charges reducing the field by 1% after, at most, 11 cycles. Such a small change
does not impact the charge recombination rate to the point that an extra cycle could
be extracted and will therefore be neglected for these calculations.
The γ radiation from the beamline (chapter 1) provides about 88% of the ex-
pected charge production. This is due to the borofloat glass supermirror guides in
the original beamline design. The boron in this glass is capable of capturing neutrons,
releasing γ radiation at 480 keV in the process. This borofloat glass in the design has
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since been replaced with sodalime glass which does not undergo this process. This
has effectively eliminated the γ radiation being produced in the beamline, thereby
eliminating about 88% of the known expected charge production. This would in-
crease the number of cycles before 1% field compensation to about 97. However, the
electric field need not be on during the entire measurement cycle. It only needs to
be on during the measurement stage of the measurement cycle. The rate of charge
collection approaches zero as the external electric field does. Therefore, only the time
when the electric field is on will contribute to this effect. It takes a non-zero amount
of time to fully power it up and to discharge it, but the limit where this time ap-
proaches zero will be considered here. In this extreme limit, 327 measurement cycles
could be completed before 1% field compensation occurs. This limit is unlikely to be
the case, but provides an upper limit for the number of cycles possible before a field
flip is necessary. There will likely be other sources of background ionizing radiation
present in the system. The borofloat glass beamline was considered a large source
of ionizing radiation and the combined effect of any unknown sources are likely to
be less than this. Once the apparatus is assembled on site, measurements can be
made to determine the actual ionizing radiation background and determine the ac-
tual charge production rate. Regardless, including the expected charge production
from the borofloat glass beamline still provides a worst case scenario that the field
must be flipped every 11 cycles and that is a very manageable effect.
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Chapter 8 Summary
Without a means to remove the effect, possible sources of cell charging in the
SNS-nEDM experiment could reduce the expected sensitivity to a neutron EDM.
This effect occurs when charged particles are separated inside of the cell and collect
on the PMMA cell walls, reducing the net electric field in the region. A method for
neutralizing the collected charge must be determined and the rate of charge collection
needs to be known in order to determine how often the charge must be neutralized.
The cell charging experiment presented here studied the efficiency at which separated
charges are collected on the surface of a PMMA plate (cell wall). This experiment used
the electro-optic Kerr effect to monitor the net electric field in the region, measuring
a reduction in the signal when charges were allowed to collect on the cell wall. This
experiment also studied a method by which to neutralize this effect.
A cell charging effect was detected in both liquid nitrogen and superfluid helium.
In both fluids, signal recovery was detected upon reversing the externally applied
electric field, neutralizing the charges. The charge collection efficiency in superfluid
helium was determined to be consistent with the results from the previous work
conducted by Seidel, et al. [50]. It was then determined that the expected rate
of charge collection in the SNS-nEDM experiment will reduce the electric field at
a rate that is slow when compared to the measurement cycle. In the worst case
scenario, this will allow 11 measurement cycles to be completed before the drop in field
strength impacts the experimental sensitivity (exceeds 1% of the field magnitude).
The number of cycles can be increased by only having the electric field on when
absolutely necessary. The recombination effect in liquid helium only has a minimal
impact on the number of cycles that can be completed before this limit is reached and
was therefore neglected. Given that reversing the electric field was shown to neutralize
the collected charge, this can be performed in between measurement cycles in the
SNS-nEDM experiment as necessary to maintain the desired sensitivity. Therefore,
this effect can be managed to the point where it will not impact the precision of the
SNS-nEDM experiment.
Along the way, a system for determining the dielectric constant of PMMA at the
superfluid helium temperature was developed using the same setup and data from
the cell charging runs. This technique could be modified (by increasing the cell wall
thickness) to more precisely extract these dielectric constants for different materials
at the temperature of superfluid helium, liquid nitrogen, or any fluid that provides a
suitable environment for measuring a Kerr effect. Also, a new measurement was made
for the Kerr constant of liquid nitrogen. This value is (4.38± 0.10)×10–18 (cm/V)2.
This value confirms the previously measured value of (4.38± 0.15)× 10–18 (cm/V)2
and slightly increases the precision. These results are also a nice demonstration of
the precision capable from this newly developed triple modulation technique [32, 37].
Copyright c© Mark Broering, 2020.
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Appendix A: Sealing Techniques for Modifications
When redesigning the cryostat, there was occasionally some difficulty finding in-
formation on techniques that have been in use for a while. As such, it would seem
prudent to compile a list of techniques for how to make cryogenic seals:
• Welding is usually preferred should it be an option.
• Brazing (or silver soldering) is second to welding and is usually used when
welding cannot be done. This technique is lower temperature than welding and
can therefore be done right next to a welded joint.
• Soft solders are lower temperature than brazes and are frequently ignored as
an option. Because of their lower temperature they can be used right next to a
brazed or welded joint. More on this below.
• Indium wire can be used as an effective replacement for o-rings and is quite
popular. This does not require any heat to be applied and can be used right
next to welds, brazes, solders, and even other indium seals. This will also be
described more below.
• Epoxies are fickle when used in cryogenic systems. Frequently a specific epoxy
will only work under very specific circumstances. Each epoxy is different and
needs to be treated as such. This will also be discussed further below.
For welding and brazing, the same methods that are used for room temperature
vacuum seals generally work for cryogenic vacuum seals. As such this is not worth
discussing in detail. Only soldering fluxes that are not acidic should be used as
the acid can eat away at the metal over the years and might eventually generate
pinholes [61].
Proper techniques for producing seals with indium wire can generally be found
without difficulty, but here is a short review. Indium wire seals work best when sharp
edges are involved. However, simply wrapping it in a circle on the surface to be sealed
should suffice. Including a shallow trench (∼half the wire diameter or less in depth)
to keep the wire positioned is a good idea. Alternatively, when the geometry allows
for it, a cylindrical extrusion from one of the surfaces could be used to wrap the wire
around. This extrusion would need to fit into a hole on the adjoining piece with
minimal radial clearance. If the clearance is too large, the wire will miss the surface
and the seal will not form. The two materials being sealed need to be strong/hard
(copper is nearly too soft, but still works) and they will need matching bolt circles.
One piece with through holes, one with tapped bores (see figure A1). The indium
should be cut so that the ends taper down to a smaller thickness. The indium needs
to be cut to the correct length within a tight tolerance, see figure A1b, so that the
tapered ends overlap in such a way that their combined thickness is approximately
the same as the rest of the wire’s diameter. If the wire is too long, a bunch will form
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and that can ruin the seal. If the wire is too short, the tapered edges won’t overlap
properly and a hole will form their. Indium can be made to stretch by gently pulling
on each end. So if the wire is cut short, but close enough, it can be stretched to the
correct length. Be aware that this will lower the diameter and that properly cleaning
the indium wire will cause this anyway.
Indium oxidizes and this can negatively impact its ability to seal. Acetone can
be used to remove the oxidation. A good method is to wet a Kimwipe with acetone,
gently pinch it about the wire and gently pull the wire through. The oxidation will
leave black streaks on the Kimwipe. This process should be continued until the
streaks stop appearing. Be sure not to pull the wire apart as it does not require much
force to do so. Place the wire appropriately around one of the surfaces to be sealed
(figures A1a and A1b). Make sure that the tapered ends of the wire overlap so that
there is not a significant difference in overall wire diameter at any point. It may be
necessary to trim the ends of the wire so that there is not too much overlap. Once
this is accomplished, place the two sealing surfaces together, making certain that the
bolt circles overlap properly. Make certain that the indium wire does not shift or fall
during placement. Placing the surfaces together and then rotating them so that the
bolt circles align may smoosh the indium, causing it to bunch and form a break in
the circle (most likely at the overlap). Make certain that the bolt circles are aligned
before the surfaces actually touch.
(a) Window with trench for indium
(b) Blank with indium wrapped around ex-
trusion
(c) Mount for IVC windows
Figure A1: Picture showing how windows are mounted to chamber
Once this has been done, fit each screw into a spot on the bolt circle, but do
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not tighten them yet. Screw them into place just up to the point that resistance is
felt. Then tighten the first screw by a quarter turn. Move on to the second screw,
tighten again just until you feel resistance, then add a quarter turn onto that. Do
the same for the third and so on in that fashion until they are all tightened down.
Do not come back to a screw until every screw has gone in that round. For many
applications simply following the screws around in a circle will be sufficient. If that
does not work, it may be necessary to follow a different pattern. A favored pattern
is to choose the next screw by picking one of the screws that is furthest from all
previously tightened screws. This generally traces out some form of “star” pattern.
This process is generally damaging to the screws, particularly smaller screws.
The amount of force used can deform the pattern on the screw head, stripping it
out. This force is also applied against the helically wrapped incline planes as well.
For the window mounts and the new brass piece (figure 4.6b), this force was enough
to flex the inclined planes out of position for both the screws and the holes. When
this happens, the screws will generally need to be replaced. The holes, however, can
simply have the tap run through them again. If done properly, this will straighten
out the inclined plans without damaging them.
There is some misinformation circulating on how to use soft solders for cryogenic
applications. This is caused for several reasons, but usually seems to be due to some
form of well intentioned miscommunication. For instance, electrical solder will ac-
tually work fine as a cryogenic seal if the aperture is small enough, such as for the
capillary into the brass piece. However, when attempting to repair the seal on the
2 inch diameter IVC, many sources suggested that electrical solder (and a few other
kinds) should work if done correctly. It is not worth detailing the numerous differ-
ent erroneous processes. Multiple different attempts were made with many different
methods (and solders), but none of them worked for the IVC. These searches turned
out to be rather confusing and often useless as physicists do not generally discuss
soldering techniques in their published papers. The high temperature silver solder
used, which does work and is very robust, is a 50/50 Sn/Ag content solder. The
silver is responsible for the high melting point and, it would seem, the strength. This
inspired the choice to try a 96/4 Sn/Ag content low temperature solder upon finding
it. It had a melting point higher than most soft solders, but still much lower than
silver solder (50/50), making it suitable to use near the silver solder seals.
Test pieces were crafted for trying out different soldering techniques, figure A2.
Two different styles of joint were used. One style was a copper cylinder joined to a
copper disk; the other style was a copper cylinder joined to a brass disk containing
a through hole. The latter style was designed to mimic the new IVC design. Both
styles were sealed with this new 96/4 Sn/Ag solder using multiple different techniques.
Most techniques involved the use of an acetylene blow torch, one involved using a 500
W soldering iron and a hotplate. All attempts made using the Sn/Ag solder were
successful. After joining these pieces, the seals were put through a series of thermal
shock tests in order to test their durability and usefulness in the apparatus. The
shock tests involved taking a room temperature test piece and dumping it straight
into an open container of liquid nitrogen (∼ 77K). It was left there until the boiling
stopped. At which point, forceps were used to remove it from the liquid and then a
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(a) A simple joint, both pieces are copper.
Outer cylinder inner diameter is
∼1.5 inches with a 0.02 inch gap between
the outer and inner cylinders. Its outer
diameter is ∼1.6 inches.
(b) This test joint models the new IVC seal
design. The copper cylinder is the same outer
cylinder from figure A2a. The brass cylinder
has an outer diameter of ∼2.1 inches and an
inner diameter of ∼1.25 inches.
Figure A2: Test joints formed while testing different soft solders for one that would
hold at superfluid temperatures.
heat gun was used to rapidly return it to a temperature above the freezing point of
water. This was determined by watching all of the ice that condensed onto the piece
melt, figure A3. This process was then repeated for a minimum of 5 cycles per piece.
This was done to place a severe thermal stress on the seal multiple times.
Figure A3: Image of a test piece taken shortly after the piece was removed from liquid
nitrogen.
After the final cycle, the piece was warmed to room temperature, dried off and
hooked up to a leak detector. Both joint styles were hooked up via an o-ring fitting
on the joints’ copper cylinder. The brass pieces also needed a rubber stopper placed
into their holes to form a proper seal. The inside volume was then quickly evacuated
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by the leak detector and helium from a compressed gas cylinder was sprayed all
around the outside of the piece. When no leak was detected, the helium flow was
then concentrated directly at the solder seal. Before spraying helium, the detector
measured a leak rate of approximately 10–10std.ccs of helium (this is the lowest value
it can detect) with some minor fluctuations on that scale. All seals made with soft
solder that was not 96/4 Sn/Ag saw sharp increases in the leak rate as helium was
sprayed around the outside of the seal. This was pinpointed to the soft solder seal
by residual helium tests. The seals made with 96/4 Sn/Ag solder, however, all held.
The measured leak rate did not show any sign of changing when helium was sprayed
around the outside of the seal.
The leak detector is sensitive to cryogenic temperatures. Passing large volumes
of cold gas through the detector will break it. The liquid nitrogen’s boiled off gas is
cold enough to harm the detector. As such, these test pieces could not be checked
for cold leaks, leaks that only appear when the apparatus is cold and disappear when
it warms back up. Checking for these, with a leak detector is a delicate process that
requires a cryostat. So the final test had to be done on the IVC itself. The brass
piece was soldered on and leak checked at room temperature with the help of a rubber
stopper. It passed, the copper bottom piece had the fill line silver soldered in and was
connected to the brass piece with an indium seal. This apparatus passed the room
temperature leak test. It was then installed back into the cryostat. Everything was
then checked for room temperature leaks. With none being found the cryostat was
prepped for a liquid nitrogen cooldown (see section 6.4).
Figure A4: Graphical diagram of how each pump is attached to their respective
chambers. Sideways hourglass shapes indicate valves. Only components necessary to
the illustration are shown.
Once the apparatus was getting close to liquid nitrogen temperatures, the vacuum
jacket pressure gauge was checked again. The pressure was approximately 10–6 torr.
This indicated that any IVC leak should be small enough that it would not pose any
risk to the leak detector. The turbo-molecular (turbo pump) pump evacuating the
vacuum jacket was sealed off from the vacuum jacket with a butterfly valve at a tee
joint. The leak detector was hooked up to the other side of this tee and its butterfly
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valve was opened and then it was turned on. It evacuated any gas that made it in
during the switch. See figure A4 for a diagram. Simultaneously, the nitrogen fill
was cut short as soon as any liquid was noticed in the system. Helium gas needs to
reach the seals near the bottom of the chamber for this test. While it will likely still
permeate any liquid nitrogen present, the liquid would still present a complication.
While filling liquid nitrogen, the roughing pump on the IVC is constantly running,
usually keeping the system between 100 to 500 torr. After the transfer line is removed,
the roughing pump valve is opened fully and the IVC is evacuated more fully, to about
1 mtorr. Helium from a cylinder is guided with tubing to a barbed flange. This barb
has a butterfly valve that opens into the IVC. The pump is then valved off from the
IVC and the IVC is back-filled with helium gas. At this point, if there is any IVC
leak, the helium should be making its way to the leak detector. Given the nature of
the setup, it could take a few minutes to get there. No leak was detected after an
hour of waiting.
The 96/4 Sn/Ag solder works for cryogenic applications, where many others failed.
The silver content is likely the reason for this, but this study isn’t conclusive evidence.
This seal has held down to temperatures just below 1.6 K. As mentioned before, this
soft solder melts at higher temperatures than others, 232◦C [62]. This is still well
below silver solder and brazes which are considered to be above 450◦C by convention.
The flux used with this seal was non-acidic due to warnings that it is difficult to
clean away all of the flux after the seal is formed, and that even small amounts of
acidic flux left behind could eventually cause pinholes through the metal, ruining the
seal [61]. The flux used was a “no clean” solder flux.
Epoxies do not have a good solution for cryogenic applications. Different epoxies
perform well in different conditions. This is true at both room temperature and
cryogenic temperatures An epoxy might work exceptionally well on one type of seal
and not at all on a different type. It all depends on the sheer, stress, and bulk
strengths of the epoxies as well as their viscosities and several other factors. So not
only is it necessary to find an epoxy that works for the joint at room temperature, but
it must also continue working upon being cooled. This can present very challenging
problems, and often, quite a bit of experimentation is required to find the right epoxy
for each type of joint. They also tend to be the least durable seal on this list and
are usually the first to go due to thermal and mechanical stresses. They should only
be used as absolutely necessary. And if so, it would also be best to find an epoxy
seal design that is already known to work and to incorporate that design if possible.
Despite their inherent difficulties, sometimes they are still the best option.
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Appendix B: Typical Operating Ranges
What follows is a list of typical settings and conditions under which data was
taken.
The high voltage supplies had four primary parameters. The DC high voltage
supply voltage setting and the three setting for the function generator controlling the
AC high voltage supply. The function generator settings are frequency, amplitude,
and DC offset. These setting are listed below.
DC supply voltage: 7 kV
Frequency: 400 mHz
Amplitude: 3 V
DC offset: 1.7 V
Typical time constant and sensitivity settings for each LIA are listed below.
PEM LIA:
Time constant: 200 µs
Sensitivity: 20 mV
DC LIA:
Time constant: 500 s
Sensitivity: 100 mV
Mod1 LIA:
Time constant: 500 s
Sensitivity: 100 µV
The Baratron pressure sensor is read out by a digital volt meter. The conversion
to pressure is 1 V = 100 torr. Depending on which fluid is being used, the operating
pressure changes. Each fluid also has a different pressure when filling than when
taking data.
Liquid Nitrogen:
Fill pressure: 150-500 torr
Data taking pressure: Atmospheric pressure (vent to atmosphere)
Liquid Helium:
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Fill pressure (above 10 K): Recovery line pressure (vent to recovery)
Fill pressure (below 10 K): A few hundred torr (pump on volume to achieve
liquid)
Data taking pressure: 10-30 torr
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