The reporting and interpretation of effect size estimates are widely advocated in many academic journals of psychology and related disciplines. However, such concern has not been adequately addressed for analyses involving interactions between categorical and continuous variables. For the purpose of improving current practice, this article presents fundamental features and theoretical developments for the variance of standardized slopes as a desirable standardized effect size measure for the degree of disparity between several slope coefficients. To estimate the effect size, a consistent and nearly unbiased estimator is described and a simple refinement is emphasized for extreme situations whenever appropriate. The essential problems of power and sample size calculations for testing the equality of slope coefficients are also considered. According to the analytic justification and empirical assessment, the exact approach has a clear advantage over the approximate methods. Both SAS and R computer codes are provided to facilitate practical accessibility of the proposed techniques in interaction studies.
Introduction
Interactions between observed variables represent an important and complex phenomenon across a wide variety of disciplines within the social sciences. The existence of interactive effects suggests that the relationship between the response and predictor variables depends on the levels of the other predictors. It is constructive to classify the variable combination of interactions into three scenarios: categorical by categorical, continuous by continuous, and categorical by continuous. The procedures for examining interactions of categorical variables have been well documented in standard texts on experimental design through factorial analysis, such as Keppel and Wickens (2004) , Kirk (2013) , and Maxwell and Delaney (2004) . The other two situations, when one or more of the predictor variables is continuous, are typically addressed within the context of multiple regression as in Cohen, Cohen, West, and Aiken (2003) , Kutner, Nachtsheim, Neter, and Li (2005) , Pedhazur (1997) , and Royston and Sauerbrei (2008) , among others. Despite the many conceptual similarities among these three types of interactions, there still exist essential differences in modelling formulation, test procedure, and other associated statistical features.
In view of their theoretical implication and practical usefulness, several attempts have been devoted to the probing and interpretation of the contingent nature of interactions between categorical and continuous variables; see, for example, Hayes and Matthes (2009) , Irwin and McClelland (2001) , Preacher, Curran, and Bauer (2006) , West, Aiken, and Krull (1996) , and Whisman and McClelland (2005) . Detailed illustrations can be found in the excellent texts of Aguinis (2004) , Aiken and West (1991) , Hayes (2013) , and Jaccard and Turrisi (2003) . Moreover, a related study of direct and indirect effects with multiple interactions is presented in Sheikh, Abelsen, and Olsen (2017) . The statistical procedure for detecting the interactions between continuous and categorical variables is methodologically identical to that for testing the equality of slope coefficients in two or more regression lines. The test procedure of homogeneity of regression slopes is commonly described in the context of heterogeneous ANCOVA as an alternative to the standard ANCOVA (Huitema, 2011; Maxwell & Delaney, 2004; Rutherford, 2011) .
Despite the extensive literature on effect size measures, there has been no thorough and unified discussion on the target effect size and associated statistical estimators to represent the degree of heterogeneity of slope coefficients. As a motivating example, Aiken and West (1991) examined the linear relation between the starting salaries and grade point averages (GPA) for bachelor's degree graduates of three different colleges. Accordingly, the standard technique for appraising interactions between categorical and continuous variables can be applied to assess whether the slopes between the starting salary and GPA are homogeneous across the colleges. Although the results showed a significant difference in the slopes of the three colleges, it may still be useful for the purposes of cross-study comparisons to provide a concise measure for the degree of disparity between the slope coefficients. Moreover, even though it is of great potential importance in research planning, little work has addressed the corresponding power and sample size issues for detecting interaction between continuous and categorical variables.
The current study presents fundamental definition of, and estimation methods for, an effect size for the level of dispersion between regression slopes. This investigation also provides the power and sample size procedures to assess the equality of slopes, with specific emphasis on the implications of a full or partial account of the stochastic features of continuous predictors. Theoretical examinations and numerical appraisals are conducted to distinguish the utility and performance between three different methods for accommodating predictor properties. The results update and expand the effect size development and power assessment in Aguinis, Beaty, Boik, and Pierce (2005) and Aguinis, Boik, and Pierce (2001) .
This article is organized in the following manner. First, an effect size of the variance of standardized slopes is introduced by extending the conceptual idea of the signal to noise ratio in ANOVA (Cohen, 1988; Fleishman, 1980) . A consistent and nearly unbiased estimator is proposed to compute the effect size estimate. Moreover, a truncated counterpart is noted for the extreme situations of negative value. Second, the hypothesis tests of moderating or interaction effects often have low statistical power and yield erroneous conclusions (Aguinis & Stone-Romero, 1997; Stone-Romero, Alliger, & Aguinis, 1994) . Thus, the related issues of power and sample size calculations for tests of interaction between continuous and categorical variables are also addressed. Third, a Monte Carlo simulation study is conducted to compare the accuracy of the exact and approximate power and sample size procedures. Fourth, an applied example and accompanying software programs are presented to illustrate the usefulness of the suggested procedures for power and sample size calculations in the detection of the equality of slope coefficients or, equivalently, the interaction between categorical and continuous variables.
Measure of effect size
The interactive phenomenon between a categorical variable with G levels and a continuous predictor X can be expressed as G simple linear regression models of the form
where Y ij are the responses, b 0i and b 1i are coefficient parameters, and e ij are iid N(0, r 2 ) random variables for j = 1, . . ., N i and i = 1, . . ., G. A detection of the equality of slopes across G treatment groups with the test
can be carried out with the Wald-type statistic W* given in equation (A2) of Appendix A. Under the null hypothesis H 0 :
where F(G À 1, m) is the F distribution with G À 1 and m degrees of freedom with m = N T À 2G. Hence, H 0 is rejected at the significance level a if W* > F (GÀ1),m,a , where F (GÀ1),m,a is the upper 100ath percentile of the F distribution F(G À 1, m).
The statistical inferences of an interaction effect are based on the conditional distribution of the continuous predictors {X ij , j = 1, . . ., N i and i = 1, . . ., G}. Notably, the distribution for W* can be viewed as a conditional formulation on the sums of squares {S XX1 , . . ., S XXG }:
where
is the sample mean of the X ij predictors, and F(G À 1, m, Λ X ) is the non-central F distribution with G À 1 and m degrees of freedom and noncentrality parameter Λ X . The exact form of Λ X is presented in equation (A4) as
where j = N T À G and k X is a function of the slope coefficients {b 1i , i = 1, . . ., G}, the ratios {q i , i = 1, . . ., G}, and the predictor variance estimators {r 2 Xi , i = 1, . . ., G}. Because the predictor variance estimators are sample statistics, k X is not a legitimate statistical parameter for representing the degree of heterogeneity among the slope coefficients.
The signal to noise ratio f 2 is widely accepted to signify the degree of disparity among several treatment effects within the context of ANOVA with equal samples per group (Cohen, 1988; Fleishman, 1980) :
where r
and l i is the treatment mean of the ith group. In order to reflect the relative proportion of membership in the treatment groups for unbalanced ANOVA designs, a modified effect size is presented in Cohen (1988, equation 8.3.3) :
This index is useful for research designs to accommodate the relative size of natural subpopulations or sampling plans as discussed in detail in Cohen (1988, pp. 359-361) . Following the notion of the two indices f 2 and c 2 , a direct analogue and generalized measure can be readily acquired as follows:
Þ, and p i = N i /N T for i = 1, . . ., G. Note that r 2 b can be viewed as the weighted average dispersion between the slope coefficients. In this case, the effect size k describes the ratio of systematic variance accounted for by the joint effect of slope coefficients, predictor variances, and sample size allocation ratios relative to the unexplained error variance.
Although the extension from f 2 to k is conceptually straightforward, it is not trivial to construct an unbiased estimator of the effect size k. Under the non-central F distribution of W* given in equation (4), an unbiased estimator of k X can be derived aŝ
The circumflex serves as an important reminder thatk is a sample statistic, not a population parameter. It should be noted that the unbiased property ofk for the estimation of k X is clearly a conditional assessment in terms of E ½Y jX ½k ¼ k X . The present focus is on the interactive model given in equation (1) that involves the interactions between categorical and continuous variables. The consideration of continuous predictor variables incurs the important and conceptual distinction between the fixed and random modelling formulations noted in Binkley and Abbot (1987) , Cramer and Appelbaum (1978) , Gatsonis and Sampson (1989) , and Sampson (1974) . With the unconditional or joint distribution of {(Y ij , X ij ), j = 1, . . ., N i and i = 1, . . ., G}, the expectation E ½Y ;X ½k is generally not equivalent to k because k X is not a linear function of the variance components fr 2 Xi ; i ¼ 1; . . .; Gg, and a notable exception is the situation in which b 11 = . . . = b 1G or k X = k = 0. Hence,k is generally not an unbiased estimator of k, but it is nearly unbiased and also has the following asymptotic feature.
Under the conditional distribution of predictor variables, it follows from large-sample theory thatk converges in probability to k X . In addition,r 2 Xi converges in probability to r 2 Xi for all i = 1, . . ., G, and therefore, k X converges in probability to k. With all these asymptotic results,k is a consistent estimator of the effect size k. Unfortunately,k is not always positive and permits negative values whenever W* < m/(m À 2). Then it is common practice to consider the truncated version or positive part for such occurrence withk
This natural modification yields a simple solution and the resulting estimation performance differs from the original measure, especially when the underlying true effect size k is small. Consequently, the analytic demonstration described here provides methodological clarification and statistical justification for the effect size measure k and the corresponding indicesk andk P .
Aguinis et al. (2005, Appendix A) presented the test statistic and effect size for moderating effects of categorical variables under heterogeneity of error variance. Accordingly, the following two observations on their illustration should be noted. First, their test procedure can be shown to be equivalent to the W* statistic which is derived with the standard assumption of homogeneous variances. Although they do not assume that the group variances are homogeneous, they conduct their hypothesis testing and effect size calculation based on the standard test procedure under homogeneity of variance. Second, using the notation defined here, the effect size given in Aguinis et al.
2 * is not a population effect size. The quantity evidently differs from the suggested measure k as a proper effect size index.
Power calculations and sample size determinations
In view of the stochastic features of the continuous predictor variables, three different methods are described and compared in order to demonstrate the impact of the predictor features on power and sample size calculations. An easy and direct approach to simplify the complication of randomness induced by the predictor variables is the substitution of predictor statistics with the matching population parameters. Specifically, using the fact that E½r
Xi for all i = 1, . . ., G, the pseudo effect size k X defined in equation (A4) can be approximated by k. Hence, the conditional distribution of W* given in equation (4) becomes an unconditional approximation
where Λ A = jk and k is given in equation (8). The associated power function is readily obtained as
The formulation of Ψ A indicates that the power calculations for the W* test only require the use of the cumulative density function of a non-central F distribution and the quantile function of a regular F distribution. This procedure is also described in Aguinis et al. (2001 Aguinis et al. ( , 2005 .
To properly recognize the stochastic nature of the predictor variables, it is informative and constructive to assume that the continuous variables have the independent normal distribution X ij $ Nðl Xi ; r 2 Xi Þ for j = 1, . . ., N i and i = 1, . . ., G. The normality setting is commonly employed to provide a fundamental framework for analytical derivation and theoretical discussion in interaction studies; see, for example, Harwell (2003) , McClelland and Judd (1993) , O'Connor (2006) , and Shieh (2009) . It is shown in equation (A6) that the exact power function is of the form
Because all related probability density functions and cumulative density functions are readily available in major statistical packages, Monte Carlo integration provides a feasible approach to perform the required assessment of the joint characteristics of predictors for Ψ KB , especially when the number of groups is large.
On the other hand, to simplify the necessary computation of the exact power Ψ KB , it is tempting to consider the compromised two-stage distribution for W*:
where Λ KA = Kk. The corresponding power function is given by
It is noteworthy that the two formulations of Ψ A and Ψ KA directly involve the effect size k through the non-centrality parameter of the non-central F distribution just as for the power function of a traditional ANOVA F test. However, the power function Ψ KB is not a function of k. It has a weighted average of evaluations of non-central F distributions through k B as given in equation (A5). Notably, all the power functions Ψ A , Ψ KA , and Ψ KB depend on the differences between the coefficients {b 1i , i = 1, . . ., G}, error variance r 2 , and predictor variances {r 2 Xi , i = 1, . . ., G} through the non-centrality parameters Λ A , Λ KA , and Λ KB , respectively, but not the mean values of predictor variables {l Xi , i = 1, . . ., G}. For ease of explications, the three different techniques with an approximate non-central F, chi-square mixture of noncentral F, and joint chi-square and beta mixture of non-central F are termed the A, KA, and KB procedures, respectively. For advance planning of a research design, the power formulas presented can be employed to calculate the sample sizes {N 1 , . . ., N G } needed to attain the specified power 1 À b for the chosen significance level a, coefficient parameters {b 11 , . . ., b 1G }, variance component r 2 , and predictor variances fr 
Simulation study
In addition to the analytic illustration, the distinct behaviour of the above-mentioned power functions and sample size procedures for detecting heterogeneity of slope is examined through a numerical study.
Method
To cover the most common scenarios, heterogeneous simple regression models with G = 3, 4, and 5 are exemplified in the empirical assessments. Three patterns of predictor variability with homogeneous and heterogeneous settings are used to assess power and sample size calculations: fr 2 X1 ; . . .; r 2 XG g ¼f1; 1; 1g; f1; 2; 4g; and f4; 2; 1g; for G ¼ 3;
f1; 1; 1; 1g; f1; 2; 2; 4g; and f4; 2; 2; 1g; for G ¼ 4; f1; 1; 1; 1; 1g; f1; 2; 2; 2; 4g; and f4; 2; 2; 2; 1g; for G ¼ 5:
Also, three different sample size ratios are examined for each predictor variance structure: fr 1 ; . . .; r G g ¼f1; 1; 1g; f1; 2; 3g; and f3; 2; 1g; for G ¼ 3;
f1; 1; 1; 1g; f1; 2; 2; 3g; and f3; 2; 2; 1g; for G ¼ 4; f1; 1; 1; 1; 1g; f1; 2; 2; 2; 3g; and f3; 2; 2; 2; 1g; for G ¼ 5:
Because the impact of the different slopes is combined into the non-centrality parameter through the effect size k or k B , for ease of illustration, the slope coefficients are designated to take the form {b 11 , . . ., b 1G } = {b 1 , Àb 1 , 0}, {b 1 , Àb 1 , 0, 0}, and {b 1 , Àb 1 , 0, 0, 0} for G = 3, 4, and 5, respectively. Without loss of generality, the common error variance is set to r 2 = 1 throughout the numerical investigations. The actual magnitudes of b 1 are then determined to have the effect sizes k = .1 and .2 under the homogeneous predictor variance and equal sample size settings in each case of G = 3, 4, and 5. Specifically, the resulting slope coefficient sets are fb 11 ; . . .; b 1G g ¼f:3873; À:3873; 0g and f:5477; À:5477; 0g; for G ¼ 3;
f:4472; À:4472; 0; 0g and f:6325; À:6325; 0; 0g; for G ¼ 4; f:5000; À:5000; 0; 0; 0g and f:7071; À:7071; 0; 0; 0g; for G ¼ 5:
With the unique expression for k, the effect size values vary with the predictor variance patterns and sample size arrangements.
Results
With the nominal power 1 À b = .8, the significance level a = .05, and the abovementioned specifications, the necessary sample sizes for the KB method were determined through an iterative search with the power function Ψ KB given in equation (A6). For the resulting sample sizes, the estimated powers or achieved powers of the three methods are calculated with the power functions Ψ A , Ψ KA , and Ψ KB . The group sample sizes, total sample sizes, effect sizes, and estimated powers are presented for the two slope coefficient set-ups in Tables 1-2 , 3-4, and 5-6 for G = 3, 4, and 5, respectively. To justify the accuracy of the three power functions, Monte Carlo simulation studies were performed. Using the parameter configurations, predictor variance components, and chosen sample sizes, estimates of the true power are computed via Monte Carlo simulation of 10,000 independent data sets. The simulated power and the error between the pre-calculated estimated power and the simulated power are also summarized in Tables 1-6. .8056
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. It is apparent from the reported results that the computed sample sizes increase with decreasing effect size k when all other factors are fixed. For the nine combined cases of predictor variances and sample sizes in each table, the second and the last have the largest and smallest sample sizes, respectively. For example, the largest total sample size in Table 1 is 150 for fr 2 X1 ; r 2 X2 ; r 2 X3 g ¼ f1; 1; 1g and {N 1 , N 2 , N 3 } = {25, 50, 75}, while the minimum total sample size is 42 for fr 2 X1 ; r 2 X2 ; r 2 X3 g ¼ f4; 2; 1g and {N 1 , N 2 , N 3 } = {21, 14, 7}. It is important to stress that balanced designs do not necessarily produce the smallest sample sizes because the effect size involves a weighted average of predictor variances, slope coefficients, and sample size ratios. Overall, the sample sizes and effect size have a range of [30, 190] and [.0725, .6118] , respectively. These sample sizes cover a wide variety of practical situations without being excessively large or unrealistic. Correspondingly, it suggests that a reasonable magnitude of effect size k possibly falls between .07 and .60.
Regarding the relative performance of the three power functions, the findings revealed that the A method tends to give practically acceptable results for large sample size over 100. However, its accuracy deteriorates with smaller sample sizes and the error can be as large as 0.1064 for the case of total sample size 50 under the inverse pairing of fr Table 6 . On the other hand, the KA procedure demonstrates a clear improvement over the A method for all 54 cases considered here. Despite the differences, it still suffers from sensitivity to small sample size and inverse-pairing between sample sizes and predictor variances because the resulting error is 0.0871 for the worst setting just mentioned for the simple A technique. Unlike the two approximate procedures, the KB approach provides consistently good power calculations and almost all the discrepancies between estimated power and simulated power are within 0.01. The only exception has an absolute error of 0.0101 for the case with fr 2 X1 ; r 2 X2 ; r 2 X3 g ¼ f4; 2; 1g and {N 1 , N 2 , N 3 } = {10, 10, 10} in Table 2 . It can be concluded that the exact approach possesses a prominent advantage over the other two approximations in power and sample size calculations.
An application
In the illuminating text of Aiken and West (1991) , the analysis of interactions between categorical and continuous variables was illustrated with an example about the relation between the starting salaries and GPA of bachelor's degree graduates in the three colleges of Liberal Arts (LA), Engineering (E), and Business (B). They applied the dummy variable and unweighted effects coding systems for the categorical variable and demonstrated the differences and similarities of the corresponding results.
Specifically, with the sample sizes {N LA , N E , N B } = {25, 10, 15}, the computed statistic for testing the equality of three slope coefficients is W* = 25.80 with degrees of freedom G À 1 = 2 andm ¼ 44, and p < .0001. Hence, the null hypothesis is rejected for a = .05 and there exists a significant difference in the slope between the starting salary and GPA for the graduates of the three colleges. Moreover, an estimate of the degree of dispersion between the slope coefficients isk = 1.0054. For illustration, the college data are employed here to exemplify the computational aspects of the suggested power and sample size procedures for examining the interaction effects between categorical and continuous variables. The resulting regression slope estimates are fb LA ;b E ;b B g ¼ f789:93; 122:87; 1871:99g. Also, the sample means and sample variances of the predictors are fX LA ; X E ; X B g ¼ f2:80; 2:40; 2:99g and fr 2 XLA ;r 2 XE ;r 2 XB g ¼ f0:1596; 0:1602; 0:1360g, respectively. Because the estimated error variance is relatively small for meaningful power and sample size calculations, it was inflated four time as S 2 = 4 9 52,365.14 = 209,460.57 to facilitate the subsequent numerical demonstration.
Following the general guidelines that typical sources such as published findings or pilot studies can offer constructive values for the vital characteristics of future studies, the prescribed summary information is employed as planning values of model configurations for upcoming interaction studies between GPA and college. With the sample sizes of {N LA , N E , N B } = {25, 10, 15} and significance level a = .05, the attained power can be readily calculated with the supplemental SAS/IML and R programs. The result shows that the effect size and achieved power of the particular unbalanced design are k = .2799 and Ψ KB = .8401, respectively. The attained power is marginally greater than the common level of 0.80. Therefore, the power calculation suggests that the designated configurations with the sample size scheme warrant a decent chance of detecting the slope differences between three treatment groups. Alternatively, with the sample size ratios {r LA , r E , r B } = {5, 2, 3}, it requires {N LA , N E , N B } = {30, 12, 18} with the total sample size N T = 60 instead of 50 to meet the designated power level 0.90 as computed with the supplemental algorithms. Note that the power level obtained is Ψ KB = .9092. All the chosen key configurations are included in the user specifications of the SAS/IML and R programs. Users can easily identify the statements containing the exemplifying values in the computer code in the online supporting materials and then modify the inputs to accommodate their own model specifications.
For best allocation of sample sizes, it is interesting to note that adopting equal group sizes can substantially reduce the total sample sizes. In this case, the effect size is k = .3611 for r 1 = r 2 = r 3 = 1. Specifically, the necessary sample sizes of balanced designs to satisfy the power levels of 0.80 and 0.90 are N T = 39 and 48, respectively. The corresponding powers attained are Ψ KB = .8289 and .9108, compatible with those of the unbalanced structures. Therefore, only 80% of the total sample sizes are required for balanced designs to achieve the same power performance of the particular unbalanced settings.
Conclusions
The notion of interaction is pervasive across a wide variety of disciplines within the social sciences. It is an important problem in applied research to clarify the impact of a categorical variable on the direction and strength of the relationship between a predictor variable and a response variable. This article provides a fundamental description of effect size, statistical power, and sample size for investigating interactions between categorical and continuous variables or differences between regression slope coefficients. As a natural generalization of the widely used signal to noise ratio, the variance of standardized slope coefficients is presented to reveal the level of dispersion between regression slopes. For practical use, a nearly unbiased and consistent estimator with positive part refinement is described for computing the effect size estimate. To facilitate the design of interaction studies, both approximate and exact power functions and sample size formulas are presented and assessed. These procedures are distinctive in the accommodation for the distribution properties of the continuous variables that have caused the power of the tests of interaction effects is generally low in the first place. According to the analytic and numerical assessments of this article, approximate methods are less accurate than the exact approach that makes full use of the random features of the predictors. Computer programs are also developed to facilitate the application of the suggested techniques. Several journal editorial guidelines emphasize the applications of effect sizes and confidence intervals in all quantitative studies. Future research can explore confidence interval procedures for the degree of heterogeneity of slope coefficients.
Supporting Information
The following supporting information may be found in the online edition of the article: Appendix S1. SAS/IML program for computing the power for the tests of heterogeneity of regression slopes. Appendix S2. SAS/IML program for computing the sample size for the tests of heterogeneity of regression slopes. Appendix S3. R program for computing the power for the tests of heterogeneity of regression slopes. Appendix S4. R program for computing the sample size for the tests of heterogeneity of regression slopes.
Appendix A: The test procedure and power function of parallelism of regression lines
The standard results in Rencher and Schaalje (2007, Section 16.3) show that the least squares estimator of the slope coefficientb 1i = S XYi /S XXi , where S XYi ¼ P N i j¼1 ðX ij À X i ÞðY ij À Y i Þ; S XXi ¼ P N i j¼1 ðX ij À X i Þ 2 , X i is the sample mean of the X ij predictors, and Y i is the sample mean of the Y ij responses. Moreover,b 1i has distribution
The usual unbiased estimator of r 2 is S 2 = SSE/m, where SSE ¼ P G i¼1 fS YYi À S 
whereb 1W ¼ P G i¼1 S XXib1i =ð P G g¼1 S XXg Þ. The distribution for W* can be viewed as a conditional formulation on the sums of squares {S XX1 , . . ., S XXG }:
where F(G À 1, m, Λ X ) is the non-central F distribution with G À 1 and m degrees of freedom and non-centrality parameter K X ; K X ¼ P G i¼1 S XXi ðb 1i À b 1WX Þ 2 =r 2 , and b 1WX ¼ P G i¼1 S XXi b 1i = P G g¼1 S XX g . Furthermore, the non-centrality Λ X can be rewritten as
where P i l¼1 j l /2, j i+1 /2} for i = 1, . . ., G À 1 (Johnson, Kotz, & Balakrishnan, 1995, p. 212 
where the expectations E K and E B are taken with respect to the distribution of K and the joint distribution of {B 1 , . . ., B GÀ1 }, respectively.
