Abstract. In this paper, by a concise and elementary approach, we sharpen and generalize Shafer's inequality for the arc sine function, and some known results are extended and generalized.
Introduction and main results
In [3, p. 247, 3.4 .31], it was listed that the inequality
holds for 0 < x < 1. It was also pointed out in [3, p. 247, 3.4 .31] that these inequalities are due to R. E. Shafer, but no a related reference is cited. By now we do not know the very original source of inequalities in (1) . In [6] , the left-hand side inequality in (1) was recovered and an upper bound was presented as follows:
In [1, 2, 7] , the upper bound in (2) was numerically improved to
For more information, please refer to [4] and related references therein. The aim of this paper is to sharpen and generalize the above inequalities. Our main results may be stated as follows.
Theorem 1. Let α be a real number. Then the function
has the following properties:
, it is strictly decreasing;
, it has a unique minimum.
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As direct consequences of Theorem 1, the following inequalities may be derived.
Theorem 2. If α ≥ 4, then the inequality
, then
, then the inequality (5) reverses.
Moreover, the constants 2 + α and
in (5) and the scalar max 2 + α,
in (6) are the best possible.
Remark 1. It is easy to see that the left-hand side inequality in (1) can be deduced from the left-hand inequality in (5) by taking α = 4, that the inequality (2) is the special case α = 4 of the right-hand side inequality in (5), and that the inequality (3) is the special case α =
of the inequality in (6) . Therefore, our Theorem 1 and Theorem 2 extend, sharpen and generalize related results demonstrated in [1, 2, 3, 6, 7] .
Remark 2. Comparing with the methods used in [1, 2, 6, 7] , not only our proofs for Theorem 1 and Theorem 2 are more elementary and concise, but also we procure more general conclusions.
, can one give a lower bound of the inequality (6)?
Proofs of theorems
Now we are in a position to prove our theorems.
Proof of Theorem 1. For x ∈ (0, 1), direct differentiation yields
Since p(0) = 0 and p(x) is strictly decreasing on (0, 1), the function p(x) is negative on (0, 1), so the derivative g ′ (x) is positive and g(x) is strictly increasing on (0, 1). By virtue of lim x→0 + g(x) = −2 and lim
it follows for α > 0 that
is positive and the function h α (x) is strictly increasing on (0, 1);
, the derivative h 
Whence the function h α (x) and f . Consequently, the function f α (x) is strictly increasing for α ≥ 4, strictly decreasing for 0 < α ≤
, and has a unique minimum for 4 > α >
. For x ∈ (0, 1) and α < 0, considering the fact that the function α √ 1 − x + √ x + 1 + 4 for x ∈ (0, 1) does not equal zero if and only if 0 > α ≥ −2 or α ≤ −2 √ 2 = −2.828 · · · , similar argument as above gives that
is negative and the function h α (x) is strictly decreasing on (0, 1);
is positive and the function h α (x) is strictly increasing on (0, 1); (3) when α 2 − 2α − 8 > 0 and
has a unique zero and the function h α (x) has a unique maximum on (0, 1), and so, by (7) , the function h α (x) has a unique zero on (0, 1).
As a result, from the first limit in (7), it follows that the function h α (x) is negative for 0 > α ≥ −2 and positive for α ≤ −2 √ 2 . So f ′ (x) is strictly negative for 0 > α ≥ −2 or α ≤ −2 √ 2 on (0, 1). In a word, the function f (x) is strictly decreasing for 0 > α ≥ −2 or α ≤ −2 √ 2 . For x ∈ (0, 1) and α = 0, the derivative of f α (x) equals
Thus, the function f 0 (x) is strictly decreasing on (0, 1).
On the other hand, the derivative f ′ α (x) may be rewritten as
It is clear that when α ≤ 0 the derivative F ′ α (x) is negative on (0, 1), and so the function F α (x) is strictly decreasing. By virtue of lim x→0 + F α (x) = 0, it is deduced that F α (x) < 0 on (0, 1), which means that the function f α (x) is strictly decreasing on (0, 1). The proof of Theorem 1 is complete.
Proof of Theorem 2.
It is easy to obtain that lim x→0 + f α (x) = 2 + α and lim
Hence, when α ≥ 4, it follows from the increasing monotonicity in Theorem 1 that
which can be rearranged as the inequality (5). When α ≤ 4(π−2) √ 2 (4−π)
, the reversed version of (5) follows easily from the decreasing monotonicity of the function f α (x) presented in Theorem 1.
By the proof of Theorem 1, when 4 > α > 4(π−2) √ 2 (4−π)
, the function f α (x) has a unique minimum on (0, 1), which means that f α (x) < max lim Rearranging this inequality yields (6) . The proof of Theorem 2 follows.
Remark 4. This paper is a slightly modified version of the preprint [5] .
