The work presented in this paper deals with a navigation problem for multiple mobile robot system in unknown indoor environments. The environment is completely unknown for all the robots and the surrounding information should be detected by the proximity sensors installed on the robots' bodies. In order to guide all the robots to move along collision-free paths and reach the goal positions, a navigation method based on the combination of a set of primary strategies has been developed. The indoor environments usually contain convex and concave obstacles. In this work, a danger judgment strategy in accordance with the sensors' data is used for avoiding small convex obstacles or moving objects which include both dynamic obstacles and other robots. For big convex obstacles or concave ones, a wall following strategy is designed for dealing with these special situations. In this paper, a state memorizing strategy is also proposed for the "infinite repetition" or "dead cycle" situations. Finally, when there is no collision risk, the robots will be guided towards the targets according to a target positioning strategy. Most of these strategies are achieved by the means of fuzzy logic controllers and uniformly applied for every robot. The simulation experiments verified that the proposed method has a positive effectiveness for the navigation problem.
Introduction
Mobile robots have vast application prospects in areas including space exploring, factory automation, mining, eliminating dangerous situation, military and service, which can economize the labor force to be engaged in other aspects. In these applications, the navigation problem of mobile robots is one of the most popular issues. Thus, how to detect the surrounding information and finding a safe path for the robot is the first condition of success. In an environment with obstacles, the navigation of a robot together with its path planning is to find the collision-free path from a starting location to a target location. In this field, there are many complex problems need to be solved, which mainly due to the nature of the real word and the uncertainty in the environment, such as unpredictability and incompleteness of the knowledge of environment, reliability of sensors, etc. Therefore, a fuzzy logic can be used as a useful tool to deal with these problems.
A number of approaches for tackling the problem of robot navigation have been presented, such as neural network [1] , genetic algorithm [2] , artificial vision method [3] , vector field histogram (VFH) [4] , artificial potential field (APF) approach [5] and curvature velocity method [6] in static environment. Most of these methods are usually used in global path planning and hardly be used in real-time control. Many traditional methods designed for global (static) path planning have also been extended to local (dynamic) path planning, such as roadmap method [7] , rolling window method [8] , etc. Other real-time control methods applied to static environment have also been developed. Jin [9] studied the navigation problem for a mobile robot in an indoor environment by using a command fusion method to govern the robot motions. Nguyen et al. [10] proposed an adaptive robust fuzzy control scheme for path tracking of a wheeled mobile robot. The methods above can be performed well in static environment, but part of them usually are somewhat flawed in dynamic environment because of the assumptions for the moving obstacles as static in a certain period of time.
Navigation for multiple mobile robots is also another important issue for researchers. Zhao and Zou [11] developed a new finite-time synchronized approach for multiple mobile robots formation control based on terminal sliding mode control principle and system synchronization theory. Zhong et al. [12] established a new Velocity-Change-Space method by using the changes of the speed and direction of the robot's velocity for dynamic motion planning. But all the robots must be measured the size, positions and velocities of obstacles and other robots online. The application of fuzzy logic for multiple robot system has also been studied by researchers for years. Nascimento et al. [13] has studied a formation control problem for multiple robots by using the Takagi-Sugeno type fuzzy automaton. Parhi et al. [14] also studied the navigation problem for multiple robots by using a hybrid rule-based-neuro-fuzzy method. Similarly, an online inter-communication among robots is required. Therefore, come studying the proposed problem in completely unknown environment more seem to be have the necessity.
In our previous work [15] we studied the navigation problem for only one robot in the static environment. In this paper, we focus on the proposed approach for multiple robot system in completely unknown dynamic environment based on fuzzy inference system. By means of the danger judgment behavior achieved by a set of proximity sensors, the robots can avoid both convex and concave or dynamic obstacles, and then seek for the targets by another behavior step by step. In order to avoid the "infinite repetition" or "dead cycle" situations, a state memorizing strategy which is used to record the movement states for the robots is also proposed.
The rest of this paper is organized as follows: Section 2 presents the formulation and working assumptions for proposed problem. Section 3 describes the navigation strategies used in this paper. In Section 4, we verify the effectiveness of the proposed algorithm by a serious of simulation experiments. Finally, conclusions and discussions are included in Section 5.
Problem Formulation and Working Assumptions
The experimentations in this work are mainly simulated with a classic wheeled mobile robot. This robot is supported by two DC motors which installed on the left and right wheel respectively. Both sides have an encoder on each wheel, so that the robot can detect how far each wheel has moved by itself. Usually a gyro sensor is also installed on the robot body for the feedback information and correction of driving direction in practice. The structure of such a robot with circular shape is as shown in Figure 1 . Totally there are 16 proximity sensors (ultrasonic sensors) equably arranged around the robot body with the same interval. The sensors which are numbered from s 0 to s 15 are used to measure distances from the robot to the surrounding obstacles or the other robots. The data that defines a path element can be denoted as a series of coordinate values defining points. We use the generalized coordinates [x, y, θ]
T to describe the configuration of every point. In this work, we assume that the robot moves on a flat ground and the inertial effects are neglected. The robot is driven under the condition with no slippage, thus it should follow the non-holonomic constraint as:
where θ is the angle between the robot's driving direction and x-axis. Measured d as the distance between P W and P R , which respectively are the center point between two wheels and the center of robot, then, the kinematic functions of P R can be given as:
where v L and v R are the corresponding linear velocities of left and right wheel respectively, and L is measured as the distance www.ijfis.org Fuzzy Logic Based Navigation for Multiple Mobile Robots in Indoor Environments | 306 between two wheels.
Navigation Strategies
In the applications of ultrasonic sensors for robot navigation problem, because of the uncertainties caused by the accuracies of sensors, it's hardly for the robot to get the precise distance information. Fortunately, unlike classical logic only permitting propositions having a value of truth or falsity, the fuzzy logic has the ability to produce acceptable but definite output in response to incomplete, ambiguous, distorted or inaccurate input. Thus, by using the fuzzy logic, if the robot can know the approximate values, and then identify the obstacles which are far or near and the situations of danger or not dangerous, this problem might can be solved.
In order to drive the mobile robot real-timely in totally unknown environment, navigation is completely achieved in a reactive manner. The proposed approach here is based on fuzzy inference system and is inspired by human behaviors, which consists of judging the most dangerous direction of coming obstacles while detecting any obstacles (danger judgment strategy). This strategy avoids local minimal by enabling the robot to turn to the safest direction. But some special situations are yet encountered in the case of a wall or concave obstacles. That is why, another strategy, is developed here by coordinating the "danger judgment strategy" and another elementary behavior, of the wall following behavior. When there is no risk of collision between the robot and obstacles include both static and dynamic objects, or the robot has been driven over the obstacles temporarily, another strategy named "target positioning strategy" is to be activated for seeking the goal position. While the robot moving in the dynamic environment, at the moments of state transition, such as the transitions from "dangerous" to "not dangerous" or from "wall following strategy" to other strategies, in some cases, the robot will fail into the mistake of "infinite repetition" or "dead cycle". Under this circumstance, the robot might keep on moving back, forth, left and right repeatedly. In order to avoid this mistake, a "state memorizing strategy" which is used to record robot's movement state is also developed in this section.
Danger Judgment Strategy for Obstacle Avoidance
The "danger judgment strategy" developed here is used to avoid convex obstacles or dynamic ones. Firstly, at the start position, the robot moves ahead with the direction towards the target. Once the sensors installed on the robot body detect any objects (obstacles or other robots), this strategy is to be activated. It is obtained by means of a fuzzy logic controller (FLC) and based on a set of rules which generated by human experience.
The sensors installed on the robot body are set to run once by every 0.1 seconds. Thus, in such a short time, we can simplify the relative velocity calculation v i ro as the following equation to obtain the acceptable approximate solutions:
where d i t1 and d i t2 are the distance measured by the i th sensor (i = 0, 1, · · · 15) at time t1 and t2. Here, the time interval ∆t of t1 and t2 is 0.1 seconds. We use the expected time of collision to denote the danger coefficient, that is:
The smaller of the value of R i dc is, the more dangerous the robot will be. Specially, when the direction of vector v i ro points away from the obstacle the value of R i dc is set as infinity. We denote that the danger coefficients of all the sensors are:
Here, the angle of the corresponding i th sensor with the minimum danger coefficient is judged as the most dangerous direction of coming obstacles, and will be firstly dealt with. The method used for avoiding this dangerous collision is achieved by a fuzzy logic controller which is named as FLC1 in this section. Here, the minimum danger coefficient and the angle of the corresponding sensor are taken as the input variables. Moreover, the linear velocities of left and right wheel will be the output variables. Then the input variables can be described as:
where −180 which denote the scale of the maximum linear velocity.
The procedure of fuzzy inference usually contains a set of rules which are used to appoint the desired control behavior. A rules set is a condition description taking the form of "IF. . . THEN. . . " rules. The rules set applied for FLC1 are as shown in Table 1 .
Wall Following Strategy
In an environment containing a wall or concave obstacles, in order to avoid blocking situation, an additional strategy is used, which consists of following the contour of the obstacle in order to skirt round it. This strategy is achieved by using another fuzzy logic controller (FLC2) where the choice of the rules and the tuning of the parameters are also simply done by human experience.
The goal is to follow the wall surrounding the robot, so the input variable of FLC2 is the angle ϕ between the moving direction of the robot and the wall. As shown in Figure 3 , we assume that the current position of the robot is P t . The wall now is located on the right side of the robot. The moving direction can be denoted by the dotted arrow OA. In order to reduce the measuring errors, we will use two sets of measured distance which produced by two sets of sensors ({s 6 , s 8 } and {s 6 , s 10 }) to estimate angle ϕ. Denote that ϕ 1 and ϕ 2 are the angle calculated by two sets of sensors respectively, through the geometry knowledge, they can be easily described as:
where r is the radius of the robot. Then the included angle ϕ can be given as the average value:
In addition, when the wall is located on the left side of the robot, angle ϕ can be calculated by using the same method. The output variables of FLC2 also are the velocities of left and right wheel and use the triangular membership functions. The membership functions for the input variable and the set of control rules are given in Figure 4 and Table 2.
In the situation that encountered a concave obstacle, the robot will make the judgment that which side is much safer in accordance with the distance measurements of all the sensors. At position P t+1 shown in Figure 3 , the front and right side give small measuring distance, thus, the robot will turn left first, and then the wall following approach will continue to be done.
Target Positioning Strategy
When there is no risk of collision, another strategy for target positioning is to be active. The new FLC which the target orientation process is achieved by is denoted as FLC3.
The schematic model of target positioning is as given in Figure 5 . In this figure, with the current position P R , the robot has moved over the obstacle P O . With the angle ψ t between the line from the center of the robot to the target point and the x-axis, we denote that the angular difference is Ψ = θ − ψ t . Now, the obstacle is moving far away from the robot and poses no risk to the robot. Thus, the strategy of FLC3 is come into use. This controller is used to drive the robot to point to the target position. In the other words, it is used to reduce the angular difference Ψ which is one of the input variables of FLC3. Another constraint for FLC3 is the distance D between the robot and its target, which is denoted by the multiple of robot's radius in this paper. Moreover, the output variables also are the linear velocities of left and right wheel. Similar with FLC1, the triangular type of membership functions and another experiential rules set are used for both input and output variables of FLC3.
State Memorizing Behavior
Under some circumstances, the fuzzy behavior-based robot, like other reactive robots, suffers from the "infinite repetition" or "dead cycle" problems. These problems may occur in some cases, even if the wall following behavior has been added to the fuzzy inference system. Thus, designing several mandatory-turn rules when then fails into the symmetric indecision situations and memorizing the moving state are likely became useful. For example, as shown in Figure 6 (a), the robot indefinitely wanders in a loop inside a U-valley shape obstacle, because it can't remember the position visited before, and its navigation is only based on the local sensed environment.
In Figure 6(a) , firstly, the robot moves directly toward the target position according to FLC3 by using the target positioning behavior. Because there are no obstacles sensed on the way of robot, the robot judges that it is the shortest path to the target. Once the obstacle is detected in front, the robot is guided to turn left constrainedly at position 1 by using the mandatory-turn rules. According to the distance measurements of surround environment, a wall has been found, then, the wall following behavior is activated. After arriving position 2, according to the feedback information form sensors, a concave obstacle has been identified. Because the sensors on the left side of robot give big measured distance, the robot will turn left, and then, continue moving and following the wall by FLC2 until arrived position 3. After position 3, there are either no obstacles or far away obstacles detected by the robot, so the robot is attracted to the target according to the target positioning behavior. Similarly, the robot follows the path from position 4 to 7 via 5 and 6, and then come back to position 2 via 8 and 9. An "infinite repetition" or "dead cycle" occurs.
The study on the trajectory in Figure 6 (a) found that position 3 and 7 are the turning points on the "dead cycle" path. At position 3, if the robot can turn right and go on following the wall instead of turn to towards the target, this problem may can be resolved. Thus, at position 3, if the robot can remember that the concave obstacle just on the right side and the wall following process hasn't been finished, it will turn right and try to pass around this concave obstacle. Based on this idea, a state memorizing strategy is developed here.
Another situation which the robot needs to "remember" the movement states is the "head-on crash" situation for two robots. We assume that there are two robots moving on the opposite way and will fall into danger of head-on crash. According to the danger judgment behavior, the direction of main coming danger is right ahead for both two robots. Then, both two robots will move backwards and the risk of collision disappear. After moving backwards, the risk of collision is zero, then, both robots move ahead again. Obviously, the head-on crash danger comes again, and then both of them move backwards. An "infinite repetition" occurs. Thus, if the robot can remember the moving state of "dangerous" or "not dangerous", when the states have repeated for several times, the robot will make a decision of moving direction according to the measured distances of sensors, then, this problem may can be resolved.
As discussed above, we denote M = [m 1 , m 2 , m 3 ] to memorize the moving state of the robot. The meaning of every parameter is as shown in Table 3 .
The flow diagram of the proposed method together with the fuzzy based behaviors is shown in Figure 7 . Initially, three parameters of M are initialized to 0. After the robot arriving position 3 in Figure 6 (b), both m 1 and m 2 have been changed to 1 at position 1, while m 3 has been changed to 2 at position 2. Because the robot has remembered that there is a concave obstacle and is located on its right side, then, the robot will turn right at the turning points 3 and 4 to move along the contour of this obstacle. After the robot arriving position 5, the measured distances of all the sensors show that it has left far enough from the obstacle, thus, it will adjust the moving direction towards the target. 
Simulation Experiments
To demonstrate the effectiveness of the proposed navigation algorithm, simulations with different environments are implemented using Matlab. In this section, R i and T i are used to denote the i th robot and its corresponding target position. All the robots have the same size and move on a horizontal plane using the exact same navigation strategies. The radius of robots is set as 2.5 unit length while the maximum velocity of left and right wheel also is 2.5 (unit length per second). To denote the movement trajectories, we will record the positions and moving directions of all the robots by every one second.
Simulation with Convex Obstacles
A typical experiment in the environment with convex obstacles is as shown in Figure 8 . The environment where three robots are plotted in includes both geometric and circular shape of obstacles, meanwhile, all the obstacles are static here. The start position and its corresponding target for every robot also are denoted in this figure. Firstly, the robots move towards the corresponding targets under the control of target positioning behavior until detected any obstacles. After a wall or a much bigger obstacle is identified, the wall following behavior is to be activated. From this figure we can see that the proposed method shows excellent performance for avoiding convex obstacles.
The recorded velocity variation curves of both wheels in this simulation are presented in Figure 9 . It can be seen that the velocities of both wheels of all the robots increased when the robots moved towards the targets in the process of wall following; and the velocities of left or right or both wheels decreased on different levels to generate the velocity differences for turning left or right when avoiding obstacles. At the end of the trajectories, the velocities of both wheels were decreased to reach the targets. 
Effectiveness of the State Memorizing Strategy
In order to verify the proposed state memorizing strategy when the robot moves in the indoor environments with concave obstacles, a simulation for a typical complicated situation that causes the "infinite repetition" or "dead cycle" problem has been done in this section.
A robot moving under a U-valley shape obstacle situation is shown in Figure 10 . The robot moved in the U-valley area towards the target first, but because of lack of "memory function", as shown in Figure 10 (a) the robot turned back towards the target again and again after finishing wall following process. In contract, as shown in Figure 10 (b), the robot "remembered" the moving state and made a decision to turn right to keep on following the wall, so that it can move around the obstacle and finally reached the target.
Simulation in the Indoor Environments
The indoor environments contain not only convex obstacles but also concave ones and walls. In this section, the proposed indoor environments are formed by several convex obstacles and concave walls, and a dynamic obstacle which denoted by a white circular shape is also added. The trajectories of all the robots are as shown in Figure 11 . Here, there are 4 robots that with different start positions and different targets. The size of the environment is set as 400 × 400 unit length. The dynamic obstacle will keep on moving left and right between [300, 200] and [100, 200] during the whole process at the speed of 0.8 times of maximum linear velocity of wheels, and its trajectory is denoted as a dashed line.
The velocity change curves for all the robots in this simulation are presented in Figure 12 . Refer to Figure 11 , robot 1 encountered the dynamic obstacle at position A. It can be seen form Figure 12 that, in order to avoid collision, the velocity of left wheel of robot 1 was rapidly decreased to guide the robot to turn left first, and then increased again to drive the robot to move ahead. Similarly, robot 2 and 4 met at position B. Accord-ing to the velocity change curves we can see that, robot 4 turned left first and then moved ahead at a high speed, meanwhile, robot 2 span to its right side on the spot to let robot 4 to pass through first.
Conclusions
This paper studied a real-time reactive navigation problem for multiple mobile robots in the unknown indoor environments. The proposed approach is formed by several behaviors and based on fuzzy inference system. In this paper, both convex and concave obstacles were investigated. Under the control of the proposed method, the robots can autonomously avoid both static and dynamic obstacles and reach the targets. The simulations provided satisfactory results for the proposed problem and the fuzzy-based strategies have been verified to be effective
In the real applications of the future work, the uncertainties caused by the accuracies of sensors should be considered and the redundancy safe distance should be adopted in the application of the proposed wall following strategy. The performance of a fuzzy inference is influenced by its knowledge base (rules). Thus, it is essential to adjust the rules of fuzzy controller to get a better performance, which will be the next work for us. The adjust method can be viewed as an optimization process, so a neural network or a genetic algorithm offers a possibility to solve this problem.
