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Re´sume´ – Dans cet article nous nous inte´ressons a` la ge´ne´ralisation entropique du principe d’incertitude d’Heisenberg et a`
ses cas d’e´galite´. Le principe d’Heisenberg bornant le produit des variances d’un vecteur ale´atoire et de son vecteur conjugue´,
n’a de sens que si les variances existent. Nous rappelons dans cet article les version entropiques (au sens de Re´nyi) de ce
principe, permettant de s’affranchir de l’existence des variances. Comme pour le principe d’Heisenberg, en dimension finie la
borne de l’ine´galite´ entropique est atteinte uniquement dans le cas gaussien. L’objectif de ce travail est alors d’identifier les cas
non-gaussiens d’e´galite´ dans cette ine´galite´, pour des vecteurs dont la densite´ de probabilite´ est a` syme´trie elliptique et dont
la dimension tend vers l’infini. Nous montrons que l’e´galite´ est asymptotiquement atteinte dans de nombreux cas de me´langes
d’e´chelle gaussiens.
Abstract – In this paper we study the entropic generalization of the Heisenberg uncertainty principle and its cases of equalities.
The Heisenberg uncertainty principle bounds the product of the variances of a random vector and of its conjugated; it has a
meaning only if the variances exist. We recall the Re´nyi entropic generalization to this principle, that permits to bypass the
existence of variances. Like for the Heisenberg principle, when the dimension is finite the bound of the inequality is achieved
only in the Gaussian context. The goal of this study is to identify the non-Gaussian cases of equality in the context of elliptically
distributed vectors and when the dimension tends to the infinity. We show that the equality is asymptotically achieved for
numerous cases of Gaussian scale mixtures.
1 Introduction
Le principe d’incertitude d’Heisenberg, issu de la
physique, trouve d’importantes applications dans certains
domaines du traitement du signal comme l’analyse en
ondelettes (ine´galite´ d’Heisenberg-Gabor); il borne in-
fe´rieurement le produit des variances d’un vecteur ale´a-
toire et de son vecteur conjugue´. Dans le domaine temps-
fre´quence par exemple, cette ine´galite´ indique que, con-
jointement, les re´solutions temporelles et fre´quentielle
d’un signal ne peuvent eˆtre arbitrairement faibles. Pour
une fonction d’onde n-dimensionnelle Ψn(x) et sa trans-
forme´e de Fourier Ψ̂n(u) = (2pi)
−n2
∫
Rn
Ψn(x)e
−ıutx dx
(par exemple la position et le moment d’une particule),
on notera Xn ∈ R
n un vecteur ale´atoire distribue´ suivant
la densite´ de probabilite´ (ddp) fn(x) = |Ψn(x)|
2, et X˜n
le vecteur conjugue´ de ddp f˜n(x) = |Ψ̂(x)|
2. La relation
d’incertitude d’Heisenberg s’e´crit formellement
EXtnXn
n
EX˜tnX˜n
n
≥
1
4
(1)
Cependant, cette ine´galite´ n’a un sens que lorsque les vari-
ances conside´re´es existent, ce qui n’est pas le cas par ex-
emple pour un vecteur ale´atoire de loi de Cauchy. En
1975, Bialinycki-Birula et al. [1] ont reformule´ cette in-
e´galite´ en termes d’entropie de Shannon, et montre´ que
la relation d’Heisenberg est une conse´quence de cette ine´-
galite´ entropique. Re´cemment [2, 3], cette ine´galite´ a e´te´
e´tendue a` la famille des entropies de Re´nyi sous la forme
H p
2
(Xn) +H q
2
(X˜n)
n
≥ log(2pi) +
log p
p− 2
+
log q
q − 2
(2)
ou` l’entropie de Re´nyi d’index λ est de´finie comme
Hλ(Xn) =
1
1−λ log
∫
fλn et avec 1/p + 1/q = 1. Remar-
quons que par continuite´, l’entropie de Re´nyi de parame`tre
λ = 1 co¨ıncide avec l’entropie de Shannon. Ce re´sultat
sugge`re de ge´ne´raliser la notion de puissance entropique en
de´finissant Nλ(Xn) = (2pi)
−1λ1/(1−λ) exp(2Hλ(Xn)/n);
cette quantite´ peut eˆtre conside´re´e comme une mesure
ge´ne´ralise´e de l’incertitude associe´e a` Xn. En termes de
cette nouvelle mesure, l’ine´galite´ (2) s’e´crit simplement
N p
2
(Xn)N q
2
(X˜n) ≥
1
4
(3)
et le sens physique de cette ine´galite´ est similaire au
principe d’incertitude d’Heisenberg : il existe une incerti-
tude minimale associe´e a` la mesure conjointe d’une vari-
able et de sa conjugue´e.
Une proprie´te´ importante des ine´galite´s (1) et (3) est
leur invariance par changement d’e´chelle, i.e. par trans-
formation du vecteur Xn en un vecteur AXn ou` A est une
matrice inversible. Une seconde proprie´te´ importante est
que, a` dimension n finie, le cas d’e´galite´ est atteint dans
(1) comme dans (3) si et seulement si Xn est un vecteur
gaussien [2, 3]. Cependant, cette proprie´te´ n’est plus ve´ri-
fie´e asymptotiquement [2, 4] : par exemple, un vecteur
Xn suivant une loi Student-t isotrope atteint la borne in-
fe´rieure de (2) lorsque n→ +∞.
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Dans cet article, nous nous inte´ressons aux cas d’e´galite´s
asymptotiques dans la relation d’incertitude entropique
(2) dans le cadre de vecteurs Xn de lois a` syme´trie ellip-
tique. Nous commencerons par reformuler la somme des
taux d’entropies dans ce contexte et montrerons que celle-
ci peut e´galement eˆtre majore´e. Nous montrerons analy-
tiquement que dans le cas de variables Student-t, le majo-
rant tend vers le minorant lorsque la dimension n tend vers
l’infini. Nous montrerons e´galement nume´riquement cet
effet sur d’autres exemples non-gaussiens, sugge´rant qu’il
est ge´ne´rique aux vecteurs ale´atoires elliptiques. Dans la
partie discussion, nous donnerons une interpre´tation pos-
sible de cet effet.
2 Principe d’incertitude et lois el-
liptiques
2.1 Encadrement de la somme des taux
d’entropie
Soit Ψn(x) : R
n 7→ C une fonction d’onde et Fn(x) =
|Ψn(x)|
2 la densite´ de probabilite´ associe´e; soit Ψ̂n la
transforme´e de Fourier de Ψn si bien que F˜n(x) =∣
∣
∣Ψ̂n(x)
∣
∣
∣
2
est aussi une densite´ de probabilite´. Nous
nous inte´ressons par la suite au cas particulier de
lois du type elliptique, c’est-a`-dire telles qu’il existe
une matrice inversible M(n × n) telle que Ψn(x) =
|Σ|−
1
4 ψn
(
(xtΣ−1x)
1
2
)
ou` Σ = M−1M−t est une ma-
trice syme´trique de´finie positive. En raison de l’invariance
d’e´chelle de (2), nous supposerons de´sormais que Σ = I
matrice identite´. Un vecteur Xn distribue´ suivant une
telle loi est dit sphe´riquement invariant ou isotrope et
Fn(x) = fn(‖x‖) = |ψn(‖x‖)|
2
Ceci implique [2, 5] qu’un vecteur ale´atoire X˜n distribue´
suivant la loi F˜n(x) est e´galement isotrope et que sa loi
ve´rifie
F˜n(x) = |ϕn(‖x‖)|
2
ou`
ϕn(r) = r
1−n2
∫
R+
u
n
2 ψn(u)Jn2−1(ur) du
est la transforme´e de Hankel modifie´e de ψn, et Jν est la
fonction de Bessel du premier type et d’ordre ν. En repor-
tant les expressions de Fn et F˜n dans celles des entropies
de Re´nyi H p
2
(Xn) et H q
2
(X˜n), et par [6, 4.642], la somme
des taux d’entropie Sp(Xn) =
H p
2
(Xn)
n +
H q
2
( eXn)
n s’e´crit
Sp(Xn) =
2
n
log
(
2pi
n
2
Γ
(
n
2
)
)
+
2
n(2− p)
log
∫
R+
rn−1|ψn(r)|
p dr (4)
+
2
n(2− q)
log
∫
R+
rn−1|ϕn(r)|
q dr
Nous supposerons par la suite que la fonction Ψn peut
eˆtre e´crite sous la forme Ψn(x) =
∫
R+
an(u) e
− x
txu
2 du :
pour les conditions permettant cette de´composition, on
consultera [7]. Dans le cas an ≥ 0, ceci implique que
le vecteur ale´atoire Xn est un me´lange d’e´chelle gaussien
Xn =
Gn√
B
ou` B ∈ R+ est une variable ale´atoire inde´pen-
dante du vecteur gaussien Gn. La fonction ψn s’e´crit,
ψn(r) =
∫
R+
an(u) e
− r
2u
2 du (5)
avec an(u) = L
−1
(
ψn
(
2
1
2 s
1
2
))
(u) ou` L−1 de´signe la
transforme´e de Laplace inverse. De plus, on montre facile-
ment que Ψ̂(x) = ϕn(‖x‖) est e´galement un “me´lange
gaussien” [6, 6.631–4] et
ϕn(r) =
∫
R+
u−
n
2 an(u) e
− r
2
2u du (6)
Ces hypothe`ses permettent alors d’obtenir une borne
supe´rieure de la somme des taux d’entropie. Pour ce faire,
conside´rons la fonction
Pp(λ) = log
∫
R+
r−1
∣
∣
∣r
n
p ψn(r)
∣
∣
∣
λ
dr (7)
Le second terme de droite de (4) est donc 2n(2−p)Pp(p). En
de´rivant Pp deux fois et par l’ine´galite´ de Cauchy-Schwarz
on obtient
∂2Pp
∂λ2 ≥ 0 et donc que Pp est convexe. Par
conse´quent pour λ ∈ [1; 2], Pp(λ) ≤ (2 − λ)Pp(1) + (λ −
1)Pp(2), et l’ine´galite´ inverse si λ > 2. On en de´duit que
pour tout λ ≥ 1, 12−λPp(λ) ≤ Pp(1) +
λ−1
2−λPp(2), et en
particulier pour λ = p,
log
∫
R+
rn−1 |ψn(r)|
p dr
2− p
≤ Pp(1) +
p− 1
2− p
Pp(2) (8)
On remplace alors ψn par son expression (5) dans (7),
Pp(1) ≤ log
∫
R
2
+
r
n
p
−1|an(u)|e
− r
2u
2 dr du
=
(
n
2p
− 1
)
log 2 + log Γ
(
n
2p
)
+ log
∫
R+
u−
n
2p |an(u)| du (9)
avec e´galite´ si an ≥ 0. On supposera que la second inte´-
grale converge. On proce`de de meˆme pour Pp(2),
Pp(2) =
(
n
p
− 1
)
log 2 + log Γ
(
n
p
)
+ log
∫
R
2
+
(u + v)−
n
p an(u)a
∗
n(v) du dv (10)
En reportant (9)-(10) dans (8) on borne supe´rieurement
le premier terme inte´gral de (4). On proce`de de la meˆme
manie`re pour le second terme inte´gral,
log
∫
R+
rn−1 |φn(r)|
q
dr
2− q
≤ Qq(1) +
q − 1
2− q
Qq(2) (11)
avec
Qq(1) ≤
(
n
2q
− 1
)
log 2 + log Γ
(
n
2q
)
+ log
∫
R+
u−
n
2p |an(u)| du (12)
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et
Qq(2) =
(
n
q
− 1
)
log 2 + log Γ
(
n
q
)
+ log
∫
R
2
+
(uv)
n
q
−n2
(u + v)
n
q
an(u)a
∗
n(v) du dv (13)
On reporte alors (9)-(10) dans (8), (12)-(13) dans (11),
le tout dans (4), et on utilise les de´veloppements asymp-
totique du log-gamma [6, 8.342] pour finalement obtenir
l’encadrement suivant :
Sp(Gn) ≤ Sp(Xn) ≤ Sp(Gn) + δp(n) + o(1) (14)
ou`
Sp(Gn) = log(2pi) +
log p
p− 2
+
log q
q − 2
(15)
est le taux d’entropie d’une gaussienne et
δp(n) =
2(p− 1)
np(2− p)
(p logLn,p(1/p)−q logLn,p(1/q)) (16)
avec



Ln,p(t) =
∫
R
2
+
(
uv
(u+ v)2
)nt
2
An,p(u)A
∗
n,p(v) du dv
An,p(u) =
u
−
n
2p an(u)R
R+
u
−
n
2p |an(u)| du
(17)
Pour que Sp(Xn) tende vers le taux d’entropie gaussien
Sp(Gn), il suffit que δp(n) tende vers 0 avec n. En l’e´tat,
nous ne savons pas spe´cifier de condition(s) ne´cessaire(s)
pour que cette convergence ait lieu. Cependant, nous pou-
vons montrer quelques exemples de lois non-gaussiennes
qui atteignent asymptotiquement la borne gaussienne cor-
respondant a` une incertitude minimale.
2.2 Divers cas d’e´galite´ asymptotique
Lois Student-t Abe et al. [4] ont montre´ nume´rique-
ment, et dans le cas de l’entropie de Shannon (p = q = 2)
uniquement, que les lois multivarie´es de Cauchy atteignent
la borne infe´rieure de l’entropie (δ2(n) → 0). Nous
avons e´tendu ce re´sultat a` une famille beaucoup plus
large de distributions, la famille des lois Student-t a` m
degre´s de liberte´ pour lesquelles fn(r) ∝ (1 + r
2)−
n+m
2
[2]. La loi de Cauchy correspond a` m = 1. Pour
cette famille on montre que an(u) ∝ u
n+m
4 −1e−
u
2 , car
F
1
2
n est Student-t et les Student-t sont me´lange d’e´chelle
gaussien [2, 8]. On calcule ensuite An,p(u) via (17),
puis Ln,p(t) par un passage en coordonne´es polaires :
Ln,p(t) =
Γ2(n+m4 −
n
2p+
nt
2 )Γ(
n+m
2 −
n
p )
Γ2(n+m4 −
n
2p )Γ(
n+m
2 −
n
p
+nt)
. En remplac¸ant alors
cette expression dans (16) et par le de´veloppement asymp-
totique du log-gamma [6, 8.342] on montre que δp(n) tend
vers 0 quand n tend vers l’infini. Ce re´sultat est illustre´
sur la Fig.1 ci-dessous ou` Sp(Gn)+δp(n) est trace´e en fonc-
tion de n pour diffe´rentes valeurs de l’indice entropique p.
Dans le cas particulier m = n + 2 on peut meˆme obtenir
un re´sultat analytique de Sp(Xn) et montrer directement
que Sp(Xn)→ Sp(Gn) [2].
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Fig. 1: Quantite´ Sp(Gn) + δp(n) en fonction de n dans le
cas Student-t et m = 1 (Cauchy, trait plein), m = n + 2
(Laplace, trait mixte) et m =
√
n (tirets). La ligne en pointil-
le´s repre´sente la borne infe´rieure de (2) et p = 2.01 (gauche),
p = 3 (centre) et p = 5 (droite).
Lois gaussiennes ge´ne´ralise´es Pour ces lois, fn(r) ∝
e−r
α
ou` α est l’indice de la loi. Lorsque α ≤ 2, il est
possible de de´terminer la “loi” de me´lange an. En effet,
la fonction Ψn = F
1
2
n a une forme gaussienne ge´ne´ralise´e
de meˆme indice α. De plus elle a la meˆme expression que
la fonction caracte´ristique d’une loi syme´trique α-stable
(“sous-gaussien”) d’indice α [9]. Sa transforme´e de Fourier
est donc proportionnelle a` la densite´ d’un vecteur α-stable
d’indice α. Or un tel vecteur peut s’e´crire sous forme d’un
me´lange d’e´chelle gaussien [9] par une variable scalaire
α-stable d’indice α/2 et de parame`tre d’asyme´trie β =
1 : d’apre`s (6) c’est donc la loi que suit an. D’apre`s les
de´veloppements autour de l’infini et 0 de la densite´ d’une
telle loi [9, eq. (1.2.8)] et [10, th. 2.5.2], les inte´grales
de δp(n) sont convergentes. Malheureusement, dans ce
cadre an n’a pas de forme explicite. Nous avons utilise´ la
code de J.-P. Nolan [11] pour tabuler an et avons e´value´
(17)-(16) nume´riquement. La figure 2 repre´sente Sp(Gn)+
δp(n) en fonction de n, pour plusieurs valeurs α de la loi
et pour diffe´rentes valeurs de l’indice entropique p. On
constate que pour les gaussiennes ge´ne´ralise´es la somme
des taux d’entropie atteint encore la borne minimale de la
relation d’incertitude. On pourra noter que le cas α = 1
correspond aux cas m = n+ 2 du cas Student-t, cas pour
lequel Sp a une expression analytique (dans ce cas, an suit
une loi de Le´vy et a une expression analytique).
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Fig. 2: Sp(Gn) + δp(n) en fonction de n dans le cas gaussien
ge´ne´ralise´ et α = 1.4 (trait plein), α = 1.6 (trait mixte) et
α = 1.8 (tirets). La ligne en pointille´s repre´sente la borne
infe´rieure de (2) et p = 2.01 (gauche), p = 3 (centre) et p = 5
(droite).
Fonction de me´lange de type fonction de Bessel
On conside`re le cas de lois du type fn(r) ∝
(
√
1+r4−r2)n+m
1+r4
pour lesquelles an(r) ∝ Jn+m
2
(r/2) [6, 6.611–1]. D’apre`s
les de´veloppements autour de l’infini et 0 de Jν [6, 8.440 et
8.451–1], les inte´grales de δp(n) sont convergentes. A notre
connaissance ces lois ne de´crivent pas une famille partic-
ulie`re. Toutefois, elles nous permettent d’illustrer le fait
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que le comportement observe´ dans les cadres pre´ce´dents
ne se limitent pas aux cas an ≥ 0. En effet, le comporte-
ment de Sp(Gn) + δp(n) en fonction de n, trace´ figure 3,
montre que la borne minimale du principe d’incertitude
est encore atteinte dans ce cadre.
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Fig. 3: Sp(Gn) + δp(n) en fonction de n dans le cas ou` an ∝
Jn+m
2
etm = 0 (trait plein), m =
√
n (trait mixte) etm = n/2
(tirets). La ligne en pointille´s repre´sente la borne infe´rieure de
(2) et p = 2.01 (gauche), p = 3 (centre) et p = 5 (droite).
3 Discussion
Dans cet contribution nous avons rappele´ la relation
d’incertitude entropique de Bialynicki-Birula ge´ne´ralise´e
aux entropies de Re´nyi. Nous avons montre´ que, dans
le cas de vecteurs elliptiquement distribue´s, la somme
des taux d’entropie admet un majorant, et avons ex-
hibe´ quelques exemples non-gaussiens pour lesquels ce
majorant tend vers le minorant avec la dimension n :
l’incertitude minimale associe´e a` la mesure conjointe d’une
variable et de sa conjugue´e est alors asymptotiquement
atteinte. Dans [2] nous avons montre´ e´galement cet effet
nume´riquement sur des variables Student-r, en e´valuant
nume´riquement Sp(Xn) (dans ce cadre nous n’avons pas
pu e´valuer an). Nous avons e´galement teste´ divers cas
de me´langes an. Pourvu que An,p et Ln,p existent, tous
les exemples teste´s ont exhibe´ le meˆme effet. Ces re´sul-
tats laissent entendre que la convergence de δp(n) vers
0 semble ge´ne´rique aux vecteurs ale´atoires elliptiquement
distribue´s.
Dans le domaine du traitement du signal, il est com-
mune´ment admis que les lois gaussiennes sont celle as-
socie´es a` une incertitude minimale lors de la mesure de
variables conjugue´es. C’est le cas en dimension finie,
mais les re´sultats pre´ce´dents montrent que de nombreux
syste`mes de grandes dimensions se rapprochent de cette
borne d’incertitude minimale. Une interpre´tation possible
de ce phe´nome`ne, propose´e dans [2], serait que, lorsque la
dimension du syste`me croˆıt, sa distribution tend, en un
sens a` pre´ciser, vers une distribution gaussienne. Nous
avons montre´ dans [2] que cette explication par “gaussian-
isation” est en ge´ne´ral fausse. La divergence de Kullback-
Leibler entre Xn et un vecteur gaussien peut tendre vers
l’infini alors meˆme que la borne minimale de (3) peut-eˆtre
atteinte. De meˆme la distribution d’un sous vecteur de
taille fini peut ne pas tendre vers une gaussienne (ex. cas
Cauchy) alors que Sp(Xn) atteint Sp(Gn). On notera que
l’hypothe`se de syme´trie elliptique introduit une de´pen-
dance entre les composantes du vecteur ale´atoire : dans le
cas de composantes inde´pendantes et identiquement dis-
tribue´es, le taux d’entropie co¨ıncide avec l’entropie d’une
composante, ce qui empeˆche l’apparition du phe´nome`ne
de´crit ci-dessus. On peut se poser alors la question du
sens physique de (3) en grande dimension : tout se passe
comme si la loi de me´lange influe de moins en moins sur
l’incertitude conjointe dans un domaine et son domaine
conjugue´. Une perspective de ce travail est la de´termina-
tion des conditions minimales pour qu’un vecteur montre
ce comportement asymptotique. Dans ce cas, il serait in-
te´ressant de comprendre le sens physique de cet effet.
En termes d’applications potentielles, on rencontre de
plus en plus fre´quemment des proble`mes de discrimination
de donne´es en grande dimension, que ce soit en traitement
d’image (travail sur un espace de caracte´ristiques) ou dans
des proble`mes d’apprentissage. Bien que non directement
lie´, ce travail pourrait trouver e´cho dans ces domaines du
traitement du signal.
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