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1Abstract
The Singular Theta Correspondence, Lorentzian Lattices
and Borcherds–Kac–Moody Algebras
by
Alexander Graham Barnard
Doctor of Philosophy in Mathematics
University of California at Berkeley
Professor Richard E. Borcherds, Chair
This dissertation answers some of the questions raised in Borcherds’ papers on Moonshine
and Lorentzian reflection groups. Firstly, we show that the pseudo–cusp forms studied by
Hejhal in connection with the Riemann hypothesis can be constructed using the singular
theta correspondence. We prove (assuming an open conjecture of Burger, Li and Sarnak
about the automorphic spectra of orthogonal groups) that a Lorentzian reflection group
with Weyl vector is associated to a vector–valued modular form. This result allows us to
establish a folklore conjecture that the maximal dimension of a Lorentzian reflection group
with Weyl vector is 26. In addition, in the case of elementary lattices, we show that these
vector–valued forms can be obtained by inducing scalar–valued forms. This allows us to
explain the critical signatures which occur in Borcherds’ work. Many of the structures
which occur at these critical signatures are especially beautiful and symmetric and have
appeared independently throughout the literature. We investigate Borcherds–Kac–Moody
(BKM) algebras with denominator formulæ that are singular weight automorphic forms.
The results of these investigations suggest that all such BKM algebras are related to orbifold
constructions of vertex algebras and elements of the Monster finite group. If this conjecture
were true it would give a nice, simple classification of an important class of BKM algebras.
These BKM algebras are interesting from a purely Lie algebraic point of view as they can
be considered natural generalizations of finite and affine Lie algebras: The Weyl groups for
finite dimensional Lie algebras are spherical reflection groups, for affine Lie algebras are
planar reflection groups and for these BKM algebras are hyperbolic reflection groups. Since
BKM algebras also appear in the string theory literature as algebras associated to BPS
states, we expect a classification will be of further interest. Finally, we show how work in
this dissertation combined with results of Bruinier gives a new insight into the arithmetic
mirror symmetry conjecture of Gritsenko and Nikulin.
iTo my grandfather —
who was always interested in the work of others.
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1Notation
(
a
b
)
The Kronecker symbol;
(·, ·) The bilinear form on a lattice;
〈·, ·〉 A bilinear form;
A The discriminant form L∗/L of some lattice L;
An Elements of order n in the discriminant group;
An nth powers of elements of A;
An∗ A coset of An in A;
b+, b− Signatures of a lattice;
b(λ, n) A Fourier coefficient of a modular form;
Bn(x) A Bernoulli polynomial of degree n;
χA A character associated to the discriminant form A;
cλ,n(y) A Fourier coefficient of a modular form;
C The complex numbers;
∆ A Laplacian operator;
∆(τ) The unique normalized cusp form of weight 12 for SL2(Z);
∆n+(τ) A cusp form for the group Γ0(n)+;
eγ A basis for C[L
∗/L];
e(x) The function e2πix;
η(τ) Dedekind’s eta function;
FL(τ ; γ, s) A Maass–Poincare´ series;
F The usual fundamental domain for SL2(Z);
Ft A truncated version of F ;
Γ(s) The Gamma function;
Γ˜0(N) A congruence subgroup of Mp2(Z);
Gr(L) The Grassmannian manifold of L;
GL(a, β, c) A Gauss sum;
Gn A Hecke triangle group;
H(δ) The Heegner–divisor corresponding to δ;
H The upper half plane;
ℑ(τ) The imaginary part of τ ;
II1,1 A lattice with bilinear form
[
0
1
1
0
]
;
IIr,s(A) A genus of even lattices;
K The lattice (L ∩ z⊥)/Zz;
Kn(y) A modified Bessel function of the third kind;
2k+, k− Weights of a modular form;
Λ The Leech lattice;
L A lattice;
L∗ The dual of a lattice;
L∗0 A sublattice of L
∗;
L(n) The lattice with form scaled by n;
Mp2 The metaplectic group — a double cover of SL2;
Mn,s(y) A modified Whittaker function;
N The level of a lattice or modular form;
Q The rational numbers;
Qp The p–adic numbers;
Φ(v) Singular theta transformation of some function;
ψ Piecewise linear part of a function;
q e2πiτ ;
ρ A (generalized) Weyl vector;
ρL The Weil representation associated to L;
ραβ A coefficient of the Weil representation;
ℜ(τ) The real part of τ ;
R The real numbers;
SL2 The special linear group;
σv The reflection in v
⊥;
S
([0
1
−1
0
]
,
√
τ
) ∈ Mp2(Z);
s A complex number giving the eigenvalue;
sgn(L) The signature of the lattice L;
τ A complex number from the upper half plane;
θL(τ) A theta function;
ΘL(τ ; v) A Siegel theta function associated to an indefinite lattice L;
T
([1
0
1
1
]
, 1
) ∈ Mp2(Z);
Tx An automorphism of L⊗R;
v An element of the Grassmannian;
v+ Projection onto the positive definite space represented by v;
v− Projection onto the negative definite space represented by v;
W The Weyl group;
Wn,s(y) A modified Whittaker function;
ξ Real analytic piece of a function;
ζ(s) The Riemann zeta function;
Z
([
−1
0
0
−1
]
, i
)
∈ Mp2(Z);
z A primitive norm zero vector from L;
z′ A vector in L∗ with (z, z′) = 1;
Z The integers;
Zp The p–adic integers.
3Chapter 0
Summary of Results
The majority of this dissertation uses Harvey and Moore’s extension of the theta cor-
respondence [10, 32] (which we call the singular theta correspondence) to study Lorentzian
reflection groups with Weyl vectors. We start by recalling some facts about the singular
theta correspondence.
Most of the definitions can be found in Chapter 1. Suppose that L is an even, integral,
unimodular lattice of signature (m,n) and that Gr(L) is the Grassmannian of maximal
(m–dimensional) positive definite subspaces of L⊗R. Let F (τ) be a holomorphic modular
form of weight (m − n)/2 for SL2(Z). The Siegel theta function ΘL(τ ; v) is a function of
both v ∈ Gr(L) and τ in the upper half plane and it is invariant under the actions of Aut(L)
and SL2(Z). The function
ΦF (v) =
∫
F
ΘL(τ ; v)F (τ)dxdy/y
2, (0.1)
where F is a fundamental domain for SL2(Z) acting on the upper half plane, is an au-
tomorphic form on Gr(L) invariant under the discrete group OL(Z). The correspondence
F (τ) −→ ΦF (v) is roughly the theta (or Howe) correspondence.
Suppose that we allow F (τ) to have singularities at the cusps but require it to be holo-
morphic on the upper half place. The integral in Equation 0.1 then diverges wildly. Harvey
and Moore showed, using ideas from quantum field theory, that it is still possible to make
sense of the integral by “regularizing” it. This allowed Harvey and Moore to simplify the
proofs of many results from [9]. Their construction was generalized by Borcherds in [10]
to, in particular, non–unimodular lattices. The main difference when we work with non–
unimodular lattices is that we have to replace the modular form F (τ) with a vector–valued
modular form transforming according to the Weil representation of the lattice L.
It is possible to use real analytic modular forms in the singular theta correspondence.
Real analytic modular forms are functions with similar transformation properties to holo-
morphic modular forms, but rather than being holomorphic they are assumed to be eigen-
functions of the Laplacian. These are a generalization of holomorphic modular forms since
being holomorphic is essentially equivalent to being annihilated by the Laplacian. An ad-
4vantage of real analytic modular forms is that they exist for any choice of singularities at
the cusps. A real analytic form with given singularities at cusps can be constructed by
standard Eisenstein series techniques.
In Chapter 2 we show that the singular theta correspondence applied to suitable real
analytic modular forms can give cusp forms for SL2(Z) with logarithmic singularities at the
corners of the fundamental domain. These functions, known as pseudo–cusp forms, were
first found in computer experiments of Haass. He was searching for eigenfunction of the
Laplacian and found pseudo–cusp forms accidentally due to a slight bug in his code. Later,
Stark noticed that the eigenvalues for which these pseudo–cusp forms occur are closely
related to zeros of the Riemann zeta function. This was explained by Hejhal who showed
they were related to the zeros of the Dedekind zeta function for Q(
√−3). Chapter 2 provides
a new construction for these pseudo–cusp forms. It is simple to find a real analytic function,
F (τ), whose singular theta transformation is a modular form with logarithmic singularities;
what is difficult is to ensure it is cuspidal. This can happen in two distinct ways: either
the singular theta transformation is automatically cuspidal or the constant term of F (τ)
vanishes. The first of these occurs when the eigenvalue of the Laplacian is a root of the
Riemann zeta function; the second occurs when the eigenvalue is a root of a certain L–
function. So, cuspidal behaviour occurs when the eigenvalue is a root of the product of
the Riemann zeta function and the L–function; this product is exactly the Dedekind zeta
function for Q(
√−3). This construction generalizes easily to cusp forms with singularities
at other points in the fundamental domain and explains the appearance of other Dedekind
zeta functions.
The singular theta correspondence for holomorphic modular forms, when the lattice has
signature (1, n), gives piecewise linear functions on the hyperbolic space Gr(L). These
piecewise linear functions have singularities orthogonal to certain vectors in L∗ (the vectors
being determined by the singularities of the modular form). In rare cases the singularities
will occur along the reflection hyperplanes of the underlying lattice L. When this happens
we say that the modular form F (τ) is associated to the reflection group of L (we call F (τ) a
reflective modular form). Much evidence is presented in [12] supporting the conjecture that
all “nice” Lorentzian reflection groups are associated, in this manner, to reflective forms.
Chapter 3 provides a proof of this conjecture assuming an open conjecture of Burger, Li
and Sarnak [19, 20]. The singular theta correspondence applied to real analytic forms does
not quite give piecewise linear functions; it gives a sum of a piecewise linear function and
a smooth function. Therefore the concept of reflective form still makes sense in the real
analytic case. Since real analytic modular forms can have any desired singularity structure
at the cusps it is easy to write down a real analytic modular form associated to the reflection
group of L. Specializing the eigenvalue of the real analytic modular form to be the eigenvalue
which holomorphic forms have we obtain a form F (τ), some of whose Fourier coefficients
are holomorphic. To complete the theorem we have to show that the remaining Fourier
coefficients vanish. Bruinier has shown that the holomorphic coefficients correspond to the
piecewise linear function and the non–holomorphic coefficients to the smooth function. He
also showed that the smooth function is an eigenfunction of the Laplacian with eigenvalue
−n. The Laplacian for orthogonal groups has been extensively studied and there is a
conjectural spectrum. The eigenvalue −n does not occur in this spectrum so we deduce
5(assuming the conjecture) that the smooth function is identically zero. For most lattices
this is enough to show that the individual non–holomorphic terms are also zero and hence
that F (τ) is a holomorphic modular form.
We now have a correspondence between Lorentzian lattices with Weyl vectors and holo-
morphic vector–valued modular forms with certain singularities at the cusps. This allows
us to deduce results about Lorentzian lattices by studying the related modular forms. This
is good: the theory of modular forms is further developed and more powerful tools are avail-
able. One theorem we can deduce a folklore conjecture that II1,25 is (essentially) the unique
largest Lorentzian lattice with Weyl vector. Under the correspondence this conjecture is
equivalent to the lowest weight cusp form for SL2(Z) having weight 12; this is a well–known
and basic result in the theory of modular forms. We sketch a more detailed proof below.
Primitive roots of lattices have norms less than 2, therefore the associated reflective
form, F (τ), has singularities no worse than q−1. In particular, this means that ∆(τ)F (τ) is
holomorphic even at the cusps (here ∆(τ) is Ramanujan’s cusp form for SL2(Z) of weight
12). Forms which are holomorphic everywhere must have positive weight, so F (τ) must
have weight at least −12 and therefore the lattice L must have signature at least −24. This
implies the folklore conjecture that the maximal signature for a Lorentzian lattice with Weyl
vector is −24. In fact, since we know the space of all vector–valued holomorphic modular
forms of weight 0 we can deduce that all Lorentzian lattices with Weyl vectors and signature
−24 are closely related to II1,25.
In [12] it was observed that there is a natural way to obtain vector–valued forms for
SL2(Z) by inducing scalar–valued forms of certain congruence subgroups and that many of
the vector–valued forms associated to Lorentzian lattices occurred in this way. In Chapter
4 we show that if the Lorentzian lattice L is elementary then the associated vector–valued
form is induced from a scalar–valued form. This is proved by examining in detail how the
induction process behaves on the various components of the vector–valued form. This result
is useful since scalar–valued forms are better understood than vector–valued ones and easier
for a computer program to handle. One consequence of this result is an explanation for the
critical signatures observed in [12]: These signatures correspond to the lowest weights of
cusp forms for various congruence groups. For example, in level 1 the critical signature is
−24, the corresponding Lorentzian lattice is II1,25 and the corresponding definite lattice is
the Leech lattice. In level 2 the critical signature is −16, the Lorentzian lattice is II1,17(2+10)
and the definite lattice is the Barnes–Wall lattice. In level 3 the critical signature is −12,
the Lorentzian lattice is II1,13(3
−8) and the definite lattice is the Coxeter–Todd lattice.
These three lattices are well–known and have many similar and beautiful properties. Other
lattices which occur at the critical signatures are slightly less well–known but have similar
properties. For example, the above three examples fit into a family: For primes p such that
p+ 1 divides 24 we obtain Lorentzian lattices which are closely related to modular lattices
(a modular lattice is one which is similar to its dual lattice).
If the discriminant form for the Lorentzian lattice L is not too small we can deduce
strong restrictions on the singularities that can occur in the corresponding scalar–valued
form. These restrictions allowed us to calculate the critical signatures. However, if the
discriminant form is small the scalar–valued form has a much weaker structure and we can
6not deduce results as strong as those stated above. Hence, there exist Lorentzian lattices
with signatures below the critical bound (although they are fairly rare). These lattices
still have interesting properties: for example, they often have finite co–volume reflection
groups. However, one of the most interesting properties a Lorentzian reflection group can
have is possessing a norm 0 Weyl vector, and none of these have one. A large amount of
computational data and various methods for dealing with such irregular lattices are collected
at the end of Chapter 4.
A particularly important situation where Lorentzian reflection groups occur is as Weyl
groups of Borcherds–Kac–Moody (BKM) algebras. These algebras seem to be particularly
simple when the Weyl vector has norm 0 and the denominator formula is a singular weight
automorphic form (actually, this latter condition implies that the Weyl vector is of norm
0). One reason to restrict to this class of BKM algebras is that the dimensions of its
root spaces can be expressed by simple closed expressions involving Fourier coefficients of
modular forms. Examples of such BKM algebras are the fake Monster Lie algebra [6], which
is related to the modular form ∆(τ), and the Monster Lie algebra [8], which is related to
the modular form j(τ). Various other such algebras have been constructed, for example,
the fake Monster superalgebra [59] and the Baby Monster superalgebra [37]. To study
such BKM algebras, in Chapter 5 we examine the automorphic forms which could occur
as their denominator formulæ. To do this we use the work of Bruinier which shows that
such automorphic forms should come from the singular theta transformation applied to
vector–valued modular forms in the signature (2, n) situation. This means we can study the
modular forms instead of the automorphic forms. By multiplying by a suitable Eisenstein
series we obtain a linear relation satisfied by the coefficients of these vector–valued modular
forms. As the coefficients that occur are 0 or 1, even a single linear equation is a strong
restriction. We wrote a computer program (see Appendix A) to compute the coefficients of
these Eisenstein series and then to search for solutions to the linear equation. Surprisingly,
we find very few solutions; so few that it looks like all such BKM algebras can be constructed
in a uniform way. Specifically, it seems likely that all such BKM algebras come from the
“orbifold” construction well–known in the theory of vertex algebras.
These singular weight automorphic forms occur in other places in the literature: they play
a fundamental role in the arithmetic mirror symmetry conjecture of Gritsenko and Nikulin
[30, 31]. This conjecture relates interesting Lorentzian reflection groups to the cusps of
reflective automorphic forms in the signature (2, n) case. From the ideas in this dissertation
and the work of Bruinier we obtain new insight into this conjecture. We have seen how
interesting Lorentzian reflection groups are closely related to vector–valued modular forms,
and the work of Bruinier shows how reflective automorphic forms in the signature (2, n) case
are similarly related to vector–valued modular forms. Restricting to a cusp has a simple
interpretation at the level of the vector–valued modular forms. Hence, we see one reason
for the arithmetic mirror symmetry conjecture to be true: both objects involved are related
to vector–valued modular forms. Indeed, in the cases where the correspondence in this
dissertation and the correspondence in Bruinier’s work applies we are able to deduce the
arithmetic mirror symmetry conjecture; this is discussed at the end of Chapter 5.
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Introduction
In this chapter we recall some basic definitions. We give references to places in the
literature where similar definitions, theorems and calculations can be found.
1.1 Lattices
A lattice is a free Z–module of finite rank, equipped with a symmetric Z–valued bilinear
form (∗, ∗). A lattice L is called even if the associated quadratic form,
q(x) =
1
2
(x, x),
takes only integral values; otherwise it is called odd. The property of being even or odd
is known as the type of the lattice. Most of the lattices we deal with will be even. If the
bilinear form is non–degenerate we say that the lattice is non–degenerate; unless otherwise
stated all lattices in this dissertation can be assumed to be non–degenerate. The signature
of the lattice L is the signature of the vector space L ⊗ R equipped with the natural R–
valued bilinear form. The signature is denoted by (m,n) where m is the dimension of the
maximal positive definite subspace of L⊗R and n is the dimension of the maximal negative
definite subspace. If the signature is (1, n) we call the lattice Lorentzian. We also define
sgn(L) = m− n
if the lattice L has signature (m,n).
Example. Many important lattices can be found in Chapter 4 of [23]. These include the
Leech lattice (Λ), Barnes–Wall lattice (BW16), Coxeter–Todd lattice (K12), and the E8
lattice, all of which we will see later.
If the dimension of the lattice is sufficiently small it is common to write the matrix
representing the quadratic form as a symbol for the lattice. For instance, the symbol
[0
1
1
0
]
means the lattice Z2, equipped with the bilinear form,
(x, y)2 =
[
x
y
]T [
0 1
1 0
] [
x
y
]
= 2xy.
8The lattice
[0
1
1
0
]
is very important, and is also known as a hyperbolic plane.
The dual lattice of L is
L∗ = {x ∈ L⊗Q : (x, y) ∈ Z for all y ∈ L}.
The dual lattice comes naturally equipped with a Q–valued bilinear form. The discriminant
form of L is the finite Abelian group A = L∗/L [23, 50]. The order of this group is the
determinant of the lattice L. The p–rank of L is the order of the p–part of A. A lattice L
is called elementary if the discriminant form is an elementary Abelian group.
Many of the modular forms we use take values in the vector space C[L∗/L]. The natural
basis elements for this vector space are denoted by eγ . The discriminant form comes nat-
urally with a Q/Z–valued bilinear form. If L is an even lattice then q(x) is a well–defined
Q/Z–valued quadratic form on L∗/L. So, for an even lattice L, every element of L∗/L has
a well defined norm in Q/2Z given by x2 for any representative x of the coset. If L is an
even lattice the signature is determined modulo 8 by Milgram’s formula (see Appendix 4 in
[40]): ∑
γ∈L∗/L
e(γ2/2) =
√
|L∗/L| e(sgn(L)/8),
where
e(x) = exp(2πi · x).
The sum on the left hand side is well defined by the preceding discussion. The level of a
lattice L is the minimal positive integer N such that Nγ2/2 is integral for all γ ∈ L∗.
We define a second inner product on C[L∗/L] that is linear in the first argument, anti–
linear in the second and such that
〈eβ , eγ〉 = δβ,γ =
{
1 if β = γ,
0 otherwise.
For any n ∈ Z and A = L∗/L we define An to be the nth powers of elements of A and
An to be the elements of order n. It is clear that A
n and An are orthogonal to each other.
We define An∗ to be the elements β ∈ A such that (β, γ) ≡ nγ2/2 (mod 1) for all γ ∈ An.
Clearly, when An∗ is non–empty, An∗ is a coset of An. See [12] for more about these sets.
Let L be a lattice and L∗ its dual lattice. A primitive vector of L∗ is one that is not
an integer multiple of any smaller vector. In other words v is primitive if and only if
Qv ∩ L∗ = Zv.
A root of a Lorentzian lattice L is any vector in L∗ of negative norm for which the
reflection in the plane orthogonal to it is an automorphism of the lattice L. The reflection
in a plane orthogonal to a vector v is
σv : x 7−→ x− 2(v,x)
v2
v,
where v2 is shorthand for (v,v).
9Given L, an integral lattice, L⊗Zp is a lattice over the p–adic integers, Zp. Two lattices
are said to be in the same genus if they are equivalent over the p–adic integers for all primes
p and have the same signature (this is the same as being equivalent over the completion at
the infinite prime). Two lattices K and L are in the same genus if and only if K ⊕ [01 10]
and L⊕ [01 10] are equivalent over Z. For indefinite forms the genus usually consists of only
one equivalence class of lattices; however for definite forms this is usually far from the case.
Example. The genus of the Leech lattice consists of 24 lattices (the Niemeier lattices [49]).
Knowing the genus of a lattice is equivalent to knowing the signature, dimension, type
and discriminant form, A, of the lattice. We follow Conway’s notation (see Chapter 15 of
[23]) and assign a symbol IIr,s(A
′) to the genus. The signature of the lattice is (r, s) and the
symbol II means the lattice is even. A′ is a symbol that represents the p–adic discriminant
forms of the lattice for all primes p (these are known as the p–Jordan components of the
lattice). Knowing all of the Jordan components is equivalent to knowing the discriminant
form A. We describe below the possible Jordan components:
i. Let q > 1 be a power of an odd prime p. The non–trivial Jordan components of
exponent q are denoted by q±n for n > 1. The indecomposable components are q±1,
generated by an element γ with qγ = 0, γ2/2 = a/q where a is an integer with(
2a
p
)
= ±1. These components all have level q.
ii. Let q be a power of 2. The non–trivial even Jordan components of exponent q are
denoted by q±2n for n > 1. The indecomposable components are q±2, generated by
2 elements γ and δ with qγ = qδ = 0, (γ, δ) = 1/q and γ2/2 = δ2/2 = 0 for q+2,
γ2/2 = δ2/2 = 1/q for q−2. These components all have level q.
iii. Let q be a power of 2. The non–trivial odd Jordan components of exponent q are
denoted by q±nt for n > 1 and t ∈ Z/8Z. The indecomposable components are q±1t
where
(
t
2
)
= ±1, generated by an element γ with qγ = 0, γ2/2 = t/2q. These
components all have level 2q.
The sum of two Jordan components with the same q is given by multiplying the signs,
adding the exponents n and adding the subscripts t (where the empty subscript counts as
t = 0).
Example. q+3q+5 = q+8 because both signs are positive, so the product is positive, the
sum of 3 and 5 is 8 and there are no subscripts.
Example. q+3q−5 = q−8 because one sign is positive and one negative, so the product is
negative, the sum of 3 and 5 is 8 and there are no subscripts.
Example. 2−22−13 = 2
+3
3 because both signs are negative, so the product is positive, the
sum of 2 and 1 is 3 and the subscripts are 0 and 3, summing to 3.
Not all possible Jordan symbols defined above exist, for example, 2+24 does not exist;
some of the Jordan components are isomorphic, for example, 2+11
∼= 2−15 .
Example. The A2 lattice (also known as the face centred cubic lattice) is in genus II2,0(3
−1).
From this we can read that the lattice is 2 dimensional, even, positive definite with deter-
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minant 3. The discriminant group has 3 elements, one with norm q(x) = 0 and two with
norm q(x) = 1/3.
If L is a positive definite lattice then its theta function is
θL(τ) =
∑
γ∈L
qγ
2/2.
If we regard q as e2πiτ , for τ in the upper half plane, then the theta function is a modular
form of weight dim(L)/2 for the group Γ0(N), where N is the level of the lattice L. In the
case of an indefinite lattice the above sum will not converge, so we have to define the theta
function in a different way. We will see how to do this in the next section.
Example. The theta function for the Leech lattice is
θΛ(τ) = 1 + 196560q
2 + 16773120q3 + 398034000q4 + · · · ,
it is a modular form of weight 12 for the group SL2(Z).
1.2 Vector–Valued Modular Forms
In this section we recall the definition of a vector–valued modular form [10]. We will discuss
both the real analytic and holomorphic case.
When dealing with theta functions of lattices, half–integral weight modular forms natu-
rally occur. This means keeping careful track of exactly which sign the square root should
take. One of the easiest ways to do this is to use a double cover of the modular group.
If we wanted to deal with more general weights we could use the universal covering group
instead; this will not be needed here. SL2(R) has a non–trivial double cover Mp2(R) (the
metaplectic group). Elements of this group can be written as pairs([
a b
c d
]
,±
√
cτ + d
)
.
The matrix is in SL2(R) and τ is a formal complex variable in the upper half plane H (in
other words, ℑ(τ) > 0). The multiplication of two elements of Mp2(R) is given by
(A, f(τ))(B, g(τ)) = (AB, f(B(τ))g(τ)).
The matrices act on the upper half plane as Mo¨bius transformations[
a b
c d
]
: τ 7−→ aτ + b
cτ + d
.
The group Mp2(Z) is defined to be the inverse image of SL2(Z) in Mp2(R). It is generated
by two elements T and S, where
T =
([
1 1
0 1
]
,+1
)
, S =
([
0 −1
1 0
]
,+
√
τ
)
.
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These satisfy the relations S2 = (ST )3 = Z, Z4 = 1, where
Z =
([ −1 0
0 −1
]
, i
)
is a generator of the centre of Mp2(Z).
Suppose that ρ is a representation of Mp2(Z) on a finite–dimensional complex vector
space Vρ. Choose (k
+, k−) ∈ 12Z2. A nearly holomorphic modular form of weight (k+, k−)
and type ρ [10] is defined to be a holomorphic function F on the upper half plane with
values in the vector space Vρ such that it transforms under elements of Mp2(Z) as
F
(
aτ + b
cτ + d
)
=
√
cτ + d
2k+√
cτ¯ + d
2k−
ρ
(([
a b
c d
]
,
√
cτ + d
))
F (τ). (1.1)
The function F is allowed to have poles at the cusp i∞.
The hyperbolic Laplacian of weight (k+, k−) on the upper half plane [43] is
∆ = −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iy
(
(k+ − k−) ∂
∂x
+ i(k+ + k−)
∂
∂y
)
.
It will always be clear from context what the weight is, so we do not bother to write things
like ∆k+,k− . This definition of the Laplacian is equivalent to that of the Casimir operator on
Mp2(R) restricted to the upper half plane. Recall that the upper half plane can be realized
as the quotient of Mp2(R) by the double cover of O2(R) (a maximal compact subgroup).
This identification allows us to transfer differential operators on Mp2(R) to differential
operators on the upper half plane after assuming some transformation behaviour under the
double cover of O2(R). This transformation behaviour is determined by the weight, see
Equation (1.2).
Choose λ ∈ C. A real analytic modular form of weight (k+, k−), type ρ and eigenvalue λ
is a real analytic function F on the upper half plane that transforms as shown in Equation
(1.1) and is an eigenfunction of the hyperbolic Laplacian with eigenvalue λ. It is allowed
to have poles at the cusp i∞.
It is easy to see that any power of q is an eigenfunction of the hyperbolic Laplacian
with eigenvalue 0, hence holomorphic modular forms are real analytic modular forms with
eigenvalue 0.
One way to think about these functions is as functions on the group Mp2(R). This is
done by defining
G(γ) = F (γi)
√
ci+ d
−2k+√−ci+ d −2k
−
,
where
γ =
([
a b
c d
]
,
√
cτ + d
)
∈ Mp2(R).
The resulting function G is a vector–valued function on Mp2(R) that transforms by the
representation ρ under the left action of the discrete subgroup Mp2(Z), in other words,
G(gγ) = ρ(g)G(γ), for g ∈ Mp2(Z),
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and by the character
χ(θ) = ei(k
+−k−)θ
under the right action of the maximal compact subgroup, the double cover of O2(R), in
other words,
G(γgθ) = χ(θ)G(γ), for gθ =
([
cos θ − sin θ
sin θ cos θ
]
,±
√
cos θ + τ sin θ
)
, (1.2)
where the sign is + if 0 6 θ < 2π and − if 2π 6 θ < 4π.
If L is a lattice, then we define the Grassmannian manifold, Gr(L), to be the set of
maximal positive definite subspaces of L⊗ R [10]. It is a symmetric space acted on by the
orthogonal group OL(R) (the group of transformation preserving the norm induced from L).
If v is an element of Gr(L) and λ ∈ L⊗ R then we denote by λv+ the projection of λ onto
the positive definite space represented by v. Similarly, we denote by λv− the projection of λ
onto the negative definite space orthogonal to v. If the lattice is either positive or negative
definite then the Grassmannian consists of a single point; in general the Grassmannian is a
connected manifold of dimension b+ × b−.
Suppose L is an even lattice. The Siegel theta function of a coset L+ γ of L in L∗ is
θL+γ(τ ; v) =
∑
λ∈L+γ
e
(
τλ2v+
2
+
τ¯λ2v−
2
)
,
for τ in the upper half plane and v ∈ Gr(L). Combining these for all elements of L∗/L gives
a C[L∗/L]–valued function, the Siegel Θ–function of L
ΘL(τ ; v) =
∑
γ∈L∗/L
eγθL+γ(τ ; v).
If the lattice L has signature (b+, b−) then the function ΘL(τ ; v) is a modular form of weight
(b+/2, b−/2) and type ρL, where ρL is the Weil representation of the group Mp2(Z) on the
vector space C[L∗/L]. In terms of generating elements the Weil representation is given by
ρL(T ) : eγ 7−→ e
(
1
2(γ, γ)
)
eγ ,
ρL(S) : eγ 7−→ e(− sgn(L)/8)√|L∗/L|
∑
δ∈L∗/L
e(−(γ, δ))eδ .
See [10] for proofs of these properties of Siegel theta functions.
Let β, γ ∈ L∗/L, then the β, γ–coefficient of the Weil representation, denoted by ρβγ , is
given by
ρβγ(M) = 〈ρL(M)eγ , eβ〉 ,
where M ∈ Mp2(Z). There is a formula for the value of the β, γ–coefficient of the Weil
representation for a general element of Mp2(Z).
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Theorem 1.2.1 (Shintani [64]) Let β, γ ∈ L∗/L and
M =
([
a b
c d
]
,
√
cτ + d
)
be an element of Mp2(Z). The β, γ–coefficient of the Weil representation is given by
δβ,aγ
√
i
sgn(L)(sgn(d)−1)
e
(
1
2
abβ2
)
if c = 0, and by
√
i
− sgn(L) sgn(c)
|c|dim(L)/2√|L∗/L|
∑
r∈L/cL
e
(
a(β + r)2 − 2(β + r, γ) + dγ2
2c
)
if c 6= 0.
Note, in the above formulæ we are taking the square root of i according to the branch
chosen by the element of Mp2(Z).
It can be helpful to know where this theta function comes from. Let W be a symplectic
vector space and V an orthogonal vector space. Then, in a natural way, the space W ⊗ V
is a symplectic space. There is a theta function attached to a lattice contained in the space
W ⊗ V . Pick V to be L⊗R and W to be R2 with the symplectic form given by the matrix[
0
−1
1
0
]
and let the lattice be Z2 ⊗ L. The theta function obtained for this lattice (when
restricted to the upper half plane and Grassmannian, which involves quotienting out by the
maximal compact subgroup of the symplectic group of V ⊗W ) is the Siegel theta function.
There is a natural representation of the double cover of the symplectic group on functions
on the symplectic space. In this case the double cover is the metaplectic group and the
natural representation is the Weil representation [38, 68].
1.3 Maass–Poincare´ Series
In this section we construct some real analytic modular forms on the upper half plane;
they will have explicitly known singularities at i∞. We will later use their images under
the singular theta correspondence (which will then have known singularities) to attempt to
build certain piecewise linear automorphic functions.
A general way to construct (real analytic) modular forms is by an averaging process: Pick
a function invariant under the stabilizer of the cusp at infinity that is also an eigenfunction
of the Laplacian and average over the remainder of Mp2(Z). Provided that everything
converges, we obtain a real analytic eigenfunction of the Laplacian with known singularities
at i∞. Calculations similar to this can be found throughout the literature (see, for example,
[15, 33])
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If we have a modular form F with type ρL for some even lattice L then we know that
F (τ + 1) = ρL(T )F (τ). Hence, the eγ–component of F satisfies
Fγ(τ + 1) = e(γ
2/2)Fγ(τ).
Thus, we can expand Fγ as a Fourier series in the x–variable
Fγ(τ) =
∞∑
n=−∞
e((n+ γ2/2)x)cγ,n+γ2/2(y), where τ = x+ iy.
Since the Fourier series converges uniformly we may apply the Laplacian to the above
expansion and interchange it with the summation. Doing this we obtain a differential
equation that the terms in the Fourier expansion satisfy.
Lemma 1.3.1 F satisfies the the differential equation ∆F = λF if and only if the functions
cγ,n(y) satisfy the differential equations
c′′γ,n(y) +
[
b+ + b−
y
]
c′γ,n(y) +
[
λ
y2
+
2πn(b+ − b−)
y
− 4π2n2
]
cγ,n(y) = 0.
Proof. A simple calculation as indicated above. 2
In order to simplify various expressions, it is convenient to define
β+ =
b+ + b−
2
and β− =
b+ − b−
2
and write the eigenvalue λ in the form
λ = s(1− s)− β+(1− β+).
In fact, the number s(1− s) is more fundamental than λ — if we take our eigenfunction
F and consider yF then it is easy to see this is again a modular form but with weight (b+−
1, b− − 1). Under the Laplacian for this weight, the function yF remains an eigenfunction,
however its new eigenvalue is s(1 − s) − β+′(1 − β+′). Here β+′ is the value for the new
weight. The reason for this is that the function induced on the group Mp2(R) is unchanged
if we multiply by powers of y. Its eigenvalue under the Casimir element for Mp2(R) is
s(1 − s). The extra factors of β+(1 − β+) come from the fact that we regard our function
on Mp2(R) as a form on the upper half plane with a certain weight. Because of this we may
also refer to s(1− s) as the eigenvalue.
Lemma 1.3.2 When n 6= 0 a basis for the solutions to the differential equation is given by
Mn,s(y) = y−β+Msgn(n)β−, s−1/2(4π|n|y)
Wn,s(y) = y−β+Wsgn(n)β−, s−1/2(4π|n|y),
where the functions M , W are Whittaker’s functions [1, 25].
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Proof. Let dn(y) = y
β+cγ,n(y). We see that dn(y) satisfies
d′′n(y) +
[
s(1− s)
y2
+
4πnβ−
y
− 4π2n2
]
dn(y) = 0.
If we substitute z = 4π|n|y we obtain the usual Whittaker differential equation
d′′n(z) +
[
s(1− s)
z2
+
sgn(n)β−
z
− 1
4
]
dn(z) = 0.
The result now follows from the definition of Whittaker’s functions. 2
The solutions for n = 0 are easily found to be (when s 6= 1/2)
ys−β
+
and y1−s−β
+
as the differential equation is homogeneous. Combining all of this we see that the real
analytic modular forms have a Fourier expansion of the form (when s 6= 1/2)
Fγ(τ) = Ay
s−β+ +By1−s−β
+
+
∑
n∈Z+γ2/2
[ane(nx)Mn,s(y) + bne(nx)Wn,s(y)] .
When s = 1/2 we need to introduce a log term: log(y)y1/2−β
+
.
The asymptotics forM and W are easily found from the asymptotics for the Whittaker
functions [1].
Lemma 1.3.3 The asymptotics of the functions W and M are:
1. As y →∞
i. Wn,s(y) decreases exponentially,
ii. Mn,s(y) grows like e2π|n|yy−β+−sgn(n)β− .
2. As y → 0
i. Wn,s(y) is O(y1−t−β+),
ii. Mn,s(y) is O(yt−β+).
Define the Petersson slash operator for the lattice L to act on vector–valued functions
on the upper half plane by
(f |γ)(τ) = ρL(γ)−1f(γτ)
√
cτ + d
2b+√
cτ¯ + d
2b−
,
where γ ∈Mp2(Z) and the lattice L has signature (b+, b−). As before, to ease notation, we
are assuming that the lattice will be obvious from the context.
Note that a function F is a vector–valued modular form for the lattice L with type ρL
if and only if F |γ = F for all γ ∈ Mp2(Z).
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Lemma 1.3.4 The slash operator commutes with the Laplacian.
Proof. Mp2(Z) acting on the upper half plane preserves the metric which, in turn, deter-
mines the Laplacian. Alternatively, one can check this for the generators S and T . 2
Define the Maass–Poincare´ series by
FL(τ ; δ, s) =
1
2
∑
γ∈〈T 〉\Mp2(Z)
(
e(xδ2/2)Mδ2/2,s(y)eδ
)∣∣ γ.
It is easy to see that the only γ in the above sum preserving the cusp i∞ are([
1 0
0 1
]
,±1
)
,
([ −1 0
0 −1
]
,±i
)
.
Looking at how these act on the summand, we can change the definition of the Maass–
Poincare´ series to
FL(τ ; δ, s) =
∑
γ∈〈T,Z〉\Mp2(Z)
(
e(xδ2/2)Mδ2/2,s(y)eδ + e(xδ2/2)Mδ2/2,s(y)e−δ
)∣∣ γ.
Lemma 1.3.5 The series converges uniformly for ℜ(s) > 1+β+. Consequently, the result-
ing function FL is a real analytic modular form for the lattice L with type ρL and eigenvalue
λ = s(s− 1)− β+(β+ − 1).
Proof. By the asymptotics for M (Lemma 1.3.3), we can bound the sum by a normal
Eisenstein series with exponent s − β+. These are known to converge uniformly for ℜ(s−
β+) > 1. The result now follows. 2
Lemma 1.3.6
FL(τ ; δ, s) − e(xδ2/2)Mδ2/2,s(y)eδ − e(xδ2/2)Mδ2/2,s(y)e−δ
tends rapidly to 0 as τ → i∞.
Proof. This follows from the properties of the Eisenstein series used in Lemma 1.3.5. 2
Theorem 1.3.7 The function FL(τ ; δ, s), defined for ℜ(s) > 1 + β+, is a real analytic
modular form of weight (b+, b−), type ρL and eigenvalue s(s − 1) − β+(β+ − 1). Its only
singularity is at the cusp i∞ and is of the form
e(xδ2/2)Mδ2/2,s(y)eδ + e(xδ2/2)Mδ2/2,s(y)e−δ.
Proof. This follows from Lemmas 1.3.5 and 1.3.6. 2
These series (and simpler versions) occur in [33, 35] and in these books it is shown that
they can be meromorphically continued to other values of s. Fischer’s book [27] contains a
very clear account of these functions and their uses.
Theorem 1.3.8 (Hejhal [35]) The function FL(τ ; δ, s) can be analytically continued to a
meromorphic function of s ∈ C. The poles occur only in the critical strip 0 6 ℜ(s) 6 1.
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1.4 The Singular Theta Correspondence
Now that we have a stock of real analytic modular forms with known singularities, we
study the functions that are obtained by applying the singular theta correspondence. In
the holomorphic case, Borcherds showed [10] that we obtain functions with singularities
in the finite plane. The singularities occur along subspaces orthogonal to certain negative
norm vectors. In the real analytic case we will see that this still happens but that it is also
possible to get singularities that are parallel to certain positive norm vectors.
Firstly, we recall what the singular theta correspondence is (see [10, 32] for more details).
Suppose we have a vector–valued modular form F and an even lattice L of signature (b+, b−).
The Siegel theta function ΘL(τ ; v) of the lattice L is a modular form of weight (b
+/2, b−/2)
and type ρL. Assume that F has weight (−b−/2,−b+/2) and type ρL, then the product
F (τ)ΘL(τ ; v)
is a modular form of weight 0. If this product is of sufficiently rapid decay at i∞ (which
occurs if F is a cusp form) we can take the integral
ΦL(v) =
∫
F
F (τ)ΘL(τ ; v)
dxdy
y2
,
where F is the usual fundamental domain for SL2(Z). This gives us a function ΦL on Gr(L)
invariant under a congruence subgroup of O(L). The map F (τ) 7→ ΦF (v) is the original
theta (or Howe) correspondence. In order to generalize this construction to include non–
cusp forms we have to find some distributional extension of the map F (τ) 7→ ΦF (v). This
was done in [32] and [10]. The idea is to truncate the integration domain in such a way that
most of the wildly non–convergent terms vanish. The remaining non–convergent terms are
of polynomial growth and can be dealt with easily. The truncated domains are
Ft = {τ ∈ F : ℑ(τ) 6 t},
see Figure 1.1 for a picture. The regularized value of this integral is defined as the value at
r = 0 of the analytic continuation of
lim
t→∞
∫
Ft
F (τ)ΘL(τ ; v)
dxdy
y2+r
.
The above integral converges for r sufficiently large [10]. This new, more general, map
F (τ) 7→ ΦF (v) is the singular theta correspondence.
By performing the integrals that occur in the singular theta correspondence it is easy
to work out what kind of singularities the function ΦF (v) has. The singularities occur on
sub-Grassmannians of the form γ⊥, for γ ∈ L∗, γ2 < 0 where there is a non–zero coefficient
corresponding to γ in F . We now examine where the singularities are when we apply the
singular theta correspondence to the Maass–Poincare´ functions.
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Figure 1.1: The truncated domain Ft.
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Lemma 1.4.1 If F (τ) is a real analytic modular form for the lattice L with singularity of
the form
e(xδ2/2)Mδ2/2,s(y)eδ,
then the singularities of the regularized integral∫
F
F (τ)ΘL(τ ; v)dxdy/y
2
occur only for v ∈ Gr(L) for which there is a vector in L+δ of norm δ2 which is in v+⊔v−.
Proof. Because we are looking for singularities of an integral we can replace the integration
domain F by {τ ∈ F : ℑ(τ) > 1} since the integral over a compact region will not affect the
singular behaviour of the integral. By assumption, F has only one bad term in its Fourier
expansion and we assume that this term is of the form
e2πinx (ym +O(1)) .
We can deduce the general case from this by writing the function F as a sum of functions
of this form.
Inserting the sum defining ΘL and the expansion of F we obtain∫ 1/2
x=−1/2
∫ ∞
y=1
∑
λ∈L+γ
eπix(λ
2−2n)e
−πy
(
λ2
v+
−λ2
v−
)
(ym +O(1)) dxdy/y2.
Due to the way the integral is regularized the x-integral will remove all the terms except
those with λ2 − 2n = 0. The singularities therefore occur only where there is a vector
λ ∈ L+ γ with norm 2n. This leaves∫ ∞
y=1
∑
λ∈L+γ
e
πy
(
2|n|−λ2
v+
+λ2
v−
)
(ym +O(1)) dy/y2.
It is easy to see that the exponent is either 2πyλ2v− or −2πyλ2v+ , depending on whether n
is positive or negative. So, if the exponent is non–zero then it is negative and hence the
integrand is rapidly decreasing as y →∞. Thus the integral will converge and there will be
no singularity. So, singularities occur only when λ is such that the exponent is zero — this
is exactly when λ ∈ v+ ⊔ v−. 2
Pictures of where these singularities occur in the fundamental domain F for SL2(Z) are
given in Figure 1.2. The form of the singularity that occurs along these sub–Grassmannians
can be computed using methods in Borcherds’ paper [10]. Note, we have not yet found an
interesting use for the new types of singularity available when dealing with real analytic
forms. However, the subspaces along which these singularities occur are certainly inter-
esting. They appear, for instance, in [69] as curves associated to real quadratic fields of
positive discriminant.
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Figure 1.2: Singularities from real analytic forms.
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Chapter 2
Pseudo-cusp Forms
2.1 Introduction
In his 1977 doctoral dissertation, Hartmut Haas investigated real analytic modular forms
for SL2(Z). In particular, he ran several computer experiments to find the eigenvalues
these real analytic forms had under the invariant Laplacian for the upper half plane. His
results were never published; however Harold Stark observed that some of the numbers that
occurring in his tables looked like zeros of the Riemann zeta function. With a little library
research, Dennis Hejhal noticed that many of the numbers from the tables were coming
from zeros of ζ(s)L(s, χ−3), where
χ−3(n) =
(−3
n
)
.
Of course, ζ(s)L(s, χ−3) is exactly the Dedekind zeta function of Q(
√−3).
If it were true that each zero of the Riemann zeta function was associated to a real
analytic cusp form then one would be able to prove the Riemann hypothesis (this follows
from the fact that self–adjoint operators have real eigenvalues). This method for proving
the Riemann hypothesis had been independently suggested by Polya and Hilbert (although
it is fairly clear that they were not expecting a group as simple as SL2(R)).
Hopes of proving the Riemann hypothesis using these cusp forms were dashed by Hejhal
who noticed that these eigenfunctions were not really eigenfunctions. Due to a small over-
sight in Haas’ computations the “eigenfunctions” could have logarithmic singularities at the
point
ρ =
1
2
+
√
3
2
i
and its conjugates under SL2(Z). So, unfortunately, they were not really solutions to
the spectral problem and therefore did not prove the Riemann hypothesis. The functions
corresponding to these spurious eigenvalues are called pseudo–cusp forms and they have the
following properties:
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Definition 1 (Hejhal [34]) Given λ ∈ C. We say that f(z) is a pseudo-cusp form [corre-
sponding to λ] if and only if
1. f(z) is automorphic with respect to Γ;
2. f(z) is smooth at all points other than conjugates of ρ;
3. ∆f = −λf at all points other than conjugates of ρ;
4. f(z) is cuspidal;
5. f(z) has a logarithmic singularity at conjugates of ρ, in other words,
f(z) = α ln |z − ρ|+O(1)
near z = ρ for some α 6= 0.
Hejhal identified the spurious numbers in Haas’ tables and gave the following criterion
for the existence of pseudo–cusp forms:
Theorem 2.1.1 (Hejhal [34]) Suppose that λ = s(1 − s) with ℜ(s) > 12 . There exists a
pseudo-cusp form corresponding to λ if and only if
1. f(ρ) = 0 for every [even] cusp form with eigenvalue λ;
2. ζ(s)L(s, χ−3) = 0.
In this section we will see that the existence of pseudo–cusp forms can be explained
using the singular theta correspondence. In particular, we will see that pseudo–cusp forms
occurring at zeros of ζ(s) exist due to properties of the singular theta correspondence. The
ones occurring at the zeros of L(s, χ−3) are a little more tricky — they exist due to the
vanishing of a certain coefficient of an Eisenstein series.
2.2 The Set Up
After the calculation in this section were performed the author discovered similar calcula-
tions in the work of Bruinier (in particular, [15]). As the notation used is slightly different
and converting would probably introduce numerous errors we choose to repeat our calcula-
tions here. This also allows our exposition to focus on the case at hand, rather than using
the more general formulæ that occur in [15].
Let L be the lattice Z(2)⊕[01 10]. We represent an element of the lattice L in coordinates
as (x,m, n), where the squared norm is given by
(x,m, n)2 = 2x2 + 2mn.
It is easy to see that |L∗/L| = 2. Denote the elements of the discriminant form by e0, e1
which have norms 0, 1/2 respectively. In coordinates we may assume
e0 = (0, 0, 0),
e1 = (1/2, 0, 0).
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Pick vectors z = (0, 0, 1) and z′ = (0, 1, 0) and define K = (L ∩ z⊥)/Zz. K is therefore
isomorphic to Z(2).
The Grassmannian for the lattice L is the set of maximal (in other words, 2 dimensional)
positive definite subspaces of L⊗ R.
Lemma 2.2.1 The Grassmannian for L is isomorphic to the upper half plane.
Proof. An element of the Grassmannian corresponds to a 2 dimensional positive definite
subspace V of L⊗R. Pick an orthonormal basis {x, y} for V and define z = x+ iy ∈ L⊗C;
it is clear that z has norm 0. Similarly, any norm 0 vector in L ⊗ C corresponds to an
element of the Grassmannian. The plane represented is clearly unchanged under scalar
multiplication and complex conjugation on L⊗C. So we can uniquely represent an element
of the Grassmannian by a vector (τ, 1, ∗) ∈ L⊗ C with ℑ(τ) > 0 and ∗ chosen to give the
vector norm 0. This gives the isomorphism between Gr(L) and the upper half plane. 2
Lemma 2.2.2 There is an SL2(Z) action on L which descends to the usual Mo¨bius action
on the upper half plane.
Proof. Represent an element (x,m, n) of L as a matrix[
x m
n −x
]
.
Note that the determinant of the matrix is −x2 −mn = −12(x,m, n)2. Thus L is isometric
to the traceless 2 × 2 integer matrices. There is an SL2(Z) action on the matrices (by
conjugation) which, therefore, gives an action on L and hence on Gr(L). Examining how
the two generators for SL2(Z) act we see that this is the usual Mo¨bius action on the upper
half plane. 2
Lemma 2.2.3 The points congruent to ρ under SL2(Z) are exactly the elements of Gr(L)
orthogonal to norm −3/2 vectors.
Proof. Let (a, b, c) be a norm −3/2 vector, in other words, 2a2 + 2bc = −3/2. We know
that elements of Gr(L) can be represented as (τ, 1,−τ2) ∈ L⊗ C. This will be orthogonal
to (a, b, c) if and only if
2aτ − bτ2 + c = 0.
The solutions to this are of the form
τ =
2a±√3 i
2b
.
Since a, b ∈ Z the only solutions lying in the fundamental domain F are ρ and ρ− 1. 2
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As the lattice L has signature (2, 1) we know that β+ = −3/4, β− = 1/4. Let γ be
a vector of norm −3/2. Consider the Maass–Poincare´ function FL(τ ; γ, s). Using Lemma
1.3.3 we see the asymptotics of FL as y →∞
FL(τ ;λ, s) ∼ exp(3πy/2)(y +O(1)).
From the singularity results of Borcherds [10] we see that the singular theta transformation
of FL has logarithmic singularities at points orthogonal to norm −3/2 vectors. By the
previous lemma these are points congruent to ρ under the action of SL2(Z). The Fourier
expansion is easily read from [10]
ΦL(u+ iv) = vΦK(u+ iv) + 2v
∑
λ∈Z(2)∗
∑
n>0
e2πin(λ,u)
×
∫
y>0
cλ,λ2/2(y) exp(−πn2v2/2y − πyλ2)y−5/2dy.
Note, we may have to regularize the y–integral by dividing by yr, analytically continuing
and taking the limit as r → 0.
Lemma 2.2.4 For λ 6= 0, the integral∫
y>0
cλ,λ2/2(y)v exp(−πn2v2/2y − πyλ2)y−5/2dy
decreases rapidly as v →∞.
Proof. It is clear that the integral from 0 to 1 decreases rapidly in v. It suffices to consider
only the integral over y > 1. Note that
πn2v2/2y + πλ2y >
√
2πn|λ|v,
so the integral is dominated by
v exp(−
√
2πn|λ|v)
∫
y>1
cλ,λ2/2(y)y
−5/2dy.
The integral converges since c(y) is rapidly decreasing as y → ∞. The required rapid
decrease with v is now obvious. 2
In particular, the above lemma shows that most of the terms in the Fourier expansion
are rapidly decreasing: the only terms that may not be rapidly decreasing come from λ = 0
and ΦK .
Lemma 2.2.5 Assume s 6= 1/4 and s 6= 3/4. The λ = 0 term∑
n>0
∫
y>0
c0,0(y) exp(−πn2v2/2y)y−5/2dy
is (modulo a constant factor)
(π/2)1/4−sv1/2−2sζ(2s− 1/2)Γ(s − 1/4).
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Proof. To simplify the calculation we ignore the sum (and remember to put it back in at
the end!). We need to regularize the integral, so consider instead∫
y>0
c0,0(y) exp(−πn2v2/2y)y−r−5/2dy.
Note that c0,0(y) is (modulo a constant factor) y
7/4−s. We calculate:∫
y>0
y−3/4−r−s exp(−πn2v2/2y)dy
= (πn2v2/2)1/4−r−s
∫
y>0
y−5/4+r+se−ydy
= (πn2v2/2)1/4−r−sΓ(−1/4 + r + s).
Now, summing over n > 0 gives
(πv2/2)1/4−r−sζ(2r + 2s − 1/2)Γ(−1/4 + r + s).
Assume that this is non–singular at r = 0. The value at r = 0 of the analytic continuation
is therefore
(π/2)1/4−sv1/2−2sζ(2s− 1/2)Γ(−1/4 + s).
The function π−s/2Γ(s/2)ζ(s) is well known to have a meromorphic continuation to all of
C with simple poles only at s = 0 and s = 1 (see, for example, [18]). Therefore the above
calculation is valid except when 2s − 1/2 = 0 or 2s − 1/2 = 1. 2
In order to attempt to create a cusp form we will assume that 2s − 1/2 is a root of the
zeta function. Suppose this root is ω, then simple calculation shows that 3/4− 4s(1− s) =
ω(ω− 1). Note that neither 0 nor 1 are roots of the Riemann zeta function, therefore there
will be no problems in using Lemma 2.2.5.
Lemma 2.2.6 For λ 6= 0 the integral in the Fourier expansion is an eigenfunction of the
Laplacian
v2
(
∂2
∂u2
+
∂2
∂v2
)
with eigenvalue 6− 4λ = 3/4− 4s(1− s) = ω(ω − 1).
Proof. Notice that the following differential operators
v2
(
∂2
∂u2
+
∂2
∂v2
)
, 4y2
(
∂2
∂y2
+
1
2y
∂
∂y
+
πλ2
2y
− π2λ4
)
act identically on
v exp(2πin(λ, u)) exp(−πn2v2/2y − πyλ2).
We calculate by applying the (u, v)–Laplacian, using the above identification to change it
to an (x, y)–Laplacian. Then, integrating by parts to move it to act on the c(y) term we
see it basically becomes the differential equation that c(y
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v2(∂2u + ∂
2
v )
∫
y>0
v exp(2πin(λ, u)) exp(−πn2v2/2y − πyλ2)cλ,λ2/2(y)y−5/2dy
=
∫
y>0
[
4y2(∂2y + ∂y/2y + πλ
2/2y − π2λ4)v exp(2πin(λ, u))
× exp(−πn2v2/2y − πyλ2)] cλ,λ2/2(y)y−5/2dy
= 4
∫
y>0
v exp(2πin(λ, u)) exp(−πn2v2/2y − πyλ2)
×(∂2y − ∂y/2y + 1/2y2 + πλ2/2y − π2λ4)cλ,λ2/2(y)y−1/2dy
= 4
∫
y>0
v exp(2πin(λ, u)) exp(−πn2v2/2y − πyλ2)y−1/2
×(∂2y − 3∂y/2y + 3/2y2 + πλ2/2y − π2λ4)cλ,λ2/2(y)dy
= 4
∫
y>0
v exp(2πin(λ, u)) exp(−πn2v2/2y − πyλ2)y−1/2
×(−κ/y2 − πλ2/2y + π2λ4 + 3/2y2 + πλ2/2y − π2λ4)cλ,λ2/2(y)dy
= 4
∫
y>0
v exp(2πin(λ, u)) exp(−πn2v2/2y − πyλ2)y−1/2
×(−κ/y2 + 3/2y2)cλ,λ2/2(y)dy
= 4(3/2 − κ)
∫
y>0
v exp(2πin(λ, u)) exp(−πn2v2/2y − πyλ2)cλ,λ2/2(y)y−5/2dy.
Hence, the integral terms are eigenfunctions with eigenvalue 6− 4κ. 2
A more conceptual reason why this should work can be found in [38]. It is possible to
show using Howe’s results that the singular theta transformation will “almost” satisfy all
the invariant differential operators for Gr(L) (the “almost” comes from the fact that extra
terms are generated by the regularization procedure). In fact, by working in the adelic
setting we can get a similar result for the Hecke operators. This shows that the map from
modular forms to automorphic products commutes with an action of the Hecke operators
coprime to the level (where the action is additive on modular forms and multiplicative on
automorphic forms). This possible behaviour is mentioned in Question 10 of [9].
Lemma 2.2.7 The integral from the smaller lattice is
#{γ ∈ K + δ : γ2 = −3/2}Γ(2s)Γ(r)Γ(−1/4 + s− r)
Γ(s− 1/4)Γ(1/4 + s+ r) (3π)
−1/4−r .
Proof. In the region of convergence we have∫
SL2(Z)/H
ΘK(τ ; v)
∑
γ∈〈S〉\Mp2(Z)
(
e(xδ2/2)Mδ2/2,s(y)eδ
)∣∣ γ dxdy
y2+r
.
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We denote by G(τ) the function that is in the Maass–Poincare´ sum. Using the transforma-
tion properties of ΘK under Mp2(Z) we can re-write this as∫
SL2(Z)/H
∑
γ∈〈S〉\Mp2(Z)
ΘK(γτ ; v)G(γτ)
dxdy
y2+r
.
We would like to say that this is equal to∫
y>0
∫
x∈R/Z
ΘK(τ ; v)G(τ)
dxdy
y2+r
.
However, we have to be careful due to the regularization of the two integrals. We copy
the method used in [10]. In the region y > 1 the two integrals clearly have the same form
of divergence and hence are identically regularized. So, if we can show that the second
integral converges absolutely in the region y < 1 then we can justify the exchange of sum
and integral. But, this is clearly true from the behaviour of Θ and G in the region y < 1.
We are allowed to replace ℑ(τ)−s and ℑ(γτ)−s as they both agree at s = 0. Hence, we can
make the deduction about the integrals. Performing the x–integral leaves
#{γ ∈ K + δ : γ2 = −3/2}
∫
y>0
e−3πy/2M−3/4,s(y)y−2−rdy.
In terms of the Whittaker functions this is
#{γ ∈ K + δ : γ2 = −3/2}
∫
y>0
y−5/4−re−3πy/2M−1/4,s−1/2(3πy)dy.
This integral can be found in standard tables of integrals (see, for example, [29])
#{γ ∈ K + δ : γ2 = −3/2}Γ(2s)Γ(r)Γ(−1/4 + s− r)
Γ(s− 1/4)Γ(1/4 + s+ r) (3π)
−1/4−r .
This is the required result. 2
In our case the term at the front is zero (because K is positive definite).
Note, that the above calculation can be done in general and it shows that if a Maass–
Poincare´ series is put through the singular theta correspondence for a lattice with no vectors
corresponding to its singularities then the resulting function will be identically zero. This
is unfortunate since if the resulting transformation were non–zero then it would provide
a method for constructing cusp forms with eigenvalues corresponding to the zeros of the
Riemann zeta function. This would then give a proof of the Riemann hypothesis.
Putting together everything from above we see that we have constructed a function on
the upper half plane with logarithmic singularities at the conjugates of ρ. This function
is an eigenfunction for the Laplacian with eigenvalue ω(ω − 1) where ω is a zero of the
Riemann zeta function. Finally, the function is a Maass cusp form. In other words, we have
constructed a Hejhal pseudo–cusp form. To summarize
Theorem 2.2.8 Let ω be a zero of the Riemann zeta function. Then there is a pseudo–cusp
form with eigenvalue ω(ω − 1).
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2.3 The Constant Term
It is possible to get pseudo–cusp forms in other ways. If the “constant” term of the Maass–
Poincare´ series vanishes then the singular theta correspondence applied to the Maass–
Poincare´ series will be an eigenfunction of the Laplacian (recall that the problems in the
previous section were all due to the constant term). So, we should look carefully at the
constant term.
Assume that the only norm zero vector in L∗/L is the zero vector, the constant term of
the Maass–Poincare´ series is then [15]:
41−sgn(L)/2π1+s−sgn(L)/2|m|s−sgn(L)/2
(2s − 1)Γ(s+ sgn(L)/2)Γ(s − sgn(L)/2)
∑
c∈Z−{0}
|c|1−2sHc(β,m, 0, 0),
where Hc(β,m, γ, n) is the generalized Kloosterman sum
Hc(β,m, γ, n) =
exp(−πi sgn(c)k/2)
|c|
∑
(c,d)=1
ρ−1βγ
([
a b
c d
])
e
(
ma+ nd
c
)
.
The matrix
[
a
c
b
d
]
appearing in the above sum is any element from SL2(Z) having the
required values for c and d (the Kloosterman sum is independent of the choice of a and b).
From the definition of Hc it is clear that
Hc(β,m, 0, 0) = −H∗−c(0, 0, β,−m).
Substituting this into the formula for the constant term we see that the constant term for
the Maass–Poincare´ series is the same as the (β,−m)–coefficient of the Eisenstein series
defined in [17].
Working through the details of Theorem 4.6 of [17] we see that the constant term is
therefore proportional to L(ω, χ−3). Hence we deduce:
Theorem 2.3.1 Let ω be a zero of L(s, χ−3), then there is a pseudo–cusp form with eigen-
value ω(ω − 1).
Combining this with Theorem 2.2.8 we get:
Theorem 2.3.2 Let ω be a zero of the Dedekind eta function for Q(
√−3), then there is a
pseudo–cusp form with eigenvalue ω(ω − 1).
Comparing this result with that of Hejhal (Theorem 2.1.1) we obtain:
Corollary 2.3.3 Let ω be a zero of the Dedekind zeta function for Q(
√−3) and f(τ) an
even Maass cusp form with eigenvalue ω(ω − 1). Then f(ρ) = 0.
Of course, this is not surprising because it is almost certainly true that there are no
Maass cusp form with these eigenvalues!
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2.4 Hecke Triangle Groups
We can use a similar construction to obtain pseudo–cusp forms for the arithmetic Hecke
triangle groups which have been studied by Hejhal [36]. We briefly discuss how to do this
— the details are exactly the same as the previous section, the reader can fill them in if
they so desire.
The Hecke triangle group Gn is generated by the transformations
τ 7−→ −1
τ
and τ 7−→ τ + 2cos
(π
n
)
. (2.1)
So, G3 is PSL2(Z) (in other words, SL2(Z) acting on the upper half plane by Mo¨bius
transformations). The other arithmetic triangle groups are G0, G4, G6 and G∞. The cases
of 4 and 6 are investigated in [36]. In this paper numerical evidence shows that there
are pseudo–cusp forms corresponding to zeros of L(ω, χ4) (for G4) and L(ω, χ−3) (for G6).
These pseudo–cusp forms can be obtained by a singular theta correspondence in the same
way as before.
Let L be the lattice Z(2N)⊕ [01 10], for N = 1, 2, 3 (N = 1 corresponds to G3, N = 2 to
G4 and N = 3 to G6).
Lemma 2.4.1 The Grassmannian Gr(L) is isomorphic to the upper half plane.
Proof. Essentially the same as Lemma 2.2.1 except this time we represent elements of the
Grassmannian in the form
(τ/
√
N, 1,−τ2),
where τ is in the upper half plane. 2
Lemma 2.4.2 The action of the Hecke triangle group on the upper half plane comes from
automorphisms of the lattice L.
Proof. The automorphism
(x,m, n) −→ (x, n,m)
gives the action
τ 7−→ −1
τ
.
The automorphism
(x,m, n) −→ (x+m,m, ∗)
(where ∗ is chosen to preserve the norm) gives the action
τ 7−→ τ +
√
N.
For the cases N = 1, 2, 3 this is the second transformation in Equation (2.1). 2
Let δ be the vector (1/2, 1,−1) ∈ L∗ which is of norm N/2− 2. This is a representative
of the unique vector of order exactly 2 in the discriminant group.
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Lemma 2.4.3 The points in the upper half plane orthogonal to vectors of norm N/2 − 2
are exactly the points ρ where logarithmic singularities occur in [36].
Proof. The same as Lemma 2.2.3. 2
The above construction then applies to give a pseudo–cusp form with eigenvalue ω(ω−1)
for ω a zero of the Riemann zeta function. Working through the calculation of the constant
term we get the following:
Theorem 2.4.4
1. Let ω be a root of the Dedekind zeta function for Q(
√−2) then there is a pseudo–cusp
form of eigenvalue ω(ω − 1) for the Hecke triangle group G4.
2. Let ω be a root of the Dedekind zeta function for Q(
√−3) then there is a pseudo–cusp
form of eigenvalue ω(ω − 1) for the Hecke triangle group G6.
Note that the Dedekind zeta function for Q(
√−2) is ζ(s)L(s, χ4) and for Q(
√−3) is
ζ(s)L(s, χ−3).
Of course the above method could be used to create different types of pseudo–cusp form
with logarithmic singularities in different places. Functions of this form are mentioned at
the end of [34].
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Chapter 3
Converse Theorem for O(1, n)
It was observed by Borcherds in [12] that in many cases “interesting reflection groups
of Lorentzian lattices are controlled by certain modular forms with poles at cusps”; the
definition of interesting is vague (any reflection group that can be associated to a modular
form in a natural way should, by any sensible definition, be included). However, a very
important property that a reflection group can have is the existence of a Weyl vector.
Hence, any definition of an interesting reflection group should include the case a Weyl
vector exists. There are interesting lattices which do not have Weyl vectors, for example,
the odd unimodular lattices I1,n for n = 20, 21, 22, 23 [7]. It seems likely that these lattices
can be included in the framework presented below provided we use theta functions of odd
lattices.
The correspondence between modular forms with poles at cusps and reflection groups
uses the singular theta correspondence [10]. This associates to any vector–valued modular
form (of the correct weight and type) a piecewise linear function on the hyperbolic space
of R1,n. The singularities of the image are determined by the singularities of the modular
form. If these singularities occur along the reflection hyperplanes of a reflection group then
we say that this reflection group is associated to the modular form. It was noticed in [12]
that many Lorentzian reflection groups were associated in this way to a modular form.
It is natural to ask whether every nice Lorentzian reflection group is indeed associated
with a modular form (Problem 13.2 in [12]). In this chapter we prove that such a corre-
spondence does exist provided the Lorentzian lattice has a sufficiently large dimension and
a sufficiently small p-rank. Some kind of condition on the lattice seems to be necessary due
to the annoying fact that scaling the norm on the lattice by an integer does not change the
properties of the reflection group but generally prevents the existence of a corresponding
modular form. We will discuss this in more detail later on in this chapter where we shall
give some arguments and examples to show that the result probably still holds with fewer
restrictions.
Similar results to this have been found in the case of lattices with signature (2, n) by
Bruinier [15]. He showed that (with technical conditions similar to those mentioned above)
any automorphic form on Gr(L) for L with signature (2, n) having all its zeros occurring
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orthogonal to certain lattice vectors comes from the singular theta transformation of a
holomorphic modular form. The first part of what follows can be regarded as the equivalent
theorem for lattices of signature (1, n). Bruinier mentions in [15] that it should be possible
to reduce the technical conditions.
We use the association between Lorentzian lattices and modular forms to prove a folklore
conjecture that the highest dimension in which a Lorentzian lattice possesses a Weyl vector
is 26. This upper bound is sharp as there is a well known example in 26 dimensions —
II1,25. We then show that any example in 26 dimensions is a sublattice of II1,25 with its
norm scaled by some factor.
Nikulin has shown that there are only a finite number of elementary Lorentzian lattices
possessing Weyl vectors, although the best bound on the maximal dimension was much
higher than 26. Later on we will use modular forms to give a new (heuristic) proof of this
finiteness result. We hope that it is possible to make this heuristic proof rigorous and that
these methods can be used to classify all examples of Lorentzian lattices with Weyl vectors.
3.1 The Functions
In this section we define the functions that will be used in the construction of the map
between interesting Lorentzian reflection groups and modular forms. The basic idea is to
make the Maass–Poincare´ series from Theorem 1.3.7 look as holomorphic as possible.
Consider the Maass–Poincare´ series from Theorem 1.3.7. If we specialize to s(1− s) = 0
we get real analytic modular forms with eigenvalues under the Laplacian equal to the
eigenvalues that holomorphic modular forms have. So, some of the terms in the Fourier
expansion will look like holomorphic terms (in other words, they will be of the form qn)
and the others will contain some Whittaker function. The image of these Maass–Poincare´
series under the singular theta correspondence has known singularities and using results
of Bruinier [15] we know the image can be decomposed into a piecewise linear piece (this
comes from the terms that look holomorphic) and a real analytic piece (this comes from
the terms that look real analytic). If we have a reflection group with a Weyl vector then we
naturally get a linear function on each Weyl chamber by taking the inner product with the
corresponding Weyl vector. Combining these linear functions on each Weyl chamber gives a
piecewise linear function on the Grassmannian. We can sum up the piecewise linear pieces
that come from the singular theta transformation of the Maass–Poincare´ series to agree
with the piecewise linear function generated from the Weyl vector. The remaining terms
give an automorphic form with known coefficients and known behaviour at the cusps (it will
be an “exceptional form”). There are conjectures relating to the exceptional spectrum of
the orthogonal groups O(1, n) and we will use these conjectures to show that the remaining
terms must be zero. From this we are able to deduce that the original coefficients were also
zero and hence the sum of Maass–Poincare´ series is, in fact, holomorphic.
Take δ ∈ L∗/L, m = δ2/2, δ2 < 0. Define the function Fδ(τ), based on the Maass–
Poincare´ series, as
Fδ(τ) = y
β+F (τ ; δ, 1).
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It has Fourier expansion
Fδ(τ) = q
m
eδ + q
m
e−δ +
∑
γ∈L∗/L
n∈Z+γ2/2
n>0
b(γ, n)qneγ
+
∑
γ∈L∗/L
n∈Z+γ2/2
n<0
b(γ, n)e2πinxW (4πny)eγ .
Recall, the function W is a Whittaker function that tends to zero exponentially as y tends
to infinity. Note that the function Fδ is obtained from the Maass–Poincare´ series at the
eigenvalue “s=1”. If the lattice L has signature (1, n) with n > 2 then it is easy to check
that this choice of s is within the half–plane of convergence.
The coefficients b(γ, n) are real numbers (remark after Lemma 4.6 in [15]) that are
bounded for negative n (Equation 6.10 in [15]).
Define the δ–Heegner divisor to be
H(δ) =
⋃
λ∈L∗
δ∈λ+L
λ2=δ2
λ⊥.
This is a locally finite collection of subspaces of the Grassmannian; these are exactly
the subspaces on which the function Φδ(v) (the singular theta transformation of Fδ) has
singularities. Near to a point v0 on the Heegner divisor the singularity is of the form
−4
√
2π
∑
λ∈L∗∩v−
0
λ 6=0
|λv+ |. (3.1)
We will abuse notation by also using H(δ) to represent the set of vectors that represent
the sub–Grassmannians. It will be clear from the context exactly which set we are talking
about.
The Fourier expansion for Φδ can be worked out using the Rankin–Selberg method. To
do this we fix a primitive norm 0 vector z ∈ L and z′ ∈ L∗ such that (z, z′) = 1 (such a
z′ exists because z is primitive). Let N be the minimum positive (integer) inner product
of z with vectors in L. The vector z represents a cusp of Gr(L). Define the lattice K to
be (L ∩ z⊥)/Zz. It is clear that K is a negative definite lattice. However, even though
K ⊂ L, it is not always true that K∗ ⊂ L∗. Define p : L⊗R→ K ⊗R to be the orthogonal
projection. Any element of L∗ will clearly project to an element of K∗. Define
L∗0 = {λ ∈ L∗ : (λ, z) ≡ 0 (modN)}.
Then, providing z2v+ is sufficiently small, the following sum converges (Proposition 9.1 in
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[15]):
Φδ(v) =
1√
2 |zv+ |
ΦK + 4
√
2π|zv+ |
N−1∑
l=0
b(lz/N, 0)B2(l/N)
+ 4
√
2π|zv+ |
∑
λ∈K∗
p(δ)∈λ+K
λ2=δ2
B2((λ, µ) + (δ, z
′))
+ 4
√
2 (π/|zv+ |)(n−1)/2
∑
λ∈K∗−0
∑
γ∈L∗0/L
p(γ)∈λ+K
b(γ, λ2/2)|λ|(n+1)/2
×
∑
r>1
r(n−3)/2e(r(λ, µ) + r(γ, z′))K(n+1)/2 (2πr|λ|/|zv+ |) .
ΦK is a constant determined by performing the singular theta lift on F with respect to the
negative definite lattice K. The function Kn(x) is the K–Bessel function [1, 25].
3.2 Decomposition of Φδ
Bruinier showed that the function Φδ(v) can be decomposed as a sum of two function ψ(v)
and ξ(v), where ξ(v) is real analytic on the whole of Gr(L) and ψ(v) is a piecewise linear
function on Gr(L). Both of these functions are eigenfunctions of the hyperbolic Laplacian
on Gr(L) (outside of their singular sets). Note that the decomposition of Φδ(v) is not
canonical — it depends on the choice of the vectors z and z′.
The hyperboloid model for Gr(L) is given by representing every maximal positive definite
space of L ⊗ R by the unique norm 1 vector v1 it contains having positive inner product
with z. Using this model we can write down the equation for ξ(v) (Definition 9.3 in [15]):
ξδ(v1) =
ΦK√
2
(
1
(z, v1)
− 2(z′, v1)
)
+
4
√
2π
(z, v1)
∑
λ∈K∗
p(δ)∈λ+K
λ2/2=m
(λ, v1)
2
+ 4
√
2 (π/(z, v1))
(n−1)/2
∑
λ∈K∗−0
∑
γ∈L∗
0
/L
p(γ)∈λ+K
b(γ, λ2/2)|λ|(n+1)/2
×
∑
r>1
r(n−3)/2 e
(
r
(λ, v1)
(z, v1)
+ r(γ, z′)
)
K(n+1)/2
(
2πr|λ|
(z, v1)
)
.
This function is obviously real analytic due to the exponential decay of the K–Bessel func-
tion and the boundedness of the coefficients b(γ, n) for n < 0.
The function ψ is just the difference between ξ and the function Φ. Although it does
not look like it is piecewise linear (because it has quadratic terms from the Bernoulli poly-
nomials) it is seen that these cancel out near to the cusp (see either [10] or [15]).
Another model for the Grassmannian manifold is the upper half space model. Define K
to be the lattice L ∩ z⊥ ∩ z′⊥ (this is isomorphic to the definition of K used before). Any
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norm 1 vector v1 can then be represented as a vector in K⊗R and a positive multiple of the
vector z′ (the z coordinate is then chosen to give norm 1). This gives coordinates for the
upper half space model as R>0× (K ⊗R). We denote the coordinates (y, µ) where y ∈ R>0
and µ ∈ K ⊗R. In these coordinates the equation for ξ becomes (Section 9.1 of [15]).
ξδ(y, µ) =
µ2√
2 y
ΦK +
4
√
2π
y
∑
λ∈K
p(δ)∈λ+K
λ2/2=m
(λ, µ)2
+ 4
√
2 (πy)(n−1)/2
∑
λ∈K∗−0
∑
γ∈L∗0/L
p(γ)∈λ+K
b(γ, λ2/2)|λ|(n+1)/2
×
∑
r>1
r(n−3)/2e(r(λ, µ) + r(γ, z′))K(n+1)/2(2πr|λ|y).
In these coordinates the hyperbolic Laplacian is
∆ = −y2
(
∂2
∂y2
+
∂2
∂x21
+ · · ·+ ∂
2
∂x2n
)
+ (n− 2)y ∂
∂y
,
where {xi} form orthogonal coordinates for the space K ⊗ R. The hyperbolic Laplacian is
invariant under the action of SO(1, n) [24].
By explicit calculation (Theorem 9.7 of [15]) one can show that the functions ξ and ψ
are eigenfunctions of the hyperbolic Laplacian with eigenvalues −n.
3.3 Piecewise Linear Functions
In this section we show that any piecewise linear function on Gr(L), invariant under the
automorphism group of the lattice, with singularities lying on Heegner divisors can be
obtained as the singular theta transformation of a linear combination of Maass–Poincare´
series. This can be thought of as the O(1, n) version of a similar result for O(2, n) in
[15]. This is achieved by picking the only possible choice of Maass–Poincare´ series (which
is determined by the form of the singularities along the Heegner divisors). We must then
show that the corresponding linear combination of the functions ξ is zero. To show that ξ is
zero we will calculate its behaviour at the cusps and under the automorphism group of the
lattice to show that it is either a cusp form or an exceptional form for the Laplacian. From
some general conjectures about the exact structure of the eigenvalues for the Laplacian of
orthogonal groups we are able to deduce that ξ must be identically zero.
Let P (v) be a piecewise linear function that is invariant under automorphisms of the
lattice that are trivial on the discriminant group and having singularities given by a linear
combination of Heegner divisors
(P ) =
1
2
∑
δ∈L∗/L
c(δ)H(δ).
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The divisor notation means that the locations and form of the singularities of the function
P are of the types given by Equation (3.1) (scaled by c(δ)).
N.B. In many cases the choice of Heegner–divisors is unique, but there are situations where
this may not be true. For now we will ignore this problem and assume that we have chosen
Heegner–divisors giving the correct singulariries for P .
Define a real analytic modular form by FP (τ) =
∑
δ c(δ)Fδ(τ). Let ΦP be its singular
theta transformation.
Lemma 3.3.1 The function P − ΦP is real analytic on Gr(L), invariant under automor-
phisms of the lattice that are trivial on the discriminant group and an eigenfunction of the
hyperbolic Laplacian with eigenvalue −n.
Proof. The singularities of ΦP are exactly the same as the singularities of P (by con-
struction). So their difference is singularity free. Consider P − ψ. This is a piecewise
linear function with no singularities. Hence it is a linear function. Let us suppose that it
is of the form (v1, ν). Note that a direct calculation shows that any linear function is an
eigenfunction of the Laplacian with eigenvalue −n. By construction, ΦP is invariant under
automorphisms of the lattice that are trivial on the discriminant group. Hence the function
P − ΦP has the required properties. 2
Lemma 3.3.2 The group of automorphisms of the lattice L that are trivial on the discrim-
inant group is a congruence subgroup of Aut(L).
Proof. Let the maximum order of an element of L∗/L be m. Regard elements of Aut(L)
as matrices (by choosing an integral basis for L). All automorphisms of the form
σ ≡ id (modm)
act trivially on the discriminant group. 2
In particular we know that automorphisms of the above form are of finite index in Aut(L).
Let us examine the behaviour of P − ΦP at the cusps.
Lemma 3.3.3 The endomorphism of L⊗ R defined by
(0, 0, 1) 7−→ (0, 0, 1)
Tx : (0, 1, 0) 7−→ (x, 1,−x2/2)
(λ, 0, 0) 7−→ (λ, 0,−x · λ)
is an element of OL(R). If L is even and x ∈ K, or if L is odd and x ∈ 2K, then Tx is an
element of Aut(L) preserving the discriminant group.
Proof. It is easy to check that this endomorphism preserves the inner product. It is an
automorphism because Tx ◦ T−x = T0 = I.
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Suppose that (k, a, b) ∈ L∗. Taking the inner product of this with z shows that a ∈ Z.
Taking the inner product with elements of K shows that k ∈ K∗. We know that
Tx : (k, a, b) 7→ (k+ ax, a, b− ax2/2− x · k).
The difference between the image and the original vector is thus
(ax, 0,−ax2/2− x · k).
This vector is in the lattice L. 2
The action of this map on the upper half plane model is
Tx : (y, µ) 7→ (y, µ+ x).
As both P and ΦP are invariant under automorphisms of L preserving the discriminant
form, P − ΦP is invariant too.
Theorem 3.3.4 The function P −ΦP decreases as 1/y (or faster) at the cusp represented
by z.
Proof. Pick some z′ ∈ L∗ with (z, z′) = 1 and decompose ΦP into ψ + ξ. Fix these
functions and define the vector ν by
P (v1)− ψ(v1) = (v1, ν).
Such a vector exists as P = ψ is a linear function. The Fourier expansion of P (v1)−ΦP (v1)
is then
(v1, ν)− Φ
K
√
2
(
1
(z, v1)
− 2(z′, v1)
)
− 4
√
2π
(z, v1)
∑
λ∈(P )
(λ, v1)
2
− 4
√
2 (π/(z, v1))
(n−1)/2
∑
λ∈K∗−0
∑
γ∈L∗
0
/L
p(γ)∈λ+K
b(γ, λ2/2)|λ|(n+1)/2
×
∑
r>1
r(n−3)/2e
(
r
(λ, v1)
(z, v1)
+ r(γ, z′)
)
K(n+1)/2(2πr|λ|/(z, v1)). (3.2)
The function P −ΦP is invariant under automorphisms of the lattice fixing the discriminant
group. In particular, it is invariant under Tx for any x ∈ K. So, Fourier expansion (3.2) is
equal to
(Txv1, ν)− Φ
K
√
2
(
1
(z, v1)
− 2(z′, Txv1)
)
− 4
√
2π
(z, v1)
∑
λ∈(P )
(λ, Txv1)
2
− 4
√
2 (π/(z, v1))
(n−1)/2
∑
λ∈K∗−0
∑
γ∈L∗
0
/L
p(γ)∈λ+K
b(γ, λ2/2)|λ|(n+1)/2
×
∑
r>1
r(n−3)/2e
(
r
(λ, Txv1)
(z, v1)
+m(γ, z′)
)
K(n+1)/2(2πr|λ|/(z, v1)). (3.3)
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In simplifying (3.3) we have used the fact that Tx stabilizes the vector z. After equating
(3.2) and (3.3) most terms cancel and we are left with (assuming that v1 = (p, a, b) and
ν = (q, c, d))
− a(q,x) + acx
2
2
+ c(p,x) =
√
2ΦK
(
−ax
2
2
− (p,x)
)
− 4
√
2π
∑
λ∈(P )
[
2(λ,p)(λ,x) + a(λ,x)2
]
. (3.4)
Regarding p, a, b and x as variables (3.4) becomes a polynomial equation and the terms
can be extracted by degree. In particular we find that
q = 0
and
c(p,x) =
√
2ΦK(p,x) − 8
√
2π
∑
λ∈(P )
(λ,p)(λ,x).
Which means that ∑
λ∈(P )
(λ,p)(λ,x) = −
√
2ΦK + c
8
√
2π
(p,x). (3.5)
This shows that the sum on the left hand side, if p = x, is constant on the sphere of norm
−1 vectors. This means that the vectors λ ∈ (P ) form a vector system [9].
If we substitute (3.5) back (3.2) and recall that v1 has norm 1 we get
P (v1)−ΦP (v1) = (v1, ν)− Φ
K
√
2
(
1
(z, v1)
− 2(z′, v1)
)
+
√
2ΦK + c
2(z, v1)
p2 +Ø
= (v1, ν)− Φ
K
√
2 a
(
1− 2ab− 2a2(z′)2 − p2)+ c
2a
p2 +Ø
= (v1, ν) +
√
2ΦKa(z′)2 +
c
2a
p2 +Ø
= bc+ ad+ ac(z′)2 +
√
2ΦKa(z′)2 +
c
2a
p2 +Ø
= a
(
d+
√
2ΦK(z′)2 + c(z′)2
)
+
c
2a
+Ø,
where Ø is shorthand for the rapidly decreasing terms containing the K–Bessel functions.
Now, looking at the action of the Laplacian on this function we see that there can be no
terms of the form 1/a and hence c = 0.
Since Ø decreases rapidly as one approaches the cusp and the terms proportional to a
decrease as the reciprocal of a polynomial, the function P (v1) − ΦP (v1) decreases as 1/y
(or faster). 2
We note that in proving the above result we also showed the following:
Corollary 3.3.5 The elements of (P ) form a vector system.
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If we examine the Fourier expansion for ξ knowing that the vectors λ ∈ (P ) form a vector
system we see:
Corollary 3.3.6 ξ is rapidly decreasing at the cusp represented by z.
3.4 The Spectrum of the Laplacian
Set ω = n−12 and write the eigenvalues of the Laplacian in the form s
2 − ω2. Because the
eigenvalues for the Laplacian are negative reals, this forces s to lie in the following subset
of C
iR ∪ [−ω, ω].
The continuous spectrum of the Laplacian lies in iR and it is conjectured that the cuspidal
part also lies in this region (these are the Ramanujan–Selberg conjectures). The other
eigenvalues that can occur are called exceptional eigenvalues. They can come from either
theta liftings or from the residues at poles of the analytic continuation of the Eisenstein
series (see, for example, [39]). These functions tend to zero at the cusps but are not cuspidal
(because they do not tend to zero exponentially). They correspond to the non–tempered
automorphic representations (see, for example, [18]). There is a precise conjecture as to the
location of all eigenvalues for the orthogonal group.
Conjecture 3.4.1 For the group O(1, n) the exceptional eigenvalues are given by
s ∈ {ω, ω − 1, . . . ,−ω}.
This conjecture is formulated in [19] and [20] and in these papers various computations
are performed to support the conjectures. It is also noted in these papers that the conjecture
appears consistent with various conjectures of Arthur [2].
For SO(1, 2) (which is PSL2(R)) this says that there are no exceptional eigenvalues other
than the constant function (which is the residue of the pole of an Eisenstein series at s = 1).
In particular, other than this zero eigenvalue, all other eigenvalues are at most −1/4. This
is the famous Selberg 1/4–conjecture.
Lemma 3.4.2 Assume Conjecture 3.4.1. For n > 7 the function P − ΦP is the zero
function.
Proof. The function P (v1) − ΦP (v1) is an eigenfunction of the Laplacian and so, by the
conjecture, its eigenvalue, −n, should occur for some s ∈ iR ∪ {ω, ω − 1, . . . ,−ω}.
For n > 6 it is clear that n < ω2 and so s must be one of the exceptional eigenvalues.
This requires us to solve
−n = −(n− 1)k + k2
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in the integers, giving
n =
k(k + 1)
k − 1 .
Thus n is either 0 or 6. Hence for n > 7 the eigenvalue −n does not occur in the (conjectured)
spectrum and so P − ΦP is the zero function. 2
Corollary 3.4.3 P = ψP and ξP = 0.
Proof. We have seen that P = ΦP = ψP + ξP . P − ψP is some linear function and ξP is
a rapidly decreasing function at the cusp z. Hence, both are zero. 2
Question. Is there another way to show that P − ΦP is zero without using Conjecture
3.4.1? In many examples the difference is zero even in cases where n 6 7. It is therefore
natural to conjecture that the above construction will always give P = ΦP ; even if this turns
out to be false the above method will give a way to construct exceptional eigenfunctions
which may themselves be interesting.
3.5 The Maass–Poincare´ Sum
We have constructed a real analytic modular form whose theta transformation is exactly
the piecewise linear function we wanted. We would now like to show that this implies
that the modular form was actually a holomorphic one. Unfortunately there are many
counterexamples to this for lattices with large p–rank. However, if the p–rank of the lattice
is sufficiently small then we can make this deduction.
Lemma 3.5.1 There is no nearly holomorphic vector–valued modular form associated to
the lattice II1,25(2) with singularities corresponding to the primitive roots.
Proof. The roots of II1,25(2) are the vectors that are one half of the vectors that were
roots for II1,25. These are norm −1 vectors in L∗. The modular form associated to this
would have singularities of the form q−1/2 and so on multiplying be ∆(τ) we would obtain
a non–singular weight zero modular form that was not a constant function. This is clearly
impossible. So, without some extra condition it is impossible to guarantee the existence of
a modular form with the singularity structure we would like. 2
It is possible to create a suitable modular form for the lattice II1,25(2); however it will
have singularities corresponding to non–primitive vectors. This modular form is closely
related to the classical form ∆(2τ): it is formed by inducing the scalar–valued modular
form 1/∆(2τ) to a vector–valued form (see Chapter 4). The form will have singularities of
the form q−2 corresponding to norm −4 vectors. Usually, some norm −4 vectors will not
be roots of a lattice, but in the case of II1,25(2) all norm −4 vectors are roots (because they
are multiples of norm −1 vectors in the dual lattice). This problem does not only occur for
imprimitive lattices; another example comes from [12] where the modular form
q−1 − 216− 9126q +O(q2)
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almost corresponds to the lattice with genus II1,15(3
−1) (the reason for “almost” is that the
vector–valued version of this modular form is zero). What is happening is that we should
be looking at the Atkin–Lehner duals: The lattice should be in the genus II1,15(3
−15) and
the modular form should be
q−3 − 90q−1 − 216 − 5904q2 +O(q3).
Usually this form would cause problems since some norm −6 vectors may not be roots.
However, for the lattice II1,15(3
−15) all norm −6 vectors are multiples of norm −2/3 vectors
from the dual lattice and hence they are roots.
There are other examples in [12] having small discriminant groups and almost corre-
sponding scalar valued forms (they seem always to be the “dihedral” cases). These can all
be explained using Atkin–Lehner duals in the same way as above.
These examples make clear that problems occur in the cases when Heegner–divisors for
different vectors can coincide. In the case of II1,25(2), the Heegner–divisors for norm −4
vectors and those for cosets of norm −1 vectors are the same. In the II1,15(3−1) case, the
Heegner–divisors for the norm −6 vectors and those for cosets of norm −2/3 vectors are
the same. If Heegner–divisors coincide it becomes harder to pick a canonical choice for the
singular coefficients of the modular form, for example, in the II1,25(2) case we have to pick
the coefficients of q−2 and q−1/2 and only for the correct choice of these coefficients will the
real analytic terms cancel. There are, however, many examples to show that these harder
lattices still seem to be associated to modular forms. In [14], Bruinier expressed similar
beliefs that the theorems carry over to these harder cases but that some new idea is needed;
it was suggested that this might involve more careful study of the behaviour of newforms
and oldforms.
The fact that ξ is the zero function gives strong restrictions on the coefficients b(λ, n)
for n < 0
Theorem 3.5.2 For any λ ∈ K∗ − 0 we have the following restriction on the coefficients
b(λ, n) ∑
γ∈L∗
0
/L
p(γ)∈λ+K
b(γ, λ2/2)
r2
= 0.
Proof. The formula for ξ in the upper half plane model is
ξ(y, µ) = 4
√
2 (πy)(n−1)/2
∑
λ∈K∗−0
∑
γ∈L∗0/L
p(γ)∈λ+K
b(γ, λ2/2)|λ|(n+1)/2
×
∑
r>1
r(n−3)/2e(r(λ, µ) + r(γ, z′))K(n+1)/2 (2πr|λ|y) .
Note that we have removed the polynomial terms due to the vector system property. The
Λ–Fourier coefficient is
4
√
2 (πy)(n−1)/2|Λ|(n+1)/2
∑
r·λ=Λ
∑
γ∈L∗
0
/L
p(γ)∈λ+K
b(γ, λ2/2)
r2
.
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The fact this is zero implies that
∑
r·λ=Λ
∑
γ∈L∗0/L
p(γ)∈λ+K
b(γ, λ2/2)
r2
= 0.
By an easy induction, starting with the primitive vectors, we see the result. 2
We would like to deduce from this result that the b(λ, n) with n < 0 are all zero.
However, there are a couple of problems with this. In cases like II1,25(2), the norms of
vectors in the lattice are 0, 8, 12, 16, . . . . In particular, half of the even norms are missing.
However, the Maass–Poincare´ series has terms of the form b(λ, n) where n ≡ λ2/2 (mod 1).
So, the Maass–Poincare´ series can have terms such as b(λ, 7) which can not be ruled out
by the above lemma as they never occur in the Fourier expansion. So we need some way
to guarantee that enough norms occur in the lattice K∗. A separate problem is that the
lemma only guarantees that a sum is zero rather than the individual terms. If N = 1 (in
other words, if z′ ∈ L) then L∗0/L is trivial and the sums all have only one term. In the
next section we will place restrictions on the lattice L which allow us to deduce that the
modular form is holomorphic.
3.6 Well–Endowed Lattices
We now make two assumptions about the lattice L and will call these lattices well–endowed.
Firstly, we assume that it splits a hyperbolic plane. In other words, we can decompose L
as
L = K ⊕ II1,1,
where K is a negative definite lattice. Note that this splitting is usually not unique: In the
case L = II1,25 we can pick any of the 24 Niemeier lattices [49] for K.
Since we have split a hyperbolic plane we can pick z and z′ from the lattice II1,1 and
hence get only single terms (not sums) in Theorem 3.5.2. This will allow us to deduce that
b(λ, n) = 0 for any norm occurring at such a cusp.
Lemma 3.6.1 The genus of the lattice L contains only one lattice.
Proof. In the indefinite case, Theorem 19 from Chapter 15 of [23] gives that form must
p–adically diagonalize with distinct powers of p on the diagonal. This is impossible due to
the II1,1 part. 2
Corollary 3.6.2 Let K ′ be any lattice in the same genus as K. Then
K ′ ⊕ II1,1 ∼= L.
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Proof. The genus of K ′ ⊕ II1,1 is the same as that of L. However, L is unique within the
genus. 2
A genus of lattices determines the discriminant group A. The genus g is said to represent
all possible norms if the following holds: for any γ ∈ A and n ≡ γ2 (mod 2) there is a lattice
L in g and a vector λ ∈ L∗ which is in the coset represented by γ and has norm n.
Well–known results of Siegel show that a genus represents every norm not ruled out by
local considerations. In fact, Siegel computed the average number of such representations
[65]. To be able to use Theorem 3.5.2 we want our genus to represent all possible norms,
so we now investigate conditions on L for which we can guarantee this.
Lemma 3.6.3 Suppose that the even lattice L contains II1,1 as a sublattice. Then L repre-
sents all possible norms.
Proof. Write L =M ⊕ II1,1 so that L∗/L is identified with M∗/M . Pick any lift of γ to a
vector of M∗. Because the lattice II1,1 contains vectors of every even norm we can add on
one of these to adjust the norm. 2
There are lattices that do not represent all possible norms. An imprimitive lattice L(2)
will miss certain norms. Being primitive is not sufficient: Let L be any indefinite lattice and
M a one–dimensional lattice then L(p)⊕M is a primitive lattice that only represents squares
or non–squares modulo p. Another example is L(25)⊕ [20 04] which does not represent any
even integer divisible exactly once by 5. So, there seem to be problems when the p–rank of
the lattice is large. It is well–known that, when the p–rank is sufficiently small compared
to the dimension, the lattice splits a hyperbolic plane.
Lemma 3.6.4 Suppose that L is an even indefinite lattice such that
p−rank(L) 6 dim(L)− 3 for all primes p
then L ∼=M ⊕ II1,1 for some lattice M .
Proof. This is Corollary 1.13.5 in [50]. 2
The third example above shows that this lemma is optimal, in other words, there exist
lattices with p−rank(L) = dim(L)− 2 for some primes p not splitting hyperbolic planes.
Theorem 3.6.5 Suppose that L is an even indefinite lattice such that
p−rank(L) 6 dim(L)− 5 for all primes p.
If we are given r ∈ Q, r < 0 and γ ∈ L∗/L such that γ2 ≡ r (mod 2) then γ can be lifted to
a vector of L∗ of norm r such that there is a copy of II1,1 in its orthogonal complement.
Proof. We already know from the previous lemma that we can lift γ to a vector β in
L∗ of norm r. Suppose that the minimum positive inner product of β with L is N . Let
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M = β⊥∩L and A = Zβ∩L. L can be formed by “gluing” together A and M (see Chapter
4 of [23]).
Let l be any vector of L such that (l, β) = N . By projection onto M ⊗ R we see that
there is m′ ∈ M∗ such that m′ + Nβ2β ∈ L. This gives us a gluing relation and due to
the minimality of N it generates all the gluing relations. Let G be the group of all gluing
relations considered as a subgroup of A∗/A⊕M∗/M . We have
0 - G ⊂ - A∗/A⊕M∗/M -- L∗/L - 0.
As G has rank at most 1 we see that the p-rank of M is at most 1 more than the p-rank of
L. Hence M can be split as M = T ⊕ II1,1 by Nikulin’s result. Gluing this back to A we
have the required decomposition. 2
Corollary 3.6.6 If K is a negative definite lattice with
p−rank(K) 6 dim(K)− 3 for all primes p
then the genus of K represents all possible norms.
Proof. Form L = K ⊕ II1,1. L satisfies the conditions of the previous theorem. Using this
theorem we can find copies of vectors of all possible norms with an II1,1 orthogonal to them.
Taking the orthogonal lattice to this II1,1 gives a lattice in the genus of K representing the
required vector. 2
As before, this bound on the p–ranks is optimal (as the face centred cubic lattice shows).
So, we restrict to lattices L that split a hyperbolic plane and determine a genus repre-
senting all possible norms. We call this class of lattices well–endowed.
Theorem 3.6.7 Assume Conjecture 3.4.1. Suppose that L is a well–endowed lattice with
signature (1, n), n > 7. Suppose that P (v) is a continuous piecewise linear function on
Gr(L) with singularities along Heegner–divisors of L. Then P is given by the singular theta
lift of some nearly holomorphic vector–valued modular form.
Proof. We saw how to pick the candidate function lifting to P . We now need to show
that the real analytic terms cancel. Since L is well–endowed we get (using Theorem 3.5.2
at all the cusps) that
b(λ, n) = 0 for all possible λ and n.
Thus there are no real analytic terms in the function FP (τ) so it is nearly holomorphic. 2
This theorem can be regarded as the (1, n) version of main theorem proved by Bruinier
in [15]. The restriction on the dimension is only needed due to our use of Conjecture 3.4.1.
It is worth commenting on the similarity between the conditions we impose on the lattice
and those that Bruinier requires. We impose conditions on the lattice so that we can deduce
that vectors of all possible norms occur as we vary over cusps. Bruinier requires that the
45
lattice of signature (2, n) splits two hyperbolic planes. This allows him to guarantee that
vectors of all possible norms occur at a single cusp. Notice that splitting two hyperbolic
planes is guaranteed for signature (2, n) lattice with p−rank(L) 6 dim(L)− 5 for all primes
p (simply apply Nikulin’s result twice).
If the lattice is not well–endowed it can still be possible to get results by using Atkin–
Lehner involutions.
A lattice is called elementary if its discriminant group L∗/L is elementary Abelian. It is
well known that every lattice has an embedding (actually, a canonical embedding) into an
elementary lattice of the same dimension.
Lemma 3.6.8 Every lattice L has an embedding into an elementary lattice.
Proof. Let A be a p–component of the discriminant group with exponent pn for n > 1.
The subgroup H = pn−1A is isotropic, non-trivial and invariant under O(L). Thus L+H is
an integral lattice into which L embeds. This process decreases the size of the discriminant
group as so is clearly finite. 2
If m ∈ N and m square free then we can define the m–dual of an elementary lattice L to
be
L∗m =
(
L∗ ∩ 1
m
L
)
(m),
where (m) means we scale the inner product by m.
N.B. This operation does not always preserve the fact that the lattice is even.
These operations are also called Atkin–Lehner involutions. Recall that classical modular
forms can be though of as functions on the space of 2–dimensional lattices [61]. The action
of the m–dual on these lattices then gives an operation on the space of modular forms. This
operation is the same as one described by Atkin and Lehner in [3] (it is the W operation
associated to the matrix
[ 0
m
1
0
]
).
Lemma 3.6.9 L∗m is an elementary lattice and has the following properties
p−rank(L∗m) =
{
p−rank(L) (p,m) 6= 1,
dim(L)− p−rank(L) (p,m) = 1.
Proof. It is easy to see that L∗m ⊗ Zp = (L ⊗ Zp)(m) if p and m are coprime and that
L∗m ⊗ Zp = (L⊗ Zp)∗(m) otherwise. 2
Lemma 3.6.10 The ∗m-operation is an involution, in other words,
(L∗m)∗m = L.
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Proof. If (p,m) = 1 then
(L∗m)∗m ⊗ Zp = (L∗m ⊗ Zp) (m)
= (L⊗ Zp)(m2)
= L⊗ Zp.
If (p,m) 6= 1 then
(L∗m)∗m ⊗ Zp = (L∗m ⊗ Zp)∗ (m)
= ((L⊗ Zp)∗(m))∗ (m)
=
1
m
(L⊗ Zp)(m2)
= L⊗ Zp.
2
Exactly the same idea can be used to show that the ∗m–operators are multiplicative
(L∗m)∗n = L∗mn if (m,n) = 1.
Once we have embedded our lattice into an elementary lattice we can use the Atkin–
Lehner involutions to attempt to make the lattice easier to deal with. Recall that the
dihedral cases from [12] could be interpreted using these Atkin–Lehner involutions. Pre-
sumably a more careful study of these operations would allow our results to be extended to
a more general class of lattices. For example, one of the problems with using Theorem 3.5.2
was that a sum of coefficients occurs if the cusp has level N > 1. If we knew more relations
between these coefficients then we could still deduce that the individual terms were zero.
When we take Atkin–Lehner involutions of modular forms there are usually many relations.
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Chapter 4
Lorentzian Lattices with Weyl
Vectors
In this chapter we will use our previous results to see how a Lorentzian lattice with a
Weyl vector is associated with a nearly holomorphic vector–valued modular form whose
singularities correspond to the primitive roots. To do this we will construct a piecewise
linear function on the Grassmannian with singularities corresponding to primitive roots.
The construction of the piecewise linear function depends on the existence of the Weyl
vector. We will then use the converse theorem of the previous section to show that this
function occurs as the singular theta lift of some nearly holomorphic modular form. We
will use the existence of the modular form to study the existence of such reflection groups
in high dimensions.
4.1 A Piecewise Linear Function
Lemma 4.1.1 Suppose that v is a primitive root of a (not necessarily even) lattice L. Then
v has squared norm −2/m for some integer m and mv ∈ L.
Proof. As v is a primitive vector of L∗ we can find a vector w in the lattice L with inner
product exactly 1 with v. Consider the reflection of this vector in the plane v⊥. For v to
be a root we must have
2
v2
v ∈ L. (4.1)
In particular, by squaring the above formula, we see v has squared norm −4/m for some
integer m. Substituting this back into (4.1) shows that m2 v ∈ L. The inner product of m2 v
with w is both m2 and an integer. Thus, m is even and we have the result. 2
Lemma 4.1.2 Suppose that v ∈ L∗/L has norm −2/m and order dividing m then every
lift of v to a norm −2/m vector of L is a root.
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Proof. This follows easily from the formula for the reflection in v. 2
N.B. The above conditions on v do not quite show that the lift is a primitive root. It is
easy to show that the lift is either a primitive root or twice a primitive root.
Suppose that L is a Lorentzian lattice. Let W be the reflection group generated by
reflections in the primitive roots of L. This group acts on Gr(L) with fundamental chamber
F . Primitive roots orthogonal to the faces of F are called simple roots. Reflections in
simple roots generate the whole reflection group. A Weyl vector for W is a vector ρ such
that (ρ, r) = r2/2 for all simple roots r.
We will actually be able to use a slightly more general notion of a Weyl vector. A
generalized Weyl vector for W is a vector ρ such that the inner product (ρ, r) depends only
on the coset of the simple root r in L∗/L. This is clearly a more general notion than that
of a Weyl vector; it is, however, not as general as that in [51]. It seems to be the case that
most interesting examples fall into this category.
Given a lattice L with generalized Weyl vector ρ we can generate a piecewise linear
function as follows. Let v1 be a norm 1 vector representing the point v in Gr(L). By action
of the Weyl group we get some norm 1 vector w1 in F (the non–uniqueness for elements
of the boundary does not matter). Define F (v1) to be the inner product of w1 with ρ.
This is clearly piecewise linear and has its singularities on the reflection hyperplanes. The
singularity along the hyperplane orthogonal to the root r is of the form |(v, r)|.
Any automorphism of the lattice that is trivial on the discriminant form and fixes the
fundamental chamber F will fix a generalized Weyl vector. So, the piecewise linear function
is invariant under a congruence subgroup of the full automorphism group. Using the results
of the previous chapter we can associate to this function a modular form whose singular-
ities encode the reflection hyperplanes of the lattice provided that the lattice satisfies the
previously discussed conditions.
Theorem 4.1.3 Assume Conjecture 3.4.1. If L has a generalized Weyl vector and L is
well–endowed then there is a nearly holomorphic modular form whose singularities corre-
spond to the primitive roots of the reflection group of L.
As noted before, a sufficient condition for being well–endowed is that L has p−rank(L) 6
dim(L)− 5 for all primes p. Note that the singularities correspond to primitive roots of L
and so they are of the form q−1/n for various integers n by Lemma 4.1.1.
Theorem 4.1.4 Assume Conjecture 3.4.1. If L is a well–endowed Lorentzian lattice with
generalized Weyl vector then dim(L) 6 26.
Proof. By the previous theorem, associate to L a nearly holomorphic modular form F (τ).
Consider the form F (τ)∆(τ), where
∆(τ) = q
∞∏
i=1
(
1− qi)24 = q − 24q2 + 252q3 − 1472q4 + 4830q5 − · · ·
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is the cusp form of weight 12 for SL2(Z). F (τ)∆(τ) has no singularities at the cusps because
all singularities of F (τ) are of the form q−1/n. Therefore it is holomorphic with weight
13 − dim(L)/2. It is well known that a modular form of negative weight has singularities,
so
13− dim(L)/2 > 0 ⇒ dim(L) 6 26.
This is the required result. Note that the dimensions involved here are all within the ranges
that the theorems work. 2
There is a famous Lorentzian lattice of dimension 26 with a (norm 0) Weyl vector.
This lattice is II1,25. It is closely related to the Leech lattice: Let Λ denote the Leech
lattice (the unique even unimodular lattice with minimal norm 4 and dimension 24). Then
II1,25 ∼= Λ(−1)⊕ II1,1. This lattice was shown to have a norm zero Weyl vector by Conway
[23]. It can be shown to have a norm zero vector by using the fact that it is associated to
the modular form 1/∆(τ) [10]. We will now show that this lattice is essentially the unique
lattice with these properties.
Theorem 4.1.5 II1,25 is the unique even, well–endowed, 26 dimensional lattice with a gen-
eralized Weyl vector.
Proof. The only holomorphic modular forms of weight 0 (which is the weight of F (τ)∆(τ))
are constants. Hence F (τ) is of the form v × 1/∆(τ) where v is a constant vector. The
singularity q−1 corresponds to reflections in a primative root of norm −2. However, any
primitive root of L of norm −2 is a vector of L by Lemma 4.1.1. Hence the only component
of v that is non-zero is the one corresponding to e0. Now consider the behaviour of the
modular form under the element S of Mp2(Z). It is clear that this can only satisfy the
required transformation formula if |L∗/L| = 1. Hence L is unimodular, so it must be II1,25.
2
4.2 Lifting from Scalar Forms
Although vector–valued modular forms are theoretically convenient they can become cum-
bersome if |L∗/L| is large. Borcherds observed in [12] that most of the vector–valued forms
arising from Lorentzian lattices were closely related to scalar–valued modular forms on
Γ0(N) where N is the level of the lattice L. Bruinier and Bundschuh [16] have shown
this to be true in the case where L∗/L ∼= Z/pZ. We shall show that it is true for any
Aut(L∗/L)–invariant vector–valued form when L∗/L is elementary. The condition of being
Aut(L∗/L)–invariant is clearly necessary. There are examples in [58] of vector–valued forms
on non–elementary lattices that are not directly associated to scalar–valued modular forms.
These cases seem to be constructed from a scalar–valued modular form and a lattice theta
function, although this theta function remains a little mysterious.
The Weil representation obviously has a commuting action of Aut(L∗/L) on it (the Weil
representation can be defined using the inner product only). The discriminant form can be
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decomposed into the orthogonal direct sum
L∗/L = A2 ⊕A3 ⊕A5 ⊕ · · · ,
where the Ap is an elementary Abelian p–group (we are assuming that the lattice L is
elementary). The automorphism group therefore decomposes as
Aut(L∗/L) = Aut(A2)×Aut(A3)×Aut(A5)× · · · .
Therefore the fixed points of Aut(L∗/L) on the Weil representation decompose as
C[L∗/L]Aut(L
∗/L) = C[A2]
Aut(A2) ⊗ C[A3]Aut(A3) ⊗ C[A5]Aut(A5) ⊗ · · · .
We examine these orbits more closely.
Lemma 4.2.1 Assume p is odd. Two non–zero vectors of equal norm in Ap are equivalent
under Aut(Ap).
Proof. Realize the discriminant form Ap as the discriminant form of a sufficiently large
indefinite lattice L. Given two non–zero vectors of equal norm we can lift them to primitive
vectors of small positive norm. We can now decompose the lattice L as (Zv⊕K)+g (where
g is a glue vector). As L was sufficiently large we know that K is unique [50] and hence
we can write down an obvious automorphism of L swapping the two lifts. This gives an
automorphism of Ap swapping the two vectors. 2
The previous lemma can also be proved by using Witt’s extension theorem for quadratic
forms. However, Witt’s theorem does not extend to the case p = 2 whereas the above
argument does.
For the p = 2 case there is an extra possible orbit given by the parity vectors. A parity
vector (see page xxxiv of [23]) in A2 is a vector v such that (v,w) ≡ w2 (mod 1) for all
w ∈ A2. It is clear from the definition that the parity vector is unique. Other terminology
for parity vectors appears in the literature: they are also known as characteristic vectors,
canonical elements and test vectors.
Lemma 4.2.2 Two non–zero, non–parity vectors of equal norm in A2 are equivalent under
Aut(A2).
Proof. The proof of this is basically identical to the previous lemma; the reason for
the extra case is that in the classification of the genus there are two different types of
2–component — the even and odd ones. 2
The level of a lattice L is the minimal positive integer N such that Nγ2/2 is integral for
all γ ∈ L∗. In the case where L is elementary we see that N is either square–free or twice
a square–free number. The scalar–valued forms we use will be forms on Γ˜0(N) (the inverse
image of Γ0(N) in Mp2(R). For these values of N the cusps of Γ˜0(N) are easy to describe
51
Lemma 4.2.3 (see [63]) A complete set of representatives for the cusps is given by 1/c for
c|N ; this cusp has width N/(c2, N).
Matrices representing the cosets Mp2(Z)/Γ˜0(N) are therefore given by matrices of the
form ([
1 b
c d
]
,+
√
cτ + d
)
for c dividing N.
Let
(
a
b
)
be the Kronecker symbol, an extension of the Jacobi symbol to all integers with
(
a
−1
)
=
{
−1 for a < 0,
1 for a > 0.
(a
2
)
=


0 for a even,
1 for a ≡ ±1 (mod 8),
−1 for a ≡ ±3 (mod 8).
We now define some characters of Γ˜0(N). The character χn is defined by
χn
([
a b
c d
]
,±
√
cτ + d
)
=
(
d
n
)
.
The character χϑ is defined by
χϑ
([
a b
c d
]
,±
√
cτ + d
)
=
{
± ( cd) if d ≡ 1 (mod 4),
∓i ( cd) if d ≡ 3 (mod 4).
The character χA, where A is a discriminant form, is given by
χA =

χ
sgn(A)+
(
−1
|A|
)
−1
ϑ χ|A|2sgn(A) if 4|N ,
χ|A| if 4 ∤N .
Firstly we study how to extract scalar–valued forms from components of the vector–
valued form.
Theorem 4.2.4 (see [12]) Suppose that L∗/L has level N . If b and c are divisible by N
then
g =
([
a b
c d
]
,±
√
cτ + d
)
∈ Mp2(Z)
acts on the Weil representation by
g(eγ) = χL∗/L(g)eaγ ,
where χL∗/L is the character defined above.
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From this we can show
Lemma 4.2.5 Suppose that L∗/L has level N . If γ ∈ L∗/L has norm zero then
g =
([
a b
c d
]
,±
√
cτ + d
)
∈ Γ˜0(N)
acts on eγ as
g(eγ) = χL∗/L(g)eaγ .
Proof. We can write g ∈ Γ˜0(N) in the form([
1 k
0 1
]
,+1
)([
a′ b′
c d
]
,±
√
cτ + d
)
,
where b′ and c are divisible by N . If γ is a norm zero vector in the discriminant group then
it is invariant under the action of
[
1
0
k
1
]
. The character χL∗/L is trivial on
[
1
0
k
1
]
. Finally,
the discriminant group has exponent dividing N and a ≡ a′ (modN) so that aγ and a′γ
are identical in the discriminant group. 2
Using this and invariance under Aut(L∗/L) we get
Theorem 4.2.6 Let F (τ) be an Aut(L∗/L)–invariant vector–valued modular form. Let γ
be a norm zero vector in the discriminant group. Then the eγ–component of F (τ) is a
modular form for the group Γ˜0(N) with the same weight as F and character χL∗/L.
Proof. We will show that, for an elementary discriminant form, the vectors γ and aγ
(where a is coprime to N) are Aut(L∗/L)–equivalent. From this the result will clearly
follow using the previous lemma.
By decomposing the vector γ into its Jordan components we only need to show this result
for the individual components. If γ ∈ Ap for p > 2 then this follows from the fact that
two non–zero vectors of Ap are conjugate under Aut(Ap) if and only if they have the same
norm. Both γ and aγ have norm zero and because (a, p) = 1 they are both simultaneously
zero or nonzero. If γ ∈ A2 then a is odd and so γ and aγ are identical in A2. 2
Suppose that f(τ) is a scalar–valued modular form for the group Γ˜0(N) with character
χL∗/L we will now show how to induce this form to a vector–valued form with type ρL∗/L.
For g =
([
a
c
b
d
]
,±√cτ + d
)
define the slash operator |g of weight k by
f |g(τ) =
(
±
√
cτ + d
)−2k
f(gτ).
So, if f has character χ then f satisfies
f |g = χ(g)f for all g ∈ Γ˜0(N).
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Lemma 4.2.7 If g, h ∈ Mp2(Z) then
f |g|h = f |gh.
Proof. This is a simple computation where we must keep careful track of the minus signs.
2
Define the vector valued function F (τ) by
F (τ) =
∑
g∈Γ˜0(N)\Mp2(Z)
f |g(τ)ρL∗/L(g−1)e0.
Lemma 4.2.8 The sum defining F (τ) is well defined.
Proof. Suppose we replace g by hg with h ∈ Γ˜0(N). Then the term in the sum becomes
f |hg(τ)ρL∗/L((hg)−1)e0 = χL∗/L(h)f |g(τ)ρ(g−1)ρ(h−1)e0
= χL∗/L(h)f |g(τ)ρ(g−1)χL∗/L(h−1)e0
= f |g(τ)ρL∗/L(g−1)e0.
Hence the sum is independent of coset representative. 2
Theorem 4.2.9 The function F (τ) is a vector valued form of weight k and type ρL∗/L.
Proof. Let
h =
([
a b
c d
]
,
√
cτ + d
)
∈ Mp2(Z).
A computation gives
F (hτ) =
∑
g
f |g(hτ)ρ(g−1)e0
=
∑
g
f |gh−1(hτ)ρ(hg−1)e0
= (cτ + d)kρ(h)
∑
g
f |g(τ)ρ(g−1)e0
= (cτ + d)kρ(h)F (τ),
which proves the result. 2
It is well known that this induction is not injective — there are some forms, even ones
with singularities, that induce to the zero vector–valued modular form. However, we shall
show that any Aut(L∗/L)–invariant vector valued modular form on an elementary lattice
is induced in this way from a scalar–valued modular form. In fact, we will show that the
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scalar–valued form can be chosen to be a linear combination of the scalar–valued forms
from the eγ–components of F (τ), for γ of norm zero.
Think of F (τ) as a column vector. Let v be a row vector with non-zero entries corre-
sponding to norm zero vectors. So, vF (τ) is a Γ˜0(N) form with character χL∗/L. When we
induce this we get ∑
g∈Γ˜0(N)\Mp2(Z)
f |g(τ)ρ(g−1)e0
=
∑
g
(cgτ + dg)
−kf(gτ)ρ(g−1)e0
=
∑
g
(cgτ + dg)
−kvF (gτ)ρ(g−1)e0
=
∑
g
(cgτ + dg)
−kv(cgτ + dg)
kρ(g)F (τ)ρ(g−1)e0
=
∑
g
vρ(g)F (τ)ρ(g−1)e0.
Looking only at the e0–coordinate of the induction we get (writing ρ00 for the top left
hand entry of ρ(g))
∑
g∈Γ˜0(N)\Mp2(Z)
vρ(g)F (τ)ρ00 = v
(∑
g
ρ00ρ(g)
)
F (τ).
We can evaluate the sum using Shintani’s formula for the matrix coefficients of the Weil
representation (Theorem 1.2.1). Let α and β be norm zero vectors in the discriminant
group. We shall work out the (α, β)–coefficient for the Weil representation of
[
1
c
b
d
]
.
Proposition 4.2.10
ρ
([
1 b
c d
])
αβ
=
1
|L∗/L|
∑
µ∈L∗/L
e
(
−cµ
2 + 2(α− β, µ)
2
)
.
Proof. By the Shintani formula
√
i
− sgn(L)
cn/2
√|L∗/L|
∑
γ∈L/cL
e
(
a(α+ γ)2 − 2(β, α + γ) + dβ2
2c
)
=
√
i
− sgn(L)
cn/2
√
|L∗/L|
∑
γ∈L/cL
e
(
(α+ γ)2 − 2(β, α + γ) + (1 + bc)β2
2c
)
=
√
i
− sgn(L)
cn/2
√
|L∗/L|
∑
γ∈L/cL
e
(
(α+ γ)2 − 2(β, α + γ) + β2
2c
)
e
(
bβ2
2
)
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=
√
i
− sgn(L)
cn/2
√|L∗/L|
∑
γ∈L/cL
e
(
(α+ γ)2 − 2(β, α + γ) + β2
2c
)
=
√
i
− sgn(L)
cn/2
√|L∗/L|
∑
γ∈L/cL
e
(
(α− β)2
2c
)
e
(
γ2 + 2(α− β, γ)
2c
)
.
To evaluate this sum we use a Fourier transform trick. Set
ψγ(x) = e
(
1
2c
[(γ + x)2 + 2(γ + x, λ)]
)
and
Ψ(x) =
∑
γ∈L/cL
ψγ(x).
The sum we want to evaluate is Ψ(0) and this also given (by the Poisson summation formula)
as the sum of the Fourier coefficients. For µ ∈ L∗ set
cµ =
∫
F
Ψ(x)e−2πi(µ,x)dx.
Thus we have G(0) given by
1√
|L∗/L|
∑
µ∈L∗
cµ
=
1√
|L∗/L|
∑
µ∈L∗/L
∑
γ∈L/cL
∫
F
e
(
(x+ γ)2 + 2(x+ γ, λ)
2c
− (µ, x+ γ)
)
dx
=
1√|L∗/L|
∑
µ∈L∗
∫
cF
e
(
1
2c
[(x+ λ− cµ)2 − (λ+ cµ)2]
)
dx
=
1√
|L∗/L|
∑
µ∈L∗/L
(∫
L⊗R
eπix
2/cdx
)
e
(
− 1
2c
(λ+ cµ)2
)
.
This integral is easily seen to cancel the terms at the front of the Shintani formula. Hence
the matrix coefficient is
1
|L∗/L|
∑
µ∈L∗/L
e
(
−cµ
2 + 2(α − β, µ)
2
)
.
2
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What we actually want is ρ00ρ(g) so this is
1
|L∗/L|2
∑
µ∈L∗/L
∑
δ∈L∗/L
e
(
−cµ
2 − cδ2 + 2(α− β, µ)
2
)
=
1
|L∗/L|2
∑
µ∈L∗/L
∑
δ∈L∗/L
e
(
cµ2 + 2(α − β − cµ, δ)
2
)
=
1
|L∗/L|
∑
µ∈L∗/L
cµ=α−β
e
(
cµ2
2
)
.
Notice we can evaluate this sum by evaluating it on the subsets Ap of the discriminant
form. We can also restrict to the case where α and β are in Ap. So we try to evaluate the
sum:
1
|Ap|
∑
µ∈Ap
cµ=α−β
eπicµ
2
. (4.2)
Lemma 4.2.11 Suppose p divides c. Then (4.2) is 1 if α = β and 0 otherwise.
Proof. If p divides c then the second condition in the sum is that α = β. So, we get zero
if α 6= β. When α = β all terms in the sum are 1. 2
Lemma 4.2.12 Suppose p does not divide c and let d ≡ c−1 (mod p). Then (4.2) is
1
|Ap|e
−2πid(α,β).
Proof. In this case the unique µ in the sum is given by µ = d(α − β). 2
Due to the Aut(Ap)–invariance we can regard these matrices as matrices on the norm
zero vectors in A
Aut(Ap)
p . This means we can get matrices that are either 1× 1 (if there are
no non–trivial norm 0 vectors), 2× 2 (if there are non–trivial norm 0 vectors, but no parity
ones) or 3× 3 (if there are non–trivial norm 0 vectors and parity vectors).
Lemma 4.2.13 The sum in the induction, restricted to Ap is a non–zero scalar multiple
of the equivalent sum for the discriminant form Ap.
Proof. Just do the sum. 2
To check that the matrix is invertible, we only need to do it for the case when the
discriminant form has only one non–zero Jordan component. Note also that the matrix is
independent of the dimension of the lattice L.
Let A be a discriminant form that is an elementary p–group (so it is of the form (Z/pZ)n
for some n). Let F (τ) be an Aut(A)–invariant vector–valued form. Let W be the vector
space spanned by the eγ–coefficients of F (τ) for γ of norm 0. We know that W is finite
dimensional.
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Lemma 4.2.14 The induction from W to vector–valued forms is injective.
Proof. If a form f(τ) induced to the zero vector–valued form then we can deduce that the
Fourier expansion of f at the cusp 0 is identically zero. Hence f(τ) = 0 and the induction
is injective. 2
Hence, we have an endomorphism of W given by inducing to a vector–valued form and
then restricting to the e0–component.
Lemma 4.2.15 (see [12]) For g =
([
a
c
b
d
]
,±
)
in Mp2(Z), ρL(g)e0 is a linear combination
of vectors from Ac∗.
Lemma 4.2.16 If the e0–component of F (τ) is zero then F (τ) = 0.
Proof. By examining the transformation behaviour under matrices from the previous
lemma we see that various components of the vector–valued form are identically zero. In
the case of an elementary lattice there are enough cusps (choices of c) to show that all such
components are zero. 2
Hence the endomorphism defined above is an automorphism.
Theorem 4.2.17 An Aut(L∗/L)–invariant vector–valued form, for L elementary, is in-
duced from a scalar–valued form.
Proof. The above work shows that some linear combination of the norm zero compo-
nents of F (τ) will induce to an Aut(L∗/L)–invariant vector–valued form with the same
e0–component as F (τ). Lemma 4.2.16 shows that this must therefore agree with F (τ). 2
4.3 Regular Discriminant Forms
We have already seen that we can use modular forms to bound the signature from below by
−24. In the case where we have a nice scalar–valued modular form associated to the lattice
we can do even better than this. In this section we show that for certain discriminant forms a
bound sharper than −24 can be placed on the signature. In order to simplify the arguments
in this section we will only present them for the case of no odd 2–Jordan components. The
arguments in the excluded cases are, as always, notationally slightly more complicated but
really no more difficult.
We call a discriminant form regular if each of the p–components, Ap, of the discriminant
form contains vectors of all norms k/p and a non–trivial norm zero vector. It is only in the
case of small discriminant forms that this can fail.
Example. In the case of odd primes, the p–components are always regular if the p−rank
is at least 3. Sometimes they are regular if the p−rank is 2 and they are never regular if
the p−rank is 1.
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Regular forms behave in a much nicer way than irregular forms. For example, the results
about inducing from a scalar form are easy in the regular case
Lemma 4.3.1 If f is a non-zero scalar–valued modular form for the lattice L, L regular,
then its lift to a vector–valued modular form is non-zero.
Proof. Consider the components of the induced vector–valued form having order equal
to the level of L. If they are all zero then the form f is identically zero at one cusp. This
means that f is the zero function. 2
Suppose we have a Lorentzian lattice L with a Weyl vector. As we have seen, associated
to it is a vector–valued modular form F (τ) with singularities corresponding to the primitive
roots of L. As we are using a Weyl vector (rather than a generalized Weyl vector) it is clear
that F (τ) will be invariant under Aut(L∗/L). Thus, if we also assume that the lattice is
elementary then Theorem 4.2.17 shows:
Theorem 4.3.2 An elementary Lorentzian lattice L with Weyl vector is associated to a
scalar–valued modular form f(τ) on Γ˜0(N) (where N is the level of L) with weight sgn(L)/2
and character χL∗/L.
We have already seen (Lemma 4.1.1) that primitive roots of L have norm −2/n and
order dividing n. This means that the singularities in the vector–valued modular form F (τ)
must be of the form q−1/n. The second condition from Lemma 4.1.1 that nv ∈ L shows that
the singularity can only occur at the cusp N/n in the scalar–valued modular form f(τ).
Hence, f(τ) has poles of order at most 1 at all cusps. This is enough of a restriction on the
singularities of f(τ) for us to produce a bound for the signature of the corresponding lattice.
This bound appears to be close to best possible — there are usually lattices occuring at the
predicted bound and they are almost always interesting. The lattices not included in this
calculation (those with irregular discriminant forms) seem to be rare.
Example. The Leech, Barnes–Wall and Coxeter–Todd lattices all occur at exactly the
critical signature.
Let f be a modular form of weight k for the group Γ(N). We will use the Riemann–
Roch theorem to give a lower bound for the number of poles f can have. This then gives
us a way to give a minimum (negative) signature that a regular lattice can have. For
now we assume that the level is square-free, this corresponds to having no odd 2–Jordan
components. Similar arguments work in the remaining case but the formulæ are much more
complicated; we will discuss the remaining case later.
Lemma 4.3.3 The group Γ(N), for N > 1, has no elliptic points.
Proof. The stabilizers of the elliptic points in SL2(Z) are clearly not congruent to the
identity matrix modulo N . 2
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Lemma 4.3.4 The degree of the divisor of f is given by
deg((f)) =
k
12
[SL2(Z) : Γ(N)] .
Proof. This follows from the well known formula [46]
g = 1 +
µ
12
− ν2
4
− ν3
3
− ν∞
2
,
where g is the genus, µ is the index in SL2(Z), ν2, ν3 are the number of elliptic points of
order 2, 3, respectively and ν∞ is the number of cusps. All cusps of Γ(N) are of width N ,
so ν∞ = µ/N . Finally, the degree of the divisor of an automorphic form is given by
deg((f)) = k(g − 1) + k
2
∑
a
(
1− 1
ea
)
,
where a runs over the inequivalent elliptic points and cusps and ea is the order of the point
a (either 2, 3 or ∞). Combining these gives the result. 2
For the modular forms constructed above we know that the only poles occur at the cusps
and have order at most 1. Thus the degree of the divisor is at least minus the number of
cusps for Γ0(N). As Γ(N) is a subgroup of Γ0(N) we can regard the modular form as a
Γ(N) form with the degree of the divisor multiplied by [Γ0(N) : Γ(N)].
Theorem 4.3.5 The signature of L satisfies
sgn(L) > −24× cusp(N)
index(N)
,
where cusp(N) is the number of cusps of Γ0(N) and index(N) is the index of Γ0(N) in
SL2(Z).
Note that this theorem shows that there are only a finite number of such lattices with
negative signature. This fits in well with work of Nikulin [51] which uses his study of
“narrow parts of hyperbolic polyhedra” to show that there are only a finite number of
such lattices (up to an obvious equivalence relation which is roughly the same as assuming
the lattice to be elementary). Indeed, it seems natural to conjecture that our methods
of using modular forms to study Lorentzian reflection groups should also be able to give
this finiteness result. Unfortunately, it is the cases of irregular discriminants which seem
to cause problems. However, when the method does work we obtain good bounds on the
dimension which gives the hope that one could effectively classify all such lattices.
Example. If the lattice L has level 1 then the number of cusps is 1 and the index is 1.
So, we obtain the signature bound of −24 again. This signature corresponds to the Leech
lattice. If the lattice has level 2 then the number of cusps is 2 and the index is 3. So,
we obtain a signature bound of −16 which corresponds to the Barnes–Wall lattice. If the
level is 3 then there are 2 cusps and index 4. This gives a signature bound of −12 which
corresponds to the Coxeter–Todd lattice. The existence of such a signature is noted in [12]
where it says
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What usually seems to happen is that for each level there is some “critical” signature,
with the property that almost all lattices up to that signature have non–zero reflective
modular forms, but beyond that signature there are only a few isolated examples, usually
with p−rank at most 2 for some prime p. For example, for level N = 1 the critical
signature is −24, corresponding to the Leech lattice, the lattice II1,25 whose reflection
group was described by Conway, and so on, while for level N = 2 the critical signature
is −16 corresponding to the Barnes–Wall lattice and so on.
It is obvious why this signature is the beginning of a flood of such lattices: multiplying
by an Eisenstein series preserves the singularity structure of these scalar forms and so we
easily get scalar forms corresponding to lower dimensional lattices.
Notice that in the above quotation it is stated that the exceptional lattices seem to
correspond to a small p−rank for some prime p. This is explained in our notation by the
lattice being irregular.
There are lattices with irregular discriminant forms (for example, the even sublattice of
I1,21 which gives rise to the maximal finite co–volume reflection group according to [26]).
These, like the regular lattices, seem to decrease in dimension as the level increases.
In the cases where the critical signature is attainable (in particular it should be an
integer) the lattices are especially nice. The table below shows the lattices that occur. All
of them are strongly modular lattices [55]. Note that these numbers also turn up in [57],
Level Critical Signature Lattice
1 −24 Leech Λ
2 −16 Barnes–Wall BW16
3 −12 Coxeter–Todd K12
5 −8 Icosians Q8(1)
6 −8 D4 ⊗A2
7 −6 A(2)6
11 −4 11–modular
14 −4 strongly 14–modular
15 −4 strongly 15–modular
23 −2 23–modular
Table 4.1: Lattices at the critical signature.
Theorem 2.1; the levels and signatures also occur in Table 3.2, loc. cit., of extremal modular
lattices with minimum 4. The lattices in the cases of prime level are mentioned at the end
of [54]. The cases 6, 14 and 15 can be found in [55]. The modular forms that we associate
to these lattices can also be seen in these papers. More information about these lattices
can be found in [47].
All the lattices mentioned above have the additional property that they have minimum
norm 4. This is also obvious from the connection with Lorentzian reflection groups because
these lattices have a norm 0 Weyl vector which therefore has no roots orthogonal to it. They
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also share the property that they have a uniform construction for the modular form they
are associated to — they are all η–products and have the property that they are all inverses
of a cusp form for the group Γ0(N)+. We are allowed to take the inverses of these cusp
forms because they have no zeros in the finite plane (this follows from the fact that they
are η–products or by counting zeros). In general we can not use the inverse of a cusp form
as it will not be holomorphic in the finite plane. From the structure of these η–products it
Level Modular Form Cusp Form
1 η(τ)−24 ∆(τ)
2 η(τ)−8η(2τ)−8 ∆2+(τ)
3 η(τ)−6η(3τ)−6 ∆3+(τ)
5 η(τ)−4η(5τ)−4 ∆5+(τ)
6 η(τ)−2η(2τ)−2η(3τ)−2η(6τ)−2 ∆6+(τ)
7 η(τ)−3η(7τ)−3 ∆7+(τ)
11 η(τ)−2η(11τ)−2 ∆11+(τ)
14 η(τ)−1η(2τ)−1η(7τ)−1η(14τ)−1 ∆14+(τ)
15 η(τ)−1η(3τ)−1η(5τ)−1η(15τ)−1 ∆15+(τ)
23 η(τ)−1η(23τ)−1 ∆23+(τ)
Table 4.2: Modular forms associated to critical elementary lattices.
is clear that they are all invariant under the Atkin–Lehner involutions, which at the lattice
level corresponds to the associated lattices being invariant under the ∗m–duals, which is the
definition of strongly modular. Denominator formulæ for Borcherds–Kac–Moody algebras
associated to these forms in the prime case were studied in [48]; a construction based on the
singular theta correspondence can be found in the first part of [60]. In [60] it was necessary
to construct by hand the vector–valued forms which are associated to the η–products, they
can also be constructed by applying the lift described in Theorem 4.2.9 to the η–products.
Of course, this allows us to extend the results in [48, 60] to the N = 6, 14, 15 cases.
We now examine the possible regular discriminant forms with reflective modular forms.
Many of the modular forms occuring are η–products, many of these products also occur in
the work of Martin [44, 45]. Most of these η–products are shown by Martin to be associated
to elements of the Conway group 2Co1 (see [21] for more details about Co1). The modular
forms can also be seen in tables in [41] where connections to Conway’s group are discussed
and [22] where there are connections with the Monster.
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Level 1
The critical signature is −24. Level 1 lattices exist only in signatures divisible by 8.
There are 3 possibilities.
Lattice Modular Form
II1,25 1/∆(τ)
II1,17 E4(τ)/∆(τ)
II1,9 E4(τ)
2/∆(τ)
Table 4.3: Modular forms for level 1 lattices.
Level 2
The critical signature is −16. Level 2 lattices exist only in signatures divisible by 4.
There are 4 possible signatures.
Lattice Modular Form
II1,17(2
+even) 1/∆2+(τ)
II1,13(2
−odd) θD4(τ)/∆2+(τ)
II1,9(2
+even) θD4(τ)
2/∆2+(τ)
II1,5(2
−odd) θD4(τ)
3/∆2+(τ)
Table 4.4: Modular forms for level 2 lattices.
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Level 3
The critical signature is −12. Level 3 lattices exist only in signatures divisible by 2.
There are 6 possible dimensions.
Lattice Modular Form
II1,13(3
even) 1/∆3+(τ)
II1,11(3
odd) θA2(τ)/∆3+(τ)
II1,9(3
even) θA2(τ)
2/∆3+(τ)
II1,7(3
odd) θA2(τ)
3/∆3+(τ)
II1,5(3
even) θA2(τ)
4/∆3+(τ)
II1,3(3
odd) θA2(τ)
5/∆3+(τ)
Table 4.5: Modular forms for level 3 lattices.
Level 4
The critical signature is −14. Level 4 lattices exist in all signatures.
Lattice Modular Form
II1,15(2
even
2 ) η(τ)
−12η(2τ)2η(4τ)−4
II1,14(2
odd
3 ) η(τ)
−14η(2τ)7η(4τ)−6
II1,13(2
even
4 ) 1/∆4+(τ)
II1,12(2
odd
5 ) θA1(τ)/∆4+(τ)
II1,11(2
even
6 ) θA1(τ)
2/∆4+(τ)
II1,10(2
odd
7 ) θA1(τ)
3/∆4+(τ)
...
...
Table 4.6: Modular forms for level 4 lattices.
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Level 5
The critical signature is −8. Level 5 lattices exist only in signatures divisible by 4. There
are 2 possible dimensions.
Lattice Modular Form
II1,9(5
+even) 1/∆5+(τ)
II1,5(5
−even) (E2(τ)− 5E2(5τ))/∆5+(τ)
II1,5(5
+odd) η(τ)η(5τ)−5
Table 4.7: Modular forms for level 5 lattices.
Level 6
The critical signature is −8. Level 6 lattices exist only in signatures divisible by 2. There
are 4 possible dimensions.
Lattice Modular Form
II1,9(2
even3even) 1/∆6+(τ)
II1,7(2
even3odd) E1(τ, χ3)/∆6+(τ)
II1,5(2
even3even) E1(τ, χ3)
2/∆6+(τ)
II1,3(2
even3odd) E1(τ, χ3)
3/∆6+(τ)
Table 4.8: Modular forms for level 6 lattices.
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Level 7
The critical signature is −6. Level 7 lattices exist only in signatures divisible by 2. There
are 3 possible dimensions.
Lattice Modular Form
II1,7(7
odd) 1/∆7+(τ)
II1,5(7
even) E1(τ, χ7)/∆7+(τ)
II1,3(7
odd) E1(τ, χ7)
2/∆7+(τ)
Table 4.9: Modular forms for level 7 lattices.
Level 10
The critical signature is −4. Level 10 lattices exist only in signatures divisible by 4.
There is 1 possible dimension.
Lattice Modular Form
II1,5(2
even5odd) η(τ)−1η(2τ)−2η(5τ)−3η(10τ)2
II1,5(2
even5even) see [12]
Table 4.10: Modular forms for level 10 lattices.
66
Level 11
The critical signature is −4. Level 10 lattices exist only in signatures divisible by 2.
There are 2 possible dimensions.
Lattice Modular Form
II1,5(11
even) 1/∆11+(τ)
II1,3(11
odd) E1(τ, χ11)/∆11+(τ)
Table 4.11: Modular forms for level 11 lattices.
Level 12
The critical signature is −6. Level 12 lattices exist in all signatures.
Lattice Modular Form
II1,7(2
even
0/4 3
odd) 1/∆6+(τ)
II1,7(2
even
2/6 3
even) η(τ)−4η(2τ)η(4τ)−1η(6τ)−1η(12τ)−1 = f(τ)
II1,6(2
odd
1/53
odd) θA1(τ)/∆6+(τ)
II1,6(2
odd
3/73
even) θA1(τ)f(τ)
II1,5(2
even
2/6 3
odd) θA1(τ)
2/∆6+(τ)
II1,5(2
even
0/4 3
even) θA1(τ)
2 f(τ)
...
...
Table 4.12: Modular forms for level 12 lattices.
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Level 14
The critical signature is −4. Level 14 lattices exist only in signatures divisible by 2.
There are 2 possible dimensions.
Lattice Modular Form
II1,5(2
even7even) 1/∆14+(τ)
II1,3(2
even7odd) E1(τ, χ7)/∆14+(τ)
Table 4.13: Modular forms for level 14 lattices.
Level 15
The critical signature is −4. Level 15 lattices exist only in signatures divisible by 2.
There are 2 possible dimensions.
Lattice Modular Form
II1,5(3
even5even) 1/∆15+(τ)
II1,3(3
odd5even) E1(τ, χ3)/∆15+(τ)
II1,3(3
odd5odd) η(τ)−2η(3τ)η(5τ)η(15τ)−2
Table 4.14: Modular forms for level 15 lattices.
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Level 20
The critical signature is −4. Level 20 lattices exist in all signatures.
Lattice Modular Form
II1,5(2
even
0/4 5
even) 1/∆20+(τ)
II1,5(2
even
0/4 5
odd) η(τ)−2η(2τ)−1η(5τ)2η(10τ)−3 = f(τ)
II1,4(2
odd
1/55
even) θA1(τ)/∆20+(τ)
II1,4(2
odd
1/55
odd) θA1(τ)f(τ)
...
...
Table 4.15: Modular forms for level 20 lattices.
Level 23
The critical signature is −2. Level 23 lattices exist only in signatures divisible by 2.
There is 1 possible dimension.
Lattice Modular Form
II1,3(23
odd) 1/∆23+(τ)
Table 4.16: Modular forms for level 23 lattices.
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Level 28
The critical signature is −2. Level 28 lattices exist in all signatures.
Lattice Modular Form
II1,3(2
even
0/4 7
odd) η(τ)−1η(2τ)η(4τ)−1η(7τ)−1η(14τ)η(28τ)−1
II1,3(2
even
2/6 7
even) η(τ)−1η(2τ)−1η(7τ)−5η(14τ)9η(28τ)−4
...
...
Table 4.17: Modular forms for level 28 lattices.
Level 30
The critical signature is −2. Level 30 lattices exist only in signatures divisible by 2.
There is 1 possible dimension.
Lattice Modular Form
II1,3(2
even3odd5odd) η(τ)η(3τ)−1η(5τ)−1η(6τ)η(10τ)η(15τ)
Table 4.18: Modular forms for level 30 lattices.
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As η–products seem quite common we wrote a PARI program to search for negative
weight η–products with the correct singularities at cusps. The program uses a formula for
the order of zeros and poles of η–products.
Lemma 4.3.6 (see [45]) Fix a level N . Let t1, . . . , ts be the divisors of N and
f(τ) = η(t1τ)
r1 · · · η(tsτ)rs .
The the order of zero of f(τ) at the cusp a/c is given by
1
24
N
gcd(c2, N)
s∑
j=1
gcd(tj, c)
2
tj
rj
This formula leads to a matrix equation for the orders of poles in terms of the exponents
rj . Inverting this gives the exponents in terms of the orders of poles. The program then
searches through all possible orders of poles to find ones that come from η–products with
all the rj ∈ Z. The results of the program can be found in Appendix B.
4.4 Irregular Discriminant Forms
In the case of irregular discriminants it is possible to obtain results using a technique we
will call level lowering (this has nothing to do with work of Ribet [56]). The idea is as
follows: Take a vector–valued form corresponding to a lattice with irregular discriminant
form. If one can find a suitable vector–valued form transforming under the dual of the
Weil representation on the irregular part then by tensoring and taking a trace we obtain a
vector–valued form corresponding to a regular discriminant. This new form will satisfy the
signature bounds of the previous section and so we will get bounds for the original form.
The “suitable” in the description of the level lowering form has to do with the strengths
of the singularities that occur. It is also possible to get results in the irregular case by
examining the obstruction spaces defined in [11]. If the dimension of the obstruction space
is strictly smaller than the freedom available there will clearly exist a reflective form; if the
obstruction space is larger then we expect the only reflective form to be the zero function.
Of course, it is possible that the obstructions defined by the obstruction space are not
independent (this is known to happen in at least one case) but computational evidence
shows that this situation is rare and that, in most cases, the obstruction space is so large
that, even with the dependencies removed, we should expect enough restrictions to remain.
We begin by examining the possible irregular discriminant forms that occur when the
level is a prime (as this is the simplest case). We firstly show that the irregular case p±2
occurs only if p = 2:
Theorem 4.4.1 Let p be an odd prime. If the lattice II1,n+1(p
±2) has an irregular discrim-
inant form, then there is no associated modular form.
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Proof. Let f(τ) be a scalar–valued modular form associated to the lattice. The signature
of the lattice is divisible by 4. Suppose that the signature is not −20. Then we can subtract
a suitable multiple of the level 1 form E12−n/2(τ)/∆(τ) to remove the q
−1 singularity of
f(τ) from the cusp at 0. The regular signature bound now applies showing that f(τ) must
be this level 1 form.
If the signature is −20, consider f(τ) as a modular form for the group Γ0(2p). We can
subtract a suitable multiple of the level 2 form ΘD4(τ)/∆(τ) to remove the q
−1 singularities
of f(τ) from two of the cusps. The remaining form has at most 2p + 2 poles. The usual
arguments show that this form should have at least
10(3p + 3)
12
poles. Thus, f(τ) must be this level 2 form.
It is easy to see that the vector–valued form induced from such a form is identically zero,
which shows that there was no such f(τ). 2
So we can restrict to the p±1 case. The results of [11] show that the space of obstructions
to getting a vector–valued form with singularities is dual to a space of cusp forms. Trans-
lating this to the theory of scalar–valued forms we see that there will not exist a reflective
form for an irregular discriminant form II1,1+n(p
±1) if and only if:
i. There is a cusp form of weight 2 + n2 for the group Γ0(p) with character χp;
ii. The Fourier coefficents am = 0 if χp(2m) = ∓1;
iii. The Fourier coefficient a1 = 0;
iv. The Fourier coefficient ap 6= 0.
By using [66] we were able to check for the existence of such forms for p < 500. With slightly
more work it is possible to make the above technique work for level 4. These computation
lead to the following conjecture:
Conjecture 4.4.2 There are only 3 irregular lattices of prime level (not covered by the
regular case), these are:
II1,21(2
−2), II1,19(3
+1), II1,9(5
−1).
If we include level 4 we get in addition:
II1,19(2
+2
6 ), II1,18(2
+1
7 ), II1,16(2
+3
5 ).
We will give below some of the cusp forms which prevent reflective forms from existing
in some cases which clarify results from [12]:
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i. There is no reflective form for II1,15(3
−1) since there is a cusp form for Γ0(3), character
χ3, weight 9 and q–expansion
q2 − 3q3 − 10q5 + 45q6 + · · · .
In [12] the form
q−1 − 216− 9126q + · · ·
is mentioned as a reflective form for the lattice II1,15(3
−1). In spite of the existence
of this scalar–valued form there is no corresponding vector–valued form (it is noted
in [12] that this form induces to zero). Also, the lattice II1,15(3
−1) does not have a
Weyl vector: The norm 0 vector found in [12] has inner product 0 with some norm 2
simple roots and −1 with others; this behaviour is not allowed by our definition of a
Weyl vector.
All of the “dihedral” cases mentioned in [12] seem to behave in this way.
ii. There is no reflective form for II1,17(5
−1) since there is a cusp form for Γ0(5), character
χ5, weight 10 and q–expansion
q4 − q5 − q6 − 18q9 + 19q10 + 20q11 + · · · .
In [12] a reflective form for this lattice is mentioned. This is similar to the previous
case: although a scalar–valued form exists it induces to a zero vector–valued form.
Perhaps this explains why the lattice II1,17(5
−1) is not very nice.
Another way to investigate the reflective forms which exist is to look at the dimension
of the obstruction space. This dimension can be computed using the Selberg trace formula,
as was done in [12]. A couple of points about the calculations in [12] should be made:
i. In the first formula of Corollary 7.4 the term e(k/2) should be e(jk/2);
ii. The definition of δN in Lemma 7.2 requires that N be minimal (however, δ∞ is inde-
pendent of N).
A PARI program was written implement this formula to compute the dimensions of the
Aut(L∗/L)–invariant vector–valued modular forms. The results of this program are dis-
played in Appendix C.
Examining the dimensions of the obstruction spaces we obtain Table 4.19, a list of
irregular lattices with reflective forms. Note that this table is almost certainly not complete
for reasons outlined below.
The forms in Table 4.19 are those guaranteed to exist because the dimension of the
obstruction space is strictly smaller than the available freedom in choosing the singular
coefficients of the modular form. It is, however, possible that some of the obstructions are
not independent of each other. Indeed, the case of level 11 lattices shows that this does
occur. The dimension of the obstruction space for regular level 11 lattices of signature −4
is 2. As the freedom available is only 2 dimensional we would only expect the zero form to
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Level Lattice
2 II1,21(2
−2)
3 II1,19(3
+1)
4 II1,19(2
+2
6 )
4 II1,18(2
+1
7 )
4 II1,16(2
+3
5 )
5 II1,9(5
−1)
6 II1,15(2
−23+1)
6 II1,11(2
⋆3±1)
10 II1,9(2
−25+1)
12 II1,14(2
+1
1 3
+1)
12 II1,13(2
+2
2 3
±1)
12 II1,13(2
+2
6 3
+1)
12 II1,12(2
+1
7 3
+1)
12 II1,12(2
+3
3 3
+1)
12 II1,11(2
+2
2 3
+2)
12 II1,11(2
+2
6 3
+2)
12 II1,10(2
+1
1 3
±1)
12 II1,10(2
+1
7 3
+2)
12 II1,10(2
+3
1 3
±1)
12 II1,10(2
+3
3 3
+2)
12 II1,10(2
+3
5 3
±1)
Level Lattice
12 II1,9(2
+2
2 3
±1)
12 II1,9(2
+2
6 3
±1)
12 II1,8(2
+1
1 3
⋆)
12 II1,8(2
+1
7 3
+1)
12 II1,8(2
+3
1 3
+2)
12 II1,8(2
+3
3 3
⋆)
12 II1,8(2
+3
5 3
⋆)
12 II1,8(2
+3
7 3
±1)
14 II1,7(2
−27−1)
15 II1,7(3
+15+1)
15 II1,7(3
−15−1)
20 II1,10(2
+1
7 5
−1)
20 II1,8(2
+1
1 5
−1)
20 II1,8(2
+3
5 5
−1)
20 II1,7(2
+2
2 5
−1)
20 II1,7(2
+2
6 5
±1)
20 II1,7(2
+2
6 5
−2)
20 II1,6(2
+1
7 5
⋆)
20 II1,6(2
+3
3 5
±1)
20 II1,6(2
+3
3 5
−2)
20 II1,6(2
+3
1 5
±1)
Level Lattice
21 II1,5(3
+17−1)
21 II1,5(3
−17+1)
21 II1,3(3
⋆7±1)
21 II1,3(3
+17⋆)
22 II1,3(2
⋆11⋆)
28 II1,6(2
+1
1 7
±1)
28 II1,6(2
+3
5 7
−1)
28 II1,5(2
+2
2 7
±1)
28 II1,5(2
+2
6 7
−1)
28 II1,4(2
+1
7 7
−1)
28 II1,4(2
+3
3 7
±1)
28 II1,4(2
+3
7 7
−1)
30 II1,7(2
−23−15+1)
30 II1,7(2
−23+15−1)
35 II1,3(5
+17+1)
42 II1,5(2
−23+17+1)
42 II1,3(2
−23+27−1)
42 II1,3(2
−23−27+1)
44 II1,3(2
+1
1 11
±1)
44 II1,3(2
+2
0 11
−1)
52 II1,2(2
+1
7 13
±1)
Table 4.19: Irregular elementary lattices.
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survive. This is clearly not true from the results of the previous section. What is happening
here is that the 2 dimensional obstruction space contains a cusp form which is perpendicular
to the space of reflective forms. So, the relevant obstructions are really only 1 dimensional.
The scalar–valued version of this form is the square of the cusp form of weight 2 which
exists because Γ0(11) has genus 1.
Because of the above comments it would be interesting to look more carefully at the cases
where the dimension of the obstruction space is equal to the freedom available as some of
these may also give reflective lattices.
By using the Selberg trace formula we can easily show that the dimension of obstructions
grows much faster than the available freedom. If the level is N = p1p2 · · · pn then the number
of reflective terms is at most 2n. The dimension of the obstruction space grows like
k − 1
12
p1 + 1
2
p2 + 1
2
· · · pn + 1
2
− 2n
where k is the weight of the obstruction space. Actually, much better bounds than this
can be made. It is easy to see that the obstruction space is much larger than the freedom
available in most cases. So, even if we remove the obstructions orthogonal to the reflective
forms, we expect there to still be enough obstructions to prevent the existence of a reflective
form.
The non–existence of these modular forms is related to the fact that it is unusual for
a modular form to have large numbers of consecutive zero Fourier coefficients near the
beginning of the Fourier expansion, see [13] for a case where it is possible to show this.
However, there do exist modular forms with almost all coefficients equal to 0, for example
η(τ)26. Such modular forms are called lacunary; more details can be found in Serre’s paper
[62].
Figure 4.1 shows graphically the dimensions and levels in which we know there exist
reflective forms. Figure 4.2 requires also that there exist a lattice corresponding to the
reflective form; the regular bound is included in the figure.
Suppose that L is a Lorentzian lattice with discriminant form A′ = A⊕B associated to a
vector–valued form F (τ). Let G(τ) be a vector–valued form for a lattice with discriminant
−B.
Lemma 4.4.3 The Weil representations on B and −B are dual.
Proof. It is clear from the generators that changing the sign of the inner product corre-
sponds to taking the complex conjugate. The result follows since the Weil representation is
unitary. 2
We can form the vector–valued form (F ⊗G)(τ) which is a form with values in the vector
space
C[A′]⊗ C[−B] ∼= C[A′ ⊕−B]
and which transforms under the representation
ρA′⊕−B ∼= ρA′ ⊗ ρ−B ∼= ρA ⊗ (ρB ⊗ ρ∗B).
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Figure 4.1: Possible forms.
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Figure 4.2: Possible lattices.
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Lemma 4.4.4 Suppose that F (τ) and G(τ) are reflective forms for lattice II1,m(A) and
II1,n(B). Then
∆(τ) · (F (τ)⊗G(τ))
is a reflective form for II1,m+n−25(A⊕B).
Proof. The only thing to check is that the singularities are of the correct form which is
easy to see. 2
Example. Many of the reflective forms for irregular lattices look like ΘL(τ)/∆(τ), for some
lattice L. For compound levels the lattices which occur are often direct sums of the ones
which occur for prime levels. This behaviour is explained by the above lemma.
If F (τ) is a form on A⊕ B and G(τ) is a form on −B then we can restrict (F ⊗G)(τ)
to be a form transforming under the representation ρA by taking the natural trace
tr : ρB ⊗ ρ∗B −→ 1.
We denote the resulting form by (F ⊙G)(τ).
Lemma 4.4.5 The form (F ⊙ G)(τ) is a vector–valued modular form with valued in the
vector space C[A], transforming under the representation ρA and with weight the sum of the
weights of F (τ) and G(τ).
Proof. This is just collecting all the above facts. 2
N.B. Although it is clear that (F ⊗ G)(τ) is non–zero it seems not to be obvious that
(F ⊙G)(τ) is non–zero. This, unfortunately, causes many problems below.
We can now (almost) generalize the fact that the existence of the cusp form ∆(τ) bounds
the signature below by −24.
Theorem 4.4.6 Suppose that F (τ) is a reflective form for a lattice II1,n(A). Let G(τ) be
a cusp form for II(−A) of weight m. Then, either
sgn(A) > −2m or (F ⊙G)(τ) ≡ 0.
Proof. The function (F ⊙G)(τ) is non–singular and has weight
sgn(A)
2
+m.
Since the function is non–singular its weight must be positive or the function must be zero.
2
Example. For II(3−1) there is a cusp form of weight 9. In all other level 3 cases there are
cusp forms of weight 6 or 7. Hence, the smallest signature that should occur is −18, which
is exactly the case.
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Example. For level 2 there is always a cusp form of weight 8. Hence, the smallest signature
that should occur is −16. However, we know of the lattice II1,21(2−2). Therefore, the
reflective form for this lattice, F (τ), and the weight 8 cusp form, G(τ), give an example of
when (F ⊙G)(τ) ≡ 0.
We can now explain the method of level lowering. As above, we have the problem that
(F ⊙G)(τ) can be identically zero even if F (τ) and G(τ) are not. In spite of this problem
the bounds that this method produces seem to be correct.
Theorem 4.4.7 Suppose that F (τ) is a reflective form for a lattice II(A⊕B) and G(τ) is
a cusp form for II(−B). Then
F (τ)⊙
(
G(τ)
∆(τ)
)
is a reflective form on II(A).
Proof. Obvious. 2
By picking B to be the irregular part corresponding to a prime the above theorem gives
a reflective form on a lattice of lower level. We can therefore use the bounds for lower levels
to get bounds for irregular discriminant forms.
If it were not for the possibility that the product gives zero we would easily be able to
deduce:
Conjecture 4.4.8 The signature bound for a compound level is at least the maximum of
the bounds for its divisors.
This conjecture seems to be consistent with the computer calculations so far performed.
If this conjecture were true it would show that, in order to classify elementary reflective
lattices we would get a large amount of information from the study of prime level reflective
lattices.
If F (τ) is an element of the obstruction space to some level N lattice and G(τ) is a
non–singular form then (F ⊙G)(τ) is again an element of the obstruction space. By using
this we see:
Conjecture 4.4.9 The signature bound for the irregular level is at most 8 more than the
regular bound.
The above bounds for the signatures would be enough to give a “modular forms” proof
of Esselmann’s result on cofinite Lorentzian reflections groups. For more details about this
lattice see [7].
Theorem 4.4.10 (see [26]) The second largest dimension of a Lorentzian reflection group
with Weyl vector is 22. In this case the lattice is (essentially) II1,21(2
−2). The Weyl vector
has positive norm and so the reflection group has finite co–volume.
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Chapter 5
Singular Weight Forms
It is well–known that any holomorphic automorphic form on O2,n(R) either has weight
0 (in which case it is a constant) or weight at least (n − 2)/2. As objects which occur
at some theoretical minimum are normally particularly interesting we look more at these.
The weight (n− 2)/2 is known as the singular weight. If an automorphic form has singular
weight (n−2)/2 then all the Fourier coefficients corresponding to vectors of non–zero norm
vanish. Conjecturally [52] there should only be a finite number of singular weight forms
with zeros on Heegner divisors. In this section we study these forms in various simple cases.
The class of singular weight forms which are of particular interest are those whose zeros
(and sometimes poles) lie on sub–Grassmannians orthogonal to primitive roots. As we
are now in signature (2, n) we can use results of Borcherds to get infinite products from
the singular weight forms. In particular, we are especially interested in cases when the
infinite product expansion corresponds to the denominator formula for a Borcherds–Kac–
Moody (BKM) algebra. For this to be possible we need the dimension of the simple roots
to be 1 and so we need the automorphic form to have order 1 zeros and poles. In the
(2, n) case, the work of Bruinier (up to some technical conditions which we have previously
mentioned) shows that the study of these forms is basically the same as the study of certain
vector–valued modular forms (the correspondence again being by the singular theta lift).
The singularity structure of the vector–valued form is determined by the location of the
zeros of poles of the singular weight form. Hence we are particularly interested in vector–
valued modular forms corresponding to signature (2, n) lattice with singular coefficients
corresponding to primitive roots and occurring with coefficient 1. We also know the e0–
coefficient of the vector–valued form since we know the weight of the associated automorphic
form [9, 10].
5.1 Eisenstein Series
We study singular forms of this kind as follows. In [17] a vector–valued Eisenstein series
which transforms under ρ∗L is defined. Its Fourier coefficients have very nice properties
for lattices of signature (2, n), see Proposition 14. In particular, they are all non–positive
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rational numbers. The weight of the Eisenstein series is of weight 1+ (n/2). If we multiply
this Eisenstein series by the vector–valued function giving the singular weight form we,
therefore, get a weight 2 classical modular form.
Lemma 5.1.1 Let f(τ) be a weight 2 classical modular form, possibly with singularities at
i∞. Then the constant term in the q–expansion is zero.
Proof. It is easy to see that f(τ)dτ is a 1–form on the curve X(1). It is well known that
the integral of such a form should be zero. Expressed in q–coordinates this becomes∫
X(1)
f(q)
dq
q
= 0.
Hence the residue is 0 which, in this case, is the constant term in the q–expansion of f . 2
This gives us an equation relating the coefficients of the singular terms in F (τ) to the
constant term. We can use this relationship to severely cut down the possibilities for the
singularities that can occur.
In [17], the coefficients for the vector–valued Eisenstein series are worked out. In partic-
ular, it is shown
Theorem 5.1.2 Let γ ∈ L∗ and n ∈ Z − γ2/2 with n > 0. The coefficient q(γ, n) of the
Eisenstein series E(τ) of weight k = m/2 is equal to
2k+1πknk−1(−1)b+/2√
|L∗/L|Γ(k)
times

σ1−k(n˜, χ4D)
L(k, χ4D)
∏
p|2det(S)
pwp(1−2k)Nγ,n(p
wp) 2|m,
L(k − 1/2, χD)
ζ(2k − 1)
∑
d|f
µ(d)χD(d)d
1/2−kσ2−2k(f/d)
∏
p|2 det(S)
pwp(1−2k)Nγ,n(p
wp)
1− p1−2k 2 ∤m.
Here σk(n, χ) is the twisted divisor sum
σk(n, χ) =
∑
d|n
χ(d)dk.
Nγ,n(a) counts the number of vectors v ∈ L/aL such that the norm of γ+ v is −2n modulo
a. wp is a number depending on n and γ defined by
wp = 1 + 2vp(2ndγ),
where vp is the usual p–adic valuation and dγ is the level of γ. D and D are certain
discriminants related to the determinant of the lattice L.
Most of these terms are easy to compute using a computer. A C++ program to implement
the above calculation is mentioned in [17]. Unfortunately, as we were told by Kuss [42] the
source code for this program was lost. So, it was necessary for us to implement a new
version of this program.
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5.2 Lattice Gauss Sums
One method to calculate the quantity Nγ,n(a) quickly involves evaluating Gauss sums over
arbitrary lattices (see [5] for the Zn case). This section explains how to evaluate such sums.
The Gauss sum we shall consider is given by
GL(a, β, c) =
1√
|L/cL|
∑
r∈L/cL
e
(
−a(r + β)
2
2c
)
,
where a and c are coprime integers, β is an element of the dual lattice and L is an even
lattice.
Lemma 5.2.1 If β 6∈ Ac∗ then the Gauss sum is zero.
Proof. As β 6∈ Ac∗ we can find an element γ of order c such that
2c(γ, β) 6≡ c2γ2 mod2c.
If, in the above sum, we send r 7→ r − cγ then this is simply a rearrangement of the sum
(as cγ ∈ L). Now assuming the sum is non–zero, we compute
∑
r∈L/cL
e
(
−a(r + β)
2
2c
)
=
∑
r∈L/cL
e
(
−a(r − cγ + β)
2
2c
)
=
∑
r∈L/cL
e
(
−a((r + β)
2 + c2γ2 − 2c(β, γ))
2c
)
6=
∑
r∈L/cL
e
(
−a(r + β)
2
2c
)
.
For the inequality in the final line note that 2c(γ, β)− c2γ2 is an integer not divisible by 2c
and a and c are coprime. Hence, the sum must be zero. 2
We have the obvious property
GL(a, β, c) = GL(a)(1, β, c).
Thus we can restrict to the case when a = 1. In this case we can convert the sum to be
over L∗/L by a Fourier transformation.
Theorem 5.2.2
GL(1, β, c) =
√
i
− sgn(L)√
|L∗/L|
∑
µ∈L∗/L
e
(
cµ2/2 + (β, µ)
)
.
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Proof. Define
ψ(x) = e
(
−(x+ β)
2
2c
)
.
This function is clearly periodic under translations by the lattice cL. Set
Ψ(x) =
∑
r∈L/cL
ψ(x+ r).
This function is periodic under translations by L. The value of the Gauss sum is basically
given by Ψ(0). As Ψ(x) is a periodic function on L⊗R we can define its Fourier coefficients:
For µ ∈ L∗ set
c(µ) =
∫
L⊗R/L
Ψ(x)e−2πi(µ,x)dx.
Now we compute (by the Poisson summation formula)√
|L∗/L| Ψ(0) =
∑
µ∈L∗
c(µ)
=
∑
µ∈L∗
∑
r∈L/cL
∫
L⊗R/L
e
(
−(x+ r + β)
2+
2c
− (µ, x+ r)
)
dx
=
∑
µ∈L∗
∫
L⊗R/cL
e
(
−(x+ β + cµ)
2 − (cµ)2 − 2c(β, µ)
2c
)
dx
=
∑
µ∈L∗/L
(∫
L⊗R
e−πix
2/cdx
)
e
(
cµ2/2 + (β, µ)
)
=
√
|L/cL|
√
i
− sgn(L) ∑
µ∈L∗/L
e
(
cµ2/2 + (β, µ)
)
.
Putting this all together we get the result. 2
We can split the sum over L∗/L into a product over local factors, so we only need to
compute these local factors. Let A be the discriminant form for a local factor. Assume that
the local factor corresponds to an odd prime, then
Lemma 5.2.3 The Gauss sum is zero if β 6∈ Ac and is
GL(1, β, c) =
√
i
− sgn(A)√|A| e
(
−cγ
2
2
)∑
µ∈A
e
(
cµ2/2
)
if β = cγ.
Proof. We have already shown that the Gauss sum is zero unless β ∈ Ac∗ and if A is a
local factor corresponding to an odd prime then Ac∗ = Ac. So, we can assume that β = cγ
for some γ ∈ A. In the sum we can now substitute µ 7→ µ− γ. This is a rearrangement and
so does not affect the sum. Evaluating this gives the lemma. 2
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The sum can now be computed by Milgram’s formula to get
GL(1, β, c) = δ[β ∈ Ac]
√
i
sgn(Ac)−sgn(A)√|Ac| e
(
−cγ
2
2
)
,
where γ is some c-th root of β and
δ[β ∈ Ac] =
{
1 if β ∈ Ac,
0 otherwise.
If A corresponds to the even prime and it is an even Jordan component then we get
exactly the same as above. If it corresponds to an odd component then we get the sum
√
i
− sgn(A)√
|A|
∑
µ∈A
e
(
cµ2/2 + (β, µ)
)
.
If the power of 2 dividing c is different from that dividing the order of A then β = 0,
otherwise β 6= 0. The first case can be evaluated as above. For the second note that
(β, µ) ≡ cµ2/2 for all µ ∈ Ac. And, Ac = A by the condition on powers of 2. It is easy now
to see that the sum gives |A|. So, we always get
Theorem 5.2.4 If A = L∗/L is the discriminant form for L then
GL(1, β, c) = δ [β ∈ Ac∗]
√
|Ac|
√
i
sgn(A(a)c)−sgn(A)
.
Proof. We need to find the relationship between the discriminant forms for L and L(a).
As a and c are coprime it is clear that the number of elements of order c will be the same
in both. So, we only need to worry about the signature of Ac. 2
If we know the genus of the lattice then it is easy to work out the genus of the scaled lattice
L(a) and hence what the discriminant form is. This allows us to work out the signature
of Ac easily. A computer program was implemented in PARI to do these calculations. It is
listed in Appendix A.
Using these Gauss sums we can rapidly evaluate the numbers Nγ,n(m) required in the
formula for the Eisenstein series coefficients. By definition
Nγ,n(m) = #{λ ∈ L/mL : (λ− γ)2/2 + n ≡ 0 modm}.
This can be computed by summing Gauss sums
Lemma 5.2.5
Nγ,n(m) =
1
m
∑
λ∈L/mL
m∑
k=1
e
([
(λ− γ)2
2
+ n
]
k/m
)
.
Hence
Nγ,n(m) =
√
|L/mL|
m
m∑
k=1
GL(k,−γ,m) e
(
nk
m
)
.
84
Proof. The first formula follows from the fact that sums of powers of roots of unity is zero
unless the root of unity is 1. 2
So, we can compute the numbers Nγ,n(m) by summing over something m times the size
of the discriminant group. This is considerably less effort than searching all of L/mL for
vectors with the correct norm modulo m.
5.3 Singular Weight Forms
Now that we have a computer program that calculates the Fourier coefficients of the Eisen-
stein series we implement the following algorithm
1. Fix an (elementary) level N ;
2. Find all lattices of level N , signature (2, n) and signature > −24. This is easy to do
by simply computing what the possible genera are;
3. For each possible lattice, computer the Fourier coefficients of the Eisenstein series
corresponding to the q−1/n terms and constant term;
4. See if it is possible to solve the resulting equation with constant coefficent the singular
weight and singular coefficients 1 or 0;
5. Output the lattices which pass this test;
6. For each lattice which passes try to find a singular weight form.
A sample PARI program to do this is listed in Appendix A (it was modified in the obvious
ways for different levels).
Currently we have only used this program in the case where there are no odd Jordan
2–components. We intend to implement this soon and expect to find many more lattices
with singular weight forms. Our results can be found in Appendix D. Notice that there is a
strong correlation between the singular weight forms and the η–products listed in Appendix
B.
N.B. When the calculations in this section were performed we did not have bounds on the
signature as good as those obtained in the previous chapter. As such, the PARI program
tried many primes and low signatures.
One very interesting thing can be seen from the results in Appendix D: all the singular
weight forms we find are related to elements of Conway’s group. The η–products which
turn up are the “shapes” of these elements which may partly explain why we see so many
η–products. Some further calculations were performed (but the results are not listed in this
dissertation) which suggest that this pattern continues even in the non–elementary case.
So, it seems like the singular weight automorphic forms are strongly related to elements of
Conway’s group.
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We briefly recall the construction of the fake monster Lie algebra in [6]. Given a non–
singular even lattice L there is an associated vertex algebra VL. By the Sugawara construc-
tion there is an action of the Virasoro algebra on VL, where the Virasoro algebra is spanned
by the operators 1 and Li, i ∈ Z with
[Li, Lj ] = (i− j)Li+j + i
3 − i
12
dim(L)δi+j
Let P i be the vectors in VL which have eigenvalue i under L0 and are annihilated by Ln
for n < 0. Then P 1/L1(P
0) can be made into a Lie algebra with the bracket and bilinear
form coming from the vertex operator structure of VL. In the case where L is II1,25 the
no ghost theorem [28] implies that the bilinear form is positive semidefinite and so we can
take the quotient by its kernel. This gives the fake monster Lie algebra. There are various
other construction of vertex algebras and associated Lie algebras which seem to correspond
to other elements of Conway’s group: for example, the element 2A should give the “fake
baby monster Lie algebra”.
There is a construction in the physical literature known as the “orbifold construction”
which we recall here. Suppose V is a vertex algebra with only one simple module and G is
a group of automorphisms acting on V . The fixed points of V under G form another vertex
algebra with only finitely many simple modules. Conjecturally, it should be possible to
endow the collection of these modules with a vertex algebra structure. This is the orbifold
construction. It has been proved rigorously in only a few cases (for example, when the
group of automorphisms is Z/2Z).
Given the results displayed in Appendix D and various other computer experiments we
conjecture:
Conjecture 5.3.1 All simple BKM algebras with denominator formula a singular weight
automorphic form are obtained from the fake monster Lie algebra by the orbifolding con-
struction.
A result similar to this would explain the finiteness of the set of such BKM algebras,
the appearance of Conway’s group and “shapes” of its elements. Given the already known
connections between Conway’s group and genus 0 congruence subgroups of SL2(Z) this
could also explain the strange genus 0 properties noticed in [12].
As there are only a finite number of such genus 0 subgroups [67] this would explain
Nikulin’s conjectured finiteness result for such automorphic forms. It would also give large
amounts of information about the levels that could occur since these genus 0 groups are
well studied. For example, the only prime levels that could occur would be primes dividing
the order of the Monster,
246 · 320 · 59 · 76 · 112 · 133 · 17 · 19 · 23 · 29 · 31 · 41 · 47 · 59 · 71,
by a well known theorem of Ogg [53]. For these primes all the groups Γ0(p)+ are genus 0.
Algebras similar to BKM algebras have been studied by Nikulin [52]; these algebras,
known as Lorentzian Kac–Moody Algebras, are more general because they do not have the
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restriction to singular weight. However, many of the interesting example do seem to be of
singular weight so, perhaps, not much is lost by this restriction.
5.4 Arithmetic Mirror Symmetry
In [30] and [31] Gritsenko and Nikulin formulate the arithmetic mirror symmetry conjecture.
At the level of lattices this conjecture relates reflective lattices of signature (1, n) and lattices
which occur in BKM algebras in signature (2, n).
Conjecture 5.4.1 (Arithmetic Mirror Symmetry)
i. Let L be a reflective lattice of signature (2, n) and Φ a reflective automorphic form for
L with primitive root system ∆(Φ). Let c ∈ L be a primitive isotropic element of L
and K = c⊥/Zc be the corresponding hyperbolic lattice with the root system
∆(Φ)|K = ∆(Φ) ∩ c⊥ mod[c]
Then the root system ∆(Φ)|K ⊂ K is elliptic or parabolic (in particular, the lattice K
is reflective) if the set of roots ∆(Φ)|K is non–empty.
ii. Any hyperbolic reflective lattice K with an elliptic or parabolic primitive root system ∆
may be obtained from some lattice L with signature (2, n) and a reflective automorphic
form Φ of L by the construction (i) above.
Roughly speaking this conjectures predicts that automorphic forms with zeros along
divisors corresponding to primitive roots should give rise to nice Lorentzian reflection groups
at the “cusps” and all such Lorentzian reflection groups occur this way.
The fact that these two objects (automorphic forms on signature (2, n) lattice and re-
flection groups on signature (1, n) lattices) are both related to modular forms on Mp2(Z)
gives some new insight into this conjecture.
Let L be a lattice of signature (2, n). Suppose that Φ(ν) is an automorphic form on
Gr(L) with its zeros orthogonal to primitive roots of L. By results of Bruinier, there should
be a modular form F (τ) for the lattice L whose singular theta transformation gives Φ(ν).
Let z and z′ be elements of L∗ which represent a cusp of Gr(L). Define
K = L ∩ z⊥ ∩ z′⊥ ∼= (L ∩ z⊥)/Zz
If is possible to restrict the modular form F (τ) to a form F |K(τ) for the lattice K (see [10]
for details about this construction). Taking the singular theta transformation of F |K we
obtain a Weyl vector for K and hence K is a reflective lattice.
Suppose that K is a reflective lattice of signature (1, n). Results in this dissertation
show that there should be a modular form F (τ) for the lattice K whose singular theta
transformation gives the Weyl vector. Define L = K ⊕ II1,1. The modular form F (τ) can
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trivially be regarded as a form for L. Taking the singular theta transformation of F we
obtain an automorphic form Φ(ν) on Gr(L) with its zeros orthogonal to primitive roots of
L.
Of course, if we assume that the results in this dissertation and Bruinier’s work hold
in greater generality this gives the arithmetic mirror symmetry conjecture for many more
lattices.
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Appendix A
Computer Programs
The following is the PARI [4] program used to compute the coefficients of the Bruinier–
Kuss Eisenstein series.
\\
\\ Procedures
\\
\\ Compute the signature of the Jordan block [p^power, dim]
block_sig(p, power, dim) =
{
local(sig);
sig = Mod(0,8);
if(p>2, sig = 1 - Mod(p,8)^power;\
sig = sig * abs(dim);\
if(dim<0 && Mod(power,2)==1, sig = sig+4)\
);
if(p==2 && dim<0 && Mod(power,2)==1, sig = Mod(4,8));
return(sig);
}
\\ Compute the signature of the lattice
lattice_sig() =
{
local(sig);
sig = Mod(0,8);
for(l=1,size-1, sig += block_sig(genus[l,1],\
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genus[l,2], genus[l,3]));
return(sig);
}
\\ Compute the signature of L scaled by "a" and shrunk by "c"
modified_sig(a,c) =
{
local(sig, p, power, dim);
sig = Mod(0,8);
for(l=1, size-1,\
p = genus[l,1];\
power = genus[l,2];\
dim = genus[l,3];\
power += valuation(a,p);\
power -= valuation(c,p);\
if(power>0,\
if(Mod(dim,2)==1,\
dim *= kronecker(remove(p,a*c),p);\
);\
sig += block_sig(p, power, dim);\
);\
);
return(sig);
}
\\ Compute the determinant of the lattice
lattice_det() =
{
local(det);
det = 1;
for(l=1,size-1, det *= genus[l,1]^abs(genus[l,2]*genus[l,3]));
if(Mod(b_minus,2) == 1, det = -det);
return(det);
}
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\\ Compute the size of A_c
Ac_order(c) =
{
local(ord);
ord = 1;
for(l=1,size-1, ord *= gcd(c, genus[l,1]^genus[l,2])\
^abs(genus[l,3]));
return(ord);
}
\\ Remove powers of "a" from "b"
remove(a,b) = b / a^valuation(b,a)
\\ Fill in the 1-components of the genus
fill_genus() =
{
local(l_sign, l_det, new_size);
new_size=size;
fordiv(det, p,\
if(isprime(p,1),\
l_sign = kronecker(remove(p,det),p);\
l_dim = dim;\
for(l=1,size-1,\
if(Mod(genus[l,1],p)==0,\
l_sign *= sign(genus[l,3]);\
l_dim -= abs(genus[l,3]);\
));\
genus[new_size,] = [p, 0, l_sign*l_dim];\
printp(" Inserted Jordan component " genus[new_size,]);\
new_size++;\
));
size = new_size;
}
\\ Compute the Gauss sum
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gauss(a,c) =
{
local(result, temp, vec_norm);
temp = gcd(a,c);
a /= temp;
c /= temp;
result = sqrt(temp)^dim;
result *= sqrt(Ac_order(c));
temp = modified_sig(a,c);
temp -= modified_sig(a,1);
temp = lift(temp);
result *= exp(2*Pi*I*temp/8);
vec_norm = 1;
for(l=1,size-1,\
if(valuation(vec[l,2]/c , genus[l,1])>=0,\
vec_norm *= exp(-2*Pi*I*a*c*vec[l,1]*\
lift(Mod(vec[l,2]/c, genus[l,1]^genus[l,2]))^2)\
, vec_norm=0\
));
result *= vec_norm;
return(result);
}
\\ Compute the n-th Bernoulli polynomial
bernoulli(n,x) =
{
local(result);
result = 0;
for(l=0,n,\
result += binomial(n,l) * bernfrac(l) * x^(n-l);\
);
return(result);
}
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\\ Compute the sigma function
char_sigma(n,k,d) =
{
local(result);
result = 0;
fordiv(n,l,\
result += kronecker(d,l) * l^k;\
);
return(result);
}
\\ Count vectors in L/mL
count_vectors(n,m) =
{
local(result);
result = 0;
for(l=1, m,\
result += gauss(l,m) * exp(-Pi*I*l*n/m);\
);
result *= m^(dim/2 - 1);
\\ result = round(result);
return(result);
}
\\ Compute the value of the L-function
Lfunction(s,d) =
{
local(result, temp, conductor, modulus, discriminant);
conductor = 1;
modulus = 1;
result = -(2*Pi)^s / s!;
fordiv(d,p,\
if(isprime(p,1),\
temp = valuation(d,p);\
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if(temp>0 && Mod(temp,2)==1, conductor *= p);\
if(temp>0, modulus *= p);\
));
discriminant = sign(d)*conductor;
fordiv(d,p,\
if(isprime(p,1),\
result *= 1 - kronecker(discriminant,p)/p^s;\
));
temp = 0;
for(l=1, conductor,\
temp += kronecker(discriminant,l) * bernoulli(s, l/conductor);\
);
result *= temp;
temp = 0;
for(l=1, conductor,\
temp += kronecker(discriminant,l) * exp(2*Pi*I*l/conductor);\
);
temp *= I^(-s) + kronecker(discriminant,-1)*I^s;
result /= temp;
return(result);
}
\\ Compute the coefficient of the Eisenstein series
coefficient(n) =
{
local(result, discriminant, wp, k);
k = dim/2;
discriminant = 4*det;
if(Mod(k,2)==1, discriminant = -discriminant);
result = (2*Pi)^k * n^(k-1) / (k-1)!;
result /= sqrt(abs(det));
result *= char_sigma(n*level^2,1-k,discriminant);
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result /= Lfunction(k,discriminant);
fordiv(2*det, p,\
if(isprime(p,1),\
wp = 1 + 2*valuation(2*n*level,p);\
result *= count_vectors(2*n, p^wp);\
result *= p^(wp*(1-2*k));\
));
return(result);
}
\\ Work out the norm of the L*/L vector
vector_norm() =
{
local(vec_norm);
vec_norm=0;
for(l=1,size-1,vec_norm += vec[l,1] * vec[l,2]^2);
vec_norm = frac(vec_norm);
return(vec_norm);
}
\\ Work out the level of the L*/L vector
level() =
{
local(result);
result = 1;
for(l=1,size-1,\
result = lcm(result, genus[l,1]^genus[l,2] /\
gcd(genus[l,1]^genus[l,2] , vec[l,2]));\
);
return(result);
}
\\
\\ Main programme
\\
100
\\ Significant digits
\p 50;
\\ Number of components in genus
size = 1;
\\ Matrix to hold genus information
genus=matrix(100,3);
genus[size,1] = 7; genus[size,2] = 1; genus[size,3] = +5; size++;
\\ Matrix to hold vector in L*/L
vec=matrix(100,2);
vec[1,1] = 1/3; vec[1,2] = 0;
\\ Signature of the lattice
b_plus = 2; b_minus = 8;
\\ Dimension of the lattice
dim = b_plus+b_minus;
\\ Determinant of the lattice
det = lattice_det;
printp("Genus gives signature : " lattice_sig);
printp("Actual signature is : " Mod(b_plus-b_minus,8));
printp("Dimension is : " dim);
printp("Determinant is : " det);
printp("Half vector norm is : " vector_norm);
printp("Vector level is : " level);
print;
printp("Inserting Jordan components...");
fill_genus;
The following is a PARI program to search for lattices which pass the Eisenstein series
test for the existence of a singular weight form. This program looks for lattices of level pq
for p and q distinct primes. It is obvious how to modify it to search over different levels.
\\
\\ User defined functions
\\
\\ Loop over all possible weights
allw() = for(w=1,12,all(w));
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\\ Loop over a choice of level pq
all(w) =
{
printp("Weight = "w"\n");
for(l=9,20,\
for(m=l+1,20,\
printp(prime(l)" "prime(m));\
go(w,prime(l),prime(m));\
));\
}
\\ Loop over possible discriminant forms
go(wt,pp,qq) =
{
local(dd, s, a, b, c, d, x, y, test, found);
dd = 4+2*wt;
s = -2*wt;
found=0;
\\ Pick x,y such that y/p + x/q = 1/pq
x = lift(Mod(-pp,qq)^-1);
y = lift(Mod(-qq,pp)^-1);
for(l=-dd+1,dd-1,\
for(m=-dd+1,dd-1,\
if((l*m != 0),\
if(lattice(2,2-s,[[pp,1,l],[qq,1,m]],,0)==0,\
\\ Compute Eisenstein coefficients
a=coefficient(1);\
coset([[(pp-1)/pp,1],[(qq-1)/qq,0]]);\
b=coefficient(1/pp)*count_block_vectors((pp-1)/pp,pp,1,l);\
coset([[(pp-1)/pp,0],[(qq-1)/qq,1]]);\
c=coefficient(1/qq)*count_block_vectors((qq-1)/qq,qq,1,m);\
coset([[y/pp,1],[x/qq,1]]);\
d=coefficient(1/(pp*qq))*count_block_vectors(y/pp,pp,1,l)*\
count_block_vectors(x/qq,qq,1,m);\
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\\ Possible singular coefficients
test=Set([a,b,c,d,a+b,a+c,a+d,b+c,b+d,c+d,a+b+c,a+b+d,a+c+d,\
b+c+d,a+b+c+d]);
\\ Try to find choice of singular coefficients giving
\\ singular weight form; display results
if(setsearch(test,s)!=0,\
printp1("II_{2,"(2-s)"}("pp"^"l" "qq"^"m"): ");\
printp1(a" "b" "c" "d);\
printp(" **********");\
found++;\
);\
))));
return(found);
}
Finally, we have the program used to implement the Selberg trace formula for the di-
mensions of the space of obstructions to the existence of reflective forms.
\\
\\ Functions
\\
\\ Work out the order of the matrix
ord(x)=
{
local(n, id);
id = matid(matsize(x)[1]);
n = 0;
until(norml2(x^n - id)<1/1000, n++);
return(n);
}
\\ Compute the function delta_N(X,g)
delta(n, x, g)=
{
local(result, j);
result = 0;
for(j=1,n-1, result += trace((x^j)*g)/(1-exp(2*Pi*I*j/n)));
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return(result/n);
}
\\ Compute the function delta_\infty(X,g)
delta_inf(x, g, n)=
{
local(result);
result = trace(g)/(2*n);
result += delta(n,x,g);
return(result);
}
\\ Compute the psi function
Psi(g,k,rho_t,rho_s,n)=
{
local(result);
result = ((k-1)/12)*trace(g);
result += delta_inf(rho_t^-1,g,n);
result += delta(2,exp(2*Pi*I*k/(2*2))*rho_s,g);
result += delta(3,exp(2*Pi*I*k/(2*3))*rho_t*rho_s,g);
return(result);
}
\\ Compute the dimension of the modular forms
dim_M(rho_t, rho_s, k, n)=
{
local(rho_z, result, j);
rho_t = conj(rho_t~);
rho_s = conj(rho_s~);
rho_z = rho_s^2;
result = 0;
for(j=0,3, result += exp(2*Pi*I*j*k/2)*\
Psi(rho_z^j,k,rho_t,rho_s,n));
result = result/4;
if(abs(result - round(result))>1/1000, print("** ERROR **"));
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result=round(result);
if(result==0, result=-1);
return(result);
}
\\ Compute the dimension of the cusp forms
dim_S(rho_t, rho_s, k, n)=
{
local(result, eisen,j);
result = dim_M(rho_t,rho_s,k,n);
eisen=0;
for(j=1, matsize(rho_t)[1], eisen+=(rho_t[j,j]==1));
if(result!=-1, result-=eisen);
return(result);
}
\\ Make a matrix
make(p,s)=
{
local(result);
if(p==2 && s==-2, result = [[1,0;0,-1] , (-1/2)*[1,3;1,-1],\
Mod([0,1],2)]);
if(p==2 && s==+2, result = [[1,0,0;0,1,0;0,0,-1] ,\
(+1/2)*[1,2,1;1,0,-1;1,-2,1], Mod([0,0,1],2)]);
if(p==2 && s==-4, result = [[1,0,0;0,1,0;0,0,-1] ,\
(-1/4)*[1,5,10;1,-3,2;1,1,-2], Mod([0,0,1],2)]);
if(p==2 && s==+4, result = [[1,0,0;0,1,0;0,0,-1] ,\
(+1/4)*[1,9,6;1,1,-2;1,-3,2], Mod([0,0,1],2)]);
if(p!=2,\
if(abs(s)==1, result = makep1(p,s));\
if(abs(s)>=2, result = makep2(p,s));\
);
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return(result);
}
make2odd(s,t)=
{
local(result);
if(abs(s)==1, result = make2odd1(s,t));
if(abs(s)==2, result = make2odd2(s,t));
if(abs(s)==3, result = make2odd3(s,t));
return(result);
}
\\ Make a p^{+/-1} matrix
makep1(p,s)=
{
local(result,q,rt,rs,rn,j,k);
if(abs(s)!=1, error("Only call me with signature +/-1"));
if(p==2, error("Don’t call me with the prime 2"));
q=2;\
until(kronecker(q,p)==s, q+=2);\
rt = matrix((p+1)/2,(p+1)/2);\
rs = matrix((p+1)/2,(p+1)/2,j,k,1);\
rn = vector((p+1)/2);\
for(j=1,(p+1)/2, rt[j,j] = exp(Pi*I*(j-1)^2*q/p));\
for(j=1,(p+1)/2, rn[j] = Mod((j-1)^2*q/2,p));\
for(j=1,(p+1)/2, \
for(k=2,(p+1)/2, rs[j,k] = \
2*real(exp(-2*Pi*I*(j-1)*(k-1)*q/p))));\
result = [rt,rs/(2*trace(rt)-1),rn];
return(result);
}
\\ Make a p^{+/-2} matrix
106
makep2(p, s)=
{
local(rt,rs,rn,j,j2,k,k2,size,mx1,mx2,j3,k3);
if(abs(s)<2, error("Only call me with signature at least +/-2"));
mx1 = make(p,+1);
mx2 = make(p,sign(s)*(abs(s)-1));
size = p;
if(2*kronecker(-1,p)==s || abs(s)>2, size++);
rt = matrix(size,size);
rs = matrix(size,size);
rn = vector(size);
for(j=1,p, rt[j,j] = exp(2*Pi*I*(j-1)/p));
if(size==p+1, rt[p+1,p+1] = 1);
for(j=1,p, rn[j] = Mod(j-1,p));
if(size==p+1, rn[p+1] = Mod(0,p));
for(j=1,matsize(mx1[2])[1], \
for(k=1,matsize(mx1[2])[2], \
for(j2=1,matsize(mx2[2])[1], \
for(k2=1,matsize(mx2[2])[2], \
j3=lift(mx1[3][j]+mx2[3][j2]);\
k3=lift(mx1[3][k]+mx2[3][k2]);\
if(j3==0 && (j!=1 || j2!=1), j3=p);\
if(k3==0 && (k!=1 || k2!=1), k3=p);\
rs[j3+1,k3+1] += mx1[2][j,k]*mx2[2][j2,k2];\
))));
for(j=1,size,\
j2 = rs[1,1]/rs[j,1];\
for(k=1,size,\
rs[j,k] *= j2;\
));
result = [rt,rs,rn];\
return(result);
}
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\\ Make a 2^{+/-1}_t matrix
make2odd1(s,t)=
{
local(rho_t, rho_s, rho_n);
if(Mod(t,2)!=1, error("Only call me with odd signatures"));
if(kronecker(t,2) != s, error("Signature is invalid"));
\\ Norm t/4 characteristic vector
rho_t = [1,0;0,exp(2*Pi*I*t/4)];
rho_s = [1,1;1,exp(-2*Pi*I*t/2)]/trace(rho_t);
rho_n = [Mod(0,4), Mod(t,4)];
return([rho_t, rho_s, rho_n]);
}
\\ Make a 2^{+/-2}_t matrix
make2odd2(s,t)=
{
local(result);
result = 0;
if(Mod(t,2)!=0, error("Only call me with even signatures"));
if((s==+2 && Mod(t,8)==0) || (s==-2 && Mod(t,8)==4),\
\\ Norm 0 characteristic vector
result = [[1,0,0,0;0,1,0,0;0,0,I,0;0,0,0,-I],\
[1,1,1,1;1,1,-1,-1;1,-1,-1,1;1,-1,1,-1]/2,\
[Mod(0,4), Mod(0,4), Mod(1,4), Mod(3,4)]]);
if((s==+2 && Mod(t,8)==2) || (s==-2 && Mod(t,8)==6),\
\\ Norm 1/2 characteristic vector
result = [[1,0,0;0,I,0;0,0,-1],\
[1,2,1;1,0,-1;1,-2,1]/(2*I),\
[Mod(0,4), Mod(1,4), Mod(2,4)]]);
if((s==+2 && Mod(t,8)==6) || (s==-2 && Mod(t,8)==2),\
\\ Norm 3/4 characteristic vector
result = [[1,0,0;0,-I,0;0,0,-1],\
[1,2,1;1,0,-1;1,-2,1]/(-2*I),\
[Mod(0,4), Mod(3,4), Mod(2,4)]]);
if(result == 0, error("Signature is invalid"));
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return(result);
}
\\ Make a 2^{+/-3}_t matrix
make2odd3(s,t)=
{
local(result);
if(Mod(t,2)!=1, error("Only call me with odd signatures"));
\\ Norm 1/4 characteristic vector
if((s==+3 && Mod(t,8)==1) || (s==-3 && Mod(t,8)==5),\
result = [[1,0,0,0,0,0;0,1,0,0,0,0;0,0,I,0,0,0;\
0,0,0,-1,0,0;0,0,0,0,-I,0;0,0,0,0,0,I],\
[1,2,2,1,1,1;1,0,0,-1,-1,1;1,0,0,-1,1,-1;\
1,-2,-2,1,1,1;1,-2,2,1,-1,-1;1,2,-2,1,-1,-1]\
/(2*(1+I)),\
[Mod(0,4), Mod(0,4), Mod(1,4), Mod(2,4),\
Mod(3,4), Mod(1,4)]]);
\\ Norm 3/4 characteristic vector
if((s==+3 && Mod(t,8)==3) || (s==-3 && Mod(t,8)==7),\
result = [[1,0,0,0;0,I,0,0;0,0,-1,0;0,0,0,-I],\
[1,3,3,1;1,1,-1,-1;1,-1,-1,1;1,-3,3,-1]/(2*(I-1)),\
[Mod(0,4), Mod(1,4), Mod(2,4), Mod(3,4)]]);
\\ Norm 1/4 characteristic vector
if((s==+3 && Mod(t,8)==5) || (s==-3 && Mod(t,8)==1),\
result = [[1,0,0,0;0,I,0,0;0,0,-1,0;0,0,0,-I],\
[1,1,3,3;1,-1,3,-3;1,1,-1,-1;1,-1,-1,1]/(-2*(I+1)),\
[Mod(0,4), Mod(1,4), Mod(2,4), Mod(3,4)]]);
\\ Norm 3/4 characteristic vector
if((s==+3 && Mod(t,8)==7) || (s==-3 && Mod(t,8)==3),\
result = [[1,0,0,0,0,0;0,1,0,0,0,0;0,0,I,0,0,0;\
0,0,0,-1,0,0;0,0,0,0,-I,0;0,0,0,0,0,-I],\
[1,2,1,1,2,1;1,0,-1,-1,0,1;1,-2,-1,1,2,-1;\
1,-2,1,1,-2,1;1,0,1,-1,0,-1;1,2,-1,1,-2,-1]\
/(2*(1-I)),\
[Mod(0,4), Mod(0,4), Mod(1,4), Mod(2,4),\
Mod(3,4), Mod(3,4)]]);
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return(result);
}
\\ Tensor product two matrices
tensor(mx1, mx2)=
{
local(j,j2,k,k2,rs,rt,rn,s1,s2);
s1 = matsize(mx1[1])[1];
s2 = matsize(mx2[1])[1];
rt = matrix(s1*s2,s1*s2);
rs = matrix(s1*s2,s1*s2);
rn = vector(s1*s2);
for(j=1,s1,\
for(k=1,s1,\
for(j2=1,s2,\
for(k2=1,s2,\
rt[j+(j2-1)*s1, k+(k2-1)*s1] = mx1[1][j,k]*mx2[1][j2,k2];\
rs[j+(j2-1)*s1, k+(k2-1)*s1] = mx1[2][j,k]*mx2[2][j2,k2];\
rn[j+(j2-1)*s1] = chinese(mx1[3][j],mx2[3][j2]);\
))));
return([rt,rs,rn]);
}
\\ Display results
test(p,s)=
{
local(j, result, rho, rho_t, rho_s,eisen,last);
rho=make(p,s);
rho_t = rho[1];
rho_s = rho[2];
eisen = 0;
for(j=1,matsize(rho_t)[1], if(rho_t[j,j]==1, eisen++));
for(j=5,36,\
result=dim_S(rho_t,rho_s,j/2);\
if(result!=-1, last=j; print("Signature "4-j"\t Dimension \t"\
result"\t Approx \t"matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0)));
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j=last+968;
result=dim_S(rho_t,rho_s,j/2);\
if(result!=-1, last=j; print("Signature "4-j"\t Dimension \t"\
result"\t Approx \t"matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0));
return(rho[3]);
}
\\ Display results
testfast(p,s)=
{
local(j, result, rho, rho_t, rho_s,eisen,last);
rho=make(p,s);
rho_t = rho[1];
rho_s = rho[2];
eisen = 0;
for(j=1,matsize(rho_t)[1], if(rho_t[j,j]==1, eisen++));
j=5;
last=0;
while(last==0,\
result=dim_S(rho_t,rho_s,j/2);\
if(result!=-1, last=j; print("Signature "4-j"\t Dimension \t"\
result"\t Approx \t"matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0));\
j++;
);
forstep(j=last+4,36,4,\
result=dim_S(rho_t,rho_s,j/2);\
if(result!=-1, last=j; print("Signature "4-j"\t Dimension \t"\
result"\t Approx \t"matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0)));
j=last+968;
result=dim_S(rho_t,rho_s,j/2);\
if(result!=-1, last=j; print("Signature "4-j"\t Dimension \t"\
result"\t Approx \t"matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0));
return(rho[3]);
}
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\\ Display results
test2(rho)=
{
local(j, result, rho_t, rho_s, last, eisen);
rho_t = rho[1];
rho_s = rho[2];
eisen = 0;
for(j=1,matsize(rho_t)[1], if(rho_t[j,j]==1, eisen++));
for(j=5,36,\
result=dim_S(rho_t,rho_s,j/2);\
if(result!=-1, last=j; print("Signature "4-j"\t Dimension \t"\
result"\t Approx \t"matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0)));
j=last+968;
result=dim_S(rho_t,rho_s,j/2);\
if(result!=-1, last=j; print("Signature "4-j"\t Dimension \t"\
result"\t Approx \t"matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0));
return(rho[3]);
}
\\ Display results
test2fast(rho,n)=
{
local(j, result, rho_t, rho_s, last, eisen, sig);
rho_t = rho[1];
rho_s = rho[2];
for(j=1,matsize(rho[3])[2], print(lift(rho[3][j])/\
component(rho[3][j],1) - 1));
sig = Mod(round(arg(rho_s[1,1])*-4/Pi),8);
print("Signature: "sig"\n");
eisen = 0;
for(j=1,matsize(rho_t)[1], if(rho_t[j,j]==1, eisen++));
sig=Mod(lift(sig),4);
forstep(j=5+lift(-sig-1),28,4,\
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result=dim_S(rho_t,rho_s,j/2,n);\
if(result!=-1, last=j; print("Signature "4-j"\t"\
lift(Mod(4-j,8))"\t Dimension \t"result"\t Approx \t"\
matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0))\
);
j=last+968;
result=dim_S(rho_t,rho_s,j/2,n);\
if(result!=-1, last=j; print("Signature "4-j\
"\t Dimension \t"result"\t Approx \t"\
matsize(rho_t)[1]*(j/2-1)/12-eisen+0.0));
}
\p 4
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Appendix B
Eta Products
We list the results of a PARI program to find η–products with negative weight and
singularities at cusps corresponding to roots of an associated lattice. The results are given
for elementary lattices only which corresponds to the level being square–free or twice a
square–free number. In the case where there are odd 2–Jordan blocks, which is exactly
when the level is divisible by 4, the η–products can be allowed to have double poles at
certain cusps; these forms are marked with a dagger (†).
Level Shape Poles (1/n) Weight
1 1−24 1 −12
2 1−82−8 1, 2 −8
2 1−1628 1 −4
2 182−16 2 −4
3 1−63−6 1, 3 −6
3 1−933 1 −3
3 133−9 3 −3
Table B.1: η–products with reflective singularities.
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Level Shape Poles (1/n) Weight
4 1−82−8 1, 2, 4† −8
4 1−12224−4 1, 2, 4† −7
4 1−14274−6 1, 2, 4† −13/2
4 2−12 1, 2, 4 −6
4 1−82−1248 1, 2† −6
4 1−162124−8 1, 4† −6
4 1−182174−10 1, 4† −11/2
4 1−42−24−4 1, 2, 4 −5
4 1−122−244 1, 2† −5
4 1−202224−12 1, 4† −5
4 1−6234−6 1, 2, 4 −9/2
4 1−142342 1, 2† −9/2
4 1−222274−14 1, 4† −9/2
4 1−8284−8 1, 4 −4
4 1−242324−16 1, 4† −4
4 1−82−16416 1, 2 −4
4 2−1648 1, 2 −4
4 182−16 2, 4 −4
4 1−1628 1† −4
4 1−102134−10 1, 4 −7/2
4 1−262374−18 1, 4† −7/2
4 1−182134−2 1† −7/2
4 1−42−644 1, 2 −3
4 142−64−4 2, 4 −3
4 1−122−6412 1, 2† −3
Table B.1: η–products with reflective singularities. (ctd.)
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Level Shape Poles (1/n) Weight
4 1−122184−12 1, 4 −3
4 1−282424−20 1, 4† −3
4 1−202184−4 1† −3
4 1−62−142 1, 2 −5/2
4 122−14−6 2, 4 −5/2
4 1−142234−14 1, 4 −5/2
4 1−142−1410 1, 2† −5/2
4 1−302474−22 1, 4† −5/2
4 1−222234−6 1† −5/2
4 1−82−20424 1, 2† −2
4 2−20416 1, 2 −2
4 1162−20 2, 4 −2
4 1−322524−24 1, 4† −2
4 1−162284−16 1, 4 −2
4 182−2048 2 −2
4 1−162448 1† −2
4 1−242284−8 1† −2
4 1−824 1 −2
4 244−8 4 −2
4 1−182334−18 1, 4 −3/2
4 1−342574−26 1, 4† −3/2
4 1−10294−2 1 −3/2
4 1−2294−10 4 −3/2
4 1−182946 1† −3/2
4 1−262334−10 1† −3/2
Table B.1: η–products with reflective singularities. (ctd.)
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Level Shape Poles (1/n) Weight
4 1−42−10412 1, 2 −1
4 1122−104−4 2, 4 −1
4 1−122−10420 1, 2† −1
4 1−362624−28 1, 4† −1
4 1−202384−20 1, 4 −1
4 142−1044 2 −1
4 1−42144−12 4 −1
4 1−122144−4 1 −1
4 1−2021444 1† −1
4 1−282384−12 1† −1
4 1−62−5410 1, 2 −1/2
4 1102−54−6 2, 4 −1/2
4 1−142−5418 1, 2† −1/2
4 1−382674−30 1, 4† −1/2
4 1−222434−22 1, 4 −1/2
4 122−542 2 −1/2
4 1−2221942 1† −1/2
4 1−142194−6 1 −1/2
4 1−62194−14 4 −1/2
4 1−302434−14 1† −1/2
5 1−45−4 1, 5 −4
5 1−551 1 −2
5 115−5 5 −2
6 1−22−23−26−2 1, 2, 3, 6 −4
6 1−12−43−564 1, 2, 3 −3
Table B.1: η–products with reflective singularities. (ctd.)
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Level Shape Poles (1/n) Weight
6 1−42−1346−5 1, 2, 6 −3
6 1−5243−16−4 1, 3, 6 −3
6 142−53−46−1 2, 3, 6 −3
6 2−63−8610 1, 2, 3 −2
6 1−63106−8 1, 2, 6 −2
6 1−82106−6 1, 3, 6 −2
6 1102−83−6 2, 3, 6 −2
6 1−32−33161 1, 2 −2
6 1−4223−462 1, 3 −2
6 1−725356−7 1, 6 −2
6 152−73−765 2, 3 −2
6 122−4326−4 2, 6 −2
6 11213−36−3 3, 6 −2
6 112−83−11616 1, 2, 3 −1
6 1−8213166−11 1, 2, 6 −1
6 1−11216316−8 1, 3, 6 −1
6 1162−113−861 2, 3, 6 −1
6 1−22−53−267 1, 2 −1
6 1−52−2376−2 1, 2 −1
6 1−33−768 1, 3 −1
6 1−7283−3 1, 3 −1
6 1−9263116−10 1, 6 −1
6 1−10211366−9 1, 6 −1
6 162−93−10611 2, 3 −1
6 1112−103−966 2, 3 −1
Table B.1: η–products with reflective singularities. (ctd.)
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Level Shape Poles (1/n) Weight
6 1−2273−26−5 3, 6 −1
6 172−23−56−2 3, 6 −1
6 2−3386−7 2, 6 −1
6 182−76−3 2, 6 −1
6 1−623326−1 1 −1
6 132−63−162 2 −1
6 122−13−663 3 −1
6 1−122336−6 6 −1
7 1−37−3 1, 7 −3
10 1−12−25−3102 1, 2, 5 −2
10 1−22−15210−3 1, 2, 10 −2
10 1−3225−110−2 1, 5, 10 −2
10 122−35−210−1 2, 5, 10 −2
11 1−211−2 1, 11 −2
12 # ∼ 1600
14 1−12−17−114−1 1, 2, 7, 14 −2
14 1−2217−2141 1, 7 −1
14 112−27114−2 2, 14 −1
15 1−13−15−115−1 1, 3, 5, 15 −2
15 1−2315115−2 1, 15 −1
15 113−25−2151 3, 5 −1
20 2−210−2 1, 2, 4, 5, 10, 20 −2
20 1−22−15210−3 1, 2, 4, 10, 20† −2
20 122−35−210−1 2, 4, 5, 10, 20† −2
20 1−12−25−3102 1, 2, 4, 5† −2
Table B.1: η–products with reflective singularities. (ctd.)
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Level Shape Poles (1/n) Weight
20 1−12−3425−310320−2 1, 2, 5, 20† −2
20 1−3234−25−110−3202 1, 4, 5, 10† −2
20 1−3225−110−2 1, 5, 10, 20† −2
20 1−2234−25−210320−2 1, 4, 5, 20 −1
20 112−14−15−110−1201 2, 4, 5, 10 −1
20 1−12−1415110−120−1 1, 2, 10, 20 −1
20 1−14−15110−2201 1, 2, 4, 10 −1
20 112−2415−120−1 2, 5, 10, 20 −1
20 2−25−410820−4 1, 2, 4, 5, 20 −1
20 1−4284−410−2 1, 4, 5, 10, 20 −1
20 1−1214−25−110−2204 1, 2, 4, 5, 10 −1/2
20 1−2214−15410−220−1 1, 2, 4, 10, 20 −1/2
20 1−12−2445−110120−2 1, 2, 5, 10, 20 −1/2
20 142−24−15−210120−1 2, 4, 5, 10, 20 −1/2
20 2−25−6101320−6 1, 2, 4, 5, 20 −1/2
20 1−62134−610−2 1, 4, 5, 10, 20 −1/2
20 1−15−110−1202 1, 2, 5, 10 −1/2
20 1−12−1425−1 1, 2, 5, 10 −1/2
20 4−15210−120−1 2, 4, 10, 20 −1/2
20 122−14−120−1 2, 4, 10, 20 −1/2
20 1−2234−25−410820−4 1, 4, 5, 20 −1/2
20 1−4284−45−210320−2 1, 4, 5, 20 −1/2
20 1−14−15−110320−1 1, 2, 4 −1/2
20 1−1234−15−120−1 5, 10, 20 −1/2
20 1−12−1415−110420−3 1, 2, 20 −1/2
Table B.1: η–products with reflective singularities. (ctd.)
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Level Shape Poles (1/n) Weight
20 1−3244−15110−120−1 1, 10, 20 −1/2
20 112−14−15−310420−1 2, 4, 5 −1/2
20 1−1244−35−110−1201 4, 5, 10 −1/2
20 112−2415−310520−3 2, 5, 20 −1/2
20 1−3254−35110−2201 1, 4, 10 −1/2
20
...
...†
...
23 1−123−1 1, 23 −1
28 1−12−17−114−1 1, 2, 4, 7, 14, 28† −2
28 1−12−17−514928−4 1, 2, 4, 7, 28† −1
28 1−5294−47−114−1 1, 4, 7, 14, 28† −1
28 1−1214−17−114128−1 1, 4, 7, 28 −1
28 1−12−2427−114−2282 1, 2, 7, 14† −1
28 1−3244−27−314428−2 1, 4, 7, 28† −1
28 2−24114−2281 1, 2, 7, 14 −1
28 112−27114−2 2, 4, 14, 28 −1
28 1−2217−2141 1, 7† −1
28 1−1214−17−314628−3 1, 4, 7, 28 −1/2
28 1−3264−37−114128−1 1, 4, 7, 28 −1/2
28 1−3244−27−514928−4 1, 4, 7, 28† −1/2
28 1−5294−47−314428−2 1, 4, 7, 28† −1/2
28 1−2214−1281 1, 2, 4† −1/2
28 417−214128−1 7, 14, 28† −1/2
28 1−2217−414628−2 1, 7† −1/2
28 1−4264−27−2141 1, 7† −1/2
30 2−13−15−16110130−1 1, 2, 3, 5, 15, 30 −1
Table B.1: η–products with reflective singularities. (ctd.)
Level Shape Poles (1/n) Weight
30 1−131516−110−115−1 1, 2, 6, 10, 15, 30 −1
30 1−1216−110−115−1301 1, 3, 5, 6, 10, 15 −1
30 112−13−15−115130−1 2, 3, 5, 6, 10, 30 −1
44 2−122−1 1, 2, 4, 11, 22, 44 −1
Table B.1: η–products with reflective singularities. (ctd.)
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Appendix C
Obstruction Spaces for Reflective
Forms
We list some of the results of a PARI program to calculate the dimension of certain
obstruction spaces. These spaces were defined in [11] and a formula to compute their
dimensions was presented in [12].
If a discriminant form is preceded by a star (⋆) this means that one of the components
of the discriminant form is regular.
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Discriminant 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
⋆1 − − − 0 − − − 0 − − − 0 − − − 0 − − − 1 − − − 0
2−2 − − − 0 − − − 0 − − − 1 − − − 1 − − − 1 − − − 2
⋆2+2 − − − 0 − − − 0 − − − 1 − − − 1 − − − 2 − − − 2
3−1 − 0 − − − 0 − − − 0 − − − 1 − − − 1 − − − 1 − −
3+1 − 0 − − − 0 − − − 1 − − − 1 − − − 1 − − − 2 − −
3+2 − − − 0 − − − 1 − − − 1 − − − 2 − − − 2 − − − 3
⋆3−2 − − − 0 − − − 1 − − − 1 − − − 2 − − − 3 − − − 3
2+11 − − 0 − − − 0 − − − 0 − − − 1 − − − 1 − − − 1 −
2+17 0 − − − 0 − − − 1 − − − 1 − − − 1 − − − 2 − − −
2+20 − − − 0 − − − 1 − − − 1 − − − 2 − − − 3 − − − 3
2+22 − 0 − − − 0 − − − 1 − − − 1 − − − 2 − − − 2 − −
2+26 − 0 − − − 1 − − − 1 − − − 2 − − − 2 − − − 3 − −
2+33 0 − − − 1 − − − 1 − − − 2 − − − 3 − − − 3 − − −
2+35 − − 0 − − − 1 − − − 2 − − − 2 − − − 3 − − − 4 −
⋆2+31 − − 0 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 −
⋆2+37 0 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − − −
Table C.1: Dimensions of obstruction spaces.
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Discriminant 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
5−1 − − − 0 − − − 1 − − − 1 − − − 2 − − − 2 − − − 3
5+1 − − − 0 − − − 1 − − − 1 − − − 2 − − − 2 − − − 3
5−2 − − − 1 − − − 1 − − − 3 − − − 3 − − − 4 − − − 5
⋆5+2 − − − 1 − − − 1 − − − 3 − − − 3 − − − 5 − − − 5
2−23+1 − 0 − − − 1 − − − 1 − − − 2 − − − 3 − − − 3 − −
2−23−1 − 0 − − − 1 − − − 2 − − − 2 − − − 3 − − − 4 − −
2−23+2 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − − − 6
⋆2+23+1 − 0 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − −
⋆2+23−1 − 0 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − −
⋆2−23−2 − − − 1 − − − 2 − − − 4 − − − 5 − − − 6 − − − 8
⋆2+23+2 − − − 1 − − − 3 − − − 4 − − − 6 − − − 7 − − − 9
⋆2+23−2 − − − 1 − − − 3 − − − 5 − − − 7 − − − 9 − − − 11
7+1 − 0 − − − 0 − − − 1 − − − 2 − − − 2 − − − 3 − −
7−1 − 1 − − − 1 − − − 2 − − − 3 − − − 3 − − − 4 − −
7+2 − − − 1 − − − 3 − − − 3 − − − 5 − − − 6 − − − 7
⋆7−2 − − − 1 − − − 3 − − − 3 − − − 5 − − − 7 − − − 7
Table C.1: Dimensions of obstruction spaces. (ctd.)
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Discriminant 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
2−25+1 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − − − 6
2−25−1 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − − − 6
⋆2+25+1 − − − 1 − − − 3 − − − 4 − − − 6 − − − 7 − − − 9
⋆2+25−1 − − − 1 − − − 3 − − − 4 − − − 6 − − − 7 − − − 9
2−25−2 − − − 2 − − − 4 − − − 5 − − − 7 − − − 9 − − − 10
⋆2−25+2 − − − 2 − − − 4 − − − 6 − − − 8 − − − 10 − − − 12
⋆2+25−2 − − − 3 − − − 5 − − − 8 − − − 10 − − − 13 − − − 15
⋆2+25+2 − − − 3 − − − 5 − − − 9 − − − 11 − − − 15 − − − 17
11−1 − 0 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − −
11+1 − 1 − − − 2 − − − 3 − − − 4 − − − 5 − − − 6 − −
11+2 − − − 2 − − − 4 − − − 6 − − − 8 − − − 9 − − − 12
⋆11−2 − − − 2 − − − 4 − − − 6 − − − 8 − − − 10 − − − 12
13−1 − − − 1 − − − 3 − − − 3 − − − 5 − − − 6 − − − 7
13+1 − − − 1 − − − 3 − − − 3 − − − 5 − − − 6 − − − 7
13−2 − − − 3 − − − 5 − − − 7 − − − 9 − − − 12 − − − 13
⋆13+2 − − − 3 − − − 5 − − − 7 − − − 9 − − − 13 − − − 13
Table C.1: Dimensions of obstruction spaces. (ctd.)
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Discriminant 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
2−27+1 − 0 − − − 2 − − − 3 − − − 4 − − − 6 − − − 7 − −
2−27−1 − 1 − − − 3 − − − 4 − − − 5 − − − 7 − − − 8 − −
⋆2+27+1 − 0 − − − 2 − − − 4 − − − 6 − − − 8 − − − 10 − −
⋆2+27−1 − 2 − − − 4 − − − 6 − − − 8 − − − 10 − − − 12 − −
2−27+2 − − − 3 − − − 5 − − − 8 − − − 10 − − − 12 − − − 15
⋆2−27−2 − − − 3 − − − 5 − − − 9 − − − 11 − − − 13 − − − 17
⋆2+27+2 − − − 4 − − − 8 − − − 11 − − − 15 − − − 18 − − − 22
⋆2+27−2 − − − 4 − − − 8 − − − 12 − − − 16 − − − 20 − − − 24
3+15+1 − 0 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − −
3−15+1 − 1 − − − 2 − − − 3 − − − 4 − − − 5 − − − 6 − −
3+25+1 − − − 2 − − − 3 − − − 5 − − − 6 − − − 8 − − − 9
3−25+1 − − − 2 − − − 4 − − − 6 − − − 8 − − − 10 − − − 12
3+15−1 − 1 − − − 2 − − − 3 − − − 4 − − − 5 − − − 6 − −
3−15−1 − 0 − − − 1 − − − 2 − − − 3 − − − 4 − − − 5 − −
3+25−1 − − − 2 − − − 3 − − − 5 − − − 6 − − − 8 − − − 9
Table C.1: Dimensions of obstruction spaces. (ctd.)
126
Discriminant 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
3−25−1 − − − 2 − − − 4 − − − 6 − − − 8 − − − 10 − − − 12
3+15+2 − 1 − − − 3 − − − 5 − − − 7 − − − 9 − − − 11 − −
3−15+2 − 1 − − − 3 − − − 5 − − − 7 − − − 9 − − − 11 − −
3+25+2 − − − 3 − − − 7 − − − 9 − − − 13 − − − 15 − − − 19
3−25+2 − − − 4 − − − 8 − − − 12 − − − 16 − − − 20 − − − 24
3+15−2 − 1 − − − 3 − − − 4 − − − 6 − − − 8 − − − 9 − −
3−15−2 − 1 − − − 3 − − − 5 − − − 6 − − − 8 − − − 10 − −
3+25−2 − − − 3 − − − 6 − − − 8 − − − 11 − − − 13 − − − 16
3−25−2 − − − 4 − − − 7 − − − 11 − − − 14 − − − 17 − − − 21
Table C.1: Dimensions of obstruction spaces. (ctd.)
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Appendix D
Singular Weight Forms
We list the results of a PARI program (and hand calculation) to find singular weight forms
suitable for constructing generalized Kac–Moody algebras. Currently this is only compiled
for elementary lattices with no odd 2–Jordan blocks. All forms which occur seem to be η–
products (listed in the Shape column) and all seem to correspond to regular lattices (which
seriously limits the number that can occur). The lattice for which this gives a singular
weight form is given in the Genus column. Group refers to the invariance group of the
η–product. Co0 gives the class in Conway’s group which corresponds to the Shape (see [22]
and [41]).
Level Shape Genus Group Co0 Notes
1 1−24 II2,26 Γ0(1) 1A+ Monster M
2 1−82−8 II2,18(2
+10) Γ0(2)+ 2A+ Baby Monster B
2 1−1628 II2,10(2
+2) Γ0(2) (2A−) Conway Co1
2 182−16 II2,10(2
+10) Γ0(2) 2A−
3 1−63−6 II2,14(3
−8) Γ0(3)+ 3B+ Fischer Fi24
3 1−933 II2,8(3
+3) Γ0(3) (3C+) Suzuki Suz
3 133−9 II2,8(3
+7) Γ0(3) 3C+
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Level Shape Genus Group Co0 Notes
5 1−45−4 II2,10(5
+6) Γ0(5)+ 5B+ HN
5 1−551 II2,6(5
+3) Γ0(5) (5C+) HJ
5 115−5 II2,6(5
+5) Γ0(5) 5C+
6 1−22−23−26−2 II2,10(2
+63−6) Γ0(6)+ 6E+ Fischer Fi22
6 1−12−43−564 II2,8(2
+23+3) Γ0(6) (6C+)
6 1−42−1346−5 II2,8(2
−83−3) Γ0(6) 6C+
6 1−5243−16−4 II2,8(2
+23+7) Γ0(6) 6D−
6 142−53−46−1 II2,8(2
−83−7) Γ0(6) 6C−
6 1−32−33161 II2,6(2
−43−2) Γ0(6) + 2 (6F+)
6 1−4223−462 II2,6(2
+23−4) Γ0(6) + 3 (6E−)
6 122−4326−4 II2,6(2
+63−4) Γ0(6) + 3 6E−
6 11213−36−3 II2,6(2
−43−6) Γ0(6) + 2 6F+
6 1−623326−1 II2,4(2
+23−3) Γ0(6) (6F−)
6 132−63−162 II2,4(2
−43+3) Γ0(6) (6F−)
6 122−13−663 II2,4(2
+23−3) Γ0(6) (6F−)
6 1−122336−6 II2,4(2
−43+3) Γ0(6) 6F−
7 1−37−3 II2,8(7
+5) Γ0(7)+ 7B+ Held He
10 1−12−25−3102 II2,6(2
+25+3) Γ0(10) (10D+)
10 1−22−15210−3 II2,6(2
−65−3) Γ0(10) 10D+
10 1−3225−110−2 II2,6(2
+25+5) Γ0(10) 10E−
10 122−35−210−1 II2,6(2
−65−5) Γ0(10) 10D−
11 1−211−2 II2,6(11
−4) Γ0(11)+ 11A+ Mathieu M12
14 1−12−17−114−1 II2,6(2
+47−4) Γ0(14)+ 14B+
14 1−2217−2141 II2,4(2
+27+3) Γ0(14) + 7 (14B−)
14 112−27114−2 II2,4(2
+47+3) Γ0(14) + 7 14B−
15 1−13−15−115−1 II2,6(3
+45−4) Γ0(15)+ 15D+
15 113−25−2151 II2,4(3
+35+3) Γ0(15) + 15 (15E+)
15 1−2315115−2 II2,4(3
−35−3) Γ0(15) + 15 15E+
23 1−123−1 II2,4(23
+3) Γ0(23)+ 23A/23B
30 1−1216−110−115−1301 II2,4(2
+23+35+3) Γ0(30) + 15 (30E−)
30 2−13−15−16110130−1 II2,4(2
+23−35−3) Γ0(30) + 15 30E−
30 1−131516−110−115−1 II2,4(2
+43+35+3) Γ0(30) + 15 30D+
30 112−13−15−115130−1 II2,4(2
+43−35−3) Γ0(30) + 15 30D−
