Introduction
Point mutations can significantly influence the stability of a protein and further affect its structure and function. Therefore, the reliable prediction of protein stability change (DDG) induced by residue substitutions is crucial to molecular biology research and protein engineering (Mendes et al., 2002) , which has been a long-term goal in computational biology. Traditionally, energy function-based approaches are employed in this prediction, which can be grouped into three major categories Mendes et al., 2002) : physical potential approaches (Prevost et al., 1991; Pitera and Kollman, 2000) , statistical potential approaches Rooman, 1997, 2000; Zhou, 2002, 2004; Parthiban et al., 2006 Parthiban et al., , 2007 and empirical potential approaches (Funahashi et al., 2001; Guerois et al., 2002; Bordner and Abagyan, 2004; Yin et al., 2007) . Physical potential approaches, such as the molecular dynamics simulation (Pitera and Kollman, 2000) , can achieve high prediction accuracy. However, the high computational demand makes them impractical for large-scale predictions . Statistical potential methods derive potential functions from geometric and environmental characteristics and correlations of residues in known protein structures. Empirical potential approaches use a combination of physical energy terms, statistical energy terms and structural descriptors to calculate the energy changes. The weight factor of each term is trained by experimental energy data. These two kinds of potentials are referred to as knowledge-based potentials and have been applied to large data sets.
Recently, with the accumulation of experimental data, machine learning approaches have also been employed for such prediction. Although these methods can make predictions by using only protein sequence information (Capriotti et al., 2005a (Capriotti et al., , 2005b Cheng et al., 2006; Huang et al., 2007a; Shen et al., 2008) , we still concentrate on the prediction of DDG direction for proteins with a known structure in this work, since most available methods are structure-based and higher prediction accuracy can be achieved when the structure is available. For this problem, neural network (Capriotti et al., 2004) , average assignment method (Saraboji et al., 2006) , support vector machines (SVMs) (Capriotti et al., 2005b; Cheng et al., 2006) and decision tree-based methods (Huang et al., 2006 (Huang et al., , 2007b have been introduced. Comparing with knowledge-based potentials, machine learning approaches can integrate all the information relevant to protein stability, such as experimental temperature and pH values, rather than only energy terms. This is important because the free energy change is a function of temperature and other environmental conditions. These machine learning methods are trained and validated on large sets of experimental data, mainly coming from the ProTherm database (http://gibk26.bse.kyutech.ac.jp/jouhou/ protherm/protherm.html) (Kumar et al., 2006) . In this study, we classified point mutations as various types according to the deleted and introduced amino acids. From this point of view, the existing mutation data are extremely unbalanced. Plenty of existing data belong to several well-studied mutation types, such as alanine relevant mutations obtained by the widely used alanine scanning technique. In contrast, few or no data are available for many other residue substitutions. Nevertheless, no relationship between amino acids has been taken into account during the encoding process in most of these statistical models (Capriotti et al., 2004 (Capriotti et al., , 2005a (Capriotti et al., , 2005b Cheng et al., 2006; Huang et al., 2006 Huang et al., , 2007a Huang et al., , 2007b . Consequently, different kinds of residue substitutions are treated independently in these models. Such predictors might therefore be biased toward the frequently occurred residue substitutions, for which more training samples are available and have more weight when assessing the overall model performance.
In order to build an accurate and robust predictive model, it is important to investigate the basic properties of amino acids, so that the universal rules learned from other mutations could be utilized for the prediction in hand.
Predictive models utilizing such basic molecular properties are expected to be able to detect the similarities between amino acids and thus be more transferable among various mutation types. Here, we develop a predictor based on SVM and property encoding of amino acids. We find our method performs better than other methods on the same data sets and it is more widely applicable than a control model using the more common encoding method. For mutation types not used in training, our model is correct for more than 80% predictions and thus is especially useful when making predictions on unseen types of mutations.
We then employed a feature selection technique to extract significant factors that influence the stability of mutated proteins. The results indicate our model could recognize features of biological significance for a prediction. In addition, a three-state predictor has been introduced to establish a protein's tolerance against mutations. An overall accuracy of 79.1% has been obtained in this prediction.
Materials and methods

Data description
The data set compiled in the development of I-mutant2 server (Capriotti et al., 2005b) , termed the IM2 data set, was used to develop our models. Two additional data sets, S1615 and S388 (Capriotti et al., 2004) , were also used for the purpose of performance comparison only. All the data in these data sets were obtained from the ProTherm database (http://gibk26.bse.kyutech.ac.jp/jouhou/protherm/protherm. html) (Kumar et al., 2006) , with three constrains:
(i) only single point mutations were considered, (ii) the protein structure is known with atomic resolution and deposited in the PBD, (iii) the DDG value was experimentally determined with known experimental conditions (temperature and pH).
Compared with data set IM2, the S1615 data set was compiled from an earlier version of the Protherm release and thus included less data. The S388 data set is a subset of S1615, containing only physiological condition data derived under temperatures from 208C to 408C and pH values from 6 to 8. The PDB code of the protein, the wild-type residue and the introduced residue, the relative solvent accessibility (RSA) value, the pH value, the temperature and the energy change (DDG) are available for each mutation in these data sets. In the original Protherm database, positive DDG values indicate stabilizing mutations and negative ones correspond to destabilizing mutations. In this study, we reversed the sign of DDG according to the convention in protein thermodynamics researches. Thus, the positive data in the data set consist of destabilizing mutations and the negative data include the remainder.
The IM2 and S1615 data sets contain a significant percentage of redundant data, which need to be removed. For twoclass prediction, if multiple DDG values have been assigned to identical mutations on the same site and all of them are of the same sign, only one of the data is retained. If the signs of these DDG values conflicted, all the data are removed. Moreover, one protein (PDB ID: 1LRP) in the S1615 data set only has the coordinates of C a atoms, which make the solvent accessibility and secondary structure information inaccurate, and make our encoding method inapplicable. Mutations on this protein have been removed. After the preprocessing, 1767 and 1476 samples remained in the IM2 and S1615 data sets, respectively.
Input vectors and encoding schemes
The essential step in applying machine learning methods to DDG prediction is to translate the structural information into vectors of fixed length, namely the encoding process. We built two models for DDG prediction in this study, referred as MuX-48 and MuX-S, respectively. The input vectors for both of our models consist of six parts (Fig. 1A): (i) the deleted residue, (ii) the introduced residue, (iii) the neighboring residues, (iv) RSA value of the wild-type residue, (v) secondary structure information of the mutated residue, (vi) experimental conditions, including the pH value and the temperature.
The deleted and introduced residues, the RSA value and experimental conditions are directly available from the original data sets.
The neighboring residues represent the three-dimensional environment of the mutated residue. A protein residue is considered as a neighboring residue of the mutated amino acid only if the minimal distance between heavy atoms (nonhydrogen atoms) of the two is ,4.5 Å . This distance works best among the several cutoffs we tested. In previous studies (Capriotti et al., 2004 (Capriotti et al., , 2005b Cheng et al., 2006; Huang et al., 2006) , the mutated residue was considered as a sphere with a fixed radius (9.0 Å in these researches), and any other residue within this sphere is regarded as a neighboring residue. The drawback of such sphere models is that they disregard the size, shape and orientation of amino acids. Figure 2 shows the neighboring residues of K58 in the reduced DsbA protein (PDB ID: 1A23) determined by the sphere model and our model, respectively. The distance between the C a atoms of residues K58 and M153 is less than the 9.0 Å 's cutoff. Therefore, the M153 would be considered as a surrounding residue of K58 in the sphere model, although they are actually far apart and separated by other residues.
The secondary structure is determined by the DSSP program (Kabsch and Sander, 1983) . Originally, the DSSP program classifies each amino acid into eight classes (H, alpha helix; B, residue in isolated beta-bridge; E, extended strand, participates in beta ladder; G, 3-helix [3/10] helix; I, 5 helix [ pi helix]; T, hydrogen bonded turn; S, bend; and blank output). We have collapsed them into helix (H, G, I), strand (E, B) and others (T, S, blank output) for simplicity.
In the MuX-48 model, 48 physical -chemical, energetic and conformational properties (Tomii and Kanehisa, 1996; Gromiha et al., 1999) were used to encode amino acids. Huang et al. (2007b) have used the same 48 amino acid properties for protein stability change prediction. Nevertheless, the residue environment was not taken into consideration in their study, which has been proved to be important for this problem (Capriotti et al., 2004; Huang et al., 2006) . In this model, both native and newly introduced amino acids are encoded by 48 corresponding properties, resulting in 96 elements. The neighboring residues are encoded by 48 sets of values, corresponding to the 48 properties. For each property, we calculated the mean, minimum, maximum and sum values of it for all the nearby residues to simulate the averaged, extreme and accumulated effects (Fig. 1B) . Therefore, additional 192 (48 Â 4) elements were used to encode the surrounding amino acids. The secondary structure is encoded by three elements, representing helix, strand and other structures, respectively. For each residue, the element corresponding to its secondary structure is set to 1, while other two elements are set to 0. Finally, three more elements are used to encode the RSA, experimental temperature (in Celsius degree) and pH value. Thus, the MuX-48 model has a total of 294 input elements.
The MuX-S model was constructed as a control. This model adopts the commonly used 'sparse encoding' (Baldi and Brunak, 2001 ) of amino acids, in which 20 elements have been used to represent the 20 types of amino acids and thus are independent from each other. For each amino acid, the corresponding element is set to 1, with all others set to 0. The first and second 20 elements in the MuX-S model are used to encode the wild-type residue and the introduced residue, respectively. Then, the frequencies of the 20 amino acid types near the wild-type residue are encoded by 20 additional elements. The encoding of solvent accessibility, secondary structure and experimental conditions is the same as that in the MuX-48 model. In all, the MuX-S model has 66 inputs.
Performance measurements
Accuracy is commonly used when assessing the performance of a predictor. It is defined as:
Here, the TP, TN, FP and FN denote the numbers of true positive, true negative, false positive and false negative samples in the classification. Although having a straightforward meaning, accuracy only considers the number of correct predictions and thus is sensitive to ratio of positive and negative data involved. Higher prediction accuracy often could be achieved on data sets with more unbalanced data. As shown in the table, the proportions of positive samples vary considerably and most mutations destabilize the protein structures in the three data sets. For the most imbalanced data set, S388, 87.6% of the mutations destabilize the proteins. That is to say, a constant prediction of 'destabilization' would be correct for 87.6% samples, although it would be meaningless.
Matthew's correlation coefficient (MCC) (Matthews, 1975) , which has been introduced to overcome the above problem, is generally regarded as a balanced measurement for two-class classification problem. The definition of MCC is:
In addition, we have also calculated the sensitivity and specificity on positive and negative data to compare with other algorithms. They are defined as follows:
Sensitivity ðþÞ ¼ To avoid the overfitting problem, both schemes are evaluated by 20-fold cross-validation. Under this procedure, a data set is split into 20 folds randomly and evenly. For each round, 19 folds are used as the training data set and the remaining fold is used as the testing data set. This process is repeated 20 times until all the folds have been tested once. The input vectors used in the two models. For each mutation, the deleted and newly introduced amino acids, the surrounding residues, the secondary structure and relative solvent accessibility of the wild-type residue, and the experimental conditions are encoded. (B) The encoding of neighboring residues in the MuX-48 model. For each amino acid property, the mean, maximum, minimum and sum values of it for all the neighboring amino acids are used to represent the structural environment.
The predictions are then joined together to estimate the model performance.
Support vector machines
SVMs are a type of supervised machine learning methods first introduced by Vapnik (1995) . They are based on statistical learning theory (Vapnik, 1998) and extensively used for classification and regression problems in various domains of life science (Byvatov and Schneider, 2003; Noble, 2006) . SVMs first map data vectors to a high-dimensional feature space equipped with a dot product and then perform classification or regression tasks by using linear methods. Rather than embedding data into the feature space explicitly, SVMs employ a kernel function to do this, which reduces the computational complexity, and extend SVMs to non-linear problems if combined with certain kernel functions. Therefore, Fig. 2 . Neighboring residues of K58 in the reduced DsbA protein (PDB ID: 1A23). Acidic, basic, polar and non-polar amino acids are colored as red, blue, green and white, respectively. (A) Surrounding residues defined by the sphere model, with a 9.0 Å radius. M153 is 8.8 Å from K58 and thus is considered as a neighboring residue of K58. (B) Surrounding residues defined by our model, with a cutoff of 4.5 Å .
little more computational time is required for SVMs when the size of feature space increases. This advantage is extremely desirable for our property encoding scheme, in which the length of input vectors is about 4 -5 times more than that in the sparse encoding scheme.
A well-known non-linear kernel function, the radial basis function, was used in this study. The LibSVM package (Chang and Lin, 2001 ) was used for SVM training and prediction. For classification problems, the cost parameter C, kernel parameter g and the ratio of the parameter C between positive and negative data needed to be optimized. The optimized sets of parameters were determined by crossvalidation procedures.
Feature selection
Feature selection is the technique that aims to select an optimal subset of relevant features from the original feature set. Indicating which features are important and how they are related to each other may help in the construction of robust learning models and enable better understanding of the data. In this research, a recently developed technique, the SVMbased recursive feature elimination (SVM-RFE) (Guyon et al., 2002) , was employed for feature selection, which has been successfully applied in several studies (Camps-Valls et al., 2004; Majumder et al., 2005; Rajapakse et al., 2005; Oh et al., 2006; Chen et al., 2007) . In SVM-RFE, the weight vectors of the hyperplane constructed by the samples are used to compute the rank criteria of features. The feature with smallest criterion is deleted. The process is repeated until all the features have been eliminated and a feature rank list can be obtained. We modified the LibSVM source code for the implementation of SVM-RFE.
Results and discussion
Overall prediction performance and comparison with other methods
We first estimated the overall performances of both the MuX-48 and the MuX-S models on three data sets. The predictions of other methods on these data sets were collected for comparison. The results are reported in Table I .
The S388 data set was compiled for comparing model performance with energy function-based methods, since the physiological condition is usually assumed in such methods. The results of FOLDX , DFIRE (Zhou and Zhou, 2002) and PoPMuSic (Gilis and Rooman, 2000) are obtained from Capriotti et al. (2004) . MuX-S and MuX-48 obtain the best results on this data set, for both accuracy and MCC. Considering most samples (87.6%) in this data set are negative, accuracy is not a good measure of performance here. Both our models reach an MCC of 0.39, which is much higher than other methods. Such an MCC is still not satisfactory however. This is probably caused by the very limited samples used for training our models.
The S1615 data set has been used in the development of several predictors (Capriotti et al., 2004; Cheng et al., 2006; Huang et al., 2006) . The results of NeuralNet and iPTREE have been obtained for the original data set without redundancy reduction. Under the same conditions, the performance of both our models is significantly improved over NeuralNet and is slightly better than iPTREE. On a redundancy reduced data set, the accuracies and MCC values for our models are a little higher than the best results reported by Mupro. The test on the IM2 data set shows that both models perform significantly better than I-mutant2.
It is interesting to find that the MuX-S model achieves better performance than Mupro and I-mutant2 on corresponding data sets, although all of them adopt the sparse encoding of amino acids and the SVM approach. This improvement could be due to two reasons. First, the MuX-S model utilizes the secondary structure information, which has improved this type of prediction in recent studies (Huang et al., 2006 (Huang et al., , 2007b Saraboji et al., 2006) . Secondly, our definition of neighboring residues takes the size, shape and orientation of amino acids into consideration, which describes the atom contact between residues in more detail than the previously used sphere model. 
Performance stability on different types of mutations
Each of the 20 amino acids could be mutated into any of the other 19 amino acids, resulting in 20 Â 19 = 380 types of residue substitutions. We used IM2 data set to explore the robustness of our models on different kinds of mutations. Figure 3 shows the distribution of samples in this data set. There are 1767 samples in this data set after the removal of redundant data, covering 290 kinds of mutations. About 32% of data in the dataset belong to 17 types of mutations, each of which own more than 20 samples. Another 48 kinds of mutation pairs with 8-20 samples in each cover an additional 33% data points. The remaining 35% of samples come from 220 kinds of residue substitutions. To investigate actual prediction performance on mutations with different amounts of data, we divided the data set into three roughly equivalent subsets. The data from mutation types containing large (.20), medium (8 -20) and small (,8) numbers of samples were grouped into three data sets, referred as the L-set, M-set and S-set, respectively. The cross-validation results for the whole IM2 data set were used to estimate prediction performance on the three subsets. The results are shown in Fig. 4 .
For both models, the prediction accuracies decrease when the data set contains fewer samples for each kind of mutation, and the accuracy of the MuX-S model drops more sharply than the MuX-48 model. The MuX-S model obtains similar MCC values on the three data sets, whereas the MuX-48 model gets even higher MCC on data sets with more diverse samples. The percentages of stabilizing mutations in the L-set, M-set and S-set are 21.6%, 30.0% and 38.81%, respectively. The different ratios of positive data to negative ones in these data sets are assumed to be the reason for the divergence between the trends of accuracy and MCC. Taking the accuracy and MCC values together, the MuX-48 model is more stable for the three data sets. This should be benefited by the property encoding scheme, which is able to catch the similarities between different residues.
Although MuX-S model gives lower accuracy and MCC on the mutation pairs with fewer samples, the large number of samples belonging to several well-studied residue substitutions makes overall performance of MuX-S comparable with the MuX-48 model. To avoid over-estimation of model performance on these kinds of substitutions, we generated several subsets of the IM2 data set according to the following criteria: if the number of samples belonging to a mutation type is no more than seven, all the samples are remained; otherwise, randomly choose seven samples from this type of mutation. Five data sets were randomly generated with 1067 samples in each of them. The performances of MuX-S and MuX-48 models on them are summarized in Table II . We can observe that MuX-48 achieves significantly higher accuracy and MCC than the MuX-S model, on these more 'balanced' data sets.
Because about one-fourth of all the possible mutation types contain no data in the IM2 data set, the predictor trained on this data set probably has to make predictions in actual usage for mutations that it has not met during the training process. Therefore, it is important to investigate the predictor performance on unseen mutation pairs when the experimental data are limited. For this purpose, we split the IM2 data set into 285 parts, each of which includes all the data of one kind of residue substitution. The predictive model was trained on the data from 284 parts and tested on the remaining data. Then, the procedure was repeated for 285 times until all the data had been tested once. The predictions on each fold have been divided by the number of data in that fold to eliminate the bias caused by sample size. For example, on a subset with 10 data, three correctly classified positive data will be regarded as 3/10 = 0.3 true positive predictions. Finally, all the predictions are joined to access the predicting performance. Table III shows the results of the investigation. Even on new residue substitutions not used for training, the prediction accuracy of the MuX-48 model is still above 80%, which is about 3% higher than the accuracy of MuX-S model.
Apparently, the amino acid property encoding scheme outperforms the sparse encoding scheme, especially when the bias of data number in each type of mutation has been reduced. This enhances the transferability of the MuX-48 model in the actual usage.
Significant features in the prediction
Not all the 294 features used in the MuX-48 model are equally relevant to protein stability. In order to explore significant elements responsible for this prediction, the SVM-RFE feature selection method was employed, which could take mutual effects among features into account. During the feature selection process, we removed one least relevant feature each time and then assessed the model performance until only one feature left.
As shown in Fig. 5 , the predictor performance is quite stable as the remaining features become less and less. When only 55 features are left, the prediction still achieves an accuracy of 84.1% and an MCC of 0.62, and even with a subset of 20 features, the accuracy and MCC of prediction are 80.0% and 0.50, respectively. Table IV reports the top 20 features selected by SVM-RFE. For each feature, the corresponding property, the residues involved and how this value is calculated are listed. We could find features that relate to solvent accessibility, secondary structure, polarity, bulkiness, burial and non-bonded energy from this short list, which are commonly known to be important to protein stability.
The MuX-48 model maintains remarkable performance with the reduced set of features and the features critical for prediction are those known to contribute most to protein stability. The results suggest our model utilized biologically significant features to make predictions, rather than less irrelevant ones in the case of overfitting. . Prediction performance by using the selected subsets of features. We discarded one feature by SVM-RFE each time until only one feature left. In each round of this process, the weight vectors of the hyperplane constructed by the training data were used to rank the features. The feature with lowest rank was considered less relevant to our prediction and thus was removed. Then the model performance on the remaining features was accessed.
Performance of three-state prediction
The two-class classification of point mutations has been used in several studies (Capriotti et al., 2004 (Capriotti et al., , 2005b Cheng et al., 2006; Huang et al., 2006 Huang et al., , 2007a Huang et al., , 2007b Parthiban et al., 2006 Parthiban et al., , 2007 Saraboji et al., 2006) . To conduct an unbiased comparison with methods only giving two-class predictions, we have also adapted this classification system to estimate the performance of our models. The MuX-48 model has demonstrated superior performance in the task of DDG direction predictions. Nevertheless, simply classifying mutations as 'stabilizing' or 'destabilizing' has drawbacks if considering the experimental errors and the protein's tolerance against mutations; for example, the error in the thermodynamics experiments could be +0.4-0.5 kcal/mol (Khatun et al., 2004) and a DDG of $1.0 kcal/mol would not influence a protein's stability greatly.
To overcome these problems in the two-state prediction, the MuX-48 model was extended to three-state prediction by introducing a new class, neutral mutations, which includes mutations with DDG values between -1.0 and 1.0 kcal/mol. In this prediction, if more than one DDG values available for the same mutation, the averaged value was used. After the removal of redundancy, the proportions of stabilizing, neutral and destabilizing mutations in the curated IM2 data set are 8.7%, 48.7% and 42.6%, respectively (Fig. 6) . For a multiclass classification problem, MCC is no longer a suitable measure of performance, but accuracy continues to be useful, which can be interpreted as the proportion of correctly predicted samples. Table V shows the performance of the three-state prediction, where an overall accuracy of 79.1% has been achieved. A recent study (Capriotti et al., 2008) reported an overall accuracy of 61% in a similar three-state prediction. Although different data were used, the significant difference in accuracy indicates that our model should generally give better performance.
Conclusion
In this study, we have used SVMs and the property encoding of amino acids to predict the direction of protein stability change based on protein structures. Our model, called MuX-48, outperforms other methods on three tested data sets. We demonstrate that this model works much better on mutations having fewer samples compared with a control model built by the commonly used encoding method for amino acids. Further analysis shows that the MuX-48 model has achieved greater than 80% prediction accuracy on unknown types of residue substitutions. The robustness of our model makes it a promising method for practical applications. We are working on extending our method to sequencesbased prediction. The properties of a residue could indicate its propensity to locate at certain structural positions. For example, hydrophobic residues preferentially occur in the unexposed region of a protein. Therefore, it is hoped that using amino acid properties as features will assist the prediction when the structural information is unavailable.
