Abstract: Adaptive and sequential experiment design is a well-studied area in numerous domains. We survey and synthesize the work of the online statistical learning paradigm referred to as multi-armed bandits integrating the existing research as a resource for a certain class of online experiments. We first explore the traditional stochastic model of a multi-armed bandit, then explore a taxonomic scheme of complications to that model, for each complication relating it to a specific requirement or consideration of the experiment design context. Finally, at the end of the paper, we present a table of known bounds of regret for all studied algorithms providing both perspectives for future theoretical work and a decision-making tool for practitioners looking for theoretical guarantees.
Introduction
The real world has a wealth of circumstance where an individual, business or researcher must simultaneously explore their surroundings, options or choices while also maintaining or maximizing some variable: their output, well-being or wealth. Indeed the pursuit of a good life can be represented as finding a balance between "exploration," or the investigation of new options and "exploitation," the utilization of the knowledge one has already accrued. People make these decisions on a regular basis, from career and education ("should I continue to invest in education, exploration, or begin exploiting the knowledge I have accrued?") to shopping and selection ("should I purchase a product I have already experienced and am satisfied with, or should I explore other options?") and everything in between.
These problems have been studied extensively in a human decision making 1 context, especially with regard to marketplace decisions [20, 54, 92] , a game theory "maximizing" context [102] , and the positive psychology of increasing happiness through decision making [68, 76, 77] . This type of decision making also arises in learning problems of the statistical and machine learning variety and is represented within a broad class of problems called reinforcement learning. One common form of this exploration vs. exploitation tradeoff is called the multiarmed bandit problem where the world can be imagined as a collection of slot machines, each with a different but unknown payoff, and the player must play, repeatedly, to maximize his wealth. This is the form of the sequential decision making problem for exploration vs. exploitation that we will explore in this work. These sequential decision making problems appear foremost in the machine learning and artificial intelligence literatures. A strong conceptual framework has been developed, algorithms discovered and analyzed and tools produced and compared within this literature since as early as 1933 [124] . This survey aims to integrate the advances in the area of multi-armed bandits and sequential decision making with the literature of experiment design, especially sequential experiment design, providing a statistical perspective on the state-of-the-art and presenting a unified discussion of response-adaptive experiments with multiarmed bandits.
Motivating Applications
An exemplary motivating application is the area of medical trials. Pragmatically, in our representation of a medical trial, the goal is to conduct an experiment to measure, to a sufficient confidence, the effect size of a particular medication compared to a placebo or control group. Secondary goals such as measuring worst-case performance and both objective and subjective side-effects of the medication are also important. Observations in medical trials are expensive, both because of the research nature of the pharmaceuticals often under experimentation and because of the necessity to recruit qualified patients, in many cases, constrained to be within a single geographical area where sample sizes on the order of tens may be all that is available.
In a traditional experiment design, efficiency relates the number of observations (patients) necessary to achieve a given level of confidence on any estimators involved. This definition of efficiency often means a medical trial (for a single drug) will operate by allocating, generally randomly or pseudo-randomly, one half of the patients to a placebo group and one half of the patients to a treatment group, then computing traditional statistics on the aggregate results.
Sequential experiment design and adaptive designs, at first two-stage approaches, have been considered in the medical literature since as early as 1960 [9, 8, 44, 49] . A recurring ethical confound arises when discussing clinical experiment design which motivates the sequential design: estimator efficiency is at odds with saving patients in the short-term. During the experiment, information can be revealed to the experimenter which provides evidence about the uncertainty and expected value of each estimator, information which if available ex-ante, may have changed the design of the experiment. A utility or outcomeweighted approach to experiment design would certainly design a different experiment in the event revealed information increased the pre-experiment knowledge in favor of one medication over another.
Techniques alluding to similar considerations as the multi-armed bandit problem such as the play-the-winner strategy [125] are found in the medical trials literature in the late 1970s [137, 112] . In the 1980s and 1990s, early work on the multi-armed bandit was presented in the context of the sequential design of experiments [110, 88] and adaptive experiment design [23] .
Adaptive design research has continued independently, especially in the context of clinical trials. Modern adaptive and sequential designs include drop-thelosers designs, where certain treatments are dropped or added in response to their response data; group-sequential or stagewise designs which act similar to the epoch-designs discussed in multi-armed bandits; and sample-size reestimation techniques which allow sample sizes to be adjusted throughout the research process. Thorough overviews have been recently given by [42] in 2008 and [122] in 2014.
Two important subclasses of adaptive design exist which map intuitively to subproblems of the multi-armed bandit. This includes the adaptive dose finding design often used in early clinical trials to identify minimum and maximum dosages for pharmaceuticals, and the biomarker-adaptive design which is used in a number of ways to improve research outcomes with respect to observable covariates in the patient. Adaptive dose finding designs can be seen as a special case of continuum-armed bandits and biomarker-adaptive designs can be seen as a special case of contextual bandits, where biomarkers are observed as a possible contextual variable in determining the response variable.
Since the early bandits research, a policy or decision-theoretic lens has often been used to explore multi-armed bandits, characterizing the problem as a recurrent policy selection to maximize some utility function or minimize some regret function and becoming somewhat disconnected from the experiment design literature. In the remainder of this work, we integrate the rapid advances in multi-armed bandits with a perspective of online experiment design. Recently, a number of works in multi-armed bandits have shown that even when the objective function is specified solely as the maximization of some outcome variable, reliable experiment results can be found to a sufficiently high degree of confidence [86, 79] .
As noted by [86] , existing adaptive designs often offer limited theoretical guarantees on outcomes and patient welfare, while multi-armed bandits work has numerous theoretical guarantees, many of which are fundamental to the eth-ical and practical considerations in clinical and other experiment design work. Furthermore, many areas of design research such as the biomarker-adaptive designs produce partial solutions to a contextual problem that is more completely explored in the multi-armed bandits literature.
The Multi-Armed Bandit Model
Chronologically, [110] introduces the idea of the important tradeoff between exploration and exploitation in recurring decision problems with uncertainty, building on the prior sequential decision problem work of [133] and [10] . [88] produce the first asymptotic analysis of the objective function of such a decision process showing a bound of O(log t) for the regret of the standard stochastic, finite-armed, multi-armed bandit, and produced a regret-efficient solution where the rewards of a given arm are stationary and independent and identically distributed (i.i.d.) with no contextual information or covariates. In the coming sections, we will explore some of the large number of algorithms which have been proposed since [88] including ǫ-exploration approaches [135, 132] , upperconfidence bound techniques [17] , probability matching techniques [4] and others. Many variants of the initial problem have also been investigated in the literature including the many-or infinite-armed, adversarial, contextual, and non-stationary cases.
The terminology "bandit" originates from the colloquialism "one-armed bandit" used to describe slot machines. It is important to note immediately that this stylized terminology suggests the negative expected value embodied in the context of the word "bandit," despite that not being a requirement, nor being common in most applications of the model. In one common formalization of the multi-armed bandit model, the player can sequentially select to play any arm from the K ≥ 1 arms and obtain some payoff x ∈ R with some probability p ∈ [0, 1]. This specific formalization has explicitly defined binomial arms (fixed payoff, random variable payoff probability), however in our interpretation of the problem, the distribution on the arms can (and often is) be from any distribution.
In all variants of the bandit problem only the payoff for the selected arm at any time step is observed and not the payoffs for non-selected arms. This is the "partial information" nature of the bandit problem which distinguishes the problem from generalized reinforcement learning, where "full information" (observing the payoff of all arms, whether selected or not) is usually assumed. This is precisely the property which makes the multi-armed bandit an appropriate tool for experiment design, a treatment is selected and observed and the results of that treatment are provided as feedback to the algorithm.
In many of our considered variants of the problem, the reward distribution itself is not assumed, however, rewards are often assumed to be i.i.d. across arms and across prior plays. Some variants of the problem relax both of these assumptions. Similarly, it is generally assumed that both K, the number of machines (or "arms") and x, the payoff function are finite and stationary (time-invariant), however, variants relaxing these assumptions have also been considered. An important variant of the problem introduces the concept of a known, finite timehorizon, H to bound play time. Two important variants, the contextual problem and the adversarial problem, remove assumptions such that there are fewer or even no statistical assumptions made about the reward generating process.
To reiterate the nature of the problem we are considering, we provide the following summary formalization. A (finite-armed, stochastic) multi-armed bandit problem is a process where an agent (or forecaster) must choose repeatedly between K independent and unknown reward distributions (called arms) over a (known or unknown) time horizon H in order to maximize his total reward (or, minimize some total regret, compared to an oracle strategy which knows the highest reward answer at any point in time). At each time step, t, the strategy or policy selects (plays) a single arm S t and receives a reward of x St,t drawn from the ith arm distribution which the policy uses to inform further decisions.
Considerations of Multi-Armed Bandits
Most sequential experiment designs can be thought of as multi-armed bandits. The primary difference is motivated by whether the goal is to identify the best of a set of variants according to some criteria (i.e., best-arm identification) or to conduct multiple post-hoc tests of statistical significance (e.g., each arm versus each other arm). In algorithms designed for the multi-armed bandit, exploring suboptimal arms according to our objective criteria is non-desirable. This concept referred to as regret, makes the multi-armed bandit less useful for analyses which involve comparing arm-to-arm than analyses which aim for best-arm identification, however, [79] shows a real-world example demonstrating that arm-toarm comparisons are still plausible in a multi-armed bandit environment while maximizing within-experiment utility.
Measures of Regret
There are a number of possible objective functions to evaluate a bandit process in an empirical, non-adversarial setting that have been used within the literature. In general, regret-based objectives are loss functions which compare the performance of a process with an oracle over a finite and discrete time horizon t = 1, ..., H. The definitions vary on how the stochastic nature of the process is considered and what information and selections are made available to the oracle. The sequence of arms selected S t can itself be a random variable (such as in the Thompson sampling case discussed later).
For most applications of multi-armed bandit models this is the most important conceptual variable to consider, but in the case of the experiment design literature it may not be: estimator variance minimization and the ability to accurately capture measures such as effect sizes can be more important. Nonetheless, it is unfortunate that regret is not consistently defined in the literature as a single variable of interest, but generally takes one of a variety of forms. In a imsart-generic ver. 2011/11/15 file: mab-ss-survey.tex date: November 4, 2015
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pragmatic sense, regret has the same meaning as it has in English: "the remorse (losses) felt after the fact as a result of dissatisfaction with the agent's (prior) choices." We summarize and formalize some of the varieties of regret which both arise in the literature and are relevant to the problem of experiment design with multi-armed bandits. For a comprehensive discussion of the differing measures of regret, see [33] .
1. Expected-expected regret. This is the difference in the payoff of the selected arm, in expectation over the distribution of that arm, and the payoff of the optimal arm as given by a prescient oracle, in expectation over the distribution of that arm. Importantly, this measure includes no unnecessary variation, but cannot be computed without a complete understanding of the definition of all arms.
2. Expected-payoff regret. This is the same measure as expected-expected regret, but without an expectation on the right hand term. That is, the actually received reward is used rather than the expectation of the selected arm. This is important in environments where measuring the variation between runs is meaningful, especially in risk-aware cases where maximal drawdown or maximal loss may be motivating factors.
3. Suboptimal plays. This is a more egalitarian perspective on regret for many applications, where the measure is not proportional to the distance between distributions. In the two-armed case, this is simply a matter of scale, but in larger problems this can mean that two very close means are weighted equally compared to two distant means as both being suboptimal.
In general, regret measures can only be computed in a simulation environment because of their requirement of an oracle which can unambiguously identify the optimal arm (and in the case of the expectation measures, to also take expectations over those distributions). Burtini et al. [33] introduces a measure called statistical regret which removes the oracle requirement:
4. Statistical regret. Statistical regret uses the idea of a confidence or predictive bound at time t to replace the oracle and evaluate the plays at times j = 0, ..., t. This utilizes the best information available to judge actions the policy chose prior to that information being available. To compute parametric statistical regret, we need an interval (L t,γ (X i ), U t,γ (X i )) such that,
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If such an interval cannot be computed due to limitations of the parametric modelling process, a bootstrap [53] approach can be substituted.
Variance and Bounds of Regret
Similarly to the well-known bias/variance tradeoffs in the estimator selection literature, variance minimization is an important parameter for many applications. In the most extreme case, a high-variance algorithm will be unacceptable in a practical sense even if it had a minimal expectation regret. Certain choices in the measurement of regret are more appropriate if one chooses to measure variance than others, for instance, selecting expected-payoff regret allows one to measure the variance of an individual payoff (e.g., a next play payoff variance) while expected-expected regret will only allow measurement of variance across repeated plays of the full sequence. Often, rather than measuring variance of a policy, a high-probability bound on the regret is proposed. High-probability bounds arise from the "probably approximately correct" learning (PAC learning) literature [130] which provides a framework for evaluating learning algorithms with traditional asymptotic measures from computational complexity theory. The language PAC ǫ,δ -learnable provides that an algorithm exists such that it can learn the true value with an error rate less than ǫ with probability of at least 1 − δ in the limit or within finite number of fixed iterates.
High-probability bounds introduce this PAC learning framework to regret analysis. The primary difference from the regret in expectation is that a highprobability bound considers the potential variation in return, which can be (and is, in many cases) large, a factor which is very important in medical and many financial contexts, where stakes are high. Intuitively, a high-probability bound provides a function that can be used to evaluate a bound at a given probability. This is a statement of the form P [R(n) > b high probability ] ≤ δ where R(n) is the regret after n plays, b high probability is the high-probability bound and δ is the probability with which we evaluate the "high" probability. The parameter δ is often picked to be a function of the form n −c for a fixed constant c [11] . To provide an intuitive understanding of high-probability bounds compared to expectation regret, consider the slot-playing ǫ-first example: imagine we have two slot machines to pick between, and we explore 10 times (5 each) to measure our empirical estimates of each arm then exploit the best measured machine forever. In expectation the best machine will be picked, however, randomness and the small number of plays may result in a single win dominating the results and causing the estimate of the best machine to be incorrect. While the expectation of regret in this model may be low, the variance of regret is high: in many plays, the regret will tend to infinity. The high-probability bound in general, will say that for p% or fewer of the repeated plays of the game, the regret will exceed b. In this specific example, it is likely the bound will be very weak for any reasonable δ, as in this particular strategy, a small number of lucky early explorations will result in suboptimal plays forever, accruing large regret.
High-probability bounds are asymptotic. A related form of bound for multiarmed bandits are the finite time bounds. These are arguably more important for applications. A finite time bound is a function of t, the number of trials so far, which provides a probabilistic or concrete limit on the regret at that time t. These are often special forms of high-probability bound themselves, holding in high-probability but non-asymptotic cases.
Stationarity of the Problem
One of the strongest assumptions of many statistical models, including most variants of the multi-armed bandit problem, is that the underlying distributions and parameters are stationary. In many contexts, including the context studied here, this is not a reasonable assumption: the state of the world is changing around the learning process and in our context, the best arm in one time period may not be the best arm in another. Non-stationary problems are in general challenging for algorithms that make stationarity assumptions, whether explicit or implicit, as the real world performance of any such policy can continuously degrade in response to unconsidered changes in the distribution. In particular, rapid changes of the distribution and switching-type models (day, night; seasonal; or any other repeatedly changing, but unmodelled, confounding factor) have extremely poor performance on many fixed policies.
Some variants of the model, known generally as non-stationary bandit models have been proposed with drifting or step-function changing parameters. A simple solution to deal with non-stationarity is to allow the data to "decay" out of the model with a time-weighted component, however, this solution requires an accurate model of the appropriate rate of decay to be efficient. We discuss algorithms for the non-stationary variant of the policy in a later section, especially in the context of running an experiment in an ongoing indefinite fashion.
Feedback Delay
Feedback delay is an under-considered issue in the multi-armed bandit literature, especially with regard to extremely long feedback delays. In the simple multiarmed bandit model, an arm is selected, played and reward received before the next iterate takes place. In many real world applications this is not the casean arm must be selected, but the reward may not be received until much later, by which time many other iterates may have taken place. This is an important consideration in the design of a clinical trial, for instance, as patients may come in batches and treatment may take on the order of months before the response is fully observed.
Little research exists on the topic of quantifying and understanding feedback delay in most multi-armed bandit algorithms, however [86] have shown that clinical trials, especially late stage comparative trials can be conducted successfully under the case of feedback delay with the multi-armed bandit. Importantly, a variant of multi-armed bandits with multiple plays, which we explore later in this paper can be used to model certain classes of feedback delay when the delay is known.
Algorithms for the Application of Multi-Armed Bandits
The most studied variant of the model is the traditional model described earlier, with a discrete, finite number of arms (K) for the agent to choose between at each time step t. There are a large number of techniques for solving this variant.
A strategy or algorithm used to solve the multi-armed bandit problem is often called a policy. First, we explore a theoretically popular Bayes-optimal policy called the Gittins index, introduced in 1979. Due to the computational limitations of Gittins indicies, we then explore the evolution of the literature hence, discussing a simple (in implementation) set of policies, the ǫ policies, dependent on a parameter ǫ which determines how much exploration takes place, a set of policies called UCB-strategies (upper confidence bound strategies), based on an observation by [3] and later [16] on utilizing upper confidence bounds which efficiently approximate the Gittins index, a variety of standalone policies and finally probability matching policies which rely on the idea of matching the probability of success with the probability of drawing that arm. Strategies like ǫ-based strategies that maintain an ongoing distinction between exploitation and exploration phases are called semi-uniform.
Gittins index
An early solution to the multi-armed bandit problem requires the experimenter to treat the problem as a Markov decision process and use work similar to [107] to solve it. Unfortunately, computational considerations and the curse of dimensionality [39] produce a problem which is exponential in the number of possible realizations and arms of the bandit process. To avoid this complexity, [62] and [61] show that the problem can be reduced to solving n 1-dimensional problems, computing the so-called Gittins index and selecting the arm with the highest index value. The index is given as,
Where x i is the state of the arm i, τ is a positive integer referred to as the stopping time and ν i is the value of the Gittins index for arm i. The stopping time τ represents the first time at which the index for this arm may no longer be optimal, that is, the index is no greater than its initial value. The decision rule is then a simple i t = arg max i ν i (x i ) to be computed at each time. Fundamentally, the numerator represents the expected total β-discounted reward over the next τ plays and the denominator is a β-discount with respect to time, producing an estimated average discounted reward per play ν i . Simply, it can be shown [62] that it is optimal to play the arm with the current highest index.
The motivating perspective of the Gittins policy is different than our perspective applied to other algorithms for the multi-armed bandit. Specifically, when discussing the Gittins index, we treat the arms as Markov decision processes (often which are evolving in a restless or nonstationary sense) rather than statistical distributions. This perspective becomes limiting when we consider bandit problems where the state-space may be infinite, such as in the case the arms take on a Bernoulli process.
While the Gittins policy is efficient (e.g., [136, 126, 139, 57] ) in terms of using the available knowledge to minimize regret, it has a set of serious limitations: the computational complexity of maintaining the indices is high [80] and is practically constrained to a limited set of known distributions representable as a finite state-space model. These constraints lead to the work of [80, 26] showing how the Gittins policy can be efficiently approximated by techniques of optimism like UCB. In general, we favor the statistical approach to the multiarmed bandit in the rest of this work, but the motivating example of the Gittins index has remained an important part of the development of bandit models to date.
ǫ-greedy
The ǫ-greedy approach appears to be the most widely used simple strategy to solve the simple stochastic, i.i.d. form of the (discrete) multi-armed bandit model in practice. The strategy, in which the agent selects a random arm 0 ≤ ǫ ≤ 1 fraction of the time, and the arm with the best observed mean so far otherwise, was first presented by [135] as a solution to the equivalent one-state Markov decision process problem 2 . The choice of ǫ and strategy for estimating the mean is left to the application.
ǫ-based strategies have been well studied. [55] show that after O K α 2 log K δ random plays an α-optimal arm will be found with probability greater than 1 − δ, a result that applies to all major ǫ strategies.
Constant ǫ
With a constant value of ǫ, a linear bound on regret can be achieved. Constant ǫ-greedy policies are necessarily suboptimal, as a constant ǫ prevents the strategy, in general, from asymptotically reaching the optimal arm [132] . That is, even after strong knowledge is acquired, the strategy will continue to behave randomly some ǫ fraction of the time.
Adaptive and ǫ-Decreasing
One of the more salient variants of ǫ-greedy is the ǫ-decreasing strategy. In a stationary, finite horizon environment, it is logical to have a policy do more exploration early and more exploitation as it becomes more confident about its knowledge or as it gets closer to its horizon. This can be implemented with a variance weighted strategy or by simply decreasing ǫ according to some rule (time, observations, etc.). In known-horizon environments, ǫ-decreasing policies can weight the rate exploration as a function of the remaining horizon available, though no known work has explicitly defined the correct functional form to do so.
A simple ǫ-decreasing strategy is natural and given by [132] which defines ǫ(t) as the value of ǫ after t plays as min(1, ǫ0 t ) where ǫ 0 is left as a choice to the user. A similar strategy is called GreedyMix and analyzed in [36] where ǫ(t) (referred to as γ) is defined as min(1,
t−1 ) where 0 < d < 1 is a constant picked by the user 3 . GreedyMix is shown to have regret on the order of ln(H) 2 for H trials for Bernoulli-and normally-distributed bandits. Selection of d is left to the reader, and performance degrades if a sub-optimal value of d is selected. An interesting result regarding ǫ-decreasing policies is given by [16] with the simulations on a policy called ǫ n -greedy. ǫ n -greedy is the generalized form of ǫ greedy where the fraction of exploration is a function of the time step. At each time step t, we select the ǫ t = ǫ(t). By defining ǫ(t) ≡ min 1, cK d 2 t and correctly selecting an unknown parameter c > 0 and a lower bound 0 < d < 1 on the difference between the reward expectations of the best and second best arms, we get a policy which has an expected regret of O(log H). Unfortunately, as noted in [16] this result is not of a lot of practical use, for the same reason GreedyMix lacks practicality: the selection of the constant factors c and d are dependent on the underlying distribution which we are trying to estimate and the performance degrades rapidly in the incorrectly tuned case. A theoretical, but not practical, extension of this strategy is one where ǫ(t) is correctly chosen for each time step to properly account for the current uncertainties; this strategy is guaranteed to converge in an optimal number of trials in expectation. A variant of this strategy is made practical by the algorithm referred to as POKER and explored later in this section. 
ǫ-first
In the non-academic web optimization and testing literature, ǫ-first is used extensively, generally for 2-armed bandits and is widely known as "A/B testing" 4 . In ǫ-first, the horizon, H, should be known a priori 5 . The first ǫ · H plays are called the exploration phase, and the agent picks arms uniformly randomly, producing an estimate of each arm's payoff. In the remaining (1 − ǫ)·H plays, called the exploitation phase, the agent strictly picks the best empirically estimated arm.
An ǫ-first strategy is superior to an ǫ-greedy strategy when the horizon is fixed and stationarity on the arms can be assumed as the estimates produced during exploration are expected to be better for a larger number of plays and thus fewer suboptimal plays will be expected. Compared to ǫ-greedy, ǫ-first is vulnerable to non-stationarity of the reward distribution, because all learning takes place "upfront" and the knowledge is available for more iterates. ǫ-first is also vulnerable to errors in estimating the time horizon, the number of trials remaining.
Multiple Epoch
A variant of the ǫ algorithms is the multiple epoch approach. Multiple epoch approaches can be applied to many multi-armed bandit policies (e.g., [89] ) but they are largely unstudied in non-ǫ approaches. They may show promise in non-stationary bandit cases where the epoch length (and data decaying) can be used to control for the maximum deviation. In the multiple epoch approach, we divide our total time horizon (known or unknown, finite or infinite) in to epochs of an integer length. The respective policy is then applied within the epoch. For example, in the ǫ-first strategy, this eliminates some of the vulnerability to non-stationarity and horizon-unawareness by allowing learning to take place at spaced periods within the total time.
UCB1
Much of the research in regret bounds demonstrates regret that is logarithmic ("optimal") only asymptotically. [16] present an algorithm originating in [3] called UCB1 which achieves expected logarithmic regret uniformly over time, for all reward distributions, with no prior knowledge of the reward distribution required. UCB1 is the first strategy we have discussed that is not a semi-uniform strategy, that is, it does not maintain a distinction between an exploratory phase and an exploitation phase, choosing instead to optimize how exploration happens at each individual iterate. UCB1 belongs to the general family of upper confidence bound (UCB) algorithms, first proposed in [88] but developed extensively in [16] . UCB algorithms take the form of picking the arm which maximizes a surrogate function, i.e., they pick,
where µ i is the average function which estimates the mean payoff of arm i and P i is the padding function which generally takes the form of an approximation of the uncertainty on µ i . The primary contribution of variants of the UCB algorithms is the selection of P i .
For convenience, let ∆ i be defined the same way as in [16] : ∆ i ≡ µ * − µ i where µ * represents the mean reward expected from the optimal arm and µ i represents the current reward expectation for arm i.
UCB1 begins by playing each arm once to create an initial estimate. Then, for each iterate t, arm i is selected to achieve the maximum value max ixi + 2 ln t ni wherex i is the average observed reward of arm i thus far (the empirical mean) and n i is the number of times arm i has been played. The second term in this equation acts as an approximation for "optimism" by treating arms which have been played less as more uncertain (and thus plausibly better) than arms that have been played frequently. In UCB1's strict formulation, the bound is derived from the Chernoff-Hoeffding bound [41, 70, 21] on the right tail distributions for the estimation of Bernoulli random variables, but the confidence bound model applies equally well to any distribution where an appropriate bound can be defined.
The second term in the maximization criterion has been extended, as in the MOSS algorithm [12] (discussed in an upcoming section) to consider the remaining horizon to create an "exploratory value" that is declining in finite time or to improve the tightness of the bound on variance.
UCB1 as specified has a strict bound on regret at time t, for Bernoulli arms, given by the following formula, shown in the original paper,
UCB2, an iterative improvement over UCB1, reduces the constant term in the fraction of time a suboptimal arm will be selected, reducing the overall regret, at the cost of only a slightly more complicated algorithm. In UCB2, iterates are broken into epochs of a varying size. In each epoch,
and then played exactly
ri ⌉ times before ending the epoch and selecting a new arm. r i is a counter indicating how many epochs arm i has been selected in and 0 < α < 1 is a parameter that influences learning rate discussed below.
The finite-time bound on regret for UCB2 is known for times t ≥ max i:µi<µ * 1
and is given by,
where e is Euler's constant and c α = 1+
5α 2 ln(1+α) ) as proven in [16] . The important property of c α to notice is that c α → ∞ as α → 0, forcing a trade-off between the selection of α to minimize the first term towards 1/(2∆ 2 i ) and the second term. The original paper suggests optimal results from setting α such that it is decreasing slowly in t but is not specific to the form of decrease; in practice, they also demonstrate, the choice of α does not seem to matter much as long as it is kept relatively small.
UCB-Tuned
A strict improvement over both UCB solutions can be made by tuning the upper-bound parameter in UCB1's decision rule. Specifically, [16] further expands these solutions by replacing the second term 
where n i is the number of times arm i has been played out of t total plays. UCB-Tuned empirically outperforms UCB1 and UCB2 in terms of frequency of picking the best arm. Further, [16] indicate that UCB-Tuned is "not very" sensitive to the variance of the arms. Simple experimentation shows that UCBTuned as defined above outperforms the earlier UCBs significantly in our results and in the original paper's exposition.
MOSS
MOSS [12] , or the Minimax Optimal Strategy in the Stochastic case, produces a variant of UCB1 that is presented in a generalized context, such that it can apply to all known bandit variants or subproblems. In MOSS, the ln t component of the padding function in UCB1 for arm i is replaced with ln H Kni where n i is the number of times arm i has been played, H is the total number of iterates to be played (the horizon, at the beginning) and K is the number of arms available in a stochastic (non-adversarial) bandit problem. The work of [12] shows that expected regret for MOSS is bounded from above, by,
where ∆ = min i:∆i>0 ∆ i , the smallest gap between the optimal arm and the second best arm. Note that this calculation of regret applies continuously in the stochastic case, but we will see later in the adversarial discussion that it is complicated in that environment due to non-unicity of the optimal arm.
KL-UCB
KL-UCB [94] presents a modern approach to UCB for the standard stochastic bandits problem where the padding function is derived from the KullbackLeibler (K-L) divergence. KL-UCB demonstrates regret that improves the regret bounds from earlier UCB algorithms by considering the distance between the estimated distributions of each arm as a factor in the padding function. Specifically, define the Kullback-Leibler divergence [87, 58] (for Bernoulli distribution arms 6 ) as,
with convention of 0 log 0 = 0, 0 log 0 0 = 0, and x log x 0 = +∞ for x > 0. The Kullback-Leibler divergence d(p, q) provides a probability-weighted measure of the difference between two distributions which does not rely on collapsing the distribution to a midpoint (e.g., expectation).
To pick an arm in each iteration of KL-UCB, we maximize
where M is picked from the set of all possible reward distributions. The K-L divergence of d(x, M ) is strictly convex and increasing in [x, 1) [58] making this equation efficiently computable by solving the convex optimization problem. 6 For non-Bernoulli arms, the more generic formula
dx should be used, where p and q are distribution densities.
Bayes-UCB
Alongside KL-UCB, Bayes-UCB [81] -an explicitly Bayesian variant of UCB -represents the current state of the art of UCB algorithms. It is an asymptotically efficient advanced algorithm with empirical results which outperforms KL-UCB. In the Bayesian approach to the multi-armed bandit problem, each arm is represented as an estimate of a distribution that is updated in the traditional Bayesian fashion and the decision is selected from the bandit which has the highest score. The score is captured as a dynamic in time quantile of the posterior estimate. [81] show that this Bayesian-derived UCB has a cumulative regret that empirically outperforms the strongest of the original UCB algorithms by a substantial margin in a handful of selected problems while having the advantage of being distribution agnostic and showing the early-iterate flexibility of a Bayesian approach to knowledge acquisition. A computational complexity challenge is acknowledged but not explored in depth.
Bayes-UCB is similar to the probability matching strategies to be discussed later: quantiles of a distribution are estimated to increasingly tight bounds and the probability of a given arm "being the best" is used to determine the next step. To perform Bayes-UCB, the algorithm requires a prior on the arms, Π 0 and a function to compute the quantiles of the expected distributions, Q(α, ρ) such that P ρ (X ≤ Q(α, ρ)) = α. At each time step t, Bayes-UCB draws the arm i to maximize the quantile selected as follows. It picks
where Q meets the property described above and λ
is the estimated posterior distribution of arm i at the previous time step. This is then updated according to the Bayesian updating rule and used as the prior for the next iteration.
In a theoretical analysis, [81] show that Bayes-UCB achieves asymptotic optimality and a non-asymptotic finite-time regret 7 in O(H). It is interesting to note that by treating the quantile function and underlying model appropriately, Bayes-UCB can, in theory, represent any distribution and most subproblems of the multi-armed bandit. As a simple but valuable example, by representing the underlying model as a Bayesian regression, one can include contextual information in the bandit process or even the weighted least squares decay process discussed for nonstationary bandits in a later section.
POKER and price of knowledge
A non-UCB algorithm, POKER [132] or Price of Knowledge and Estimated Reward is a generalizable economic analysis inspired approach to the problem. 7 Specifically, they show this for the variant where Q is computed with a horizon dependence
). We present the simpler variant Q(1 − 1 t , ·) because in simulations c = 0 demonstrated the best results. Derivation of asymptotic optimality is dependent on the horizon term, though this appears to largely be a mathematic artifact.
The intuition behind POKER is to assign a "value" of the information (the "exploration bonus") gained while pulling a given arm. This value is estimated for each arm, and then the arm with the highest expected payoff plus expected value of information is played. Value of information is defined to maximize expected outcome over the horizon. To gain an intuition, first assume an oracle provides the best arm as arm i * with payoff µ * , that we have an estimate for each arm's payoffμ i and that we have an estimated best armî with estimated payoffμ * . Define the magnitude of the expected improvement as δ = E[µ * −μ * ], then the probability of an improvement for a given arm is P [µ i −μ * ≥ δ]. When there are (H − t) plays left, any new knowledge found in this iterate can be exploited (H − t) times. This means the expected improvement has a (non-discounted) value of δ · (H − t).
A problem arises in computing δ, as if i * and µ * were known, there would be no need to explore. Instead, the ordered estimate of the means are used. Imagine, an ordered list of the empirical mean rewards asμ i1 ≥ · · · ≥μ iK . [132] choose, based on empirical results, to approximate δ proportional to the gap betweenμ i1 and theμ i √ K arm. Specifically, they set δ =μ
there are K arms, the difference between the best and the √ Kth best current estimate is proportional to the plausible gain.
In the limit (as the number of arms approaches infinity), this approximation strategy ensures bias and variance minimization.
Additionally, one can observe that the whole probability
is approximated (or identical, in the event of normally distributed means 8 ) by the cumulative probability of the reward higher than the best empirically expected reward plus expected improvementμ * + δ,
where N (x, µ, σ) represents the normal distribution and n i means the number of times arm i has been played and mean µ i and variance σ i take on their usual meaning.
This gives us sufficient information to define a decision criterion. Select the arm which maximizes the expected sum of total rewards over the horizon H. Formally, at each time step t, select arm i to play:
Note that δ(H − t) is the total expected gain over the remaining horizon. By multiplying by the probability this arm will actually exceed the best known arm, we achieve a sensible expectation to maximize. This value could be easily time-discounted by introducing a sum of discounted payoffs if the time horizon was measured at a scale where time-discounting were of value.
POKER uses knowledge of the length of the horizon or number of plays that remain, (H − t), as a parameter that effectively determines how to weight exploration and exploitation. The authors make the claim that requiring the horizon explicitly is a more intuitive parameter than the parameters associated with many other algorithms. Additionally, the parameter can be set to a fixed value to simply use it to balance exploration and exploitation in the case horizon is unknown or infinite.
[132] introduce the POKER policy and use the term zero-regret strategy to describe it. In their context, zero-regret means guaranteed to converge on the optimal strategy, eventually: that is, a strategy which has average per-play regret tending to zero for any problem which has a horizon tending to infinity. The term zero-regret will not be used in the rest of our discussion, preferring instead "guaranteed to converge to zero."
The authors compare POKER to ǫ strategies, Exp3 (discussed in a future section) and others on a real world redundant retrieval 9 routing problem and find that POKER outperforms ǫ strategies by a factor of approximately 3. As of this writing, there has been no known finite time analysis of regret for POKER.
Thompson Sampling and Optimism
While POKER provides a strong generalization of many of the problems faced in adaptive experiment design with respect to value of information, recently, a simpler technique -Thompson sampling -has been shown to perform competitively to the state-of-the-art in a variety of bandit and other learning contexts. Thompson [124] , "On the likelihood that one unknown probability exceeds another in view of the evidence of two samples" produced the first paper on an equivalent problem to the multi-armed bandit in which a solution to the Bernoulli distribution bandit problem now referred to as Thompson sampling is presented.
The stochastic solution presented by [124] involves matching the probability of playing a particular arm with the arm's inherent "probability of being the best" given the data observed by sampling from each distribution precisely once and selecting the maximum sample. The language probability matching arises from this intuition and seems to originate from [97] . Probability matching is extensively used in the experimental psychology literature to describe the behavior matching action probabilities to the probability of an outcome. This concept is distinct from the actual implementation of sampling precisely once from the posterior estimate to simulate the optimality pseudo-distribution, which we refer to as Thompson sampling. A factor motivating this interplay of nomenclature is the increasingly common use of multi-armed bandit processes in the modelling of animal and human psychology and behavior [e.g., 119, 109] .
[117] applies a strictly Bayesian framework to presenting Thompson sampling and specifically calls it randomized probability matching. We will simply use the language of Thompson sampling through the rest of this discussion.
Recent research in Thompson sampling has provided an information-theoretic analysis drawing ideas similar to the "price of knowledge" [115] , various proofs (including and demonstrations of regret minimization [66, 63] , a technique to apply Thompson sampling via the online bootstrap [52] , exploration of the coldstart problem 10 in recommender systems [100] and numerous applications of the technique [25, 63, 99, 118] .
Strict bounds on regret were a hindrance to theoretical adaption of generalized Thompson sampling, however, recently, bounds for a specific models (e.g., traditional K-armed bandits with beta prior distributions) have been discovered by [4, 82, 115] 
. Significantly, the information-theoretic work of [82, 115] proves efficient (O(log H)) regret bounds for Thompson sampling and show convincingly that Thompson sampling performs comparably to a correctly-tuned UCB-type algorithm in general. This is a result which had been expected, however is significant as Thompson sampling is a more general solution than any particular implementation of a UCB-type algorithm.
In order to formalize the matching of our play probabilities with the probability of a given play being the best play, we adopt a Bayesian framework 11 and, in general, a parametric distribution over a parameter set θ. We can compute the probability at time t of a given arm providing optimal reward as,
(3.12)
Rather than computing the integral, [124] and others show that it suffices to simply sample from the estimated payoff distribution at each round and select the highest sampled estimated reward. That is, the repeated selection of the maximum of a single draw from each distribution, produces an estimate (and thus selection behavior) of the optimality distribution. This result, while long known, is surprising and valuable, turning an intractable problem in to a computationally simple one.
Optimism and Confidence Bounds in Probability Matching
A recurring perspective on the efficient use of uncertainty within such a multiarmed bandit (and exploratory learning in general) has been that of "optimism in the face of uncertainty" [88, 16, 123, 98] . The idea is presented as a method for treating uncertainties and balancing exploration: when a statistical uncertainty 10 The cold-start problem is a particularly apt use of bandit modelling. Specifically, the problem models the issue of being unable to draw any recommendations for new users until sufficient data has been collected for said user to fit an appropriate model or prediction to his or her preferences. The multi-armed bandit model provides exploratory guidance in some contexts to help address this problem. 11 The interplay between frequentist methods, Bayesian methods and Thompson sampling is discussed in depth in [81] .
is present, a small but consistent gain in outcome [40] can be achieved by simply remaining optimistic and assuming the value is in the "more desirable" portion of the distribution under uncertainty.
This idea has been seen already in many of the static (non-probability matching) algorithms presented prior. For example, any UCB-type algorithm derives its action estimates from an "optimistic" surrogate about the state of the empirical estimate. This form of static optimism is the basis of most algorithms for multi-armed bandits, though the mechanism for defining optimism is variable.
Optimism improves the result of the Thompson sampler in terms of regret. In an efficient data-collection or experiment design paradigm, one may wish to improve the quality or confidence of their estimation, in this environment an optimism benefit has not been explored. Kaptein [79] presents an argument in favor of using pure Thompson sampling for optimal experiment design showing that the same variance-weighting property which makes non-optimistic Thompson sampling favorable for regret minimization provides efficient exploration for capturing effect sizes in terms of data collection.
Best Empirical Sampled Average (BESA)
Baransi et al. [18] present an algorithm called BESA which provides a fully nonparametric sampling strategy built upon the intuitions of Thompson sampling and the sub-sampling literature [111] . BESA shows empirical performance comparable to properly tuned Thompson samplers and other state-of-the-art algorithms. Being a fully nonparametric strategy, BESA provides a significant advantage in simplicity and robustness over traditional Thompson sampling: the same implementation can be used for any implementation and knowledge of the underlying reward distribution for any given implementation is entirely unnecessary. This strategy comes at a cost, with their analysis showing 2-20x more computation time for a naive implementation of BESA than the very computationally-efficient Thompson sampler.
In the two-arm case, the algorithm proceeds simply by acknowledging that it isn't "fair" to directly compare the empirical means between two arms with different numbers of observations. For example, if arm 1 (let n 1 represent the number of times n 1 was played) had been observed substantially more frequently than arm 2 (n 2 , respectively), the estimated means do not adequately account for the greater uncertainty in the smaller sample set. To compensate for this, BESA uses a uniform sampling strategy, sampling n 2 observations from the observed rewards of arm 1, then comparing the empirical average of the rewards from arm 2 to the empirical average of the subsampled rewards from arm 1, with the sizes of the two sets now being equal. Ties in the averages are to be broken in favor of the less played arm.
To extend this beyond the two-arm case, the authors suggest a divide-andconquer tournament strategy which randomly reorders the arms and then performs a recursive halving of the set of arms until only two arms to be compared are left in each node of the tree. The two arms in each node are run through the two-arm case and the winner is returned to the prior level. Formally, this corresponds to a binary tree of height lg K with each level representing a round of the tournament and the root node containing the singular winner.
The authors present an analysis showing an O(log H) finite-time regret for BESA.
Complications of the Simple Stochastic Model
Thus far we have presented a discussion of algorithms for the simplest variant of the problem. In many contexts, algorithms which are efficient for the simple stochastic model are not efficient when a complication has been introduced. The most general of those is the adversarial bandit which [13] provide a framework from which many of the other variants can be derived. The contextual bandit is perhaps the most interesting from an experiment design perspective, allowing the introduction of other dimensions which plausibly covary with the selected treatment to produce a given effect. The ability to measure these covarying parameters in an online fashion is extremely valuable from an efficient design perspective. Other variants we explore include the nonstationary environment, appropriate for tracking many forms of contextual misspecification and long-running or infinite-horizon experiments, and multiple simultaneous experimentation with bandits with multiple plays.
Adversarial Bandits
One of the strongest generalizations of the k-armed bandit problem is the adversarial bandits problem. In this problem, rather than rewards being picked from an a priori fixed distribution, rewards are selected, in the worst case per-play, by an adversary. The problem is transformed into an iterated three step process; in step 1, the adversary picks the reward distributions (generally with full availability of the list of prior choices, though the constraints on the distribution are discussed); in step 2, the agent picks an arm without awareness of the adversary's selections; in step 3, the rewards are assigned. This is a strong generalization because it removes the distribution dependence on the arms (and as such, stationarity and other distribution-dependent assumptions); an algorithm that satisfies the adversarial bandits problem will satisfy more specific 12 bandits problems, albeit, often sub-optimally. To state the model succinctly, adversarial bandits are multi-armed bandit problems in which there is no assumption of a statistical reward generating process. Any strategy for the adversarial bandit problem must acknowledge the potential information asymmetry between the player and the adversary.
Without constraints, the adversarial bandit can be seen as a competition between the algorithm and a omniscient adversary with unlimited computational power and memory capable of always staying ahead of any strategy the agent selects. As adversarial bandits are such a strong generalization, [13] provide a taxonomy of bandit problems that builds from the constraints on the adversary's selection process. Fundamentally, allowing the distribution to vary in each time, they let n represent the number of possible distributions available. They then provide five distinctions. (1) The purely deterministic bandit problem, where rewards are characterized as a matrix of nK rewards, where K represents the number of arms and n the number of time steps. In each time step, a single deterministic reward is set (fixed a priori) for each arm. (2) The stochastic bandit problem -the variant discussed in the majority of this workin this taxonomy is characterized by a single distribution for each arm, stationary in time, independent and bounded on some range, say, x i ∈ [0, 1]. (3) The fully oblivious adversarial bandit problem, in which there are n distributions for each arm, independent of each other (both through time and across arms) and independent of the actor's decisions, corresponding to changes selected by the adversary across time. (4) The oblivious adversarial bandit problem, in which the only constraint is that the distributions are selected independent of the actor's decisions. Finally, (5) the adversarial bandit, in their work referred to as the non-oblivious bandit problem, where the reward distributions can be chosen as a function of the actor's past decisions.
In the majority of this work, we focus explicitly on the stochastic variants of the multi-armed bandit problem, choosing a lens by which deterministic or even simply non-oblivious bandits are not known to be deterministic or nonoblivious by the agent ahead of time. Our lens models the various forms of oblivious bandits as considerations to the stochastic nature of the problem, for example, treating contextual covariates and non-stationarity as a form of statistical misspecification, even when sometimes that misspecification will be impossible to resolve (as in the case of Knightian uncertainty [84] , where the correct reward model has some immeasurable and incalculable component). This differs from the lens in [13] , providing a prospective which applies more closely to the application area of interest in this work (one in which the true underlying model almost certainly consists of unknown or unknowable covariates, but is also partially approximated by variables we can observe), but comes at the cost of not generalizing to the pure non-oblivious adversarial problems.
The major caveat of adversarial bandits, is that our definition of "performance" needs to be relaxed for any measures to be meaningful. Specifically, a strong performing algorithm must be defined using a measure of regret that compares our decisions solely to a fixed machine over time, that is, a strong adversarial bandit can still achieve logarithmic regret, but only if the "best arm" is defined at time t = 0 and does not vary across trials. To rephrase, that means that of our definitions of regret given earlier in this chapter, only the "weak-regret" notions can be meaningful within an adversarial context. The majority of the efficient solutions to adversarial problems are variants of the Exp3 algorithm presented in [17] for the general, no statistical assumptions adversarial bandits case. [24] extend the work of [17] and [95] to transform Exp4 to produce a high-probability bounded version called Exp4.P.
Hedge and Exp3
[15] present the first look at the adversarial bandit problem and include an algorithm with high-probability bounded regret called Exp3: the exponential-weight algorithm for exploration and exploitation based on an algorithm called Hedge for the full information problem. Exp3 [17] presents a readily understandable, simple algorithm for adversarial bandits. Given a pure exploration parameter, often called egalitarianism, γ ∈ [0, 1], which measures the fraction of time the algorithm selects a purely random decision, the algorithm then spends (1 − γ) of the time doing a weighted exploration/exploitation based on the estimated actual reward.
The estimation process for Exp3 is an exponentially updating probability weighted sample. The arm weight is updated immediately after pulling a given arm and being delivered the reward ρ i with the formula
where w i,t is the arm i specific weight at time t and p is our selection criteria. The probability of each specific arm to play in each iteration is selected according to p, which considers the arm weighting and γ semi-uniformity, namely,
In some sense, Exp3 combines the semi-uniformity in the ǫ strategies with an exponentially decayed "probability of best" weighted exploration/exploitation similar to probability matching methods.
A computationally efficient version of Exp3 called Exp3.S is presented in [37] .
Exp4
Exp3 does not include any concept of contextual variables or "expert advice". [17] develop an extension of Exp3, called Exp4 (Exp3 with expert advice). Exp4 is identical to Exp3, except the probability of play is selected with the addition of a set of N context vectors ξ per time and the weight function is similarly replaced to consider the context vectors. One should note that the weights w are now computed per context vector, where a context vector can be viewed as an "expert" advising of a selection coefficient for each arm; we now use j to indicate the index of the expert and continue to use i to indicate the index of the arm, for clarity,
For the selection probability p, interpret ξ j,t (i) as the advice coefficient expert j gives at time t about arm i,
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Note that k represents an iterator over all arms in the second term. With a minor abuse of notation, this is equivalent to Exp3 where we update our weight vector with the context ξ, reward ρ, and selection probability p according to ξ · ρ/p for the arm played at each time step except that the weight vector is now the summed contextual weight vector.
Exp4.P Exp4.P is a variant of the Exp4 algorithm presented in [24] with asymptotically bounded 13 regret in the high-probability case ofÕ( √ KH log N )
where K and H take their usual meaning and N is the number of context vectors as indicated in the previous section. The bound does not hold in the original Exp4 presentation [90] , as the variance of importance-weighted numerator term is too high [24] . Exp4.P modifies Exp4 such that the bound holds with highprobability. The change in Exp4.P is only in how the weight vector is updated at time t. Rather than using Equation (4.3), Exp4.P uses an updating function,
where δ > 0 is a parameter that defines the desired probability bound of the regret (1 − δ) and v j,t is defined as
This modification allows [24] to bound regret of the new algorithm, Exp4.P, with probability of at least 1 − δ to −6 KH log(N/δ).
Stochastic and Adversarial Optimal (SAO)
[31] introduce a testing technique that is capable of handling both the stochastic (non-adversarial) problem and the adversarial problem with near-optimal regret results. Stochastic problems generally use a different definition of regret than adversarial problems, so the analysis provided in this work takes place in two parts assuming the model is either stochastic or adversarial showing asymptotically regret of O(polylog(n)) in the stochastic case 14 and the O( √ n)
pseudo-regret from Exp3 in the adversarial case. SAO proceeds in three phases, making it a semi-uniform strategy: exploration, exploitation and the adversarial phase. The exploration and exploitation phases are largely as expected, interleaved to operate pairwise (arm 1 vs. arm 2) and rule out "suboptimal" arms as it progresses. For the remainder of this exposition, assume there are only two arms and arm 1 is strictly superior to arm 2. Further, let C ∈ Ω(log n) be an arbitrary parameter which enforces consistency, selected specifically for the application area, for example C = 12 log(n), letH i,t be the average observed reward for arm i, t represent time (number of iterates so far) and τ * represent the point we switch from exploration to exploitation.
We start in a state of exploration, where we pick an arm with equal probability for a minimum of C 2 rounds and until we find a "sufficiently superior" arm according to the following condition:
During the exploitation phase, the arms are drawn according to the probabilities p t (2) = τ * 2t and p t (1) = 1 − p t (2) , that is, the probability of drawing the suboptimal arm is decreasing asymptotically in time. A set of conditions is checked to see if the observed rewards still fit within the expected stochastic model. The conditions checked are referred to as consistency conditions and are as follows.
The first consistency condition, which checks if the observed rewards in exploitation are congruent with the findings of the exploration phase, that is, whether the rewards are bounded in a range consistent with our observation that arm 1 is better than arm 2 by approximately the observed amount. Concretely, the first consistency condition is
The second consistency condition, which checks that arm i's estimate is still within bounds of the expected estimate, consistent with the fact that during exploitation the suboptimal arm is drawn with low probability. ConsiderĤ i,t to be the expected reward from arm i at time t given that the world is stochastic and the arm can be appropriately modelled, so thatH i,t −Ĥ i,t represents the difference in the expected reward and the observed reward. Concretely, the second consistency conditions are,
All the magic numbers in these conditions are derived from the high-probability Chernoff bounds for the stochastic case. The different denominators on the right hand side of the equation account for the low probability of drawing the inferior arm (arm 2) during exploitation.
In the event any of the consistency conditions fail, we assume the model is non-stochastic and switch from the explore-exploit algorithm to that of Exp3.
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The work explores and proves properties of the conditions. Selection of the consistency parameters is important, as they would allow a carefully crafted adversary to maintain the conditions. Such conditions cannot allow the adversary to create a high level of regret for the application yet must hold in high probability in the non-adversarial case.
This algorithm as described combines the asymptotic regret bounds of both UCB1 and Exp3 in a near-optimal (asymptotic) fashion for both stochastic and the most general form of adversarial bandits. There is no analysis of the finite time regret.
Contextual Bandits for Experiments with Covariates
The simple k-armed bandit problem performs sub-optimally by its design in the advertising context. In general, the contextual bandits framework is more applicable than the non-contextual variants of the problem, as it is rare that no context is available [89] 15 . Specifically, the simplest form of the model selects from k advertisements then discovers the payout associated with that particular play. A similar consideration may improve results in the clinical environment when considering factors of the patient or treatment as contextual variables that are expected to interact with the treatment itself in determining its reward.
The contextual bandit setting has taken many names including bandits with context, bandit problems with covariates [140, 116, 106] , generalized linear bandits, associative bandits [120] and bandit problems with expert advice [16] . The contextual bandit problem is closely related to work in machine learning on supervised learning and reinforcement learning; indeed, some authors [51] have referred to it as "the half-way point" between those fields because of the ability to construct algorithms of a reinforcing nature with convergence guarantees while considering relatively general models.
We further divide the context into both the arm-context (such as properties of the selection variable, for instance, dosage) and world-context being selected for (such as properties of the patient or testing environment). Arm-context can be used to learn shared properties across arms, while world-context interacts with arm context and is declared on a per step basis. A more complicated hierarchical model could be envisioned where data is available at many levels of granularity, but little work exists to support this form of analysis in multi-armed bandits. Contextual variables allow a much more rich learning process where the vector of contextual variables can be used to guide learning, even if they are incomplete, and in general do not significantly harm the learning process if they are not strongly covariant to the variable of interest.
Broadly, the expected reward can be approximated by a model of the form
where Y i indicates the expected payoff of a given arm conditional on the context, β indicates the coefficient vector as a function of the arm context, and γ a coefficient vector of the world context. In the web search context, the world context vector might be the words included in the search query, in which case we would expect our agent, in the limit, to learn a model that suggests ideal advertisements related to the query for any given search.
A slightly more general form of contextual or side-information bandits is referred to as associative reinforcement learning [120] in some statistical and machine learning literature.
Early research for the contextual bandit problem includes [134] and [104] and makes additional assumptions about the player's knowledge of the distribution or relationship between arms. One of the first practical algorithms to be discussed in the context of horizon-unaware side-information bandits was Epoch-Greedy presented by [89] . One of the most salient works in this space is that of [51] which brings contextual learning to a practical light by producing an online learning algorithm with a running time in polylog(N ) and regret that is additive in feedback delay. Additionally, the work of [43] produces an analysis of an intuitive linear model-type upper confidence bound solution called LinUCB [48, 114, 1] derived from the UCB solutions for non-contextual bandits which provides good real world performance.
Importantly, Exp4 [17] makes no statistical assumptions about the state of the world or arms and therefore can be applied to the contextual problem, however, the majority research thus far derived from Exp-type algorithms has been focused on the adversarial problem discussed prior. One exception is the application of Exp4.P to the strictly contextual problem found in [24] . Unfortunately, while achieving many of the goals of contextual bandits (and adversarial bandits) Exp4's running time scales linearly with the number of possible "experts" or contextual options available to it. This makes it inappropriate for continuous or highly optional contexts.
An in-depth mathematical survey of algorithms for the contextual multiarmed bandits is presented in [142] from the perspective of the existing bandits literature.
Returning briefly to the slot machine example, contextual bandits model the situation where the machines have properties (arm-context) we believe may effect their payoff: perhaps some machines are red, some machines are blue (categorical context); perhaps machines closer to the front casino seem to pay better (linear, continuous context). This could also represent the situation where payoffs vary by day of week, time of day or another (world-context): perhaps slot machines in general are set by the casino to pay more on weekdays than on weekends, in effort to increase the number of plays during the week.
LinUCB
LinUCB [91] is a strong, intuitive polynomial time approach to the contextual bandits problem. Largely, LinUCB builds on the upper confidence bound work of the non-contextual bandits solution by synthesizing concepts captured by the associative reinforcement learning algorithm LinRel [14] . LinUCB introduces a feature vector to the UCB estimate which is maintained with technique very similar to a ridge regression.
In general form, LinUCB observes a set of d features per arm (i) x t,i at each time step (t) and then selects an arm by a maximization of the regularized upper confidence bound estimate,
where α is a positive regularization parameter and θ t is the coefficient estimate for the arm's features. (θ t = A −1 b where A and b are maintained via the ridge regression updating process after observing the reward 16 ) LinUCB achieves regret in polylog(H). Specifically, the regret bound shown by [43] is O( T d ln 3 (KH ln(H)/δ)) for d dimensional feature vectors up to a probability of 1−δ. The algorithm's sensitivity to non-stationarity and feedback delay has not yet been investigated in depth though it may perform adequately on feedback delayed situations as the effect (or "pull") of each additional observation should decrease in increasing trials. A related algorithm discovered in the same year provides a model similar to LinUCB for the generalized linear model in [56] with finite time bounds dependent on the dimension of the parameter space. Related work was also provided by the linearly parameterized bandits paper of [114] .
LinTS
LinTS [32] provides a mechanism for varying linear bandits away from the UCB strategy. Recent research has shown Thompson sampling (TS) strategies to have empirical and theoretical performance that is competitive with the best known non-TS algorithms [40, 98, 79] .
In simple LinTS, a linear model is fitted with the traditional ordinary or penalized least squares procedures upon a design matrix made up of dummy variables for each arm, any interaction variables and any other modelling considerations desired by the statistician. Estimates of the variance-covariance matrix and parameter coefficients are computed and used in a Bayesian fashion to produce an estimate of the current payout. For instance, if ξ is the vector of covarying contextual variables and A the list of arms, a model of the form,
can be fitted and used to produce a normally distributed estimate of the reward at time t + 1 by iterating through each arm and the contextual factors ξ and computing both the mean payoff (for each arm i,α +βA i,t +γA i,t ξ i,t ) 16 Recall that in the regression minimization problem,θ = (X ′ X) −1 X ′ y and let A = X ′ X and b = X ′ y where y is the observed reward imsart-generic ver. 2011/11/15 file: mab-ss-survey.tex date: November 4, 2015 and the standard error of the mean payoff by aggregating the values in the variance-covariance matrix according to the well-known sum of variances formula (
Cov(X i , X j )).
CoFineUCB
An interesting approach to the contextual bandits problem is to treat the exploratory contexts as a hierarchy. When this works, it could achieve logarithmic treatment of the features by treating them as a tree. Generalizing Lin-UCB, CoFineUCB [141] approaches the estimation in a coarse-to-fine approach that allows increasing accuracy by drilling into a particular variable subspace. CoFineUCB extends LinUCB to fit a model strictly within a selected "coarse" subspace with a regularization parameter for the "fine" regression. The intuition provided is one of user's preferences -if preferences can be embedded in a coarse-fine hierarchy (e.g., movies (coarse), action movies (fine); or ice cream (coarse), vanilla ice cream (fine)), then an initial model on the coarse levels can be supplemented by a stronger model on only those within the class to predict the fine levels. In practice, CoFineUCB has been used in a recommender system context and shows good performance on experimental measures of regret when the coarse subspace accurately reduces the prediction variation for most users.
Banditron and NeuralBandit
The contextual bandits solutions explored so far require the effect of context be linear in the parameters within the interval being estimated. While some flexibility exists in terms of acceptable error rate and interval estimation, the linear regression techniques are all subject to similar constraints. Banditron [78] and NeuralBandit [7] are recent algorithms for the non-linear contextual bandit which utilize the insights from the multi-layer perceptron [113] . At a highlevel, these algorithms replace the (generally back-propagation based) updating process in the perceptron algorithm, with a partial information technique using only the bandit feedback. The specific update process differs in each algorithm.
As of the date of this work, neural network-based techniques lack much theoretical analysis and show significantly suboptimal regret in stationary and linear applications, however they are robust to both non-stationarity and non-linearity (and do not require a convex cost function whatsoever) where they show superior results.
RandomizedUCB and ILOVETOCONBANDITS
A UCB-based algorithm called RandomizedUCB is presented by [51] . Unlike the algorithms presented thus far in this section, RandomizedUCB achieves the contextual lower bound of regret with regret of O( HK ln HK/δ) with a probability of at least 1 − δ while maintaining a polylogarithmic computation time. RandomizedUCB requires calls to an optimization oracle on the order of O(H 5 ) over the H plays. Advancing RandomizedUCB, [2] produce what can be considered the stateof-the-art in contextual bandit algorithms with respect to regret and computational complexity with their algorithm Importance-weighted LOw-Variance Epoch-Timed Oracleized CONtextual BANDITS algorithm (ILOVETOCON-BANDITS). ILOVETOCONBANDITS produces an epoch-based coordinatedescent type approach to RandomizedUCB to reduce the number of calls to the optimization oracle toÕ( KH/ ln (N/δ)) with probability 1 − δ.
Fundamentally, ILOVETOCONBANDITS exploits the structure in the policy space in order to treat it as an optimization problem. This is implicitly the technique taken in strategies like LinUCB (and the GLM or TS variants) and many other contextual bandit strategies. This alone is insufficient to produce an efficient algorithm, as it does not itself solve the exploration problem effectively. ILOVETOCONBANDITS is dependent on an estimate of a policy's reward calculated from the prior history of interaction-reward pairs using inverse propensity scoring to produce importance-weighted -that is, weighted on some randomization distribution p t -estimates of the reward for each time t. The importance-weighting distribution p t is selected according to a set of updating rules which produce the low regret and low variance constraints necessary to reach optimality.
Algorithmically, ILOVETOCONBANDITS requires an epoch schedule which determines how frequently to recompute the optimization problem. At each iterate, an action is drawn in a style similar to Thompson sampling from an adjusted distribution of reward-weighted policies, and then upon reaching a new epoch, the distribution across all possible policies Q must be updated to meet a bound on the empirical regret π Q(π)b π ≤ 2K where b is the scaled regret for the current policy π and a similar bound on the variance. The details of the solution to this optimization problem with coordinate descent is shown in [2] .
Both RandomizedUCB and ILOVETOCONBANDITS have a large burden in the details and complexity of implementation with no known public implementations available to date, but provide strong theoretical guarantees with both efficient computationally bounds and efficient regret bounds.
Nonstationary Bandits for Ongoing Experimentation
Non-stationary bandit problems is currently a very active research area. Slowly changing environments have been explored in depth in the Markov decision process literature [121, 50] . In their paper [59] , Garivier and Moulines prove an O( √ n) lower-bound of regret for generalized non-stationary bandits. Staying with the medical trials context, we could imagine an ongoing study to determine which of a number of antibiotics to select from -when a clinician determines a particular class of antibiotics is appropriate for a patient, an ongoing experimental context may be used to select from the set of available products in a world where resistances, community bacterial loads and other factors may be evolving in an unmodelled or inherently non-stationary way.
Discounted UCB(-T)
Discounted UCB and Discounted UCB-Tuned [85, 59] build on the work of UCB1 and UCB-Tuned for the original stochastic bandit problem, modifying the uncertainty padding estimate (the second term in the maximizing condition) and using a "local empirical average" instead of the traditional average considering older data in a discounted fashion. Effectively, discounted UCB creates an exponentially decayed version of UCB parameterized by some discount factor γ ∈ (0, 1).
In the same fashion as the original UCB, in Discounted UCB, at time t we select the arm i that maximizes the formx i,t + c i,t where c i,t is a measure that "shifts" the estimate upward (often selected as a variance-adjusted estimator of the "exploratory value" of arm i). In Discounted UCB, however, we parameterize both terms of that equation with a discount factor γ. We use an indicator function ½ σ defined as 1 if the condition σ is true and 0 otherwise and a list A t that indicates the arm selected at time t. Specifically,
where
½ As=i is the discounted average denominator and x s (j) is the payoff received from arm i so far. This equation serves to capture the mean discounted payoff estimate for arm i at time t. And c i,t is,
where B is an upper-bound on the reward, as in the general formulation of UCB1 and ξ is a parameter selected as 1 2 in their paper, but with little further exploration. [59] shows that Discounted UCB achieves optimum non-stationary regret up to logarithmic factors,Õ( √ n). By replacing the c i,t term with the tuned term from UCB-Tuned with an additional time discounting in the same γ t−s fashion, we get a variant of Discounted UCB, Discounted UCB-Tuned that is expected to have the same empirical improvements as in the non-discounted case.
Sliding-Window UCB(-T)
Sliding-Window UCB (SW-UCB) [59] is an extension of Discounted UCB to use a sliding window rather than a continuous discount factor. A sliding window can be modelled as a discount factor of 100% for all data points older than some parameter τ representing the size of the window. To define the UCB functions for SW-UCB, [59] extends the same UCB1-type maximization processx i,t + c i,t for a τ period window as,x
x s (i) (4.16) Where N t (τ ) = min(t, τ ) is the total length of the set being summed over, eliminating the discounting consideration from above 17 . The padding or optimism function, c i,t , then, is,
Where N t (τ, i) indicates the number of times arm i was played in the window of length τ . SW-UCB performs slightly better in their experimentation than the pure discounted approach and has the benefit of not requiring maintenance of data older than τ records. Both algorithms are strongly superior in regret to the Exp3 type algorithms and UCB1 with no non-stationarity modifications for the non-stationary problems tested.
Weighted Least Squares
Burtini et al. [32] provide a modification to the linear model Thompson sampler (LinTS) which replaces ordinary least squares with a weighted least squares (WLS). Rather than using WLS to correct for strictly heteroskedastic measurements, the algorithm aims to correct for the reduced value of the information for predicting at a given time. Weights are generated from a functional form dependent only on time 18 for each observation prior to each fit of the linear model. Empirical results are presented which show that linear decay (weights as a function w(t) = 1 ct where c is an parameter) and exponential decay (weights as a function w(t) = 1 c t ) both show promise in general unknown environments.
Adapt-EvE
Hartland et al. [67] present an extension to the UCB-Tuned algorithm [16] to deal with abrupt changes in the distribution associated with each arm. AdaptEvE is considered a meta-bandit algorithm in that it uses a bandit algorithm at 17 In their paper, Nt is erroneously provided as the same discounted version provided for discounted UCB. This cannot be correct, as γ is no longer provided and the average would be incorrect. 18 The algorithm itself is indifferent between collecting time as in calendar time or time as in number of trials, and indeed, the particular application of the algorithm will determine which is more appropriate. In many cases, especially when the frequency of trials is low and nonstationarity is believed to come from some exogenous process, number of minutes/hours/days will be a more appropriate decay dimension than number of trials. a higher level of abstraction to determine which bandit algorithm parameterization to use at each time. In particular, Adapt-EvE works by running the UCBTuned policy until a change-point in the underlying distribution is detected using one of many changepoint detection algorithms (in their paper they use the Page-Hinckley test [103, 69, 19] with "discounted inertia" to only trigger in the change-point case, not the drifting case 19 ). Upon detecting a changepoint, a meta-bandit is initialized with two arms: one, which continues using the trained version of UCB-Tuned, and the other which resets all parameters and instantiates a new instance of Adapt-EvE. Training continues at the meta-bandit level (learning whether to continue using the trained data or learn again) and at the selected sub-level.
Since Adapt-EvE, some advances in changepoint detection have arisen such as the improved Page-Hinckley test proposed in [73] and further research on the adaptive bandit problem using Bayesian changepoint detectors has been conducted with success by [96] . We have conducted an experiment across a diverse set of binomial and normally-distributed stochastic arms finding a small but consistent benefit to the improved Page-Hinckley test in Adapt-EvE. The ideas of meta-bandits and changepoint detection bandits presented in Adapt-EvE give rise to a general technique for handling nonstationarity where parameters such as bandit algorithm 20 and detector can be substituted for the problem at hand.
Exp3.R
Combining the core idea of changepoint detection with the exponential decay policy of Exp3 appropriate for adversarial problems, [6] produce a bandit policy called Exp3 with Resets that is capable of handling switching or changepoint nonstationary adversarial bandit problems. After an exposition on both Adapt-EvE and Exp3, Exp3.R is easy to understand: after a parametric number of purely egalitarian exploration-observations (called γ-observations from the parameter γ controlling egalitarianism in Exp3) is observed within an epoch (called an interval), a new epoch is started and a changepoint detection test is run and if it detects a change, all Exp3 data is reset. In this algorithm, rather than using Page-Hinckley or a variant, the changepoint detector integrates the concept of optimism by only detecting if the empirical mean of any arm in this interval exceeds the empirical mean of the believed best-arm by a parametrized amount. This optimistic changepoint detector uses the same principle as optimism in Thompson sampling, recognizing that a downward change in non-optimal arms is not relevant to the best-arm detection problem. 19 The rationale presented in [67] for discounting the change-point statistic is that UCBTuned is capable of handling slowly drifting reward distributions within itself. 20 In particular, since the 2006 paper introducing Adapt-EvE, KL-UCB [94] , Bayes-UCB [81] and Thompson sampling, as well as the entire space of contextual methods like LinUCB [91] have arisen and seem likely to be fruitful in handling the same types of uncertainty Adapt-EvE did.
Unlike Adapt-EvE, Exp3.R's presentation includes a theoretical analysis, with a regret bound of O(N √ H log H) where N is the number of changepoints in which the best arm changes. Furthermore, in empirical work, Exp3.R appears to outperform Adapt-EvE in switching nonstationary, but otherwise purely stochastic experiments.
Kalman Filtered Bandit
Kalman filtered bandits [22, 64, 65] have been investigated in which the estimate of the mean payout of an arm is maintained by a recursive sibling Kalman filter parameterized by two a priori noise estimates σ 2 ob for observation noise or measurement error and σ 2 tr for transition noise (the non-stationarity error). Results are somewhat sensitive to these noise estimates. At each time step t, an estimate of the mean and variance for the arm played (with reward received x i,t ) is updated,
The non-played arms all have σ 2 tr added to their variance estimate for each time step, indicating how their uncertainty increases as time progresses. These equations and the general form of this model arise from the well-studied Kalman filter. The numerous published extensions to the Kalman filter for varying confounding factors can likely be applied in this space.
This approach performs very well in drifting and change-point cases, however is outperformed by Adapt-EvE in the well-defined change-point case. The resilience to form of non-stationary make this a valuable approach in the event the parameters can be well predicted. This has not been explored within a contextual context, with Thompson sampling or probability matching techniques or with an optimistic approach.
Infinite-and Continuum-Armed Bandits for Continuous Spaces
Expanding on the traditional model is a variant which treats the number of arms as an infinite or continuous range with some functional form defining the relationship or a sufficient mechanism for discretizing the infinite space. This variant allows for substantial variation in problem difficulty by varying how much the agent knows about the arm relationship.
As an example of the infinite-armed bandit case, consider the case of picking a color for a purchase button to optimize clicks. Each user that views the purchase button is (possibly) influenced by its color, and color is a (theoretically) continuous function. As it would be impossible to sample all the colors, in the infinite-armed case, for the analysis of an infinite-armed bandit to be tractable, there must exist an underlying well-behaved function defining the relationship between arms (colors) and the payoff function (clicks).
Recent work has studied such variants of the infinite armed problem as highdimensional spaces [128, 127] , non-smooth spaces [45] and multiple-objectives [131] , although work on theoretical analysis of the existing algorithms is still ongoing. An approach to define a computationally and mathematically feasible regret in a generalized infinite-armed case is presented in [34] .
Bandit Algorithm for Smooth Trees (BAST)
Coquelin and Munos [46] present an analysis of the popular UCT (upper confidence bound for trees) algorithm which combines Monte Carlo tree-based techniques from artificial intelligence 21 with the UCB1 algorithm discussed prior. UCT is popular in planning problems for game-playing artificial intelligence, but not itself appropriate for infinite-armed bandit problems as it applies in a space where the number of potential decisions is extremely large 22 , not infinite. The Bandit Algorithm for Smooth Trees introduces a mechanism related to continuity in to the tree approach, choosing to, for example, represent a continuous space as a tree with repeated branches dividing that space. The fundamental assumption is that related leaf nodes in the tree can be expected to have similar values in the payoff space. Coquelin and Munos [46] represent this assumption rigorously requiring that for any level in the tree, there exists a value δ d > 0 called the smoothness coefficient such that for at least one (optimal) node i in that level d the gap between the optimal leaf node (µ * ) and all other leaf nodes is bounded by δ d . Formally,
Assumptions of this style are the core tool with which infinite-armed bandits are generally represented. The tree is then generally assumed to take a coarseto-fine hierarchical representation of the space down to some maximum tree height.
BAST performs selection at each level of the tree using a variant of the UCB algorithms which takes in to consideration the estimates of nearby nodes. Specifically, for a given smoothness coefficient δ d for each level on the tree, a selection mechanism for any non-leaf node is given as maximizing
21 A good survey of related algorithms for tree search is given by Browne et al. [27] . 22 Many games are well modelled as a tree structure where each decision reveals a new set of decisions until an end state (win or lose) is reached. These trees can grow very rapidly, but are not generally continuous. A number of techniques are proposed for dealing with them [105] and these techniques frequently overlap with some techniques proposed for infinite-or continuum-armed bandits.
And for any leaf node as the simple UCB criteria,
Where c ni takes the role of the padding function with n i the number of times node i has been visited from UCB and is defined as c n = 2 log(N n(n + 1)β −1 ) 2n (4.23)
A technique described in [47] and [60] is also explored in [46] which allows the online production of the tree with or without the assumption of a maximum tree height. In the iterative growing variant of BAST, the algorithm starts with only the root node, then at each iterate, selects a leaf node via its selection mechanism described above and expands the node in to two new child nodes, immediately choosing to play each child node once. This iterative technique still requires O(n) memory to maintain the tree, but results in only optimal branches being explored in depth, a desirable property.
Hierarchical Optimistic Optimization (HOO)
Similar to BAST, Hierarchical Optimistic Optimization [83, 30, 29] attempts to build an estimate of the functional form f by treating the problem as a hierarchical (coarse-to-fine) tree, with a particular focus on only maintaining a high-precision estimate of f near its maxima. HOO builds and maintains a binary tree where each level is an increasingly precise subspace of the total space of arms, X. Each node in the tree tracks its interval range (subspace), how many times the node has been traversed and the empirical estimate of the reward, which it uses to compute an optimistic upper-bound estimate, B, for this leaf's reward in a similar fashion to the UCB algorithms. At each time step, the algorithm traverses the tree, picking the highest B node at each junction until it reaches a leaf. At a leaf, it splits the node and creates a new point which is evaluated and the upper-bound estimate is updated up the tree accordingly.
This makes an assumption about the shape of f , but not one as strong as the BAST algorithm did. Rather than requiring continuity in a strongly defined sense as in the δ d existence assumption before, HOO requires only that a dissimilarity function exists which puts a lower bound on the mean-payoff function over the arbitrary space the arms exist in.
In HOO, the selection strategy for each node requires a measure µ d,i which represents the empirical mean of the payoff from each time the node been traversed and N d,i , the number of times that node has been traversed. We use d to denote depth in the tree, as in the BAST exposition, and i to denote the specific node. Following again in the UCB strategy, the corresponding upper confidence bound criterion can be given as where 0 < ρ < 1 and υ 1 > 0 are parameters selected by the implementer [29] .
Bandits with Multiple Plays
A novel type of problems is bandits with multiple plays. In this environment, m arms are selected at each time t. This is related to special class of the feedback delay problem considered earlier, where the delay is fixed and batched in to chunks equivalent to m distinct plays, but regret must be considered differently, as a certain class of results is impossible to achieve under traditional definitions of regret. Applications of this variant usually arise in recommender systems and online advertising environments, where multiple distinct options must be selected simultaneously (for instance, displaying multiple advertisements on a single page or presenting multiple product recommendations). Another application of bandits with multiple plays involves sensors or testing equipment, where a finite (and relatively scarce) set of equipment must be used to find an unknown object or value (e.g., in robotics, using m cameras to find a hidden object) in an environment.
Exp3.M
Uchiya et al. [129] present Exp3.M as the best known algorithm for applying an adversarial approach to bandits in a multiple-plays environment. The idea of applying Exp3 in multiple plays has been explored by other authors, but generally requires an expensive computation as the Exp3 "arms" are expanded to be the number of potential action-sets, which is exponential in the size of the original action space, K, and the size of m. Exp3.M remains in the original action space (size K) and presents a computationally efficient algorithm. Like Exp3, Exp3.M involves computing a weighted sample, updated exponentially. The ideas of multiple play adversarial bandits are further developed with [28] presenting a generalization for a form of the problem they call combinatorial bandits. [93] address some practical considerations of Exp3.M resulting in an implementation which runs in O(K log K) time. Other Exp3-like algorithms exist for this problem (e.g., adaptions of the RBA or IBA algorithms [108] which treat the problem as a series of independent problems) but [129] shows Exp3.M to converge to the optimal selection faster than other algorithms while remaining highly-computable and appropriate for general application without giving up the core theoretical guarantees.
Thompson Sampling and MP-TS
For the stochastic problem, [75] present an extension of Thompson sampling called MP-TS (multiple play Thompson sampling) extended to the multiple plays case, applied in example for the online advertising environment where multiple distinct advertisements are to be shown on a single page. Their extension is simply traditional Thompson sampling where the top m arms are taken from the sampling process at each iterate rather than the top 1. They go on to prove that this is asymptotically optimal for a definition of regret adjusted to the multiple plays space and then conduct empirical tests which show this method to be superior to both Exp3.M and their own similar extension to the KL-UCB algorithm referred to as MP-KL-UCB.
Interestingly, they extend their analysis one step further showing an empirical improvement to a modified algorithm called IMP-TS (improved multiple play Thompson sampling) where in a multiple play iterate requiring m selections, m− 1 are taken from the highest empirical means and the mth arm is selected with traditional single play Thompson sampling. This technique slightly outperforms the MP-TS technique in their experiments while still maintaining the asymptotic bound. In particular, they show that when the number of rounds is small (on the order of thousands), the gains from IMP-TS are large.
While this is a very recently discovered algorithm, the trend towards Thompson sampling techniques in multi-armed bandits and its ability to achieve provably optimal regret with minimum computation and implementation cost is a strong benefit for MP-TS and IMP-TS for this variant of the problem.
State of the Theory and Future Work
While regret is a deeply studied consideration in the field of multi-armed bandits, there are a number of algorithms with currently unknown regret properties, as well as bounds that are not expected to be as tight as they could be. Regret for simple stochastic bandits has been known since the seminal [88] paper to be bounded by O(log H), but this bound does not hold for many of the generalizations and variations of the bandit problem. [35] provide an enumeration from the perspective of adversarial generalizations of the bandit problem of regret lower-and best upper-bounds (as well as advancing some of the lower bounds) which shows that for oblivious adversaries, the lower-and best upper-bounds of regret are in O( √ H), for bandits with switching costs, the lower-and best upper-bound are in O(H 2/3 ) and for the worst case of an adaptive adversary, the lower-and upper-bounds are linear in H. Nonstationary bandits under simple assumptions have a theoretical regret lower bound of O( √ H) [59] . When δ is present in the bound, it is given as a high-probability bound with probability at least 1 − δ. Future work may explore how the objective function of minimizing regret can be combined with a constraint to produce sufficiently strong estimates of the underlying parameters of interest -e.g., in the medical trials context, minimizing regret subject to the constraint of producing (in high probability) a desired level of confidence in each estimator. Such a fully parameterized constrained bandit implementation could produce significant value in terms of reducing the costs of ex-ante uncertainty in high cost or high risk experiments.
