The perfect hierarchical hypercube structure was proposed in the literature as a topology for interconnection networks of massively parallel systems. It has the useful ability that it can connect many nodes while retaining a low degree as well as a small diameter. In this paper, we introduce an algorithm solving the node-to-set disjoint-path routing problem in a perfect hierarchical hypercube. Inside a (2 m + m)-perfect hierarchical hypercube, given one source node and a set of k (≤ m + 1) destination nodes, this algorithm finds k disjoint paths between the source node and all destination nodes of lengths at most m2 m + 2 m + 2m + 4 in O(km2 m ) time complexity.
The rest of this paper is structured as follows. Section 2 reviews important definitions and lemmas. In Section 3, an algorithm HHC-N2S solving the node-to-set disjoint-path routing problem in HHC is proposed. The correctness and complexities of HHC-N2S are then studied in Section 4, followed by an example. An empirical evaluation through a computer experiment is given in Section 5. Finally, Section 6 concludes this paper.
Preliminaries
We introduce in this section several definitions, notations and lemmas. Definition 2. A (2 m + m)-perfect hierarchical hypercube, HHC 2 m +m , consists of 2 2 m +m nodes, and each node has a unique address of a pair of 2 m -bit and m-bit sequences, in this order. For two nodes a = (σ a , π a ) and b = (σ b , π b ), there is an edge (a, b) between them if and only if either one of the following two conditions holds:
• σ a = σ b and H(π a , π b ) = 1
• σ a = σ b ⊕ 2 π a and π a = π b where ⊕ represents the bitwise exclusive-or operation and the edge (a, b) is denoted by a → b.
Edges induced by the first and the second conditions are called internal and external edges, respectively. In addition, for any node a = (σ a , π a ) in an HHC, we say that σ a and π a denote the subcube ID and the processor ID of a, respectively. Also, nodes with the same subcube ID σ induce an m-dimensional hypercube; we denote this m-cube by subcube Q m (σ). Figure 1 shows a 6-perfect hierarchical hypercube, HHC 6 . An HHC 2 m +m is symmetric, and the number of nodes, the number of edges, the degree, and the connectivity are 2 2 m +m , (m + 1)2 2 m +m−1 , m + 1, and m + 1, respectively.
Let N(a) represent the set of neighbour nodes of a. A path P is an alternate sequence of nodes and edges a 1 , (a 1 , a 2 ), a 2 , . . . , a l−1 , (a l−1 , a l ), a l . The length of a path P is the number of edges included in P; it is denoted by L(P). We use the notation a 1 → a 2 → . . . → a l or simply a 1 ; a l to represent the path P.
We assume that a node address in an n-dimensional hypercube Q n can be stored in a fixed number of machine words. Therefore, for two nodes a and b in a Q n , the comparison of a and b, the calculation of their Hamming distance H(a, b), and the detection of the most significant bit position can be performed in constant time complexity.
The HHC routing algorithm we introduce in this paper strongly relies on hypercube node-to-set disjoint-path routing. We describe in Algorithm 1 an algorithm Cube-N2S solving the node-to-set disjoint-path routing in a Q n .
The main idea of Cube-N2S is to follow a divide-and-conquer strategy using the recursive property of a Q n : for any dimension δ, 0 ≤ δ ≤ n − 1, a Q n consists of two subcubes Q 0 n−1 and Q 1 n−1 induced by the set of nodes of Q n whose δ-th bit is set to 0 and 1, respectively. Let SPR(a, b) denote a shortest-path routing (SPR) between any two nodes a, b ∈ Q n .
Let L(k, n) be the maximum length of a path generated by Cube-N2S in a Q n with |D| = k. We have L(1, n) = n + 1 and L(k, n) = max{L(|D 0 |, n − 1), L(|D 1 |, n − 1) + 1}. Similarly let T (k, n) be the time complexity of Cube-N2S. We have T (1, n) = O(n) and
Select P ∈ C 1 arbitrarily;
Finally Lemma 2 shows that inside an HHC 2 m +m we can connect m + 1 destination nodes to distinct subcubes using disjoint paths of lengths at most two. This process is referred to as destination node distribution. 
Proof: For any d i = (σ, p i ) ∈ D, there are m + 1 disjoint paths P (i) 1 , . . . , P (i) m+1 of length at most two connecting d i to m + 1 distinct subcubes:
These paths are represented in Figure 2 . We show that for any
As u 1 and v 1 are two distinct neighbours of the same node d i , then H(u 1 , v 1 ) = 2.
Assume that d j ∈ Q m (σ). Then d j ∈ Q m (σ) and d j Q m (σ) hold. As H(u 1 , v 1 ) = 2, then u 1 and v 1 cannot be both on P ( j) w j . Also, if d j = u 1 then d j Q m (σ v ) holds since there is only one external edge v 1 → v 2 between Q m (σ) and Q m (σ v ) and since d j v 1 . Hence P ( j) w j cannot block both P (i) u and
of lengths at most two for d i . Therefore we can connect all d i ∈ D to nodes d i using disjoint paths of lengths at most two in O(m 3 ) time complexity. 2
Node-to-set disjoint-path routing algorithm in an HHC
We propose in this section an algorithm HHC-N2S which finds k (≤ m + 1) disjoint paths from a source node s = (s 0 , p 0 ) to k destination nodes d i = (s i , p i ), 1 ≤ i ≤ k in an HHC 2 m +m . The main idea of the algorithm is to reduce the node-to-set disjoint-path routing problem in an HHC to the node-to-set disjoint-path routing problem in a hypercube via a 2 m -to-1 mapping of an HHC 2 m +m onto a 2 m -cube. Concretely, for each node (σ, π) of the HHC, we map its subcube Q m (σ) to the single node σ of a 2 m -cube. From there, we distinguish two types of nodes: HHC-level nodes are nodes of the HHC 2 m +m , and cube-level nodes are nodes of the 2 m -cube Q 2 m obtained after the mapping operation. An HHC-level path is a path made of HHC-level nodes, and similarly a cube-level path is a path made of cube-level nodes. A first case handles the situation at least k − 1 destination nodes are inside Q m (s 0 ), and otherwise, a second case
proceeds as follows. In Step 1 destination nodes are distributed into distinct subcubes. These subcubes are treated as destination nodes when applying Cube-N2S onto Q 2 m in Step 2. In Step 3 unnecessary cube-level paths returned by
Step 2 are discarded. Finally, in Step 4 the cube-level paths not discarded are converted back to HHC-level paths by performing routing inside each subcube corresponding to one node of the cube-level paths. It is important to note that if k = m + 1 one path must use the edge s → (s 0 ⊕ 2 p 0 , p 0 ) so that we can disjointly connect inside Q m (s 0 ) the other m paths to s.
If there are at least k − 1 destination nodes inside Q m (s 0 ), we solve the node-to-set disjoint-path routing problem in an HHC as follows. We connect s to at most m of these destination nodes by applying Cube-N2S inside Q m (s 0 ). If either of |D ∩ Q m (s 0 )| = m + 1 or |D ∩ Q m (s 0 )| = k − 1 holds, there must be one destination node, say d k , that has not been connected to s.
represents here a SPR in a Q m . Note that if d k is included on one of the paths returned by Cube-N2S, say s ; d j , we discard the subpath from d k to d j and exchange the indices of the nodes d j and d k . Otherwise, that is d k Q m (s 0 ), then d k is connected to s by the path s = (s 0 , p 0 ) → (s 0 ⊕ 2 p 0 , p 0 ) ; (s k , p k ) = d k such that this path does not include a node of Q m (s 0 ) except s. All the paths are found, the algorithm is thus terminated. Figure 3 shows the m + 1 disjoint paths constructed in the case D ⊂ Q m (s 0 ), k = m + 1.
Let Z 1 be the set of subcube IDs such that corresponding subcubes contain at least two destination nodes (s 0 is excluded from
Let Z 2 be the set of subcube IDs not in Z 1 such that each of corresponding subcubes is linked to Q m (s 0 ) with an external edge whose end node in Q m (s 0 ) is a destination node, formally Z 2 = {s 0 ⊕ 2 p 1 , . . . , s 0 ⊕ 2 p r } \ Z 1 . We connect with at most two edges each destination node
Concretely, for each d i with |Q m (s i ) ∩ D| = 1 and s i Z 2 , we do not distribute d i . For each d i ∈ Q m (s 0 ), we consider as if d i is distributed to (s 0 ⊕ 2 p i , p i ) so as to forbid distribution into subcubes whose corresponding subcube IDs are in Z 2 . Then we distribute any destination node in Z 1 ∪ Z 2 according to the proof of Lemma 2. Formally, ∀d i , 1 ≤ i ≤ k with s i ∈ Z 1 ∪ Z 2 , three statements hold with respect to its distribution path
destination node distributed destination node Step 2 -Hypercube routing We apply in this step Cube-N2S in Q 2 m . The source node for Cube-N2S is s 0 where (s 0 , p 0 ) = s. The set of destination nodes for Cube-N2S is built as follows. We create fake destination nodes so that the cube-level paths returned by Cube-N2S are disjoint and they can be converted to HHC-level paths. For this purpose we introduce four disjoint sets of subcube IDs. Z 1 and Z 2 have already been defined in Step 1. Z 3 is defined as the set of subcube IDs whose corresponding subcubes contain either one distributed destination node or, for subcubes whose corresponding subcube ID is not in Z 2 , only one destination node. Formally
Note that Z 4 is not always unique. The aim of Z 4 is to force one cube-level path connecting s 0 to a node of Z 1 ∪ (Z 3 \ {s 0 }) to go through the node s 0 ⊕ 2 p 0 . See Figure 4 for an illustration of these four sets.
We apply the node-to-set disjoint-path routing algorithm of Lemma 1 in Q 2 m by calling Cube-N2S(Q 2 m , s 0 , Z 1 ∪ (Z 3 \ {s 0 }), Z 2 ∪ Z 4 ). If s 0 ∈ Z 3 , the cube-level path of length zero s 0 is added to the set of paths returned by Cube-N2S.
Let us introduce an additional treatment for the case Z 4 inevitably includes 
We first select an arbitrary subcube ID s i = s 0 ⊕ 2 q ∈ Z 3 ∩ N(s 0 ). We then create the path s 0 → s 0 ⊕ 2 p 0 → s 0 ⊕ 2 p 0 ⊕ 2 q → s 0 ⊕ 2 q = s i of length three and discard the path s 0 → s i of length one returned by Cube-N2S.
Step 3 -Path discarding We can now remove all the unnecessary paths created in Step 2. A path P : s 0 ; σ is discarded if σ ∈ Z 1 and s 0 ⊕ 2 p 0 P hold. There may exist a path P : s 0 → s 0 ⊕ 2 p 0 ; ς → σ ∈ Z 1 . In this case, considering the HHC-level node set
∈ E be the closest node of E to the node (σ, log 2 (ς ⊕ σ)). P will be used to connect s to e in Step 4. Thus we discard the cube-level path generated in Step 2 connecting s 0 to s j where (s j , p j ) = d j .
Step 4 -Subcube routing After Step 3 there remain k − r disjoint cube-level paths. At least k − r − 1 of them connect s 0 to subcube IDs of Z 3 . At most one of them connects s 0 to a subcube ID of Z 1 . For each cube-level path s 0 ; s i , we extend it with an edge s i → s i . Now we convert the k − r cube-level paths back to HHC-level paths. Concretely we perform a subcube routing inside each subcube corresponding to a subcube ID (ie. cube-level node) included in these k − r paths P i : s 0 ; s i , r + 1 ≤ i ≤ k as below. We assume without loss of generality that the path 
Input: A cube-level path P = σ 0 ; σ n and two processors IDs to specify HHC nodes (σ 0 , π beg ) and (σ n , π end ). Output: The HHC-level path corresponding to P.
if L(P) = 0 then π 0 (= π beg ) → π 1 → . . . → π λ (= π end ) := SPR(π beg , π end ); return (σ 0 , π 0 ) → (σ 0 , π 1 ) → . . . → (σ 0 , π λ ) else π next := log 2 (σ 0 ⊕ σ 1 ); π 0 (= π beg ) → π 1 → . . . → π λ (= π next ) := SPR(π beg , π next ); P := convert(σ 1 ; σ n , π next , π end ); return (σ 0 , π 0 ) → (σ 0 , π 1 ) → . . . → (σ 0 , π λ ) → P end if starting with the edge s 0 → s 0 ⊕ 2 p 0 is P r+1 .
First we need to handle routing inside Q m (s 0 ) particularly. We apply Cube-N2S to connect s to the k − 1 ≤ m nodes of the set (Q m (s 0 ) ∩ D) ∪ {a = (s 0 , π a ) | s 0 ⊕ 2 π a ∈ P i , r + 2 ≤ i ≤ k}. Now inside the other subcubes, we proceed as follows. For each cube-level path
using a SPR inside each subcube to connect each node (s i, j , p i, j ) to (s i, j , p i, j+1 ). Algorithm 3 describes this operation. Figure 5 shows the disjoint paths generated by this step.
If P r+1 connects an element of Z 1 (ie. s r+1 ∈ Z 1 ), we connect (s r+1 , p r+1,λ r+1 ) and e (= d r+1 or d r+1 , see
Step 3) with a SPR instead of connecting (s r+1 , p r+1,λ r+1 ) and d r+1 . If e d r+1 then e = d r+1 holds, hence we connect e to d r+1 in one edge.
Correctness and complexities
In this section we prove the correctness of the algorithm HHC-N2S and estimate its time complexity as well as the maximum path length.
Case I applies Cube-N2S to connect by disjoint paths s and at most m destination nodes in Q m (s 0 ). By Lemma 1, these paths are generated in O(m 2 ) time complexity, and their lengths are at most m + 1. In the case there is a path going outside Q m (s 0 ), the length of that additional path is at most (2 m + 1) + m(2 m − 1) = m2 m + 2 m − m + 1 since it consists of at most 2 m + 1 external edges and at most 2 m − 1 subcube routings. The path can be constructed in O(m2 m ) time complexity. Moreover, all the nodes on this path other than its end nodes s and d k are outside Q m (s 0 ). Hence, this path is disjoint from the other paths. If d k ∈ Q m (s 0 ), checking if d k is included on a path generated inside Q m (s 0 ) takes O(m 2 ) time complexity since there are at most m paths of lengths at most m + 1. Now in Step 1 of Case II, the sets Z 1 and Z 2 can be created in O(k 2 ) and O(k) time complexity, respectively.
Step 1 then distributes every destination node included in a subcube whose corresponding subcube ID is in Z 1 ∪Z 2 to a distinct subcube by disjoint paths of length at most two, requiring O(m 3 ) time complexity (Lemma 2). Lemma 2 ensures distribution feasibility of all destination nodes, but for HHC-N2S only those inside subcubes whose corresponding subcube IDs are in Z 1 ∪ Z 2 need to be distributed.
Let us prove that the construction of Z 4 in Step 2 is possible, that is that |Z 4 | ≥ 0 holds. Because we have |Z 4 | = 2 m − |Z 1 | − |Z 2 | − |Z 3 \ {s 0 }|, we need that |Z 1 | + |Z 2 | + |Z 3 \ {s 0 }| ≤ 2 m holds. Let us count how many elements each set Z 1 , Z 2 and Z 3 \ {s 0 } contains. We can assume that Q m (s 0 ) ∩ D = {d 1 , . . . , d r }, r < k − 1. Hence we have |Z 2 | ≤ r (equality does not always hold because a subcube neighbour of s 0 can be an element of Z 1 , thus excluded from Z 2 ). Since k − r destination nodes are outside Q m (s 0 ), |Z 1 | ≤ (k − r)/2 . Also we trivially have |Z 3 | = k − r and |Z 3 \ {s 0 }| ≤ k − r. We solve the following inequality (|Z 1 | + |Z 2 | + |Z 3 \ {s 0 }| is maximised for r = 0 and k = m + 1) Step 4 first performs routing inside Q m (s 0 ) with Cube-N2S. The generated paths are proved to be disjoint by Lemma 1. Then Step 4 performs a subcube routing inside each subcube whose corresponding subcube ID is included on the k − r cube-level disjoint paths not discarded by Step 3. Hence the HHC-level paths produced by Algorithm 3 are disjoint. An HHC-level path generated by Cube-N2S inside Q m (s 0 ) and an HHC-level path generated based on Cube-N2S and Algorithm 3 outside Q m (s 0 ) are disjoint since they do not share any node except for a common end node. Because the cube-level paths returned by Step The lengths of the paths generated in Step 2 are at most 2 m + 1. Some of the paths may be extended by one edge at the beginning of Step 4. Hence the maximum path length of the cube-level paths P r+1 , . . . , P k is 2 m + 2. For a path of length 2 m + 2, Cube-N2S generates a path of length at most m + 1 in Q m (s 0 ). Inside the 2 m + 1 intermediate subcubes, subcube routings generate paths of length at most m. In the last subcube, a path of one edge is generated. See Figure  6 . In total, the maximum length of the paths generated by HHC-N2S is: Figure 6 : Counting the maximum number of edges. We can now recapitulate the above discussion to state the following theorem. As an example we solve using HHC-N2S a node-to-set disjoint-path routing problem inside an HHC 11 (m = 3). To increase clarity, we write all numbers in binary format. Let the source node be s = (00000000, 000) and the set of destination nodes be D = {d 1 = (00001010, 000), d 2 = (00001010, 001), d 3 = (00111000, 100), d 4 = (10000010, 010)}. We note that d 1 and d 2 are inside the same subcube Q m (00001010) and will thus need to be distributed to d 1 and d 2 , respectively. The disjoint paths returned by HHC-N2S are given in Table 1 .
Computer experiment
In this section we empirically measure HHC-N2S to inspect its practical behaviour. HHC-N2S has been implemented using the Scheme functional programming language under the development environment DrScheme [10] . We first evaluated the execution time of this algorithm for different values of m = 2 to 9. We then, for each value of m, measured the average and the maximum of all the maximal path lengths, each maximal length collected when solving one routing problem for this value of m.
Practically, we solved 10,000 routing problems with HHC-N2S for each value of m. We bounded m by 2 ≤ m ≤ 9, that is using natural integers of up to 2 9 = 512 bits and routing inside perfect hierarchical hypercubes as large as an HHC 521 . Such big integers are natively handled by Scheme as the integer datatype. The source node and the destination nodes were generated randomly; moreover they are distinct. We imposed that the number of destination nodes k always be equal to m + 1. Figure 7 illustrates the average time in milliseconds required to solve a node-to-set disjoint-path routing problem for each value of m. We see the measured average time converges to O(m 2 2 m ) time complexity. Figure 8 illustrates the average and maximum maximal path length for each value of m. The theoretical maximum path length of the algorithm m2 m + 2 m + 2m + 4 is also drawn for comparison. As m increases, the probability to generate a path of maximum length decreases, which explains the divergence between the results and the theoretical maximum path length.
Conclusion
We have introduced in this paper a routing algorithm solving the node-to-set disjoint-path problem in perfect hierarchical hypercubes. Inside an HHC 2 m +m , for a common source node and a set of k (≤ m + 1) destination nodes, the algorithm finds k disjoint paths between the source node and the destination nodes, whose lengths are at most m2 m + 2 m + 2m + 4 in O(km2 m ) time complexity. Future works include solving other disjoint-path routing problems in perfect hierarchical hypercubes, such as set-to-set or k-pairwise disjoint-path routing algorithms. Topics related to simple fault-tolerant and cluster fault-tolerant routing algorithms are also to be considered.
