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Abstract: Permafrost coastlines represent a large portion of the world’s coastal area and these areas
have become increasingly vulnerable in the face of climate change. The predominant mechanism
of coastal erosion in these areas has been identified through several observational studies as
thermomechanical erosion—a joint removal of sediment through the melting of interstitial ice (thermal
energy) and abrasion from incoming waves (mechanical energy). However, further developments are
needed looking how common design parameters in coastal engineering (such as wave height, period,
sediment size, etc.) contribute to the process. This paper presents the current state of the art with the
objective of establishing the necessary research background to develop a process-based approach to
predicting permafrost erosion. To that end, an overarching framework is presented that includes all
major, erosion-relevant processes, while delineating means to accomplish permafrost modelling in
experimental studies. Preliminary modelling of generations zero and one models, within this novel
framework, was also performed to allow for early conclusions as to how well permafrost erosion can
currently be modelled without more sophisticated setups.
Keywords: permafrost; erosion; coastal erosion; experimental modelling
1. Introduction
The Arctic is one of the most dynamic and vulnerable regions in the face of climate change as
a result of rapidly rising temperatures, eroding coastlines and fragile ecosystems [1–5]. One of the
most concerning changes has centered around the rapid coastal retreat of permafrost coastlines which
comprise 30–34% of the worldwide coasts [6]. Permafrost (or perennially frozen ground) is defined as
ground that remains below 0 ◦C for at least two years [7]. As expected, there is significant spatial and
temporal variability [8–10]; however, the average coastal retreat (from available data) is estimated to
be 0.5 m per year for the Arctic coast [11] and accelerating erosion rates have been observed in several
regions [12,13] with coastal erosion rates up to 20 m per year observed or up to 25 m recorded in a
few hours during a storm [6]. Many northern communities are in close proximity to the coastline
due to their reliance on fisheries, traditional hunting grounds, and resources supplied by shipping
vessels [14,15], making them particularly vulnerable to the retreat of local coastlines [16]. There have
been limited studies looking at the design of coastal structures on permafrost coastlines which will be
essential in evaluating future risk to critical coastal, transportation, and energy infrastructure [17,18].
Furthermore, environmental concerns exist regarding the activation of sedimentary carbon [19–23]
and mercury stores [24] present along the Arctic coastlines, exacerbating environmental stresses.
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The mechanism of coastal retreat is primarily coastal thermal erosion (or thermal abrasion); though
nivation, landslides, sloughing, though ice and aeolian processes also contribute [25]. These processes
greatly vary spatiotemporally, with a strong seasonality. Thermal erosion is defined as the phenomenon
which combines thermal and mechanical forces. The primary driver behind the accelerating coastal
thermal erosion in the Arctic appears to be the reduction in seasonal sea ice cover allowing larger
wave heights to access the coastal areas for longer periods each year [6,26]. An additional driver may
be an increase in the frequency and duration of storm events—and therefore greater wave energy
propagating towards these coastlines [27,28]—though direct observation of this phenomenon has
not yet been established. A detailed discussion on the mechanisms of coastal erosion in general and
thermal erosion on permafrost coastlines is presented in Section 2.2.
While significant work and insight of the thermal erosional mechanisms has been developed
through observational studies [9,10,21,26,29–32], process-based knowledge remains limited as it is
governed by seasonal and local circumstances [33]. However, benchmark datasets—that is data
originating from observations where all process variables were concisely controlled—to calibrate
and validate numerical modelling efforts on the process level are currently unavailable. A wide
range of variables—such as surface and water temperature, snow and ice cover, sea-level rise, wave
conditions, and vegetation—contribute to the erosional response. Developing a process-based approach
to assess coastal thermal erosion would improve the prediction and adaptation capabilities of practicing
engineers undertaking this challenging problem.
Here, the authors’ aims of this work are twofold: (1) To provide a first overarching framework
for experimental modelling of permafrost erosion along coastlines, in the hope to facilitate further
efforts to better understand these complex processes. Second (2), to approach the modelling of erosion
of permafrost coastlines, for the first time, through physical modelling. Preliminary considerations
concerning the reconstitution and reproduction of a permafrost specimen, the wave setup, and the
temperature issues were assessed through the experimental setup with a focus on the feasibility,
challenges, and potential of the development of a process-based approach to thermomechanical erosion.
2. Current State of the Art
The modelling of coastal phenomena generally takes a reductionist approach [34], attempting
to minimize the number of physical parameters while still capturing the emergent behaviour and
response of the coastal system to external loading. However, to apply this methodology to the problem
of permafrost coastlines, a detailed understanding is needed of the physical processes involved and
their contribution to the erosion process.
2.1. Permafrost
Permafrost is a multiphase system consisting of solid mineral particles and water in solid, liquid,
and gaseous states, broadly defined as ground that remains below 0 ◦C for two consecutive years [11].
However, the vertical temperature distribution is non-uniform in general, which causes a different
vertical distribution of permafrost related properties [35]. Additionally, perennial permafrost is
shaped by the geomorphological processes and thermal variations in the Earth’s history—governed by
cryogenic processes which include thermophysical, physicochemical, and physicomechanical processes
occurring in freezing, frozen, and thawing ground such as water migration, frost heave, heat and
mass exchange, soil regelation, and gelifluction [7]. Due to the complexity of permafrost-affected soils,
it is difficult to make generalizations as the structure of permafrost soils can vary widely between
geographical locations [11]. However, the conceptual vertical structure can be broadly classified,
as shown in Figure 1. The permafrost layer is characterized by the portion of the vertical column that
is permanently below 0 ◦C. Above the permafrost, a boundary layer exists between the permafrost
layer and the atmosphere, commonly referred to as the active layer [36]; in there, temporal or seasonal
variations of the vertical heat distribution may occur. The active layer transmits heat to and from the
permafrost layer acting as a mediator of the permafrost temperature. It is generally acknowledged that
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the interface of the active layer to the atmosphere, typically covered with spatiotemporally varying
patterns of vegetation, is subject to and influenced by the surrounding climate and climate change [37].
The vegetation on top of the active layer has been found to influence soil chemistry, and most important
for erosion processes, the soil’s water content and temperature profiles [38]. The cycles of thawing and
freezing in the active layer are defining processes for the permafrost as well as an important cause of
the weathering of rocks and other porous geomaterials [39]. Below the permafrost layer, a soil layer
exists where temperature stays above freezing resulting in an unfrozen soil media. In there, vertical
temperature distribution will eventually reach an equilibrium temperature that is governed by earth
dynamics and geological boundary conditions, not further detailed in here as these are less relevant to
the mechanism of permafrost erosion at coastlines.
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creating a discontinuous soil media making it more prone to erosio and settling if the active layer
progresses downwards—this is due to climate change or other climatic factors [5]. On a larger scale,
frost cracking and thermal contraction of the soil can result in larger ice discontinuities called ice
wedges, forming large ice veins passing through the active layer [40].
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impact on the mechanical properties. The lower the temperature of the soil, the higher is its resistance
to external forces and its contact shear stre gth, and the lower its eformability due to the bonding
f rces of the ice [35].
2.2. Recession of Coastlines
2.2.1. General Approach to Erosion in Coastal Engineering
Erosion along coastlines is a long-standing research topic in coastal engineering which has been
tackled by experimental and numerical means, and a plethora of research literature has emerged
(e.g., see a high-impact selection [42–46]). To date, most of the literature, however, addresses the
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transport power of oceanic water motion through shear stress quantification where sediments mobility
is unrestricted, e.g., no freezing conditions, little to no biological stabilization. Shear stresses are
typically induced by oscillatory wave motion, reaching down to the ocean bottom and limited by
the deep-water limit of waves, h/λ = 0.5 [47]. Exceeding the retaining cohesive and friction forces,
the particles start to move when the shear stress reaches a critical value (τ > τcrit). For example, Madsen
and Grant [48] extended the Shields Diagram in order to estimate the initiation of bottom sediment
movement in oscillatory flow.
Where the water depth for a given wave length decreases, waves feel the bottom over which
they propagate, and will eventually interact with the coastline. Erosion processes can, following the
definition of Roelvink et al. [45], be classified into four distinct regimes, namely a swash, collision,
overwash, and inundation regime. Erosional processes along non-frozen coast lines often result in
the mobility of large amounts of sediments, which will eventually deposit further offshore as ridge
and runnel systems after being transported away from the coastline through cross-shore transport
processes (undertow flow, surf beat, and wave setup). These ridge and runnel systems can be treated as
a soft form of coastal protection [49]. Its processes, that is influencing incoming wave energy through
wave breaking and bottom friction, can lend to the erosion along frozen coastlines as well, since the
existence of sand banks will greatly influence the availability of wave energy directly at cliff-like
frozen coastline formations. Despite the recurring erosion and sedimentation, the shoreface develops a
profile at equilibrium. In general, shoreface profiles can be described by the equilibrium of beach and
shoreface with the power function suggested by [50]:
h = Axm (1)
where h is the water depth, x the offshore distance from the shoreline, A a sediment scale parameter and
m the profile shape factor. Where combinations of sediments—also involving cohesive sediments—are
present, empirical analysis and modelling is one alternative way to predict shoreline changes in
complex conditions [51].
2.2.2. Thermomechanical Erosion
While coastal thermomechanical erosion is a complex process, the main mechanisms of failure
have been broadly described for coastal bluffs, reported through observational studies relying on field
investigations. The preconditions for thermomechanical erosion are water temperatures above 0 ◦C
(to ensure melting of interstitial ice) and wave access to the coastal bluff, meaning limited sea ice cover
and wave action on coastlines may be necessary [9,26,52]. The coastal recession is initiated by the
development of a thermoerosional niche (see Figure 2) along the water level [29].
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The niche is formed by a combination of the melting interstitial ice weakening the structural
strength of the permafrost soil and the mechanical erosion from wave action. When the depth of this
niche exceeds a critical point in terms of a continuum mechanical force equilibrium, the overhanging
block fails—either through shear or overturning failure [53]. Similar to other coastal erosion problems,
the structure of the permafrost is an important consideration in evaluating coastal erosion as the
structure can dictate differences in rheological behaviour [32] as well as the formation of discontinuities
(ice or solid wedges) that can contribute to mass failure. Important parameters, such as compressive,
tensile, and shear strength, are dictated by temperature and ice content within the soil, which is
controlled by the permafrost structure. Other aspects, such as the binding capacity of vegetative
root structures, can also be important in estimating overturning and shear failure of the permafrost
blocks [26]. Lantuit and Pollard [30] found that the melting of massive ice wedges in coastal cliffs
enhances vulnerability to erosion. Especially in coastal landscapes, where permafrost is characterized
by ice-wedge polygons, block failure occurs along the longitudinal axis of ice wedges [32], as these
structures form fault lines along which the block fails. The failed, fallen blocks are then rapidly eroded
away by the same mechanisms that are responsible for the formation of thermoerosional niches.
Though not the primary focus of this paper, secondary coastal erosion can occur due to interactions
between sea ice and the coastline. Several mechanisms of this type of erosion have been identified [54]
including ice rafting, ice scour, ice ride-up [55], and enhanced hydrodynamic scour—though limited
studies have quantified their impacts in detail. Here, coastal artic erosion studies can also be informed
by fluvial hydraulics knowledge pertaining to ice floe erosion interaction [56–58].
Many of the existing coastal engineering tools to predict erosion and deposition can be adjusted
to permafrost coastlines considering the thermodynamic issues. Thermodynamics have an important
role in the erosion of permafrost coastlines as the heat transfer between the ocean, air, and soil can
provide a good first-order estimation, based on field observations, of erosion rates [26]. The exchange
of thermal energy between soil and a fluid (either the ocean or air, in this case) can occur through either
conduction, energy transfer between two stationary bodies; or convection, energy transfer due to the
bulk movement of a fluid [59]. Studies examining heat transfer in permafrost media for subsurface
flows have been shown to have a significant difference in the magnitude of heat transfer depending on
the transfer mechanism [60,61]. The access of warmer sea water to the frozen bluffs can be a complex
interaction between sea level rise, isostatic adjustment, and reduction of sea ice as well as more local,
short-term drivers, such as storm surge and wave conditions [11,12,28,62]. The coastal processes
that need to be addressed for permafrost coastlines are similar to those in more southern climates.
Compared to coastal cliff erosion, Budetta et al. [63] expressed the eroded distance x as a function of
the controlling parameters; the force of waves (Fw), the mechanical strength of the rock (Fr), and the
time under load (t):
x = f (Fw, Fr, t) (2)
As the temperature is the state determining factor for the mechanical strength of the permafrost
soil, thermodynamics need to be considered. Once the permafrost soil thaws, it changes its behaviour
from rock-like to a compound of loose particles which are then exposed to wave and current induced
shear stresses (τ). Primary wave parameters, such as height, period, and direction, will still need to
be considered as well as other processes, such as longshore current, wave transformation, and beach
classification [34,64]. Lantuit et al. [11] noted that two- and three-dimensional mechanisms of sediment
transport away from permafrost coastlines have yet to be investigated even in the field. For example,
Klein et al. [23] used satellite imagery to investigate sediment dispersal patterns. Investigations on the
development of the shoreface profile were already carried out in temperate environments where the
morphological equilibrium depends mainly on the hydrodynamic forcing conditions and the properties
of the sediment [65]. In addition to these factors, the Arctic coastlines are governed by cryogenic
processes and properties. However, Are and Reimnitz [65] verified the application of the power
function by Bruun (Equation (1)) to Arctic shoreface profiles and concluded an inverse relationship
between the A and m empirical coefficients.
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One aspect that may require more emphasis (and is a blend of the parameters listed above) is wave
mixing. As outlined by Kobayashi [66], the mass concentration, salinity, and temperature gradients
at the face of the frozen bluff can contribute to the erosion rate. Pogojeva et al. [67] also showed that
thawing permafrost can have a significant impact on the chemistry of the local water increasing organic
content, alkalinity, phosphates, nitrates as well as heavy metals. The gradients caused by thawing
permafrost can contribute to mass transfer rates [21–23], therefore, how those gradients are represented
at model scale needs to be carefully considered to ensure the applicability of the results.
2.3. Analytical and Observational Models
Analytical and observational models provide valuable information where first-order accuracy
predictions are required. Available models typically consider a number of processes, yet neglect
or simplify procedural effects where solutions to the overall problem description require greater
sophistication. Model results are typically verified using observations from the field, and a lack of
process control or even direct process determination, e.g., due to the difficulty of directly accessing
the erosion zone with personnel or sensors, may become problematic. These challenges of direct
access have already been tackled by several researchers using remote sensing methods such as aerial
photographs, satellite imagery or high-resolution imagery as well as combinations of remote sensing
and field methods [8–10,22,23,30,68]. Recently, Obu et al. [69] used LiDAR scanning to overcome the
deficit of long-term coastline digitalisation from archive aerial photography and satellite imagery.
However, these methods do not provide process knowledge of erosion and transport of eroded
sediment away from the coastline.
The existing coastal engineering tools either govern some or all of the regimes of erosional
processes (Section 2.2.1), and will most probably approximate the complexity of sediment motion to a
certain extent. Wave action can be quantified by spectral means through an energy balance equation
that is often used to propagate sea states from their origin to those places where its erosive potential is
eventually observed [70]. Close into the shoreline, shallow water wave equations help formulate coastal
flows and tidal motions, and a combination of equations is, e.g., used to predict combined effects of
waves and currents [45]. More sophisticated numerical models, solving for the Navier-Stokes equations,
can be employed where smaller time and length scales prevail [71,72], or localized structure-flow
interactions (e.g., scouring) occurs [73]. Often, studies on coastal erosion are also supplemented by
experimental [46], or analytical–statistical [42,43] means used to inform numerical modeling or vice
versa. The use of stochastic models has been shown to be useful where complex behavior of soft coastal
cliff erosion required engineering means to predict and assess hazard potential [74].
Analytical models developed for estimating permafrost erosion have used different heat transfer
models based on the previous studies looking at the melting of icebergs [75,76]. Russel-Head [75]
used an exclusively conduction based model, though this was shown to underestimate erosion [77].
White et al. [76] developed an empirical model considering both convection and conduction through
experiments performed with icebergs in both a current and wave field. Several studies have addressed
the issue of eroding permafrost coastal bluffs through the development of analytical approximations
from observed failure mechanisms in the field. As a first-order approximation, Wobus et al. [26]
described the development of the thermoerosional notch similar to the melting of an iceberg in open
water through either a simple thermal model [25,75] or a thermal-wave model [76] which considers
incoming wave properties—wave height (H) and wave period (T). However, the authors noted
that an issue was that the access to the coastal bluff (through wave setup) was difficult to estimate
and the model only considered the development of the niche. Ahmad et al. [78] developed a CFD
model (using the open-source software REEF3D) looking at wave transformation and breaking in
the proximity of Arctic vertical bluffs, assuming that the bluffs acted similar to sea walls. However,
the model did not consider the erosion as a result of heat transfer only focusing on sediment transport
and morphodynamics.
Water 2020, 12, 2254 7 of 25
Kobayashi [66] provided one of the most comprehensive models outlining the formation
of a thermoerosional niche by formulating a one-dimensional unsteady problem with a moving
boundary (representing the niche). The model considers other aspects not captured by the previous
models [75]—such as convective heat transfer and mechanical mixing. One important conclusion of
the one-dimensional model was showing that thermal energy—as opposed to wave energy in typical
coastal engineering problems—was the primary driver of the niche erosion. Kobayashi and Aktan [79]
determined that conduction in frozen sediments was negligible compared to the latent heat of fusion
and used a pure convection-based model [66], though this model tends to overpredict the evolution of
the thermoerosional niche [77].
Costard et al. [60] developed a riverine model based on experiments, determining that water
temperature and discharge were the driving variables, and this was extended to consider the Reynolds
number and ice content of the soil [80]. Overduin et al. [81] used a one dimensional transient heat flux
model to calculate submarine permafrost development and closely matched the available observations
of thawing and thinning of submarine permafrost.
Barnhart et al. [77] compared observational data of block erosion to some of the models stated above
indicating that the thermal wave model outperformed the other two models, though Kobayashi [66]
had relatively similar results and the discrepancy may be a result of the difficulty in tuning the larger
number of parameters in the more complex model. Hoque and Pollard [32] investigated the failure of
permafrost blocks in coastal areas formed by the undermining caused by the thermomechanical niche.
These authors investigated two forms of failure: shear failure and overturning, considering a wide
range of parameters—such as water pressure and frozen soil strength.
To the authors’ knowledge, limited studies have investigated the relative importance of different
heat transfer mechanisms in the inner surf zone. Further development may be necessary to consider
heat transfer between the three phases (ocean, air, and soil) and relate these processes to the intense
mixing that is known to occur in that coastal zone. Recently, this has been performed at a large-scale
looking at energy budget in the surf zone—to aid in meteorological modelling and global energy
budgets [82,83] by including viscous wave breaking, solar input, and other factors—though it is unclear
how this may contribute in more specific cases and on a more local scale.
2.4. Research Needs
The erosion of ice-rich coastlines has been extensively documented through field investigations
and remote sensing. However, limited research has gone into the development of a process-based model
as a means of estimating coastal erosion and assessing risk to coastal communities and infrastructure.
The development of such methods would be extremely beneficial for engineers and planners in
Northern coastal communities. Based on the literature review outlined above, the following research
needs were identified:
(1) A better understanding of wave characteristics (period, height, and direction) and their
interaction with mass and thermal mixing in the surf zone to examine exchanges around the
thermomechanical niche.
(2) Development of conceptual methods for generalizing the behavior and characteristics of
permafrost to allow it to be included within standard coastal engineering models.
(3) A detailed understanding of the transport of melted and eroded sediment away from the
coastline needs to be better understood to quantify geomorphological changes in Arctic communities.
(4) New numerical methodologies to be incorporated within standard coastal engineering sediment
models to quantify the mass failure at the coastline for better estimation of sediment transport rates.
(5) An understanding of how common features of Northern coastlines, such as vegetation,
ice lenses, and ice wedges, affect sediment transport and mass failure rates.
The common link between many of the research needs is the necessity to acquire detailed
descriptions of the interaction between permafrost and the coastal environment. This is challenging
in the field as controlling explanatory variables is difficult. Therefore, it is going to be increasingly
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necessary to examine the erosion of ice-rich coastlines in the laboratory experimentally where important
explanatory variables can be regulated. The physical modelling of ice-rich coastlines has several
complexities related to the physical processes as well as necessary technologies that need to be
addressed before accurate modelling is feasible. The following section looks at some of these
complexities, proposing a generational-framework for future permafrost erosion studies.
3. Modelling Complexity in Permafrost Coastlines
Controlling the explanatory variables of permafrost erosions is the key advantage of physical
modelling; however, the number of physical parameter increases the complexity of modelling.
The following section presents approaches for scaling laboratory experiments of permafrost coastal
erosion and a range of model orders (herein framed in generations of increasing complexity) that can
be used to capture various emergent behaviours of the coastal system.
3.1. Scaling Considerations
One of the major challenges in the physical modelling of permafrost erosion in the coastal zone is
the appropriate scaling of the phenomenon to capture the critical dynamic processes. Two aspects
should be considered: the character of the dominant forces and the dominant sedimentary response
mechanisms [64]. To extend this further, when considering permafrost coastlines, the dominant
thermodynamic processes must also be considered. As the majority of field work into permafrost
coastlines has focused on the development of the thermoerosional niche—and subsequent block
failure of the overhanging soil (Figure 2)—this section will focus on potential key mechanisms for
erosional evolution.
Generally, in considering the dominant forces, the hydrodynamics in most hydraulic models are
scaled using Froude similitude (the ratio of inertial to gravitational forces), though careful consideration
must be given to evaluate any viscous and surface tension effects within the model [84]. For the
sediment transport, it is necessary to be careful in assessing what transport mechanism likely dominates
the process, and depending thereof, sediment scaling through Dean’s law and Froude’s similitude
need to be considered carefully. As the inner surf zone and swash zone are broadly characterized as a
highly turbulent area due to rapid wave transformation and breaking processes, it would be expected
that the dominant sediment process would be suspended-load transport, as opposed to bed-load [34].
Kamphuis [85] developed a general relationship, written in general Π-term with dimensionless



















where Ss is the suspended sediment transport rate, Hb is the breaking wave height, d is the sediment
diameter, υ is the kinematic viscosity of the fluid, ρ is the density of the fluid, γs is the submerged
specific weight of the sediment, ρs is the density of the sediment, and ω is the fall velocity of the
sediment. One of the primary concerns of Equation (3) is that not all parameters can be satisfied at
model scale. Therefore, careful consideration must be given to relaxing certain similitude parameters,
taking into account the important physical processes for the specific problem as well as economics.
While there is considerable debate considering the applicability of empirical and dimensional
scaling laws [34], Dean [64] provided the most comprehensive recommendations for modelling
suspended sediment load: (1) a model must be geometrically undistorted, (2) the hydrodynamics
should be scaled using Froude similitude, (3) a model should have a sufficiently large length scale to
eliminate significant viscous, surface tension, and cohesive sediment effects, and (4) model sediment
should be used where possible maintaining the fall speed similitude. Fulfilling these requirements
would satisfy Froude similitude plus wave steepness, fall speed, and relative density of the sediment.
Even still, there are several uncertainties that exist related to suspended sediment transport, particularly
Water 2020, 12, 2254 9 of 25
related to the subsequent accretion of the suspended sediment. As such, these scaling laws are really
only applicable on short-time scales (modelling beach changes due to storm events) and in areas where
suspended load dominates.
Another added consideration for sediment transport in permafrost coastlines is that the sediments
are frozen. Though, as discussed by Are [25], the sediments are generally not eroded away in the
solid form but only after the interstitial ice is melted away and transported away from the coast as
suspended load. Scaling issues could arise, however, examining the shear failure of the overhead
soil block as friction within the soil sample could be overestimated. This issue will likely need to be
addressed in a scale series as the complexity in estimating shear strength—which is a function of a
wide range of parameter such as soil type, density, stress history, temperature [86,87]—does not lend
well to establishing scaling laws.
Scaling of interstitial ice properties in experimental scaled-down models will also remain a
challenge. Engineering ice properties are generally well understood at prototype scale, although
further research into micro-structural aspects remains [88]. Scaling strength and other engineering
properties in experimental facilities, however, requires further steps to ensure that Cauchy similitude
is maintained. Ship resistance studies have long experimented with various strategies to weaken
model ice to provide more realistic model behaviour, e.g., use of doped ice (i.e., urea as used by
Hopkins [89]), or weakening through temperature increase above the freezing point, or spray-freeze
cycles [90]. There is indication that errors in load estimations on ship hulls result from small-scale
models when comparing to full-scale validation tests [91]. In the context of an even more complex
two-phase material such as permafrost soil, combined scaling of sedimentary and ice properties as
well as their interaction processes will remain an extraordinary challenge to experimentalists.
When considering the thermodynamics, particularly between the ocean and the soil, scaling
is normally addressed considering the relationship between conductive and convective heat





where Hheat is the convection heat transfer coefficient, L is the characteristic length, and k is the thermal
conductivity. The Nusselt number bears some resemblance to the Reynold’s number and is generally
expressed as a function of the Reynold’s (Re) and Prandtl (Pr) numbers at different geometries [93].
The Prandtl number is the ratio of the momentum diffusivity (viscosity) to the thermal diffusivity,
is solely a function of the intrinsic properties of a fluid whereas the Reynolds number is the ratio of
the viscous forces to inertial forces, and is dependent on both the fluid properties and a characteristic
length scale [94]. A small Nusselt number represents primarily conductive heat transfer (generally for
smooth, laminar flow) and a large Nusselt number (>100) represents primarily convective heat transfer.
As the flow within the swash zone is highly turbulent, it would be expected that the Nusselt number
would be high regardless of scale and would likely have little scale effects since transport would always
be convective, as confirmed by Kobayashi and Aktan [79]. The Péclet number (Pe = RePr), which
considers the ratio of advective and diffusive heat transfer within a continuum, is also sometimes
considered for heat transfer problems in fluids [61]. However, as Arctic surf zones are generally
assumed to be well-mixed [66], the Péclet number probably does not need to be considered.
3.2. Physical Model Complexity and Challenges
The objective of this program is to develop a process-based model assessing permafrost erosion
on coastlines (Table 1). To that end, the authors are proposing a generational model approach that
builds towards the complex physical modelling of permafrost coastlines in laboratory conditions,
taking into account that more complex model installations will be more difficult and costly to build and
operate, allowing the facilities to develop at scale. Modelling permafrost coastline erosion in a physical,
laboratory-based experimental setup has distinct advantages: (1) pre-determined process-control over
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wave, soil and temperature regimes, (2) easier access, effort and size constraints, and (3) tailored,
high-resolution benchmark dataset elaboration currently unavailable. Table 1 shows the methodology
including the buildup of complexity at each generation allowing for careful tracking of emergent
behaviour of the system and allowing for future users to address their specific modelling needs and use
the model complexity that best fits project objectives and economics. Furthermore, the development
of model complexity will enable numerical modelling efforts to validate different parameters and
structures to provide a more robust validation data set.
Table 1. Generational model approach (Generation 0–5) addressing the parameters critical to the
process of thermomechanical erosion.
Generation
Parameter Space 2D 3D
Parameter Category Parameter 0 1 2 3 4 5
Permafrost Soil Model
Vertical Structure of Permafrost × ×
Horizontal Structure of Permafrost × × ×
Soil Grain Size × × × × × ×
Water/Ice Content × × × × × ×
Organic Content × ×
Temperature Profile × × × ×
Hydrodynamic
Boundary Conditions
Water Level (Tides, Sea Level Rise) × × × × × ×
Regular Waves × ×
Irregular Waves × × ×
Currents × × ×
Wave Direction × ×
Ambient
Environment
Air Temperature (passive/active) × × × × × ×




Water Temperature × × × × × ×
Sediment Concentration × ×
Figure 3 shows a conceptual sketch of the expected stages of physical modelling complexity,
building upon Table 1, based on four key parameters: (a) atmospheric temperature; (b) the vertical and
horizontal structure of permafrost; (c) wave conditions; and (d) temperature profile of the soil.
Water temperature—and associated rise due to climate change—will also be a critical parameter,
though throughout the program maintaining a constant value should be sufficient as sea temperature
changes generally occur over long periods of time (much longer than the time scales of other processes)
and, as the surf zone is expected to be well-mixed, not have a significant vertical temperature gradient.
Other parameters are also important, such as soil saturation, compaction, loading history, though
these parameters have been tested extensively for non-coastal applications [95] and can be varied
within the four identified key parameters. Another important consideration will be related to chemical
composition of the soil and “sea water”, particularly related to the differences between fresh and
saltwater, which will impact the ice–water equilibrium as well as mass transfer in the thermoerosional
niche [79].
The methodology proposes two temperature profiles (Figure 3a): uniform and cyclical.
The uniform case being the simplest case having little impact on the properties of the soil. However,
as discussed in Section 2.1, the warming of the soil from the ambient air temperature can result in
the formation of an active layer and also change the equilibrium between liquid and solid water
influencing the properties of the soil [35]. The cyclical nature can also aid in examining mechanical
stresses related to frost heave as well as soil creep [36].
The vertical structure of the permafrost will be a critical and challenging parameter to consider
(Figure 3b). The simplest configuration would be a uniform grain size, moving into cases with
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mixed grain sizes towards the full permafrost structure with vegetation and discontinuities from ice
lenses forming within the soil medium. Controlling the permafrost structure will be one of the more
challenging aspects as ice lenses are generally formed randomly from freeze–thaw cycling [36] and
methods of quantifying ice lens formation will be necessary.
The wave conditions will drive not only the convective heat transfer but also the mechanical
abrasion that is critical in forming the thermomechanical niche (Figure 3c). As such, careful consideration
will be necessary looking at both of these processes individually. The initial stage (generation 0) will be
to examine the interaction between the fluid and the soil without any mixing (i.e., pure conductive
heat transfer) to quantify the amount of thermal energy transferred to the soil in the ambient case.
Secondly, simple regular wave trains can be used in generation 1 models to quantify convective heat
transfer of waves—which few studies have parameterized—as well as looking at the mechanical
mixing within the thermoerosional niche. Finally, irregular waves (generation 2) could be used to
replicate prototype conditions looking at differences in mechanical mixing and convective heat transfer.
Within this parameter, looking at differences in wave conditions will also be critical to identify any
difference in transfer phenomenon depending on wave height and period.
The fourth parameter to be considered is the vertical temperature profile within the soil (Figure 3d).
As discussed in Section 2.1, the vertical temperature profile within permafrost can be quite complex and,
as many physical variables of permafrost soil are tied to temperature, this could have a large impact on
the results of the physical model. The simplest case would be to have a uniform soil temperature as
this will result in no variation (at least related to temperature) of the physical parameters throughout
the soil sample. Following the uniform temperature gradient, a linear temperature gradient could
be used to capture the varying soil parameters throughout the soil structure. Finally, a parabolic
temperature gradient could be used in a case resembling that of prototype conditions. One of the most
challenging aspects of this parameter will be the development of a cooling system that can reliably and
economically produce these complex temperature gradients.
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3.3. Technological Aspects of Experimentation
The framework of experimental modelling comprises six generations of complexity whose
technological challenges are addressed in this section. Figure 4 provides an overview over the various
technologies required to obtain experiment models in line with the framework proposed above, with
technology delineated by capital letters. Although wave flumes and basins are commonly used facilities
in coastal engineering, they have not yet been deployed to comprehensively investigate permafrost
erosion of coastlines. The generation of water waves (E or I, Figure 4) in experimental research
through plunging or piston-type wave makers is a topic well covered in the scientific literature [96];
the generation of linear, or nonlinear waves particularly relevant in near-shore applications, are feasible.
Wave facilities that require cold room specification need to be as short as possible, to limit energy
requirements, and in that case, wave reflections originating from the eroded permafrost specimen
and sent back to a wave maker have to be absorbed. Absorption control has been achieved in wave
facilities by measuring wave elevation in front of Schäffer and Klopman [97], or forces on [98] the wave
maker. Equally, three-dimensional solutions for wave generation in basins, including solutions for
boundary wave reflection, have been implemented to assist wave-coastline research. Combinations of
waves and currents in experimental facilities are more advanced, and have seen less research, with
lesser facilities being capable of providing suitable conditions for research [99,100]. Furthermore,
understanding long-shore transport through combined wave-induced and tidal currents (M, Figure 4)
is still challenging in currently available facilities.
Developing permafrost-like soil specimens for coastline erosion studies in experimental modelling
requires external or facility built-in capabilities prior to experimentation. External capabilities to freeze
soil specimens could depict freezer cabinets of various sizes; a challenge lies with the transport of
frozen specimens into the flume facilities to continue testing without damaging them (further discussed
in Section 4). A significant advancement is necessary for generation 2 (and above) modelling as a
wave flume or basin facility surrounded by a cold room (F, Figure 4) that allows for control (or at
least maintenance) of air temperature at a consistent value. Small-to-medium scale cold rooms with
dimensions of few meters exist. These allow for production of frozen soil (F, Figure 4). In the case of
coastal permafrost erosion, the design of freezing capabilities of cold rooms need to also consider heat
potential of warmer wave flume water at experimental initiation. Literature suggests typical lead-time
for samples being ready in the order of days [101–103]. Typically, cold rooms are supplied with cold
air through cold room compressors of various air flow discharges that cool ambient temperatures.
Challenges in connection with permafrost coastline erosion are stable condensation/humidity and
temperature (ideally sub-degree ◦C) control. With erosion of permafrost coastline, and assuming the
cold room’s compressor being the only heat sink, large heat exchange capabilities are required to
decrease the ambient air temperature inside the cold room around the flume facility, due to the large
volume of water required to fill and operate wave flumes placed inside.
Lateral and bottom losses of heat stored in frozen soil samples are sometimes passively reduced
by placing insulation layer (D, Figure 4) with low thermal conductivity (e.g., Polystyrene plates,
Polyurethane/rigid-foam) between sand box material and frozen soil [102,104]. A remediation to
prolonged freezing times through cold room capacities, and limited control over permafrost-like soil
as well as water temperature can be achieved by fitting experimental setups with additional heat
exchanger capabilities placed along flume or basin walls (H, Figure 4). Examples of active control over
soil’s temperature boundary conditions in the literature are refrigerating serpentines described in [102],
cold air bottom cooling of permafrost samples [105] or the University of Caen, France, M2C facility
equipped with silicon elastomer heater mats [104]. Allowing for more sophisticated generations of
permafrost coastline erosion (Table 1), process control may necessitate to also adjust the temperature
of the water used to generate waves and currents (E or I, Figure 4). In order to study the erosion of
frozen soil, and to validate an analytical model, [106] controlled the water temperature (G, Figure 4)
with which ice sample were ablated, and subsequently applied that model to investigate embankment
erosion of the river Lena. Although details of how water temperature was controlled are missing, it is
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clear that a number of technologies are available to realize water cooling, and these depend on the
required volume and temperature ranges aimed at during experimentation.
Another challenge to experimentation lies with the instrumentation to observe developments.
Of particular importance would be non-intrusive sensors (to safeguard equipment from contact with
ice), and electronics (sensor probes, amplifiers) that are insensitive to low temperatures or larger
temperature ranges. New developments of acoustic measurement equipment could also lead the
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4. Zeroth- and First-Generation Modelling
4.1. Development of Permafrost Sample
The reproduction of a real permafrost specimen in the laboratory is challenging due to the natural
genesis and deposition of sediment as well as challenges in accurately reproducing the macrostructure
of the ice [108]. However, as a first approximation, permafrost-like samples were developed for each
test as a frozen sand with a fused texture. These activities are interpreted in terms of the overarching
framework that was developed and described above; generation zero and one were successfully
implemented, with higher generation modelling required to have access to more dedicated laboratory
technology, currently unavailable to the authors.
Considering the scaling issues and challenges, sand with a small grain size was the preferable soil
for the experiments although, in principle, field samples could also be used; in this study, logistics
and availability of field samples drove the choice for simplified samples, though. A small grain
size distribution of the sand simplified the method of pluviation and the assessment of the sample
reproduction process. With the initial dry sample, sieve analysis was performed to estimate the
grain size distribution (d50 = 0.0014 m, coefficient of uniformity (CU) = 2.25). The mean bulk density
(ρs = 1508 kg/m3) and void ratio (n = 0.432) of the sample were determined using the DIN 18126
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protocol [109]. The density and the resulting void ration arose from the process of pluviation. The soil
sample (0.30 × 0.30 × 0.30 m) was placed in an installation box (to be used for transfer of the specimen
from the freeze cabinet to the flume) with a gravel layer at its bottom to allow for an even flow of
fluid into the soil specimen from beneath. A perforated metal plate with a threaded rod in the vertical
axis of the specimen was installed as a device for lifting the specimen with a crane into the flume.
The schematic layout of the installation box is shown in Figure 5. The soil was as evenly as possible
placed into the box. In total, six temperature sensors were installed in the sand sample in a regular
grid at a depth of 0.18 m (measured from the top of the specimen). Water was injected into the sample
through a tube connected to the bottom of the box until the sample was completely saturated. The box
was then placed into a freeze cabinet at a temperature of −21.5 ◦C until the sample had reached
equilibrium with the ambient air temperature. The freezing process took about 72 h. Next, the box was
transported to the flume where it was installed to be used in the following experiments.
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4.2. Wave Tests
The experiments were performed in a 2D wave flume, sketched in Figure 6, at the
Leichtweiß-Institute for Hydraulic Engineering and Water Resources (TU Braunschweig, Germany).
The experimental setup used a right-handed coordinate system with the origin at the centre of the
wave paddle when it was maximally extended towards the soil specimen. The topography of the flume
consisted of a flat bottom for the first 9.42 m followed by a 1:7 slope for 1.42 m leading up to the frozen
soil sample. The wave analysis was performed by analyzing seven (7) wave gauges (WG—A P-24-3,
Akamina Technologies) placed at x = 3.76, 4.00, 4.35, 6.00, 3.24, 6.59, and 7.00 m.
Temperature sensors (TS—PT-100, SURAN Industrieelektronik, Horb am Neckar, Germany) were
placed in the water at two cross-sections (x = 5.00 m and 9.50 m) and in the longitudinal axis (x = 2.50
and 7.50 m). The cross sections aimed to investigate any potential cross-flow temperature gradients.
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To limit the temperature gradient between the fluid and the soil sample, a cooling system
circulating cold water was connected to the flume. Figure 7 shows the equipment and setup used in
the experiments conducted for reducing the heat amount of the water inside the wave flume. The two
aquarium coolers (1x Aqua Medic Titan 2000, 1x Arcadia AT250, Ritterhude, Germany) achieved a
minimum temperature of 9.5 ◦C in a serial connection. The cooling system was turned off before the
wave tests were started. The ambient temperature of the air was approximately 16 ◦C. A reflecting foil
and polystyrene plates (Figure 7) with a thickness of 0.10 m were placed around the outside of the
flume to limit temperature changes of the fluid.
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4.3. Experimental Program 
Three experiments were performed to analyze the thermal and mechanical contributions to the 
erosion of permafrost coastlines. Table 2 comprises the detailed information about each experiment. 
The first experiment examined how the frozen soil specimen interacted with the ambient air 
temperature in the laboratory. The second experiment examined the interaction between the frozen 
soil, ambient air, and the water, with an initial deep-water depth of 0.20 m. The final experiment 
examined both the thermal and mechanical interactions using a regular wave train with 𝐻 = 0.085 
m, 𝑇 = 1.7 s, and 𝑁 = 420, being the total number of waves propagated towards the soil specimen. 
The respective results of the first and second test served as a base for the final experiment to identify 
limitations and improve the experimental preparation, setup, and timing. 
Table 2. List of experiments and setup details for the program described herein. 
Experiment Water (Yes/No) Water Level Wave Height/Period Water Volume 
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4.3. Experimental Program
Three experiments were performed to analyze the thermal and mechanical contributions to the
erosion of permafrost coastlines. Table 2 comprises the detailed information about each experiment.
The first experiment examined how the frozen soil specimen interacted with the ambient air temperature
in the laboratory. The second experiment examined the interaction between the frozen soil, ambient
air, and the water, with an initial deep-water depth of 0.20 m. The final experiment examined both
the thermal and mechanical interactions using a regular wave train with H = 0.085 m, T = 1.7 s,
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and N = 420, being the total number of waves propagated towards the soil specimen. The respective
results of the first and second test served as a base for the final experiment to identify limitations and
improve the experimental preparation, setup, and timing.
Table 2. List of experiments and setup details for the program described herein.
Experiment Water (Yes/No) Water Level Wave Height/Period Water Volume
(-) (-) (m) (m)/(s) (L)
Exp. 1 No -/- -/- -/-
Exp. 2 Yes 0.20–0.265 -/- 650–862
Exp. 3 Yes 0.20 0.085/1.7 650
5. Results and Discussion
The identification of the interaction between the ambient temperature and the frozen soil sample
was necessary to examine the maximum duration of further experiments. Without being exposed to
water, the specimen was lifted into the flume where the sample defrosted from −21.5 to 0 ◦C within 3 to
4 h, as shown in Figure 8, where recordings of the temperature sensors embedded in the soil specimen
are plotted. The thawing front developed from the edge of the specimen to the center. The temperature
profile also shows the duration of the phase transformation from ice to water that was already observed
during the freezing process. As permafrost is defined as permanently below 0 ◦C, the influence of the
ambient temperature has to be considered in cases where temperature control is not possible.
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to Figure 6.
In order to examine the interaction between the frozen soil, ambient air, and the water, the frozen
sample s siti e on the polystyrene plates in the flume which was filled with previously
cooled water (9.5 ◦C) to a deep-water level of 0.20 m, at t e same height as the bott m edge of the
specimen. Raising the water level stepwise, the soil thawed immediately in contact with the w ter and
was washed out by those small currents that occurred (Figure 9) due to the balancing of the water
level along the walls of the flume. As a result, the experiment was ai ly t r i the water
temperature. The te perature sensors inside the speci en did not exhibit a thermal impact of the
water in comparison with the temperature profile of the first test as the sensors only record thermal
variation in the surrounding medium. Howev r, sensor TS 9 showed a slightly stronger increase of the
temp rature at the beginning.
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t e initial d ep water depth was 0.20 m. The flume was then slowly filled with water.
As the frozen specimen thawed i mediately in contact with water, the fi ling as st e
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In preparation for the wave tests, attempts were made to reduce the water temperature below
9.5 ◦C. Using molten ice (about 100 kg of ice cubes added to the flume water), the water temperature
decreased to 2–3 ◦C (water level 0.20 m). Furthermore, the polystyrene plates were replaced by a
wooden sub-construction due to issue related to the buoyancy. The regular wave train revealed the
development of a thermoerosional niche within the first 10 to 12 min. The wave profile (WG7) of the
measured wave heights within the first minutes of Exp. 3 shows the nonlinear characteristic of the
waves and the superposition of incident and reflected waves (Figure 10).
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permafrost specimen.
The niche developed on the whole l ngth of the specimen (0.3 m) with a eight of 0.03 m, yet no
block failure occurred. Due to the thread d rod used t transport the sample, the f ilure mechanism
was impeded as the rod provided structural integrity o the sample. Figure 11 shows the development
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of the thermoerosional niche from a side and front view. The red line in the side view illustrates the
shape of the niche as the high turbidity of the water due to sediment wash out impedes a precise
measurement. However, the shape of the niche was rather irregular as the sediment close to the flume
wall eroded faster than in the middle of the specimen. The grid attached on the side allows a rough
assessment of the erosion rate. Within the first 12 min of the test, the waves (N= 420) caused an erosion
of approximately 2700 cm3 of sediment.
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Wave breaking was characterized by a plunging breaker, which is typical for steep slopes and a
higher wave steepness. The process of wave breaking is shown in Figure 12.
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When the niche was fully developed, wave transmission occurred. At this point, a barrier was
installed behind the sample in order to observe any possible continuing erosion due to wave reflection
at the end of the niche. Wave transmission was attributed to the finite length of the frozen sand sample
which does not exist on permafrost coastlines. Therefore, the installation of the barrier was an attempt
to reduce this effect on the wave profile. After installing the barrier, the wave reflection caused a
backward development of the niche’s height so that the total height summed up to 0.04 m. The erosion
process ended after approximately 50 min. For evaluating purposes an isolated consideration of the
erosion rate was performed for two timeframes (a) 0 to 12 min and (b) 12 to 50 min. The temperature
profile of this test (Figure 13) shows a slightly stronger increase of temperature at the sensors TS 9,
TS 10 and TS 11.
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This is at the beginning of the test, which can be traced to the thermal impact of the wave run up.
However, a significant influence of the water temperature can not be concluded from the temperature
profile, as the continuous thawing of the sample was due to the ambient temperature. The ambient
air temperature was one of the limiting factors in the experiments and could not be adequately
controlled in this setup. Although insulation was installed previously around the flume, there was
still continuous heating of the water throughout the tests, in this test reaching approximately 2 ◦C/h.
Despite this observation, there was apparently no development of a significant temperature gradient in
the cross-sectional direction. Similarly, there was no obvious temperature gradient developed within
the soil sample itself.
6. Conclusions
Erosion along coastlines is a worldwide phenomenon but, in the face of climate change, one of
the most concerning changes has centered around the rapid coastal retreat of permafrost coastlines.
Analytical and observational investigations on the recession of permafrost coastline provide valuable
information about local ecosystems and changes of the coasts. Processes, such as the thermoerosional
block failure, and shoreface development, have been modelled successfully and data from field
observations prove existing analytical models. However, process-based models with a predictive
character and detailed descriptions of the interaction between permafrost and the coastal environment
are not yet available. Contrary to observational studies, explanatory variables can be controlled in
physical models, although it generally requires a reductionist approach. The authors presented a
framework of model generations comprising six stages of complexity in physical modelling. In a
first experimental series, a zeroth- and first-generational model revealed aspects that need to be
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addressed for future modelling of permafrost erosion in coastal environments and allow for an early
evaluation of what seems the start of experimental permafrost analysis in coastal environments,
now for the first time embedded in an overarching framework of experimental model generations.
Summarizing these early findings, the most challenging aspect related to the laboratory setup include
the reconstitution of a homogenous soil specimen and the temperature control. Current difficulties are
rather logistic challenges so that relations between wave height/length/period and the erosion rate can
not be drawn precisely at this point. Furthermore, scaling issues remain unclear and difficult to define
as comparable scale series data have not been developed. However, despite these outlined challenges,
the development of the thermoerosional niche was successfully observed and this experimental setup
revealed the feasibility of a laboratory investigation of coastal permafrost erosion.
The generational model presented here provides a path forward to realizing coastal engineering
experimental facilities capable of modelling permafrost and ice-rich environments. Future experimental
work could focus on an improved reconstitution of a frozen soil sample and a setup within a cooled
environment, such as a cold room. Comparable scale series data need to be developed to define
scaling issues and the interaction of hydrodynamic and thermodynamic processes. As climate change
continues to make the Arctic more accessible, modelling these environments will be important for
a wide-range of sectors, including transportation, energy, and mining. Developing methodologies
and process-based approaches to estimating permafrost erosion will not only allow the capturing
of uncertainties in design conditions but will also allow for the testing of new solutions, which can
improve structures built in these environments.
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