Let H be a complex Hilbert space, and let S a (H ) be the space of all self-adjoint operators on H. Let denote the subset of S a (H ) consisting of all rank one operators. A map L from S a (H ) to itself is called a rank one preserver on S a (H ) if L( ) ⊆ , and is said to be R-
Introduction
Linear preserver problems concern characterization of linear maps on spaces of matrices or operators that leave certain properties, functions, subsets or relations invariant. This subject has attracted the attention of many mathematicians during last century (see the survey papers [5, 9, 10, 15] and books [6, 12, 17] ). These achieved results in this subject seem to show that the category of rank (one) preservers is the most important category in the preserver problems, because in many cases preserver problems can be reduced to the problems of rank (one) preservers. Therefore, many deep results on rank (one) preservers (see, for example, [2, 8, 11, 16] for the finite-dimensional case and [1, 3, 7, 13, 14] for the infinite-dimensional case as well as the references therein) have been achieved for various spaces of operators and matrices. However, up to now, there are few known results on the preserver problems on spaces of operators. In this article we will study linear rank one preservers on the space of self-adjoint operators on complex Hilbert spaces.
In order to state precisely this article, we now introduce some concepts and fix the notation, which will be used in the rest of this article. Let C be the field of complex numbers and R be the field of real numbers. Let H be a Hilbert space over C, and let H * be its dual space. For any x ∈ H , we denote the map x * : H → C by z −→ (z, x) for any z ∈ H , where (·, ·) denotes the internal product of H . It is easy to see that x * ∈ H * . Denote B(H ) the algebra of all bounded linear operators on H . Clearly, every rank-one operator in B(H ) is of the form x ⊗ f , where the map x ⊗ f : H → H is defined by u −→ f (u)x for any u ∈ H . For a (conjugate) linear operator A : H → H , we denote by A * the conjugate of A. An operator T ∈ B(H ) is said to be self-adjoint if T = T * . We denote by S a (H ) the subset of B(H ) consisting of all self-adjoint operators. It is easily verified that S a (H ) is a linear space over R. For a linear space V and a fixed x ∈ V , set (x) = {y ∈ V |x and y are linearly independent}.
Recall that a map L : 
From which, all additive (especially, R-linear), surjective and strongly continuous maps L : S a (H ) → S a (H ) preserving rank one operators in both directions can be directly described. However, the surjectivity assumption in [4] is necessary, since their approach depends strongly on −1 . So, the above theorem is not a direct corollary of [4] .
When dim H = 1, the proof of Theorem 1.1 is obvious. So we will always assume that dim H 2 in the rest of this article.
In the next section we will first prove some lemmas, which will be used to prove the above theorem in Section 3. As applications of rank one preservers, we will characterize rank preservers and rank one idempotence preservers in Section 4.
Lemmas
Lemma 2.1. Every element in has the form εx ⊗ x * , where ε ∈ {1, −1} and x ∈ H.
Then y ⊗ f has the form εx ⊗ x * , where ε ∈ {1, −1}. The proof is completed.
If u ∈ (v), then x, y can be linearly represented by u and v. 
where ε, η ∈ {1, −1}, and u, v ∈ H satisfy u ∈ (v), then ε = η and there exists e ∈ C with
Proof. Since L is R-linear and u ∈ (v), it follows from (2) that g ∈ (h), and thus
Noting that L is a rank one preserver, we can assume from Lemma 2.1 that
, we see from (4) and Lemma 2.2 that u 1 and u 2 can be linearly represented by u and v. So we can write that
For any λ ∈ R, we have from (2), (3) and (5) that
is a rank one operator, it follows from Lemma 2.3 that
i.e.,
From the arbitrariness of λ, we derive
This, together with ε, η, ε 1 , ε 2 ∈ {1, −1} and t 1 , t 2 , t 3 , t 4 ∈ C, implies that (5) and (6) 
In the rest of this paper we will always assume that γ ∈ H is a fixed nonzero element. By Lemma 2.1 and the definition of L, there exist ε ∈ {1, −1} and nonzero u ∈ H such that
Lemma 2.5. Let L be an R-linear rank one preserver on S a (H ), and let ε and u be defined as in (7) .
Proof. Since x ⊗ x * ∈ and L( ) ⊆ , we can assume from Lemma 2.1 that L(x ⊗ x * ) = ε 0 u 0 ⊗ u * 0 for some ε 0 ∈ {1, −1} and nonzero u 0 ∈ H . Applied Lemma 2.4 to g = γ and h = x, we derive that L(x ⊗ x * ) = εu 0 ⊗ u * 0 and there exists e ∈ C with |e| = 1 such that
Next we will show that there exists unique u x satisfying (10). If there exist u x andũ x such that
and
Then (11) implies that u x andũ x are linearly dependent, i.e.,ũ x = ku x for some k ∈ C. This, together with (12) , implies that
It follows from (13) that u ix = au x for some a ∈ C with |a| = 1. This, together with (14) , implies that
Hence
Noting u * x ∈ (u), we derive from Lemma 2.3 that |1 − a| 2 = 2, and hence a = ±i from |a| = 1. Therefore, (15) turns into
. This, together with (10) and the R-linearity of L, completes the proof. 
Proof. Suppose there exists
Then by Lemma 2.5 there exists unique u x ∈ H satisfying either (8) or (9) . In the rest of the proof we will assume that (8) holds, since the proof is very similar when (9) holds.
It follows from (7) and (8) that
On the one hand, because L(β ⊗ β * ) and L(γ ⊗ γ * ) are linearly dependent, we see from (7) that L(β ⊗ β * ) = εdu ⊗ u * for some d ∈ R. On the other hand, we can assume from Lemma 2.1 that L(β ⊗ β * ) = ηδ ⊗ δ * for some η ∈ {1, −1} and nonzero δ ∈ H . Hence εdu ⊗ u * = ηδ ⊗ δ * , which implies that δ = cu for some nonzero c ∈ C. Furthermore,
for some nonzero a ∈ C. By Lemma 2.1, we can assume that
, where ε 1 , ε 2 ∈ {1, −1} and v 1 , v 2 ∈ H are nonzero. This, together with (7) and (18), implies that
So by Lemma 2.3, v 1 and v 2 are linearly dependent, and hence u and v 2 are linearly dependent, i.e., v 2 = pu for some nonzero
This, together with (16), (17) and (19), implies that
Since u x ∈ (u), we see from Lemma 2.3 that the rank of L((β − aγ + x) ⊗ (β − aγ + x) * ) is not 1, which contradicts that L is a rank one preserver. Therefore, L(z ⊗ z * ) and L(γ ⊗ γ * ) are linearly dependent for any z ∈ H .
Rank one preservers
In this section we prove Theorem 1.1, which describes all R-linear and weakly continuous rank one preservers on S a (H ).
Proof of Theorem 1.1. Case 1. L(β ⊗ β * ) and L(γ ⊗ γ * ) are linearly dependent for some β ∈ (γ ). It follows from Lemma 2.6 that L(x ⊗ x * ) and L(γ ⊗ γ * ) are linearly dependent for any x ∈ H . Thus, L(T ) = f (T )u ⊗ u * for any T ∈ S a (H ), where f : S a (H ) → R is a map. Since L is R-linear and weakly continuous, it is easy to see that f is R-linear and weakly continuous. Hence, L is of the form (iii).
and only if w ∈ (γ )).
Firstly, we show either
or
Otherwise, by Lemma 2.5 there exist x, y ∈ (γ ) such that
Thus,
Since x, y ∈ (γ ), it is easy to see that x + ηy ∈ (γ ) for some η ∈ {1, −1}, which is equivalent
. By Lemma 2.5, there exists unique u x+ηy ∈ H such that either
When (25) holds, we have
This, together with (24) and the R-linearity of L, implies that
If we replace b by ib in (24), then
This, together with (27), implies that u ⊗ u * x+ηy = u ⊗ u * x + ηu y ⊗ u * and u x+ηy ⊗ u * = u x ⊗ u * + ηu ⊗ u * y . Thus, (u x+ηy − u x ) ⊗ u * = ηu ⊗ u * y . Both sides are nonzero, so u and u y would have to be dependent, contrary to y ∈ (γ ) and Case 2. Similarly, if (26) holds, we can also obtain a contradiction. Therefore, either (20) or (21) holds.
Secondly, when (20) holds, let A be the map on H defined by
It is clear from (7), (8) and the definition of A that
We first show that the map A defined above is homogeneous, i.e.,
Indeed, if L(γ ⊗ γ * ) and L(z ⊗ z * ) are linearly dependent, then z and γ are linearly dependent, i.e., z = dγ for some d ∈ C, and hence
Since A(z) ∈ (A(γ )), there exists α ∈ H such that (α, A(γ )) = 1 and (α, A(z)) = 0, and hence we derive from (31) that
It follows from (28) that
, and hence (α, A(cz)) = 0. This, together with (32), implies A(cz) = cA(z). Next we will show that the map A defined above is additive, i.e.,
It is divided into the following two cases:
A(x) ∈ (A(γ )) or A(y) ∈ (A(γ )). Without loss of generality, we assume A(x) ∈ (A(γ )).

It follows from (
This, together with the R-linearity of L, implies that
which is equivalent to
Since A(x) ∈ (A(γ )), there exists α ∈ H such that (α, A(γ )) = 1 and (α, A(x)) = 0, and hence we derive from (34) that
If we replace x by ix and y by iy, then (α, A(ix Next we will show the linear map A defined above is closed, that is equivalent to show that: if a sequence {x n } in H satisfies lim n→∞ x n = x and lim n→∞ A(x n ) = υ, then υ = A(x). Indeed, for any y ∈ H , let g y be the linear function on S(H ) defined by
Since L is weakly continuous, one can conclude that lim n→∞ g y (L( (28) and (29), we have that 
If A(x) ∈ (υ), then there exists y 0 ∈ H such that (υ, y 0 ) = 0 and (A(x), y 0 ) = 1, which contradicts (36). Therefore, A(x) and υ are linearly dependent, i.e., A(x) = eυ for some e ∈ C. By (36), we derive |e| = 1 and e +ē = 2|e| 2 , which implies e = 1. Hence A(x) = υ, i.e. A is closed. By the close graph theorem, we have to say that A is bounded, and hence A(z) 
The proof is completed.
By Theorem 1.1, one can directly obtain the following corollary. 
∈ and the arbitrariness of x, we derive that ξ * Qξ / = 0 for any nonzero complex vector ξ . This implies that either Q is a positive definite matrix or Q is a negative definite matrix, since Q is a Hermitian matrix.
Rank preservers and rank one idempotence preservers
As applications of rank one preservers, in this section we pay attention to rank preservers and rank one idempotence preservers.
be an arbitrary but fixed rank n operator in S a (H ). Since F can be written as a sum of n linearly independent elements in , it follows from Lemma 2.1 that F = n i=1 ε i x i ⊗ x * i , where ε i ∈ {1, −1} for i = 1, 2, . . . , n and {x i } n i=1 is a linearly independent family in H . Hence L(F ) = ε n i=1 ε i Ax i ⊗ (Ax i ) * and {Ax i } n i=1 is a linearly independent family in H , which implies that L(F ) be a rank n operator.
The proof is completed. If L is of the form (ii) in Theorem 1.1, then ε = 1 since L is a rank one idempotence preserver. Furthermore, for any nonzero x ∈ H , it is clear that Similarly, we can show that L is of the form (I) when L is of the form (i) in Theorem 1.1.
