This paper investigates GLS detrending procedures for unit root tests against nonlinear stationary alternative hypotheses where deterministic components are assumed present in the series under investigation. It is found that the proposed procedures have considerable power gains in a majority of cases against both existing nonlinear unit root tests and standard unit root tests.
Introduction
There is a growing dissatisfaction with the standard linear ARMA framework used to test for unit roots in time series, and increasingly alternative frameworks within which to test for unit roots are considered. For example, one alternative focuses on the use of panel data and its role in increasing the power of standard unit root tests. A good example is Abuaf and Jorion (1990) , who use a panel data test to reject the joint hypothesis of unit roots in each of a group of real exchange rates against an alternative that they are all stationary. Another approach is to use an alternative form of stationarity to simple ARMA models. These include fractional integration and nonlinear transition dynamics (see e.g. Pesaran and Potter (1997) ).
In this paper we extend recent work on testing for unit roots against particular nonlinear alternatives by Kapetanios, Snell, and Shin (2002) and . We focus on a particular aspect of their analysis which is the detrending procedure they use. It is well known in the literature on linear unit root testing that inefficient detrending can reduce the power of the tests significantly and therefore render the tests less useful. We investigate the ability of efficient detrending procedures used in linear unit root tests to improve the power performance on nonlinear unit root tests.
The structure of the paper is as follows: Section 2 provides a description of the theoretical framework of nonlinear unit root testing. Section 3 discusses modifications to the existing procedures needed for the implementation of efficient detrending. Section 4 presents Monte Carlo evidence on the performance of the new procedures for a variety of experimental setups.
Section 5 discusses an empirical application to real exchange rates. Finally, [1] Section 6 concludes.
Theoretical Framework
Recently, Kapetanios, Snell, and Shin (2002) and suggested two testing procedures to distinguish between nonstationary unit root processes and persistent but stationary nonlinear processes. The first considers the possibility that the alternative model follows a smooth transition autoregressive model and the second consider the alternative hypothesis that the nonlinear model belongs to the class of threshold models.
Both testing procedures have been found to be more powerful that standard unit root tests when the true data generation processes was a persistent but stationary nonlinear process. However, for the cases where demeaning or detrending of the data was carried out prior to the test, a significant loss of power was observed. As a result we investigate whether procedures which have been found useful in increasing the power of tests based on data whose deterministic components had been removed in the linear framework, may be useful in the nonlinear case.
Before proceeding we give a brief account of the alternative nonlinear models we consider.
STAR Models
We follow the nonlinear STAR framework considered by Kapetanios, Snell, and Shin (2002) . More specifically, the model they consider is ∆y t = γy t−1 1 − exp −θy 2 t−1
[2]
where −2 < γ < 0 and t is an iid error with zero mean and constant variance σ 2 . To motivate the detrending procedure for the STAR model we consider the following modification of the above STAR model
We are now interested in testing the null hypothesis θ = 0 against the alternative hypothesis θ > 0. Under the null, y t follows a linear unit root process, whereas it is a nonlinear stationary STAR process under the alternative. For more details on the unit root testing procedure in the STAR framework see Kapetanios, Snell, and Shin (2002) .
SETAR models
Here we follow the framework of More specifically, they consider the model,
where −2 < β 1 < 0, −2 < β 2 < 0 and t is an iid error with zero mean and constant variance σ 2 and r 1 < r 2 . Again we modify their model to get the following model
Here, the null hypothesis is of the form β 1 = β 2 = 0 against the alternative hypothesis β 1 < 0 or β 2 < 0. Under the null y t follows a linear unit root process, whereas it is nonlinear stationary SETAR process under the alternative.
[3]
3 Improved Detrending 3.1 The Linear Case Elliott, Rothenberg, and Stock (1996) investigated the issue of efficient detrending for linear unit roor tests following previous work by Dufour and King (1991) , King (1988) and King (1980) . Their work was motivated by asymptotic local power considerations. More specifically, they derived point optimal unit root tests for trended data for specific local alternative hypotheses. The model they consider is of the form
where z t is a deterministic component and t is an i.i.d. process with finite zero-frequency spectral density and variance σ 2 . Since the focus is on local alternative hypotheses, the autoregressive parameter is re-expressed as α = 1 − c/T anticipating the necessary rate of convergence for local power analysis. They test the null hypothesis, H 0 : α = 1, against local alternative hypotheses of the form Hc : α =ᾱ ≡ 1 −c/T , wherec is a constant and T is the number of observations. Note the distinction between c which is the local alternative parameter andc which is the value under which tests are constructed. Point optimal likelihood ratio tests of the form
for the null hypothesis against the local alternative, may be constructed Rothenberg, and Stock (1996) suggest that choosingᾱ such that the asymptotic local power of the test, when faced with the local alternative for which it was designed, is equal to 0.5. This is the test they settle on for their finite sample analysis.
Clearly the motivation for the modified DF test lies in the fact that the detrending carried out takes specific account of the local alternative against which we wish the test to be powerful. We suggest that the same detrending approach is taken for the nonlinear unit root tests. In particular we suggest that the nonlinear tests be applied to the residual series y d t obtained following GLS detrending. Clearly this is not optimal since the nonlinear nature of the altelnative hypothesis is not taken into account. Take for example the STAR model in (2)-(3). A local alternative version of it could be constructed by specifying θ =c/T . A first problem with this is that the T −1 rate involved in the construction of the local alternative is not neccesarily appropriate since θ enters in the exponential rather than linearly (see also Park and Phillips (2001) ). Further, it is not clear how to devise a generalised quasi-differencing [5] scheme, that does not involve knowledge of x t which would enable the construction of seriesỹθ andzθ comparable to yᾱ and zᾱ for the linear case such thatỹθ − βzθ = t . Another problem is that any detrending taking account of the nonlinear structure of the alterntive would also involve taking a stance on the values of the nuisance (in this case) parameters such as γ for STAR models or r 1 and r 2 in the case of the SETAR alternative. As a result, the linear local alternative detrending may provide a useful approximation to the nonlinear local alternative.
Implementation and Asymptotic Theory
In this subsection we give more details on the construction of the tests and discuss their asymptotic properties under the null hypothesis. We concentrate on two cases of deterministic components in the rest of the paper following the literature on both linear and nonlinear unit root tests. These are the cases z t = 1 and z t = (1, t) , i.e. demeaning and detrending the series. GLS detrending of the original series, as suggested by Elliott, Rothenberg, and Stock (1996) , using a givenc results in the residual series y µ t and y τ t where the superscripts µ and τ denote demeaning and detrending respectively. Then, Elliott, Rothenberg, and Stock (1996) show that under the local alternative hypothesis, ual series will not depend onc. This is not the case for the detrended series where the critical values will depend onc.
STAR model
For the STAR model in (2)- (3) we now briefly describe the unit root test.
Once the deterministic components have been removed as described above the test for the STAR case is constructed as follows. The null hypothesis is H 0 : 
obtained through a Taylor expansion, is used, where the significance ofδ is tested using a t-test. Kapetanios, Snell, and Shin (2002) show that in the case of no deterministic components the asymptotic distribution of the test statistic, denoted by NLDF is given by
As the GLS demeaned series has the same asymptotic representation under the null as a random walk with no drift the asymptotic distribution of the test using GLS demeaning and denoted by N LGLS µ , is given by (10). For the detrended case the arguments of Kapetanios, Snell, and Shin (2002) can be straightforwardly modified to show that the asymptotic distribution of
the test using GLS detrending, and denoted by N LGLS τ is given by
The 95% critical value for N LGLS τ forc = −17.5 which gives asymptotic local power 1 of 0.5, is -2.93. For the NLDF µ test the relevant value ofc is -9.
SETAR Model
Following the detrending, the model for testing for nonlinear SETAR stationarity can be compactly written as
where
are orthogonal to each other by construction. consider the (joint) null hypothesis of unit root as
against the alternative hypothesis of threshold stationarity. Writing (12) in matrix notation gives
where β = (β 1 , β 2 ) , and
1 The local power was obtained via simulations using 5000 replications and processes of 1000 observations to discretely approximate the functionals of Brownian motions [8] Then, the joint null hypothesis of linear unit root against the nonlinear threshold stationarity can be tested using the Wald statistic given by
whereβ is the OLS estimator of β,σ Tong (1990) and Hansen (1996) . Following Andrews and Ploberger (1994), consider the three most commonly used statistics such as the supremum, the average and the exponential average of the Wald statistic defined respectively by
where 
when no deterministic components have been considered. The asymptotic distribution of W exp (r 1 ,r 2 ) is given by the distribution of exp(W/2). As in the STAR case GLS demeaning prior to the application of the test does not change the asymptotic distributions given above. . For the detrended case by tracing the steps in appendix A of we get that
is the same as that of 
Monte Carlo

STAR Model
In the first set of experiments we focus mainly on the size of the tests and thus construct the null model by
where ε t is drawn from the standard normal distribution. This is experiment A1.
[10]
Secondly, in order to evaluate the power of alternative tests against globally stationary processes, we generate the DGP as follows: Elliott, Rothenberg, and Stock (1996) . Results are presented in Table 1 and 2.
It is clear that the nonlinear GLS detrending procedure improves upon the performance of the existing tests in a majority of cases and in those cases where no improvement is achieved the loss in power, compared to the best performing test, is minimal.
SETAR Models
In the first set of experiments we examine the size performance of the tests.
Experiment A1 considers the random walk process:
[11]
where the error term u t is drawn from the independent standard normal distribution.
The next set of experiments examines the power performance of the tests, where the data is generated by , their GLS detrended counterparts, the DF and the linear GLS detrending test suggested by Elliott, Rothenberg, and Stock (1996) . For all power experiments, 200 initial observations are discarded to minimise the effect of initial conditions. All experiments are based on 1,000 replications, and samples of 100 and 200 are considered.
Empirical size and power of the tests are evaluated at the 5% nominal level.
As the GLS tests overreject we correct for that using empirical critical values 2 We also find via simulation that the processes have spent at least 10% of the time in each of the outer regimes even for the largest threshold parameter values considered.
[12] obtained from the size experiment, A1. We also correct the nonlinear tests by to enable valid comparisons. Results are presented in Table 3 and 4. We reach the same conclusion as in the case of STAR models concerning the performance of the nonlinear detrending procedures on the existing tests for SETAR models. In particular the GLS nonlinear tests always outperform the existing nonlinear tests. They also outperform in the majority of cases the linear unit root tests. Although, there are some cases where the linear tests perform better, these are not the majority and in the cases where the nonlinear tests perform better the difference in performance is much more pronounced.
Stationarity of real exchange rates
In this section we apply the new tests to investigate the of stationarity properties of the Yen and Deutch Mark real exchange rates. Our choice for one of the data sets reflects previous work in this area by Chortareas, Kapetanios, and Shin (2002) on Yen real exchange rates using STAR based nonlinear unit root tests. That paper used nonlinear unit root tests to help explain the inability of standard unit root tests to reject the null hypothesis of nonstationarity in accordance with economic theory and the purchasing power parity hypothesis. We apply the STAR based tests on Yen real exchange rates and the SETAR based tests on the DM real exchange rates.
We construct bilateral real exchange rates against the i-th currency at time t (q i,t ) as q i,t = s i,t + p J,t − p * i,t , where s i,t is the corresponding nominal exchange rate (i-th currency per numeraire currency), p J,t the price level in the home country, and p * i,t the price level of the i-th country. Thus, a rise in q i,t implies a real appreciation against the i-th currency. The price levels are Tables 5-6 and for the SETAR based tests in Tables 7-8. Tables 5 and 7 present results for tests with no augmentations to take into account possible serial correlation, whereas Tables 6 and 8 Moving on to the DM real exchange rate and the SETAR model based tests we see that the nonlinear GLS tests rejects for 24 out of the 31 countries [14] considered. This is double the number of rejections of any other test. We note that we have investigated the Yen real exchange dataset using the SETAR based tests and the DM real exchange rate dataset using the STAR based tests and we could not find substantially different performance between the linear and nonlinear unit root tests. This may be taken to signify the possible presence of particular forms of nonlinearity which are different between the two datasets and which can perhaps be picked up more accurately by one or the other of the two classes of tests. In particular sudden step changes in the dynamic evolution of the real exchange rate processes may be better picked up by the SETAR model based tests whereas smoother adjustments may be more amenable to investigation through the STAR model based tests. Further this indicates that the tests may be used complementarily in empirical analysis.
Conclusion
We find that the GLS detrending procedure can indeed improve the perfomance of the existing testing procedures in a majority of cases. This conclusion is supported both by extensive Monte Carlo exprimentation and a comprehensive empirical analysis of Yen and DM real exchange rates. [17] [23] (1, t) ).
