Abstract. For high reliable products, because it's higher cost and longer lifetime, the reliability analysis and evaluation is difficult in engineering. It becomes necessary to recur to information fusion technique. However, how to use the multi-source reliability information, there are not an effective way in reliability assessment. The aim of the paper is to obtain a new method which can incorporate different type reliability information, such as reliability field data, reliability test data and reliability analysis information. Using evidence theory to address epistemic and aleatory uncertainty in reliability analysis.
Introduction
Global competition and other factors are forcing manufacturers and others to produce highly reliable and good-quality products. Therefore, in order to develop reliable and good quality products billions of dollars are being spent annually worldwide. Especially in Astronautics & Aeronautics high reliable products are commonly used. Usually, high reliable products have some features that are its cost is high and the lifetime is much longer. Because for high reliable products failure may not be observable within a limited time, it is difficult to obtain sufficient data for modeling the uncertainties. When a high reliable product is analyzed for quantification of its reliability, few statistics are available for determining the probability of failure. In this situation it is unwise to assume that our knowledge is complete and perfect, because uncertainties can exist in some parameters and phases of modeling that product. That is, it is difficult to demonstrate the reliability of high reliable product according to reliability testing for qualification proposed in the handbook MIL-HDBK-781A [1] . In order to get accurate estimation of reliability of high reliable product, we need resort to the information fusion technique handling the multi-source information in the design and development process of product.
Recently, there has been an increased emphasis focused on accounting for the various forms of uncertainties that are introduced in mathematical models. Different forms of uncertainty are discussed by decision maker, engineers and scientists. In reliability evaluation, there are many uncertainties information, which need an appropriate means to represent these available information. In many uncertainty representation theories, one key modern theory is evidence theory. Evidence theory was proposed originally by Arthur P. Dempster in the context of statistical inference, and was later developed by Glenn Shafer as a general framework for modeling epistemic uncertainty [2] [3] . The advantage of using evidence theory lies in the fact that it can be successfully used to quantify the degree of uncertainty when the amount of information available is small [4] . Evidence theory has successfully applied to solve epistemic and aleatory uncertainty problem [5, 6] . In this paper, we have proposed a new reliability information fusion method to assess the reliability of high reliable products.
The remainder of the paper is organized as follows. Section 2 give a simple review to evidence theory. Since constructing frame of discernment and determining the basic probability assignment function are two key technical issues in reliability information fusion based on evidence theory, therefore in Section 3 a method of frame of discernment construction is provided. In Section 4 discuss the method to construct the basic probability assignment function. Section 5 gives a summary.
Evidence Theory
In this section, the basic concepts of evidence theory are summarized. The uncertain measures provided by evidence theory are mentioned [7] .
Definition
In evidence theory, one key measure is the basic probability assignment (BPA).
Definition1 A basic probability assignment function is a function :
, which satisfies the following conditions:
( ) m A is called basic probability number. It denotes the proportion of all relevant and available evidence that supports the claim that a particular element of Θ belongs to the set A but to no particular subset of A . In engine diagnostics, ( ) m A represents the degree of belief held by an observer regarding a certain fault. Different information can measure different degrees of belief with respect to a given fault.
The measures of uncertainty provided by evidence theory are known as belief and plausibility. Definition2 The belief function is defined as:
Definition3
The plausibility function is defined as:
Rule of Evidence Combination
In reliability evaluation, there are different evidences. We need a combination rule to aggregate those evidences. In many often used combination rules, we only list Dempster's combination rule. Assuming in frame of discernment Θ , there are two basic probability assignment functions 1 m and 2 m . Based on Dempster's evidence combination rule, we can aggregate two basic probability assignment functions 1 m and 2 m and derive the following new one:
Assuming in frame of discernment Θ , there are k basic probability assignment functions 1 2 , , , k m m m . Utilizing the Eq. (1), we integrate basic probability assignment functions 1 2 , , , k m m m and obtain the new one
Constructing Frame of Discernment
Given a question of interest, a frame of discernment is a finite set of possible answers to the question. In reliability assessment, the reliability parameter is mean time between failures (MTBF), thus the frame of discernment for reliability information fusion is as follows. 
Determining Basic Probability Assignment Function
In reliability information fusion according to evidence theory, a key issue is determining the basic probability assignment function based on the different reliability information. We divided the reliability information into three categories. The first is quantitative information which come from reliability test and product usage, such as reliability accelerated test data, data of reliability testing for qualification; the second is qualitative information which come from reliability test, such as reliability enhancement test; the third is reliability analysis information, for example, simulation test data. In this paper basic probability assignment functions of different reliability information are established as follows.
Determining Basic Probability Assignment Based on Quantitative Reliability Information
In reliability test or in field, we gather the reliability information that includes two parts: the one is working time of product, and it is denoted by T , the other is the number of faults r and 0 r ≥ . For given confidence level γ , we can derive the lower confidence limit of MTBF: 
In the above Eq.2, if we let
According to Eq.3, we can derive the basic probability assignment corresponding this quantitative reliability information 1 ( ) m A .
Determining Basic Probability Assignment Function Based on Qualitative Reliability Test
For qualitative reliability test, such as reliability enhancement test, since the test aim is to explore the product working capacity in extreme environment condition and stimulate faults to promote product reliability. On the one hand, the extreme environment condition may not meet in the product future usage. On the other hand, the test time is very shorter, but there are many faults. Therefore we cannot directly using the test time and fault information, we need use the contribution of reliability enhancement test on product reliability improvement. However, at present how to measure the contribution is an open problem. In this paper, we use expert elicitation method (Delphi method) to obtain probabilities to measure the contribution of reliability enhancement test on product reliability improvement. Table1 and reliability enhancement test data and similar product reliability are provided to expert. Table1 is proposed to establish relationship between descriptive phrase and probability [8] . According to the above-mentioned analysis, we can derive the basic probability assignment corresponding qualitative reliability information 2 
Determining Basic Probability Assignment Function Based on Reliability Analysis When reliability analysis data is used to evaluate the product reliability, first of all we need establish criteria to determine the consistency of the analysis results with the actual case. We set up rating criteria Table2 to discuss reliability analysis data. According to their rating criteria we can calculate consistency coefficient. Let k denote the consistency coefficient, which represents the consistency of reliability analysis results with the actual case, where
. When 1 k = , it represents that the reliability analysis results is accurate value of the product reliability. When 0 k = , it represents that the reliability analysis results is cannot used.
Assume we can obtain the confidence level β corresponding to lower confidence limit of MTBF θ based on the reliability analysis data, then we obtain ( ) P MTBF θ β ≥ = (6) According to Eq.6, and the consistency coefficient , k we can obtain the basic probability assignment corresponding reliability analysis information 3 ( ) m A . ({ , }) 1 m A A k = − (7) After we derive all basic probability assignments according to Eq.4, Eq.5 and Eq.7, we can incorporate different type reliability information using Eq.1.
Summary
A way for dealing with high reliable product reliability assessment is information fusion. In fact, the reliability of a product is strongly influenced by the design and development process. So in the design process the reliability simulation analysis are often made iteratively based on product digital prototype model. And in product development process there are many reliability test, such as reliability enhancement test, reliability growth test, reliability accelerated test and so on. Using our reliability information fusion model, we can effectively evaluate high reliable product reliability by incorporating different type reliability information.
