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Abstract 
Hidden Markov models (HMMs) have during the last decade become a widespread tool for 
modelling sequences of dependent random variables. In this paper we consider a recursive es- 
timator for HMMs based on the m-dimensional distribution of the process and show that this 
estimator converges to the set of stationary points of the corresponding Kullback-Leibler in- 
formation. We also investigate averaging in this recursive scheme and show that conditional 
on convergence to the true parameter, and provided m is chosen large enough, the averaged 
estimator is close to optimal. 
AK3 classijication: 62M09; 62L20 
Keywords: Hidden Markov model; Incomplete data; Missing data; Recursive estimation; 
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1. Introduction 
A hidden Markov model (HMM) is a discrete-time stochastic process {(Xk, Yk)} such 
that (i) {Xj} is a finite-state Markov chain, and (ii) given {Xk}, {Yk} is a sequence 
of conditionally independent random variables and the conditional distribution of Y, 
depends on {Xk} only through X,. The Markov chain {Xk} is sometimes called the 
regime. The name HMM is motivated by the assumption that {Xk} is not observable, so 
that inference, etc. have to be based on {Yk} alone. HMMs have during the last decade 
become widespread for modelling sequences of weakly dependent random variables, 
with applications in areas like speech processing (Rabiner, 1989), biochemistry (Fredkin 
and Rice, 1992), and biology (Leroux and Puterman, 1992). 
Inference for HMMs was first considered by Baum and Petrie who treated the case 
when { Yk} takes values in a finite set. In Baum and Petrie (1966), results on consis- 
tency and asymptotic normality of the maximum-likelihood estimate (MLE) are given, 
and the conditions for consistency are weakened in Petrie (1969). In the latter paper 
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the identifiability problem is also discussed, i.e. under what conditions there are no 
other parameters that induce the same law for { Yk} as the true parameter does, with 
the exception for permutations of states. For general HMMs, with Yk, conditional on 
&, having density f(.; OX,), Lindgren (1978) constructed consistent and asymptoti- 
cally normal estimates of the &parameters, but he did not consider estimation of the 
transition probabilities. Later, Leroux (1992) proved consistency of the MLE for gen- 
eral HMMs under mild conditions, and local asymptotic normality has been proved by 
Bickel and Ritov (1996). 
The topic of the present paper is recursive estimation for HMMs. Procedures of 
this kind have been considered by Holst and Lindgren (1991) and Krishnamurthy 
and Moore (1993). The difference between their approaches essentially concerns the 
scaling matrices that are used in the recursive procedure, and we comment further on 
this below. These papers are both simulation studies in the sense that no results on 
convergence, etc. are proved, but numerical results show that the algorithms often work 
out well in practice. In this paper we base the estimation on the m-dimensional density 
of { Yk} and give a recursive estimator which under suitable assumptions converges 
to the set of stationary points of the Kullback-Leibler information associated with 
this density. In RydCn (1994) a similar off-line estimator was shown to be consistent, 
asymptotically normal, and, provided m is large enough, almost efficient. Conditional 
on convergence to the true parameter, these asymptotic properties are shared by the 
recursive estimator of the present paper. 
2. Notation and preliminaries 
Let {&}Ei be a stationary Markov chain on { 1,. . . , r} with transition probability 
matrix {a~}. The transition probabilities will be parameterized by a parameter 4 E @, 
i.e. aii = aij(4), where @ 2 IV is the parameter space. The observable process {Yk} 
is assumed to take values in some space E and the conditional distributions of Yk 
given & are all assumed to be dominated by some measure p on E. Moreover, the 
corresponding conditional densities are assumed to belong to some parametric family 
{f(.;@ : e E O}, and the parameter of this density is a function of x, as well as of 
4. Thus, the conditional density of Yk given _& = i is f(.; e;(4)). 
The order r of {_&} is assumed to be fixed and known, so that the statistical problem 
is to recursively estimate 4 from an observation of { Yk}. The most common parame- 
terization is 4 = (u1i,a12,. . . ,arr, e1 , . . . , 0,) with aij(.) and e,(e) being the coordinate 
projections. We will refer to this case as the “usual parameterization” in the sequel. 
Having introduced this notation, the likelihood of a sequence of observations yi, . . . , y,, 
or the joint distribution of Yi, . . . , Y,, can be written 
P?Yl ~...~Ym;~)=C”‘C7Ix,(~)f(Yl;e~,(~))nU~~-,,(~)f(Yk;e~,(~)), 
x,=1 .X,=1 k=2 
(1) 
where x is the stationary distribution for {aii}, assuming this to be unique. 
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Let C#JO denote the true parameter and let K(“)(4) denote the Kullback-Leibler di- 
vergence 
K@)(C$) = (E&O 
[ 
log P’“‘( y, ,...,y,;4°) 
P’“‘(YI, *. . ,ym; 4) 1 
between Cp” and some other parameter 4 with respect to the m-dimensional distribution. 
It is well-known that Kcm)(~) is well-defined and non-negative for all 4, even though 
it may be infinite. Moreover, @j(4) = 0 if and only if p(“)(.; c$O) = p(“)(.; 4) pm- 
a.e., whence, assuming p(“‘) identifies I$‘, C$ = 4O. We will return to the question of 
identifiability. 
We can estimate c$O by looking for an at least local minimum point of the Kullback- 
Leibler divergence Kcm)(+), and this can be done with a recursive estimator of the form 
&+, = c n +YnS(m)(Y,m+l,...,Y~,+l)m;~ ) n 3 (2) 
where Scrn) = 8 log p(“)/&j is the score function associated with pcm) and {y,,} is some 
positive sequence of numbers tending to zero. Obviously, this estimator is updated for 
each new group of m observations. 
Typical conditions that are needed to ensure convergence of procedures of the form 
(2) include Lipschitz-continuity of c?@)(~J)/&#J, that 4° be a unique minimum of 
K@)(4), and convexity of Kcm)(&). In Ryden (1996) it was pointed out that in the 
case of i.i.d. observations from finite mixtures, these conditions are in general violated, 
and we cannot expect them to hold for HMMs either. The solution proposed in Ryden 
(1996), which we will adopt also in the present paper, is to constrain the recursive 
estimator to a compact convex set G C a. 
3. Consistency 
In this section we give a general convergence result for a stochastic approximation 
procedure for HMMs and then apply this result to parameter estimation. 
Before we state the result, we introduce some additional notation. Let {(Xk, Yk)}El 
be a stationary HMM such that {Xk} has state space { 1,. . . , R} and { Yk} takes values 
in some space 8. 
We will consider the recursive procedure 
‘$n+l = PG (h + Ynh(Yn+l; &I)), (3) 
where h : 6 x Q + LV is some function, G is a closed, bounded, and convex subset 
of a’, and PG is the projection into G. The sequence {y,,} is defined by y,, = yen-’ 
for some ya > 0 and a E (l/2,1]. We also assume that G is the closure of its interior, 
that G can be written in the form G = (4 : gi($) < 0, i = l,...,~} for some finite set 
{gi}f=r of continuously differentiable functions, and that at each 4 E aG the gradients 
of the active constraints are linearly independent. Here, the active constraints are those 
g-functions with g(4) = 0. The simplest G satisfying these requirements is a simplex, 
for which all g-functions are linear. The recursion is initialized at the point $0 = @. 
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The symbol 1 denotes an indicator function. Finally we let H(4) = lEh( Yi ; 4) and 
5, = h(Y?Y+1; 6I) -W&Z). 
The following conditions will be used in the sequel. 
Cl. The transition probability matrix of {Xk} is irreducible. 
C2. For each x E {l,..., R}, the function iE[h(Yi; .)]Xi = x] is finite and Lipschitz- 
continuous on G. 
C3. lE[jh( Yi; .)I21 is bounded on G. 
Remark. Cl guarantees that the stationary distribution of {Xk}, and hence the distri- 
bution of {(Xk, Yk)}, is uniquely defined. 
Lemma 1. Let {(&, Yk)} be as above, let 4,, be defined by (3), and assume that 
Cl-C3 are satisfied. Then c,“=, k-*tk is convergent a.s. for every 6 > i. 
Proof. Note that C2 implies that H(.) is well-defined and Lipschitz-continuous on G, 
since 
(4) 
where A41 is the largest of the Lipschitz-constants for the functions in C2. 
The idea of the proof is to split the sum into three new ones and show that each of 
these three new sums is convergent. This technique was used also in Ma et al. (1990), 
but in the simpler context of stochastic approximation for finite-state Markov chains. 
The HMM {(Xk, yk)) is a Markov chain on { 1,. . . ,R} x E and we let P denote 
its transition kernel. Note that the function h can be seen as a vector (hl,. . . , h4) of 
real-valued functions defined on d x a. Fix 4 for a moment, fix i E { 1,. . . , q}, and 
consider the Poisson equation 
u~(x,J’) = hi(.K 6) - Hi(4) + (Pui)(X,Y), (&Y) E (1,. . . ,R) X 8, (5) 
where Hi is the ith component of H. In order to solve this equation we shall exploit 
the regenerative properties of {(Xk, Yk)}. Indeed, by the very definition of an HMM, 
this process regenerates whenever Xk = x0, where x0 is some fixed but arbitrary state, 
and the regeneration cycles are independent. Let r = inf{k > 1 : & = x0) be the 
first regeneration time after time one. By Proposition 5.2 in Asmussen (1994) (see also 
Eq. (3.2) in Glynn, 1994), the solution of the Poisson equation (5) is given by 
7-l 
u~(x,Y) = E C {hi( Yk; 4) - &(4)) (Xl, Yl> = (x,Y) 
k=l 1 
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say. Note that only the first term on the right-hand side depends on y, the reason being 
the conditional independence of { Yk} given {Xk}. Of course ui depends also on 4, 
and we stress this by writing u; = ui(x,y; 4). For each i and x, oi(x; 0) is bounded on 
G, cf. (16) below, and w(x) is finite for all x because {Xk} is a finite-state irreducible 
Markov chain. 
We proceed to the splitting of 5,. Defining the a-algebras & = 0(X1,. . .,X,, 
Yl,..., Y, ), we may write 
(7) 
In Section 7 we show that each of the three sums so obtained is convergent. 0 
In order to proceed we need to introduce the following condition. 
C4. There is a real-valued function L, defined on some open set Co > G, such that 
H(4) = -dL(4)/@). 
Define also the set of Kuhn-Tucker points for the problem of minimizing L(4) 
over G, 
KT = c$ E G: there are li > 0, i = l,...,s, such that 
-H(+)+ C i,&CJi(g) =O . 
i : g,(@)=O 1 
Lemma 1 in particular shows that C,“=, yk& is convergent a.s., and the following result 
is then an immediate consequence of Theorem 5.3.1 in Kushner and Clark (1978). 
Corollary 1. Let {(Xk, Yk)} b e as above, let &, be deJined by (3), and assume that 
Cl-C4 are satisfied. Then cp,, -+ KT a.~. 
Remark. Provided that L(4) is twice continuously differentiable and that KT consists 
of a finite number of isolated components which are disjoint from aG, it can be shown 
that 4,, cannot fluctuate indefinitely between different components of KT. See Ljung 
(1978) for details. 
Returning to our original estimation problem, let m be a fixed positive integer, 
let X, = (X(n--l)m+l,.-.,Xnm), Yn = (Y(n--l)m+l,.-.,Yn,), L(4) = Kcrnf(4), H(4) = 
-aK(m)(~)/a& and hQ; C#J) = S(“)b; 4). P rovided the conditions Cl<4 are satisfied 
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for this choice, we obtain an estimator $,, defined by 
which converges to the set KT defined in terms of K@)(c$) and G. Condition Cl 
is satisfied if {&} is irreducible and aperiodic under $‘, and C2C4 are satisfied 
for many important parametric families {f(.; 19)}, for example the family of normal 
distributions (with variances bounded away from zero). 
Clearly, it is of importance to have an idea of what the set KT looks like. If 
the m-dimensional distribution of {Yk} identifies 4’, then the only global minima of 
Kcm)(4) are &JO itself and possibly also parameters equal to 4’ up to a permutation 
of states (observe that we can always permute the numbering of the states of {Xk} 
leaving the distribution of {Yk} unchanged). In particular, this is true for any m > 1 if 
we have the usual parameterization, finite mixtures of the parametric family {f(v; 0)) 
are identifiable, and all 0: are distinct. The problem of identifiability is further dis- 
cussed in Ryden (1995). Besides the location of the global minima, essentially no 
other properties of Kcm)(c$) are known, however, and KT may well contain other 
points. Indeed, estimation for mixtures is usually considered an inherently difficult 
problem. 
Generally speaking, one may expect that $, converges to 4’, at least with high 
probability, if the initial estimate 6 is reasonably close to $‘, but more precise state- 
ments are usually very difficult to make. For this reason, we will assume that 4, + 4’ 
and proceed under this condition. Formally, fix the initial value @, let (QP) be the 
basic measure space, and assume that there is a set 0* E 9 with P,+o(R*) > 0 such n 
that 4, + 4° (or possibly some permutation of it) P#o-a.s. on a*. This set obviously 
depends on I$O as well as on @, ~1, and 70. 
We write & = O(ck) (o(ck)) if {ok} is a sequence of real numbers and z,(o) = 
O(Ck) (o(ck)) for all w in a set of P4o-probability one. An analogous terminology is 
used on subsets of R. 
4. Averaging and asymptotic normality 
For recursive estimation in the i.i.d. setting, it is well-known that if Y,, = O(n-‘), 
i.e. a = 1, then the sequence { &,} (with m = 1) in general converges to 4’ at rate 
n-l/‘, provided the eigenvalues of the Fisher information matrix are all larger than k, 
see Theorem 2.2 in Fabian (1968). This recursive estimator is never efficient, though, 
but can be made efficient if the score function is premultiplied by an adaptive matrix 
which estimates the inverse information matrix, see e.g. Fabian (1978). On the other 
hand, if a < 1 then {&} will in general converge to 4’ at the slower rate n-OLi2, but 
the averaged estimate 
(9) 
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will under mild conditions converge at rate n-l/* and in addition be efficient. The idea 
of using step lengths of order larger than n-’ and then averaging the so obtained se- 
quence of estimates was proposed independently by Ruppert (1988) and Polyak (1990). 
In our case { Yk} is not i.i.d., but the results below show that averaging indeed works 
also for the present problem. More precisely, we will show that, on Q*, the averaged 
estimator 4, converges at rate n-l/* and has the same asymptotic covariance matrix as 
an off-line estimator, the so-called maximum split-data likelihood estimator (MSDLE), 
that maximizes a “false” likelihood obtained by grouping the data into blocks of size 
m, see RydCn (1994) for details. For large m, the MSDLE is almost efficient, and 
hence so is 4,. 
Before stating these results, however, we need some additional assumptions. In the 
sequel, m > 1 is a fixed integer and the definitions of X,,, Y,,, h, etc., are as in the end 
of the 
Al. 
A2. 
A3. 
A4. 
A5. 
A6. 
Al. 
A8. 
previous section. 
{Xk} is irreducible under all 4 E G and aperiodic under 4’. The true parameter 
4° is an interior point of G. 
There is some open set 0 > G such that log p(“)Cy; .) is continuously differen- 
tiable on 0 for all y E Em and K(“)(4) is continuously differentiable under the 
expectation operator on 0. In addition, the function 4 H lE+o[S(“‘)( Yi, . . . , Y,; 4)1 
-5 =x1, . . . ,X, = x,] is Lipschitz-continuous for all xi,. . . ,x,,, E { 1,. . . , r} such 
that P$o(Xi =x1,...,& =x,) > 0. 
[E@l IS(“)( Y, ,...,Y,,,;4)1* is bounded on G. 
S(m)(j; .) is continuously differentiable in some neighbourhood 9 of 4’ for each 
y6Em, and 
The information matrix $0 associated with p@) at 4O, i.e. a2K(m)(4)/&$2 
4O, is positive definite. 
Kcm)(4) is three times continuously differentiable in a neighbourhood of 4’. 
;<LY<1. 
For some 6 > 2(a-’ - l), ~,oIS(~)(Y,,...,Y,;~~)(*+~ < 00. 
at 
Remarks. (i) The irreducibility assumption in Al guarantees that pcm), SC”), etc., are 
uniquely defined on G. (ii) Note that A4 implies that K(4) is twice continuously differ- 
entiable under the expectation operator in a neighbourhood of #‘, so that the matrix $0 
defined in A5 is indeed a covariance matrix and hence always positive semi-definite. 
(iii) Because of A7, A8 is always satisfied if the third moment of SC”‘) exists at 4O. 
(iv) Al-A3 guarantee that Cl&C4 hold with h, etc. defined as in the end of the previous 
section. The aperiodic@ assumption asserts that the Markov chain {Xk} is irreducible. 
Lemma 2. Assume Al-A8. Then there exists an E B 0 such that 
;jr, _ 4O = $;l i f: f& + 0 (n-1/2--E) 
k=l 
on Cl*, where 5, is as in Lemma 1. 
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The proof is found in Section 7. We now give the main result of the paper. 
Theorem 1. Assume Al-A8. Then the following two representations are valid on R’, 
(0 n 
where u is as in the proof of Lemma 1. 
Proof. Let ii” = u(&+l, Ykfl; 4’) - &@(xk+l, yk+l; 4°)lyk1. BY the preceding 
lemma and its proof it follows that for some E > 0, 6, - 4’ = fi’n-’ cl <k -k 
o(n -1/2-E) = J?i’n-’ Cl [F’ + o(n-‘/2-E), proving (i). 
For (ii), split h( Y,+l; 4’) - H(4’) similarly to (7) as 
= p + p 
n n . 
The sum Cy [r’ telescopes and equals 0( 1) (cf. part B of the proof of Lemma 1 ), 
and since H(4’) = 0, (ii) follows. q 
The above theorem is powerful, since from the strong representations one can derive 
(functional) central limit theorems, large deviation results, etc. As an example, we state 
the following CLT. Let $1 be the restriction of $n to s1*, define 9* = {A rl R* : A E 
F}, and define the probability measure P* on (R*,F*) by P*(A) = P,+o(A)/P’+o(fi*). 
Let i0 E {l,..., r} be an arbitrary state and define r’ = min{k > 1 : X(k_ljm+l = io} 
and 
r’-1 
Kj = [E$O CS,(m’(y~k-L)m+l,...,Ybn;~o) 
k=l 
C-1 
X 
c ‘-+tY~k-l)m+l I 
,...,Y&@) Xl = io . 
k=l I I 
Theorem 2. Assume Al-A8. Then 
n112(J,t - 4’) + M(O, 7r&$r’ Vyc’) Pz,-weakly. 
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Proof. By the central limit theorem for martingales, see e.g. Corollary 3.6 in Rootzen 
(1983), the sum in Theorem l(i) converges Pbo-weakly to a normal distribution with 
covariance matrix I”. Moreover, this convergence is (RCnyi) stable, see Theorem 4.2 
in Rootzen (1983), so that the sequence restricted to R* converges P;,-weakly to 
the same normal law. It remains to show that V’ = 7~: V. By an argument based on 
regenerative theory, the sum in Theorem l(ii) converges PRO-weakly to a normal law 
with covariance matrix x~V, see RydCn (1994) for details. Thus Y’ = n&V and the 
proof is complete. 0 
5. Numerical results 
The procedure presented in the previous section was applied to the problem of esti- 
mating the transition probabilities and means in a mixture of two normal distributions 
with known variance a* = 1 and Markov regime. The parameter vector can thus be 
taken as 4 = (ar2,u21, pt,pz), where the first two parameters are the probabilities of 
switches in the Markov chain and pi is the mean of the normal distribution when the 
chain is in state i. 
Concerning the choice of the group size m, it was observed in RydCn (1994) that 
for the problems considered in that paper, the asymptotic variances of the estimates 
are about as small as they can be if m is chosen larger than some threshold. This is 
true also for the present problem, and the value m = 20 is well above this threshold. 
If the initial parameter @ is far from the true parameter, then Jk is a poor estimate 
for small k and the contributions from these terms in (9) decay only as n-l. Thus it 
may be favourable not to start the averaging at once, but rather wait until the basic 
recursion (8) has been run for n, steps. This was done in the simulations presented 
below, with n, = 200. The step lengths yn were chosen as y,, = ~an-~.~. 
Table 1 shows simulation results for six different initial parameters 6 and yo = 0.01 
or 0.05. True parameter was 4’ = (0.25, 0.25, 0, 2) in all cases, so that the hidden 
chain has somewhat slow dynamics and the marginal distribution of { Yk} is the mixture 
0.5 JV(O, 1)+0.5 JV(~, 1). This density is unimodal with a flat peak. The following cases 
are referred to in the table: 
(A) @ = (0.25, 0.25, 0, 2) (B) & = (0.25, 0.25, -0.5, 2.5) 
(C) @ = (0.25, 0.25, 0.5, 1.5), (D) @ = (0.10, 0.10, 0, 2) 
(E) @ = (0.40, 0.40, 0, 2), (F) @ = (0.10, 0.10, 0.5, 1.5). 
Case A is obviously the easiest one, with @ = 4’, and case F is the most difficult one. 
The results are based on 500 simulated replicates of N = 20000 samples each, so 
that each replicate contained N/m = 1000 groups. The replicates were identical for 
all cases, i.e. exactly the same data was used in all cases. Table 1 shows, for each 
case, bias and normalized sampled variances over the 500 replicates. The maximum 
split-data likelihood estimate is also shown. The row labelled “variance bounds” gives 
lower bounds on the (normalized) asymptotic variances, i.e. the diagonal elements of 
the matrix 7cio&’ I’$,’ in Theorem 2, obtained by simulation as described in RydCn 
(1994). The MSDLE conforms reasonably well to these bounds, actually it does a little 
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Simulation results for the averaged recursion $,,, For each case, bias and normalized sample variances (Ns*) 
are shown 
Parameter 42 a21 PI P2 
True values 
Bounds 
Variance bounds 
MSDLE 
Case A, ys = 0.01 
Case A, ys = 0.05 
Case B, yo = 0.01 
Case B, yc = 0.05 
Case C, yc = 0.01 
Case C, yo = 0.05 
Case D, yo = 0.01 
Case D, ys = 0.05 
Case E, yo = 0.01 
Case E, ys = 0.05 
Case F, yc = 0.01 
Case F, yc = 0.05 
0.25 0.25 0 2 
10-6, 1-10-e 10-6, l-10-6 -106, 106 -106, 106 
Bias Ns= 
0.93 
1.3E-4 0.83 
1.5E-3 1.01 
1.7E-3 1.02 
1.8E-2 1.38 
2.OE-3 1.12 
-2.4E-2 0.93 
1.7E-3 1.10 
3.9E-3 6.61 
1.7E-3 1.04 
9.2E-3 1.17 
1.9E-3 1.04 
3.9E-3 135 
1.5E-3 1.16 
Bias 
4.4E-4 
2.OE-3 
2,3E-3 
1.8E-2 
2.3E-3 
-2.4E-2 
2.OE-3 
5.3E-3 
2.2E-3 
9.8E-3 
2.2E-3 
2.OE-3 
1.9E-3 
Ns* Bias Ns* Bias Ns* 
0.93 4.92 4.92 
0.99 1.5E-4 4.46 4.2E-4 4.60 
1.22 3.5E-4 5.16 1.2E-3 5.65 
1.36 1 .OE-3 8.98 1.2E-3 8.62 
1.57 -l.OE-1 12.1 l.lE-1 12.7 
1.38 -1.4E-4 10.9 l.lE-3 10.2 
1.15 1.4E-1 7.91 -1.4E-1 8.34 
1.37 1.7E-3 10.4 -6.7E-4 10.1 
9.46 7.3E-3 24.4 -3.2E-3 25.4 
1.29 1 .OE-3 8.47 9.3E-4 8.13 
1.30 -4.3E-3 4.71 6.OE-3 5.06 
1.28 4.2E-4 8.23 7.9E-4 7.82 
120 1.6E-1 94.7 -1.6E-1 112 
1.34 3.OE-3 10.0 -1.2E-3 10.3 
better, a finite sample effect. The compact convex set G used in the projection PG was 
of the simple form ny[lowi, high,], where the values of the bounds lowi and high, are 
shown in Table 1. 
Comments on the results: 
(i) For ys = 0.01, a non-negligible bias occurs in cases B, C, and F. This ya is simply 
too small to let the steps taken by 6 be large enough. Choosing ys = 0.05 removes this 
problem and improves the overall performance, with case E being a notable exception 
in which both choices lead to small bias and yo = 0.01 gives the smallest variances 
(at least for the p-parameters). Case A is another exception, but since @ = 4’ here, 
it is of less interest. 
The value ys = 0.25 was also tested, but then the recursive procedure not always 
seemed to converge to 4’. For the other two (smaller) values of ys, $n always seemed 
to converge to 4’, except possibly in case F with yo = 0.0 1. Convergence was assessed 
by plotting the estimates. Normal probability plots of the estimates revealed no gross 
deviations from normality except for the cases D and F with ys = 0.01. 
(ii) Other values of n, were tested as well, namely n, = 0, 10, 25, 100, and 400. Of 
the values up to 200, n, = 200 consistently gave the smallest variances and among the 
smallest biases. Hence, one should not hesitate to exclude a substantial portion of the 
sample, here 20%, from the averaged estimator. For n, = 400, the sample variances 
of the estimates of ~1 and ~2 continued to decrease, while the sample variances of the 
estimates of ~12 and ~21 increased slightly. 
(iii) For ys = 0.05, which gave the best performance, the normalized samples vari- 
ances for aI2 and a21 are up to 50% larger than the asymptotic lower bounds, and 
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the normalized sample variances for ~1 and /.Q are up to 120% larger than the lower 
bounds. This is not completely satisfactory, but Ruppert (1991) wrote, “In stochastic 
approximation, finite-sample distributions are often quite different from what asymp- 
totic theory suggests, even for moderately large sample sizes.” Moreover, the algorithm 
seems stable as in case F the initial point is quite far from the true parameters. 
(iv) The choice a = 0.9 was also tested, resulting in bias and variances that were 
consistently larger than those for a = 0.7. These results are therefore not reported. 
6. Comparison with the Holst-Lindgren procedure 
Holst and Lindgren (1991) proposed a recursive estimator for HMMs of the form 
&+i = 4, + (10) 
where, essentially, 
h+l(Yn+l; 4) = b$ [ $1 Y,,...,Y.,*] , (11) 
and 
[n+l = Cl{& = C&+1 =j){log@j($) + 10i3S(yn+1;~j(4))} (12) 
Lj 
is the conditional loglikelihood for (X n+i, Y,+i) given X,, and H, is an estimate of the 
inverse of E$[h,(Y,; 4’)hf( Y,,; 4O)]. Holst and Lindgren write that h,+i is the “score 
function for a new observation”, but h,+i is not equal to r3 log p(Y,+i ]Y,, . . , , Yi; 4)/a4. 
The recursive procedure (10) is rather a scheme for finding roots of the function 
Q(4) = lim,+, iEbo[h,(Y,; +)I. This function can be given a strict definition, cf. Ler- 
oux (1992, p. 133), and it indeed has a zero at 4’. 
Moreover, provided that 6, + I$ ‘, the limiting behaviour of n1i2(Jn+, - c$O) is the 
same as that of 
(13) 
where jn~ = limn-+m ~,@,(Y?l; 4O)h;(Y,; #OH. 
This follows from a strong representation similar to the one employed in the pre- 
vious section, cf. Ruppert (1982) and Schwabe (1986). Now, it is relatively easy to 
see that under P$o, h,+i(Y,+i;4’) is a martingale difference sequence with respect to 
dYl,...> Yj,+i), and the martingale central limit theorem shows that the limiting dis- 
tribution of (13) is a centered multivariate normal distribution with covariance matrix 
~$~n&;,! = 9;;. Simulation results in Holst and Lindgren (1991) confirm this 
result. 
The matrix yui_ was simulated as described in Holst and Lindgren (1991) for the 
estimation problem considered in the previous section using 400000 samples of the 
h-vector. The resulting diagonal elements of 9;: were 1.62, 1.64, 5.49, and 5.48, re- 
spectively, and these should be compared to the lower bounds given in Table 1. For 
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the transition probabilities ~12 and Q, the Holst-Lindgren procedure gives asymptotic 
variances about 75% larger than those of the averaged estimator q,,, and the corre- 
sponding figure for the normal means ~1 and ~2 is 10%. 
Krishnamurthy and Moore (1993) proposed a recursive procedure similar to the 
one given by Holst and Lindgren. Their recursion (3.18) has the form (lo), but their 
scaling matrix H, is the inverse of the conditional expectation (given Yi, . . . , Y,,) of 
the information matrix for the complete observation including also the hidden Markov 
chain. 
7. Proofs of Lemmas 1 and 2 
Proof of Lemma 1 (continued) 
(A) Trivially, { &“} IS a martingale difference sequence. The conditional variance 
of its ith component ri’! may be bounded as 
(14) 
6 sup [E [ 3h?( Y,+1; 4) + 3$(X,+1; 4) + 3Hiz(4)w2(X+1)( Fn] 
#EG 
G 3 sup max E [~?(Y,+I; 4)] X,+1 = x] + 3 sup max t&x; 4) 
+zG 1 <x<R ,$,cG l<xQR 
+3 sup H?(4) ,n~:$,w~(x). 
q%G ’ ’ 
Cl and C3 imply that lE[$-(Yt;4)(Xt = x] is bounded in n and 4 E G, so that 
the right-hand side of (14) is finite. Since CT k-2b < 00, it follows by a standard 
theorem of martingale theory, see e.g. Theorem 2.15 in Hall and Heyde (1980), that 
C;” k-“(r) is convergent a.s. 
(B) First note that 
2 k--s@2) 
k,i = E [%(X2, y2; $1 )I 61 
k=l 
+ &” - (k - 1)-6}E [%(Xk+l, Yk+l; 4k)l pk] 
k=2 
-n-“E [%(X+2, yn+2; #n+l )I fin+*] . (15) 
It follows as above that (E[(ui(Xk+t, Ykfi; &)( IFk] is bounded, and since k-’ - 
(k - I)-” = O(k-1-6) the sum on the right-hand side of (15) is absolutely con- 
vergent, and thus also convergent, a.s. It is also immediate that the last term on the 
right-hand side of (15) tends to zero, and hence cy k-*tr) is convergent a.s. 
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(Cl BY (5) and WY 
QUi(-&+Z, Yn+2; 4)l~n+lI = &(&+l, Yn+l; 4) + Hi(+) - h( yn+l i 4) 
= d&+1; $1 - Hi(4)(W(xn+1 ) - l), 
whence 
Moreover, 
1%(X; 4’) - Ui(X; 4)I 
I II x1 =x 
O3 r 
6 C E 1 l{k < 7) IE [hi(Yk; 4’) - h(Y&; 4) I {-%}~2~~1 = X] 1 ( x1 = x] 
k=2 
= &[l{k < z}([E[hi(Yk;~‘)-hi(Yk;~)IXk]I 1% =X] 
k=2 
<FE [l{k < 2}l~?~R(IE[hi(Yk;9’)-hi(Yk;~)IXk=X’]I /xl =x] 
k=2 
< ,~~~RW(X)l~?~RI~[hi(Y~;~‘)-hi(Yl;~)IXI =x’lI’ . . . . (16) 
By C2, the right-hand side of (16) is bounded by 
where A41 is as in (4). Thus, 
I I r$ d M2 k4l+1 - 4nl +Ml lFxyR Iw(x> - 11 IhI+ - 4nl = M3 Mn+l - 4nl . . 
Now, since the projection PG is a contraction, I&+, - 4,, I d yn Ih( Y,,+l ; &)I, and it 
follows that 
n-61($] < .-s YJ43l~(Yn+l;hI)I. 
By Cl and C3, E[]h( Y,+r; &)I IF-,] is bounded by some finite constant, so that the 
corresponding unconditional expectation is bounded by the same constant as well. We 
conclude that C;” k-65;) is (absolutely) convergent a.s. 0 
In the next proof, we say that a sequence {_&} of random variables has a property 
eventually if there exists a set B G R with P+o(B) = 1 such that for all o E B, 
{zk(w)} has the property in question for k B K(o). An analogous terminology is used 
on subsets of fl. 
Proof of Lemma 2. Since $0 is a covariance matrix it is symmetric and can be thus be 
diagonalized by a real orthogonal matrix. Write this diagonalization as 90 = RNC’ 
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with A = diag(Ar,. . . , A,). By A5, li > 0 for each i. Define 6, = R-‘6, etc., and 
define the q-variate process (2,) by .& = 0 and 
.%+, = 2, - y,(A.% - f,), (17) 
where t,, = R-l&,. 
The first claim we want to show is 
nB_& + 0 P$o-as. on 0* implies that .p($, - 4”) + 0 P4o-a.s. on R”. (18) 
To prove this, note that since 4’ is an interior point of G, the projection in (8) is 
applied only a finite (but random) number of times on Q*, and on this event the 
recursion is thus eventually given by 
&+, = 4, - Y~(-fi(~,)) - Yn(-F,)> 
where g(G) = R-‘H(R@). The Jacobian of -E) at 4” is A, whence for each coordinate 
i, 1 < i < q, there exist positive numbers 1:“’ 2 $” and a neighbourhood %i of 4” 
such that 
for 4 E %i. The claim (18) can now be proved by a coordinate-wise application of 
the proof of Theorem 2 in Schwabe and Walk (1996). 
Now, provided that we can show 
2% -+ 0 P40-a.s. on 0’ for all /3 < a/2, (19) 
we obtain 
$n,i _ 6: = L,:’ t 2 fk,i + o(n-1’2-E) 
k=l 
on R* for each i and some E > 0, cf. Eq. (17) in Schwabe ( 1993) and Theorem 3 
in Schwabe and Walk (1996). This is the point where A6 is needed. By a change of 
variables back to the original coordinate system, the theorem then follows. 
It thus remains to prove (19). Since A is diagonal, by Lemma 5 in Schwabe and 
Walk (1996) (19) follows if we can show that for each i, the process {Ek,i} satisfies 
a strong invariance principle of the form 
2 fk,i = qBi(n) + o(&*) P$O-a.% on fl*, (20) 
k=l 
where c > 0 and {Bi(t)}t>o is a standard Brownian motion defined on (a, F, P&D). 
Possibly one needs to enlarge this probability space in order to define {Bi(t)}, but this 
can always be done without changing the distributions of the original processes, cf. 
Philipp and Stout (1975). 
Split t,, into the sum t,, = 2”” + $*’ + [p’ as in the proof of Lemma 1. First we 
have, with u” = R-‘u, 
2 $i) = &5O [ ci(x2> Y2; $1)) s1] - &+O [ Ci(Xn+2, Yn+*; J,+,,j 3F,+,] = O(1). 
k=l 
T. Ryd&nl Stochastic Processes and their Applications 66 (1997) 79-96 93 
Secondly, by part C of the proof of Lemma 1, 
By Kronecker’s lemma this expression is o(n@) provided cy k-3a’zjh( Ykfl; &)I < 
cc P@o-as. But this is true, since the sum indeed has finite expectation. This follows 
by again using an argument as in part C of the proof of Lemma 1 and the assumption 
u > 213. 
by $), and we proceed by do- 
difference equation (17) can be 
Hence, it suffices to show (20) with & replaced 
ing that. The coordinate-wise solution of the linear 
written 
n 
gn+l,i = d,f C YLdk,i'Zk,i + dLffmo,i, n B no, (21) 
k=l 
where no is a number such that Iiyn < 1 for all n L 120 and all i, y: = 0 if n < no 
and yi = y,, otherwise, and d,i is defined by 
d,,i = fi(l - /liyb)-‘, 
k=l 
see Schwabe and Walk (1996). Using (21) and Kronecker’s lemma it is clear that 
nflp, -+ 0 if c: I&i& is convergent. But since k$$ = y~k-‘+~ for large k, by 
Lemma 1 this sum is convergent if -u + /? < - i. Thus nb2, -+ 0 for b < u - $, 
and by (18) we obtain .B(&,, - 4’) + 0 Pgo-a.s. on a* for such /?. 
Now we want to show that the solution u of the Poisson equation (5) as a function 
of 4 is continuously differentiable on 4 (see A4) for each (x,~), and for this we 
use the representation (6). By A4, hdy; .) = Scm)(j; .) and H(.) = IE#o[S@)( YI; .)] are 
continuously differentiable on %, whence it is sufficient to prove this property for o. 
By A4 and in analogy with ( 16) we obtain 
h(Yk;4) II 1 xl =x 
so that the expression in (6) for v can be differentiated inside the expectation, yielding 
a continuous derivative on %!. 
Let q E (0, u - 1) and define the functions u@), n = 1,2,. . . , by 
uqx 
U(X& 4) if 14 - 4O] < A4gP+112+tl, 
y’ 4) = 7 3 
4X& 9O) otherwise, 
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where I& > 0 is chosen small enough that the sphere centered at 4’ with radius A44 
is contained in a’. Since np(f, - 4O) + 0 P40-a.s. on R* for all /I < c( - i, we 
have that u(“)(.; 6,) = u(.; 4,) eventually on a*, whence it is sufficient to prove (20) 
with fk,i replaced by $)(&+r, Yk+i; &)- E,++o[$‘(Xk+r, Yk+i; &)lPk]. Moreover, by 
Kronecker’s lemma and Theorem 2.15 in Hall and Heyde (1980), it follows that 
5 { iijk)(Xk+ly Yk+l; 4,) - kp[~k)(Xk+l, yk+l; 6kWkl) 
k=l 
(22) 
holds if 
I5 [I b $)(Xk+l, yk+l; 6,) - &;.(Xk+l, yk+l; 4’) 
k=l 
-~@[~~k)(Xk+l, Ykfl; $k)lpkl + &$O[%(xk+l, yk+l; d)“)~~kl}2~ Fk] /k’ < 00. 
(23) 
This sum of conditional variances is bounded by the corresponding sum of conditional 
second moments, and using the fact that u” is continuously differentiable in 4 at 4’, 
we can bound (23) by 
2 Ec#JO [ IU”)k)(Xk+ly yk+l; Ek> - ci(xk+l, yk+l; d”)12 1 Fk] /i. 
k=l 
2 
M,k- 2a+l+24[E o 4 yk+l; 4) Fk 
I! I/ k’. k=l 
The expectation on the right-hand side above is finite by A4 and (6), and thus the right- 
hand side is bounded by a constant times CT k- 31+‘f2q. Since c1 > f, this sum is 
finite if q is chosen small enough, and thus (22) is true. Consequently, it is sufficient 
to prove (20) with [k,i replaced by ci(Xk+r, yk+l; 4’) - E@‘[%(xk+l, yk+l; d”)lFkl, 
and this is the final step of the proof. 
First note that jE+o[ci(Xk+i, yk+l; 6’)lFkl = E@[ci(xk+l, yk+l; d)‘)lxkl. BY an ar- 
gument entirely similar to that in Lindgren (1978, p. 87), the mixing coefficients of 
the bivariate process {(Xk, Yk)} are bounded by four times the mixing coefficients of 
{Xk}. The latter are geometrically decaying, see Ibragimov and Linnik (1971, p. 366), 
so that {(Xk, Yk)} has geometrically decaying mixing coefficients as well. Hence 
by A8 and Theorem 4.1 in Qiman and Chuanrong (1987), (20) indeed holds if [k,k,i 
is replaced by ci(Xk+i, Yk+,;4’) - ,+[&(Xk+i, Y,+,;~“)]X,], and the prOOf iS 
complete. 0 
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