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Abstract
Atmospheric pressure plasmas (APPs) are known to be effective sources for reactive
oxygen and nitrogen species (RS), making them potentially suitable for applications in
biomedicine, where these species are believed to play a crucial role. However, in order
to fully establish plasma sources in biomedicine, detailed characterisation of the RS pro-
duced is required. This is particularly challenging at atmospheric pressure, because of high
collision rates among particles leading to fast de-excitation of excited states (quenching),
complex gas mixing, and the small physical dimensions of the investigated systems, which
effectively limits the accurate application of several commonly used diagnostic techniques
applicable in low pressure systems. The motivation of this work is therefore to investi-
gate the chemical kinetics in APPs, using a combination of simulations and experimental
diagnostics, which are able to overcome the above-mentioned challenges.
Experimentally, absolute RS species densities such as O, OH, H2O2, N, and NO, are
determined using absorption spectroscopy in the UV and VUV spectral range, a tech-
nique independent on quenching and providing high spectral resolution. Spatially resolved
two-photon absorption laser-induced fluorescence with sub-nanosecond temporal resolution
enables the determination of atomic species densities (O and H) in the plasma eﬄuent.
Experimental values are benchmarked against zero-dimensional plasma-chemical kinetics
simulations, which are used to investigate the principal reaction mechanisms leading to the
formation and consumption of the investigated species. It is generally found that forma-
tion pathways depend strongly on the concentration of molecules in the feed gas, and the
position in the plasma jet, as well as potential impurities being present in the feed gas,
which is an important aspect for consideration for the applications of APPs. The results
are used to propose possible tailoring schemes to optimise RS productions in APPs.
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1. Introduction
The use of non-thermal plasmas in modern technologies is vast, with the number of dif-
ferent areas of applications still increasing. The term "non-thermal" or "non-equilibrium"
plasma is derived from the feature that not all particles produced in the plasma are in ther-
mal equilibrium. Typically, the very light electrons are accelerated in fast changing electric
fields, reaching high temperatures of some 10,000 K, while the heavier ions and neutral
particles stay at or close to room temperature. Typical ionisation degrees of non-thermal
plasmas at atmospheric pressures are in the order of 10−8 − 10−6. The benefit of these
plasmas for applications is the low gas temperatures, enabling treatment of temperature
sensitive surfaces, as well as a rich chemistry of reactive species due to the active electron
dynamics, which leads to excitation, ionisation and dissociation of molecules present in the
gas.
One of the largest areas of non-thermal plasmas is industrial processing, where plasmas
are used for surface modification and etching, for example for the production of electronic
components. Other applications, which have been arising in the last few decades are
biomedical applications, treatment of textiles, materials synthesis, lighting, or even in food
processing to prolong the shelf-life of different products.
There are numerous reasons why plasmas are so successful in all these very different
applications: first of all, plasmas often offer a more environmentally friendly alternative
to commonly used approaches relying on aggressive chemicals, which have to be disposed
of. Secondly, plasmas can be set-up in a very cost-effective way, treating large areas of
substrates in a short amount of time. Finally, the design and parameters of plasmas
can be varied over a large range, so that plasma sources can be tailored to their various
applications.
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1. Introduction
In this thesis, the use of non-thermal plasmas will be discussed from the point of view
of biomedical applications. However, there is no doubt that results obtained in this work
can be applied in other applications, too.
1.1. The potential of plasmas for biomedical applications
A major motivation for the usage of non-thermal plasmas in biomedicine to offer an
adjuvant or even substitutional therapy for many traditional therapies in medicine. A
prominent example for this is the growth of multi-drug resistant bacteria, which are re-
sistant to even strong medication and sterilisation procedures. The destructive effect of
non-thermal plasmas on bacteria, even of multi-drug resistant nature, has been shown
on various occasions [1–3]. It has been found that plasma treatment of bacteria leads to
damage of the cell membrane, and breakage of DNA strands in the cell. Similar results
were obtained in cancer cells [4, 5] and plasmid DNA [6], leading to a sudden cell death,
which is usually referred to as necrosis. On the other hand, plasmas have also been proven
to be able to trigger a programmed cell death (apoptosis) [7]. The type of cell death
and response of cancer cells to plasma treatment has been found to be dependent on the
investigated cells and plasma conditions [8, 9]. Having this effect on different kinds of
cells, plasmas are very attractive as potential adjuvant therapies, or combinatorial or even
substitutional treatment methods in areas like decontamination and sterilisation [10–12],
cancer treatment [13–15], wound healing [16–18], and electro-surgery [19]. Various review
articles exists that explore the different applications of plasmas in medicine [20–22].
Clearly, the effects of plasmas on biomedical samples can be beneficial, however, the
exact mechanisms of how plasmas and biological samples interact are poorly understood.
Several properties of plasmas, which are important for interactions with biological tissue
have been identified, which are plasma chemistry and reactive species (RS) produced in the
plasma, electric fields, (high energy) radiation, and gas temperature. In certain systems,
some of these effects can be isolated. In most plasma interactions with biological tissue,
great care is usually taken to eliminate the effect of thermal influences by keeping the
plasma temperature below biomedically relevant temperatures at the position of treatment,
such as body-temperature. This can be achieved by limiting the power input (low voltage
amplitudes or pulsing of the plasma), or increasing the distance between plasma source
and sample.
Another important aspect in plasma interactions with biological samples is the plasma
chemistry and high energy radiation. Privat-Maldonado et al. [2] treated samples of S.
typhimurium with two different atmospheric pressure plasmas (APPs), and came to the
conclusion that the plasma chemistry, particularly reactive oxygen species (ROS), are most
likely be the driving force behind observed effects on their samples. They ruled out the
effects of high energy radiation by blocking the flux of ROS towards the sample using
an MgF2 window, which is transparent for UV radiation (200-400 nm). For one plasma
configuration, they also ruled out the effects of electric fields by preventing plasma break-
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down by stopping the gas flow but powering the generator. It was found by others [23–25]
that although UV or vaccuum UV (VUV, 100-200 nm) radiation usually has a small effect
on the deactivation of bacteria on its own, the combination of RS with (V)UV photons is
more effective, and can also exceed the effects of treating samples with RS only. This was
attributed to indirect photochemical effects taking place in the plasma eﬄuent instead to
a direct effect of the radiation.
The theory behind the effectiveness of reactive oxygen and nitrogen species (RONS) is
that a lot of these species naturally serve as signalling agents in important cell functions
through oxidation-reduction biochemistry [26]. For example, it was found in a numerical
study that radicals such as O and OH could potentially change the lipid composition
of the skin [27], which might have potential for future applications of these plasmas in
dermatology. Therefore, if beneficial RONS could be produced in a controlled way by
plasmas, useful biological responses would be triggered that could lead to desired effects.
These effects might depend on the specific RONS, or on the quantities of RONS delivered to
the specimen. Therefore, in order to make plasmas applicable in therapeutics, the plasma
systems have to be thoroughly characterised, particularly with regards to the reactive
species produced.
However, this does not mean necessarily that the influence of other aspects such as high
electric fields can always be neglected. Since the electric potential across cell membranes
is important for controlling their permeability, it is no surprise that high external electric
fields can disrupt their functioning. This effect is called electroporation. It was observed
that very high electric fields can lead to an increased conductivity, and a rearrangement
of the membrane [28]. Norberg et al. [29] investigated the effect of a helium APPJ pulsed
with kV pulses on liquid covered cells using a 2D simulation. They found that for most
of their conditions, the electric fields in the cells produced by the plasma were not high
enough to cause electroporation, but also emphasized that this might not be true generally.
Taking all of these effects into account, plasma sources used for the treatment of biomedi-
cal tissue have to be carefully characterised and investigated, before they can be established
in therapeutics. In the next section, several prominent plasma designs will be discussed.
1.2. Plasma jets
When looking at the literature, a large variety of plasmas have been developed to inves-
tigate biomedical applications. One of the more prominent types are atmospheric pressure
plasma jets (APPJ). In these sources, the plasma is ignited in a gas flow. The positioning
of the electrodes in relation to the flow and therefore the orientation of the electric field is
crucial for the perfomance of the jet: If the gas flow is perpendicular to the electric field,
only RS and radiation can escape the active plasma bulk into the eﬄuent region, while
charged particles rapidly decay due a lack of electric field in the eﬄuent. An example
for such a configuration is the COST µAPPJ [30], which is the source used in this work,
and which will be described later in chapter 2. This jet is investigated by several research
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groups within the European COST collaborative project [31], and is therefore one of the
best characterised atmospheric pressure plasma sources to date. Examples for a jet in
the parallel configuration are the kINPen [32] and the plasma gun [33]. Here, the active
plasma can extend beyond the dimensions of the electrodes, and an active plasma plume
can interact with samples. Although the general voltage characteristics in the two sources
are different (sinusoidal kHz voltages in the case of the kINPen vs. ns pulses in the case
of the plasma gun), the formation mechanism of this active plasma plume relies on the
formation of plasma bullets in the sources in both cases. These plasma bullets were found
to propagate long distances in thin tubes [33], creating great potential for a use of these
sources inside the human body.
Often, APPJs are operated with a sinusoidal radiofrequency (RF) voltage in the kHz or
MHz frequency range. This choice of voltage waveform requires the source to run in a rare
gas background to ensure electrical breakdown, and small amounts of molecules can be
added to promote the production of RS via their dissociation. Ignition in purely molecular
gas mixtures is possible by increasing the discharge voltage and decreasing its rise-time,
for example by using ns-pulsed plasmas
Other types of discharges include direct current plasmas (DC) and microwave plasmas.
A general overview of different types of atmospheric pressure plasmas can be found in
reference [34].
1.3. Use of atmospheric pressure plasmas in real-life conditions and the
influence of humidity
Fig. 1.1: Schematic of plasma interaction with a biological sample. Adapted from refer-
ence [35].
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Using atmospheric pressure plasmas, a variety of RONS can be produced. The specific
species and absolute quantities can be controlled to a certain extent by choosing appropri-
ate plasma conditions. For example, reactive NxOy species, which have been found to play
a role in many biological responses, are commonly produced by using air or air containing
plasmas [36–38]. Similarly, hydrogen containing species such as atomic hydrogen or hy-
droxyl radicals are produced from humidity in the feed gas [39,40]. A schematic of a typical
interaction of a plasma with biological tissue is shown in fig. 1.11. Reactive species are
produced in the plasma core by dissociation of admixed molecules. They can subsequently
diffuse into the plasma eﬄuent region and further interact with (liquid-covered) biological
tissue.
However, certain aspects do not lie in control within a change of plasma parameters,
but still have to be taken into account when treating biological matter. One important
aspect is the influx of ambient air into the plasma or plasma eﬄuent as indicated in fig. 1.1,
causing impurities, which might affect the results of the plasma treatment. Additionally,
ambient air usually contains a certain amount of humidity, which can lead to the formation
of reactive oxygen and hydrogen containing species (ROHS) such as atomic hydrogen (H),
hydroxyl radicals (OH), and hydrogen peroxide (H2O2). The amount of impurities coming
from ambient air can be controlled by using a shielding gas around the plasma gas flow,
as it was implemented in the kINPen [41]. However, it was found that impurities can also
arise from the gas supply itself [42, 43], leading to the production of charged high order
water clusters (H+·(H2O)n and OH−·(H2O)m).
A way to investigate the production of ROHS is by deliberately admixing water molecules
into the feed gas, which has been done both in experimental [44–51] and simulation
work [39,52–58]. In some occasions, the influence of a (liquid-covered) surface on absolute
number densities has also be investigated [59, 60]. In the work of Yonemori and Ono [60],
the densities of OH and O in the gas phase were dependent on the wetness of the treated
surface. Gorbanev et al. [59] investigated the origin of species in plasma treated liquid,
and found that most reactive species found in the liquid after plasma treatment originated
from the gas phase. Other experimental work includes the detection of OH, O, H2O2, and
positively and negatively charged water clusters (H+·(H2O)n and OH−·(H2O)m), and will
be discussed in the next section.
A plasma can also be ignited directly in the liquid by using very short high voltage
pulses, or in aerosol containing plasmas or gas bubbles. However, these applications go
beyond the scope of this work. An overview of most plasma-liquid interactions can be
found in reference [61].
1Many thanks to Phil Roberts (Department of Biology, University of York) for generating the schematic
used in fig. 1.1.
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1.4. Understanding reactive species production - state of the art and
challenges
As previously mentioned, in order to make plasma sources applicable for biomedical and
technological applications, a careful characterisation of the respective source is necessary.
An important aspect is the quantification of reactive species in the source. In this section,
the state-of-the-art experimental and numerical approaches are discussed, as well as current
challenges, which will be tackled in this work.
1.4.1. Experimental investigations
In order to quantify absolute species densities, optical diagnostics have been proven
to be very effective. Several review papers on the usage of optical diagnostics in APPs
exist [62,63].
A relatively straight-forward method to measure the densities of different species is
absorption spectroscopy. This technique relies on the absorption of light generated by an
external source by exciting the atom or molecule in the plasma via a resonant transition.
One of its main advantages is its independence on collisional de-excitation (quenching)
of species, which plays a crucial role at high pressures. Using absorption spectroscopy,
line-of-sight averaged species can be measured, while the technique can still offer a high
spatial resolution in the other two dimensions, depending on the optics and light source
used in the individual experiment. The main limitations of the technique lie in the signal
strength, which depends on the concentration of species and the absorption length, which
is sometimes difficult to define, as well as the availability of absorption cross sections in
the literature.
Absorption spectroscopy has been used in the past to detect absolute densities of molecules
in APPs such as OH, nitric oxide (NO), and ozone (O3) [37, 38, 40, 64, 65]. The quantifi-
cation of atomic species however is challenging, since the wavelengths required to excite
resonance transitions from the ground state lie in the VUV spectral range. At atmospheric
pressure, light in that wavelength regime gets absorbed quickly, creating the necessity to
place the investigated atmospheric pressure plasma source into a low pressure environment.
However, for example through the use of state-of-the-art synchroton light sources, it is pos-
sible to measure densities of certain atomic species, such as N and O [66]. More details
about the absorption spectroscopy technique will be provided in chapter 4. Absorption
spectroscopy in the UV spectral range has also been used in combination with a cavity
ringdown setup to measure OH [44, 67] in the eﬄuent of an APPJ. This technique can
drastically enhance the signal strength and is therefore useful at low species densities or
small absorption lengths. However, the necessity of a laser cavity around the investigated
jet adds to the complexity of the experimental setup.
Another technique based on the principle of absorption spectroscopy is Fourier-transform
infrared spectroscopy (FTIR), which was previously used to detect absolute H2O2 densities
in an APPJ [68]. The advantage of FTIR spectroscopy typically lies in a better spectral
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resolution without having to implement an entrance slit to the used device (in comparison
to dispersive techniques), which would decrease the intensity of the probed light. How-
ever, spatially resolved measurements e.g. in a plasma jet setup is challenging, since the
investigated jet has to be installed in the FTIR spectrometer.
It is also possible to use absorption spectroscopy to probe species in the liquid phase,
which typically is an indirect method of measurement. The detection of H2O2 in plasma
treated water is a common example [51,59,68], and will be further described in chapter 6.
A more commonly used and direct diagnostic to quantify absolute densities of atomic
ground state species is two-photon absorption laser induced fluorescence (TALIF). This
technique relies on the absorption of two laser generated photons, and observation of flu-
orescence emission from the resulting excited states. The detailed working principle of
the technique will be discussed later in chapter 5. TALIF offers a good spatial resolution
(absolute densities are not line-averaged), which is only limited by the beam-size of the
used laser and the detection system. The main limitations of the technique lie in the
temporal resolution of the experimental setup, because in contrast to the previoulsy dis-
cussed absorption spectroscopy technique TALIF depends on collisional quenching, and
the availability of two-photon excitation cross sections in the literature, as well as their
accuracy.
In APPs, TALIF is used to detect atomic species such as O, N, and H [44, 60, 69–85].
As previously mentioned, the temporal resolution of the experimental setup plays a crucial
role. Most TALIF setups have laser pulse lengths on the order of nanoseconds, which
limits their temporal resolution to the nanosecond range. This is the same range as the
lifetimes of excited states at atmospheric pressure due to the high collision rates of these
excited states with ambient gas particles. Since the lifetime of the laser-excited state is of
great importance in the calculation of absolute densities, it is often calculated assuming a
certain gas mixture and the rate of collisional de-excitation of the excited states (quenching
coefficients). This procedure relies on knowledge of the gas composition and the values
of the associated quenching coefficients, and as a result can lead to large uncertainties,
especially when gas impurities are present, or a gradual gas mixing from the ambient
air into the plasma or plasma eﬄuent is taking place. In order to reduce the impact of
possible feed gas impurities, sometimes diagnostics are run in a protected atmosphere [44].
However, with treatment of living patients in mind, this is usually not feasible under the
conditions of actual applications.
In order to circumvent this problem, the usage of shorter laser pulses and faster detection
systems is favourable [86]. In recent work, lasers with femtosecond (fs) resolution have
been used to detect H produced in flames used for combustion [87]. However, due to the
temporal restriction of the detection system, lifetimes still had to be calculated in this
work using simulated species densities distributions and quenching coefficients from the
literature. Fs-TALIF was also used to detect H and O in a DBD-type plasma jet [88] at
atmospheric pressure, and in a ns-pulsed pin-to-pin plasma with O2 and H2 admixtures
at 100 torr pressure [89]. In the latter publication, the used detection system enabled
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the active measurement of quenching coefficients of excited states of atomic oxygen and
hydrogen.
A very similar technique is laser-induced fluorescence (LIF), where only one photon is
absorbed. This technique has been used in the past to detect molecular species, such as
OH and NO [36,48,60,77,90–93]. In a more advanced setup using a second laser, absolute
H2O2 densities were obtained by photo-dissociation and subsequent detection of the OH
fragments [94].
Both LIF and TALIF are reliant on a calibration to obtain absolute species densities,
making these diagnostics less direct than absorption spectroscopy.
Finally, a technique which is used to detect absolute species densities mainly of ionised
species is mass spectrometry. This technique has been used to investigate absolute densities
of ions such as water clusters in APPs containing oxygen and humidity [49,50,95], but also
to investigate the ion and neutral dynamics under different plasma conditions [96], or to
investigate the role of gas mixing and impurities in these sources and their eﬄuents [43,
97,98]. However, the application of mass spectrometers to APPs often involves a complex
multi-stage pumping system to bridge the transition from atmospheric pressure to the low
operating pressures of mass spectrometers.
1.4.2. Simulations
Experimental diagnostic techniques provide information about absolute species densities
of many species which are of interest for applications. However, the actual plasma chem-
istry and reaction mechanisms for the production and destruction of these species are not
revealed. Understanding the fundamental plasma chemistry, especially under parameter
variations, is of great importance if one wants to understand how to tailor plasmas for
applications.
A very useful tool to investigate the plasma dynamics are numerical simulations. The
most basic type of simulations are volume-averaged global simulations or 0D simula-
tions [99]. These models usually include a thorough description of the plasma chemistry,
but general do not have any spatial information. They only require short computational
times, therefore allowing complex plasma chemistries to be taken into account including
tens of species and thousands of chemical reactions. This is a great advantage when it
comes to representing the complex plasma chemistries typically present in APPs. How-
ever, because of the missing spatial information, they can only be used to model spatially
homogeneous plasma systems.
Global models have been used for a variety of radio-frequency driven APPs in helium and
argon with different molecular admixtures, such as O2, N2, H2O and air [39,52–56,100–105].
Using these models, absolute species densities of RS produced in the plasma sources can
be quantified. In some of the work [54–56, 106], the influence of feed gas impurities was
investigated, such as coming from ambient air or humidity.
The limitations of global models lie in their capability to only generate spatially av-
eraged quantities such as species densities, limiting their accuracy when used to model
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highly spatially inhomogeneous plasmas. Additionally, the reliability of calculated species
densities is dependent on the accuracy of the proposed reaction mechanisms including the
used reaction rates for bulk and wall chemical reactions [104].
Higher dimensional simulations can also take into account spatial distributions of species
and gas flow patterns, for example over treated surfaces [107,108]. Additional physics can
be included to for example simulate the interaction of plasmas and a treated liquid [109].
However, they are also computationally expensive, and are therefore typically not used
with extensive plasma chemical reaction mechanisms.
1.4.3. Combination of simulations and experiments
When investigating plasma properties using simulations, a verification of RS densities
predicted by the simulations is of great importance. Therefore, a combination of simulation
and experiments is a powerful tool. However, in most work, simulations and experiments
are treated separately, partially because of the challenges associated with measuring RS
densities under atmospheric pressure conditions, as described before. On some occasions,
however, a successful benchmark of experiments and simulation was achieved. Some ex-
amples relevant to this work will be discussed below.
Waskoenig et al. [110] investigated the production of atomic oxygen densities in a pre-
vious version of the COST-µAPPJ and found good agreement in qualitative trends for
atomic oxygen densities in experiment and a 1D simulation. The model was then used to
identify the main formation mechanisms for atomic oxygen. A modified reaction chemistry
set was later used to compare simulated and experimental densities of helium metastable
atoms [101]. The spatial distribution of helium metastables has been also investigated as
a function of electrode distance in other work [111] with both a 2D simulation and tunable
diode laser absorption spectroscopy. Spatially resolved numerical and experimental helium
metastable densities were found to be in good agreement.
Willems et al. [96] investigated the chemical kinetics of the COST-µAPPJ using a 2D
model to explain trends of species such as OH, H2O2 and HO2 observed in experiments
using mass spectrometry in the eﬄuent.
For the same jet, Kelly et al. [112] measured gas flow patterns and electrode temper-
atures, and found good qualitative and quantitative agreement with a complex multi-
dimensional modelling approach, which accounts for plasma dynamics (1D), gas and heat
dynamics (3D), and heating via enthalpy changed due to interaction of reactive species
(2D).
Van Gaens et al. [106,113] investigated RONS densities in APPs using both experimental
laser diagnostics and a global model. Absolute densities obtained with both techniques
were largely in good agreement. A similar chemistry set was later used by Wende et al. [9],
who investigated the effect of an APPJ on growth media and eukaryotic epithelial CRFK
cells. It was found that although NO−2 and NO
−
3 were present in the gas phase chemistry
according to the simulation, none of these species could be measured in the treated solution,
which might be an effect of gas flow or more complex chemical dynamics.
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1.5. Aims of this work and thesis outline
In the previously outlined literature review, several current challenges can be identified,
and proposed solutions are as following:
1. Absolute species density measurements exist for various different plasma sources. The
difficulty is to measure as many reactive species as possible in the very same plasma
source, to sufficiently characterise the source with regard to their RS production,
ideally under several parameter variations. In this work, four different ROHS are
measured in comparable plasma sources containing humidity, which are O, H, H2O2
and OH. Additionally, N and NO are also measured in the same source in a gas
mixture containing N2 and O2.
2. Novel and improved diagnostic techniques are used for these absolute species densities
measurements in order to provide the most accurate possible data. Absolute O
densities are quantified using VUV-Fourier-transform absorption spectroscopy under
a variation of the H2O content in the feed gas, using synchrotron radiation and and
ultra-high resolution spectrometer (chapter 4). For the measurement of absolute OH
and NO densities, an ultra-stable broad-band light source is used.
Additionally, a ps-TALIF technique is presented for the measurement of atomic
species such as O and H. This technique enables the measurement of excited species
lifetimes (chapter 5). This means that the previously mentioned problem of having
to calculate excited state lifetimes using assumed gas mixtures and quenching coef-
ficients can be circumvented. Using this technique we can also gain insight into the
gas mixing into the plasma eﬄuent region.
3. Finally, a revised reaction mechanism is proposed to model the plasma chemistry
in H2O containing APPs (chapter 3). Using a 0-D plasma simulation, this reaction
mechanism is benchmarked against the experimental measurements of O, H, OH, and
H2O2. After obtaining a sufficient agreement between simulations and experiments,
formation and consumption for these and other species of interest is investigated
(chapters 4 to 6).
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2.1. Plasma jets
In the following sections, the two plasma sources which are used throughout this thesis
are described.
2.1.1. The Micro Atmospheric Pressure Plasma Jet (µAPPJ)
The micro atmospheric pressure plasma jet (µAPPJ) is a prototype, a standardised at-
mospheric pressure plasma source used within the COST European Collaborative Project [31]
and by different European research groups both for experimental [81, 85] and simulation
studies [56,101,103,108]. The final aim of establishing such a source in the APP community
is to provide a well characterised plasma source, which allows for similar measurement con-
ditions, and more comparable results between different research institutions. The relative
simple design allows for optical access to the plasma bulk necessary to probe it with optical
diagnostics. Additionally, it has a very simple geometry suitable for plasma simulations,
and allows interactions with biological samples.
A schematic and photograph of the version of the µAPPJ used in this work is shown in
fig. 2.1 (a) and (b), respectively. The jet consists of two modules, which are the electrode
configuration and gas supply, and a housing. Two electrodes are placed in parallel between
two quartz glass plates, leaving a channel of (1 × 1) mm2 cross section, and 3 cm length.
The electrodes form a tip at the end of the channel, enabling the insertion of the setup
into the cavities of a 24 well titer plate. The configuration is attached to a gas supply
tube. The parallel-plane geometry of the jet contains the electric field inside the discharge
gap, therefore only allowing neutral species and (V)UV light to exit the jet, while charged
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Fig. 2.1: Schematic (a) and photograph (b) of the µAPPJ
species like ions and electrons are contained within the electrodes. Therefore, possible
effects on biological matter after plasma treatment can be related to these two effects only.
Gas is introduced into the confined discharge channel, and exits the channel into open
air. High purity He (99.996% purity) serves as a buffer gas, and small amounts of molecular
gases (up to a few % depending on the gas) can be admixed in order to create RS due to
dissociation of these molecules. Typical flow rates range between a few hundred standard
cubic centimetre per minute (sccm) and few standard litres per minute (slm). Before using
the jet, gas is typically flowed through the channel for at least half an hour to remove
any residual impurities which may have entered the channel since the previous use. The
plasma is ignited by applying a sinusoidal voltage in the radio-frequency regime, typically
13.56 MHz, to one of the electrodes, whereas the other electrode is grounded. Typical
powers coupled into this device lie between 0.2 and 2 W [30], depending on the applied
voltage and gas mixture. Gas temperatures can be kept under 37◦C at low powers, which
is a critical temperature for treatment of biological tissue. Steady-state temperatures are
usually reached within the first thirty minutes of plasma operation [30].
The design is an early design of the current COST-µAPPJ as described in reference [30],
but without the internal transformer coil, safety-gap and electrode shielding. However, the
basic geometry is the same as described in reference [30], so that all plasma properties are
the same when operated at the same conditions as the source described in this reference.
2.1.2. Sealed plasma jet (mod-µAPPJ)
For certain diagnostic techniques, such as absorption spectroscopy in the vacuum ultra-
violet spectral range, the plasma jet has to be inserted into a vacuum vessel at the DESIRS
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beamline at the synchrotron SOLEIL [114]. Therefore, a modified sealed version of the
µAPPJ was designed specifically for this purpose, which is referred to here as the mod-
µAPPJ. A schematic an a photograph of this plasma source are shown in fig. 2.2 (a) and
(b), respectively.
(a) (b)
Fig. 2.2: Schematic (a) and photograph (b) of the mod-µAPPJ
The dimensions are chosen to resemble the µAPPJ: The jet has one powered electrode
with an area of (8.6× 24) mm2. The whole metal casing of the jet serves as the grounded
electrode. Between the two electrodes, the plasma is ignited in a gap of 1 mm width
similar to the µAPPJ. The wider electrodes allow for a longer absorption length for AS
measurements in order to enhance the signal strength. A very similar source has previously
been described by Niemi et al. [66]. However, compared to the source used in this work, the
absorption length and channel length in the source described in reference [66] are longer,
being 1.1 cm and 3 cm, respectively.
The plasma can be optically probed through two round and 1 mm thick MgF2 windows
(Crystan Limited), which are partially transparent into the UV and VUV range. The
transmission of the windows is about 66% at 130 nm, which is the wavelength used for the
VUV absorption measurements described in chapter 4 for atomic oxygen, and over 90%
for wavelengths over 190 nm. They are shaped like wedges (angle within 0.025 mrad) for
a better control of a possible beam displacement, as it is shown in fig. 2.3. By rotating
the two windows in opposite directions, the position of the beam can be adjusted. This
is necessary because beam paths in the synchrotron facility are large, resulting in a large
displacement of the beam if not properly aligned. More details about this experiment will
be revealed in section 4.4.
Additionally, the source is completely vacuum-sealed, allowing measurements with at-
mospheric pressure inside the channel and vacuum outside, and the VUV beam to pass
without being absorbed in ambient air. Similarly, the source is well sealed against pos-
sible air impurities intruding the source when operated in a common lab environment at
atmospheric pressure. Additionally, the gas outlet is far away from the plasma channel,
preventing a possible backflow of air into the jet under these conditions.
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Fig. 2.3: Path of the probe beam going through the two wedge-shaped windows of the
mod-µAPPJ
2.2. Plasma operation
2.2.1. General considerations
Although plasma operation depends on the plasma source and plasma conditions for the
various different experiments, several general rules are followed when operating the source
to increase reproducibility of results. At the beginning of any series of measurements, the
plasma is operated at least for half an hour with the desired starting gas mixture. This
is to establish equilibrium conditions, in which the gas and electrode temperatures reach
steady-state [30], and many gas impurities, which get into the plasma source when not
used, are flushed out.
The source is powered by either a fixed frequency power generator, or a combination
of function generator and amplifier. In order to maximise the power coupled into the
plasma, a matching box is connected between the power supply and the plasma source.
The matching network is used to tune the overall impedance of the system close to 50 Ω,
which is the ideal output impedance for the rf-power generators. Different combinations
of power supply and matching units are used for different experiments carried out in this
work. In order to obtain reproducible results, the applied voltage is always monitored using
an external voltage probe attached between the matching box and the plasma source. The
lengths of all cables between matching box, voltage probe, and plasma source, as well as the
numbers of the electrical connections, was kept constant within the experiments involving
either of the two plasma sources.
When conducting a parameter sweep, such as a gas mixture variation, a waiting time of
5 mins (in the case of O2 and N2 gas admixtures) or 10 mins (when the H2O admixture
is changed) was applied before taking the next measurement point, to ensure that the gas
mixture has reached a steady-state condition by the start of the measurement. This is
done in addition to the previously mentioned 30 min warming-up tome of the plasma jet.
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2.2.2. Gas humidification
For the measurements presented in this work, helium (He) serves as the feed gas, and
small amounts of molecules (typically up to 1.5%) are admixed to create a reactive chem-
istry. For most gases, the desired flow can be obtained by using mass flow controllers
(MFC) connected directly to the corresponding gas bottles. However, for the admixture
of H2O vapour another approach has to be used, since MFCs cannot be used with humid
gases. As a result, humidity is added to the feed gas by splitting the main He flow into
two flows using two MFCs, where one gas flow is bubbled through a bubbler. A similar
approach has been used in other work [40, 44, 47]. The bubbler consists of a 120 cm long
domed glass adapter (Biallec GmbH), which can be clamped to a KF40 flange using an
O-ring. This setup makes it easy to fill and empty the bubbler, and prevents air impurities
entering the gas flow during the measurements. Two stainless steel pipes are welded to the
flange, providing a gas in- and outlet. A schematic of the MFC setup is shown in fig. 2.4.
For results presented in chapter 5, an additional filter was installed in the dry part of the
He gas supply to filter out humidity coming from gas impurities. This prevents impurities
having an impact on results when the intentional molecular admixture is low.
H O
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Fig. 2.4: Setup for humidifying the He feed gas. The amount of H2O vapor is controlled
by changing the ratio of dry He and the He guided through the bubbler.
Assuming that the He is saturated after passing through the bubbler, the total amount of
water in the vapour phase can be calculated using the vapor pressure pvapH2O of H2O [115] and
the flow rate of the He through the bubbler F bubblerHe , as has been described elsewhere [44]:
pvapH2O = 6.112× 10−3 exp
(
17.62TC
243.12 + TC
)
bar (2.1)
FH2O = F
bubbler
He
pvapH2O
patm − pvapH2O
(2.2)
where TC is the temperature in ◦C. In order to check if the He is saturated with water after
passing through the bubbler, the weight loss of water is measured over long time periods.
Using the flow rate, weight loss, and bubbling time, a value for the absolute humidity is
calculated. Measured absolute humidities can be found in fig. 2.5 as a function of gas flow
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Fig. 2.5: Measured water content in the gas phase over the amount of He through the
bubbler, and calculated values for different temperatures.
The gas temperature varies slightly with the He flux through the bubbler. Additionally,
a day-to-day variation can occur, which is likely due to temperature fluctuations in the
laboratory. However, most absolute humidity values can be described by assuming a t =
(20 ± 2)◦C, as it is shown in fig. 2.5. Therefore, if not otherwise stated, a typical error
bar of 2◦C is assumed when calculating the humidity for a given set of experiments. For
most measurements in chapter 5, the bubbler was placed in a water bath to regulate
the temperature to 18◦C. For these measurements, a smaller error bar of 1◦C for the
temperature fluctuation of the water in the bubbler is assumed.
Other methods have been used previously by other groups to quantify the content of
humidity in their feed gas. These methods include molecular beam mass spectrometry [44,
96], tunable diode laser absorption spectroscopy [116], or using hygrometers [42]. These
techniques could be implemented in future work to measure the water content in the feed
gas more accurately.
1Data points in fig. 2.5 were taken by Nicolas Minesi
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Plasma simulations are very useful tools to investigate plasma systems that are difficult
to access experimentally, and together with experiments they offer a means to interpret
experimental data. In this work, the 0-dimensional plasma-chemical kinetics code Glob-
alKin [109,117] is used, together with the pathway analysis tool PumpKin [118]. Together
with an extensive chemistry set, these tools are used to investigating the complex reac-
tion chemistry in APPs, while keeping the computational time low. Both the µAPPJ and
the mod-µAPPJ produce homogeneous spatial density profiles for most species of interest
when operated in α-mode, making the use of a global model justified.
The aim of the establishment of such a model is two-fold. First of all, a comparison
between model and experiments can help to benchmark the model to determine if it is
describing the plasma dynamics correctly, and to find the relevant formation pathways
for species of interest. Secondly, if good agreement is obtained between simulation and
experiments, the model can be used to predict other parameters which are not easily
accessible, such as additional species densities of interest.
3.1. Principles of the GlobalKin code
Globalkin is a 0-dimensional plasma-chemical kinetics code, which is widely used to
simulate different kinds of plasma systems. It has been used to investigate various ap-
plications [109, 117, 119, 120], such as the investigation of formation of O2
(
1∆
)
, surface
modification of polymers, or plasma remediation in combustion processes. The code is
described in detail in the cited publications, and only its main features will be summarised
here.
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GlobalKin consists of 3 parts; a chemistry module, a two-term Boltzmann equation solver
to calculate the electron energy distribution function (EEDF), and an ordinary differential
equation solver. It solves mass balance equations (3.1) for all the species included in the
reaction scheme and, in addition, the electron energy balance equation (3.2).
dni
dt
=
S
V
− Diniγi
γiΛD +
4Di
vth,i
+
∑
j
Djnjγjfij
γjΛD +
4Dj
vth,j
+ Si (3.1)
d
dt
(
3
2
nekBTe
)
= Pd −
∑
i
3
2
neνmi
(
2me
mi
)
kB (Te − Ti) +
∑
l
neklnl∆l (3.2)
Here ni denotes particles densities of species i, me and mi the masses of electrons and
heavy particles, and Te, Ti and Tg the electron, heavy particle and gas temperatures,
respectively. Λ and Di are the diffusion length and coefficients for species i, γi and fij
the wall recombination ("sticking") coefficients and return fractions, Si a source term of
species from chemical reactions, Pd is the coupled power into the plasma, νmi the collision
frequency, kl the reaction rate coefficient for electron inelastic collisions with particles l,
and ∆l the internal energy difference.
Equation (3.1) is the continuity equation for species and describes how species densities
change as a function of time. The different terms on the right hand side of eq. (3.1) account
for diffusion to and recombination of species at the wall (first two terms in brackets) and
changes in gas temperature that lead to changes in species densities at fixed pressure (last
term). Since all simulations are carried out at a constant Tg = 315 K in this work, the
latter is not taken into account here. The source term Si describes production and loss of
species due to chemical reactions, and will be described in more detail later in section 3.2.
Equation (3.2) is the electron energy balance equation. It describes the change of electron
temperature due to power coupled into the system (first term on right hand side) and power
losses due to elastic (second term on right hand side) and inelastic collisions (third term
on right hand side) with heavy particles. The power Pd is the average power deposited
into the system over many RF cylces, and therefore temporally averaged.
3.2. Model inputs
3.2.1. Geometry
GlobalKin is a 0-dimensional chemical kinetics code, therefore, all quantities such as
species densities and temperatures are calculated as a function of time and not necessarily
space. However, GlobalKin also incorporates a pseudo-one-dimensional plug flow [117].
In systems like APPJs, this allows a specific volume of gas to be followed while it travels
along the discharge gap. This allows for the simulation of plasma parameters spatially as
the gas propagates through the discharge gap. In order to convert the temporal change in
species densities and temperatures shown in eq. (3.1) and eq. (3.2) into a spatial change,
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GlobalKin takes into account the flow velocity in the mass flux conservation equation [117]
dvx
dt
= −vx
ρ
dρ
dt
(3.3)
The flow velocity vx is calculated by using the cross sectional area Aflow, through which
the gas is flowing, and the gas flow rate F in sccm
vx =
F
Aflow
n0
ng
(3.4)
where ng is the gas density under plasma operating conditions, and n0 is the gas density
at standard conditions (Tg = 273.15 K and atmospheric pressure). By default, this plug
flow is calculated assuming a plasma formed in a cylindrical tube geometry in GlobalKin.
In this case Aflow and the diffusion length Λ are calculated using a given radius r of the
discharge:
Aflow = pir
2 (3.5)
Λ =
r
2.405
(3.6)
However, because the plasma sources investigated in this work have rectangular cross
sections instead of circular ones, As and Vp are manually calculated from the plasma
dimensions and used as inputs for the model. The diffusion length Λ for a rectangular
cross section is also manually calculated using [121]
Λ =
√(pi
x
)2
+
(
pi
y
)2−1 (3.7)
where x and y are the width and height of the plasma channel. A list with all relevant
parameters used for the simulations can be found in table table 3.1.
Tab. 3.1: Dimensions used for plasma simulations
Source µAPPJ mod-µAPPJ
Dim. (cm3) 0.1× 0.1× 3 0.1× 0.86× 2.4
Aflow (cm2) 0.01 0.086
Λ (cm) 0.0225 0.0316
As (cm2) 1.2 4.608
Vp (cm3) 0.03 0.2064
FHe (sccm) 500 5000
3.2.2. Initial particle densities
All experiments in this work are carried out in a He background gas with small deliberate
molecular admixtures up to 1.5%, such as H2O, O2, and N2.
In the simulations, a total gas flow is defined, as well as the mole fractions of different
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species contributing to this gas flow. With the gas flow mainly consisting of He, mole
fraction for He is set to 1 and the initial mole fraction for H2O or other deliberately admixed
molecules is typically set to values between 10−6 to 10−2, depending on the investigated
admixture. For all other not deliberately admixed species, chosen mole fractions of the
inital gas mixture are 10−12 − 10−10 for neutral species, 10−12 for ions, and 10−11 for
electrons.
3.2.3. Plasma power
An important input parameter for the simulation is the plasma power. The power can
be measured by measuring current I and voltages U of the plasma source, as well as the
phase shift ϕ between them
P =
UI
2
cos(ϕ) (3.8)
However, measuring the plasma power is not very easy in rf plasmas at atmospheric pres-
sure, because the power deposited is typically small. Therefore, the phase shift between
voltage and current is small and difficult to measure accurately.
In this work, the power is measured dependent on the H2O content in the feed gas by
determining current, voltage and phase shift using a current (Ion Physics Corp. CM-100-L
1 V/A) and voltage probe (Tektronix, 1000:1). The procedure is described in much detail
elsewhere [122]. The probes are installed between matching unit and plasma source.
Power losses into the plasma source and surrounding electronics are accounted for by
measuring the power deposited in the system without a gas flow, so that the ignition of the
plasma is inhibited. We then use the power subtraction method for a given current [123]
Pnet(I
2) = Pon(I
2)− Poff(I2) (3.9)
The net power Pnet is the difference between the power measured with and without plasma,
Pon and Poff, respectively. The measured powers can be transformed to power densities p
by taking into account the volume of the plasma
p =
Pnet
Vplasma
. (3.10)
The instrumental phase shift from the electronics is determined using an air capacitor
with a known phase shift (MFJ 282-2018-1). For the calibration measurement, the plasma
source and cable between source and matching box are replaced by this capacitor.
Current and voltage waveforms are recorded by a fast oscilloscope (WaveSurfer10, 10 GS/s
sample rate, LeCroy). From the data, the three parameters in eq. (3.8) were obtained by
performing a fast Fourier transform.
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Tab. 3.2: Species considered in the simulation. N containing species are only taken into
account on an impurity level in chapter 5. All other simulations in this work
only take into account O and H containing species, as well as He and electrons
(species printed in bold).
Species neutral positive negative
He He, He∗, He∗2 He+, He
+
2
O-species O, O(1D), O(1S), O2, O+, O+2 , O
+
4 O
−, O−2
O2(a1∆), O2(b1Σ), O3
H-species H, H2 H−
N-species N, N(2D), N(2P), N2 N+, N+2 , N
+
4
OH-species OH, HO2, H2O, H2O2 OH+, H2O+(H2O)n=0,1, H2O−2 ,
H+(H2O)n=1..9, O+2 (H2O) OH
−(H2O)n=0..3
NO-species NO, NO2, N2O, NO3 NO+
NH-species NH, NH2, NH3
NOH-species HNO, HNO2, HNO3
Electrons e
3.2.4. Reactive species and reaction set
One aim of this work is to establish a chemistry set which describes accurately the
dynamics in a He-H2O atmospheric pressure plasma (with some potential air impurities)
by benchmarking its results to those of experimental measurements. Several previous
studies have been developed on reaction sets either in He or argon (Ar) with various
molecular admixtures. Liu et al. [39] developed a large reaction mechanisms for a He-H2O
atmospheric pressure plasma, taking into account 46 species and 577 reactions. Other work
was carried out to elaborate further on this chemistry, e.g. by admixing additional species
such as O2 [52, 53]. Recently, also chemistry sets for plasmas containing humid air have
been developed [54, 105, 124]. The reaction set used in this work is based on the work of
Liu et al. [39] and Murakami et al. [54], with additional and revised rate coefficients.
Table 3.2 shows all 61 species taking into account in this work. For all simulations, O and
H containing species (in bold in table 3.2) are taken into account. The respective reactions
can be found in chapter A. For simulations carried out in chapter 5, some additional N-
containing species are added to the chemistry set that could potentially arise from air
impurities, because the source modelled in that section is in contact with ambient air. The
additional reactions taken into account in chapter 5 can be found in chapter B. The reader
should note that the chemistry set used is not necessarily designed to represent plasmas
with high nitrogen or air content, because several species, which are known to play an
important role in these kinds of plasmas, are missing from the set presented in this work.
Examples for these species are vibrationally or electronically excited states of N2 and O2.
In the following paragraphs, the four different types of reactions, which must be consid-
ered when developing a reaction set, will be discussed. These are electron impact reactions,
mutual ion-ion-recombination, ion-neutral collisions and reactions between neutrals. All
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551 reactions taken into account are listed in chapters A and B, where the latter lists
additional N-containing reactions for simulations carried out in chapter 5. In general,
GlobalKin accepts reaction rates for all four types of these reactions in Arrhenius form
k = AAT
n
e e
−Ea/Te (3.11)
k = AAT
n
0 e
−Ea/Tg (3.12)
Where AA is the Arrhenius A coefficient in the units s−1, m3s−1, or m6s−1 for 1-,2- or
3-body reactions, respectively, and Ea is the activation energy of the reactions. Equa-
tion (3.11) is for electron reactions, therefore Te and Ea are in eV. Equation (3.12) is for
heavy particle collisions, with T0 =
Tg
300 K , Tg and Ea in K.
Radiative reactions are not taken into account in this work, although it is known that
several species occuring in the plasma under the investigated conditions, such as He∗2 ex-
cimers, can be strong sources for UV radiation, which could lead for example to dissociative
processes. However, including radiation would require a radiative transfer model, taking
into account excitation into these radiative states as well as competition with quenching
processes, and would highly add to the complexity of the present model. The addition of
radiative process could be a task for future investigations.
Electron collisions
All electron reactions taken into account in the simulations are listed in tables A.1
and B.1 given in the appendices. As stated previously, GlobalKin incorporates an internal
Boltzmann solver, which calculates rate coefficients and EEDFs from sets of electron impact
cross sections for the species contained in the plasma. This is the case for the electron
scattering and momentum transfer cross sections, most electron impact excitation cross
sections, and some of the dissociative processes. However, some cross sections are not
well known. In that case, rate coefficients are either deduced from known processes, or
estimated using similar processes. Whenever rate coefficients are not calculated using
the internal solver and/or cross sections are approximated, this is noted in footnotes in
tables A.1 and B.1. However, some specific examples will be discussed in the next few
paragraphs.
For the calculation of rate coefficients for electron impact of excited states, such as the
O2 metastable states (O2(a1∆) and O2(b1Σ)), the equivalent cross section for the ground
state species is used as a basis for estimating the electron impact cross section for the
excited state. However, the threshold energy for these processes is shifted according to the
energy difference between the ground and excited states. Additionally, the cross sections
are scaled by taking into account the excitation threshold of the reaction. For super-elastic
collisions, the electron impact cross section is calculated from the inelastic process using
the principle of detailed balancing.
For some reactions electron impact cross sections cannot be found in the literature, in
these cases well-known approximations are used to calculate cross sections or rate coef-
ficients. One example for this is the approximation of electron ionisation cross sections
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for the ionisation of atoms (in this work for the ionisation from atomic oxygen metastable
states O(1D) and O(1S)), using equations derived by Gryzinski and Vriens [125,126]. An-
other way is to assume the same cross sections as for a species with similar energy level
distribution. An example here is OH. For the dissociation of OH, the same cross sections
as for the dissociation of CO are assumed.
Sometimes there is no cross section data available, and rate coefficients are estimated in
the literature. A typical example for this is the neutral dissociation of H2O2 by electron
impact, resulting in two OH radicals. Soloshenko et al. [127] have calculated the rate
coefficient for this from the electron impact dissociation cross sections for O2, and doubling
the threshold energy. This rate coefficient is used by other authors [39], but it is a very
rough estimate, and results obtained by using this rate, especially when analysing the most
important pathways in a reactions set, should be treated carefully. Later in this work in
chapter 6, the effect of this rate coefficients on the absolute densities on H2O2 densities will
be discussed. H2O2 densities are generally small compared to densities of admixed species
such as He or H2O, so it is assumed that this pathway does not significantly influence
electron energy losses and that its main purpose is in determining the densities of H2O2
and OH.
Ion-ion recombination
Of the four types of possible reactions described in this section, ion-ion recombination
reactions are perhaps the least investigated in the literature. However, these reactions
play an important role especially in electro-negative gases, as they are one of the main
mechanisms to limit the charge density in these kinds of plasmas [128]. As pointed out in
several publications [129–131], reaction rates generally depend on the gas pressure, where
three pressure regimes are distinguished. At very low pressures, at the zero-pressure limit,
mutual neutralisation reactions (with rate coefficient kMN) are binary in nature.
A+ +B− → C +D (3.13)
Reactants A and B can either be atoms, in which case the products of this reactions C = A
and D = B, or molecules. In the latter case, this reaction typically leads to dissociation of
the reactants or rearrangement of molecules due to the high potential energy of the positive
ion, which typically lies above the needed dissociation energies of most molecules. It has
been found that these reaction rates also depend on the gas density [130, 131]. However,
the exact dependence is not known for most ions.
Towards higher pressures (the "Thomson regime", up to a few atmospheres), another
mechanism that can enhance the overall reaction rate is three body recombination (with
rate coefficient kR)
A+ +B− +M → AB∗ +M (3.14)
→ A+B +M (3.15)
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Here reactants A and B (of which at least one is a molecule) recombine to form a highly
excited complex, which could potentially decompose back into the original particles, unless
the excess energy is taken away by the background gas. Therefore, this reaction rate
increases strongly towards higher pressures.
At very high pressures (the "Langevin regime"), the ambient gas starts to interfere
with the ions and the rate coefficient becomes diffusion limited. Therefore, the reaction
rate decreases again with increasing pressure. The rate coefficient in this regime can be
expressed by
kL = 4pie(µ1 + µ2) (3.16)
=
4pie2
kT
(D1 +D2)
where D and µ are the diffusion constant and mobilities of the different particles, respec-
tively. As shown in the previously mentioned publications [129–131], and also other ex-
perimental work [132,133], the transition between the Thomson and the Langevin regimes
typically lies around atmospheric pressure, with recombination rate coefficients of kR ≈
10−6 cm3s−1. In early work by Kossyi [134], the rate coefficient
A− +B+ +M → AB +M (k = 2× 10−25T−2.50 cm6s−1) (3.17)
→ A+B +M (k = 2× 10−25T−2.50 cm6s−1) (3.18)
for several atoms and molecules was proposed for the modelling of air plasmas, where M
is a third body species such as O2 or N2. At atmospheric pressure and room temperature,
the effective rate coefficient, obtained by multiplying by the gas density, is in the order of
10−6 cm3s−1.
Values for the binary ion mutual neutralisation reactions kMN have been measured for
several rare gas cations reacting with different di- and polyatomic anions by Miller et
al. [128]. They found that for these reactions, kMN is given by the following expressions
kMN = 3.2× 10−8T−1.10 m−0.01r ε−0.04a (diatomic) (3.19)
kMN = 2.8× 10−7T−0.90 m−0.5r ε−0.13a (polyatomic) (3.20)
Therefore, these reaction rates are one to two orders of magnitude smaller than the three
body processes at atmospheric pressure and close to room temperature. It is also worth
to mention that the measurements by Miller et al. have been conducted at low pressures
(at 1 Torr), but that it was observed in other work [130,131] that these reaction rates can
strongly depend on pressure. However, in the work presented here, ion-ion neutralisation
reactions are treated as three-body reaction with the rate constant shown in eqs. (3.17)
and (3.18).
All ion-ion reactions for this work can be found in table A.2 and B.2.
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Ion-neutral reactions
Most second order ion-neutral reaction rates taken into account in this work to describe
the kinetics of positive ions are simple charge transfer reactions or charge transfer involving
rearrangement or dissociation of species:
A+ +B → A+B+ (3.21)
→ C +D+ (3.22)
Many bimolecular reaction rates of this type for the species considered in this work can
be found in the UMIST database for Astrochemistry [135], and the kinetic database for
Astrochemistry (KIDA) [136].
Some charge exchange (or excitation transfer in the equivalent case for neutral excited
species) reactions involving rare gas metastable states and ions, reaction rates have been
found to consist of a combination of bi- and termolecular reactions [137–140], the latter
becoming more important towards higher pressures.
Another process taken into account is three body association, where an ion and a neutral
form a new highly unstable complex, which is subsequently stabilised by a collision with the
background gas. Examples from this work are the association reactions which form large
protonated H2O clusters by collisions between smaller water clusters and H2O molecules
which are stabilised by the background gas. The forward and reverse reactions are denoted
as
H+(H2O)n +H2O +He H+(H2O)n+1 +He (3.23)
The reaction rate for these processes are both temperature and pressure dependent, and
therefore have to be calculated for the specific temperature and pressure conditions in the
system of interest. Details can be found elsewhere [124]. At low pressures, the association
reaction can be expressed as a sequence of two binary reactions, where in a first step the
two colliding partners combine to form a highly excited and loosely bound state, which
can decompose back into the original particles if the excess energy is not taken away by a
collision with a third body.
H+(H2O)n +H2O  (H+(H2O)n+1)∗ (3.24)
(H+(H2O)n+1)
∗ +M → H+(H2O)n+1 +M (3.25)
In this low pressure limit, rate coefficients are then expressed as for a three-body reaction
(k0 in unit cm6s−1), and the effective rate increases linearly with pressure at constant
temperature. At high pressures, the third body density is high enough that all excited
species are stabilised before they can decompose back into the original particles. The
reaction rate coefficient in this high pressure limit becomes two-body in nature (k∞ in
unit cm3s−1). Figure 3.1 shows the dependence of the effective two-body rate coefficient
keff on the pressure, calculated from expressions that can be found in Sieck et al. [124].
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It shows that, at atmospheric pressure, for low n keff approaches k∞, while for high n keff
approaches k0. This highlights the importance of calculating the effective rate coefficient
correctly for the pressure range to be studied by the model.
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Fig. 3.1: Dependence of the effective rate coefficient for the reaction H+(H2O)n +
H2O(+He) → H+(H2O)n+1(+He) on the pressure at 315 K. For low n, the
rate coefficient approaches k∞ at atmospheric pressure (dashed line), while for
high n, the rate coefficient is still described by k0.
The efficiency of eq. (3.25) depends on the nature of the third body. Where the third
body is stated to be O2 or N2 in the original source, k0 is multiplied by a factor 0.38 to
account for the effect that He is a much less efficient quenching species. This a rough esti-
mation, because the effectiveness of stabilisation via He could change for different reactions.
However, it is in accordance with previous work [141].
In order to use these rate coefficients in GlobalKin, which requires reaction rate coeffi-
cients in Arrhenius form (eqs. (3.11) and (3.12)), keff has to be calculated for the relevant
experimental conditions. This is done by calculating keff using the expressions given by
Sieck et al. [124] for atmospheric pressure and a temperature variation between 280 and
350 K, and fitting an Arrhenius expression to the data, where possible. This means of
course that keff calculated in this way can only be used under these operating conditions
and might not be valid at other pressure or temperature regimes. Figure 3.2 shows the
dependence of the rate coefficients for the association reaction of different sized H2O clus-
ters on the temperature at atmospheric pressure. It can be seen that for the association
reaction, keff decreases with increasing Tgas. The opposite is the case for the decomposi-
tion reaction (not shown). Figure 3.2 also shows the Arrhenius fit to the calculated data.
Although the expressions given by Sieck et al. [124] are not strictly in an Arrhenius form,
the data can be represented well by the fit in the regime of interest for most the experi-
mental conditions considered in this work. For most decomposition reactions, the data is
not represented satisfactory by an Arrhenius fit. Therefore, the rate coefficient has to be
calculated specifically for the respective temperature, in this case Tg = 315 K. Table 3.3
shows calculated keff for for the association and decomposition reactions considered in this
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work.
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Fig. 3.2: Calculated rate coefficients for the reactions H+(H2O)n + H2O(+He) 
H+(H2O)n+1 + He for different n under a variation of the gas temperature
(Symbols) at atmospheric pressure using data from Sieck et al [124]. (a) Asso-
ciation reactions. (b) Decomposition reactions. The dashed lines represent an
Arrhenius fit to the calculated data.
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Fig. 3.3: Calculated rate coefficients for the same reactions as in fig. 3.2 at atmospheric
pressure for a fixed gas temperature of 315 K (black dots). For higher n, rate
effective rate coefficients are extrapolated (red stars). These values are used in
the model.
Sieck et al. only provide low and high pressure limit rate coefficient for clusters up to
n = 7 for decomposition and n = 6 for association reactions. In order to obtain keff for
bigger clusters, the data for the known keff is extrapolated to higher n. The results can be
seen in fig. 3.3 (a) and (b).
All ion-neutral reactions for this work can be found in tables A.3 and B.3.
Neutral chemistry
Similar to the ion-neutral reactions, all reactions for the neutral-neutral chemistry are
either binary reactions, or association reactions which require a third body for the sta-
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Tab. 3.3: Effective rate coefficient for decomposition and association reactions obtained
from an Arrhenius fit to the data by Sieck et al. [124]. keff is either in s−1 for
decomposition or in m3s−1 for association reactions. The number in the left
column is the row number according to table table A.3 in the appendix. Where
an Arrhenius fit could not reproduce the calculated data, the rate coefficients
are calculated for 315 K.
No Reaction keff
Decomposition reactions (Tg = 315 K)
253 H+·(H2O)2 (+ He) → H+·(H2O) + H2O (+ He) 3.91× 1015e−15829/Tg
254 H+·(H2O)3 (+ He) → H+·(H2O)2 + H2O (+ He) 5.88× 1014e−9321/Tg
255 H+·(H2O)4 (+ He) → H+·(H2O)3 + H2O (+ He) 2.64× 1026T−340 e−13979/Tg
256 H+·(H2O)5 (+ He) → H+·(H2O)4 + H2O (+ He) 2.60× 106
257 H+·(H2O)6 (+ He) → H+·(H2O)5 + H2O (+ He) 1.33× 107
258 H+·(H2O)7 (+ He) → H+·(H2O)6 + H2O (+ He) 2.14× 106
259 H+·(H2O)8 (+ He) → H+·(H2O)7 + H2O (+ He) 3.81× 104
260 H+·(H2O)9 (+ He) → H+·(H2O)8 + H2O (+ He) 1.49× 102
279 O+2 ·H2O (+ He) → O+2 + H2O (+ He) 1.41× 1012e−6629/Tg
Association reactions
299 H+·(H2O) + H2O (+ He) → H+·(H2O)2 (+ He) 4.44× 10−14T−4.40 e−919/Tg
300 H+·(H2O)2 + H2O (+ He) → H+·(H2O)3 (+ He) 8.47× 10−13T−7.30 e−1800/Tg
301 H+·(H2O)3 + H2O (+ He) → H+·(H2O)4 (+ He) 1.65× 10−10T−13.70 e−3450/Tg
302 H+·(H2O)4 + H2O (+ He) → H+·(H2O)5 (+ He) 1.07× 10−6T−28.40 e−6300/Tg
303 H+·(H2O)5 + H2O (+ He) → H+·(H2O)6 (+ He) 2.22× 10−16T−11.60
304 H+·(H2O)6 + H2O (+ He) → H+·(H2O)7 (+ He) 3.58× 10−17T−15.60
305 H+·(H2O)7 + H2O (+ He) → H+·(H2O)8 (+ He) 2.08× 10−18
306 H+·(H2O)8 + H2O (+ He) → H+·(H2O)9 (+ He) 3.10× 10−19
307 O+2 + H2O (+ He) → O+2 ·H2O (+ He) 1.19× 10−15T−2.40
308 O+2 + O2 (+ He) → O+4 (+ He) 7.13× 10−17T−3.30
bilisation of the products, and therefore appear as three-body reactions at low pressure.
All reaction rates accounted for in this work can be found in tables A.4 and B.4 in the
appendix.
Most three-body association rates are still in the low-pressure limit even at atmospheric
pressure, and can be described accurately by k0, the three-body reaction rate. Wherever
the reaction approaches the transition between the low and high pressure limits, and the
effective rate coefficient deviates more than 10% from k0, the effective rate coefficient is
calculated as described by Atkinson et al. [142]. These rate coefficients can be found in
table 3.4.
An example for such a pressure dependent reaction is the association reaction for the
formation of H2O2
2OH(+M)→ H2O2(+M) (3.26)
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Tab. 3.4: Effective rate coefficients for different association reactions, where keff is in
m3s−1. keff is calculated using data from the IUPAC database [142]. The
number in the left column is the row number according to tables A.4 and B.4
in the appendix.
No Reaction keff
Association reactions
365 (He +) H + O2 → HO2 (+ He) 3.50× 10−19T−2.10
366 (He +) 2OH → H2O2 (+ He) 3.60× 10−18T−2.90
511 OH + NO2 (+ He) → HNO3 (+ He) 6.11× 10−18T−2.80
The effective rate coefficient for this particular reaction has been measured by Forster et
al. [143], and the results are shown in fig. 3.4. At lower pressures, keff increases linearly with
the third-body density, while at higher pressures, keff approaches k∞ and stays constant
with pressure. The offset shown at very low pressures is the rate coefficient for another
product channel
2OH → H2O +O (3.27)
which is a pressure independent reaction with a bimolecular reaction rate.
Fig. 3.4: Dependence of the effective rate coefficient for the reaction 2OH(+He) →
products on the pressure at 298 K. Reprinted from R. Forster et al., J. Chem.
Phys. 103 (1995) 2949-2958 [143], with the permission of AIP Publishing.
Wall reactions
Additionally to the previously discussed plasma bulk reactions, reactive particles can
also stick to the plasma reactor walls with a certain probability γ, which is usually referred
to as the surface recombination or "sticking" coefficient, be absorbed, and return into the
plasma bulk as another particle. γ depends on the plasma properties (temperature, gas
mixture, pressure, and potential ion bombardment of surfaces) as well as the specific wall
material. Some of these coefficients are measured in low pressure systems under specific
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conditions, however, the measurements of these coefficients at higher pressures is very
challenging. Therefore, γ is not well known for most discharge conditions, especially at
atmospheric pressure. Additionally, if the plasma is run in humid conditions, as for most
experiments in this work, several monolayers of water could potentially build up on the
reactor wall, and change the surface sticking coefficients and reactions taking place at the
surface.
In order to test the sensitivity of the simulation results to the surface loss probability the
effect of varying the surface loss probability has been investigated. For the same discharge
conditions (mod-µAPPJ, 5 slm He, 5000 ppm H2O and 13.6 Wcm−3 power density), the
sticking coefficient for atomic hydrogen γH is systematically changed. Atomic hydrogen
as the lightest of the reactive neutral species is generally found to have the highest loss
towards the wall. More details about this will be given in section 5.4.1. The H atoms
which stick to the walls are assumed to undergo recombination and return to the plasma
as hydrogen molecules:
H
wall−−→ 1
2
H2 (3.28)
Therefore, the absolute density of both H and H2 depend on γH. Figure 3.5 shows simulated
densities of these species at the end of the plasma channel under a varying γH. The highest
H densities are found when the sticking coefficient is lowest, because no H is lost to the
wall. Absolute H densities are then decreasing with increasing γH, and approach a steady-
state at higher γH. Here, the loss of H is only limited by the amount of H that can actually
reach the wall via diffusion processes.
The trend in the H2 densities is opposite, because one of the important formation mech-
anisms for H2 is via eq. (3.28). Therefore, less H2 is produced when γH is low, and no
recombination reactions for H take place at the walls. With increasing γH, more H2 is
produced via recombination reactions at the walls, and the absolute H2 densities increase.
Other species can also be affected by the variation of γH , as shown in table 3.6. Generally
all species densities, except H, increase with increasing γH, because H as a very reactive
species and plays a role in the consumption of many particles. For example O3, which
shows an increase of 159%, is directly consumed by collisions with atomic hydrogen
O3 +H → OH +O2 (3.29)
For O2, the most important reaction for destruction under the investigated conditions is
H +O2 +He→ HO2 +He (3.30)
Therefore, O2 densities increase with increasing γH due to a decreasing H density. The
metastable states O2(a1∆) and O2(b1Σ) also increase because they are directly produced
from O2 via electron impact excitation.
For the simulations presented in this work, the following assumptions are made regarding
wall reactions: Neutral species in the ground state as well as negative ions are not reacting
with the wall. Positive ions generally react at the wall with γ = 1, and return as their
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Fig. 3.5: Absolute H and H2 densities at the end of the channel in the mod-µAPPJ at
2.4 cm as a function of γH. Simulation conditions are 5 slm He, 5000 ppm H2O
and 13.6 Wcm−3 power density.
Tab. 3.5: Change in species densities when γH is changed from 0 to 0.1.
Species He∗ He∗2 O O(1D) O(1S) O2 O2(a1∆)
Change in density (%) 0.0 0.1 9.1 13.7 0.8 32.6 21.9
Species O2(b1Σ) O3 H H2 OH HO2 H2O2
Change in density (%) 30.3 159 -46 66 3.0 17.1 7.3
neutral counterpart. For positive ion clusters of size H+·(H2O)n, the return species are
H+n×H2O. Electronically excited species, such as He or oxygen containing metastables,
also react with the wall with γ = 1, and return as their ground state counterpart. Electrons
are lost to the wall with γ = 1, with a return fraction f = 0. Table 3.6 lists all exceptions
from these rules. The reader should note that sticking coefficients in table 3.6, where
not estimated (indicated as est.) have usually been determined in low pressure systems,
which makes their accuracy at atmospheric pressure questionable, particularly in He-H2O
plasmas with a possible wall coverage of the reactor surfaces with H2O. However, these
wall coefficients are adapted from Liu et al. [39] for consistency.
3.3. Pathway analysis
Using a plasma simulation helps in calculating absolute species densities for the simulated
conditions, and additionally is a useful tool to investigate the formation of species. In this
work, the pathways analysis tool PumpKin [118] is used to undertake this task. PumpKin
is described in detail in other work [118], and only the main aspects are discussed here.
PumpKin is a pathway analysis tool based on the algorithm developed by Lehmann [146].
It uses output files from the GlobalKin simulations, including a list of species, elementary
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Tab. 3.6: Wall sticking coefficients and return fractions for various species considered in
this work.
Species γ Return species Reference
He∗2 1.00 2 He est.
O 0.02 0.5 O2 [39, 144]
O2(a1∆) 0.0004 O2 [39]
O2(b1Σ) 0.02 O2 [39, 144]
H 0.03 0.5 H2 [39, 145]
N 1.00 0.5 N2 est.
He+2 1.00 2 He est.
O+4 1.00 2 O2 est.
N+4 1.00 2 N2 est.
O+2 (H2O) 1.00 O2 + H2O est.
H2O+(H2O) 1.00 2 H2O est.
reactions, and reaction rates at different positions in the channel. Based on these inputs,
it calculates effective lifetimes for the different species averaged within an interval in the
plasma source that can be defined by the user. In a second step, it builds reaction pathways
from the elementary reactions, effectively eliminating short lived species, and sorts these
pathways by the magnitude of their effective reaction rate. The time scale τp that defines
if a species is short-lived or not, can be set by the user. Short lived species, whose lifetime
is shorter than τp, are referred to as branching point species.
This is further illustrated with the example of the formation of O2 in a He-H2O plasma.
The main elementary reaction responsible for the O2 production under certain conditions
is found to be
OH +O → O2 +H (3.31)
However, it might be of interest to also investigate the formation of OH and O necessary
from this reaction step. In order to do this using PumpKin, τp is set to value that is larger
than the effective lifetime of O and OH. Specifying τp like this, O and OH are considered
branching point species, and have to be recycled when a pathway is built. The resulting
pathway can be written as
3 · (e+H2O → H +OH + e)
2OH → O +H2O
OH +O → O2 +H
4 · (H → 1
2
H2)
2H2O → 2H2 +O2
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It is obvious that the sum of O and OH on the left and right hand sides of the set of
elementary reactions is equal, effectively resulting in a zero net production of these species.
The same is valid for H, whose effective lifetime is also shorter than τp. By balancing
both sides of the elementary reactions, the net production pathway can be obtained as
2H2O → 2H2 + O2. Additionally to the formation reaction of O2, formation pathways of
OH and O are also revealed, leading back to the initial dissociation of H2O by electron
impact. This of great interest, because it reveals all intermediate steps from the initial
H2O dissociation to the point where O2 is created from by-products.
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4. Reactive oxygen and nitrogen
species production in a sealed
APPJ containing humidity
As already discussed in chapter 1, atmospheric pressure plasmas are sources for reactive
species, which are typically produced by dissociating molecules admixed to the feed gas.
Reactive species, particularly reactive oxygen species, have been found to play a key role
in many biological functions [26]. In order to make plasmas suitable for applications such
as in biomedicine, the quantification of these species is of great importance.
The measurement of reactive species in atmospheric pressure plasmas is often challenging
due to additional diagnostic challenges which are not present in low pressure systems.
In particular, the small dimensions of the investigated systems makes the use of certain
diagnostic techniques, such as electrical probes, which are used in low pressure systems,
impossible. Optical diagnostic techniques on the other side are powerful tools, which allow
for non-invasive investigations of plasma properties. However, these diagnostic techniques
also have limitations, especially at high pressures where excited particle lifetimes are short
(typically in the order of ns) due to fast collisional de-excitation (quenching) and the
densities of the quenching partners is often unknown. A technique which is independent
of collisional quenching is absorption spectroscopy, which has been used previously for the
determination of line-of-sight averaged densities of several species in atmospheric pressure
plasmas [62]. A common example is OH [40,44,47]. However, absorption spectroscopy on
ground state atomic species is challenging, since the energy gaps between ground state and
excited states of the atoms are large and the required excitation wavelengths typically lie
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in the vacuum ultra-violet (VUV) range. Since these wavelengths are strongly absorbed
by air, the application of VUV spectroscopy at atmospheric pressure is challenging.
In this chapter, absolute densities of OH, O, NO, and N are investigated experimen-
tally using UV broadband absorption spectroscopy and vacuum ultraviolet high resolution
Fourier-transform absorption spectroscopy. These species are of particular interest be-
cause of their high reactivity and therefore their prominent role in the chemical kinetics
of the plasma. They are also precursors for longer-lived species such as hydrogen peroxide
(H2O2), which is an important signalling agent in cells [26, 147], and ozone (O3). In high
concentrations both of these species can also have a toxic effect on biological material.
Absolute species densities of OH, O, NO and N are measured under different parameter
variations such as the humidity, oxygen, and air content in the plasma, or a variation of
the power, with the aim to find parameters that can assist to tailor the reactive species
production.
The experimental results are compared to those obtained from a 0-dimensional chemical
kinetics model, which is also used for the identification of the most important formation
mechanisms of the experimentally measured species. Further to this, the formation of other
species produces in water containing plasmas is investigated using this model, such as the
hydroperoxy radical, O2 and H2 molecules, and metastable states of He, O and O2, which
were not investigated experimentally.
4.1. Plasma operation
All experiments in this chapter are performed on the sealed plasma source described
in section 2.1.2 (mod-µAPPJ), except the measurements described in section 4.6.2 and
section 4.3. In these sections, a previous version of the mod-µAPPJ has been used, with
slightly larger dimensions (discharge channel: 0.1×1.1×3 cm instead of 0.1×0.86×2.4 cm
in the mod-µAPPJ), but with a similar surface-to-volume ratio. The source has been
described in [66].
The mod-µAPPJ has been specifically designed to operate inside a vacuum chamber,
while retaining atmospheric pressure inside the source, thus facilitating VUV spectroscopy.
During all measurements, a fixed frequency matching network and a high voltage probe
are used in order to monitor the applied voltage across the gap. Typically, the generator
power is set so that the voltage measured by the voltage probe reads 510 Vpp in pure He
at the start of the measurement. At higher voltages, the plasma tends to extend around
the powered electrode when run in pure He, and a small bright discharge starts to form at
one of the electrode corners, which could potentially damage the source. For a parameter
sweep, such as a variation of the molecular content in the plasma, the generator power is
then kept constant. An increase of the molecular admixture sometimes lead to an increase
of the observed voltage, which was not more than 10% for most measurements. The power
coupling is very likely dependent on the combination of power supply and matching box
used, as well as the power deposition in cables and electronic connections. Because several
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different combinations of power supplies and matching boxes were used for measurements
described in this chapter, the measured voltage was always recorded as a more reliable
parameter. The cable length was kept at 50 cm and numbers of connectors between voltage
probe and plasma was kept constant to minimise the effect of a variation of deposited power
in the plasma external electrical circuit. It will be shown in section 4.7 and sections 4.9.2
and 6.2.2, that the change of most investigated species densities is generally low under a
variation of power.
For the measurements of atomic oxygen using VUV Fourier-transform absorption spec-
troscopy (VUV-FTAS), the source was enclosed in a vacuum vessel with restricted optical
access, where visual identification of the transition of the source into the arc mode was not
possible. In these cases, measurements were carried out at a lower voltage of 470 Vpp to
ensure the "arc" mode was not reached to avoid damage to the source. For some measure-
ments in this chapter, a higher voltage is chosen deliberately to increase the signal-to-noise
ratio of the measurements.
4.2. Plasma Power
A large part of this chapter will be on the production of reactive species from deliberately
admixed humidity in the feed gas. It is therefore of great interest, how a change in humidity
content affects the power that is coupled in to the plasma under a variation of the humidity
content. The measured powers are later used as an input for the GlobalKin simulations.
The actual rf-power deposited in the plasma Pnet is calculated for different H2O admix-
tures and fixed generator power as described in section 3.2.3, by subtracting the measured
power in the plasma off case from the plasma on case. The results are shown in fig. 4.1 (a).
It is found that by varying the H2O content while keeping the generator power constant,
a peak in Pnet is reached at a certain H2O admixture, the value of which depends on the
generator power. These results are shown in fig. 4.1 (b). The variation of Pnet with H2O
content is generally less than 15%, and close to the statistical error associated with the
measurement. Therefore, when the densities of O and OH are investigated numerically
(section 4.6), average model input powers are chosen as 2.11 W and 2.76 W, respectively,
as indicated in fig. 4.1 (b) by grey lines.
4.3. Plasma emission
To get a first idea of species produced in the plasma, it is often helpful to look at the
optical plasma emission. Here, a spectrometer (HR4000CG-UV-NIR, Ocean Optics) is used
to measure the plasma emission at different positions in the jet. The calibrated spectral
range of the spectrometer is 300 - 1050 nm.
Figure 4.2 (a) shows a typical emission spectrum in a He plasma containing 4750 ppm
water. The measurement is calibrated to obtained the irradiance, and then normalised
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Fig. 4.1: (a) Measured powers with (black circles) and without active plasma (white cir-
cles) as a function of I2. It can be seen that the power with plasma off is depen-
dent on the current amplitude squared. (b) Powers for two different operating
voltages. White triangles are measured for the voltage used for OH absorption
measurements (around 510 Vpp), while the O VUV-FTAS was conducted at
slightly lower voltages (around 480 Vpp, black triangles).
to the emission of He atoms at 706 nm (3s 3S1 → 2p 3PJ=1,2,3). The strongest emission
comes from OHmolecules resulting from rotational emission bands around 306 nm, followed
by optical emission lines of H at 656 nm, which will be discussed in more detail later in
chapter 5 and are listed in table 5.1, and the He emission lines at 706 nm. Weaker emission
intensities for He and H are observed at other wavelengths, as well as from O, at 777 nm
(3p 5PJ=3,2,1 → 3s 5S2) and 844 nm (3p 3PJ=0,2,1 → 3s 3S1), respectively. Therefore, the
most prominent species emitting in the visible spectral range are excited states of He, OH,
H, and O.
The measured line intensity ratios with respect to the He 706 nm emission line yield a
first indication of the variation of the other species densities as a function of distance along
the plasma channel. This approach assumes that the electron energy distribution function
stays constant over the discharge gap, and that the densities of the emitting states of H
and O are directly proportional to the grounds state densities. The first point is probably
a valid assumption, since a stable electron temperature and density is reached quickly in
the GlobalKin simulations. The second point is more difficult to address, since the excited
states of H and O are not necessarily only produced via direct electron impact excitation
from the ground state, but also via dissociative processes from water, O2 and H2 [148–150].
Although the two latter species are not directly added to the gas flow, it will be later shown
using simulations (section 4.6.4) that there is a continuous build-up of the molecular oxygen
and hydrogen densities, that can exceed the corresponding atomic densities. Therefore, it
is important to keep in mind that the plasma emission is not necessarily only dependent
on the ground state atomic densities.
Figure 4.2 (b) and (c) show the spectrally integrated H 656 nm, O 777 nm and O 844 nm
relative emission intensities, normalised to the He 706 nm emission, as a function of po-
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Fig. 4.2: (a) Optical emission spectrum from the centre of the discharge. Plasma param-
eters are 530 Vpp and 4750 ppm H2O in 5 slm total He flow. (b) Measured
under the same plasma conditions: The ratio of the H 656 nm line emission
versus He 706 nm line emission as a function of the axial position in the jet.
Also shown is the simulated absolute H atom density dependence for a plasma
power density of 13.6 Wcm−3 and the same H2O content as in the experiment.
(c) same representation as (b) for measured O 777 nm (black diamonds) and
O 844 nm (white diamonds) line emission versus He 706 nm line emission, as
well as simulated absolute O density density trend.
sition in the plasma. The H 656 nm emission is increasing as the gas travels through the
channel, and is approaching a steady-state value towards the end of the channel. The slight
decrease in the H emission at the very end can be explained by the spatial resolution of the
measurement, which is a few millimetres, and that this point was possibly partially taken
in the eﬄuent of the jet, where no electrons are present to excite hydrogen atoms and
therefore the emission decreases rapidly to zero. The experimental trend matches roughly
the simulated H densities in the channel, which are also shown in fig. 4.2 (b). Simulation
and experiments are normalised to the experimental value taken at the end of the channel
at x = 3 cm.
For atomic oxygen, as shown in fig. 4.2 (c), the experimental data is very scattered
due to the low signal from the O 777 nm and O 844 nm emission lines. Therefore, it is
difficult to say how well experimental data and simulation match, although a continuous
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increase of O and its emission can be observed in both experiment and simulation for almost
all investigated points, showing that the plasma does not reach a steady-state operation
within the length of the channel. However, in order to compare the trends of both plasma
emission and simulated densities fully, the number of atoms in the emitting states produced
via dissociative excitation from molecules has to be fully quantified, which is not done in
this work.
4.4. Vacuum ultra-violet high resolution Fourier-transform absorption
spectroscopy
Absolute line-integrated O and N densities are measured by VUV-FTAS, using syn-
chrotron radiation at the DESIRS beamline at the synchrotron SOLEIL [114], which fea-
tures an ultra-high resolution spectrometer [151]. The atomic oxygen transition O(2p4
3PJ=2,1,0 →3s 3S1) and atomic nitrogen transition N(2p3 4S3/2 →3s 4PJ= 1
2
, 3
2
, 5
2
) for atomic
nitrogen are investigated in this work.
The measurement and analysis procedure is described in detail in reference [66]. The
spectrometer yields a transmission spectrum ST, which is a convolution of the plasma
transmission T and the instrumental "sinc" function Φ(λ′) = sin(pi(λ
′−λ))
pi(λ′−λ) of the spectrom-
eter
ST(λ
′) = S0(λ′)[Φ(λ′ − λ) ∗ T (λ)] (4.1)
The transmission (T ) through the plasma is described by Beer-Lambert’s law
T (λ) = exp(−A(λ)) = exp(−α(λ) · l) = exp(−σ(λ) · l · n), (4.2)
where λ is the wavelength of the transition, n the line-averaged species density, α the
absorption coefficient, l the absorption length, and σ(λ) the absorption cross section, in-
cluding the spectral line "Voigt" profile, which takes into account the Doppler and pressure
broadening of the spectral line, the statistical weights gJ for the different states and the
transition probabilities (see Niemi et al. [66] for more details).
A typical transmission spectrum for O is presented in fig. 4.3. Due to the fine structure
of the ground state, three transitions from the resulting ground state sub-levels to the
higher excited state are observed in atomic oxygen. To obtain absolute ground state
densities, first the sub-level ground state densities for J = 2, 1, 0 are obtained from the
three transmission lines. If the transmission lines are strong enough without entering an
optically thick regime, the total ground state density can be obtained by summing up the
densities from the three ground sub-levels.
In this work, a slightly different approach is chosen. Where possible, three values for the
absolute ground state density are obtained by evaluating the transition from each sub-level,
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and applying a Boltzmann factor to obtain the total ground state density
∑
J nJ
nJ∑
J nJ
=
gJ exp (−Ej/kBTg)∑
J gJ exp (−Ej/kBTg)
(4.3)
where Ej is the energy of the state, kB is the Boltzmann constant, and Tg is the gas
temperature. The three values for the absolute ground state density are then averaged,
and the standard deviation is used as the uncertainty of the measurement.
For O densities obtained from admixing H2O to the feed gas, transmission signals are
generally weak, and only the J = 2 state can be evaluated, which has the lowest energy of
the three sub-levels. It is therefore populated highest, resulting in the highest absorption
signal, as shown in fig. 4.3. To obtain the total ground state density in the case of a H2O
containing plasma, the Boltzmann factor eq. (4.3) has to be applied. In general, when
absolute densities of ground state atomic oxygen are discussed in this work (obtained both
in experiment and simulation), the abbreviation "O" is used for the sum of densities in all
ground-state sub-levels of atomic oxygen O(2p4 3P).
The gas temperature is set to 315 K as determined by thermocouple measurements in
the plasma eﬄuent region of the µAPPJ [30] at a similar voltage. Although the µAPPJ is a
different source, it has similar critical dimensions as the source used in these investigations.
It is therefore assumed that the gas temperature is comparable for the same power density.
Gas temperatures could not be measured directly in the mod-µAPPJ because the gas
region is not accessible with a thermocouple.
In the case of atomic nitrogen, the absolute ground state N density can be obtained
from each of the three transmission lines from the unsplit ground state to the sub-levels
J = 12 ,
3
2 ,
5
2 of the upper 3s state. The values presented in this work are the mean values
obtained from the three transitions and their standard deviation is shown as an error bar.
Since the measurements of atomic oxygen presented in this section take place in the op-
tical VUV range using radiation from a synchrotron, the plasma source has to be placed in
a vacuum vessel. Absorption measurements were then carried halfway along the discharge
channel, as indicated in fig. 2.2.
Photodissociation of H2O
H2O is dissociated by electron-impact only, or also through photolysis by the energetic
radiation of the synchrotron beam itself. If the two rates were in a comparable order of
magnitude, it would not be distinguishable if the measured atomic N and O densities would
be produced in the plasma itself or because of the VUV beam, and absolute densities would
be over-estimated. The dissociation rates by electron impact and photo-dissociation are
therefore calculated and compared for the specific conditions of 5000 ppm water content.
The corresponding electron impact dissociation rate is calculated using an electron den-
sity ne = 3.7 × 1010 cm−3 and the electron impact dissociation rate coefficient keH2O =
3 × 10−10 cm3s−1 (for an electron temperature of 2.7 eV). Both of these values are taken
from GlobalKin simulations for this particular H2O content. The resulting electron impact
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Fig. 4.3: Example spectrum for the measured transition O(2p4 3PJ)→O(3s 3S1) using
VUV-FTAS: Broad spectral range (top) and zoom into the O(2p4 3P2)→O(3s
3S1) transition, which was used for the measurements presented in this work.
The spectrum was taken with 4.6 slm dry He and 0.4 slm humidified He. The
density obtained from this spectrum is 2.7× 1013 cm−3.
dissociation rates is
ReH2O = k
e
H2O nH2O ne = 1.2× 1018 cm−3s−1 (4.4)
To compare the value for the electron impact dissociation rate with the photo dissociation
rate RphH2O , one needs the absorption cross section of water σH2O , the spectral photon flux
Fph, the quantum yield φ = # of dissociated molecules# of absorbed photons , and the area of the beam A.
RphH2O = k
ph
H2O nH2O =
∫ (
Fph(λ)
A
φ(λ) σH2O (λ) dλ
)
nH2O (4.5)
The size of the synchrotron beam is A =(0.2×0.4) cm2, with a spectrally integrated photon
flux of about 4× 1015 ph/s at 130 nm.
An upper limit of the photolysis rate is calculated by taking an over-estimated value of
1 × 10−17 cm2 for the absorption cross section σH2O [152, 153] at 130 nm, and assuming
full photo-dissociation yield φ = 1. The result amounts to:
RphH2O =
Fph
A
φ σH2O nH2O (4.6)
= 5.5× 1016 cm−3s−1 (4.7)
It is therefore concluded that dissociation of H2O molecules via photolysis is small com-
pared to electron impact dissociation under our experimental conditions.
4.5. Ultra-violet broadband absorption spectroscopy
In addition to the quantification of atomic oxygen using VUV-FTAS, absolute ground
state densities of (OH(X 2Πi,υ′ = 0)) are determined in the mod-µAPPJ using UV broad-
band absorption spectroscopy (UV-BBAS). The setup is presented in fig. 4.4 (a). Light
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from an ultra-stable broad-band plasma lamp (Energetiq EQ-99) is guided through the
centre of the plasma channel and focused on the entrance slit of a 0.32 m spectrograph
(Isoplane SCT320) with a 2400 mm−1 grating. Spectra are recorded using a photodiode
array detector (Hamamatsu S-3904). In order to calculate the absorbance in eq. (4.2),
four signals are required: Plasma on and light source on (IP,L), Plasma on only (IP ), light
source on only (IL) and a background with both plasma and light source off (I0). Each
signal is integrated over 50 ms, after a stabilisation time of 4 s beforehand. A schematic of
the experimental setup and an illustration of the triggering/timing scheme is presented in
fig. 4.4 (a) and (b), respectively. An example spectrum of the OH absorbance is shown in
fig. 4.5. More detailed descriptions of the UV-BBAS setup including all components and
the measurement procedure are given elsewhere [154]. Additionally, the light was focused
into the plasma using two additional parabolic mirrors, allowing for a better signal-to-
noise ratio. For the spectrograph, a slit width of 50 µm was chosen, allowing for a spectral
resolution of about 56 pm.
(a) (b)
Fig. 4.4: (a) Setup used for the UV-BBAS measurements of OH. (b) Time scales for the
UV-BBAS absorption measurements.
For comparative measurements, and also to widen the measurement regime, measure-
ments are repeated using a similar in-house UV-BBAS setup, incorporates a UV LED
(UVTOP-305-FW-TO18, Roithner Lasertechnik GmbH) as light source, a 0.5 m spec-
trograph (Andor SR-500i), and a CCD camera (Andor Newton 940) as detector. The
measurement procedure is as described before, but with a longer exposure time due to the
lower detection limit of this setup, which will be discussed at the end of the next section.
OH density evaluation
Measured OH rotational absorbance spectra of the transition OH(X 2Πi,υ′ = 0) →
OH(A 2Σ+,υ′′ = 0) are fitted by a simulation in order to obtain absolute OH(X 2Πi,υ′ = 0)
densities. Under the experimental conditions at relatively low gas temperatures (typically
300 - 350 K), excitation into vibrational states is driven by electron impact. Additionally,
due to the high pressure, quenching of vibrational states is high. Therefore, it is assumed
that the population of highly vibrationally excited states OH(X 2Πi,υ′) is low [40], and
that densities of OH(X 2Πi,υ′ = 0) are equal to the total ground state densities of OH(X).
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Generally, the notation for different states in molecules are described by
2S+1ΛΩ (4.8)
where S is the electron spin, Λ the projection of the orbital angular momentum onto the
internuclear axis, and Ω the projection of the total angular momentum onto the internuclear
axis.
The programme used for the fitting of OH spectra is based on the theory described
by Dieke and Crosswhite [155]. In a first step, rotational energy levels for the Π ground
state (rotational energies are denoted as f) and the upper Σ state (rotational energies are
denoted as F ) are calculated on the basis of known molecular constants describing the
quantum mechanics and angular momentum coupling of the involved states. While the Σ
state with a projection of the electronic orbital momentum Λ = 0 onto the internuclear axis
and an electronic spin S = 12 is a typical Hund’s case (b), the lower Π state with Λ = 1 6= 0
represents a transition from Hund’s case (a) to (b). For both states, the rotational energy
levels can be calculated as function of the angular momentum N = J ± S, where J is the
total angular momentum, and S is the electron spin, using several diatomic constants for
OH. For each J , two energy states exist due to S = 12 6= 0, which are J = N ± 12 . Energy
states are typically denoted by f1 for J = N + 12 and f2 for J = N − 12 for the lower states,
and F1 and F2 for the higher states accordingly.
In a second step, relative intensities are calculated for 12 possible branches according
to the selection rules for the quantum numbers J and N , using expressions derived by
Earls [156]. An experimental value for the radiative lifetime of the F1(N ′ = 0, J ′ = 0.5)
state of OH has been determined as 0.688 µs [157]. Therefore, calculated relative Ein-
stein coefficients using the in-house simulation are normalised to this value. The resulting
Einstein coefficients for other transitions are in good agreement with literature values [158].
Similar to work by Dilecce et al [47], the simulation also takes into account the instru-
mental function, which leads to a broadening of the measured spectra. The instrumental
broadening is dependent on the spectral resolution of the spectrometer, which again de-
pends on different parameters such as the pixel size of the detector array, the optical grid
and the slit width at the entrance of the spectrograph. In the simulation, the spectrometer
function is implemented as a a convolution of the theoretical molecular emission spectrum
with a Gaussian instrumental function.
An example for a measured and simulated absorbance spectrum can be found in fig. 4.5
(black dots and blue dashed line).
In order to prove the working principle of the automated fitting simulation, the software
PGOPHER [159] is used. PGOPHER is a programme to simulate rotational, vibrational
and electronic spectra, and also calculates absorption coefficients using vibrational and
rotational constants for the specific species.
Constants of diatomic molecules from the NIST Chemistry WebBook [160] are used to
calculate the input parameters for the PGOPHER simulations. These input parameters are
in particular the origin of the band E, the rotational constant B, the spin-orbit coupling
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Fig. 4.5: Example spectrum for the measured (black dots) using UV-BBAS and fitted
rotational bands for OH(X 2Πi,υ′ = 0) → OH(A 2Σ+,υ′′ = 0), for a He flow of
5 slm and a humidity content of (4460 ± 600) ppm H2O. The blue line is the
absorbance fitted with the in-house simulation. The red line is the absorbance
calculated using PGOPHER (at 315 K and Gaussian instrumental function with
56 pm width). For this simulation also the cross section σ(λ) is shown on the
right hand side axis. Calculated OH(X 2Πi,υ′ = 0) density obtained from this
spectrum is 2.6× 1014 cm−3.
constant (A), the spin rotation coupling constant (γs), the Lambda doubling constants (p
and q), and the centrifugal distortion constants (D and H), which are listed in table 4.1.
E, B, and D are calculated using the following expressions
Eυ = Te + ωe(υ +
1
2
)− ωexe(υ + 1
2
)2 (4.9)
Bυ = Be − αe(υ + 1
2
) + γe(υ +
1
2
)2 (4.10)
Dυ′,X = De − 0.43× 10−4(υ′ + 1
2
) + 0.024× 10−4(υ′ + 1
2
)2 (4.11)
Dυ′′=0,A = 0.0024, Dυ′′=1,A = 0.0021, Dυ′′=2,A = 0.0013, Dυ′′=3,A = 0.0018 [161]
(4.12)
where Te is the minimum electronic energy, the terms including ωe are the different terms of
the vibrational constant, Be is the equilibrium rotational constant, αe the first term of the
rotational constant, γe the rotation-vibration interaction constant, andDe is the centrifugal
distortion constant. All of these constants have the unit (cm−1) and are available from the
NIST Chemistry Webbook [160].
Absolute species densities were calculated as following: After setting up PGOPHER
with the respective constants, Einstein coefficients Aik are calculated. Aik from the sim-
ulation for the particular transition P11(J”=2.5) (or P1(2)), which is well isolated and
relatively strong, was normalised to the literature value of A = 5.777 × 105 s−1 [158] by
adjusting the "Strength" parameter in the simulation, which is a measure for the dipole
transition moment. As done previously for the in-house fitting simulation, the lifetime of
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Tab. 4.1: Input parameters for the PGOPHER simulations. The constants are the state
origin (E), the rotational constant (B), the spin-orbit coupling constant (A),
the spin rotation coupling constant (γs), the Lambda doubling constants (p and
q), and the centrifugal distortion constants (D and H). E, B, A and D are
calculated using eqs. (4.9) to (4.12) and constants from the NIST chemistry
Webbook, while γs, p, q, and H are taken directly from the NIST chemistry
Webbook [160].
Species E B A γs p q D H
OH(X2Πi, υ′ = 0) 1847.726 18.55 -139.21 0 0.235 -0.0391 0.001917 1.47× 10−7
OH(A2Σ+, υ′′ = 0) 34250.07 16.96 0 0.201 0 0 0.00204 8.7× 10−8
the state F1(N ′ = 0, J ′ = 0.5) was compared to the experimental determined OH lifetime
of 0.688 µs [157] and found to be in good agreement. Einstein coefficients for some other
transitions were cross-checked and also found to be in good agreement. The simulation
is then used to calculate the cross sections σ(λ) from these Einstein coefficients, which is
proportional to the absorbance, as shown in eq. (4.2).
Figure 4.5 shows OH absorbance spectra simulated using PGOPHER (red line), for the
same density 2.64× 1014 cm−3 as obtained previously using the in-house simulation. The
absorbance spectra is manually fitted in this case, using a gas temperature of 315 K and
an instrumental Gaussian width of 56 pm. σ(λ) calculated with PGOPHER are shown on
the right hand side axis. It can be seen that both simulated absorbance spectra (using the
in-house simulation and PGOPHER) agree very well, which provides a validation of the
working principle of the in-house fitting model.
A typical statistical error for the measurement of OH densities is obtained to be 7%.
The systematic error of OH densities can be obtained by differentiation of
n =
A(λ)
σ(λ)l
(4.13)
The uncertainty in the calculation of σ(λ) is estimated as 10%. The uncertainty related
to the absorption length l is neglected. For the UV-BBAS II setup (LED), the noise level
is relatively high and can reach 3× 10−4 in the measured absorbance A, leading to a peak
uncertainty in absolute densities of 3.6× 10−13 cm−3. This value is therefore taken as the
detection limit for the UV-BBAS II setup. For the UV-BBAS I setup (ultra-stable broad
band light source), the noise level is very low (typically an order of magnitude lower than
for the UV-BBAS II setup), and is therefore neglected in the error calculation. Absolute
densities shown in figures are the sum of the statistical and systematic errors.
4.6. Reactive species densities under a variation of the humidity content
In this section, the extent to which the production of reactive species can be tailored by
changing the gas composition, particularly the H2O content in the feed gas, will be inves-
tigated using a combination of GlobalKin simulations and experimental measurements.
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4.6.1. Destruction pathways for H2O
The first step in the creation of reactive oxygen and hydrogen species is the dissociation
of H2O molecules. Therefore, the consumption pathways for H2O are investigated using
GlobalKin together with PumpKin for different humidity contents. For the PumpKin
simulations, it is chosen not to build complex reaction pathways, but to have a look at the
most fundamental reaction mechanisms. The number of branching point species, whose
function has been described in section 3.3, is therefore set to 0.
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Fig. 4.6: (a) Consumption pathways for H2O at different humidity contents in the feed
gas. Simulations are carried out at a power density of 13.6 Wcm−3 and 5 slm
total He flow. (b) Simulated densities of He∗, He∗2, and electrons (coloured lines)
dependent on the humidity content. The simulated electron temperature is also
shown (black line).
Using PumpKin, three major pathways can be identified for the destruction of water
molecules, which are shown in fig. 4.6 (a). The first pathway is the dissociation and
ionisation of H2O molecules by collisions with He metastables. The main mechanisms here
are
He∗ +H2O → He+H2O+ + e (4.14)
He∗2 +H2O → 2He+H2O+ + e (4.15)
He∗ +H2O → He+OH+ +H + e (4.16)
These reactions are important particularly at lower H2O contents in the feed gas, where
densities of He metastables are highest. The He metastable densities as a function of the
water content of the feed gas are shown in fig. 4.6 (b). Towards higher water admixtures,
a rapid decay of He metastables, particularly He∗2, which decreases by several orders of
magnitude, can be observed. He∗2 is produced by the three-body association reaction
He∗ + 2He→ He∗2 +He (4.17)
and mainly destroyed by collisions with water molecules (eq. (4.15)).
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Therefore, the decrease of He∗2 with increasing humidity content can be explained both by
the decreasing amount of He∗ and the increasing amount of water molecules. The decrease
of He∗ can be similarly explained by collisions with an increasing amount of available water
molecules (eqs. (4.14) and (4.16)). However, the rate for the He∗ production increases with
increasing humidity content
e+He→ He∗ + e (4.18)
probably due to the increasing electron temperature, as shown in fig. 4.6 (b). Therefore,
the drop in He∗ densities is not as pronounced as in the case of He∗2.
Another important consumption mechanism for H2O is the formation of high-order pro-
tonated water clusters
H+ · (H2O)n +H2O +He→ H+ · (H2O)n+1 +He (4.19)
Especially at high H2O content, this becomes the dominant loss mechanism for H2O.
Clusters become higher order with higher water content, as has been observed previously
in other work [39,49,50]. Figure 4.7 shows simulated water cluster densities as a function
of H2O content. Smaller clusters with size n ≤ 4 decrease with increasing humidity,
while larger clusters n ≥ 6 increase in density. This trend has also been observed in
experimental measurements of water clusters in a similar plane-to-plane geometry in a He-
H2O plasma, obtained using mass spectrometry [49]. Trends shown in the experiments from
reference [49] and simulations from this work show good agreement, particularly for higher
mass clusters the trend agrees very well, taking into account the high uncertainty in the
cluster formation reaction rates, and the fact that the plasma source used in reference [49]
differs from the source used in this work.
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Fig. 4.7: Simulated densities of positive water clusters from n=1 to n=9 as a function of
the humidity content of the feed gas.
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A first step for the creation of higher order water clusters is the reaction
H2O
+ +H2O → OH +H+ · (H2O) (4.20)
which is an additional loss mechanism for H2O molecules, particularly at lower water
contents. Finally, water is also consumed by electron impact dissociation reactions
e+H2O → OH +H + e (4.21)
→ OH +H− (4.22)
This consumption mechanism becomes more important at higher water contents because
of the increasing electron temperature, as shown in fig. 4.6 (b).
4.6.2. Hydroxyl radicals
Figure 4.81 shows the spatial development of the OH density in the 3 cm long plasma
channel for a humidity content of 5400 ppm and a plasma power density of 17.5 Wcm−3.
The experimental measurements show a fast increase of the OH density within the first
2 mm of the channel, after which the density remains approximately constant between 3.5
and 4.0×1014 cm3 until the end of the channel. A small increase of the densities can be
observed, but this is within the error bar of the measurement. Experimental and mod-
elling results agree very well both in trend and absolute densities within the estimated
uncertainties of the experiment. In order to asses the uncertainties arising from the sim-
ulation, a full sensitivity analysis has to be carried out, which takes into account all the
uncertainties associated with the reaction rate coefficients used. This has for example been
done by Turner [103] for a He-O2 plasma, who found that for several species produced in
this plasma and under certain conditions, simulated species densities could vary within a
factor up to ten. Although a sensitivity analysis is not carried out in this work, it would
certainly be a valuable task for future work to assess the uncertainty associated with the
modelling results.
A pathway analysis is performed in the three regions of interest highlighted in fig. 4.8
using PumpKin. These regions correspond to a fast formation of OH at the start of the
plasma channel (0 - 0.2 cm), a steady-state region (2 - 2.5 cm) and the decay of OH in
the plasma eﬄuent (3.3 - 3.5 cm). The dominant reaction and consumption pathways for
OH are shown in fig. 4.9. τP, the timescale of interest for the PumpKin simulations (see
section 3.3 for more detail), is chosen such that all species with a lifetime shorter than He∗
are considered branching point species.
At the start of the discharge channel (0 - 0.2 cm), the gas mainly consists of the initial
gas mixture plus some rapidly forming species such as ions and electrons. Therefore, the
main production channel for OH is through electron impact with the added water vapor,
1Experimental data in fig. 4.8 was taken and evaluated by Helen Davies
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Fig. 4.8: Absolute densities of OH as a function of the position in the discharge channel,
where 0 cm corresponds to the beginning and 3 cm to the end of the channel.
Experimental results (black triangles) are taken at 17.5 Wcm−3 plasma power
density and 5400 ppm humidity. Simulation results (red dots) are calculated
for the same power. Grey areas indicate locations for the PumpKin pathway
analysis.
forming either OH and H (dissociation) or OH and H− (dissociative attachment):
e+H2O → OH +H + e (67%) (4.23)
e+H2O → OH +H−
H− +H2O → OH− +H2 + e (11%) (4.24)
e+H2O → OH +H−
H− +He→ H +He+ e (3%) (4.25)
Note that the last two pathways are calculated separately by PumpKin, although the
formation pathway for OH is the same. This is because H− is a branching point species,
and therefore has to be effectively consumed, which happens either by a dissociative process
involving water molecules (eq. (4.24)), or by electron detachment via collisions with He
(eq. (4.25)).
Another relevant production mechanism is through the destruction of charged water
clusters, as was previously discussed by Ding and Lieberman [57]. The formation of these
clusters is generally a multistep process. For positive clusters, this process usually begins
through direct ionisation of H2O either through electron impact or Penning ionisation
with He∗. These water ions then collide with water molecules and form H+(H2O), which
66
4. RONS production in a sealed APPJ
0
20
40
60
80
100
Pr
od
uc
tio
n 
of
 O
H
 (%
)  0 - 0.2 cm
 2 - 2.5 cm
 3.3 - 3.5 cm
El
ec
tro
n i
m
pa
ct 
di
ss
. (
H 2
O)
Cl
us
ter
in
g
H 2
O 
+ 
O*
 
 2 
OH
H 
+ 
HO
2
 
 2 
OH
El
ec
tro
n i
m
pa
ct 
di
ss
. (
H 2
O 2
)
H 
+ 
H 2
O 2
 
 H
2
O 
+ 
OH
(a)
0
20
40
60
80
100
 0 - 0.2 cm
 2 - 2.5 cm
 3.3 - 3.5 cm
OH
 +
 O
 
 O
2
 +
 H
2 O
H 
 O
 +
 H
2
O
OH
 +
 H
O 2
 
 O
2
 +
 H
2
O
OH
 +
 H
2
O 2
 
 H
O 2
 +
 H
2
O
H 
+ 
OH
 +
 H
e 
 H
2
O 
+ 
He
Co
ns
um
pt
io
n 
of
 O
H
 (%
)
2 O
H 
+ 
He
 
 H
2
O 2
 +
 H
e
(b)
Fig. 4.9: Production (a) and consumption (b) pathways of OH at different positions in
the discharge, as indicated in fig. 4.8.
accumulates additional water through a series of reactions:
H2O
+ +H2O → OH +H+(H2O)
H+(H2O)n +H2O +He→ H+(H2O)n+1 +He (4.26)
Similar processes should also happen for negative ion clusters, however, rate coefficients
for clusters such as OH−(H2O)n are currently not known for n > 3 and are therefore not
included in the simulation. In particular at higher H2O admixtures, it can be expected
that the formation of higher mass negative clusters may play an important role in defining
the plasma characteristics by increasing its electronegativity. It has been shown recently
through mass spectrometry [50], that these negative clusters follow very similar trends to
the positive clusters for changing water admixtures. However, the role of higher mass neg-
ative ion clusters has not been investigated in this work due to the lack of data concerning
their production and destruction.
The main consumption pathway for OH in the first 2 mm of the plasma channel is the
formation of H2O2, but recombination to water also plays a role:
2OH +He→ H2O2 +He (54%) (4.27)
2OH → H2O +O (24%) (4.28)
H +OH +He→ H2O +He (12%) (4.29)
Further into the plasma channel (2 - 2.5 cm), the previously discussed pathways are still
dominant. However, longer lived species, which are generated in the source over longer
timescales, start to play an important role. For example, OH is now also formed by the
interaction of atomic hydrogen with hydroperoxy radicals (HO2):
H +HO2 → 2OH (19%) (4.30)
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and consumed by interaction with HO2 and hydrogen peroxide (H2O2):
OH +H2O2 → HO2 +H2O (12%) (4.31)
OH +HO2 → O2 +H2O (7%) (4.32)
In the afterglow (3.3 - 3.5 cm), a fast decay of the OH density is observed both in the
experiments and simulations. Short lived species such as ions, electrons or He metastable
species are not present in this region due their fast recombination and the lack of a sig-
nificant production channel outside of the plasma. Therefore, the chemistry in the plasma
eﬄuent is dominated by longer lived neutral species. In this region, OH is produced mainly
by interaction of atomic hydrogen with stable species:
H +HO2 → 2OH (92%) (4.33)
H +H2O2 → OH +H2O (3%) (4.34)
However, in this region the rate of destruction of OH exceeds its rate of production leading
to a fast decay of the OH density in the eﬄuent. The main destruction pathways are
through interaction with H2O2, as shown in eq. (4.31), and recombination resulting in
formation of H2O2, as shown in eq. (4.27)
OH densities under a variation of the humidity content
Figure 4.10 shows the density of OH measured by UV-BBAS in the centre of the discharge
channel using the two experimental setups described earlier under a variation of the H2O
content in the feed gas. It is observed that the measured OH densities increase non-
linearly with increasing H2O content. The error bars shown in the x-direction represent
the approximate uncertainty in the H2O content of the feed gas. It was observed that
especially at higher flow rates, the water in the bubbler is cooled down due to the fast
evaporation rate, and as such it is useful to view the H2O content of the feed gas at high
H2O mixtures critically. On the other hand, when the H2O content in the gas phase is
high, the measured OH densities do not vary strongly with changing H2O content. The
absolute OH densities measured with both experimental setups agree well within the error
bars of the measurements.
Figure 4.10 also shows the simulated OH densities as the H2O content of the feed gas
is varied. In general, very good agreement in the trends of experimental and simulation
results is observed. Absolute OH densities agree very well at the low end of investigated
H2O contents. Towards higher H2O contents, simulated densities tend to be higher than
those measured experimentally. The largest difference of a factor 1.7 is found at the highest
investigated H2O content. This can be regarded as good agreement, taking into account the
large uncertainties typically associated with global models and the reaction rate coefficients
used in them [104], as previously discussed at the beginning of section 4.6.2. This further
emphasizes the need of a full sensitivity analysis for the simulation results to judge their
accuracy better.
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Fig. 4.10: Absolute densities of OH as a function of the H2O content of the He feed gas.
Triangles represent the experimental values and the dashed lines the simulation
results. The simulations are run with 13.6 Wcm−3 power density. OH is mea-
sured with two different UV-BBAS setups, one incorporating an ultra-stable
BB light source and a photodiode array (UV-BBAS I) and the other using a
UV LED and CCD camera (UV-BBAS II), as described in the text.
The main production and consumption pathways for OH at different H2O admixtures are
shown in fig. 4.11. Two production pathways dominate for all investigated H2O admixtures.
The pathway that is dominant at lower H2O contents is the dissociative charge transfer
reaction of H2O+ and H2O forming OH and H+·(H2O) (eq. (4.26)). The H2O+ in this
reaction is produced mainly via Penning ionisation with He∗ or He∗2, as discussed previously.
The clustering reactions (second line in eq. (4.26)) continue until a cluster is reached whose
lifetime is larger than the defined τP in the PumpKin simulations (typically n = 4 or n = 5
depending on the H2O admixture). At any stage of the clustering process, the clusters can
be destroyed by electron impact dissociation.
e+H+(H2O)n → H + n×H2O (4.35)
Towards higher H2O concentrations, direct electron impact dissociation (eq. (4.23)) and
dissociative electron attachment (eqs. (4.24) and (4.25)) of H2O gradually begin to replace
the clustering processes as the dominant formation pathway of OH.
Towards higher H2O admixtures, OH is also increasingly formed via reaction of H with
HO2 (eq. (4.30)), because of increasing densities of HO2 and H, which will be shown in
section 4.6.4.
The dominant destruction pathway of OH for all investigated H2O contents is 3-body re-
combination of H2O2 via eq. (4.27), although this reaction becomes slightly less important
at higher H2O admixtures. Other important pathways for the destruction are recombina-
tion of two OH to form O and H2O (eq. (4.28)), recombination of OH and H to form H2O
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Fig. 4.11: Dominant production (a) and consumption (b) mechanisms for OH for differ-
ent admixtures of H2O. The rates from which percentages are calculated are
averaged over the whole discharge time (0 - 2.4 cm, without eﬄuent region).
(eq. (4.29)), as well as the reaction
OH +O → O2 +H (4.36)
At higher H2O content, reactions with H2O2 and HO2 also become important due to the
increasing densities of these species.
4.6.3. Atomic oxygen
Figure 4.12 shows absolute densities of O measured by VUV-FTAS in the center of the
discharge (triangles)1. O densities are increasing with increasing H2O content and level
off at higher H2O contents. The simulated O densities (red line in fig. 4.12) also show
an increase towards higher H2O admixtures, however, the simulations continue to increase
more significantly at higher H2O contents than the experimental results. The simulated O
densities are around a factor 2 lower than experimentally determined values.
One possible explanation for the difference between simulation and experiment could lie
in the fact that O is not directly produced from H2O due to electron or heavy particle
impact dissociation. As a result O must be formed in a process taking at least two steps.
Therefore, uncertainties in the rate coefficients for the reactions involved in the production
and consumption of O add up. As shown in fig. 4.13, the dominant production mechanism
is via recombination of two OH molecules to form H2O and O, respectively. At lower H2O
contents, O is also formed through processes involving positive ion water clusters:
OH+ +H2O → H+(H2O) +O
H+(H2O) + n ·H2O +He→ H+(H2O)n (4.37)
1Experimental data in fig. 4.12 has been evaluated by Dr. Kari Niemi
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Fig. 4.12: Absolute densities of O as a function of the H2O content of the He feed gas.
Triangles represent the experimental values and the dashed lines the simulation
results, which have been multiplied by 2 to show a better comparison of the
trends in simulation and experiment. Simulations are also shown for different
concentrations of O2 which is potentially present in the feed gas as an impurity.
The plasma power density for the simulations is 10.2 Wcm−3.
With increasing H2O admixture the formation of O2 also increases. As a result, electron
impact dissociation of O2 becomes a more important production pathway for O:
e+O2 → 2O + e (6 eV) (4.38)
e+O2 → O +O(1D) + e (8.4 eV) (4.39)
O is mainly consumed by reactions involving OH forming O2 and H (eq. (4.36)).
At lower admixtures, wall losses of O and electron impact excitation into higher excited
states also play a minor role, while at higher admixtures reactions with H become slightly
more important.
In fig. 4.12 it is also observed that significant densities of O are present even when only
very small quantities of H2O are admixed to the feed gas. This could be explained by
oxygen containing impurities coming from the gas bottle or the feed gas line. Therefore,
fig. 4.12 also shows the simulated O densities for two different non-zero O2 impurity concen-
trations in the order of typical impurities originating from the feed gas supply. Particularly
at low H2O contents, these impurities lead to an increase of atomic oxygen compared to
the gas mixture without impurities. Because the density of O produced from H2O is very
small, typically a few ppm, even small amounts of oxygen containing impurities can signif-
icantly influence the O density produced in the plasma. The slightly increased production
of O at higher H2O and impurity contents (5000 ppm H2O and 4 ppm O2) originates from
increased dissociation of O2. Both rates for the reactions eq. (4.38) and eq. (4.39) increase
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Fig. 4.13: Dominant production (a) and consumption (b) mechanisms for O for different
admixtures of H2O into the feed gas. The rates from which percentages are
calculated are averaged over the whole discharge time (0 - 2.4 cm, without
eﬄuent region).
about 45% from 0 to 4 ppm O2 impurities at 5000 ppm H2O content.
The influence of small O2 admixtures on OH densities was found to be negligible (not
shown).
4.6.4. Determination of additional species by global modelling
In fig. 4.8 it has been shown that the OH density reaches a steady-state value well before
the end of the plasma channel in both simulation and experiment. This is as a result of the
fact that, particularly at higher H2O content, OH is primarily produced by direct electron
impact dissociation of H2O in a one step process, and consumed via reactions with other
OH molecules. The same is valid for atomic hydrogen, 77% of which is produced via the
same channel at a water content of 5000 ppm, and whose main consumption process is via
recombination at the reactor walls. However, other species treated in the simulation do not
reach a steady state over the 2.4 cm plasma channel and instead continuously increase in
density until they exit the plasma. This is particularly true for slowly forming, long-lived
species such as O2, H2O2 and H2, and is illustrated in fig. 4.14. The formation mechanisms
for these species is more complex than for H and OH.
First, atomic oxygen is considered. The density of O does not reach a steady state value
in the simulation within the plasma channel for most investigated conditions using a He-
H2O gas mixture. A long timescale for the simulation to reach a steady-state value has been
also found by others [58] and is in contrast to results found when the µAPPJ is run in a
He-O2 mixture instead of a He-H2O mixture [162]. In the work described in reference [162],
O densities were approaching a steady-state value towards the end of the plasma channel of
the µAPPJ. It is therefore suggested that a He-H2O chemistry reaches a steady-state much
slower. This was indicated earlier in the spatially resolved emission of excited states of O
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Fig. 4.14: Development of several species of interest as a function of position in the plasma
channel, under the same conditions shown in fig. 4.8.
(fig. 4.2). In fig. 4.14, O densities are increasing sharply within the first few millimetres of
the channel, and then at a lower rate until the end of the channel. Therefore, O densities
follow a very similar dependence to the OH densities, which are also shown in fig. 4.14.
This is not surprising when looking at the main production and consumption pathways for
O (eqs. (4.28) and (4.36)), which are production via re-arrangement of two OH molecules
to form H2O and O, and consumption of O via collision with OH to form O2 and H, and
are therefore both related to OH. The fact that O is still building up within the channel,
while OH approaches a steady-state value, is due to the continuous build-up of O2 in the
channel. Electron impact dissociation of O2 (eqs. (4.38) and (4.39)) provides an additional
formation mechanism for O further into the channel, although eqs. (4.28) and (4.36) are
still the dominant production and consumption pathways for O.
The build-up of O2 is a complex multi-step process, and the dominant pathways for the
formation of O2 for different humidity contents are investigated using PumpKin. Since O2
is a slowly forming species, we look at the dominant production and consumption pathways
for longer timescales than previously. The time scale of interest is chosen in such that only
He, H2O, O2, O∗2, H2, and H2O2 are treated as long-lived species, in accordance with
previous studies [57].
The two main net production pathways for the formation of molecular oxygen are found
to be
2H2O → 2H2 +O2 (4.40)
H2O2 → H2 +O2 (4.41)
Many different pathways are possible in order to obtain these net production pathways. A
few examples of the more detailed mechanisms are
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3 · (e+H2O → H +OH + e)
2OH → O +H2O
OH +O → O2 +H
4 · (H → 1
2
H2)
2H2O → 2H2 +O2 (4.42)
3 · (e+H2O → H− +OH)
3 · (H− +He→ H +He+ e)
2OH → O +H2O
OH +O → O2 +H
4 · (H → 1
2
H2)
2H2O → 2H2 +O2 (4.43)
3 · (e+He→ He∗ + e)
3 · (He∗ +H2O → He+H2O+)
3 · (H2O+ +H2O → OH +H+(H2O))
3 · (H+(H2O)n +H2O +He→ H+(H2O)n+1 +He)
3 · (H+(H2O)n + e→ H + n×H2O)
2OH → O +H2O
OH +O → O2 +H
4 · (H → 1
2
H2)
2H2O → 2H2 +O2 (4.44)
2 · (e+H2O → H +OH + e)
OH +H2O2 → HO2 +H2O
OH +HO2 → O2 +H2O
4 · (H → 1
2
H2)
H2O2 → H2 +O2 (4.45)
Note that eqs. (4.42) to (4.44) have effectively the same net production pathway, al-
though the intermediate steps towards the formation of O2 are different. Equations (4.42)
and (4.43) both start with the electron impact dissociation of H2O molecules, either by
direct dissociation, or via the dissociative attachment process. The reaction of OH with
OH and O leads to the formation of O2. The H atoms formed recombine at the wall to
form H2.
Equation (4.44) is the same net pathway as eqs. (4.42) and (4.43), however, the step-
by-step analysis reveals a completely different production mechanism. H2O molecules are
first ionised via Penning ionisation with He∗. H2O+ ions then start accumulating more
H2O molecules in a clustering process, where OH is eventually produced. As previously,
the reaction of OH with OH and O lead to the formation of O2. The produced cluster
ions are consumed by electron impact dissociation, and atomic hydrogen which is formed
in that process is lost to the wall. Other pathways exists that involve the formation of
clusters, but are not explicitly discussed here. The production of O2 in a reaction chain
involving clusters is found to be more important at lower H2O admixtures (100 ppm).
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Equation (4.45) has a different net production pathway than eqs. (4.42) to (4.44). OH
produced from electron impact dissociation of H2O reacts with H2O2 to form reactive HO2,
which then forms O2 after reacting with more OH.
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Fig. 4.15: Neutral species densities at the end of the channel in the mod-µAPPJ with
13.56 Wcm−3 plasma power and different humidity contents.
Figure 4.15 shows all neutral species produced in the plasma at different water admix-
tures. As discussed previously, He metastables strongly decrease with increasing humidity
content. Most other investigated species increase, except O(1S), which generally has very
low densities in water containing plasmas. At high H2O contents, the dominant species
are H2, H2O2, H, O2 and OH, all having densities greater than 1014 cm−3. Purely oxygen
containing species such as O(1D), O2(b1Σ) and O3, have very low densities. The excited
oxygen metastable O2(a1∆) as well as atomic oxygen still have significant densities.
4.7. Hydroxyl densities for a power variation
As shown in the previous section, OH densities could be tailored through varying the
humidity content in the feed gas. Another parameter that could potentially be used for
tailoring species densities is the plasma power or applied voltage. It is therefore investi-
gated in this section to what extent the applied voltage can influence the hydroxyl radical
densities.
Figure 4.16 shows absolute OH densities for two different water contents as a function
of the applied voltage. OH densities increase with increasing voltage, however, the depen-
dence of OH densities on the voltage is not very strong. For the higher water admixture of
11100 ppm (measurement taken with UV-BBAS I setup including the ultra-stable broad
band light source), densities increase 45% when the voltage is increased by a factor of 1.7
over the whole measurement range. For the measurement at the lower water content (mea-
surement taken with UV-BBAS II setup including the LED), the increase occurs within the
error bar of the measurements. It is therefore concluded that a variation of plasma power
is not as effective in tailoring the OH densities as a variation of the humidity content.
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Fig. 4.16: OH densities as a function of applied voltage for two different H2O admixtures.
4.8. Hydroxyl densities under a variation of O2, N2 and H2O content
In this section it is investigated how additional molecular admixtures such as O2 or dry
air (N2:O2 4:1) could potentially influence, or even enhance the OH production in the
APPJ. Therefore, the amount of admixed H2O and O2 is changed simultaneously. The
experimental results are shown in fig. 4.17 (a). Several regions of interest can be identified.
When no H2O is admixed (O2 only), the OH density is generally below the detection
limit of the experiment, with exception of the point where 0.2% O2 is admixed. However,
since it is most likely that OH is produced from impurities in this case, the measured OH
density is very low. By increasing the H2O content, the OH density increases as discussed
previously for fig. 4.10. Increasing the amount of O2 at the same time, the OH density
peaks around 0.2% O2 admixture for all H2O contents. At high molecular admixtures
between 1.2 and 1.4% the plasma extinguishes. In general, it is found that the dependence
of OH densities on the O2 admixture is less pronounced than on the H2O content.
Figure 4.17 (b) shows the simulation results for similar conditions compared to fig. 4.17 (a)
and an average power of 2.76 W at 1.2 cm into the discharge channel. Simulated OH densi-
ties are generally a little lower than experimental values, as it has been discussed previously
for the case of pure H2O admixtures in fig. 4.10 (note the different scaling in fig. 4.17 (a)
and (b)). In particular for low H2O admixtures, experimental and simulation results agree
very well. Figure 4.17 (c) shows the comparison of simulation and experiments for a fixed
H2O content of 2380 ppm (black triangles and red dashed line). It can be observed both
in experiment and simulation, that OH densities increase slightly at first to peak around
0.2-0.4% O2 admixture and decrease again with higher admixtures. It should be noted
however, that the total variation at this particular H2O content is less than 18%, which is
close to the uncertainty in the experimental measurements.
Figure 4.18 shows the dominant production and consumption pathways for OH for the
same conditions as fig. 4.17 (c) (O2 admixture). The dominant pathways change drasti-
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Fig. 4.17: Absolute OH densities under a variation of H2O and O2 content. Experimental
(a) and simulation (b) results are in good agreement especially at low molecu-
lar admixtures (note different scaling of the colour bars). Black dots indicate
measurement/simulation points. In the experiment, the total He flow is 5 slm,
and the applied voltage varies between 527 and 587 Vpp dependent on the ad-
mixture. For the simulation, an average power of 2.78 W is assumed, which
was measured previously in section 4.7 for a voltage of 510 Vpp. (c) Abso-
lute OH densities under a variation of O2 and dry air at a fixed H2O content
of 2380 ppm. (d) Absolute simulated OH densities under a variation of O2,
conditions are the same as in (c).
cally when O2 is admixed, especially from 0 to 0.2% admixture, although the change in
OH densities is not very pronounced. For the production of OH at 0% O2 content, elec-
tron impact dissociation of H2O and dissociative attachment as well as clustering are the
dominant pathways with a total contribution of more than 80%. At 0.2% O2 admixture,
these pathways only contribute 13% of the total production, while the dissociation of H2O
by collisions with O(1D) and dissociation of HO2 by collisions with O contribute 63%.
This transition from a water to oxygen dominated reaction chemistry becomes even more
dominant at higher O2 admixtures.
A similar trend can be observed for the dominant consumption pathways for OH. When
no O2 is admixed, the main consumption pathways are reactions with OH itself to produce
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H2O2 or H2O, or with H to produce H2O. These three reactions contribute 78% to the total
consumption of OH. At 0.2% O2 admixture the dominant consumption pathways change
significantly. Now the previous channels only contribute 19% of the total consumption,
and reactions of OH with O and HO2 become dominant.
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Fig. 4.18: Main production (a) and consumption (b) pathways for OH under an O2 varia-
tion with fixed H2O content of 2380 ppm. The pathways are averaged between
0 and 2.4 cm.
Figure 4.17 (d) shows atomic oxygen densities obtained from simulations under a vari-
ation of the O2 content and the same conditions as fig. 4.17 (c). O densities increase
more than one order of magnitude with increasing amount of admixed O2, in contrast to
OH densities, which stay almost constant, as was discussed previously (fig. 4.17 (c)). A
combined admixture of H2O and O2 therefore offers potential for an independent tuning
of both O and OH densities.
Figure 4.17 (c) also shows a variation of OH content with air admixture (white triangles).
By increasing the air admixture, OH densities increase above those measured under an O2
variation. This seems counter-intuitive because if OH production increased with increasing
density of atomic oxygen in the O2 admixture case, it should result in less OH in the dry air
admixture case because there is five times less O2 present in the discharge and one would
therefore also expect less O in the plasma. In order to investigate the dominant pathway
for the formation of OH under these conditions, a more complex plasma chemistry also
involving nitrogen containing species with densities higher than on the scales of impurities
has to be implemented into the simulation. However, this goes beyond the scope of this
thesis, and is left for future investigations.
4.9. Nitric oxide densities under a variation of O2 and N2
Nitric oxide (NO) has been found to be an important signalling agent in cells [163], and
is therefore important in different biomedical applications such as wound healing [164–
166]. The interest in producing NO using plasmas has therefore grown significantly in
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the last years, and there has been a recent effort to quantify NO in different atmospheric
pressure plasma jets using different diagnostic techniques, such as LIF [36] or absorption
spectroscopy in the infrared range [37,38].
In this work, absolute NO ground state densities are measured using UV-absorption
spectroscopy on the NO(X2Πi,υ = 0) → NO(A2Σ+,υ′ = 0) transition at 226 nm. Ab-
sorbance spectra are taken for this transition using the setup described in section 4.5, with
the only difference being the wavelength region investigated.
NO data evaluation
PGOPHER is used to calculate absolute ground state NO densities using a similar
method to that described for OH. Coefficients from the NIST Chemistry WebBook [160] are
used, and the different quantum-mechanical constants listed in table 4.2 are calculated from
these coefficients. After putting these coefficients into PGOPHER, Einstein coefficients are
calculated and normalised to Einstein coefficients calculated by Reisel et al. [167].
Tab. 4.2: Constants used in PGOPHER for the calculation of the transition spectra
for NO. The constants are the state origin, the rotational constant (B), the
spin-orbit coupling constant (A), the spin rotation coupling constant (γs), the
Lambda doubling constants (p and q), and the centrifugal distortion constants
(D and H).
Species Origin B A γs p q D H
NO(X2Πi, υ = 0) 1068.11 1.71 123.162 0 0.0117 6.7× 10−5 5.3× 10−6 0
NO(A2Σ+, υ′ = 0) 45150 1.987 0 -0.002765 0 0 0 0
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Fig. 4.19: Experimental and simulated PGOPHER spectrum for NO. The NO(X) density
obtained from this spectrum is 1.8× 1014 cm−3.
Figure 4.19 shows experimental results and a simulated absorbance spectrum as well
as absorption coefficients obtained from PGOPHER for NO. The baseline was manually
removed in order to account for additional absorbance due to other species in the plasma
such as O3 and NO2, which have continuous absorption bands in the same wavelength
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region. It is observed that in general, the absorbance signal for NO is much weaker com-
pared to OH, leading to a worse signal to noise ratio. The standard deviation of the noise
is calculated from the distribution of absorbance signal in the wavenumber range 43000 -
44000 cm−1 as ∆A = 3.6×10−5. The error bar for the absolute densities can be calculated
by deviation of eq. (4.13) and will be shown in the following plots.
For the operation parameters 10 slm He flow, 0.5% dry air admixture, and Vpp = 660 V,
an absolute NO density of 0.9×1014 cm−3 is measured (data not shown). This is in the same
order of what was measured previously by Douat et al. [37] in the µAPPJ using quantum-
cascade laser absorption spectroscopy under comparable operating conditions (1.4 slm He,
0.35% N2 and about 500 ppm O2).
4.9.1. NO densities under a variation of N2 and O2 in the feed gas
Figure 4.20 (a) shows the measured atomic oxygen and nitrogen ground state densities
obtained by VUV-FTAS as described previously [66] under a variation of the gas mixture
composition. The total amount of molecular admixture is kept at 0.1% in a He flow of
10 slm, while the ratio N2/O2 is varied.
It is observed in fig. 4.20 (a), that both atomic oxygen and nitrogen densities in-
crease with increasing admixture of O2 and decreasing admixture of N21. While it would
be expected that O densities increase with increasing O2 and decreasing N2 admixture,
intuitively one would expect the opposite trend for N. A possible explanation for this phe-
nomenon could be the presence of electronically and highly vibrationally excited states
of N2, which have been found to play a major role in plasma systems operating at lower
pressures [168–171]. In particular the reactions of highly vibrationally excited states of N2
with atomic oxygen has been found to be the dominant process for the formation of NO
and N in low pressure DC glow discharges:
N2(X, υ > 13) +O → NO(X, υ = 0) +N (4.46)
This reaction mechanism could potentially explain the increase of N densities with decreas-
ing N2 admixture, showing that the produced N could increase with increasing amount of
O present in the discharge, although the amount of N2 is decreasing. A possible counter-
argument to this would be if the electron energy distribution function were to change on
decreasing N2 admixture and increasing O2 admixture such as to more effectively excite
the N2 vibrational states required for eq. (4.46). The development of a model describing
all the necessary reaction mechanisms is complex, because of the large number of excited
species and reactions to be considered, but could be a task for future investigations.
Figure 4.20 (b) shows absolute NO densities under similar conditions to fig. 4.20 (a). The
applied voltage and therefore coupled power is higher for the NO absorption measurement
due to the weak absorption signal. Absolute NO densities peak approximately when the
amount of admixed O2 and N2 is the same.
1Experimental data in fig. 4.20 (a) has been evaluated by Dr. Kari Niemi
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(a) (b)
Fig. 4.20: (a) Absolute values of O (black triangles) and N (white triangles) measured by
VUV-FTAS with a total He flow of 10 slm and Vpp = 455 V. (b) Absolute NO
densities under the same conditions as (a), but with Vpp = 665 V.
4.9.2. NO densities under a variation of plasma power
Figure 4.21 shows the development of NO densities under a variation of the applied
peak-to-peak voltage. NO densities increase linearly with increasing power coupled into the
plasma source. The dependence on power is much stronger than in the previously discussed
case of OH. Higher powers in general lead to higher electron densities in the plasma source
and therefore higher dissociation rates of molecules. However, higher powers lead to higher
gas temperatures, which are usually not desirable from the point of view of applications of
these types of plasmas. Therefore, even though NO densities are strongly affected by the
power coupled into the plasma, using increasing power in order to tailor reactive species
densities is quite likely limited for plasma medicine or heat sensitive applications by the
requirement to have low gas temperatures.
4.10. Key results
In this chapter, both experimental and numerical approaches were used to characterise
different species densities under a variation of several plasma parameters. Of particular
interest is the question, which parameter variation enables optimum tuning of RS produc-
tion in the plasma. Generally, simulation and experiment showed good agreement in the
case where benchmarking was possible.
OH. Absolute OH densities are strongly dependent on the H2O content in the feed
gas, and only weakly depend on the coupled power. The main production mechanisms
for OH in a pure He and H2O plasma were found to be electron impact dissociation with
H2O molecules and clustering processes, while the main consumption pathways are due to
collisions with other OH molecules, O, and H. Formation pathways are dependent on the
position in the plasma channel. Air and O2 admixtures only slightly affect absolute OH
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Fig. 4.21: Absolute NO densities under a variation of the plasma power. The plasma
conditions are 40 sccm N2 and 10 sccm O2 with a total He flow of 10 slm. The
N2:O2 ratio is chosen to represent dry air.
densities, however, as shown in the case of O2 admixtures, formation pathways can change
significantly, with dissociation of water by O(1D) becoming an important production path-
way for OH towards higher O2 admixtures. Surprisingly, adding air leads to slightly higher
OH densities than an addition of pure O2. A possible reason might be that a similar dis-
sociation process by N metastables might be even more effective due to a higher potential
energy compared to O(1D). However, in order to investigate this further, a more complex
plasma chemistry involving N species has to be implemented, which goes beyond the scope
of this work.
O. Atomic oxygen densities produced from H2O are about an order of magnitude lower
than OH densities. The production and consumption of O is strongly coupled to OH due
to the pathways OH + OH → H2 + O and OH + O → O2 + H. At high H2O contents
and towards the end of the plasma channel, electron impact dissociation of O2, which
is continuously accumulating over time, starts to enhance O production, meaning that
absolute O densities do not reach equilibrium within the channel. Therefore, changing the
length of the plasma source could enable a tuning of O densities while species such as OH
and H stay constant.
N and NO. Absolute densities of N and NO were measured while increasing the O2 con-
tent and decreasing the N2 content. Surprisingly, N increased with increasing O2 content
and decreasing N2 content in the gas phase. NO was found to peak when the N2 and O2
admixtures were approximately equal. In order to investigate these trends in more detail,
a more complex plasma chemistry model is needed. NO shows a stronger dependence on
applied voltage than OH, making the power a suitable parameter for tailoring the density
of NO, only limited by a possible increase in gas temperatures.
Generally, for all species investigated numerically in this work, a very valuable task for
future work would be the development of a full sensitivity analysis for the plasma simu-
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lations. Such an analysis could provide typical error bars associated with the modelling
results, and therefore help to develop a better understanding the magnitude of these un-
certainties, as well as their origin.
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containing humidity
As discussed in the previous chapter, the detection of many reactive species and their
quantification is challenging under the typical experimental conditions provided by APPs.
So far, absolute species densities were detected in the sealed source in a "protected" atmo-
sphere, which means there was no direct contact between the investigated gas volume and
ambient air. Therefore, the previously discussed measurements were not influenced by any
effects of for example ambient gas mixing. However, the plasma sources used for biological
applications are typically operated in ambient air to allow for interaction of plasma pro-
duced particles with biological samples, making gas entrainment particularly in the plasma
eﬄuent, inevitable. Due to this gas mixing, measurements of reactive species in these types
of plasmas, or their eﬄuents, are challenging, because entrained ambient air can influence
the gas dynamics, for example by quenching of excited state lifetimes [80]. Additionally,
the length of the absorbing medium is poorly defined and spatially dependent, causing
additional problems when using line integrated absorption spectroscopy.
In this section, an advanced technique for the investigation of absolute species densities is
introduced, which enables absolute measurements of spatially resolved species densities and
effective lifetimes in the plasma eﬄuent region. The technique is Two-photon Absorption
Laser Induced Fluorescence, with sub-nanosecond temporal resolution (ps-TALIF).
85
5. Atomic oxygen and hydrogen production in the µAPPJ
5.1. Two-photon absorption laser induced fluorescence with
sub-nanosecond temporal resolution
Laser induced fluorescence (LIF) or two-photon absorption laser induced-fluorescence
(TALIF) are techniques based on the absorption of one or two laser generated photons,
typically by the ground state of a molecule or atom. The resulting excited state can
de-excite via radiative and, at elevated pressures, collisional de-excitation processes. The
general concept of LIF and TALIF is to obtain absolute ground state densities of molecules
by measuring this fluorescence signal. The working principle of TALIF has been described
in much detail in the literature [71, 172–174], so only the main steps for the derivation of
the "TALIF equation", which describes the dependence of absolute ground state species
densities on the fluorescence signal, will be mapped out here. For all derivations in this
work it is assumed that the laser energy is sufficiently small to avoid any saturation effects,
which will be discussed later.
5.1.1. Principles of TALIF
Fluorescence signal
A schematic of the two-photon laser excitation and fluorescence is shown in fig. 5.1. Two
incoming photons excite the molecule from a lower state 0 with density n0, which in this
case is assumed to be the ground state of the molecule, to a higher state 1. In the case
of purely radiative de-excitation processes, this state has a limited lifetime defined by the
Einstein coefficient Ai =
∑
k Aik for spontaneous emission, taking into account all possible
lower states k. In the example shown in fig. 5.1, the atom goes from state 1 to state
to state 2 with a probability denoted by the Einstein coefficient A12, emitting a photon.
Because the excitation by two photons usually goes via an intermediate "virtual" state,
both, the transition from the ground state to this virtual state and from the virtual state
to the higher excited state have to follow one-photon excitation rules. This means that in
contrast to LIF, the transition back into the ground state emitting one photon with half
the wavelength of the two excitation photons is spectroscopically forbidden for TALIF. The
general selection rules for TALIF are that the parity (−1)
∑
i li (here l = 0, 1, 2... denotes
the angular momentum quantum number for s, p, d... states) for lower and excited states
are the same [175]. This allows fore example for s → s and s → d transitions, which
are not allowed with only one photon. An additional general selection rule for the total
angular momentum of the electron J is J → J , J ± 1, J ± 2 (except J : 0 ↔ 1 if the
two photons originate from the same laser) [175]. For a one-photon transition, the rule
J → J ± 2 is not possible. A full list with selection rules for two-photon excitation can be
found in [172,175].
The aim of this section is to derive an expression which links the intensity of the fluo-
rescence signal, which is a measurable quantity, with the ground state density. We start
by looking at the absorption process from the ground state 0 to the higher state 1. The
probability for absorption is given by the Einstein coefficient B01. Generally, Bik is related
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Fig. 5.1: Schematic of TALIF excitation scheme.
to the absorption cross section σik(λ) of the transition
σik(λ) =
h
λ
Bik(λ) (5.1)
Note that Bik(λ) = B0ikΦ(λ) contains the normalised line-shape function
∫
Φ(λ)dλ = 1.
Using the Einstein Bik coefficient, the rate of change of the lower state can be expressed
as
dn0
dt
= −B01n0ρ(t) = −dn1
dt
(5.2)
where ρ(t) is the spectral energy density of the incoming radiation.
Equation (5.2) shows that the absorption process is populating the higher state 1. Several
processes exist that can lead to the de-population of this particular state. The first process
is spontaneous emission, where the change of population in the upper state 1 can be
expressed by the Einstein coefficient A12 for spontaneous emission into the lower state 2,
as previously discussed. The second possibility for depopulation of state 1 is via radiation-
less de-excitation due to collisions (quenching), which becomes more important at elevated
pressures. A measure for the quenching efficiency of a quenching species q with density
nq is given by the quenching rate coefficient k1q . Together with the previously discussed
absorption, the total change in the excited state 1 densities can be expressed as
dn1
dt
= B01n0ρ(t)− (
∑
k
A1k +
∑
q
nqk
1
q )n1 (5.3)
= R01(t)n0 − (A1 +Q1)n1 (5.4)
where the first term on the right hand side describes a gain in density of n1 due to excitation
from the ground state, and the last two terms describe a loss in density of n1 due to
spontaneous emission into all possible lower states (A1 =
∑
k A1k) and quenching (Q1 =∑
q nqk
1
q ). The product B01ρ(t) has the unit s−1 and can therefore be denoted as a rate
R01. From eq. (5.4) it is obvious that without any active excitation process (R01 = 0, for
example after the laser pulse), n1 decreases exponentially with the effective decay time
τeff =
1
A1 +Q1
(5.5)
For a two-photon excitation process, the excitation rate is proportional to the two-photon
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excitation cross section σ(2)(λ), as well as the square of the laser intensity [173,174]
R(t) = G(2)σ(2)(λ)
(
I(r, t)λL
hc
)2
(5.6)
G(2) is the photon statistic factor, which depends on the temporal correlation of the ra-
diation fields, and λL is the wavelength of the laser with intensity I(r, t). The square
dependence of the rate on the intensity results from the absorption of two identical pho-
tons from the same laser. From eq. (5.4), n1 can be expressed as [174]
n1(t) = n0
∫ t
0
R01(t
′)e(A1+Q1)(t−t
′)dt′ (5.7)
Integration over the total fluorescence time and volume gives the number of fluorescence
photons at a particular wavelength [172,174]
NF(λ) = A12
∫
V
∫ ∞
0
n1(t)dt dV (5.8)
= a12n0G
(2)σ(2)(λ)
∫
V
∫ ∞
0
(
I(r, t)λL
hc
)2
dt dV (5.9)
where a12 = A12A1+Q1 is the branching ratio.
In the experimental setup, not all fluorescence photons will be detected. First of all,
only photons emitted within a solid angle ∆Ω can reach the detector. Photons can also be
absorbed or reflected by any material between the point of emission and the detector, such
as optical lenses, filters, or windows. The transmission T (λ) of these components therefore
has to be taken into account. Finally, the quantum efficiency η(λ) of the detector, which
describes the response of the detector to an incoming photon, is wavelength dependent.
The signal s measured by the detector can be expressed by
s(λ) = η(λF)T (λF)
∆Ω
4pi
NF(λ) (5.10)
Spectral integration of eq. (5.10) gives the absolute intensity of the TALIF signal, which
is proportional to the ground state density n0
SF =
∫
s(λ)dλ
= η(λF)T (λF)
∆Ω
4pi
a12G
(2)σ(2)n0
∫
V
∫ ∞
0
(
I(r, t)λL
hc
)2
dtdV (5.11)
Therefore, using eq. (5.11), absolute ground state densities can be calculated. However, in
order to solve the integral in eq. (5.11), one has to know the exact intensity profile, both in
time and space, of the laser. The observation angle ∆Ω has to be determined accurately.
Additionally, two-photon excitation cross sections σ(2) are very difficult to measure due
to their low values, and are not available for all species in the literature. A solution for
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this problem would be to compare SF with the signal obtained for a known amount of the
species of interest, but atomic species such as O, N, or H are highly reactive, and therefore
difficult to produce in a controlled manner. An alternative is a calibration with noble
gases, if similar excitation and fluorescence schemes to that in the species of interest can
be found. This method will be discussed in the next section.
Calibration with noble gases
The general principle of calibration with noble gases is to compare the fluorescence signal
of the species x of interest after excitation with the fluorescence signal of a species with
known density ncal. This procedure has been described in more detail in the literature [70,
173]. Absolute species densities nx can be calculated by rearranging the following equation
SF,x
SF,cal
=
ηx(λF,x)
ηcal(λF,cal)
Tx(λF,x)
Tcal(λF,cal)
a12,x
a12,cal
σ
(2)
x
σ
(2)
cal
nx
ncal
ix
ical
(5.12)
where i is the short form notation for the integral in eq. (5.11). If the temporal and
spatial characteristics of the laser beam are equal for both the measurement and calibration
wavelength, then i can be substituted by the spatially averaged beam energy E
SF,x
SF,cal
=
ηx(λF,x)
ηcal(λF,cal)
Tx(λF,x)
Tcal(λF,cal)
a12,x
a12,cal
σ
(2)
x
σ
(2)
cal
nx
ncal
(
Ex
Ecal
λx
λcal
)2
(5.13)
SF,x
SF,cal
= C
a12,x
a12,cal
nx
ncal
(5.14)
where all quantities that depend on the experimental system are summarised in the pa-
rameter C. The term in brackets on the very right hand side of eq. (5.13) is the laser pulse
energy divided by the photon energy, and therefore represents the number of laser photons.
Several requirements have to be fulfilled in order to go from eq. (5.11) to eq. (5.13). First
of all, as already mentioned, the temporal and spatial laser beam profiles for measurement
and calibration have to be identical. Optics that are used for directing and potentially
focussing the laser beam should have similar optical characteristics (e.g. transmission,
focal length for lenses) for both the fluorescence and calibration measurement. Because of
this, the calibration species are usually chosen in a way such that the excitation wavelength
of the two species are very close. The same principle has to be applied for the optics used
to capture the fluorescence light. Therefore, calibration species are chosen in a way such
that the fluorescence light is emitted at a similar wavelength compared to the investigated
species. Equation (5.13) has the advantage that the angle of observation ∆Ω cancels
out, if the experimental system is not changed between measurement and calibration.
Additionally, even if two-photon excitation cross sections are not available for a species of
interest in the literature, the ratios of cross sections have been measured [76,173].
Figure 5.2 shows the calibration schemes for the species investigated in this work. Data
for the schematics have been taken from other publications [76,173] and the NIST Atomic
Spectra Database [176], and have been previously discussed and used in other work [69,
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Fig. 5.2: TALIF schemes for the investigated species O and H and corresponding calibra-
tion gases, which are Xe and Kr, respectively. All level specifications are taken
from the NIST Atomic Spectra Database [176] and [76, 173]. Schematics for
noble gases are in Racah notation.
71,79,89]. Here, only some particulars of the different species are discussed.
In atomic oxygen, both the ground and the LIF excited state (O(2p4 3PJ) and O(3p
3PJ), respectively) are split into three fine structure energy sub-levels J = 0, 1, 2. While the
ground state levels have a distinct energy gap in the order of a few hundred wavenumbers,
the upper states lie energetically very close within one wavenumber. Therefore, excitation
from any ground state level leads to a population of all J = 0, 1, 2 upper state levels,
because the spectral width of the laser used in this work (roughly 4 cm−1) is greater than
this energy difference.
Xenon is typically chosen as a calibration gas for O, since both the excitation and
fluorescence wavelengths are in close proximity. The excited Xe state can decay into
several sublevels. The purely optical branching ratio b = A12A1 for the transition into the 6s
state with a wavelength of 834.9 nm is 0.733 [76,177].
In this work, the following two-photon absorption cross section ratio is used for O and
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Xe [76]
σ
(2)
Xe∑
J ′ σ
(2)
O,J→J ′
= 1.9(±20%) (5.15)
which takes into account all possible transitions into the upper excited states of atomic
oxygen. In the measurements presented in this work, usually only the J = 2 sub-level of
the electronic ground state of O is probed. Particularly for measurements where humidity
is added to the gas flow, the fluorescence signal from the other sub-levels is very weak
due to low O densities. In order to calculate the absolute density of all ground state sub-
levels, a Boltzmann factor as in eq. (4.3) is applied. To test the validity of this approach
O densities are measured when O2 is mixed into the feed gas to give higher O densities
so that the fluorescence signal from the J = 0 and J = 1 states is high enough to be
measured. Figure 5.3 shows the densities of each of the three sub-levels as a function of
the O2 content in the feed gas. Absolute ground state O densities calculated from the
different O sub-levels lie within 10%.
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Fig. 5.3: Absolute atomic oxygen densities under a variation of the O2 content in the
plasma. Plasma parameters for the ps-TALIF measurements are 1 slm He and
600 Vpp. Densities are obtained from probing the three ground sub-levels and
applying a Boltzmann factor.
For the calibration, the plasma jet is replaced with a Starna Spectrosil Fluorometer
Cuvette, which is filled with Xe at 10 torr pressure. This pressure is chosen in a way such
that the detected TALIF signal in the Xe gas is high enough to give a good signal-to-noise
ratio, but not so high as to mean the excited state is strongly quenched by background
Xe. Before filling the cuvette with Xe, the cell is pumped down for several hours below
10−2 torr to minimise the impact of impurities on the Xe lifetime and signal.
Atomic hydrogen has two levels which are populated by 205.08 nm radiation according
to the selection rules for two-photon absorption transitions, if the laser is spectrally wider
than the separation of these levels of roughly 0.15 cm−1 (as previously mentioned, the
laser used in this work has a spectral bandwidth of roughly 4 cm−1). These two states
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Tab. 5.1: Detailed information about energy levels and allowed transitions in the H atom.
Einstein coefficients Aik are taken from the NIST Atomic Database [176].
Lower state Higher state Aik (1/s)
H(1s 2S1/2) H(3p 2P1/2,3/2) 1.6725× 108
H(1s 2S1/2) H(3s 2S1/2) forbidden
H(1s 2S1/2) H(3d 2D3/2,5/2) forbidden
H(2p 2P1/2,3/2) H(3p 2P1/2,3/2) forbidden
H(2p 2P1/2) H(3s 2S1/2) 2.1046× 106
H(2p 2P3/2) H(3s 2S1/2) 4.2097× 106
H(2p 2P1/2) H(3d 2D3/2) 5.3877× 107
H(2p 2P3/2) H(3d 2D3/2) 1.0775× 107
H(2p 2P1/2,3/2) H(3d 2D5/2) 6.4651× 106
H(2s 2S1/2) H(3p 2P1/2,3/2) 2.2448× 107
H(2s 2S1/2) H(3s 2S1/2) forbidden
H(2s 2S1/2) H(3d 2D3/2,5/2) forbidden 1s  S
2
1/2
2s  S
2
1/2
2p  P
2
1/2,3/2
3p  P
2
1/2,3/2
3s  S
2
1/2
3d  D
2
3/2,5/2
102.59 nm
205.08 nm
656.3 nm
Q
M
H
are the 3s and 3d state. The ratio of the excitation cross sections σ
(2)
d
σ
(2)
s
into these two
states is 7.56 [178], and the effective lifetimes for the two states are 15.6 ns and 159 ns
for the 3d and 3s state, respectively [178, 179]. As discussed previously, the higher state
population decreases due to spontaneous emission from the excited states and collisional
quenching with other particles. In atomic hydrogen, a third loss mechanism has to be
taken into account, which is known as L-state mixing, and which acts as an additional
contribution to the quenching of the species. L-state mixing is effectively a redistribution
of the population in the higher excited levels of atomic hydrogen, and is observed to be
dependent on the pressure [178]. It can, for example, lead to a population of the 3p state,
which would be otherwise prohibited by the two-photon absorption selection rules. This
3p state can radiatively decay back into the 1s state, and radiation from the 656.3 nm
emission line would get lost, effectively reducing the lifetime of the higher excited state.
Another prossible radiative transition would be into the 2s state, with a mean lifetime
of 5.4 ns [179]. The branching ratio b(2s1s) can be calculated as 0.12, which means that
transition into the 1s state is favourable. All possible transitions and Einstein coefficients
relevant in this scenario are listed in table 5.1.
Preppernau et al. [178] have developed a model for the calculation of absolute decay rates
taking into account L-state mixing, additionally to radiative decay times and quenching.
In chapter C, this model is applied for conditions typical for experiments carried out in
this work (He background gas at atmospheric pressure and Tg = 315 K). Taking into ac-
count all three de-excitation mechanisms, the equilibrium calculated lifetime is 1.2 ns. An
effective lifetime of 0.97 ns is determined experimentally (result is shown in section 5.2),
when the lifetime of H(n=3) is measured in a pure He flow and the detected H is produced
from impurities only. The equilibrium excited lifetime calculated using the model in chap-
ter C does also not significantly change dependent on if L-state mixing is included in the
calculations or not. However, when applying the model, certain aspects are difficult to
assess. For example, it is not clear if, or to what extend, the plasma is optically thick for
the VUV-radiation emitted from the 3p state after L-mixing induced redistribution of the
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upper state population. Therefore, in this work, lifetimes measured using the ps-TALIF
system are used for absolute density calculations for H ground state atoms.
Krypton is a gas that is typically used for the absolute calibration measurements with
atomic hydrogen. Similar to the Xe-O calibration, the excitation wavelengths of Kr and
H are spectrally close, as shown in fig. 5.2. However, the wavelengths for the fluorescence
signals lie almost 200 nm apart. This results in a change of the focal length of approximately
50 µm for the particular lens used in the ps-TALIF setup. The setup will be described in
the next section.
For the two-photon excitation cross section ratio, the following value is used [173]
σ
(2)
Kr
σ
(2)
H
= 0.62(±50%) (5.16)
Similar to Xe, a cuvette is filled with Kr for the calibration measurement. The pressure
in the calibration cell is chosen as 1 torr. At higher pressures, a significant contribution
of Amplified Spontaneous Emission (ASE) to the fluorescence signal has been observed
previously [122]. ASE leads to a population inversion between the two excited states, and
can influence the lifetime measurement if the laser energy or ground state density of Kr
is chosen too high. The purely optical branching ratio for the Kr transition of interest is
b = 0.953 [180].
For the discussion of results, the following abbreviations are used when mentioning dif-
ferent states: When results for absolute ground state densities are presented, the notation
"O" is used for the sum of the densities in all atomic oxygen ground state sub-levels∑
JO(2p
4 3PJ) and "H" for the H(1s 2S1/2) ground state. For the discussion of quenching
of laser excited states, which are discussed in more detail in section 5.2, the abbreviations
H∗ for the H(n=3) state, and O∗ for the
∑
JO(3p
3PJ) (or short: O(3p 3P)) are used.
5.1.2. ps-TALIF setup and parameters
TALIF at atmospheric pressure is challenging due to the high de-excitation rates of
the excited states caused by collisional quenching. This leads to very short lifetimes of
these states, which are typically shorter than the nanosecond laser pulse duration or the
temporal resolution of the detection system in conventional TALIF setups. With such
systems, effective lifetimes cannot be directly measured, but have to be calculated from the
natural lifetimes of the excited states, and quenching with all possible quenching partners,
as indicated in eq. (5.5).
In order to circumvent this problem, the laser and detection system can be chosen in
a way that the timescales of interest are shorter than the effective lifetimes, even at high
pressure. In this work, a picosecond laser system (EKSPLA) is used to generate laser
pulses with a duration of approximately 32 ps. Because of the short length of the pulses,
the excitation process of the atoms is much shorter than the effective lifetimes of the excited
states, which for gas mixtures used here typically lie in the order of a few nanoseconds for
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Fig. 5.4: Laser setup as used for the TALIF measurements.
O∗ and a few hundreds of picoseconds for H∗ at atmospheric pressure. Excitation therefore
happens almost instantaneously, and excitation by the laser beam and de-excitation are
not temporally convoluted.
The laser system, as shown in fig. 5.4, consists of three components, which are an
Nd:YAG pump laser (EKSPLA PL2251, 10 Hz), an amplifier and harmonic generator
(EKSPLA APL 2100 and H400), and a solid state optical parametric generator (EKSPLA
PG411). The laser wavelength can be tuned continuously between 193 and 2300 nm. Typ-
ical output laser energies are in the range of a few hundreds of µJ, and are further reduced
in order to avoid any saturation effects, which will be discussed later. Depending on the
desired output energy, either a set of two variable attenuator plates, or one attenuator
plate and a compensator (Layertec), are used for the attenuation. The attenuator plate
has an anti-reflective coating, the attenuation of which is dependent on the incident an-
gle of the laser beam. Therefore, to control the laser beam energy, the components are
mounted on counter-rotational stages (Zaber T-NM17A04). The use of two components
and the rotational stages ensures that a possible offset of the beam after travelling through
the first attenuator is corrected for by the second component, so that its position is not
dependent on the attenuation. The output laser energy is monitored by an energy meter
(Gentec-EO, QW8SP-B-MT), and fed into a LabView PID energy control feedback loop.
This allows the laser energy to be controlled precisely, and ensures that potential long-term
drifts in the laser energy, which can occur when measuring over a number of hours, are
counteracted. The standard deviation of the short-term shot-to-shot laser energy has an
upper limit of 8%, and signals are accumulated over 64 or 128 laser shots (depending on the
signal strength). Finally, the laser beam is focussed to a spot size of about a few hundreds
of micrometres into the volume to be observed, i.e. the plasma eﬄuent region. The small
spot size of the beam allows for spatially resolved measurements with a spatial resolution
in the same order.
The fluorescence light emitted is detected by a fast iCCD camera (4Picos dig Stanford
Computer Optics, 780×580 pixels, (8.3×8.3) µm2 pixel size, S25IR photo cathode), which
is set up in a 90◦ angle to the laser beam. Synchronisation between camera and laser is
achieved using the pre-trigger laser output as an external trigger for the camera. The signal
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is imaged on the iCCD chip using two achromatic lenses (Thorlabs, AC050-010-B-ML) with
a focal length of 8 cm each, so that the effective focal length is decreased to approximately
4 cm, resulting in a higher collection angle and therefore higher signal-to-noise ratio. The
theoretical transmission of these lenses for all four fluorescence wavelengths of interest
(O∗, H∗, Xe(6p’[3/2]2) and Kr(5p’[3/2]2), as indicated in fig. 5.2, is 99%. Optical filters for
845 nm, 656 nm, 835 nm, and 825 nm, respectively, with a spectral bandwidth of 10 nm
each, are fitted in front of the cameras during the detection of the detection signals for the
different species.
TALIF signal measurement
In order to obtain absolute species densities, several quantities in eq. (5.14) have to be
measured. One of these parameters is SF which is the temporally, spatially, and spectrally
integrated fluorescence signal.
The spatial integration is performed by choosing a defined region of interest (ROI) from
the camera image, and taking the sum of the signal within this region. This means that
the spatial resolution is limited by the choice of ROI. Figure 5.5 (a) shows the fluorescence
signal of O∗ at 844 nm, at the strongest excitation wavelength of 225.65 nm. A bright
region is visible in the middle of the picture where the laser beam intersects with the jet
eﬄuent region, leading to excitation of O from the ground state, and subsequent emission
of fluorescence light. Similarly, fig. 5.5 (b) shows the fluorescence signal obtained from
the calibration with Xe at 835 nm and a laser wavelength of 224.30 nm. The calibration
cuvette containing the Xe gas has much larger dimensions compared to the 1 mm discharge
gap of the µAPPJ, therefore, the fluorescence signal is visible over the whole width of the
CCD chip. For both measurements, the same ROI is chosen, as indicated in the figures.
The temporal integration is performed by choosing the camera gate width long enough
to collect almost all of the fluorescence light from the exponential fluorescence decay after
the laser pulse (>98% under all measurement conditions). The relation for this long-gate
measurement is schematically shown in fig. 5.6. The species with the longest effective
lifetime of the four species of interest is Kr(5p’[3/2]2), due to the long natural lifetime
of the excited state, and the low pressure of 1 Torr in the reference cell. The measured
lifetime for Kr(5p’[3/2]2) under these conditions is 21.4 ns. Therefore, a camera gate
width of 100 ns is chosen, which means that 98-99% of the fluorescence signal is captured,
depending on the camera start delay. The same gate width is chosen for all other species,
leading to a light capture higher than 99.9%.
Temporal and spatial integration of the fluorescence signal gives s(λ), the spectrally
dependent fluorescence signal. s(λ) is measured for different wavelengths by tuning the
laser wavelength over the resonant transition. The wavelength step is 0.01 nm, which is
also the minimum possible gate step for the particular laser used in this work. For the
wavelength scan, usually 4 points before and after the central wavelength are measured,
resulting in 9 measurements for each wavelength scan. Additionally, a measurement of the
background signal is performed by manually closing the shutter of the laser output. By
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Fig. 5.5: Example fluorescence images for O (a) and Xe (b) measured with the ICCD
camera. (c) Image taken with a background light to determine the distance
between laser beam and jet nozzle.
subtracting this background signal, potential background light from the plasma source is
accounted for, as well as base noise from the detector. Spectral integration of s(λ) results
in the absolute fluorescence signal SF. Typical wavelength scans for atomic hydrogen and
oxygen are shown in fig. 5.7.
The spectral integration is performed by fitting a Gaussian function to s(λ), and inte-
grating under the curve. The Gaussian fitting function is chosen because the main line
broadening mechanism under the experimental conditions is because of instrumental broad-
ening due to the relatively large spectral bandwidth of the laser, and it is assumed that the
spectral profile of the laser is Gaussian. Because of the short laser pulses of about 32 ps,
the minimum of the spectral laser width is limited by the Fourier limit
∆λ∆t ≥ λ
2
c
C (5.17)
where C is a constant, which depends on the temporal shape of the laser pulse. Assuming
a Gaussian shaped line profile (C = 0.44 [181]), we obtain ∆λ ≥ 2.3 pm. As previously
mentionded, the bandwidth as stated by the laser manufacturer is 4 cm−1 (∆λ = 0.02 nm).
Equation (5.17) also shows that the laser used in this work is naturally spectrally wider
than lasers used in typical ns-TALIF setups, due to the shorter pulse duration.
Other broadening mechanisms, such as Doppler and pressure broadening, are much
smaller under our experimental conditions. For atomic oxygen, the Doppler broadening
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Fig. 5.6: Schematic of long gate width measurement. The camera gate (orange area) is
chosen long enough to capture most of the emitted light from the fluorescence
decay.
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Fig. 5.7: Normalised fluorescence signal for (a) H∗ and (b) O∗ 500 sccm He with a H2O
content of 1240 ppm, 510 Vpp. Error bars show the standard deviation of the
noise. The data is fitted with a Gaussian function.
∆λD can be calculated as
∆λOD =
λ
c
√
8kBTg ln (2)
mO
= 0.35 pm (5.18)
where Tg = 315 K and λ = 112.8 nm as half the excitation wavelength for atomic oxygen,
which is in good agreement with measured values [182]. For atomic hydrogen, ∆λHD =
1.3 pm, which is still more than a factor 10 smaller than the laser bandwidth.
Pressure broadening coefficients for O by He and O2 were determined in reference [182].
For 1 bar, pressure broadening by the background He can be calculated as
∆λOL = 0.59 pm (5.19)
assuming that pressure broadening is dominated by the He background gas. Therefore,
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both Doppler and pressure broadening are much smaller compared to the laser line width.
The quality of the signal measurement strongly depends on the investigated species and
the experimental circumstances, and the signal-to noise ratio, which is defined here as
SNR =
s− s0
∆noise
(5.20)
where ∆noise is the standard deviation of the measured noise, and snet = s(λ) − s0,
which means the signal integrated over the ROI minus the background s0. For example,
when measuring atomic hydrogen under a H2O variation, the measured H fluorescence
signal is strong since H densities produced from H2O are high. Figure 5.7 (a) shows
normalised fluorescence signal of H∗ as a function of the laser wavelength. The SNR for
this measurement is good, resulting in a small ∆noise (shown as error bars) compared to
the signal strength. On the contrary, for a measurement of O under a H2O admixture, the
signal to noise ratio is small, because the O densities produced from H2O are low. This is
shown in fig. 5.7 (b).
As discussed previously, the laser steps are limited to 0.01 nm, resulting in typically 4-5
possible measurements where a signal is obtained for each wavelength scan. Although a
Gaussian function can be usually fitted to the experimental data with no difficulties, the
fact that only so few points are available for the fit makes it difficult to assess the accuracy
of the fitting procedure, particularly when the SNR is low.
TALIF lifetime measurement
In addition to the total fluorescence signal SF, the branching ratio
a12 =
A12
A1 +Q1
= b
τeff
τnat
(5.21)
and therefore the effective lifetime τeff of the excited state, including radiative and quenching-
induced contributions towards the decay, has to be determined, in order to calculate abso-
lute species densities from eq. (5.14). The natural lifetimes for O∗, H∗, Xe(6p’[3/2]2), and
Kr(5p’[3/2]2) are 34.7 ns, 17.6 ns, 40.8 ns, and 34.1 ns, respectively [76, 173]. In the case
of atomic oxygen, this lifetime takes into account all sub-levels of the excited state. In the
case of atomic hydrogen, the stated lifetime was obtained as an effective lifetime of the 3s
and 3d state. The purely optical branching ratios b are 1 for O∗ and H∗, and 0.733 and
0.953 for Xe(6p’[3/2]2) and Kr(5p’[3/2]2), respectively, as stated in the previous section.
In order to measure τeff with the ps-TALIF setup, the gate width of the camera is fixed,
and the camera delay is increased incrementally, so that the fluorescence signal s(λ) at
different times after the laser pulse is obtained. A schematic of this is shown in fig. 5.8.
The choice of the gate step is generally dependent on the lifetime of the different excited
species. For Kr(5p’[3/2]2) with the longest lifetime of 22 ns, the gate width is chosen as
3 ns. The species with the shortest lifetime is H∗. Under high molecular admixtures, the
H∗ lifetime drops well below 1 ns, therefore, the gate step is chosen as 0.2 ns. Finally, the
gate step for the measurement of O∗ and Xe(6p’[3/2]2) lifetimes, which typically lie in the
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Fig. 5.8: Schematic of the lifetime measurement. By changing the camera delay, the
camera gate is open at different times during the exponential decay of the flu-
orescence signal. By scanning over the whole decay, the lifetime of the excited
state can be measured.
order of a few ns, is chosen to be 1 ns.
The choice of the camera gate width, for the lifetime measurement, does not have an im-
pact on the measured lifetimes, as illustrated in fig. 5.9. Figure 5.9 (a) shows the measured
signal of the O∗ fluorescence dependent on the camera delay for different gate widths. The
plasma is operated with 1 slm He and 0.5% O2. The laser pulse occurs at approximately
t = 0. For images taken at t < 0 ns, the camera is not detecting any signal, or the fluores-
cence signal is partially detected by the camera. For example, for a camera gate width of
20 ns, the camera does not detect any fluorescence signal at t < 20 ns. At −20 < t ≤ 0 ns,
the camera starts to detect fluorescence signal, because the laser pulse lies within this time
interval. Therefore, the signal increases with increasing delay time. At t > 0 ns, the laser
pulse has excited the atoms, the camera detects the fluorescence signal without any "dead
time" before the laser pulse. In this interval, the signal is decaying exponentially, and the
decay time can be determined by fitting an exponential decay function. By plotting the log
of the signal, the exponential nature of the decay is verified for all lifetime measurements
(not shown here). All lifetimes obtained from fig. 5.9 (a) lie within τeff = (4.38± 0.11) ns.
Similarly, fig. 5.9 (b) shows measured lifetimes of O∗ for a plasma operated in 500 sccm
He and a H2O content of (5390 ± 326) ppm. Again, all measured lifetimes lie in the
range τeff = (3.18± 0.12) ns. Therefore, it is shown that the measured effective lifetime is
independent of the gate width. Generally, long gate widths are chosen for the measurements
in this work in order to maximise signal. The gate widths used are 2 ns for H and Xe,
and 10 ns for O, whose emission signal is weak when H2O is admixed. For the lifetime
measurement of Kr, a very long gate width of 20 ns is chosen. Due to the long lifetime,
low pressure and low laser energy chosen for these measurements, the fluorescence signal
is very weak. The choice of laser energy for the different species will be discussed in the
next section.
As for the signal measurements, the quality of the lifetime measurement strongly depends
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Fig. 5.9: Influence of the gate width on the measured lifetime of species. (a) Lifetime of
O(3p 3P) with 1 slm He flow rate and 0.5% O2 admixture. (b) Lifetime of O(3p
3P)) with 0.5 slm He flow rate, and a H2O content of (5390± 326) ppm.
on the investigated species and the experimental circumstances, and the signal-to-noise
ratio. The lifetime of the excited species can be obtained by fitting an exponential decay
to the measured TALIF signal. This is shown for measurements of the atomic oxygen
fluorescence for two different conditions in fig. 5.10. Atomic oxygen is produced in large
quantities from O2 (fig. 5.10 (a)), resulting in a good signal-to-noise ratio, whereas O
densities produced from H2O are much smaller (fig. 5.10 (b)), and ∆noise is large compared
to the fluorescence signal. However, a large number of points is generally taken, and the
fluctuation of the measurement is small. The decay can be easily fitted by an exponential
decay. Using a 95% confidence band, errors are determined from the goodness of the
individual fits. The effective lifetimes for Xe(6p’[3/2]2) and Kr(5p’[3/2]2) (at 10 Torr and
1 Torr pressure) have been measured each time an absolute calibration was performed. The
lifetimes and their uncertainties are therefore calculated as average and standard deviations
from multiple measurements as τXe(6p’[3/2]2)eff = 6.5±0.5 ns and τ
Kr(5p’[3/2]2)
eff = 21.4±0.8 ns,
respectively.
Another influence that can have an effect on the measured lifetimes are impurities present
in the gas flow. It is found that even in a "pure" He flow without any deliberate addition of
molecules, weak TALIF signals of O∗ and H∗ can always be obtained. Impurities can enter
the feed gas either through leaks in the gas supply line, or diffuse into the plasma eﬄuent
region from the ambient air. In the latter case, the amount of impurities is gradually
decreasing towards the central axis of the APPJ. Because of this effect, the choice of ROI
most likely influences the measured lifetime, with the lifetime becoming smaller with larger
ROI. With good SNR, the lifetime does not change more than 10%, if the ROI is increased
"radially" from 280 µm to 1 mm.
It can be estimated how high the unwanted admixture of air has to be to significantly in-
fluence the measured lifetimes. For H, quenching coefficients with He, O2 and N2 are kH
∗
He =
0.317×10−10 cm3s−1 [89], kH∗O2 = 32.6×10−10 cm3s−1 and kH
∗
N2 = 20.1×10−10 cm3s−1 [76],
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Fig. 5.10: Normalised measured fluorescence decay for (a) O∗ at 500 sccm He, 2.5 sccm
O2, 600 Vpp and (b) 500 sccm He with an H2O content of 3800 ppm, 510 Vpp.
Error bars show the standard deviation of the noise.
respectively. In pure He and at atmospheric pressure (Tg = 315 K), the lifetime of H∗ can
be calculated as 1.26 ns. To obtain an effective decrease in this lifetime of 1 or 10%, the
air admixture has to be in the order of 150 or 1700 ppm, respectively. Since these are rel-
atively large concentrations of air, it is assumed that any small impurities being present in
the gas do not have an impact on measured lifetimes, as long as measurements are carried
out close to the the nozzle of the plasma jet, and the ROI is chosen small enough to not
extend into regions of the eﬄuent where gas mixing starts to play a role.
Energy saturation curves
From eq. (5.13) it is known that the observed TALIF signal depends on the square of
the laser pulse energy. However, while deriving this term it was assumed that the laser
energy is weak enough to only excite a small amount of the ground state atoms, and
not disturb the system otherwise. In reality, several effects could be observed if the laser
energy is chosen too high, such as photo-dissociation of molecules being present in the gas,
or photo-ionisation when a third photon is absorbed by the excited atom. These effects
would lead to a deviation of the square dependence of the TALIF signal and the laser
pulse energy. This can be easily checked by varying the laser pulse energy, and plotting
the spectrally integrated TALIF signal SF against the squared laser pulse energy.
Figure 5.11 shows the spectrally integrated TALIF signals SF for O (a), H (b), Xe (c),
and Kr (d), as a function of laser pulse energy squared. For O, Xe, and Kr, SF increases
linearly with increasing squared laser pulse energy. At high energies, saturation effects start
to play a role, and the deviations from this linear trend occur. H on the other hand shows
a linear dependence on the squared laser energy over the whole investigated energy range.
For all measurements, laser energies in the linear regime are used, and are exemplarily
shown as red stars in fig. 5.11.
As shown in fig. 5.11, typical laser energies for ps-TALIF measurements are in the order
of tens of microjoules, and even smaller for the calibration species Xe and Kr. This is
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Fig. 5.11: Energy saturation curves for O (a), H (b), Xe (c), and Kr (d). All species
except H show a deviation from the square dependence at high laser pulse
energies. Red stars show typical laser energies used for the measurements.
much lower compared to ns-TALIF setups, where typical laser energies lie in the range of
millijoules for lasers with a 10 Hz repitition rate [76, 82]. Therefore, comparing the ps-
TALIF setup with a standard ns-TALIF setup, average powers are lower for the ps-TALIF
setup, assuming the same excitation frequency. Pulse peak powers of the two systems are
about in the same order of magnitude (∼ 105 W).
5.1.3. Constants and error estimation
Table 5.2 shows values used together with eq. (5.13) to calculate absolute densities of
O and H. Values for the natural lifetimes as well as branching ratios have been taken
from references [76, 173]. As discussed previously, the laser energy is usually monitored
using an energy meter. Values for the quantum efficiency were taken as stated by the
manufacturer of the detector. The spectral transmission of the optical filters were pre-
viously measured using a Shimadzu UV-1800 UV-VIS spectrophotometer with 0.1 nm
resolution [122]. Transmissions for the calibration cuvette were obtained by measuring the
transmitted laser energies using the energy meter at the respective wavelengths.
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Tab. 5.2: Constants used for calculation of absolute densities using eq. (5.13) for the
excitation wavelength λL, the natural lifetime τnat, the purely optical branching
ratio b, the laser energy EL, the quantum efficiency η, and transmissions of
several optics. Tf, TLc and TFc are the transmissions of the optical filter, and the
calibration cuvette for the laser and fluorescence signals, respectively.
Species λL (nm) τnat (ns) b EL (µJ) Tf (%) TLc (%) TFc (%) η (%)
O 225.65 34.7 1 24 83.7 - - 9.10
H 205.11 17.6 1 35 88.9 - - 13.23
Xe 224.31 40.8 0.733 0.45 62.9 92 94 9.65
Kr 204.13 34.1 0.953 0.28 73.7 90 94 10.35
Table 5.3 shows an estimation of several errors associated with the calibration of absolute
densities. The uncertainty of the transmission of the reference cell for both for the laser
and fluorescence wavelength is 3% for both of the calibration gases. The error for the
laser energy is assumed to be 8%, which was the maximum standard deviation of the
shot noise observed in the experiment. The uncertainties of the cross section ratios and
natural lifetimes are taken from references [76, 173]. Uncertainties for τeff are calculated
from a 95% confidence interval of the fit of the exponential fluorescence decay. Typical
error bars for different experimental conditions are shown in table 5.3. The uncertainty of
τeff for the calibration gases is calculated as the standard deviation of several independent
measurements, as discussed previously.
Tab. 5.3: Estimated relative uncertainties (in %) for several quantities in eq. (5.13), as
well as resulting relative uncertainties for absolute densities measured under
different conditions, which are O densities under an admixture of O2 and H2O,
as well as H densities under an admixture of H2O .
Tc EL
σ
(2)
cal
σ
(2)
x
τnat τeff SF n
Sp
ec
ie
s O 8 5 -
H 8 10 -
Xe 3 8 5 7 10
Kr 3 8 10 4 10
M
ea
su
re
-
m
en
t
O-O2 20 4 5 34
O-H2O 20 11 15 39
H-H2O 50 5 5 58
The resulting uncertainties for the calculation of absolute species densities under several
experimental conditions are calculated from the various error bars in table 5.3. The highest
error of 58% is associated with the measurement of H in H2O containing plasmas due to
the high uncertainty of the two-photon excitation cross section ratio.
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5.2. Excited species lifetimes and quenching rates
One of the key features of ps-TALIF over conventional ns-TALIF is the ability to ac-
tively measure lifetimes of the excited species at atmospheric pressure. This enables the
measurement of quenching coefficients at high pressure. In this section, several quenching
coefficients are measured for the quenching of O(3p 3P) and H(n=3) with H2O and O2,
respectively. All measurements are carried out within 1 mm distance of the plasma jet,
so that the mixing with ambient air is minimal. At distances closer to the jet, shadowing
effects start to play a role, and part of the fluorescence light is clipped by the plasma jet.
The plasma is operated at 510 Vpp. The only exception is the measurement of the
quenching coefficient kO
∗
O2 , which was carried out at 600 Vpp. For the measurement of k
O∗
O2 ,
kO
∗
H2O, and k
H∗
H2O, variable concentrations of H2O and O2 are admixed to a total He flow of
500 sccm. For the measurement of kH
∗
O2 , 20 sccm of the total He flow is constantly humidified
so that H is produced in the plasma, while the amount of O2 is varied. Whenever the gas
in humidified, the temperature of the bubbler is controlled to be 18◦C, so that the amount
of H2O in the gas phase is constant. Since the laboratory is also temperature controlled at
21◦C, it is assumed that the lower temperature of the H2O bubbler prevents condensation
of H2O vapour on the surfaces of the gas tubes.
From the camera image, the ROI is chosen as an area of approximately 267× 267 µm2
(16×16 pixels on obtained images with binning 2x2) in the centre of the fluorescence signal.
It was found that the choice of ROI does not lead to changes in the quenching coefficients
within 4%, although the measured lifetimes can decrease significantly with increasing ROI
due to the fact that quenching through impurities plays a more important role at the sides
of the plasma eﬄuent, as discussed previously. But since the inflow of air into the eﬄuent
region is the same at all gas mixtures for one particular admixture variation, this effect
cancels out when calculating the quenching coefficients.
Quenching coefficients can be obtained by plotting the measured H∗ or O∗ decay fre-
quency as a function of O2 or H2O admixture. Quenching coefficients are calculated from
the slope of the linear fit. An estimate for the uncertainty is given by the standard devia-
tion of the linear fit. Figure 5.12 shows decay frequencies of H∗ and O∗ under a variation
of the O2 and H2O variation in the feed gas. The linear fit is instrumentally weighted with
the error bars from the individual decay rate measurements. Table 5.4 shows a comparison
of quenching coefficients measured in this work and values obtained from the literature.
In order to calculate densities of all quenching species correctly, the gas temperature
was measured using a thermocouple at the jet exit for the different plasma conditions.
All measured gas temperatures lie between 35 and 42◦C. For some gas mixtures, a slight
variation of temperature is observed when the gas mixture is changed. For example, for
a He-O2 plasma (0.5 slm gas flow) operated at 600 Vpp, the gas temperature decreases a
few degrees when the O2 content of the plasma increases. A variation of the gas temper-
ature within the mentioned upper and lower limit would lead to a maximum error in the
quenching coefficient calculations of about 5%, in addition to the uncertainties in table 5.4.
A fluctuation of the bubbler temperature within the error bar of 1◦C leads to an uncer-
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Fig. 5.12: O(3p 3P) and H(n=3) decay frequencies as a function of molecular admixtures.
Red: H∗ decay frequencies as a function of H2O admixture (triangles) and
O2 admixture (squares). Black: O∗ decay frequencies as a function of H2O
admixture (triangles) and O2 admixture (squares). Quenching coefficients for
the excited states can be calculated from the slope and are given in table 5.4.
O2 and H2O admixtures are calculated using Tg = 315 K.
tainty of 6%, in addition to the uncertainties in table 5.4.
Tab. 5.4: Measured quenching coefficients and comparison with literature values.
Species Quenching species kq (cm3s−1) klitq (cm3s−1) Ref.
O(3p 3P) O2 9.6× 10−10 (±3%) (9.4± 0.5)× 10−10 [76]
O(3p 3P) H2O 1.3× 10−9 (±10%) (9.4± 1.5)× 10−10 [183]
(4.9± 0.3)× 10−9 [184]
H(n=3) O2 4.2× 10−9 (±10%) (2.6± 0.1)× 10−9 [184]
(3.3± 0.3)× 10−9 [173]
H(n=3) H2O 6.8× 10−9 (±3%) (9.1± 1.6)× 10−9 [183]
(1.1± 0.1)× 10−8 [184]
5.2.1. Quenching of O(3p 3P) with O2
From the ps-TALIF measurement, a quenching coefficient kO
∗
O2 = 9.6 × 10−10 cm3s−1
is obtained from the slope in fig. 5.12 (white squares and dotted black line), with an
uncertainty of 3%. The deviation from the literature value is only 2% and therefore in very
good agreement. Dissociation O2, which could be important to consider when calculating
quenching coefficients from the linear fit, typically lies below 10% under the investigated
operating conditions of the plasma. Therefore, dissociation of O2 is neglected.
kO
∗
O2 has been measured by Niemi et al. [76] using ns-TALIF in a flow-tube reactor at low
pressure (thousands of Pa), finding kO
∗
O2 = (9.4± 0.5)× 10−10 cm3s−1 with an approximate
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error of 5%. Therefore, good agreement between the value for kO
∗
O2 in this work and the
work carried out by Niemi et al. demonstrates that quenching coefficients can be obtained
accurately by ps-TALIF measurements.
By extrapolating the linear fit to zero O2 admixture in fig. 5.12, a lifetime of τO∗,eff =
10.2 ns is obtained in pure He. Taking the natural lifetime of O∗ τO∗,nat = 34.7 ns [76],
a quenching coefficient for O∗ with He can be determined as kO
∗
He = 0.03 × 10−10 cm3s−1
using
kO
∗
He =
1
τO∗,eff
− 1τO∗,nat
nHe
(5.22)
This is well within quenching coefficients kO
∗
He from the literature, which range from 0.016
to 0.15× 10−10 cm3s−1 [76, 89,173,185].
5.2.2. Quenching of O(3p 3P) with H2O
The quenching coefficient kO
∗
H2O = 1.3 × 10−9 cm3s−1 is obtained from the slope of
measured decay frequencies shown in fig. 5.12 (black triangles and dashed black line) with
an uncertainty of 10% from the linear fit.
A literature value for the quenching coefficient of O∗ with H2O has been obtained pre-
viously by Quickenden et al. [183] as kO
∗
H2O = (9.4 ± 1.5) × 10−10 cm3s−1 using radiolysis
of pure water vapour with an electron beam, and detection of fluorescence light using a
photo-multiplier. The water vapour was created by heating up a supply of water con-
nected to their experimentation cell. Meier et al. [184] have measured the same quenching
coefficient using TALIF in a flow-tube reactor as kO
∗
H2O = (4.9± 0.3)× 10−9 cm3s−1 under
low pressure conditions in the mbar range. Calculated quenching frequencies using these
quenching coefficients as well as coefficients for quenching of O∗ with He [89] and liter-
ature values for the natural lifetime of O∗ τO∗nat = 34.7 ns [76] are shown in fig. 5.13 for
atmospheric pressure conditions. Quenching with other species, such as impurities or dis-
sociation products from H2O is neglected in the calculation. Clearly, the literature values
for quenching coefficients for O∗ with H2O do not agree well with each other, resulting
in large differences in the slopes of the calculated frequencies in fig. 5.13. The O∗ decay
measured in this work, which is also shown in fig. 5.13, lies between the two available
literature values. It is shown that our experimental data lies closer to the data obtained
using the quenching coefficient measured by Quickenden et al. [183], although this is the
older of the two cited sources, and a non-linearity between quenching frequencies and H2O
content was observed in their experiment.
A comparison between the measured and calculated decay rates shown in fig. 5.13 shows
a difference of the intercept at 0 ppm H2O admixture. This offset is explained by the
uncertainty of measuring the quenching coefficients of O∗ with He, as discussed previously.
A partial dissociation of admixed H2O molecules could provide an additional source of
error. The dissociation degree is therefore investigated using GlobalKin. For the experi-
mental conditions (500 sccm total He flow, 0.4 W plasma power), the dissociation degrees
shown in fig. 5.14 at the end of the plasma channel at 3 cm are obtained for different H2O
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Fig. 5.13: O∗ decay rates measured with ps-TALIF (black triangles) under a variation of
the humidity content. Also shown are calculated quenching coefficients using
τO
∗
nat = 34.7 ns and quenching coefficients from the literature [183,184].
admixtures.
DH2O =
nH2O(3 cm)
nH2O(0 cm)
× 100 (5.23)
At very low H2O content in the feed gas (1 ppm), up to 33% of the admixed H2O molecules
are dissociated by the plasma by the time they reach the end of the plasma channel. The
dissociation degree rapidly decreases with increasing H2O admixture. For admixtures
greater than 500 ppm, the dissociation degree only changes very slightly around a value
of 3.8%, which is too small to explain the difference between the quenching coefficients
measured in this work and in the literature.
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Fig. 5.14: Simulated percentage of dissociated H2O molecules at the end of the channel.
Simulation parameters are 500 sccm total He flow and 0.4 W.
107
5. Atomic oxygen and hydrogen production in the µAPPJ
5.2.3. Quenching of H(n=3) with O2
The quenching coefficient kH
∗
O2 = 4.2 × 10−9 cm3s−1 is obtained with an error of 10%
(white diamonds and dotted red line in fig. 5.12). For these measurements, a fixed amount
of 20 sccm He was constantly humidified and mixed with 480 sccm dry He. As soon as O2
is added to the gas flow, the H∗ fluorescence signal decreased significantly.
A literature value of kH
∗
O2 = (3.3± 0.3)× 10−9 cm3s−1 was obtained by Niemi et al. [173]
using ns-TALIF in a flowtube setup at low pressure (in the range of 1000 Pa). Taking into
the 10% uncertainty in the measurement carried out in this work, and the literature value
from reference [173], both values are still in reasonable agreement with each other.
5.2.4. Quenching of H(n=3) with H2O
The quenching coefficient kH
∗
H2O = 6.8 × 10−9 cm3s−1 is obtained from fig. 5.12 (red
triangles) with an uncertainty of 3% from the linear fit. As in the case of the measurement
of kO
∗
H2O, the measured values are significantly smaller than the values obtained from the
literature [183, 184], where they have been obtained as kH
∗
H2O = (9.1± 1.6)× 10−9 cm3s−1
and kH
∗
H2O = (1.1±0.1)×10−8 cm3s−1, respectively, using the same techniques as described
in section 5.2.2.
From the intercept of linear fit in fig. 5.12, an effective lifetime τH∗,eff = 1 ns is obtained
in pure He. From this, a quenching coefficient kH
∗
He = 0.42 × 10−10 cm3s−1 is calculated,
using the literature value τH∗,nat = 17.6 ns [89, 173, 178] for the natural lifetime of H∗
and eq. (5.22). As previously discussed for the determination of kO
∗
He in section 5.2.1,
a large range of values for kH
∗
He can be found in the literature, ranging from 0.099 to
0.53×10−10 cm3s−1 [89,173,178,185]. The value obtained in this work is close to the most
recently measured value kH
∗
He = 0.317× 10−10 cm3s−1 [89].
5.2.5. General discussion
As discussed previously, the comparison between measured quenching coefficients and co-
efficients obtained from the literature varies strongly depending on the investigated species
and the measurement conditions. Quenching coefficients with O2 for O∗ and H∗ are in
relatively good agreement with literature values, taking into account the different uncer-
tainties in the measurements. Quenching coefficients with H2O are generally not very well
documented in the literature, which makes a comparison with the measured values difficult.
Generally speaking, in the case of H2O admixtures, quenching coefficients are lower than
the literature values, with the exception of the value for kO
∗
H2O measured by Quickenden et
al. [183], who did not observe a linear trend between quenching densities and measured
decay rate. Lower measured quenching rates could be explained by an underestimation
of the amount H2O in the feed gas, which would be the case if the He is not saturated
with H2O after passing the bubbler. In the case of kH
∗
H2O, the measured quenching coeffi-
cient would approach the literature value, if the saturation of He with H2O only reached
about 60%. In the case of kO
∗
H2O, the saturation would be only about 35% to obtain good
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comparison with the quenching coefficient proposed by Meier et al. [184]. If an insufficient
saturation of the He feed gas with water vapour was the main error, one would expect that
this "correction factor" would be similar for the measurements for O∗ and H∗. Even if the
He is not saturated with H2O, the saturation degree should at least stay constant within
the two measurements.
Additionally, it was discussed already in section 2.2.2, that almost complete saturation
was observed for much higher flow rates in the slm region, while flow rates through the
bubbler do not exceed 140 sccm during all measurements presented in this section.
One can compare the quenching effectiveness of H2O and O2 by taking the ratio
kiH2O
kiO2
,
where i is O∗ and H∗, respectively.
kO
∗
H2O
kO
∗
O2
= 1.35
kH
∗
H2O
kH
∗
O2
= 1.61 (5.24)
For both species O(3p 3P) and H(n=3), quenching by H2O is 35% and 61% higher than
quenching with O2.
The measurement of quenching coefficients using ps-TALIF could be improved further
in the future for a better comparison with literature values, for example by keeping the
gas temperature constant, and investigating the dissociation degree in the plasma more
accurately for different measurement conditions. Quenching coefficients in the literature
are usually measured at slightly lower gas temperatures (around 300 K). However, the
scope of this work was mainly to determine effective lifetimes of excited states for the
absolute density calibrations carried out in the next section. The fact that quenching
coefficients found in this work partially deviated relatively far from literature values shows
the advantage of using ps-TALIF, since the effective lifetimes can be actively measured,
and no use of coefficients from the literature is necessary.
5.3. Reactive oxygen densities under plasma parameter variations
5.3.1. Variation of O2
One of the most studied molecular admixtures in the µAPPJ is O2. It was found
previously both in experimental and simulation work [95, 102, 103, 186], that the atomic
oxygen densities peak around 0.5-0.6% O2 admixture. Recent measurements carried out by
Ellerweg et al. [95] in a very similar µAPPJ to the one used in this work, using two different
diagnostic techniques, ns-TALIF and molecular beam mass spectrometry (MBMS), also
showed this trend.
Figure 5.15 shows absolute atomic oxygen densities measured by ps-TALIF under a
variation of the O2 content in the feed gas (black triangles, data as in fig. 5.3). O densities
show a peak between 0.6 and 0.8% O2 admixture, and the measured trend agrees well with
the measurements by Ellerweg et al. [95], which are also shown in fig. 5.15. The ps-TALIF
data lies quantitatively between the MBMS data and the ns-TALIF data. Differences can
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Fig. 5.15: Comparison of absolute atomic oxygen densities obtained with ps-TALIF under
a variation of the O2 content in the plasma with literature values [95]. Plasma
parameters for the ps-TALIF measurements (black triangles) are 1 slm He and
600 Vpp. The measurements by Ellerweg et al. [95] (MBMS and ns-TALIF)
were carried out at 1.4 slm He flow and 650 Vpp.
be explained by the slightly different experimental parameters such as gas flow and voltage,
and as pointed out in reference [95], the different measurement conditions arising from the
different diagnostic techniques, such as the gas flow pattern in the eﬄuent region, and the
fact that O can combine on surfaces of the mass spectrometer using MBMS.
The peak O densities measured by Ellerweg et al. using ns-TALIF are about 1.6 times
higher than the values measured by ps-TALIF. Ellerweg et al. state the absolute error bar
on the reliability of their TALIF measurements to be about 50%. If taking into account
the typical error of 34% associated with the ps-TALIF measurements, and the fact that
the measurements of Ellerweg et al. were carried out under slightly different experimental
conditions, the agreement between the results can still be described as good. Additionally
it has to be pointed out that Ellerweg et al. have to rely on calculated quenching coefficients
to calculate their excited state lifetimes due to the low temporal resolution of the ns-TALIF
setup, introducing an additional uncertainty, while lifetimes are directly measured using
the ps-TALIF setup in this work. The large difference between the ns-TALIF and MBMS
data by Ellerweg et al. could arise from uncertainties in calculated decay rates.
5.3.2. Variation of humidity
Water molecules are naturally present in ambient air. As a result, they serve as a likely
source of impurities in open air plasma sources, meaning that it is important to understand
their role in reactive species production. Additionally, when these sources are in contact
with biological samples, there is usually some interaction with H2O coming from liquid
surfaces, such as a wound. It is therefore of great interest to investigate the amount of O
that can be produced from humidity in the feed gas.
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Figure 5.16 shows the O densities produced under a variation of humidity in the feed gas.
The black triangles represent those measured by ps-TALIF in this work, while the blue plus
symbols are those measured using ns-TALIF by Benedikt et al. [44]. Considering first the
ps-TALIF measurements from this work, it can be observed that at admixtures > 100 ppm,
O densities are slightly increasing with increasing H2O content in the feed gas, reaching a
plateau around 2000-2500 ppm. This trend agrees with previously discussed O densities
measured by VUV-FTAS in section 4.6.3. However, absolute O densities measured with
ps-TALIF in the µAPPJ are about a factor 2.3 smaller than O densities measured with
VUV-FTAS in the mod-µAPPJ in the plateau region. Possible reasons for this difference
could lie in the different surface-to-volume ratios of the two sources, resulting in different
recombination probabilities for O at the reactor walls, and the fact that O is measured at
different positions in the jet using the two setups (in the centre of the discharge at 1.2 cm
in section 4.6.3 and outside the channel in this section). Differences in measured absolute
densities can also arise from the two very different diagnostic techniques used here and in
the previous chapter (ps-TALIF vs. VUV-FTAS) and the uncertainties associated with
them.
O densities are generally about two orders of magnitude lower than in the case of an O2
admixture, which has been discussed in the previous section. At very low H2O content,
a sharp increase of O densities with decreasing H2O content is observed. A peak value of
2× 1013 cm−3 is obtained when no H2O is actively admixed to the He background gas.
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Fig. 5.16: Absolute ground state atomic oxygen densities as a function of humidity content
of the He feed gas. Measurements were taken at 500 sccm total gas flow, and
510 Vpp. Blue crosses show comparison with reference [44].
The measurements of Benedikt et al have been carried out using ns-TALIF in a controlled
He atmosphere. Under their plasma operating conditions (1.4 slm total He flow, 565 Vpp),
they observed an increase in O up to 3×1013 cm−3 at 6000 ppm, followed by a short decrease
until the plasma extinguished at 8000 ppm, as shown in fig. 5.16. Therefore, their measured
peak O densities are about a factor 2.5 larger than the values obained in this work. One
possible reason for the large difference lies in the fact that with their ns-TALIF system,
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Benedikt et al. are not able to determine their O∗ lifetimes experimentally. Therefore, they
calculate the effective decay rate using the quenching coefficient kO
∗
H2O = 4.9×10−9 cm3s−1
from reference [184]. However, as discussed previously (fig. 5.13), calculating the effective
lifetimes from these literature values can lead to large discrepancies compared to measured
lifetimes under atmospheric pressure conditions, which manifest when used to calculate
absolute densities, since absolute densities depend linearly on the effective decay rates
nO ∝ a
Xe
12
aO12
nXe
∝ bXe12
AXenat
AXeeff
AOeff
AOnat
nXe (5.25)
The different magnitudes of kO
∗
H2O can lead to both different trends and absolute densities,
and could therefore also be a possible explanation for the different trends shown in fig. 5.16.
The increase of O with increasing humidity content is much steeper in the work of Benedikt
et al., and the peak occurs at a different H2O admixture. The latter could also be due to
the fact that they are using higher powers to sustain their plasma, which could shift the
peak slightly towards higher molecular admixtures.
Additionally, using ps-TALIF, a strong increase of O towards very low admixtures is
observed. These high O densities at low admixtures are most likely due to impurities in
the feed gas, either because of O2 entering the feed gas through small leaks, or diffusion
of O2 from the ambient air. Benedikt et al. would not observe these high densities at low
admixtures, because their measurements were carried out in a He atmosphere.
In order to investigate the influence of impurities and distance to the plasma nozzle
further, GlobalKin simulations are carried out for the µAPPJ. The plasma volume is set
to the volume of the plasma channel (3 × 0.1 × 0.1) cm3. Gas temperature and plasma
power are fixed to 315 K and 0.4 W, respectively. The gas temperature was measured close
to the nozzle of the jet using a thermocouple. It was found that the temperature stays
constant at constant discharge voltage for different H2O admixtures. The power density is
assumed to be the same as in the jet described in the previous chapter, because the applied
voltage is the same. This leads to a total power of 0.4 W at 510 Vpp. This power value
agrees with powers previously measured in the µAPPJ [30]. Figure 5.17 shows simulated
absolute atomic oxygen densities together with the measured results for a variation of the
humidity content in the feed gas.
Figure 5.17 (a) shows absolute simulated O densities as a function of H2O content in the
feed gas, for different distances from the nozzle, and without any air impurities. Absolute
O densities decrease with increasing distance to the nozzle, due to consumption of O in
chemical reactions, mainly with OH (eq. (4.36))
O +OH → O2 +H
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Fig. 5.17: Absolute measured O densities under a variation of the humidity content (tri-
angles), as in fig. 5.16. (a) Simulation results for absolute O densities as a
function of H2O content and distance from the plasma nozzle, for a plasma
power of 0.4 W. (b) Absolute simulated O densities as a function of H2O for
different air impurity contents, for a plasma power of 0.4 W and distance 0.1 cm
from the nozzle.
Consumption by reactions with HO2 gain more importance further away from the nozzle
O +HO2 → O2 +OH (5.26)
The trends for O densities under a humidity variation depend on the distance from the
jet nozzle. While directly at the nozzle at 0 cm (blue line in fig. 5.17 (a)), O densities
are constantly increasing with increasing H2O admixture, O densities a few millimetres
away from the nozzle approach a steady-state value at high H2O admixtures. Ps-TALIF
measurements were carried out at approximately 1 mm distance to the plasma nozzle (green
line in fig. 5.17 (a)). At this distance, trends in the simulation and experiments are slightly
different. In the simulation, O densities clearly increase with increasing H2O admixture. In
the experiment, a plateau is reached at about 1500 sccm. At higher admixtures, O densities
stay constant within the error bars of the measurement. Simulated and experimental
absolute O densities agree well, particularly considering that the formation of O from H2O
is complex, because it is not directly produced from dissociating H2O molecules.
In order to investigate the role of impurities in the feed gas flow, different air impurity
concentrations are assumed in the initial gas mixture. The amount of air is fixed at 20, 40,
and 60 ppm, respectively. As a comparison, the amount of air impurity in a He 4.6 grade
bottle is 32 ppm. The absolute O densities simulated under these conditions are shown in
fig. 5.17 (b) for a distance of 1 mm from the nozzle. In the simulation, it is easily seen that
at very low H2O admixtures, < 100 ppm, O densities sharply increase towards decreasing
H2O admixtures, as observed in the experiments. It is therefore likely that the trend from
the experiment is due to air impurities being present in the feed gas. At high humidity
admixtures, the addition of air impurities only makes a small difference to absolute O
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densities. It is therefore concluded that plasmas can be operated in a more controlled way
by purposefully admixing molecules into the feed gas, because the produced RS are not
strongly influenced by ambient conditions, which are susceptable to change if the plasma
is not operated in a shielding gas atmosphere.
Because of the excellent agreement between simulations and experiments, the production
and consumption pathways for different H2O admixtures can be investigated using Pump-
Kin. In the following discussion, production and consumption pathways are averaged over
the whole discharge channel, and the pathway analysis is carried out for an impurity con-
tent of 40 ppm because of the good agreement between simulation and experiment at this
admixture. An overview of the different pathways can be found in fig. 5.18.
0
20
40
60
80
100
Pr
od
uc
tio
n 
of
 O
 (%
)  1 ppm
 50 ppm
 500 ppm
 5000 ppm
H 
+ 
HO
2
 
 H
2
O 
+ 
O
Qu
en
ch
in
g o
f O
*
by
 H
e, 
N 2
, O
2
El
ec
tro
n d
iss
oc
iat
io
n o
f 
O 2
, O
2
(a
 1
)
O 2
(b
 1
)
O
+
2
2 O
H 
 O
 +
 H
2
O
Cl
us
ter
in
g
(a)
0
20
40
60
80
100
Co
ns
um
pt
io
n 
of
 O
 (%
)  1 ppm
 50 ppm
 500 ppm
 5000 ppm
HO
2
 +
 O
 O
H 
+ 
O 2
O 
+ 
H 
+ 
He
 
 O
H 
+ 
He
e +
 O
 
 O
* +
 e
O 
 w
all
 
OH
 +
 O
 
 O
2
 +
 H
(b)
Fig. 5.18: Formation (a) and consumption (b) pathways for O at different humidity con-
tents and a fixed air admixture of 40 ppm, 0.4 W and 500 sccm total He flow,
averaged over the whole channel length of 3 cm.
The production pathways for O at different H2O contents are shown in fig. 5.18 (a). At
a H2O admixture of only 1 ppm, the plasma chemistry is completely dominated by the
oxygen and nitrogen reactions originating from air impurities. O is mainly produced by
electron impact dissociation of molecular oxygen (eqs. (4.38) and (4.39))
e+O2 → O +O(1D) + e
e+O2 → 2O + e
and the equivalent processes from the O2(a1∆) and O2(b1Σ) states. Further O is produced
via quenching of excited O(1D)
O(1D)(+He,N2, O2)→ O(+He,N2, O2) (5.27)
As the H2O content increases, these processes become less relevant, and are increasingly
replaced by reactions including hydrogen species. Particularly eq. (4.28)
2OH → H2O +O
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which was found to be important for the formation of O in chapter 4, is found to play a
keyrole in the formation of O under these conditions as well, and becomes the dominant
production mechanism at high H2O admixtures. Dissociation of O2 remains one of the
dominant production mechanisms also at high H2O admixtures, since O2 is actively formed
in H2O containing plasma, as discussed in section 4.6.4. On the other hand, densities of
O(1D) decrease rapidly with increasing admixture of water, therefore, quenching of O(1D)
becomes less important for the production of O at higher H2O contents.
The O consumption pathways are shown in fig. 5.18 (b). The main loss mechanism for
O at low H2O admixtures are losses to the wall. This is reasonable as with low molecular
admixtures, less chemical reactions take place in the plasma bulk. Wall losses decrease
significantly at higher molecular content due to the formation of reactive species such as
OH, H, and HO2, which readily react with O in the gas phase. The pathways shown in
eqs. (4.36) and (5.26)
O +OH → O2 +H
O +HO2 → OH +O2
as well as the reaction
O +H +He→ OH +He (5.28)
become important reactions at higher H2O contents, with eq. (4.36) being the dominant
consumption pathway.
5.4. Atomic hydrogen densities under plasma parameter variations
So far, the production and consumption of O under different molecular admixtures was
discussed. In addition to atomic oxygen, the quantification of absolute H densities is also
possible with ps-TALIF. This section will discuss several parameter variations, and also
include a measurement of the spatial distribution of H in the plasma eﬄuent region.
5.4.1. Variation of humidity
Figure 5.19 shows absolute H densities as a function of H2O admixture in the feed gas
(black triangles). H densities increase with increasing humidity content over the whole
measurement range. At very high admixtures, H densities seem to reach a plateau just
before extinction of the plasma.
Similar to fig. 5.17 for atomic oxygen, the dependence of H densities on the distance to the
plasma jet nozzle and air impurity content is investigated. From fig. 5.19 (a) it is obvious
that the simulations carried out at a distance between 0 and 1 mm from the plasma jet
are closest to the measured values, depending on the humidity content in the feed gas. As
discussed previously, this distance matches best the distance measured in the experiment.
Therefore, experiment and simulations are in excellent agreement. Figure 5.19 (b) shows
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Fig. 5.19: Absolute ground state atomic hydrogen densities as a function of gas humid-
ity content (black triangles). Also shown are simulation results for different
distances to the jet nozzle (a), and different air impurity contents (b). Mea-
surements were taken at 500 sccm total gas flow, and 510 Vpp. The input power
for the simulations is 0.4 W.
H densities for different air impurity contents in the feed gas. From the results it is clear
that H densities do not depend significantly on the amount of impurities in the plasma, in
contrast to the trends found for O, where impurities had a large influence on O densities
at low water admixtures.
The good agreement between simulation and experiment allows for the investigation of
the most important formation pathways for H. The dominant pathways for production and
consumption are shown in fig. 5.20 (a) and (b), respectively.
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Fig. 5.20: Formation (a) and consumption (b) pathways for H at different humidity con-
tents and a fixed air admixture of 40 ppm, 0.4 W and 500 sccm total He flow.
H production pathways vary strongly with humidity content. The dominant production
pathway at low H2O admixture is via collisions of OH and O (eq. (4.36)). At higher H2O
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admixtures, the relevance of this pathway decreases, and slightly increases again at the
highest H2O admixture investigated. Another important production mechanism for H at
low H2O admixtures is the destruction of protonated water clusters (eq. (4.35)) and H2O+
via dissociative recombination with electrons
e+H+(H2O)n → H + n ·H2O
e+H2O
+ → H +OH (5.29)
e+H2O
+ → 2H +O (5.30)
At low H2O admixtures, the plasma is electro-positive, and then becomes more electro-
negative at higher H2O contents. The electro-negativity β is defined as
β =
n−
ne + n−
(5.31)
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Fig. 5.21: Electro-negativity (black) and electron temperature (red) as a function of H2O
content in the feed gas at the end of the channel. Plasma parameters are 0.4 W,
Tg = 315 K.
At low H2O contents, electron densities are in the order of 9.2× 1010 cm−3, and H2O+
is the dominant positive ion after O+2 and O
+
2 ·(H2O), followed by H+(H2O). Absolute
densities of H containing cluster ions (including H2O+) are in the order of 1010 cm−3. The
ions build up quickly in the plasma channel, and electron-ion recombination reaction rates
are generally higher than reactions involving neutrals.
At higher H2O admixtures, H is predominantly produced by electron (eq. (4.23)) and
He∗ (eq. (4.16)) impact dissociation of water molecules
e+H2O → H +OH + e
He∗ +H2O → He+H +OH+ + e
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and also to a small extent via dissociation of H2 by electrons.
e+H2 → 2H + e (5.32)
The dissociation of ions and small ion clusters become less relevant. This is due to the
fact that more water is available for electron impact dissociation. From 1 to 5000 ppm,
the H2O content increases by 3 orders of magnitude, while the number densities of cluster
ions available for dissociation only increases by a factor of 6. Additionally, high densities of
negative ion clusters of the form OH−(H2O)n are formed, leading to an increasing electro-
negativity β of the plasma.
From 1 ppm to 5000 ppm humidity content, the electro-negativity increases from 0.013
to 0.88, as shown in fig. 5.21. Simultaneously, the electron temperature is increasing with
increasing humidity from 1.84 to 2.73 eV, further enhancing the dissociation of H2O by
electron impact.
As for the consumption of H, the dominant process at all humidity contents is recombi-
nation at the wall to form H2, as shown in fig. 5.20 (b).
H → 1
2
H2 (5.33)
This is reasonable because of the high diffusion coefficient of H atoms, which is inversely
proportional to the mass of the particle
D =
kBTg
mνm
(5.34)
where νm is the collision frequency, and the lack of gas phase reactions. The reaction of
H with H2O has a high activation energy, so that the main reaction partners for H would
be other reactive species, which are only present in low densities. Of course the loss of H
to the wall is determined by the sticking coefficient γH and the return fraction fH that is
assumed in the simulation. However, as already discussed in section 3.2.4, these coefficients
are usually not measured under similar experimental conditions to those used in this work.
Their accuracy should therefore be judged carefully.
While at low H2O admixtures, almost all H is consumed by losses to the wall, additional
loss mechanisms involving chemical reactions with bulk species become more important at
higher H2O contents. In particular, collisions with OH, HO2, O2, and with H itself lead to
destruction in the plasma bulk and formation of various short and long-lived species, such
as H2O and H2.
5.4.2. Variation of gas flow
Similar to the investigations of OH in section 4.6.2, it is interesting to investigate the
build-up of H in the plasma channel, and look into different production and consumption
pathways at different positions in the jet. However, spatially resolved measurement in the
channel using TALIF is challenging. In order to conduct these measurements, the jet has to
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have a 45◦ angle towards the camera and laser beam. Under these conditions, shadowing
effects of the laser and fluorescence light caused by the plasma electrodes can have an
impact on absolute densities calculations. Additionally, since the jet is placed close to the
laser focus, energy densities of the laser are high at the point of measurement, which leads
to a damage of the jet windows by interaction with the laser.
In order to get an idea of the spatial distribution of H in the plasma channel, absolute
H densities are measured under a variation of the total feed gas flow, with a constant
admixture of H2O. Changing the flow velocity and therefore the residence time of the gas,
one can get an idea of how the densities are evolving within the channel. The relation
between gas flow rate f and position x in the jet is
x = l
500 sccm
f
(5.35)
where l is the length of the jet. From the He flow rate and the length of the jet, the residence
time of the gas in the channel is calculated. These values are then translated into a position
in the jet, assuming a total gas flow of 500 sccm. Therefore, the point measured at 0.5 slm
He flow corresponds to 3 cm in the jet. Figure 5.25 (a) shows absolute H densities at
the end of the plasma channel, as a function of He flow rate (red triangles and top x-axis)
position in the jet (black triangles and bottom x-axis). H densities increase with decreasing
flow rate and increasing position in the jet. They are compared to simulated H densities
along the channel for a total gas flow of 500 sccm (black dots). Absolute H densities
increase with increasing position in the jet, to approximately 2 cm in the experiment, and
then decrease slightly again. The same trend can be observed in the simulation, however,
the build-up of H occurs quicker, and the maximum is reached at 1.5 cm. However, the
agreement is still good, considering the fact that the method is a very rough approach
of measuring the spatial dependence of H densities, and that an actual spatially resolved
measurement would still be favourable.
Figure 5.22 (b) shows the lifetimes of excited H atoms measured with ps-TALIF under
a variation of the flow and as a position in the channel. Lifetimes slightly increase when
the absolute flow rate is decreased, corresponding to a longer residence time of the gas in
the jet. This is likely due to a higher dissociation degree and subsequently a decrease in
quenching. However, the change in lifetime is smaller than the error bar of the lifetime
measurement, indicating that a variation of gas flow is only weakly influencing the H∗
lifetime.
Figure 5.22 (c) shows the gas temperature measured just outside the plasma jet as a
function of gas flow and position in the jet. The higher the gas flow, the lower the measured
gas temperature, because the gas has less time in the channel to heat up.
Different production and destruction mechanisms are investigated at the positions 0-
2 mm, 2-2.5 cm, and 3.3-3.5 cm (plasma eﬄuent), as previously done in section 4.6.2 for
OH. The results are shown in fig. 5.23 (a) and (b), respectively.
After the gas has just entered the jet (0-0.2 cm), the production of H is dominated by
interactions of short-lived species, like electron impact dissociation of H2O and dissociative
119
5. Atomic oxygen and hydrogen production in the µAPPJ
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.5
1.0
1.5
2.0
2.5
 H densities depending on position in jet
 Simulation
H
 d
en
sit
ie
s (
cm
-3
)
Position in jet (cm)
1014 x
0.0 0.5 1.0 1.5 2.0
 H densities depending on He flow
He flow (slm)
(a)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.04
0.72
0.76
0.80
0.84
H
* 
Li
fe
tim
e 
(n
s)
Position in Jet (cm)
0.0 0.5 1.0 1.5 2.0
He flow (slm)
(b)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
295
300
305
310
315
T g
 (K
)
Position in Jet (cm)
0.0 0.5 1.0 1.5 2.0
He flow (slm)
(c)
Fig. 5.22: (a) Absolute ground state atomic hydrogen densities as a function of gas flow
velocity (red triangles, top x-axis) and position in the jet (black triangles, bot-
tom x-axis) assuming a total gas flow of 500 sccm. Measurements were taken at
1260 ppm humidity content, and 510 Vpp. Black dots are simulated H densities
for 0.4 W plasma power, 500 sccm gas flow, and 1260 ppm humidity. (b) Mea-
sured H lifetimes as function of total He flow (red triangles) and jet position
(black triangles, respectively). Conditions are as in (a). (c) Gas temperature
measured with a thermocouple at the end of the channel. Conditions are as in
(a).
recombination of electrons with protonated water clusters. Further into the channel, other
species have had time to form, such as O, OH, and H2. Chemical reactions of OH and O
eq. (4.36) and electron impact dissociation of molecular hydrogen then become important
for the formation of H
e+H2 → 2H + e (5.36)
In the eﬄuent region, the total rate of H formation drops significantly, but small amounts
of H can still be formed by reactions of O and OH (eq. (4.36)) and reactions between OH
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Fig. 5.23: Production (a) and consumption (b) pathways for H at different positions in
the jet. Parameters are 500 sccm He, 1260 ppm humidity, and 0.4 W, as in
fig. 5.22.
and H2
OH +H2 → H2O +H (5.37)
The main destruction mechanisms for all investigated positions is loss of H to the walls.
Further into the channel and in the eﬄuent, H also reacts with long-lived species such as
HO2 and O2, which are building up within the channel.
5.5. Atomic hydrogen density distribution in plasma eﬄuent
For any application of APPs, knowledge about the distribution of reactive species is
crucial in the regions where interaction of plasma and sample take place. As mentioned
previously, diagnostics of this region are challenging, particularly as a result of the gradual
gas mixing with ambient air. However, because ps-TALIF allows for the direct measure-
ments of excited species lifetimes, spatially resolved measurements can be carried out in
the eﬄuent, even when the degree of mixing with ambient air is unknown. Figure 5.24
shows absolute densities of atomic H in the eﬄuent region for two different gas flows.
Absolute densities of H produced in the jet do not vary between measurements with
0.5 and 1 slm total He flow, as shown in fig. 5.24 (a) and (b), respectively. Black dots in
fig. 5.24 indicate where the centre of ROI is chosen. (For these particular measurements,
seven ROIs of 10 × 15 pixels are used to divide the fluorescence signal in the horizontal
direction, and signals are integrated over these ROIs.) At about 1 mm from the jet nozzle,
the H density is 2.2× 1014 cm−3 in both cases. In the grey area between 0 and 1 mm, no
measurements were taken due to shadowing effects of the jet, as discussed previously. H
densities are decreasing in the axial direction away from the nozzle. In the case of 0.5 slm
He flow, H densities can be measured up to 3.5 mm away from the nozzle. Doubling the
flow leads to approximately twice the distance that H can travel in the eﬄuent region,
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Fig. 5.24: Spatial distribution of ground state atomic hydrogen in the plasma eﬄuent.
Plasma parameters are 510 Vpp, 1260 ppm H2O , (a) 0.5 slm total He flow and
(b) 1 slm total He flow.
before the densities get too low to be detected by the ps-TALIF setup.
Figure 5.25 shows simulated H densities in the plasma channel (black dots, 0 - 3 cm)
and the eﬄuent region (3 - 3.5 cm), together with the experimental data from fig. 5.24
along the central axis, for 0.5 and 1 slm total He flow, respectively. For the higher gas
flow shown in fig. 5.24 (b), H densities build up more slowly in the channel due to the
shorter residence time of the gas in the plasma. However, in both cases, H densities are
close to a steady-state value, leading to similar densities at the end of the channel. In the
eﬄuent, experimentally measured H densities are decaying faster in the case of low gas
flow (fig. 5.25 (a)).
In both cases, simulated H densities are decaying faster in the experiment than in the
simulation. This is likely to be because of gas-mixing of the eﬄuent region with ambient
air, which is not taken into account in the simulations. Figure 5.26 shows the H∗ lifetimes
measured with ps-TALIF in the plasma eﬄuent for a total He flow of 1 slm. H∗ lifetimes are
constant on the central axis up to approximately 3 mm. Further away from the nozzle, H∗
lifetimes decrease along the central axis due to gas-mixing and enhanced quenching with
air species. Figure 5.26 (b) shows the spatial densities of air inferred from the measured
lifetimes. Air densities are calculated using the following equation
nair =
AH∗ − τ−1H∗ − nHekH
∗
He − nH2OkH
∗
H2O
0.2kH
∗
O2 + 0.8k
H∗
N2
(5.38)
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Fig. 5.25: Measured H densities (red triangles) in the plasma eﬄuent and simulated H
densities (black dots) in the plasma core and eﬄuent. Plasma conditions are
510 Vpp and 1260 ppm H2O . (a) Total He flow is 500 sccm. (b) Total He flow
is 1 slm.
where nHe is calculated using the ideal gas law and Tg = 315 K, nH2O = 1260 ppm,
τH∗ = 17.6 ns [173], kH
∗
He = 4.14 × 10−11 cm3s−1 (calculated from τH∗ , nHe and AH∗
from fig. 5.12 for 0 ppm H2O admixture), kO2 = 3.26 × 10−9 cm3s−1 [173] and kN2 =
2.01× 10−9 cm3s−1 [173]. The addition of small amounts of H2O to account for humidity
from ambient air (typically 45% relative humidity, which corresponds to 10540 ppm at
293 K) does not have an influence on the calculated air densities and is therefore neglected
here.
By comparing fig. 5.26 (a) and (b) it is observed that the highest lifetimes occur where
the gas-mixing with ambient air is least, which is close to the nozzle and in the axial centre
of the jet. Further away from the jet, gas-mixing is enhanced, with intruding air densities
of more than 10000 ppm.
Gas-mixing is also observed moving radially away from the central axis, leading to a
decreased H∗ lifetime. At high radial distances 0.5 and -0.5 mm, an increase of lifetime
is observed again for certain axial positions. These increased lifetimes are likely to be
artefacts, which occur because of the low intensity of the measured TALIF signal, leading
to a higher uncertainty in the measured lifetimes.
The influence of gas mixing demonstrates the advantage of ps-TALIF compared to con-
ventional ns-TALIF measurements, in which the gas mixture has to be obtained compu-
tationally, or the measurements have to be carried out in a protected He atmosphere.
Using ps-TALIF, gas-mixing can be taking into account directly by measuring the effective
lifetimes of the excited states.
5.6. Reactive species densities as a function of plasma power
In addition to the variation of gas flow velocity and gas mixture, the plasma power is a
parameter that could potentially influence the gas chemistry. With respect to applications
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Fig. 5.26: Spatial distribution of H(n=3) lifetimes (a) and gas mixing (b) in the plasma
eﬄuent. Plasma parameters are same as in fig. 5.24 (b): 510 Vpp, 1260 ppm
H2O , 1 slm total He flow.
of plasmas such as biomedicine, the plasma power is a very limited parameter for tailoring
RS densities, since increasing the power typically also leads to an increase in gas tempera-
ture [30], which usually is an undesired effect. However, it can be a valuable parameter for
tailoring species densities if thermal effects can be neglected, for example for the treatment
of less temperature dependent samples.
Figure 5.27 (a) shows simulated relative species densities in a He-H2O plasma (0.5 slm
He flow with 5000 ppm H2O content) for different power densities. All species densities
are increasing with plasma power. Several groups of species can be identified with regard
to their response to plasma power. Excited ROS such as atomic and molecular oxygen
metastables increase strongest over the investigated power range, with O2(b1Σ) increasing
most by a factor of 73. They are followed by He metastables, and ground state atomic and
molecular purely oxygen and hydrogen containing species. Species containing both oxygen
and hydrogen are the least affected by a change in plasma power, the increase only being
a factor of about 2.5-3 for OH and HO2, and 2.1 for H2O2. However, although the plasma
power can have a strong effect on certain species, species density ratios are only weakly
affected.
Of specific interest is the question of relative species density ratios are changing with
plasma power. This is investigated for the example of OH in fig. 5.27 (b), which is found
to be a key species in He-H2O plasmas. If values in fig. 5.27 (b) are larger than one, it
means that the respective species density is increasing faster than the OH density, while
values below one mean species densities are increasing slower than the OH density. For
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Fig. 5.27: (a) Simulated relative species densities as a variation of plasma power density
in the µAPPJ for 0.5 slm He and 5000 ppm H2O. Densities are normalised to
the density obtained at the lowest power. The symbol colours are chosen as red
for He metastables, blue and green for purely oxygen and hydrogen containing
species, and black for mixed species. Gas temperatures in the simulation are
taken from reference [30]. (b) as (a), but relative densities are normalised to
the relative density of OH to show how species densities change relatively to
OH densities.
example, at the highest investigated power, the density ratio of O2(b1Σ) to OH is highest,
while the H2O2 to OH density ratio is lowest. Therefore, if for the plasma application a
large density of O2(b1Σ) to OH is needed, the plasma should be operated at high powers.
5.7. Key results
Absolute densities of ground state atomic hydrogen and oxygen as well as lifetimes of
their excited states, were measured using ps-TALIF, in the plasma eﬄuent of the µAPPJ.
Quenching rates. Quenching rates of H(n=3) and O(3p 3P) with O2 and H2O were
measured. The quenching coefficients obtained for O2 are in good agreement with liter-
ature values, taking into account the uncertainties of the measurement. The agreement
of experimental quenching coefficients with H2O is less good. This could be explained
by the fact that a controlled addition of H2O to the feed gas is more difficult than for
gases where the admixture can be simply controlled by mass flow controllers, and that the
experiment relies on a full saturation of the He with water. Additionally, at least in the
case for quenching of O∗ with H2O , the literature values are not in good agreement with
each other.
O densities. Absolute densities of ground state atomic oxygen (O(2p4 3P)) were ob-
tained at about 1 mm of the nozzle of the µAPPJ. Absolute O densities under a variation of
O2 in the gas phase showed good agreement with previous measurements using molecular
beam mass spectrometry and ns-TALIF. O densities were found to not change significantly
when the feed gas humidity was changed. However, at very low humidity contents, an in-
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crease of O densities was found. Through comparison with a global model, it was revealed
that air impurities present in the gas could cause this effect. Generally, when modelling the
system, the distance between laser beam and plasma nozzle in the experiment is important,
since O decays rapidly in the plasma eﬄuent.
H densities. Absolute H densities were found to increase with increasing humidity
content in the gas flow. The dominant pathway for the formation of H was found to
be electron impact dissociation of H2O and with recombination to form H2 at the wall
the dominant destruction pathway, although the latter pathway should be treated with
caution due to the lack of an accurate wall sticking coefficient for H under the experimental
conditions, as discussed in chapter 3. A flow variation was performed to understand the
spatial dependence of H inside the channel, where ps-TALIF measurements could not be
carried out. Spatially resolved measurements revealed the H distribution in the plasma
eﬄuent, while measurements of H(n=3) lifetimes showed the spatially resolved gas mixing
of ambient air into the plasma eﬄuent.
Influence of plasma power. An increase in plasma power was generally found to lead
to a faster increase of purely oxygen containing species such as O2, O, and their respective
metastable states, compared to the increase of purely hydrogen or mixed species. Therefore,
these relative density ratios could be tuned by changing the power density. Generally, all
species densities were found to increase with increasing power.
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mod-µAPPJ and transfer into
a liquid sample
H2O2 is a long-lived reactive species which can be created in H2O containing plasmas
and can enter a volume of liquid even after travelling several centimetres in open air.
This is particularly interesting from the point of view of biomedical applications of APPs.
Biological samples, such as cells, are typically embedded in biological media, which largely
consists of water. An example for this is the potential treatment of wounds, which are
usually covered in wound fluid, using plasmas. H2O2 particularly can readily transfer
from the gas to the liquid phase, where it can undergo further reactions with the liquid
or the cells. It is known to be an important signalling agent in cells [26], can permeate
cell membranes, and is found to trigger cell death when applied in high concentrations. It
is therefore important to quantify long-lived reactive species such as H2O entering liquids
after treatment by plasma.
In this chapter, a sample of H2O is treated by the far exhaust of the mod-µAPPJ de-
scribed in section 2.1.2, and absolute densities of H2O2 in the treated sample are quantified
for different parameter variations using absorption spectroscopy in the liquid. Although no
spatial information about species distribution can be gained from this diagnostic, it offers
the great advantage of an easy calibration procedure with known amounts of H2O2 in the
solution. Therefore, no calculations from cross-sectional data is necessary to obtained ab-
solute species densities, in contrast to the diagnostics presented in the previous chapters 4
and 5.
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From the measurements in the liquid sample, absolute gas phase densities of H2O2 can be
obtained via a calibration. The comparison of experimental and numerical H2O2 densities
offers an additional possibility of benchmarking the chemistry model, and gives insight into
H2O2 formation and consumption pathways.
6.1. Absorption spectroscopy in the liquid phase
The experimental investigations presented in this section are divided into two parts. In
a first step, absolute H2O2 densities are measured in a 2 ml water sample, which has been
treated with the far eﬄuent of the mod-µAPPJ described in chapter 2, using UV-VIS
absorption spectroscopy (UV-liqAS). In a second step, a calibration with a known amount
of H2O2 allows the absolute densities of H2O2 in the gas phase to be calculated. These
densities are then compared to those obtained from a global model.
6.1.1. Measurements in the liquid phase
In order to investigate the amount of H2O2 deposited in the liquid, a small volume
(2 ml) of deionised H2O is treated by the exhaust of the mod-µAPPJ for a treatment time
of 5 min. A 22 cm stainless steel metal tube with an elbow is attached to the gas exhaust
and pointed onto the surface of a 20 ml beaker containing 2 ml of H2O. The distance
between the exit of the nozzle and the H2O surface is 2 mm. A schematic of the setup is
shown in fig. 6.1.
Fig. 6.1: Setup for measuring the deposition of plasma generated H2O2 into H2O. The
distance between the plasma and the liquid is 22 cm. The distance between the
nozzle exit and the liquid surface is 2 mm.
The treated liquid is analysed by UV-VIS absorption spectroscopy, which has been used
for the detection of H2O2 in previous work [59]. Directly after the plasma treatment, 300 µl
of the H2O sample is mixed with 500 µl potassium titanium (IV) oxalate solution in optical
glass precision cuvettes (10 mm path, Hellma Analytics). As described elsewhere [187],
the solution reacts with H2O2 in the liquid and forms a complex, which is yellow in colour
and absorbs light with a peak absorption at about 400 nm. Typical absorption spectra are
shown in fig. 6.2. The absorbance is linear with the concentration of H2O2 in the liquid,
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as long as all H2O2 reacts with the Ti-compound. UV-VIS absorption spectroscopy was
perfomed using a UV-VIS spectrophotometer (UV-1800, Shimadzu), which was previously
calibrated using H2O2 solutions of known concentrations. The ratio 5:3 of Ti-oxalate
solution and treated H2O ensures that an excess of the Ti-oxalate compared to H2O2 is
present and all H2O2 is complexed. The solution was freshly prepared each measurement
day, as proposed by Sellers [187] for a maximum absorption signal. 0.885 g of potassium
bis(oxalato)-oxotitanate(IV) dihydrate (K2[TiO(C2O4)2)]·2H2O, Alfa Aesar) was mixed
with 6.8 ml concentrated sulfuric acid (Fluka, purity > 95%). This was diluted with
deionised H2O to a total volume of 25 ml.
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Fig. 6.2: Absorption spectra for the complexed H2O2 for different humidity contents in
the plasma at 530 Vpp.
Using the exhaust of the mod-µAPPJ to treat the liquid sample ensures two prerequi-
sites: the gas is not in contact with ambient air until it exits the metal tube, which reduces
the influence of possible gas impurities coming from ambient air, and all short-lived reac-
tive species should decay in the tube, resulting in only stable species reaching the water
surface. We test this hypothesis using electron parametric resonance (EPR) spectroscopy
and spin trapping. Instead of a H2O sample, 1 ml of 100 mM solution of the spin trap
5-diethoxyphosphoryl-5-methyl-1-pyrroline-N-oxide (DEPMPO) is treated by the plasma
for 1 min. DEPMPO reacts with free radicals in the liquid, for example OH and O2·− (su-
peroxide anion), and forms adducts, which can be distuingished via their magnetic spectra
using EPR (Bruker EMX spectrometer). Simply, EPR uses the interaction of an applied
magnetic field with the spin of an unpaired electron. Due to the Zeeman splitting the
electron can exist in two states with opposite spin, which are energetically separated if an
external magnetic field is applied. By exiting the electron from a lower to a higher excited
state with different spin, parts of the applied electromagnetic radiation is absorbed, leading
to distinctive absorption peaks for different radicals. The settings of the EPR spectrometer
used to record the spectra are listed in table 6.1.
For the EPR measurement, the plasma is operated with a total He flow of 5 slm, with
a H2O content of (4200 ± 550) ppm, and a peak-to-peak voltage of 530 V. Figure 6.3
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Frequency 9.68 GHz
Power 3.17 mW
Modulation frequency 100 kHz
Modulation amplitude 1 G
Time const. 40.96 ms
Conversion time 40 ms
No of scans 5
Sweep width 100 G
Tab. 6.1: Settings used for the EPR measurements.
shows EPR spectra obtained from a sample treated under these conditions (bottom) and
an untreated sample (top). Although there are very weak peaks observable, the height of
the peaks in the treated sample are of the same order as the peaks in the untreated sample,
signifying that no additional radicals are introduced by the plasma. Signals in general are
in the order of the noise level, indicating that the concentration of radicals in the liquid
phase is very small, and probably originates from impurities in the commercial DEPMPO
solution.
3440 3460 3480 3500 3520 3540 3560 3580
-0.05
0.00
0.05
EP
R
 si
gn
al
 (a
.u
.)
B-field (G)
-0.05
0.00
0.05
treated
untreated
Fig. 6.3: EPR spectrum for an untreated and a plasma treated DEPMPO solution.
6.1.2. Calculations for the gas phase
In order to obtain the concentration of H2O2 in the gas phase, the system is calibrated
with a known amount of H2O2 coming from the gas phase. To do this, the H2O in the
bubbler is replaced with 10% H2O2 solution, by diluting commercial H2O2 solution (>
30%, Sigma-Aldrich) with deionised H2O. The concentration of the commercial H2O2 was
verified using titration with potassium permanganate solution. The exact procedure can
be found in chapter D. The calibration then consists of the following 2 steps:
1. Quantification of H2O2, which is delivered to the H2O sample via the gas phase.
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2. Quantification of total amount of H2O2 in the gas phase.
From these two measurements, it can be calculated what fraction of the H2O2 in the gas
phase enters the liquid.
Step1. The setup is similar to the one described previously. A schematic is shown in
fig. 6.4 (a). Instead of H2O, the bubbler is filled with 10% H2O2 solution. Because H2O2 is
less volatile than H2O due to its ten times lower vapour pressure compared to the vapour
pressure of water under our experimental conditions [115, 188], a larger bubbler (500 ml)
and volume of liquid (420 ml) is used. The gas exits the bubbler and is diluted with a
dry He flow, then passes through the plasma source (without the plasma being switched
on) and impinges on the liquid. A certain fraction of H2O2 will enter the liquid, with the
remainder being carried away by the gas flow.
(a) (b)
Fig. 6.4: Experimental setups for the H2O2 calibration.
Step2. The beaker is replaced by a bubbler (250 ml) filled with deionised H2O , as
shown in fig. 6.4 (b). In this setup all of the H2O2 in the gas phase is assumed to be
absorbed by the water in the bubbler and the total amount of H2O2 in the gas phase is
quantified. The complexed H2O2 in the liquid n
liq
H2O2 is measured. By taking into account
the volume of H2O VH2O in the bubbler after the measurement to account for evaporation
of the liquid, the treatment time t, and the gas flow FHe, a value for the gas phase H2O2
can be determined:
ngasH2O2
[
m−3
]
= nliqH2O2 [M]
VH2O
tFHe
NA (6.1)
where NA is the Avogrado constant. Using this calculation, a value n
gas
H2O2 = (44 ± 6) ppm
is calculated from 8 independent measurements. By placing a third bubbler filled with H2O
behind the second bubbler in fig. 6.4 (b), it was assured that all H2O2 from the gas phase
exiting the first bubbler was captured in the second bubbler. It was found that less than
3% of the H2O2 escapes the second bubbler, meaning that almost all H2O2 gets absorbed
by the water in the second bubbler.
By combining step 1 and step 2, the fraction of H2O2 which enters the liquid phase
from the gas phase in the setup shown in fig. 6.4 (a) can be calculated. This calculation
is important, because not all H2O2 present in the gas phase is expected to enter the
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liquid. Although H2O2 has a relatively high solubility, only the surface of a H2O sample is
treated, so that parts of the gas generated H2O2 could potentially be carried away by the
background He flow before being in contact with the H2O surface. Therefore, if one would
like to calculate the amount of gaseous H2O2 from the amount of H2O2 in the liquid, the
fraction of H2O2 entering the liquid from the gas phase has to be known.
Figure 6.5 shows the measured concentrations of H2O2 in the beaker after 5 mins of
treatment with a total flow of 5 slm, where different He flows have been humidified with
the H2O -H2O2 mixture. It is observed that with increasing He flow going through the
bubbler, the concentration of H2O2 increases linearly. The statistical error obtained from
3 measurements is 11%.
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Fig. 6.5: Concentration of H2O2 in the treated volume of H2O after 5 mins treatment with
a total flow of 5 slm humidified He (triangles). The initial volume of H2O before
the measurement was 2 ml. The statistical error is 11%. Calculated values using
the value from step 1 and the mixing ratio of dry and humidified He are also
shown (dashed line).
From these measurements and the absolute value of H2O2 in the gas phase, a factor
fin = (0.56 ± 0.10) can be calculated, indicating that approximately 56% of the H2O2 in
the gas phase gets diffused into the liquid under the experimental conditions considered
here.
6.2. Parameter variations
Using the previously determined correction factor fin and eq. 6.1, the amount of H2O2
in the gas phase can be calculated from measured concentrations in the treated sample as
the humidity content of the feed gas and the plasma power are varied.
6.2.1. Humidity variation
Figure 6.6 shows the experimentally determined H2O2 densities as a function of H2O
content in the feed gas. Measured H2O2 densities increase non-linearly up to 1014 cm−3
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with increasing humidity in our measurement regime. The statistical error obtained from
three independent measurements is 6%. Together with the uncertainties arising from the
calibration measurements discussed previously, this results in a combined relative uncer-
tainty of 24%.
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Fig. 6.6: Absolute concentration and densities of H2O2 in the liquid and gas under a
variation of the H2O content, measured at 530 Vpp (black triangles). Simulation
results for the gas phase (dashed line) are carried out for 2.8 W plasma power
and 315 K gas temperature. The simulation results have been divided by a factor
of 6 in order to better compare with the experimental trend.
H2O2 densities are simulated with a plasma power of 2.8 W within the channel length of
2.4 cm and the chemistry set from chapter A, which describes a pure He-H2O chemistry and
does not include air impurities. After 2.4 cm, the power is set to 0 W to simulate the species
evolution in the eﬄuent region. The total length of the simulation is 15 cm, combining
2.4 cm active plasma and 12.6 cm eﬄuent. At this point, H2O2 densities reach steady-state
in the simulation, as shown in fig. 6.7. It is assumed in the simulation that H2O2 does
not react with the surrounding stainless steel tubes. Comparing the steady-state value
obtained from the the simulation for the far plasma eﬄuent with the experimental data
accounts for the fact that in the experiment the treated liquid surface is 22 cm away from
the plasma, giving reactive species enough time to recombine, as discussed in section 6.1.1.
It it observed in fig. 6.6 that the trends for H2O2 densities both in the experiment
and simulation agree very well. However, absolute calculated densities in the gas phase
are about a factor of 6 higher than densities obtained from the experiments. A similar
discrepancy between simulation and experiment was observed by Vasko et al. [51] in a
comparable plasma source. In order to validate that H2O2 does not undergo decay between
the plasma source and the treated liquid, we measured the H2O2 concentration in the
liquid for three different tube lengths between plasma and treated liquid surface. The
results (shown in fig. 6.8) show a slight decrease of H2O2 concentrations in the liquid with
increasing tube length. However, this decrease is within the typical standard deviation
of the experiment of 6%. Additionally, an extrapolation of the data to the end of the
plasma channel does not explain the difference of the factor 6 between measurement and
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Fig. 6.7: Simulated evolution of absolute densities of H2O2 in the plasma channel and
afterglow region for different H2O contents. For all investigated conditions the
H2O2 densities have reached an equilibrium value at 12.6 cm into the afterglow
region. Plasma parameters are 2.8 W and 5 slm total He flow.
Fig. 6.8: Measured H2O2 densities in the liquid with different tube lengths between
treated liquid and plasma. The plasma channel exit is at 0 cm. Plasma condi-
tions are 5 slm total He flow with 1 slm humidified He and 530 Vpp.
experiment.
Another possible source of error could be the reaction rate coefficients used in the simu-
lation. The main sources for uncertainties for both production and consumption of H2O2
are therefore analysed.
H2O2 is almost exclusively produced by recombination of two OH molecules
2OH +He→ H2O2 +He (6.2)
Looking at this reaction, two mechanisms have an influence on the accuracy of the calcu-
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lated densities of H2O2; the density of OH, from which H2O2 is formed, and the reaction
rate coefficient. As discussed in section 4.6.2, the simulated OH densities agree well with
the experimentally determined ones within a factor 1.7 for all investigated H2O admixture.
The rate coefficient for eq. (6.2) is taken from the IUPAC evaluated database [142], and
has been measured on several occasions. Its accuracy is therefore judged as good. Because
of this, the production rate of H2O2 in the model is assumed to be accurate.
The dominant destruction pathways (averaged over the 2.4 cm discharge channel) of
H2O2 in the case of 5000 ppm humidity and 2.8 W are
OH +H2O2 → HO2 +H2O (84%) (6.3)
e+H2O2 → 2OH + e (10%) (6.4)
H +H2O2 → H2O +OH (4%) (6.5)
e+H2O2 → OH +OH− (1%) (6.6)
The rate coefficient for eq. 6.4 is particularly poorly known, because no measured electron
impact cross sections exist for this process. The rate coefficient used in this work is taken
from reference [189] in which it is stated that in order to calculate the rate coefficient, the
cross sections for electron impact dissociation of molecular oxygen are used with twice the
threshold energy for that process. Given the lack of a good source for the rate coefficient
of eq. (6.4), this coefficient has been artificially varied in the simulation to test its effect on
the simulation results. Figure 6.9 shows how different relative species densities simulated
for the end of the plasma channel behave with different rate coefficients for eq. (6.4). The
x-axis shows the multiplicity of the rate coefficient from table A.1. It is observed in fig. 6.9
that the simulated H2O2 at the end of the channel can be reduced by a about 50% when a
30 times higher rate coefficient is used. The influence on simulated OH densities with an
increase of 26% and O densities with an increase of 19% is smaller. H densities are only
weakly affected and increase 5%. As a result, it is plausible that some of the discrepancy
between simulated and measured H2O2 densities can be explained by the variation of this
rate coefficient. Particularly as this does not significantly affect the agreement of the
simulations with the measured densities of the other species.
Additionally the influence of other factors that could lead to dissociation such as disso-
ciation from vibrationally excited states, or photolysis are not accounted for in the model.
The dissociation from vibrationally excited states is known to play an important role for
certain molecules, such as CO2 [190, 191]. However, no cross section data or rate coeffi-
cients are known for these processes in H2O2, and as a result they are not included in the
model used in this work.
6.2.2. Power variation
Figure 6.10 shows the absolute H2O2 densities both in the liquid and gas phase as
a function of the applied voltage to the powered electrode. Generally, measured H2O2
densities depend linearly on the applied voltage. This can be explained by the linearly
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Fig. 6.9: Variation of several relative species densities with the rate coefficient for eq. (6.4).
The x-axis shows the multiplicity of the rate coefficient compared to the coeffi-
cient listed in table A.1. Simulation conditions are 2.8 W plasma power, 5 slm
He flow and 5000 ppm H2O content.
increasing OH densities, as discussed in section 4.7, and the fact that H2O2 production
rates dominate over destruction rates under the investigated conditions. This means that
H2O2 densities are continuously increasing within the active plasma channel, as it was
shown previously in fig. 6.7.
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Fig. 6.10: Absolute densities of H2O2 dependent on the voltage applied to the plasma
source for two different H2O contents.
Measurements for both H2O contents were taken from the ignition point of the plasma to
the point where the plasma starts extending around the powered electrode. The increase in
the density of H2O2 is only weakly dependent on power, and the variation stays within the
error bar associated with the measurement. For a humidity of 4460 ppm, the point at the
highest measured voltage does not fit into the linear trend that is observed for the other
points. A possible explanation for this is that during this measurement the plasma started
136
6. H2O2 production in the mod-µAPPJ
extending around the powered electrode, effectively enlarging the active plasma volume
and residence time of the gas within the plasma, and therefore effectively increasing the
H2O2 density.
6.3. Key results
Absolute liquid phase concentrations of H2O2 in 2 ml H2O after plasma treatment with
the far exhaust of the mod-µAPPJ were measured using UV absorption spectroscopy in
the liquid phase. By applying a calibration with a known amount of H2O2, absolute gas
phase densities of H2O2 produced by the plasma could be estimated. It was found that
under our specific experimental conditions, about 56% of the H2O2 transits from the gas to
the liquid phase. Absolute liquid concentrations and gas phase densities depend strongly
on the H2O content in the plasma source, and weakly on the plasma power, making the
H2O content a good parameter to tune the absolute density of H2O2 for final applications.
Absolute gas phase densities were found to reach up to 1014 cm−3. Trends of absolute
H2O2 densities agreed well with simulation results. However, densities are about a factor 6
higher in the simulation than in the experiment, suggesting poor knowledge of one or more
reaction rate coefficients concerning H2O2, most likely for one of the dissociation processes,
or an important dissociation mechanism not included in the model, such as dissociation
via vibrationally excited states, or photolysis.
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In chapter 1, several goals were identified for this work; fundamental characterisation
of the COST µAPPJ (and a variation of that jet that enables measurements in a vacuum
environment) with regards to produced species densities in a He-H2O gas mixture, the
use of advanced diagnostic techniques to measure those species, and the development of a
plasma-chemical reaction mechanism, which accurately describes the observed variations of
species densities, and could be used to identify their most important formation pathways.
These aims are the first step in developing plasmas control strategies to tailor the properties
of the studied plasma source, and other plasma sources operated in similar gas mixtures,
for individual applications, in biomedicine, for example.
For the experimental detection of RS produced in the plasma, several advanced diag-
nostic techniques were applied. These are in particular VUV-Fourier-transform absorption
spectroscopy, ultra-stable broad-band absorption spectroscopy in the gas phase, and pi-
cosecond two-photon laser induced fluorescence. These techniques are able to overcome
the challenges of RS detection at atmospheric pressure, such as high collisional quenching,
and they provide measurements with high spatial resolution. Using these techniques, ab-
solute species densities of OH, O, and also N and NO in the plasma core, and O and H
in the plasma eﬄuent region were measured. Additionally, absorption spectroscopy on a
aqueous plasma treated sample was used to measure absolute densities of H2O2 in both
the liquid and gas phase. Parameter variations such as a variation of the humidity, air and
oxygen content in the plasma showed potential for tailoring reactive species densities as
these densities were found to be strongly dependent on the molecular gas admixtures.
The applied voltage was found to have a strong impact on NO densities, however, OH
and H2O2 were relatively unaffected by the plasma power. With respect to applications
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in biomedicine, the plasma power is a limited control parameter for tailoring densities,
since increasing plasma powers typically also leads to increasing the gas temperature [30],
which are undesired. Changing the plasma power was found to allow for a limited tuning
of species densities in He-H2O plasmas, since certain groups of species, such as purely
oxygen containing species, were found in simulations to respond more strongly to a change
in power than purely hydrogen containing species or mixed species.
The variety of measured species densities enables a reliable benchmark of simulation
results within the uncertainty for both experiments and, likely, simulations. In order to
fully quantify uncertainties arising from the simulation, a sensitivity analysis has to be
carried out, which takes into account the uncertainties of all used reaction rate coefficients.
A sensitivity analysis carried out in a He-O2 plasma in previous work [103] revealed varia-
tions in species densities up to a factor 10 depending on the species and plasma conditions.
Although such an analysis was not carried out in this work, it would be a very important
task for future work.
A comparison of the simulated and experimental absolute densities as a function of H2O
content in the plasma are summarised in fig. 7.1. Generally, all investigated species show
an increase in densities towards higher H2O contents. An exception is the measurement of
O in the µAPPJ using ps-TALIF, which also shows an increase towards lower admixtures
of H2O. Since this increase was not observed in the mod-µAPPJ, which is a closed source,
it has been attributed to impurities present in the feed gas. These impurities are likely to
enter the gas volume through leaks in the gas feed system, or via back diffusion of ambient
air into the plasma channel, and were found to dominate the gas phase chemistry at low
water admixtures. It is therefore important to consider the concentrations of impurities
in the gas flow when treating biological or any other samples, particularly when only
small amounts of molecules are purposefully added to the feed gas. It was also found
that hydrogen and purely oxygen containing species can be tuned independently to some
degree by fixing the amount of H2O and changing the amount of O2 in the feed gas, which
is potentially relevant for biomedical applications of APPs.
Some species, particularly those mainly produced via electron impact dissociation of
H2O, such as OH and H, show an exceptional agreement in absolute densities for both
simulation and experiment. Other species, such as O and H2O2, show larger discrepancies,
up to a factor 3 and 6, respectively, under the investigated conditions. Possible reasons
for this are the complex multi-step formation mechanisms of these species, which lead to
an addition of uncertainties of the rate coefficients used, or some formation mechanisms
that have not been taken into account. However, trends of simulation and experiments
agree well for most species, and the agreement of absolute densities is still regarded as
good taking into account the uncertainties in both simulation and experiment.
Given the good agreement between experiment and simulations, the main formation
mechanisms for the different species of interest have been identified using pathway analysis
of the simulation results. Some general conclusions were found. The first step in creating
the reactive plasma chemistry is the dissociation of H2O molecules by He metastables or
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Fig. 7.1: Overview of simulated (lines) and experimental (scatter) reactive species densi-
ties for conditions discussed in chapters 4 to 6.
electrons. H2O is also consumed through the formation of high order charged protonated
clusters.
For low water admixtures or at the beginning of the channel, reactive species are created
by fast reaction mechanisms including ions and electrons, whereas at high water admix-
tures and towards the end of the channel, neutral heavy particle reactions become more
important. H and OH are formed quickly via electron impact dissociation of water, and
approach a steady-state value within the plasma channel, whereas most other species do
not. This may allow for the opportunity to tailor the reactive species content of such
plasma sources by varying the plasma dimensions, particularly the length of the plasma
channel. OH is a key species in H2O containing plasmas, dominating the formation mech-
anisms of many species such as O and H2O2. It is also the main species responsible for the
consumption of most investigated species due to its high reactivity.
In addition to the investigation of absolute species densities, quenching coefficients
were measured close to the plasma nozzle using ps-TALIF. In TALIF investigations with
nanosecond resolution, these coefficients are important to calculate the effective decay rate
of species, which is an essential step to obtain absolute species densities, and are typi-
cally obtained from the literature. However, only very few publications exists that discuss
quenching of excited states by H2O molecules, and the results in these publications are
often in disagreement. Therefore, measuring decay rates and quenching coefficients in situ
at atmospheric pressure offers a great advantage.
With regard to the application of atmospheric pressure plasmas, the RS distribution in
the eﬄuent region is of great importance. Using H as an example, it was demonstrated in
this work how RS can be measured with spatial resolution in the plasma eﬄuent region
using ps-TALIF. Such measurements are difficult to carry out accurately using conventional
ns-TALIF as a result of gas mixing in the eﬄuent region, which makes the calculation of
accurate decay rates extremely challenging. Absolute H densities were found to extend
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up to 7 mm downstream in the eﬄuent at 1 slm gas flow in He. Radial and axial gas
mixing with ambient are was found by evaluating the lifetimes of the H(n=3) excited
state. Investigation of other species densities, or the influence of a treated surface are
important steps for future investigations. The presence of a surface in the jet eﬄuent
could significantly change the gas dynamics and species distribution, compared to the “free
jet configuration" that has been investigated in this work. Higher dimensional simulations
could also be used to simulate the plasma and gas dynamics in the plasma eﬄuent region
without and with potential surfaces. The global model used in this work only has limited
applicability in this region, because it does not take into account gas mixing with ambient
air. This is demonstrated by the discrepancy in the spatial decay of H in the eﬄuent
which was found to be much smaller in the experiment than the simulation as a result of
increased interactions with air which are not accounted for in the global model.
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Appendix A Reaction set for
He-H2O chemistry
Tab. A.1: Electron collisions
No EThr(eV) Reaction Rateab Ref.
Elastic scattering and momentum transfer
1 0.00 e + He → He + e f(E) [192]
2 0.00 e + H2O → H2O + e f(E) [148]
3 0.00 e + H2 → H2 + e f(E) [193]
4 0.00 e + O2 → O2 + e f(E) [194]
Electron impact excitation and ionisation
5 19.80 e + He → He∗ + e f(E) [192]
6 20.62 e + He → He∗ + e f(E) [192]
7 24.58 e + He → He+ + e f(E) [192]
8 4.77 e + He∗ → He+ + 2e f(E) [126]
9 3.90 e + He∗2 → He+2 + 2e 2.06× 10−13e−4.28/Te [195]c
10 0.04 e + H2 → H2 + e f(E) [193]
11 0.07 e + H2 → H2 + e f(E) [193]
12 0.52 e + H2 → H2 + e f(E) [193]
13 0.52 e + H2 → H2 + e f(E) [193]
14 13.50 e + OH → OH+ + 2e f(E) [196]
15 0.20 e + H2O → H2O + e f(E) [148]
16 0.45 e + H2O → H2O + e f(E) [148]
17 0.47 e + H2O → H2O + e f(E) [148]
18 13.50 e + H2O → H2O+ + 2e f(E) [148]
19 1.97 e + O → O(1D) + e f(E) [197]
20 4.19 e + O → O(1S) + e f(E) [197]
21 13.62 e + O → O+ + 2e f(E) [197]
22 11.65 e + O(1D) → O+ + 2e f(E) [126]d
23 9.43 e + O(1S) → O+ + 2e f(E) [198]d
24 0.02 e + O2 → O2 + e f(E) [194]
25 0.19 e + O2 → O2 + e f(E) [194]
26 0.19 e + O2 → O2 + e f(E) [194]
27 0.38 e + O2 → O2 + e f(E) [194]
28 0.38 e + O2 → O2 + e f(E) [194]
29 0.57 e + O2 → O2 + e f(E) [194]
30 0.75 e + O2 → O2 + e f(E) [194]
31 0.98 e + O2 → O2(a1∆) + e f(E) [194]
32 1.63 e + O2 → O2(b1Σ) + e f(E) [194]
33 4.50 e + O2 → O2 + e f(E) [194]
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No EThr(eV) Reaction Rateab Ref.
34 12.06 e + O2 → O+2 + e f(E) [194]
35 0.02 e + O2(a1∆) → O2(a1∆) + e f(E) as 24e
36 0.19 e + O2(a1∆) → O2(a1∆) + e f(E) as 25e
37 0.19 e + O2(a1∆) → O2(a1∆) + e f(E) as 26e
38 0.38 e + O2(a1∆) → O2(a1∆) + e f(E) as 27e
39 0.38 e + O2(a1∆) → O2(a1∆) + e f(E) as 28e
40 0.57 e + O2(a1∆) → O2(a1∆) + e f(E) as 29e
41 0.75 e + O2(a1∆) → O2(a1∆) + e f(E) as 30e
42 0.65 e + O2(a1∆) → O2(b1Σ) + e f(E) [199]f
43 3.62 e + O2(a1∆) → O2 + 2e f(E) as 33e
44 11.08 e + O2(a1∆) → O+2 + e f(E) as 34e
45 0.02 e + O2(b1Σ) → O2(b1Σ) + e f(E) as 24e
46 0.19 e + O2(b1Σ) → O2(b1Σ) + e f(E) as 25e
47 0.19 e + O2(b1Σ) → O2(b1Σ) + e f(E) as 26e
48 0.38 e + O2(b1Σ) → O2(b1Σ) + e f(E) as 27e
49 0.38 e + O2(b1Σ) → O2(b1Σ) + e f(E) as 28e
50 0.57 e + O2(b1Σ) → O2(b1Σ) + e f(E) as 29e
51 0.75 e + O2(b1Σ) → O2(b1Σ) + e f(E) as 30e
52 2.87 e + O2(b1Σ) → O2 + e f(E) as 33e
53 10.43 e + O2(b1Σ) → O+2 + 2e f(E) as 34e
Super-elastic collisions
54 -19.80 e + He∗ → He + e f(E) [192]g
55 -1.97 e + O(1D) → O + e f(E) [197]g
56 -4.19 e + O(1S) → O + e f(E) [197]g
57 -0.98 e + O2(a1∆) → O2 + e f(E) [194]g
58 -1.63 e + O2(b1Σ) → O2 + e f(E) [194]g
59 -0.65 e + O2(b1Σ) → O2(a1∆) + e f(E) as 42g
Dissociation
60 -17.90 e + He∗2 → 2 He + e 3.8× 10−15 [200]
61 13.50 e + H2O → O(1S) + 2 H + e f(E) [148,201]
62 7.62 e + H2O → H + OH + e f(E) [148,202]
63 13.00 e + H2O → H2 + O(1D) + e 2.42× 10−14T−0.062e e−22.42/Te [58]h
64 8.80 e + H2 → 2 H + e f(E) [203]
65 12.96 e + OH → O + H + e f(E) [204]i
66 e + H2O2 → 2 OH + e 2.36× 10−15 [189]j
67 6.00 e + O2 → O + O + e f(E) [194]
68 8.40 e + O2 → O(1D) + O + e f(E) [194]
69 10.00 e + O2 → O(1D) + O + e f(E) [194]
70 5.02 e + O2(a1∆) → O + O + e f(E) as 67
71 7.42 e + O2(a1∆) → O(1D) + O + e f(E) as 68e
72 9.02 e + O2(a1∆) → O(1D) + O + e f(E) as 69e
73 4.37 e + O2(b1Σ) → O + O + e f(E) as 67
74 6.77 e + O2(b1Σ) → O(1D) + O + e f(E) as 68e
75 8.37 e + O2(b1Σ) → O(1D) + O + e f(E) as 69e
76 1.00 e + O3 → O + O2 + e 1.7× 10−14T−0.57e e−2.48/Te [103,205]
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No EThr(eV) Reaction Rateab Ref.
77 5.72 e + O3 → O(1D) + O2(a1∆) + e 3.22× 10−13T−1.18e e−9.17/Te [103,205]
Dissociative ionisation
78 17.50 e + H2O → OH+ + H + 2 e f(E) [148]
79 25.00 e + H2O → O+ + 2 H + 2 e f(E) [148]
80 17.00 e + O2 → O+ + O + 2 e f(E) [206]
81 16.02 e + O2(a1∆) → O+ + O + 2 e f(E) as 80e
82 15.37 e + O2(b1Σ) → O+ + O + 2 e f(E) as 80e
(Dissociative) Electron attachment
83 5.30 e + H2O → OH + H− f(E) [148,207]
84 4.43 e + H2O → H2 + O− f(E) [148,207]
85 4.30 e + H2O → H + OH− f(E) [148,207]
86 0.00 e + H2O2 → H2O + O− f(E) [208]
87 0.00 e + H2O2 → OH + OH− f(E) [208]
88 0.00 e + O2 → O + O− f(E) [194]
89 3.50 e + O2(a1∆) → O + O− f(E) [209]
90 2.85 e + O2(b1Σ) → O + O− f(E) as 89e
91 0.00 e + O3 → O2 + O− f(E) [210]
92 0.00 e + O3 → O−2 + O f(E) [210]
Electron detachment
93 2.70 e + O− → O + e + e f(E) [211]
94 2.70 e + O−2 → O2 + e + e f(E) [211]
Recombination
95 0.00 e + H2O+ → H + OH 6.13× 10−14T−0.5e [212,213]
96 0.00 e + H2O+ → 2 H + O 2.67× 10−14T−0.5e [212,213]k
97 0.00 e + H2O+ → H2 + O 2.34× 10−14T−0.5e [212,213]k
98 0.00 e + H+·(H2O) → H + H2O 3.36× 10−14T−1.0e [214]
99 0.00 e + H+·(H2O)2 → H + 2 H2O 1.84× 10−12T−0.08e [215]
100 0.00 e + H+·(H2O)3 → 3 H2O + H 2.24× 10−12T−0.08e [215]
101 0.00 e + H+·(H2O)4 → 4 H2O + H 3.6× 10−12 [215]
102 0.00 e + H+·(H2O)5 → 5 H2O + H 4.1× 10−12 [216]
103 0.00 e + H+·(H2O)6 → 6 H2O + H 5.13× 10−12 [216]
104 0.00 e + H+·(H2O)7 → 7 H2O + H 1.0× 10−12 [216]
105 0.00 e + H+·(H2O)8 → 8 H2O + H 4.1× 10−12 as 102
106 0.00 e + H+·(H2O)9 → 9 H2O + H 4.1× 10−12 as 102
107 0.00 e + H2O+·(H2O) → H + OH + H2O 9.63× 10−13T−0.2e [214]lm
108 0.00 e + O+2 → 2 O f(E) [217]n
109 0.00 e + O+2 → O + O(1D) 8.17× 10−15T−0.7e [218]
110 0.00 e + O+2 → 2 O(1D) 5.85× 10−15T−0.7e [218]
111 0.00 e + O+2 ·(H2O) → O2 + H2O 7.22× 10−13T−0.2e [214]
112 0.00 e + O+4 → 2 O + O2 5.17× 10−14T−1.0e [214]
113 0.00 e + O+4 → 2 O2 2.76× 10−13T−0.5e [134]
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a In m3s−1 and m6s−1 for two- and three-body collisions, respectively.
b f(E) means rate coefficients are calculated by the internal GlobalKin Boltzmann solver using cross
sections obtained from the indicated literature.
c Calculated using Bolsig+ [219] assuming a Maxwell distribution function and cross sections from the
given reference.
d Cross sections are calculated from an equation in this reference.
e As process from ground state but shifted and scaled.
f Born-Bethe fit to data in the cited reference.
g Obtained from reverse process by detailed balance.
h In the reference reaction rate were calculated using a Boltzmann solver [219] and cross sections
obtained from the Morgan database [220] for a He/H2O plasma.
i Cross sections are for dissociation of CO.
j Value is approximated in reference.
k Value is upper/lower limit in reference.
l Value is estimated in source.
m Calculated for Tg = 300K.
n σ = 2.25× 10−190.1/U m2
Tab. A.2: Ion-ion chemistry
No Reaction Ratea Ref.
Three-body collisions
114 - 133 A+ + B− + He → A + B + He 2.0× 10−37T−2.50 [134]bc
134 - 138 A+4 + B
− + He → 2 A2 + B + He 2.0× 10−37T−2.50 [134]bd
139 - 150 A+ + OH−·(H2O)n + He → A + OH + n×H2O + He 2.0× 10−37T−2.50 [134]be
151 - 153 A+4 + OH
−·(H2O)n + He → 2 A2 + OH + n×H2O + He 2.0× 10−37T−2.50 [134]bf
154 - 189 H+·(H2O)m + B− + He → m×H2O + H·B 2.0× 10−37T−2.50 [134]bg
190 - 216 H+·(H2O)m + OH−·(H2O)n + He → (m+n+1)×H2O + He 2.0× 10−37T−2.50 [134]bh
217 - 225 H+·(H2O)m + H2O−2 + He → (m+1)×H2O + OH 2.0× 10−37T−2.50 [134]bi
226 - 230 H2O+·H2O + B− + He → 2 H2O + B + He 2.0× 10−37T−2.50 [134]bj
231 - 233 H2O+·H2O + OH−·(H2O)n + He → (n+2)×H2O + OH + He 2.0× 10−37T−2.50 [134]bk
234 - 238 O+2 ·(H2O) + B− + He → H2O + O2 + B 2.0× 10−37T−2.50 [134]bj
239 - 241 O+2 ·(H2O) + OH−·(H2O)n + He → (n+1)×H2O + O2 + OH 2.0× 10−37T−2.50 [134]bk
a In m6s−1.
b Value estimated in reference.
c For A = O, O2, OH, H2O and B = O, O2, H, OH, H2O2.
d For A = O and B = O, O2, H, OH, H2O2.
e For A = O, O2, OH, H2O and n = 1..3.
f For A = O and n = 1..3.
g For m=1..9 and B = O, H, OH.
h For m=1..9 and n=1..3.
i For m=1..9.
j For B = O, O2, H, OH, H2O2.
k For n=1..3.
Tab. A.3: Ion-neutral chemistry
No Reaction Ratea Ref.
Two-body collisions - positive ions
242 He+ + OH → O+ + H + He 1.1× 10−15T−0.50 [135,221]
243 He+ + H2O → H2O+ + He 6.05× 10−17T−0.50 [135,222]
244 He+ + H2O → OH+ + H + He 2.86× 10−16T−0.50 [135,222]
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No Reaction Ratea Ref.
245 He+ + O → O+ + He 5.00× 10−17 [117]b
246 He+ + O2 → O+ + O + He 1.1× 10−15 [135,223]
247 He+ + O2 → O+2 + He 3.3× 10−17 [135,223]
248 He+2 + OH → O+ + H + 2 He 1.1× 10−15 as 242
249 He+2 + H2O → H2O+ + 2 He 6.05× 10−17 as 243
250 He+2 + H2O → H+·(H2O) + 2 He 2.86× 10−16 as 244
251 He+2 + O2 → O+ + O + 2 He 1.0× 10−15 as 246
252 He+2 + O2 → O+2 + 2 He 3.3× 10−17 as 247
253 H+·(H2O)2 (+ He) → H+·(H2O) + H2O (+ He) effective [124]c
254 H+·(H2O)3 (+ He) → H+·(H2O)2 + H2O (+ He) effective [124]c
255 H+·(H2O)4 (+ He) → H+·(H2O)3 + H2O (+ He) effective [124]c
256 H+·(H2O)5 (+ He) → H+·(H2O)4 + H2O (+ He) effective [124]c
257 H+·(H2O)6 (+ He) → H+·(H2O)5 + H2O (+ He) effective [124]
258 H+·(H2O)7 (+ He) → H+·(H2O)6 + H2O (+ He) effective [124]
259 H+·(H2O)8 (+ He) → H+·(H2O)7 + H2O (+ He) 4.15× 105 est.
260 H+·(H2O)9 (+ He) → H+·(H2O)8 + H2O (+ He) 9.00× 101 est.
261 OH+ + H2 → H2O+ + H 1.01× 10−15 [135,224]
262 OH+ + OH → H2O+ + O 7.0× 10−16T−0.50 [135,221]
263 OH+ + H2O → H2O+ + OH 1.56× 10−15 [225]
264 OH+ + H2O → H+·(H2O) + O 1.27× 10−15 [225]
265 OH+ + O→ O+2 + H 7.1× 10−16 [135,221]
266 OH+ + O2 → O+2 + OH 5.9× 10−16 [135,224]
267 H2O+ + H2 → H+·(H2O) + H 6.4× 10−16 [135,226]
268 H2O+ + OH → H+·(H2O) + O 6.9× 10−16T−0.50 [135,221]
269 H2O+ + H2O → H+·(H2O) + OH 2.05× 10−15 [225]
270 H2O+ + O → O+2 + H2 4.0× 10−17 [135,227]
271 H2O+ + O2 → O+2 + H2O 3.3× 10−16 [228]
272 H2O+·H2O + H2O → H+·(H2O)2 + OH 1.4× 10−15 [214]
273 H2O+·H2O + O2(a1∆) → H+·(H2O) + OH + O2 1.0 · 10−16 [229]b
274 O+ + H2 → OH+ + H 1.7× 10−15 [135,230]
275 O+ + OH → OH+ + O 3.6× 10−15T−0.50 [135,221]
276 O+ + OH → O+2 + H 3.6× 10−15T−0.50 [135,221]
277 O+ + H2O → H2O+ + O 3.2× 10−15 [230]
278 O+ + O2 → O+2 + O 2.0× 10−17T−0.40 [231]
279 O+2 ·H2O (+ He) → O+2 + H2O (+ He) effective [124]
280 O+2 ·H2O + H2O → H2O+·H2O + O2 1.0× 10−15 [214]b
281 O+4 + H2O → O+2 ·H2O + O2 1.7× 10−15 [232]
282 O+4 + O → O+2 + O3 3.0× 10−16 [214]
283 O+4 + O2(a
1∆) → O+2 + 2 O2 1.0× 10−16 [214]b
284 O+4 + O2(b
1Σ) → O+2 + 2 O2 1.0× 10−16 as 283
Two-body collisions - negative ions
285 H− + He → H + He + e 8.0× 10−18T 0.50 [39, 233]
286 H− + H2O → OH− + H2 4.8× 10−15 [135,234]
287 OH−·(H2O)2 + He → OH−·(H2O) + H2O + He effective as 253
288 OH−·(H2O)3 + He → OH−·(H2O)2 + H2O + He effective as 254
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No Reaction Ratea Ref.
289 H2O−2 + H2O → OH−·(H2O) + OH 1.0× 10−17 [235]d
290 O− + H2O → OH− + OH 1.4× 10−15 [207]
291 O− + O2 → O−2 + O 1.0× 10−18 [103,236]
292 O− + O2(a1∆) → O−2 + O 7.3× 10−16e−890/Tg [103,237]
293 O− + O2(a1∆) → O3 + e 6.1× 10−16 [103,237]
294 O− + O2(b1Σ) → O−2 + O 7.3× 10−16e−890/Tg as 292
295 O− + O3 → O−2 + O2 1.0× 10−17 [103,236]
296 O−2 + O → O− + O2 8.5× 10−17T−1.70 [238]e
297 O−2 + O → O3 + e 8.5× 10−17T−1.70 [238]e
Three-body collisions - positive ions
298 He+ + 2He → He+2 + He 1.4× 10−43T−0.60 [239]
299 H+·(H2O) + H2O (+ He) → H+·(H2O)2 (+ He) effective [124,240]c
300 H+·(H2O)2 + H2O (+ He) → H+·(H2O)3 (+ He) effective [124,240]c
301 H+·(H2O)3 + H2O (+ He) → H+·(H2O)4 (+ He) effective [124,240]c
302 H+·(H2O)4 + H2O (+ He) → H+·(H2O)5 (+ He) effective [124,240]c
303 H+·(H2O)5 + H2O (+ He) → H+·(H2O)6 (+ He) effective [124,240]c
304 H+·(H2O)6 + H2O (+ He) → H+·(H2O)7 (+ He) effective [124,240]bc
305 H+·(H2O)7 + H2O (+ He) → H+·(H2O)8 (+ He) 2.08× 10−18 est.
306 H+·(H2O)8 + H2O (+ He) → H+·(H2O)9 (+ He) 3.10× 10−19 est.
307 O+2 + H2O (+ He) → O+2 ·H2O (+ He) effective [124]c
308 O+2 + O2 (+ He) → O+4 (+ He) effective [124]c
Three-body collisions - negative ions
309 OH− + H2O + He → OH−·(H2O) + He 8.0× 10−42 [241]f
310 OH−·(H2O) + H2O + He → OH−·(H2O)2 + He 2.5× 10−43 [241]f
311 OH−·(H2O)2 + H2O + He → OH−·(H2O)3 + He 1.5× 10−43 [241]f
312 O− + H2O + He → H2O−2 + He 1.3× 10−40 [235]
a In m3s−1 and m6s−1 for two- and three-body collisions, respectively
b Value is estimated in reference.
c Effective rate coefficients calculated from pressure dependent rates as described by Sieck [124] for
1 atm and a temperature range 280-350 K, as described in the text.
d Value in an lower limit in reference.
e Estimated branching ratio.
f Collider gas is H2O in reference.
Tab. A.4: Neutral chemistry
No Reaction Ratea Ref.
Two-body collisions
313 He + O(1D) → O + He 7.0× 10−22 [242]b
314 He + O(1S) → O + He 7.0× 10−22 as 313
315 He + O2(a1∆) → O2 + He 8.0× 10−27 [243]b
316 He + O2(b1Σ) → O2(a1∆) + He 1.0× 10−23T 0.50 [117]c
317 2He∗ → He + He+ + e 4.5× 10−16 [101,200]
318 2He∗ → He+2 + e 1.05× 10−15 [101,200]
319 He∗ + He∗2 → 2 He + He+ + e 5.0× 10−16 [200]f
320 He∗ + He∗2 → He + He+2 + e 2.0× 10−15 [200]f
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321 He∗ + OH → OH+ + He + e 6.08× 10−16 as 322
322 He∗ + H2O → He + H2O+ + e 6.08× 10−16 [244]d
323 He∗ + H2O → He + OH+ + H + e 1.39× 10−16 [244]d
324 He∗ + H2O2 → He + OH+ + OH + e 6.08× 10−16 as 322
325 He∗ + O → O+ + He + e 2.54× 10−16 as 326
326 He∗ + O2 → O+2 + He + e 2.54× 10−16 [138]
327 He∗ + O2(a1∆) → O+2 + He + e 2.54× 10−16 as 326
328 He∗ + O2(b1Σ) → O+2 + He + e 2.54× 10−16 as 326
329 He∗2 + H2O → 2 He + H2O+ + e 2.2× 10−15 [245]
330 He∗2 + O → O+ + 2 He + e 3.6× 10−16 as 332
331 He∗2 + O(1D) → O+ + 2 He + e 3.6× 10−16 as 332
332 He∗2 + O2 → O+2 + 2 He + e 3.6× 10−16 [245]
333 H + HO2 → H2 + O2 5.6× 10−18 [142]
334 H + HO2 → 2 OH 7.2× 10−17 [142]
335 H + HO2 → H2O + O 2.4× 10−18 [142]
336 H + H2O2 → H2O + OH 1.7× 10−17e−1800/Tg [246]
337 H + H2O2 → H2 + HO2 2.8× 10−18e−1890/Tg [246]
338 H + O3 → OH + O2 1.4× 10−16e−470/Tg [247,248]
339 H2 + OH → H2O + H 4.27× 10−19T 2.410 e−1240/Tg [249]
340 H2 + O(1D) → OH + H 1.2× 10−16 [142]
341 H2 + O2(a1∆) → O2 + H2 4.53× 10−24 [243]
342 2 OH → H2O + O 6.2× 10−20T 2.60 e945/Tg [142]
343 OH + HO2 → O2 + H2O 4.8× 10−17e250/Tg [142,250,251]
344 OH + H2O2 → HO2 + H2O 2.9× 10−18e−160/Tg [142]
345 OH + O → H + O2 2.4× 10−17e110/Tg [142,252,253]
346 OH + O(1D) → O2 + H 2.4× 10−17e110/Tg as 345
347 H2O + O(1D) → 2 OH 2.14× 10−16 [142]
348 H2O + O(1D) → O + H2O 6.6× 10−19 [142]b
349 H2O + O(1D) → O2 + H2 2.2× 10−18 [142]b
350 H2O + O(1S) → O + H2O 4.5× 10−17 [254]
351 H2O + O(1S) → O(1D) + H2O 1.5× 10−16 [254]
352 H2O + O(1S) → 2 OH 3.05× 10−16 [254]
353 H2O + O2(a1∆) → O2 + H2O 5.6× 10−24 [243,248]
354 H2O + O2(b1Σ) → O2 + H2O 2.25× 10−18e89/300 [255]e
355 H2O + O2(b1Σ) → O2(a1∆) + H2O 2.25× 10−18e89/300 [255]e
356 HO2 + O → OH + O2 2.7× 10−17e224/Tg [142,251]
357 H2O2 + O(1D) → H2O + O2 5.2× 10−16 [256]
358 O + O(1D) → 2 O 8.0× 10−18 [257]
359 O + O(1S) → 2 O 3.33× 10−17e−300/Tg [117,258]f
360 O + O(1S) → O(1D) + O 1.67× 10−17e−300/Tg [117,258]f
361 O(1D) + O2 → O + O2 6.4× 10−18 [142]
362 O(1D) + O2 → O + O2(b1Σ) 2.56× 10−17 [142]
363 O(1D) + O3 → 2O2 1.2× 10−16 [142]
364 O(1D) + O3 → O2 + 2O 1.2× 10−16 [142]
365 O(1S) + O2(a1∆) → 3 O 3.2× 10−17 [259]
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366 O(1S) + O2(a1∆) → O + O2 1.1× 10−16 [259]f
367 O(1S) + O2(a1∆) → O(1D) + O2(b1Σ) 2.9× 10−17 [259]
368 O2 + O2(a1∆) → 2 O2 3.0× 10−24e−200/Tg [142]
369 O2 + O2(b1Σ) → O2 + O2(a1∆) 3.6× 10−23T 0.50 [117]
370 2O2(a1∆) → O2(b1Σ) + O2 1.8× 10−24T 3.80 e700/Tg [260,261]
371 O2(b1Σ) + O3 → O + 2 O2 1.21× 10−17 [255]f
372 O2(b1Σ) + O3 → O2 + O3 1.21× 10−17 [255]f
373 O2(b1Σ) + O3 → O2(a1∆) + O3 1.21× 10−17 [255]f
Three-body collisions
374 2He + He∗ → He + He∗2 + e 2.0× 10−46 [262]
375 He + He∗ + H2O → H2O+ + 2 He + e 1.48× 10−41 [244]d
376 He + He∗ + O → O+ + 2He + e 8.2× 10−42 as 377
377 He + He∗ + O2 → O+2 + 2 He + e 8.2× 10−42 [139]
378 He + H + H → H2 + He 6.04× 10−45T−1.00 [246,248]g
379 He + H + OH → H2O + He 1.42× 10−43T−1.5270 e−185/Tg [263]
380 He + H + O → OH + He 4.36× 10−44T−1.00 [264]c
381 He + H + O(1D) → OH + He 4.36× 10−44T−1.00 as 380
382 (He +) H + O2 → HO2 (+ He) effective [142]g
383 (He +) 2OH → H2O2 (+ He) effective [142]h
384 He + 2O → O2 + He 5.2× 10−47e900/Tg [264]
385 He + O + O2 → O3 + He 6.0× 10−46T−2.40 [247]
a In m3s−1 and m6s−1 for two- and three-body collisions, respectively.
b Value in an upper limit in reference.
c Estimated value in reference.
d Branching ratios taken from Sanders [265]
e With branching ration 1:1 for products.
f Estimated branching ratio.
g Third body is Ar instead of He in reference.
h Effective rate coefficients calculated from pressure dependent rates as described by Carstensen and
Dean [266] for 1 atm and a temperature range 280-350 K.
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Tab. B.1: Electron collisions
No EThr (eV) Reaction Rateab Ref.
Elastic scattering and momentum transfer
386 0.00 e + N2 → N2 + e f(E) [267]
Electron impact excitation and ionisation
387 2.38 e + N → N(2D) + e f(E) [268]
388 3.57 e + N → N(2P) + e f(E) [268]
389 14.55 e + N → N+ + 2e f(E) [269]
390 1.19 e + N(2D) → N(2P) + e f(E) [268]
391 12.17 e + N(2D) → N+ + 2e f(E) [126]
392 0.02 e + N2 → N2 + e f(E) [267]
393 0.29 e + N2 → N2 + e f(E) [267]
394 0.57 e + N2 → N2 + e f(E) [267]
395 0.86 e + N2 → N2 + e f(E) [267]
396 1.13 e + N2 → N2 + e f(E) [267]
397 1.41 e + N2 → N2 + e f(E) [267]
398 1.68 e + N2 → N2 + e f(E) [267]
399 15.50 e + N2 → N+2 + 2e f(E) [267]
400 9.26 e + NO → NO+ + 2e f(E) [270]
Super-elastic collisions
401 -2.38 e + N(2D) → N + e f(E) as 387c
402 -3.57 e + N(2P) → N + e f(E) as 388c
Dissociation
403 12.25 e + N2 → N + N(2D) + e f(E) [271]
404 6.77 e + NO → O + N + e f(E) [272]
405 0.00 e + NO2 → O + NO + e 5.6× 10−15e−3.11/Te [273]
406 0.00 e + N2O → O + N2 + e 1.4× 10−15e−1.67/Te [273]
407 0.00 e + N2O → N + NO + e 1.0× 10−16e−4.93/Te [273]
408 0.00 e + N2O → O∗ + N2 + e 1.2× 10−15e−3.46/Te [273]
409 5.60 e + NH → H + N + e f(E) as 412
410 5.60 e + NH2 → NH + H + e f(E) as 412
411 8.90 e + NH2 → N + 2H + e f(E) as 413
412 5.60 e + NH3 → NH2 + H + e f(E) [274]
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413 8.90 e + NH3 → NH + 2H + e f(E) [274]
Dissociative ionisation
414 21.31 e + N2 → N+ + N + 2e f(E) [275]
415 20.17 e + NO → O+ + N + 2e f(E) [270]
416 21.09 e + NO → N+ + O + 2e f(E) [270]
417 13.00 e + NO2 → NO+ + O + 2e f(E) [270]
418 17.70 e + NH → N+ + H + 2e f(E) [276]
(Dissociative) Electron attachment
419 4.50 e + NH2 → NH + H− f(E) as 420
420 4.50 e + NH3 → NH2 + H− f(E) [193]
Recombination
421 0.00 e + N+ → N f(E) d
422 0.00 e + N+2 → 2N f(E) [217]e
423 0.00 e + N+4 → 2N + N2 3.13× 10−13T−0.41e [277,278]
424 0.00 e + N+4 → 2N2 3.22× 10−13T−0.5e [134]f
425 0.00 e + NO+ → NO 3.10× 10−19T−0.7e [279]fg
426 0.00 e + NO+ → O + N 1.66× 10−15T−1.5e [134]f
427 0.00 e + NO+ → O + N(2D) 7.76× 10−15T−0.5e [279]fg
a In m3s−1 and m6s−1 for two- and three-body collisions, respectively.
b f(E) means rate coefficients are calculated by the internal Boltzmann solver using cross sections
obtained from the indicated literature.
c As process from ground state but shifted and scaled.
d σ = 7.2× 10−25/E m2
e σ = 5.0× 10−19(0.1/E)1.15 m2
f Calculated for Tg = 300K.
g Value is estimated in source.
Tab. B.2: Ion-ion chemistry
No Reaction Ratea Ref.
Three-body collisions
428 - 442 A+ + B− + He → A + B + He 2.0× 10−37T−2.50 [134]bc
443 - 447 A+4 + B
− + He → 2 A2 + B + He 2.0× 10−37T−2.50 [134]bd
448 - 456 A+ + OH−·(H2O)n + He → A + OH + n·H2O + He 2.0× 10−37T−2.50 [134]be
457 - 459 A+4 + OH
−·(H2O)n + He → 2 A2 + OH + n·H2O + He 2.0× 10−37T−2.50 [134]bf
a In m6s−1.
b Value estimated in reference.
c For A = N, N2, NO, and B = O, O2, H, OH, H2O2.
d For A = N and B = O, O2, H, OH, H2O2.
e For A = N, N2, NO and n = 1..3.
f For A = N and n = 1..3.
Tab. B.3: Ion-neutral chemistry
No Reaction Ratea Ref.
Two-body collisions - positive ions
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No Reaction Ratea Ref.
460 He+ + N2 → N+ + N + He 9.6× 10−16 [135,223]
461 He+ + N2 → N+2 + He 6.4× 10−16 [135,223]
462 He+ + NO → N+ + O + He 1.4× 10−15 [135,280]
463 He+ + NO → O+ + N + He 2.0× 10−16 [135,280]
464 He+ + NH2 → N+ + H2 + He 8.0× 10−16T−0.50 [135,221]
465 He+2 + N2 → N+2 + 2He 6.4× 10−16 as 460
466 He+2 + NO → N+ + O + 2He 1.4× 10−15 as 462
467 He+2 + NO → O+ + N + 2He 2.0× 10−16 as 463
468 OH+ + N → NO+ + H 8.9× 10−16 [135,221]
469 OH+ + NO → NO+ + OH 3.59× 10−16 [135,224]
470 H2O+ + NO → NO+ + H2O 2.7× 10−16 [135,232]
471 O+2 (H2O) + NO → NO+ + H2O + O2 5.3× 10−16 [124]
472 O+ + N2 → NO+ + N 1.2× 10−18 [230,281]
473 O+2 + N → NO+ + O 1.2× 10−16 [135,282]
474 O+2 + NO → NO+ + O2 4.5× 10−16 [281]
475 N+ + H2O → H2O+ + N 2.8× 10−15T−0.50 [135,230,283]
476 N+ + OH → OH+ + N 3.7× 10−16T−0.50 [135,221]
477 N+ + O2 → O+2 + N 3.11× 10−16 [135,230,283]
478 N+ + NO → N+2 + O 7.9× 10−17 [135,230,283]
479 N+2 + H2O → OH+ + N 2.3× 10−15T−0.50 [135,230]
480 N+2 + OH → OH+ + N2 6.3× 10−16T−0.50 [135,221]
481 N+2 + O → O+ + N2 1.0× 10−17 [135,284]
482 N+2 + O → NO+ + N 1.3× 10−16 [135,284]
483 N+2 + O2 → O+2 + N2 5.0× 10−17 [135,230]
484 N+4 + H2O → H2O+ + 2N2 3.0× 10−15 [285]
485 N+4 + O2 → O+2 + 2N2 2.5× 10−16 [285]
Two-body collisions - negative ions
486 H− + NH → NH2 + e 1.0× 10−16 [135,221]
487 H− + NH2 → NH3 + e 1.0× 10−15 [135,221]
Three-body collisions - positive ions
488 N+2 + N2 (+ He) → N+4 (+ He) effective [124]
a In m3s−1 and m6s−1 for two- and three-body collisions, respectively
Tab. B.4: Neutral chemistry
No Reaction Ratea Ref.
Two-body collisions
489 He∗ + N2 → N+2 + He + e 6.8× 10−17 [286]
490 He∗2 + N2 → N+2 + 2He + e 6.8× 10−17 as 489
491 H + NO2 → NO + OH 4.0× 10−16e−340/Tg [247]
492 H + NO3 → NO2 + OH 1.1× 10−16 [248,287]
493 H + HNO → NO + H2 4.5× 10−17T−0.720 e−329/Tg [135,288]
494 H2 + N(2D) → NH + N 4.2× 10−17e−105/Tg [248,289]
495 OH + NO3 → NO2 + HO2 2.0× 10−17 [142,248]
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496 OH + NH → N + H2O 3.09× 10−18 [290]
497 OH + NH → HNO + H 3.32× 10−17 [290]
498 OH + NH2 → NH + H2O 1.35× 10−18T 1.250 e43.5/Tg [135]
499 OH + NH2 → NH3 + O 2.08× 10−19T 0.760 e−262/Tg [135]
500 OH + NH3 → NH2 + H2O 1.47× 10−19T 2.050 e−7/Tg [135]
501 OH + HNO → NO + H2O 6.17× 10−18T 1.230 e44.3/Tg [135]
502 OH + HNO2 → NO2 + H2O 2.5× 10−18e260/Tg [142]
503 OH + HNO3 → NO3 + H2O 1.5× 10−19e260/Tg [142]
504 H2O + N(2D) → NH + OH 1.4× 10−17 [289]b
505 H2O + N(2D) → H + HNO 1.4× 10−17 [289]b
506 H2O + N(2D) → H2 + NO 1.4× 10−17 [289]b
507 H2O + N(2P) → NH + OH 1.9× 10−19 [291]b
508 H2O + N(2P) → H + HNO 1.9× 10−19 [291]b
509 H2O + N(2P) → H2 + NO 1.9× 10−19 [291]b
510 O + NO2 → O2 + NO 5.1× 10−18e198/Tg [142]
511 O + NO3 → O2 + NO2 1.7× 10−17 [142]
512 O + NH → NO + H 1.7× 10−16 [290]c
513 O + NH → OH + N 5.0× 10−18 [290]c
514 O + NH2 → HNO + H 6.3× 10−17T−0.10 [135,136]
515 O + NH2 → OH + NH 7.0× 10−18T−0.10 [135,136]
516 O + HNO → NO + OH 3.8× 10−17T−0.080 [135,292]
517 O(1D) + NO2 → O2 + NO 7.3× 10−17 [293]b
518 O(1D) + NO2 → O2(a1∆) + NO 7.3× 10−17 [293]b
519 O(1D) + NO2 → O2(b1Σ) + NO 7.3× 10−17 [293]b
520 O(1D) + N2 → O + N2 2.15× 10−17e110/Tg [142]
521 O(1D) + N2O → O + N2O 6.0× 10−18 [142]
522 O(1D) + N2O → 2NO 7.6× 10−17 [142]
523 O(1D) + N2O → N2 + O2 4.3× 10−17 [142]
524 O(1S) + NO → O + NO 1.98× 10−16 [254]
525 O(1S) + NO → O(1D) + NO 3.52× 10−16 [254]
526 O2 + N(2D) → O + NO 2.3× 10−18e−185/Tg [289]
527 O2 + N(2D) → O(1D) + NO 7.4× 10−18e−185/Tg [289]
528 O2 + N(2P ) → O + NO 1.0× 10−18e−60/Tg [289]
529 O2 + N(2P ) → O(1D) + NO 1.0× 10−18e−60/Tg [289]
530 O2 + N(2P ) → O(1S) + NO 1.0× 10−18e−60/Tg [289]
531 O3 + N(2D) → O2 + NO 1.0× 10−16 [291]d
532 O3 + N(2D) → O + O2 + N 1.0× 10−16 est.
533 N + NO → N2 + O 2.1× 10−17e100/Tg [247]
534 N + NO2 → N2O + O 5.8× 10−18e220/Tg [247]
535 N + NO2 → 2NO 4.5× 10−18e220/Tg [247]e
536 N + NH → H + N2 1.95× 10−17T 0.510 e6−0.08/Tg [294]
537 N(2D) + NO → O + N2 2.0× 10−17 [289]b
538 N(2D) + NO → O(1D) + N2 2.0× 10−17 [289]b
539 N(2D) + NO → O(1S) + N2 2.0× 10−17 [289]b
540 N(2D) + N2O → NO + N2 5.75× 10−18e−570/Tg [289]b
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541 N(2D) + N2O → O + N + N2 5.75× 10−18e−570/Tg [289]b
542 N(2P ) + NO → N + NO 2.9× 10−17 [289]
543 NO2 + NH → HNO + NO 2.44× 10−17T−1.940 e−56.9/Tg [135,295]
544 NO2 + NH → N2O + OH 1.7× 10−17T−1.940 e−56.9/Tg [135,295]
545 2NH → NH2 + N 1.83× 10−19T 1.80 e70/Tg [135]
546 NH2 + NO → N2 + H2O 4.27× 10−17T−2.50 e−331/Tg [135]
547 NH2 + NO → N2 + OH + H 1.49× 10−18 [135]
Three-body collisions
548 H + N + He → NH + He 4.75× 10−44 [296]
549 H + NO + He → HNO + He 5.04× 10−44T−1.320 e−370/Tg [297]
550 OH + NO + He → HNO2 + He effective [142]
551 OH + NO2 (+ He) → HNO3 (+ He) effective [142]
a In m3s−1 and m6s−1 for two- and three-body collisions, respectively.
b Estimated branching ratio.
c Value for 298 K.
d Estimated value in reference.
e Value from this reference was corrected according to branching ratio found by Phillips and Schiff [298].
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Appendix C L-state mixing in
atomic hydrogen
The importance of L-state mixing for typical experimental conditions investigated in this work
is investigated using a model proposed by Preppernau et al [178]. In this model, the rate of change
in density of the different sub-levels is calculated taking into account a radiative decay, quenching,
and L-state mixing.
dns
dt
= −ns
(
τ−1s + nq (8kmix + kq)
)
+ 1nqkmix (np + nd)
dnp
dt
= −np
(
τ−1p + nq (6kmix + kq)
)
+ 3nqkmix (ns + nd) (C.1)
dnd
dt
= −nd
(
τ−1d + nq (4kmix + kq)
)
+ 5nqkmix (ns + np)
where kmix is a background gas specific mixing coefficient. From this set of differential equations,
a radiative rate from the n=3 level can be calculated
R(t) =
bs
τs
ns(t) +
bp
τp
np(t) +
bd
τd
nd(t) (C.2)
where b are the branching ratios for the fluorescence decay from each sub-level. The 3s and
3d states can only decay into the 2p state, as indicated in fig. 5.2. Therefore, bs and bd are
set to one. From the 3p state, approximately 88% decays into the 1s ground state, and is not
detectable in the experiment. Therefore, bp is set to 0.12. R(t) can be normalised to the value of
R0 = R(t = 0) = 5.73× 107 s−1.
Figure C.1 shows the normalised populations of the H(n=3) sub-levels, and the normalised
H(n=3) decay rate, taking into account different depopulation mechanisms. In the calculations,
a pressure of 1 bar He, 315 K gas temperature, and the values kq = 0.317 × 10−1 cm3s−1 and
kmix = 0.07× 10−1 cm3s−1 [89] are assumed.
If only radiative decay is taken into account (fig. C.1 (a)), the 3s and 3d state start off with
a relative population of 12 and 88% respectively, and decay with their own lifetimes, which are
159 and 15.6 ns. The 3p state is not populated by the laser radiation. The overall lifetime of the
n=3 state is therefore dominated by the 3d state, due to its higher population. If quenching and
radiative emission are considered together (fig. C.1 (c)) both the 3d and 3s states are depopulated
much faster, with a time constant more than 10 times larger.
If L-state mixing is considered without taking into account quenching (fig. C.1 (b)), a population
of the 3p state takes place in the first few nanoseconds after population of the 3d and 3s states.
The sub-level densities therefore do not follow exponential trends until an equilibrium between
the populations is reached. The equilibrium densities are defined by the statistical weights of the
different sub-levels: they are 55.55% (3d), 33.33% (3p) and 11.11% (3s). From the model, 56.8%,
31.4% and 11.8% are obtained, in good agreement with the theoretical values. The overall lifetime
is calculated in the equilibrium region as 10.5 ns, which is shorter than the lifetime obtained for
radiative contribution only due to the short lifetime of the 3p state. By taking into account all
three processes (fig. C.1 (d)), the equilibrium overall lifetime is shortened to 1.2 ns. This is in very
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Fig. C.1: Normalised n=3 sub-level densities and effective decay rate taking into account
different depopulation mechanisms: (a) only radiative decay, (b) radiative decay
and L-state mixing, (c) radiative decay and quenching, (d) all three processes.
Also shown is the time after which an equilibrium between the different processes
is established (for a relative rate change smaller than 1% and 0.01%), and the
lifetime obtained from an exponential fit in this equilibrium region.
good agreement with an experimentally determined lifetime of 0.97 ns in a pure He flow, where
the detected H is produced from impurities only, as it will be discussed in section 5.2. Only on
very small timescales after the laser pulse, the decay rate deviates from an exponential decay, due
to the internal redistribution of the H(n=3) state.
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Appendix D Titration of H2O2
solution
Commercial H2O2 solutions typically do not have a strictly defined concentration, which is
necessary for the absolute calibration of the conducted experiments. Additionally, H2O2 solution
decomposes over time, especially under the influence of light or heat, and should therefore not be
used over a long period of time.
In order to check the concentration of the used H2O2 solution, 10% solution was titrated using
0.025 M potassium permanganate solution. For this experiment, three different solutions have to
be prepared:
1. 10% H2O2 solution. This solution is prepared by mixing 1 part of commercial 30% H2O2
solution with 2 parts of H2O .
2. Sulfuric acid solution. Concentrated H2SO4 is diluted 6 times to create a 3 M solution.
3. Potassium permanganate solution. Combine 2.015 g of KMnO4 powder (Alfa Aesar,
98%) with 0.5 l of H2O to create a 0.025 M solution.
1 ml of the H2O2 solution is then mixed with 20 ml of H2O and 10 ml of the Sulfuric acid solution
in an Erlenmeyer flask.
The permanganate ion reacts with the H2O2 solution in the following balance equation:
2MnO−4 + 6H
+ + 5H2O2 → 5O2 + 2Mn2+ + 8H2O (D.1)
While the permanganate aqueous complex MnO−4 dyes the liquid dark purple, the reactants (right
hand side of eq. D.1) are clear of colour. The permanganate solution is slowly added to 10% H2O2
solution and reacts with H2O2 , leaving a clear solution, until all H2O2 molecules have reacted
with MnO−4 . After that the solution starts colouring purple, because the MnO
−
4 starts getting
accumulated in the solution.
By measuring the amount of added KMnO4 solution VKMnO4 = 48 ml and taking into account
the molarity of the solution, the amount of MnO+4 ions can be calculated as cMnO−4 = 1.2×10
−3 mol.
From eq. D.1 it is clear that the molar ratio of MnO−4 and H2O2 is 2.5. Therefore, the titrated
amount of H2O2 can be determined as 3.0×10−3 mol. Multiplication with the molar mass of H2O2
mhydper = 34.01
g
mol and dividing by the weight of 1 ml of H2O2 solution wH2O2 = 1.015 g leads
to a H2O2 concentration of 10.05% in the solution. Therefore, the concentration of the commercial
H2O2 solution is 30.15%.
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Common symbols used in
equations
This table is a collection of symbols, abbreviaions and subscripts which are used through-
out this manuscript.
Symbol Name
Subscripts used throughout this document.
i any
j ions
e electrons
n neutrals
g gas
Symbols used throughout this document.
A Absorbance
Aa Arrhenius A coefficient
Aflow Cross sectional area of plasma
As Surface area of reactor in contact with plasma
fi Return fraction for species i
c Speed of light
Di Diffusion constant for species i
E Energy
Ea Activation energy
Et Threshold energy
e Elementary charge
Fi Flow rate for species i
g statistical weight
I Current amplitude
k Reaction rate coefficient
kB Boltzmann constant
l Absorption length
NA Avogadro constant
ni Volume density for species i
Pd Power deposited in Plasma
p Pressure
161
Common Symbols used in equations
Symbol Name
R Rate
r Radius
Si Source term for species i
t Time
T Transmission
Ti Temperature for species i
T0 relative temperature
Tg
300
U Voltage amplitude
Vp Plasma volume
vx Velocity in x-direction
α Absorption coefficient
εia Electron affinity for species i
γ Sticking coefficient
Λ Diffusion length
λ Wavelength
µj Ion mobility for species j
ν Collision frequency
φ Line profile
ρ Mass density
σ Cross section
τP Time scale of interest for PumpKin simulations
Symbols denoting specific species.
H H(n=1) - Ground state of atomic hydrogen
H∗ H(n=3) - Laser excited state of atomic hydrogen for TALIF measurements
O
∑
J O(2p
4 3PJ) - Ground state of atomic oxygen
O∗
∑
J O(3p
3PJ) - Laser excited state of atomic oxygen for TALIF measurements
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