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LOCALIZATION OF DIRECTED POLYMERS IN CONTINUOUS SPACE
YURI BAKHTIN, DONGHYUN SEO
Abstract. The first main goal of this article is to give a new metrization of the Mukherjee–
Varadhan topology, recently introduced as a translation-invariant compactification of the space of
probability measures on Euclidean spaces. This new metrization allows us to achieve our second
goal which is to extend the recent program of Bates and Chatterjee on localization for the endpoint
distribution of discrete directed polymers to polymers based on general random walks in Euclidean
spaces. Following their strategy, we study the asymptotic behavior of the endpoint distribution
update map and study the set of its distributional fixed points satisfying a variational principle.
We show that the distribution concentrated on the zero measure is a unique element in this set if
and only if the system is in the high temperature regime. This enables us to prove that the the
asymptotic clusterization (a natural continuous analogue of the asymptotic pure atomicity property)
holds in the low temperature regime and that the endpoint distribution is geometrically localized
with positive density if and only if the system is in the low temperature regime.
1. Introduction
The directed polymer model was introduced in the physics literature [HH85], [HHF85], [Kar85],
[KN85], [KZ87] and mathematically formulated by Imbrie and Spencer [IS88]. Since then, many
models of directed polymers in random environment were studied in the literature over last several
decades, see, e.g. books [Szn98], [Gia07], [dH09], [Com17] and multiple references therein. The
common feature of these models is that they are based on Gibbs distributions on paths with the
reference measure usually describing a process with independent increments (random walks, if the
time is discrete) and the energy of the interaction between the path and the environment is given
by a space-time random potential (with some decorrelation properties) accumulated along the path.
One of the intriguing phenomena that these models exhibit is the transition of dynamics of
directed polymers between high/low temperature regimes. In the high temperature regime, directed
polymers have diffusive behavior which is similar to that of the classical random walks and the
endpoint distributions of polymer paths of length n are typically spread over domains of size of
the order of n1/2 (see [Bol89], [SZ96], [AZ96]). On the other hand, in the low temperature regime,
they are super-diffusive, i.e. the typical transverse displacement of polymer paths is of the order
of nξ with ξ > 1/2. In particular, it has been conjectured that ξ = 2/3 for d = 1, based on
two following observations: (i) when β = +∞, the directed polymer models coincide with the last
passage percolation (LPP) models; (ii) Integrable LPP models have shown the spatial fluctuation of
order n2/3 and the fluctuation of passage times of order n1/3 placing LPP in the KPZ universality
class [Cor12]. This has been proved in some integrable models, see [Sep12], [BCF14]. Besides
the super-diffusive behavior, it is known that polymer measures are mostly concentrated within a
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relatively small region in the low temperature regime, see [CV06], [Var07], [Lac10], [BK10]. Such
localization phenomenon of directed polymers is closely related to the intermittency of the solution
of stochastic heat equation, see [CM94], [BC95], [Kho14]. It is believed that the size of the small
region is O(1) but this has been proved only for integrable models, see [CN16]. It is also conjectured
that a similar picture holds for generalized directed polymers, see [BK18].
While many integrable models for (1+1)-dimensional directed polymers have been extensively
studied (see [MO07], [ACQ11], [MFQR13], [AKQ14]), the results on higher dimensions are rather
restricted. In [BC16] and its improved version [Bat18], a novel machinery was suggested to study
localization of directed polymers that are discrete in space and time. This approach is based on
another recent achievement, a compactification of the space of probability measures on Rd with
respect to the weak convergence [MV16] (we will refer to this compactification as the MV topology
in this paper). In [BC16], the authors introduce a simple metrization of the MV topology induced
on the space of measures concentrated on Zd and they were able to obtain localization results for
discrete directed polymers by using the metric.
The first goal of this paper is to develop a new metrization of the MV topology that will be
useful for space-continuous polymer models. Our new metrization is inspired by the one used in the
discrete setting in [BC16] and is based on coupling in optimal transport. Its relation to the metric
given in [MV16] resembles the equivalence between the definitions of the Kantorovich–Wasserstein
distance via optimal coupling (2.9) and via Lipschitz test functions (2.10) known as the Kantorovich
duality.
The second goal of this paper is to introduce a broad family of time-discrete and space-continuous
polymer models where polymers are understood as discrete sequences of points in Rd, and to gen-
eralize the entire program of [BC16] to these models with the help of our new metrization of the
MV topology.
As this paper was being prepared we learned that similar results were obtained in [BM18] for a
specific model where the reference measure is Brownian and the random potential is the space-time
white noise mollified with respect to the space variable. We stress that the only assumption we
need on the reference measure for polymers is that it defines a random walk, with no restriction on
the distribution of i.i.d. steps in contrast to a concrete model of [BM18].
Due to the absence of assumptions on the random walk steps, we can say that our results generalize
those of [BC16] and [Bat18] (except that a moment assumption on the potential is slightly weaker
in [Bat18]) since one can embed any i.i.d. random potential indexed by Zd into a stationary potential
on Rd with a small dependence range.
In addition, we give a new result that go beyond the asymptotic pure atomicity results of [BC16]
and [BM18]. Under the assumption that the reference measure is absolutely continuous with respect
to the Lebesgue measure, a clusterization property holds for the random density of the polymer
endpoint distribution in low temperature regime. An important feature of our work is that our
results are based on the new metrization of the MV topology which is of independent interest.
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The article is organized as follows: In the remaining part of Section 1, we introduce our general
model of directed polymers, review the results in discrete setting, and state our results for localiza-
tion/delocalization of directed polymers. In Section 2, we review the MV topology and introduce
a new metric which is equivalent to the original MV metric and useful for our analysis of polymer
measures. In Sections 3, 4, and 5, we develop a program parallel to [BC16], proving the continuity of
the update map that maps the law of the endpoint distribution to the one of the next step endpoint
distribution and proving that the empirical measure of the endpoint distribution of directed poly-
mers converges to the set of free energy minimizers which is a subset of the set of fixed points of the
update map. We will also see how the set of free energy minimizers can characterize the high/low
temperature regimes. In Section 6, we introduce an asymptotic clusterization property that is an
analogue of the asymptotic pure atomicity studied in [Var07], [BC16] for discrete directed polymers,
and prove that it holds for the endpoint distribution in the low temperature regime. In Section 7,
we show that the endpoint distribution of directed polymer is asymptotically geometrically localized
with positive density.
Acknowledgements. We are grateful to Erik Bates, Chiranjeeb Mukherjee, and Raghu Varad-
han for stimulating discussions. YB thanks NSF for partial support via grant DMS-1811444.
1.1. The model of directed polymers in stationary environment. We begin with a Markov
chain
(
(ωn)n∈N, {P x}x∈Rd
)
on Rd, defined on a measurable space (Ωp,F ), where
• Ωp = (Rd)N = {ω = (ωn)n≥0 : ωn ∈ Rd},
• F is the cylindrical σ-algebra on Ωp,
• For each x ∈ Rd, P x is the unique probability measure such that (ωn+1 − ωn)n≥0 are i.i.d.
and
P x(ω0 = x) = 1, P
x(ωn+1 − ωn ∈ dy) = Z(dy)
for any nondegenerate Borel probability measure Z on Rd.
We denote expectation with respect to P x by Ex. We also write P and E for P 0 and E0. For
n ∈ N, let denote P xn the law of (ω1, · · · , ωn) under P x.
The random environment that we will consider is a real-valued, non-constant random field(
X(u)
)
u∈N×Rd
, defined on a probability space (Ωe,G ,P) such that
• (X(n, · ))
n∈N
are independent and identically distributed,
• (X(1, x))
x∈Rd
is stationary and L-dependent for some finite number L, i.e., for any subset
A,B ⊂ Rd with d0(A,B) > L (d0 = the Euclidean distance), (X(1, x))x∈A and (X(1, x))x∈B
are independent of each other.
• X(1, ·) has continuous trajectories, i.e., the mapping x 7→ X(1, x) is P-a.s. continuous.
The continuity condition can actually be weakened, see Remark 3.5. We will write E for expectation
with respect to P. X(1, x) will be sometimes shortened to X(x) for convenience. We denote by
β ≥ 0 the inverse temperature parameter and will assume
λ(κ) := logE
[
exp
(
κX(0)
)]
<∞ for κ ∈ [−2β, 2β].
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For given n ∈ N, x ∈ Rd , we define the point-to-point quenched polymer measure, starting from x,
at time n as
M
x
n (dω) =
1
Zn
exp
(
β
n∑
k=1
X(k, ωk)
)
P x(dω),
where
Zn,x = E
x
[
exp
(
β
n∑
k=1
X(k, ωk)
)]
is called the point-to-line partition function. Let Mn, Zn denote the polymer measure and the
partition function corresponding to P , of length n. Notice that (Mn)n≥0, (Zn)n≥0 are random
processes adapted to the filtration (Gn)n≥0 given by
Gn = σ(X(k, x) : 1 ≤ k ≤ n, x ∈ Rd).
1.2. An outline of previous results in discrete setting. Directed polymer models have been
largely studied on the lattice Zd. In this section, we recall the well-known results in the discrete
setting, which will be extended to the continuous model in this paper. To stress the similarity with
our model, we will use the same notation here as for our continuous setting. That is, in this section,
we let Mn be the quenched polymer measure on paths of length n defined on (Z
d)N by
Mn(dω) =
1
Zn
exp
(
β
n∑
k=1
X(k, ωk)
)
P (dω),
where
• P is the distribution of the d-dimensional simple random walk starting at 0,
• the random environment (X(k, x))
k∈N,x∈Zd
is given by a collection of non-constant, i.i.d.
random variables defined on some probability space (Ωe,G ,P) and
• Zn = E
[
exp
(
β
n∑
k=1
X(k, ωk)
)]
is the partition function.
Most of the mathematical results on directed polymers were obtained mainly by analyzing the
asymptotic behavior of the partition function Zn. One of the interesting quantities, called the
quenched free energy, is given by
Fn =
1
n
logZn.
It turned out that the phase transition in directed polymer model is characterized by the discrepancy
between the quenched free energy and the annealed free energy, which is
1
n
logE[Zn] = λ(β).
Applying a superadditivity argument developed in [CH02], we see that the limit
lim
n→∞
EFn = sup
n≥1
EFn := p(β) (1.1)
is well-defined. The following exponential concentration inequality enables us to make (1.1) stronger:
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Theorem A (Theorem 1.4 in [LW09], for Q = 1). Let β > 0 be fixed such Eeβ|X(1,0)| < ∞ Then,
there is a constant c > 0, depending only on β and the law of X, such that
P
(
1
n
∣∣∣ logWn(β)−E logWn(β)∣∣∣ > x) ≤
2e−ncx
2
if 0 ≤ x ≤ 1,
2e−ncx if x > 1.
In particular,
lim
n→∞
Fn(β) = p(β) a.s. and Lp for all p ∈ [1,∞) (1.2)
We remark that Theorem A was proved for discrete setting but the proof can be easily adapted
to our space-continuous setting. Therefore, we will use (1.2) later without further proof.
The Lyapunov exponent of the system is defined as
Λ(β) := λ(β) − p(β) ≥ 0, (1.3)
where the inequality follows from Jensen’s inequality. Before describing the phase transition of
directed polymers, we give a statement for the existence of critical temperature.
Theorem B (Theorem 3.2 in [CY06], Proposition 2.4 in [Bat18]). Λ(β) is non-decreasing in β. In
particular, there is a critical inverse temperature βc = βc(d) ∈ [0,∞] such that
0 ≤β ≤ βc ⇒ Λ(β) = 0,
β > βc ⇒ Λ(β) > 0.
Theorem B was first proved in [CY06] when the reference measure is the simple random walk
and λ(κ) exists for all κ ∈ R. [Bat18] enhanced this by extending to reference measures given
by arbitrary random walks on Zd and weakening the moment condition of random environment.
Extending this result to general random walks on Rd is straightforward.
We now collect three statements which describe how the Lyapunov exponent identifies the phase
transition of directed polymers. We denote by
ρi(·) = Mi(ωi ∈ ·)
the endpoint distribution of directed polymer of length i.
Theorem C (Corollary 2.2 and Theorem 2.3 (a) in [CSY03]).
Λ(β) > 0 ⇔ ∃ c > 0 s.t. lim inf
n→∞
1
n
n−1∑
i=0
max
x∈Zd
ρi
({x}) ≥ c P-a.s.
Theorem C tells that the endpoint distribution can localize partial mass in the low temperature
regime. Vargas proposed in [Var07] the notion of “asymptotic pure atomicity”, which describes the
localization of the entire mass of the endpoint distribution. For any i ≥ 0, ǫ > 0, let
Bǫi = {x : ρi
({x}) > ǫ}.
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Then, (ρi)i≥0 is said asymptotically purely atomic if for any sequence (ǫi)i≥0 tending to 0, we have
lim
n→∞
1
n
n−1∑
i=0
ρi(Bǫii ) = 1 P-a.s.
Convergence in probability was used in [Var07] and the author proved that if λ(β) =∞, then (ρi)i≥0
is asymptotically purely atomic. Bates and Chatterjee replaced it with almost sure convergence and
proved the following:
Theorem D (Theorem 6.3 in [BC16], Theorem 5.3 in [Bat18] ).
Λ(β) > 0 ⇔ (ρi)i≥0 is asymptotically purely atomic.
Theorem E illustrates how the favorable sites, which localize mass in the endpoint distribution
of directed polymers, cluster together. For δ > 0,K > 0, let Gδ,K be the collection of probability
measures on Zd that assign mass greater than 1− δ to some subset of Zd having diameter at most
K. (We use the l1 distance here.) We say that a sequence (αi)i≥0 of probability measures in R
d is
geometrically localized with positive density if for every δ > 0, there exist K > 0, θ > 0 such that
lim inf
n→∞
1
n
n−1∑
i=0
1{αi∈Gδ,K} ≥ θ P-a.s.
Theorem E (Theorem 7.3 (a), (c) in [BC16], Theorem 5.4 in [Bat18]).
Λ(β) > 0 ⇔ (ρi)i≥0 is geometrically localized with positive density.
1.3. Main results of this paper. The first main result of this paper is the development of a new
metrization of the translation-invariant compactification of the space of probability measures. The
structure of the metric and relevant background are provided in Section 2. As an application of the
theory developed in Section 2, we prove analogues of Theorems D and E for our model of directed
polymers in the continuous space. Before stating our results, we denote the quenched endpoint
distribution for the polymer of length n by
ρn(dx) = Mn(ωn ∈ dx).
The following asymptotic clusterization result (an analogue of Theorem D on asymptotic pure
atomicity) is proved in Section 6, see Theorems 6.6 and 6.7:
Theorem 1.1. For r > 0, ǫ > 0, and a probability measure α on Rd , let us define
Aǫα(r) := {x ∈ Rd : α(Br(x)) > ǫVdrd}, Aǫα =
{
x ∈ Rd : lim inf
r↓0
α(Br(x))
Vdrd
> ǫ
}
,
where Vd is the volume of the unit ball in R
d.
(a) If β > βc, then for every r > 0 and every sequence (ǫi)i≥0 tending to 0,
lim
n→∞
1
n
n−1∑
i=0
ρi
(Aǫiρi(r)) = 1 P-a.s., (1.4)
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and
lim
n→∞
1
n
n−1∑
i=0
ρi(Aǫiρi) = 1 P-a.s. (1.5)
(b) If β ≤ βc, then for every r > 0, there is a sequence (ǫi)i≥0 tending to 0, such that
lim
n→∞
n−1∑
i=0
ρi(Aǫiρi(r)) = 0 P-a.s. (1.6)
The following localization result (an analogue of Theorem E) is proved in Section 7, see Theo-
rem 7.3:
Theorem 1.2. For δ > 0, K > 0, let us define a set
Gδ,K = {α ∈ M1 : max
x∈Rd
α(BK(x)) > 1− δ},
where M1 is the collection of probability measures on Rd.
(a) If β > βc, then for all δ > 0, there exist K <∞ and θ > 0 such that
lim inf
n→∞
1
n
n−1∑
i=0
1{ρi∈Gδ,K} ≥ θ P-a.s.,
(b) If β ≤ βc, then for all δ ∈ (0, 1) and K > 0,
lim
n→∞
1
n
n−1∑
i=0
1{ρi∈Gδ,K} = 0 P-a.s.
2. Compactification of a space of probability measures
In [BC16], the authors pointed out that the usual topologies of weak/vague convergence of prob-
ability measures are inadequate to capture the localization phenomenon of directe polymers. To
tackle the issue, they used an analogue of the compact metric space (X˜ ,D) constructed in the work
of Mukherjee and Varadhan [MV16]. While the Mukherjee–Varadhan (MV) topology was originally
defined through test functions, Bates and Chatterjee introduced a different form of metric on the
space of sub-probablity distributions on N × Zd in [BC16] and showed that their metric space is
equivalent to the discrete version of the MV topology. In this section, we construct a metrization
of the original MV topology that is similar to the metric introduced in [BC16].
2.1. Mukherjee–Varadhan topology. For any a ≥ 0, we denote by Ma =Ma(Rd) (M≤a) the
space of measures on Rd with mass a (less than or equal to a) and by M˜a = Ma/ ∼ the quotient
space of Ma under spatial shifts on Rd. For any α ∈ Ma, its orbit is defined by
α˜ = {α ∗ δx : x ∈ Rd} ∈ M˜a,
where α1 ∗ α2 denotes the convolution of α1 and α2 in M≤a, i.e., for any measurable set A in Rd,
α1 ∗ α2(A) =
∫
(Rd)2
1A(x+ y)α1(dx)α2(dy).
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In particular, if α2(dx) = f(x)dx, then α1 ∗ α2(dx) =
∫
f(x− y)α1(dy)dx.
Let us recall the notions of the weak topology and the vague topology on Ma and M≤a which
will be used in this paper. We say that a sequence (µn)n∈N in Ma(or M≤a) converges to µ in the
weak topology and write µn ⇒ µ if
lim
n→∞
∫
Rd
f(x)µn(dx) =
∫
Rd
f(x)µ(dx), (2.1)
for all bounded continuous functions f on Rd. We say a sequence (µn)n∈N in M≤a converges to µ
in the vague topology and write µn →֒ µ if (2.1) holds for all continuous functions with compact
support. Note that the weak convergence preserves the total mass of measures, while the vague
convergence may fail to do so. Another distinction between two topologies is that M≤a is compact
in the vague topology, but not in the weak topology. Throughout this paper, we denote the zero
measure on Rd or N× Rd by 0.
Let us define
X˜ =
{
µ = {α˜i}i∈I : I ⊂ N, αi ∈ M≤1\{0},
∑
i∈I
αi(R
d) ≤ 1
}
to be the space of all empty, finite or countable collections of orbits of sub-probability measures
on Rd. For convenience, we slightly depart from the original definition in [MV16] and do not allow
αi to be a zero measure. We remark that {α˜i}i∈I should be understood as an unordered list.
In particular, an orbit α˜ could be repeated more than once in µ = {α˜i}i∈I . Let us introduce an
interpretation of X˜ as a quotient space of X =M≤1(N×Rd). We denote the N-support of µ ∈ X by
Sµ = {i ∈ N : ‖αi‖ > 0}. (2.2)
Definition 2.1. Let µ = {αi}i∈N, ν = {γi}i∈N ∈ X . We write µ ∼ ν if |Sµ| = |Sν | and there is a
bijection σ : Sµ → Sν such that α˜i = γ˜σ(i) for all i ∈ Sµ.
The space X˜ is the quotient of space X under the equivalence relation defined as Definition 2.1.
In order to define the metric and convergence in X˜ , we need to specify test functions. For an integer
k ≥ 2, let Fk be the space of continuous functions f : (Rd)k → R which are translation invariant
and vanishing at infinity, i.e.
f(x1 + y, · · · , xk + y) = f(x1, · · · , xk) ∀x1, · · · , xk, y ∈ Rd, (2.3)
lim
max
i6=j
|xi−xj |→∞
f(x1, · · · , xk) = 0.
Note that Fk, equipped with the uniform norm, is separable. Therefore, if we denote by F =
⋃
k≥2
Fk,
we can choose a countable dense subset {fr(x1, · · · , xkr)}r∈N of F . We also check that for any f ∈ Fk
and µ = {α˜i} ∈ X˜ , the functional
Λ(f, µ) :=
∑
i∈I
∫
f(x1, · · · , xk)
k∏
j=1
αi(dxj) (2.4)
is well-defined due to (2.3).
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For any µ, ν ∈ X˜ , we now define
D(µ, ν) =
∞∑
r=1
1
2r
(
1 + ‖fr‖
) |Λ(fr, µ)− Λ(fr, ν)|.
Here ‖f‖ denotes the uniform norm. We state a theorem proved in [MV16].
Theorem 2.2 (Theorem 3.1 and Theorem 3.2 in [MV16]). The metric space (X˜ ,D) is a compact-
ification of M˜1.
2.2. Reinterpretation of the MV topology. Due to the analogy with [BC16], the compact
metric space (X˜ ,D) is expected to be suitable for studying localization for directed polymers on
N × Rd. However, one might have difficulties in extracting some information on two elements
µ = {α˜i}, ν = {γ˜i} ∈ X˜ close to each other. More precisely, one would expect that if D(µ, ν) is
very small, one can match large parts of measures αi and γj by applying appropriate translations to
subsets of Rd. The metric D does not provide such information explicitly. Similarly to having two
definitions of the Wasserstein distance in terms of Lipschitz test functions and in terms of couplings,
it would be natural and helpful to introduce an equivalent metric on X˜ that is based on coupling.
Adopting the ideas from [BC16], we construct such an equivalent metric which allows us to obtain
explicit estimates needed to show continuity of some functionals defined on X˜ .
Before constructing the metric rigorously, we need to introduce some notations. We define a
distance between two elements u = (i, x) and v = (j, y) of N× Rd by
|u− v| = 1{i=j} · |x− y|+ 1{i 6=j} · ∞. (2.5)
In some contexts, it will be convenient to denote this distance by d0(u, v) and we will also use the
same notation d0 for the Euclidean norm in R
d. This definition is natural in the sense that we would
like to record two concentrated regions getting away from each other on different copies of Rd. For
r > 0, we denote by Br(u) the open ball centered at u with radius r in N × Rd and similarly by
Br(x) in R
d. Notice that Br(u) = {i} ×Br(x) by (2.5).
The right-hand side in (2.4) can be expressed in terms of functions defined on N×Rd instead of Rd.
More precisely, for an integer k ≥ 2, let Gk be the space of continuous functions g : (N× Rd)k → R
that are translation-invariant and vanishing at infinity, i.e.
g(u1 + v, · · · , uk + v) = g(u1, · · · , uk) ∀u1, · · · , uk, u1 + v, · · · , uk + v ∈ N×Rd,
lim
max
i6=j
|ui−uj |→∞
g(u1, · · · , uk) = 0. (2.6)
For any g ∈ Gk, g 6= 0 only if all u1, u2, · · · , uk belong to the same copy of Rd due to (2.6). Therefore,
there is a unique f ∈ Fk such that
g(u1, · · · , uk) =
f(x1, · · · , xk) if uj = (i, xj) for some i ∈ N,0 otherwise.
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In other words, there is a natural bijection
Mk : Fk → Gk. (2.7)
Then, considering µ as an element of X , we have
Λ(f, µ) =
∫
(Mkf)(~u)µ
⊗k(d~u).
Another remark is that any continuous function f : (Rd)k−1 → R vanishing at infinity can be
identified an element of Fk by mapping it to
f˜(x1, x2, · · · , xk) = f(x2 − x1, · · · , xk − x1). (2.8)
For any α ∈ M≤1( or X ) and non-negative function f which is integrable with respect to α, we
write α¯ = fα if α¯ is defined as α¯(A) =
∫
A fα(dx) for each measurable set A. Moreover, we say α¯ is
a sub-measure of α (denoted by α¯ ≤ α) if 0 ≤ f ≤ 1. For any signed measure µ on Rd or N × Rd,
denote by ‖µ‖ the total variation of µ.
2.3. The Wasserstein distance. In this section, we recall the basics on the Wasserstein distance.
Similar notions were first introduced to solve the Monge–Kantorovich transportation probem and
it turned out that such distances can be used extensively in the variety of fields (see, e.g., [Vil09]).
To any metric d1 on R
d generating the Euclidean topology, we can associate a transport distance
on measures as follows. For α, γ ∈ Ma (a > 0), let Π(α, γ) be the collection of Borel probability
measures on (Rd)2 such that the marginal distribution of the first argument is α/a and of the second
argument is γ/a. Then, the Wasserstein distance between α and γ is defined by
W (α, γ) = a inf
π∈Π(α,γ)
∫
R2
d1(x, y)π(dx, dy). (2.9)
It is known that the infimum on Π is achieved. In this paper, we choose to work with a bounded
metric
d1(x, y) = |x− y| ∧ 1,
so that W metrizes the topology of weak convergence of Ma.
For α˜, γ˜ ∈ M˜a, we define
W˜ (α˜, γ˜) = inf
x∈Rd
W (α, γ ∗ δx).
Since the choice of representatives does not affect the value of W˜ , it is well-defined. One can check
that W˜ is a metric on M˜a and metrizes the weak topology of M˜a. The latter is defined in the
following sense:
α˜n ⇒ α˜ in M˜a ⇐⇒ ∃(xn)n∈N in Rd such that αn ∗ δxn ⇒ α in Ma.
A result of [PR14] allows us to apply the Wasserstein distance to α, γ ∈ M≤a with different
masses. More precisely, the generalized Wasserstein distance Wˆ can be defined by
Wˆ (α, γ) = inf
α¯≤α,γ¯≤γ
‖α¯‖=‖γ¯‖
(
W (α¯, γ¯) + ‖α− α¯‖+ ‖γ − γ¯‖
)
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and it is proved in [PR14] that the infimum on the right hand side is achieved.
The result known as the Kantorovich duality states that for any α, γ ∈ M≤1 with the same mass,
W (α, γ) = sup
f
(∫
Rd
f(x)α(dx) −
∫
Rd
f(y)γ(dy)
)
, (2.10)
where the supremum is taken over all 1-Lipschitz continuous functions f : (Rd, d1)→ (Rd, d0), i.e.,
|f(x)− f(y)| ≤ |x− y|, x, y ∈ Rd, sup f − inf f ≤ 1.
It follows from (2.10) that for for any measures µ = µ1 + µ2 and ν = ν1 + ν2 with ‖µ‖ = ‖ν‖,
‖µ1‖ = ‖ν1‖ and ‖µ2‖ = ‖ν2‖, one has
W (µ, ν) ≤W (µ1, ν1) +W (µ2, ν2). (2.11)
2.4. Construction of a metric in X˜ . We are now ready to define a metric in X˜ . From now
on, for any µ = {α˜i}i∈I ∈ X˜ , we will abuse the notation µ and use it for both the element of
X˜ and representatives chosen from X . When µ is used in integration, we mean that an explicit
representative, such as (αi)i∈N, is chosen where αi = 0 for all i > |I|.
Let µ = {α˜i}, ν = {γ˜i} ∈ X˜ be given. We first introduce a family of functionals estimating the
mass of the heaviest region for a measure in X . For r ≥ 0, we define a function Ir on X by
Ir(µ) = sup
i∈N,x∈Rd
∫
Rd
fr(x− y)αi(dy) = sup
u∈N×Rd
∫
N×Rd
gr(u− v)µ(dv), (2.12)
where
fr(x) =

1, |x| ≤ r
0, |x| > r + 1,
r + 1− |x|, |x| ∈ (r, r + 1],
and g˜r = M2f˜r (See (2.7) and (2.8)). Note that fr is 1-Lipschitz continuous with respect to d1. We
collect some useful properties of Ir:
• Ir(µ) is comparable with the mass of the heaviest ball of radius r under µ, i.e.,
sup
u∈N×Rd
µ
(
Br(u)
) ≤ Ir(µ) ≤ sup
u∈N×Rd
µ
(
Br+1(u)
)
. (2.13)
• Ir is sub-additive, i.e., Ir(µ + ν) ≤ Ir(µ) + Ir(ν).
• Ir is monotone, i.e., if µ ≤ ν, then Ir(µ) ≤ Ir(ν).
• Since M≤1 is naturally embedded in X , we can define Ir(α) for α ∈ M≤1 in the same way.
For any α, γ ∈ M≤1 with the same mass, (2.10) implies
|Ir(α) − Ir(γ)| ≤ sup
x∈Rd
∣∣∣ ∫ fr(x, y)dα(y) − ∫ fr(x, y)dγ(y)∣∣∣ ≤W (α, γ). (2.14)
One can check that the choice of the representative of an element in X˜ does not change the value
of Ir(µ) so Ir is also well-defined on X˜ .
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Definition 2.3. For any µ = {αi}, ν = {γi} ∈ X˜ , let Pµ,ν be the collection of sets {(µk, νk)}nk=1 of
pairs of (sub)measures such that
(1) For each k, there are i, j ∈ N such that µk ≤ αi and νk ≤ γj .
(2) For each k, ‖µk‖ = ‖νk‖ > 0.
(3) Collections
{
supp(µk)
}n
k=1
and
{
supp(νk)
}n
k=1
are each composed of mutually disjoint sets.
Then, an element in Pµ,ν is called ‘‘(µ, ν)-matching”. We have the empty matching ∅ included in
any Pµ,ν .
For φ = {(µk, νk)}nk=1 ∈ Pµ,ν , we define
deg(φ) := inf
{
d0
(
supp(µk1), supp(µk2)
)
, d0(supp
(
νk1), supp(νk2)
)
: 1 ≤ k1 < k2 ≤ n
}
and set deg(∅) =∞.
Definition 2.4. (r, φ, ~x) is called a (µ, ν)-triple if r ≥ 0, φ = {(µk, νk)}nk=1 ∈ Pµ,ν , deg(φ) > 2r,
and ~x = (x1, · · · , xn) ∈ (Rd)n.
For any (µ, ν)-triple (r, φ, ~x), we define
dr,φ,~x(µ, ν) =
n∑
k=1
W (µk, νk ∗ δxk) + Ir
(
µ−
n∑
k=1
µk
)
+ Ir
(
ν −
n∑
k=1
νk
)
+ 2−r.
While µk, νk are treated as elements in M≤1 in the first term on the right-hand side, they are
viewed as elements of X in the Ir terms. For the empty matching, dr,∅,~x(µ, ν) = Ir(µ)+ Ir(ν)+ 2−r
does not depend on ~x. We can now define
d(µ, ν) = inf
r,φ,~x
dr,φ,~x(µ, ν),
where the infimum is taken over all (µ, ν)-triples. One can check that the choice of representatives
of µ and ν does not affect the value of d(µ, ν) so it is well-defined. One can readily check that
d(µ, ν) ≤ 2, µ, ν ∈ X˜ , (2.15)
by choosing the empty matching and letting r →∞ in a (µ, ν)-triple.
Let φ−1 := {(νk, µk)}nk=1 ∈ Pν,µ. Then, we see that deg(φ) = deg(φ−1) and hence
dr,φ,~x(µ, ν) = dr,φ−1,−~x(ν, µ),
which implies that d is symmetric. With two propositions below, we prove that d is a metric.
Proposition 2.5. d(µ, ν) = 0 if and only if µ = ν.
Proof. Since the “if ” part is obvious, it suffices to prove the “only if” part. Let d(µ, ν) = 0. We
may assume ‖αi‖ ≥ ‖αi+1‖ and ‖γi‖ ≥ ‖γi+1‖ for all i. For each m ∈ N, there is a (µ, ν)-triple
(rm, φm = {(µm,k, νm,k)}nmk=1, ~xm = (xm,1, · · · , xm,nm)) such that
am := drm,φm,~xm(µ, ν) <
1
m
.
Note that rm →∞.
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Suppose α1 = 0 (i.e. µ = 0). If ‖γ1‖ > δ > 0, since the empty matching is the only option, we
have
am > Irm(ν) ≥ Irm(γ1) > δ
for all sufficiently large m, which is a contradiction. Hence, ‖γ1‖ = 0 and µ = ν = 0.
Now suppose ‖α1‖ > 0. By the same argument as above, we have ‖γ1‖ > 0. We may assume
‖α1‖ ≥ ‖γ1‖ , (2.16)
and let p ∈ N be an integer such that ‖γ1‖ = · · · = ‖γp‖ > ‖γp+1‖.
Since am converges to 0, there is at least one integer l = l(m) such that µm,l ≤ α1 for all
sufficiently large m. In fact, if this does not hold, then
am > Irm
(
µ−
∑
k
µm,k
)
≥ Irm(α1)→ ‖α1‖ > 0,
a contradiction. By rearranging the order of pairs in φm, we may assume that µm,1 ≤ α1 and it has
the biggest mass among (µm,k : µm,k ≤ α1)k.
For any ǫ ∈ (0, ‖α1‖ /4), let us choose R = R(ǫ) such that α1(BR(0)c) < ǫ. Then, for all m
satisfying rm > R, there is at most one sub-measure µm,j(m) ≤ α1 whose support has an overlap
with BR(0) since deg(φm) > 2rm > 2R. If µm,j(m)(BR(0)) ≤ α1(BR(0)) − ǫ for infinitely many m,
then, for these m we have
am ≥ Irm
(
µ−
∑
k
µm,k
)
≥ Irm
(
1BR(0)α1 − 1BR(0)µm,j(m)
) ≥ ǫ,
which implies that am does not converge to 0. Therefore,
‖µm,j(m)‖ > α1(BR(0)) − ǫ > ‖α1‖ − 2ǫ (2.17)
for all sufficiently large m, and for such m, j(m) = 1 by the definition of µm,1.
We claim that there is q ∈ N such that νm,1 ≤ γq for infinitely many m. To see this, let qm
be an integer such that νm,1 ≤ γqm . If there is no such an integer q as claimed above, we have
qm → ∞ as m → ∞. It follows that ‖γqm‖ → 0. On the other hand, for all sufficiently large m,
‖γqm‖ ≥ ‖νm,1‖ = ‖µm,1‖ > ‖α1‖ − 2ǫ by (2.17), which is a contradiction. Hence, the claim is
proved and, moreover, we obtain
‖γq‖ > ‖α1‖ − 2ǫ.
Here, q = q(ǫ) may depend on ǫ. However, since ‖γq(ǫ)‖ > ‖α1‖−2ǫ ≥ ‖α1‖/2 for all ǫ ∈ (0, ‖α1‖/4)
and, given ν, there are at most [ 2‖α1‖ ] (Here, [·] denotes the integer part) indices i such that ‖γi‖ ≥
‖α1‖ /2, there is q ∈ N, independent of ǫ, such that q = q( 1n) for infinitely many n. For such q, we
have ‖γq‖ ≥ ‖α1‖. Combining this with (2.16) we obtain ‖α1‖ = ‖γq‖, so q ≤ p. By interchanging
γ1 and γq, we may assume q = 1.
Let small ǫ > 0 be given. We choose R as above and R′ = R′(ǫ) such that γ1(B(0, R
′)c) < ǫ.
We can obtain ‖νm,1‖ > ‖γ1‖ − 2ǫ for all sufficiently large m by applying the same argument used
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for α1. Then, for all sufficiently large m,
W˜ (α˜1, γ˜1) ≤W (µm,1, νm,1 ∗ δxm,1) +W
(
α1 − µm,1, (γ1 − νm,1) ∗ δxm,1
) ≤ am + 2ǫ.
We used (2.11) in the first inequality. Letting m→∞ first and then ǫ ↓ 0, we have W˜ (α˜1, γ˜1) = 0,
i.e. α˜1 = γ˜1. Peeling off α1 and γ1 from µ and ν and repeating the same process to obtain α˜i = γ˜i
for all i, we complete the proof. 
Proposition 2.6. d(µ, ν) ≤ d(µ, η) + d(η, ν).
Proof. Let ǫ > 0 be given. We can choose triples(
r1, φ1 =
{
(µk, η
(1)
k )
}n1
k=1
, ~x(1) =
(
x(1)k
)n1
k=1
)
,
(
r2, φ2 =
{
(η(2)k , νk)
}n2
k=1
, ~x(2) =
(
x(2)k
)n2
k=1
)
such that
dr1,φ1,~x(1)(µ, η) < d(µ, η) + ǫ, dr2,φ2,~x(2)(η, ν) < d(η, ν) + ǫ.
We say that η(1)k and η
(2)
l overlap, if the measure η¯k,l = min(f, g)η has non-zero mass, where f, g
are the Radon-Nikodym derivatives of η(1)k , η
(2)
l with respect to η. We collect such overlap measures
between {η(1)k } and {η(2)k } and relabel them as {η¯k}nk=1.
For each 1 ≤ k ≤ n, there is exactly one j1 = j1(k) such that η¯k = fj1η(1)j1 for some measurable
fj1 with 0 ≤ fj1 ≤ 1. The function j1 maps {1, 2, · · · , n} to {1, 2, · · · , n1}. We can construct a
similar function j2 : {1, 2, · · · , n} → {1, 2, · · · , n2} satisfying η¯k = gj2η(2)j2(k) for some measurable gj2
with 0 ≤ gj2 ≤ 1.
Let us fix any k ∈ {1, 2, . . . , n} and denote by πj1(k) the optimal coupling between µj1 and
η(1)j1 ∗ δx(1)j1
:
W
(
µj1 , ηj1 ∗ δx(1)j1
)
= ‖µj1‖
∫
d1(x, y)πj1(dx, dy).
Then, there is a sub-measure µ¯k ≤ µj1(k) such that µ¯k is coupled to η¯k ∗ δx(1)j1
by πj1 . More precisely,
we can define πˆk(dx, dy) := fj1(y)πj1(dx, dy), notice that η¯k ∗ δx(1)j1
(·) = ‖µj1‖
∫
πˆ(dx, ·), and define
µ¯k(dy) = ‖µj1‖
∫
πˆ(·, dy). The identity
W
(
µj1 , η
(1)
j1
∗ δ
x
(1)
j1
)
= W
(
µj1 − µ¯k, (η(1)j1 − η¯k) ∗ δx(1)j1
)
+W
(
µ¯k, η¯k ∗ δx(1)j1
)
(2.18)
is a specific case of the following lemma:
Lemma 2.7. Let M and N be two measures with equal total masses and let π be the optimal coupling
between them. That is,
M(·) = ‖M‖
∫
π(·, dy), N(·) = ‖M‖
∫
π(dx, ·), W (M,N) = ‖M‖
∫
d1(x, y)π(dx, dy).
Let N¯ = fN for some measurable f satisfying 0 ≤ f(y) ≤ 1 for all y. We define then π¯(dx, dy) =
f(y)π(dx, dy), notice that N¯(·) = ‖M‖ ∫ π¯(dx, ·), and define M¯(·) = ‖M‖ ∫ π¯(·, dy). Then, we have
W (M,N) = W (M − M¯,N − N¯) +W (M¯, N¯).
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proof of lemma. Choosing couplings
‖M‖∥∥M − M¯∥∥(1− f(y))π(dx, dy), ‖M‖∥∥M¯∥∥f(y)π(dx, dy)
for (M − M¯,N − N¯) and (M¯ , N¯), respectively, gives
W (M,N) ≥W (M − M¯,N − N¯) +W (M¯, N¯).
The reverse inequality follows from (2.11). 
For any 1 ≤ k ≤ n1, applying (2.18) inductively to l ∈ j−1(k), we obtain
W
(
µk, η
(1)
k ∗ δx(1)k
)
= W
(
µk−
∑
l∈j−1(k)
µ¯l,
(
η(1)k −
∑
l∈j−1(k)
η¯l
)
∗ δ
x
(1)
k
)
+
∑
l∈j−1(k)
W
(
µ¯l, η¯l ∗ δx(1)k
)
. (2.19)
Repeating the same process for ν in place of µ, we can define ν¯k. Now define φ = {(µ¯k, ν¯k)}nk=1,
r = min(r1, r2) and ~x = (x
(1)
j1(k)
+ x(2)j2(k)) ∈ Rn. One can see that deg(φ) ≥ min(deg(φ1),deg(φ2)) ≥
min(2r1, 2r2) = 2r, so (r, φ, ~x) is a (µ, ν)-triple.
From the subadditivity property of Ir and the inequality
W
(
µ¯k, ν¯k ∗ δxk
)
= W
(
µ¯k ∗ δ−x(1)
j1(k)
, ν¯k ∗ δx(2)
j2(k)
)
≤W (µ¯k ∗ δ−x(1)
j1(k)
, η¯k
)
+W
(
η¯k, ν¯k ∗ δx(2)
j2(k)
)
= W
(
µ¯k, η¯k ∗ δx(1)
j1(k)
)
+W
(
η¯k, ν¯k ∗ δx(2)
j2(k)
)
,
we have that
d(µ, ν) ≤ dr,φ,~x(µ, ν) =
n∑
k=1
W
(
µ¯k, ν¯k ∗ δxk
)
+ Ir
(
µ−
n∑
k=1
µ¯k
)
+ Ir
(
ν −
n∑
k=1
ν¯k
)
+ 2−r
≤
n∑
k=1
W
(
µ¯k, η¯k ∗ δx(1)
j1(k)
)
+ Ir
(
µ−
n1∑
k=1
µk
)
+ Ir
( n1∑
k=1
µk −
n∑
k=1
µ¯k
)
+
n∑
k=1
W
(
η¯k, ν¯k ∗ δx(2)
j2(k)
)
+ Ir
(
ν −
n2∑
k=1
νk
)
+ Ir
( n2∑
k=1
νk −
n∑
k=1
ν¯k
)
+ 2−r. (2.20)
We claim that
n1∑
k=1
η
(1)
k −
n∑
k=1
η¯k ≤ η −
n2∑
k=1
η
(2)
k . (2.21)
To see this, let fk, gk be the Radon-Nikodym derivatives of η
(1)
k , η
(2)
k with respect to η. Since{
supp
(
η(1)k
)}
,
{
supp
(
η(2)k
)}
are disjoint, respectively, we have
∑
fk ≤ 1 and
∑
gk ≤ 1 pointwise.
Therefore,
n1∑
k=1
η(1)k +
n2∑
k=1
η(2)k −
n∑
k=1
η¯k =
( n1∑
k=1
fk ∨
n2∑
k=1
gk
)
η ≤ η,
which proves the claim. Note that (2.21) can be rewritten as
∑
η(2)k −
∑
η¯k ≤ η −
∑
η(1)k .
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We next observe that
Ir
( n1∑
k=1
µk −
n∑
k=1
µ¯k
)
= Ir
( n1∑
k=1
(
µk −
∑
l∈j−1
1
(k)
µ¯l
))
(2.22)
= sup
u∈N×Rd
n1∑
k=1
∫
gr(u, v)
(
µk −
∑
l∈j−11 (k)
µ¯l
)
(dv) = sup
k
Ir
(
µk −
∑
l∈j−11 (k)
µ¯l
)
.
In the last identity, we used the fact that since deg(φ1) > 2r1 ≥ 2r, the support of gr(u, ·) cannot
intersect with supp(µk) and supp(µm) at the same time for any k 6= m. Similarly, we have
Ir
( n1∑
k=1
η(1)k −
n∑
k=1
η¯k
)
= sup
k
Ir
(
η(1)k −
∑
l∈j−11 (k)
η¯l
)
. (2.23)
We now see that
Ir
( n1∑
k=1
µk −
n∑
k=1
µ¯k
)
≤ Ir
( n1∑
k=1
µk −
n∑
k=1
µ¯k
)
− Ir
( n1∑
k=1
η(1)k −
n∑
k=1
η¯k
)
+ Ir
(
η −
n2∑
k=1
η(2)k
)
= sup
k
Ir
(
µk −
∑
l∈j−11 (k)
µ¯l
)
− sup
k
Ir
(
η(1)k −
∑
l∈j
−1
1 (k)
η¯l
)
+ Ir
(
η −
n2∑
k=1
η(2)k
)
≤ sup
k
[
Ir
(
µk −
∑
l∈j−1
1
(k)
µ¯l
)
− Ir
(
η(1)k −
∑
l∈j−1
1
(k)
η¯l
)]
+ Ir
(
η −
n2∑
k=1
η(2)k
)
≤ sup
k
W
(
µk −
∑
l∈j−11 (k)
µ¯l,
(
η(1)k −
∑
l∈j−1
1
(k)
η¯l
)
∗ δ
x
(1)
k
)
+ Ir
(
η −
n2∑
k=1
η(2)k
)
= sup
k
[
W
(
µk, ηk ∗ δx(1)k
)− ∑
l∈j−11 (k)
W
(
µ¯l, η¯l ∗ δx(1)k
)]
+ Ir
(
η −
n2∑
k=1
η(2)k
)
≤
n1∑
k=1
W
(
µk, ηk ∗ δx(1)
k
)− n∑
k=1
W
(
µ¯k, η¯k ∗ δx(1)
j1(k)
)
+ Ir2
(
η −
n2∑
k=1
η(2)k
)
, (2.24)
where, along with monotonicity of Ir, we used (2.21) in the first line, (2.22) and (2.23) in the second
line, shift-invariance of Ir and (2.14) in line 4, (2.19) in line 5, and in the last line we replaced the
maximal term by the sum of all terms. For the same reason, we obtain∑
W
(
η¯k, ν¯k ∗ δx(2)
j2(k)
)
+ Ir
(∑
νk −
∑
ν¯k
)
≤
∑
W
(
ηk, νk ∗ δx(2)
k
)
+ Ir1
(
η −
∑
η(1)k
)
. (2.25)
Collecting (2.20), (2.24) and (2.25), we have
d(µ, ν) ≤
∑
W
(
µk, η
(1)
k ∗ δx(1)
k
)
+ Ir1
(
µ−
∑
µk
)
+ Ir1
(
η −
∑
η(1)k
)
+
∑
W
(
η(2)k , νk ∗ δx(2)k
)
+ Ir2
(
ν −
∑
νk
)
+ Ir2
(
η −
∑
η(2)k
)
+ 2−r
≤ dr1,φ1,~x(1)(µ, η) + dr2,φ2,~x(2)(η, ν) < d(µ, η) + d(η, ν) + 2ǫ.
Letting ǫ ↓ 0 completes the proof. 
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Having proved that d is a metric on X˜ , we can now study properties of the metric space (X˜ , d).
2.5. Compactness and equivalence to the MV topology. In this section, we prove that (X˜ , d)
is compact and d is equivalent to the MV metric. We recall that M˜1 is naturally embedded in X˜
since we can identify any α˜ ∈ M˜1 with the element {α˜i} in X˜ having representative
αi =
α if i = 1,0 otherwise.
Theorem 2.8. The space (X˜ , d) is a compactification of M˜1, i.e.,
(a) the collection of orbits M˜1 is dense in (X˜ , d);
(b) for any sequence (µn)n∈N in M˜1, there is a subsequence convergent in (X˜ , d).
Proof. This proof is similar to that of Theorem 3.2 in [MV16].
(a) Let µ = {α˜i} ∈ X˜ and 0 < ǫ < 1 be given. There are n = n(ǫ), R = R(ǫ) such that∑
j>n
‖αj‖ < ǫ,
n∑
j=1
αj
(
BR(0)
c
)
< ǫ.
We may assume 2−R < ǫ. For any M > 0, we denote by ZM the product measure on Rd with
centered Gaussian marginals of variance M . We can choose M = M(ǫ) such that IR(ZM ) < ǫ and
~x = (x1, · · · , xn) ∈ (Rd)n with max
i 6=j
|xi − xj | > 2R. Let
µǫ = µn,M :=
n∑
j=1
αj ∗ δxj +
(
1−
n∑
j=1
‖αj‖
)
ZM ∈ M1.
Considering a (µǫ, µ)-triple(
R,φ =
{(
1BR(xj)(αj ∗ δxj ),1BR(0)αj
)}n
j=1
, ~x
)
gives
d(µǫ, µ) ≤ dR,φ,~x(µǫ, µ)
=
n∑
j=1
W
(
1BR(xj)(αj ∗ δxj),
(
1BR(0)αj
) ∗ δxj)
+ IR
(
µǫ −
n∑
j=1
1BR(xj)(αj ∗ δxj )
)
+ IR
(
µ−
n∑
j=1
1BR(0)αj
)
+ 2−R
≤ 2
( n∑
j=1
αj
(
BR(0)
c
)
+
∑
j>n
‖αj‖
)
+ IR
((
1−
n∑
j=1
‖αj‖
)ZM)+ 2−R
< 2 · 2ǫ+ ǫ+ ǫ = 6ǫ,
which implies that (µǫ)ǫ>0 converges to µ.
(b) We now show that for any (µ˜n)n∈N in M˜1, there is a subsequence that converges to ν ∈ X˜ .
Since Ir is bounded by 1, by passing to a subsequence, we may assume that for every r > 0, there
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is q0(r) ≥ 0 such that
lim
n→∞
Ir(µn) = q0(r).
Let µn,0 = µn. For each m ∈ N, we can choose inductively a subsequence (µn,m)n≥1 of
(µn,m−1)n≥1 such that the limit
lim
n→∞
Im(µn,m) = q0(m)
exists. Since Im(µn,m) ≤ Im+1(µn,m), q0(m) is non-decreasing in m. Therefore, q0 := lim
m→∞
q0(m)
is well-defined and one has
lim
n→∞
Im(µn,n) = q0(m), lim
r→∞
lim
n→∞
Ir(µn,n) = q0.
For simplicity of notation, we write µn for µn,n from now on.
If q0 = 0 (i.e. q0(r) = 0 for all r > 0), then for any r > 0, by choosing the empty matching ∅, we
have
lim sup
n→∞
d(µn,0) ≤ lim sup
n→∞
dr,∅,0(µn,0) = lim sup
n→∞
Ir(µn) + Ir(0) + 2
−r = 2−r.
Letting r→∞, we obtain that µ˜n converges to 0 in (X˜ , d).
If q0 > 0, by choosing a suitable sequence (an,1)n∈N in R
d, we have for some r > 1,
µn ∗ δan,1
(
Br(0)
) ≥ Ir−1(µn) ≥ q0
2
for all sufficiently large n. Due to the compactness of M1 in the vague topology, by taking a
subsequence if needed, we may assume
λn := µn ∗ δan,1 →֒ α1.
Note that ‖α1‖ ≥ q0/2. By Lemma 2.2 in [MV16], there is a decomposition µn = αn,1 + βn,1 such
that
αn,1 ∗ δan,1 ⇒ α1, βn,1 ∗ δan,1 →֒ 0.
In particular, it is proved in Theorem 3.2 of [MV16] that if q0 = 1, then βn,1 can be taken to be 0,
so we have µ˜n → α˜1 in (X˜ , d).
If 0 < q0 < 1, we can repeat this iteratively. More precisely, for each k ∈ N, we can define
qk = lim
r→∞
lim
n→∞
Ir(βn,k) in the same way as q0. Then, there is a a sequence (an,k+1)n∈N in R
d such
that
βn,k = αn,k+1 + βn,k+1
and
‖αk+1‖ ≥ qk
2
, αn,k+1 ∗ δan,k+1 ⇒ α1, βn,k+1 ∗ δan,k+1 →֒ 0.
If there is k ∈ N such that qk = 0, then we have the following decomposition for µn:
µn =
k∑
j=1
αn,j + βn,k,
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where
lim
r→∞
lim
n→∞
Ir(βn,k) = 0,
αn,j ∗ δan,j ⇒ αj , βn,j ∗ δan,j →֒ 0, 1 ≤ j ≤ k, (2.26)
lim
n→∞
|an,i − an,j| =∞, i 6= j. (2.27)
To see (2.27), let us assume that it is not true. By taking a subsequence, we may assume the limit
b := lim
n→∞
(an,i − an,j) exists for some i > j. We observe that
βn,i ∗ δan,i ≥ αn,j ∗ δan,i = (αn,j ∗ δan,j ) ∗ δan,i−an,j . (2.28)
Since βn,i ∗ δan,i →֒ 0,
lim
n→∞
βn,i ∗ δan,i(K) = 0 (2.29)
for any compact set K in Rd. On the other hand, it follows from αn,j ∗δan,j ⇒ αj and ‖αj‖ ≥ qj−1/2
that there is a compact set Kj such that αn,j ∗ δan,j (Kj) ≥ qj−1/3 for all sufficiently large n. Let
K ′j = {x ∈ Rd : x− b ∈ B1(y) for some y ∈ Kj}.
Then, one can readily check that αn,j ∗ δan,i(K ′j) ≥ qj−1/3 for all sufficiently large n. Combining
this with (2.29) gives contradiction to (2.28).
We claim that µn → µ = {α˜1, · · · , α˜k} in (X˜ , d). The argument is the same as in the proof of
(2.30) below, and we omit it here.
If qk > 0 for every k ∈ N, then there are (αn,j), (βn,j) in M≤1 and (an,j) in Rd such that for all
n, k ∈ N, (2.26), (2.27) hold and
µn =
k∑
j=1
αn,j + βn,k.
Since ‖αj‖ ≥ qj−1/2 and
∑
j∈N
‖αj‖ ≤ 1, we have qj → 0. We claim that
µ˜n → µ := {α˜j}j∈N in (X˜ , d). (2.30)
Let ǫ > 0 be given. We first choose k = k(ǫ) ∈ N such that qk < ǫ. There is r = r(ǫ) such that
k∑
j=1
αj
(
Br(0)
c
)
< ǫ,
k∑
j=1
αn,j
(
Br(0)
c
)
< ǫ
for all sufficiently large n ≥ N1. We may assume 2−r < ǫ. We can also find N2 such that
inf
i 6=j
i,j≤k
|an,i − an,j| > 2r for all n ≥ N2. Recalling the definition of fr in (2.12), we choose a (µ, µn)-
matching φ =
{(
frαj , fr(·+ an,j)αn,j
)}k
j=1
and ~xn = (an,1, · · · , an,k). For all n ≥ max(N1, N2),
d(µ, µn) ≤ dr,φ,~xn(µ, µn) =
k∑
j=1
W
(
frαj , fr(αn,j ∗ δan,j )
)
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+ Ir
(
µ−
k∑
j=1
frαj
)
+ Ir
( k∑
j=1
(
1− fr(·+ an,j)
)
αn,j + βn,k
)
+ 2−r. (2.31)
By (2.26), we have for each 1 ≤ j ≤ k,
lim
n→∞
W
(
frαj , fr(αn,j ∗ δan,j )
)
= 0. (2.32)
It follows from the subadditivity of Ir that
Ir
(
µ−
k∑
j=1
frαj
)
≤
k∑
j=1
Ir
(
(1− fr)αj
)
+ Ir
(
{α˜j+k}j∈N
)
≤
k∑
j=1
αn,j
(
Br(0)
c
)
+ qk < 2ǫ. (2.33)
Similarly, we can also obtain
Ir
( k∑
j=1
(
1− fr(·+ an,j)
)
αn,j + βn,k
)
≤
k∑
j=1
Ir
((
1− fr(·+ an,j)
)
αn,j
)
+ Ir(βn,k) < 2ǫ. (2.34)
Plugging (2.32), (2.33) and (2.34) into (2.31), one has lim sup
n→∞
d(µ, µn) < 5ǫ, completing the proof.

In our proof of the equivalence between the MV topology and the topology defined by our metric d,
we will use the following theorem:
Theorem 2.9 (Theorem 26.6 in [Mun00]). Let X,Y be two topological spaces and let f : X → Y
be a bijective continuous function. If X is compact and Y is Hausdorff, then f is homeomorphism.
Proposition 2.10. (X˜ , d) is equivalent to (X˜ ,D).
Proof. We fix k ≥ 2. Since (X˜ , d) is compact by Proposition 2.8 and (X˜ ,D) is Hausdorff being a
metric space, it suffices, due to Theorem 2.9, to show the continuity of the identity map e : (X˜ , d)→
(X˜ ,D).
By the Portmanteau Theorem, Λ(f, µ(n)) → Λ(f, µ) for all f ∈ Fk is equivalent to Λ(f, µ(n)) →
Λ(f, µ) for all bounded, Lipschitz continuous f ∈ Fk. Therefore, it suffices to show that for given
ǫ > 0 and bounded Lipschitz continuous f ∈ Fk, there is δ = δ(ǫ, f) > 0 such that
d(µ, ν) < δ ⇒ |Λ(f, µ)− Λ(f, ν)| < ǫ.
We may assume 0 ≤ f ≤ 1 and f is 1-Lipschitz continuous. Let us choose M = M(ǫ, f) > 0 such
that f(x1, · · · , xk) < ǫ/4 whenever max
i 6=j
|xi − xj| ≥M and let
δ = min
( ǫ
4k
, 2−M
)
.
Let us assume that d(µ, ν) < δ. Then there is a (µ, ν)-triple(
r, φ = {(µj , νj)}nj=1, ~y = (y1, · · · , yn)
)
(2.35)
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such that dr,φ,~y(µ, ν) < δ. Let
µs = {α˜sj} = µ−
n∑
j=1
µj, ν
s = {γ˜sj} = ν −
n∑
j=1
νj.
Notice that since r > M , we have sup
u∈N×Rd
µs
(
BM (u)
) ≤ Ir(µs) < δ.
Let αcj = αj − αsj =
∑
l:µl≤αj
µl for each j. We divide each term of Λ(f, µ) into a core part and a
sparse part: ∫
f(x1, · · · , xk)
k∏
i=1
αj(dxi) =
∫
f(x1, · · · , xk)
k∏
i=1
(αcj + α
s
j)(dxi)
=
∫
f(x1, · · · , xk)
k∏
i=1
αcj(dxi) +
∑
~t∈{c, s}k\{c}k
∫
f(x1, · · · , xk)
k∏
i=1
αtij (dxi). (2.36)
Let A = {x ∈ Rd : max
i 6=j
|xi − xj | ≥ M} and |t| be the number of occurrences of s in ~t. For any
~t ∈ {c, s}k \ {c}k, there is a number l such that tl = s, so∫
f(x1, · · · , xk)
∏
αtij (dxi) =
∫
A
f(x)
∏
αtij (dxi) +
∫
Ac
f(x)
∏
αtij (dxi)
<
ǫ
4
‖αcj‖k−|t|‖αsj‖|t| +
∫
|xl−xl−1|<M
∏
αtij (dxi)
≤ ǫ
4
‖αcj‖k−|t|‖αsj‖|t| + sup
x∈Rd
αsl
(
BM (x)
)‖αcj‖k−|t|‖αsj‖|t|−1
≤ ǫ
4
‖αcj‖k−|t|‖αsj‖|t| + δ‖αcj‖k−|t|‖αsj‖|t|−1. (2.37)
From the binomial theorem, we have∑
~t∈{c, s}k\{c}k
‖αcj‖k−|t|‖αsj‖|t| ≤
∑
~t∈{c, s}k
‖αcj‖k−|t|‖αsj‖|t| ≤ ‖αj‖k ≤ ‖αj‖ (2.38)
and, by the mean value theorem,∑
~t∈{c, s}k\{c}k
‖αcj‖k−|t|‖αsj‖|t|−1 =
(‖αcj‖+ ‖αsj‖)k − ‖αcj‖k
‖αsj‖
= kpk−1 ≤ k‖αj‖ (2.39)
for some p ∈ [‖αcj‖, ‖αj‖]. Combining (2.38) and (2.39) with (2.37) gives∑
~t∈{c, s}k\{c}k
∫
f(x1, · · · , xk)
k∏
i=1
αtij (dxi) ≤
( ǫ
4
+ kδ
)‖αj‖. (2.40)
For the core part,∫
f(x1, · · · , xk)
k∏
i=1
αcj(dxi) =
∫
f(x1, · · · , xk)
k∏
i=1
( ∑
l:µl≤αj
µl
)
(dxi)
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≤
∑
l:µl≤αj
∫
f(x1, · · · , xk)
k∏
i=1
µl(dxi) +
ǫ
4
‖αcj‖k, (2.41)
where we used in the inequality the fact that deg(φ) ≥ 2r > M , so |f | < ǫ/4 on the support of the
off-diagonal products of µl’s. Substituting (2.40) and (2.41) into (2.36) and summing over all j, we
obtain
Λ(f, µ) ≤
n∑
j=1
Λ(f, µj) +
ǫ
2
+ kδ. (2.42)
On the other hand, it follows from the non-negativity of f that
Λ(f, µ) ≥ Λ(f,
n∑
j=1
µj) ≥
n∑
j=1
Λ(f, µj). (2.43)
Estimates similar to (2.42) and (2.43) also hold true for Λ(f, ν).
We now give an upper bound forW (α⊗k, γ⊗k) in terms ofW (α, γ). Let π be the optimal coupling
of (α, γ). Then, π⊗k is a coupling of (α⊗k, γ⊗k) and
W (α⊗k, γ⊗k) ≤
∫
(|~x− ~y| ∧ 1)π⊗k(d~x, d~y) ≤
∫ k∑
j=1
(|xj − yj| ∧ 1)π⊗k(d~x, d~y)
=
k∑
j=1
∫
(|xj − yj | ∧ 1)π(dxj , dyj) = kW (α, γ). (2.44)
Combining (2.42), (2.43) and (2.44), we conclude that
|Λ(f, µ)− Λ(f, ν)| <
n∑
j=1
|Λ(f, µj)− Λ(f, νj)|+ ǫ
2
+ kδ
≤
n∑
j=1
W
(
µ⊗kj , (νj ∗ δyj )⊗k
)
+
ǫ
2
+ kδ
≤ k
n∑
j=1
W
(
µj , νj ∗ δyj
)
+
ǫ
4
+ kδ ≤ 2kδ + ǫ
2
≤ ǫ,
where the inequality in the second line follows from the translational invariance of Λ and (2.10) (we
recall that ~y = (y1, · · · , yn) was introduced in (2.35) as an element of the (µ, ν)-triple). 
3. The update map
In this section, following [BC16], we define an “update map” T : P(X˜ )→ P(X˜ ) which maps the
law of the polymer endpoint distribution of length n to that of length n + 1, and prove that T is
continuous. As in Section 1.3, the endpoint distribution for the polymer of length n is denoted by
ρn(dx) = Mn(ωn ∈ dx).
Notice that ρn is a random measure on the probability space (Ωe,G ,P) of random environment.
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3.1. The conditional update map. In this section, we define a “conditional” update map T :
X˜ → M1(X˜ ) that maps ρn to the law of ρn+1 given Gn. We observe that
ρn+1(dx) =
1
Zn+1
E
[
exp
(
β
n+1∑
i=1
X(i, ωi)
)
1{ωn+1∈dx}
]
=
1
Zn+1
∫
(Rd)n
exp
(
β
n∑
i=1
X(i, yi) + βX(n + 1, x)
)
Pn+1(dy1, · · · , dyn, dx)
=
1
Zn+1
∫
(Rd)n
exp
(
β
n∑
i=1
X(i, yi) + βX(n + 1, x)
)
Pn(dy1, · · · , dyn)Z
(
d(x− yn)
)
=
Zn
Zn+1
∫
Rd
eβX(n+1,x)ρn(dyn)Z
(
d(x− yn)
)
=
Zn
Zn+1
eβX(n+1,x)ρn ∗ Z(dx).
Integrating over x on the both sides gives
Zn+1
Zn
=
∫
Rd
eβX(n+1,x)ρn ∗ Z(dx).
Since X(n + 1, · ) is independent of Gn, the law of ρn+1 given Gn is equal to the law of
ρ(dx) :=
eβY (x)ρn ∗ Z(dx)∫
Rd
eβY (z)ρn ∗ Z(dz)
, (3.1)
where Y (·) d= X(·) and Y is independent of Gn.
In general, for µ = {αi} ∈ X , we can consider a X -valued random variable µˆ = {αˆi} given by
αˆi(dx) :=
eβY (i,x) αi ∗ Z(dx)
∞∑
j=1
∫
Rd
eβY (j,z)αj ∗ Z(dz) + (1− ‖µ‖)eλ(β)
, (3.2)
where
(
Y (u)
)
u∈N×Rd
d
=
(
X(u)
)
u∈N×Rd
.
Notice that (3.2) is a generalization of (3.1) because ‖ρn‖ = 1 for all n ∈ N. The additional term
in the denominator allows us to define µˆ when µ ≡ 0 and we will see later that this term makes the
(conditional) update map continuous.
For any µ = {αi} ∈ X and γ ∈ M≤1, we will write
µ ∗ γ := {αi ∗ γ}. (3.3)
One can check that the convolution is also well-defined for µ ∈ X˜ . The measure µˆ can be now
expressed in terms of (3.3) and integration on N× Rd as follows:
µˆ(du) :=
eβY (u) µ ∗ Z(du)∫
N×Rd e
βY (w)µ ∗ Z(dw) + (1− ‖µ‖)eλ(β) . (3.4)
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We now would like to have (3.4) to be well-defined on X˜ . For a fixed environment though, µˆ does
depend on the choice of the representative of µ. However, the next proposition claims that the law
of µˆ is independent of the choice of representative.
Proposition 3.1. For µ1, µ2 ∈ X with µ1 ∼ µ2, define µˆ1, µˆ2 as in (3.4). Then, µˆ1 d= µˆ2 as
X˜ -valued random variables.
Proof. It suffices to find a coupling of (Y1, Y2) such that
• Y1, Y2 are random fields with the same law as X,
• Yi are used to define µˆi in (3.4),
• µˆ1 = µˆ2 in X˜ .
Let µ1 = {αi}, µ2 = {γi}. From Definition 2.1, there are a sequence {xi} in Rd and a bijection
σ : Sµ2 → Sµ1 such that γi = ασ(i) ∗ δxi for all i ∈ Sµ2 . Let Y1,W be independent random fields
with the same law as X and set
Y2(i, x) =
Y1(σ(i), x − xi) if i ∈ Sµ2 ,W (i, x) otherwise.
Then, we have for any i ∈ Sµ2 ,
γˆi(dx) =
eβY2(i,x) γi ∗ Z(dx)
∞∑
j=1
∫
Rd
eβY2(j,z)γj ∗ Z(dz) + (1− ‖µ2‖)eλ(β)
=
eβY1(σ(i), x−xi)ασ(i) ∗ δxi ∗ Z(dx)∑
j∈Sµ2
∫
Rd
eβY1(σ(j),z−xj)ασ(j) ∗ δxj ∗ Z(dz) + (1− ‖µ1‖)eλ(β)
=
eβY1(σ(i), x)ασ(i) ∗ Z(dx)
∞∑
j=1
∫
Rd
eβY1(j,z)αj ∗ Z(dz) + (1− ‖µ1‖)eλ(β)
= αˆσ(i) ∗ δxi(dx),
which implies that αˆσ(i) and γˆi belong to the same orbit. 
Let us denote the space of probability measures on X˜ by P(X˜ ). Proposition 3.1 allows us to
define the update map T : X˜ → P(X˜ ) by
T : µ 7→ law of µˆ.
Since M˜1 is naturally embedded in X˜ , we can identify the endpoint distribution ρn with a random
element of X˜ . As we discussed before, we have
Tµ(dν) = P(ρn+1 ∈ dν | ρn = µ),
or equivalently,
Tρn(dν)
a.s.
= P(ρn+1 ∈ dν | ρn) a.s.= P(ρn+1 ∈ dν |Gn). (3.5)
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Therefore, Tµ(dν) := Γ(µ, dν) can be understood as a transition kernel for the Markov chain (ρn)n≥0
on X˜ .
3.2. Construction of d revisited. Before proceeding to prove the continuity of the conditional
update map, we explore an alternative construction of d. For any µ, ν ∈ X˜ , we call ϕ := {(µk, νk)}nk=1
a (µ, ν)-g-matching (standing for generalized matching) if it is a (µ, ν)-matching for which the sec-
ond condition of the matching is relaxed (see Definition 2.3). That is, paired sub-measures don’t
need to have the same mass in a g-matching (see Definition 2.4). We can define deg(ϕ) and a g-triple
(r, ϕ, ~x) in the same way as for matchings. We denote the set of all (µ, ν)-g-matchings by Gµ,ν .
Given a g-triple (r, ϕ, ~x), we define
dr,ϕ,~x(µ, ν) :=
n∑
k=1
Wˆ (µk, νk ∗ δxk) + Ir
(
µ−
n∑
k=1
µk
)
+ Ir
(
ν −
n∑
k=1
νk
)
+ 2−r.
We claim that
dg(µ, ν) := inf
r,ϕ,~x
ϕ∈Gµ,ν
dr,ϕ,~x(µ, ν) = inf
r,φ,~x
φ∈Pµ,ν
dr,φ,~x(µ, ν) = d(µ, ν).
The inequality d(µ, ν) ≥ dg(µ, ν) is obvious because every matching is a g-matching. To see the
reverse inequality, let us take any ǫ > 0 and choose a g-triple
(
r, ϕ = {(µk, νk)}nk=1, ~x
)
such that
dr,ϕ,~x(µ, ν) < dg(µ, ν) + ǫ. For each pair (µk, νk) there exist sub-measures µ¯k ≤ µk, ν¯k ≤ νk such
that they have the same mass and
Wˆ (µk, νk) = W (µ¯k, ν¯k) + ‖µk − µ¯k‖+ ‖νk − ν¯k‖ .
Now we consider a triple
(
r, φ = {(µ¯k, ν¯k)}, ~x
)
. Then we have
dr,φ,~x(µ, ν) =
n∑
k=1
W (µ¯k, ν¯k) + Ir
(
µ−
n∑
k=1
µ¯k
)
+ Ir
(
ν −
n∑
k=1
ν¯k
)
+ 2−r (3.6)
and by the subadditivity of Ir,
Ir
(
µ−
n∑
k=1
µ¯k
)
≤ Ir
(
µ−
n∑
k=1
µk
)
+ Ir
( n∑
k=1
µk − µ¯k
)
≤ Ir
(
µ−
n∑
k=1
µk
)
+
n∑
k=1
‖µk − µ¯k‖ . (3.7)
Plugging (3.7) into (3.6), we obtain that
dr,φ,~x(µ, ν) ≤ dr,ϕ,~x(µ, ν) < dg(µ, ν) + ǫ,
which completes the proof.
3.3. Continuity of the conditional update map. Let us equip P(X˜ ) with the Wasserstein
metric W:
W(ξ1, ξ2) := inf
∫
X˜×X˜
d(µ, ν)π(dµ, dν),
where the infimum is taken over all couplings π of (ξ1, ξ2). In this section, we will prove that
T : (X˜ , d)→ (P(X˜ ),W) is continuous. We begin with a useful lemma.
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Lemma 3.2. Let
A =
∫
N×Rd
eβY (u)µ ∗ Z(du) + (1− ‖µ‖ )eλ(β). (3.8)
Then, for any p > 0,
EA−p ≤ 2peλ(−pβ).
Proof. We consider two cases. If ‖µ‖ ≤ 1/2, then by Jensen inequality,
EA−p ≤
(
(1− ‖µ‖)eλ(β)
)−p ≤ 2p(EeβY (1,0))−p ≤ 2pEe−pβY (1,0) = 2peλ(−pβ).
If ‖µ‖ > 1/2, then again by Jensen’s inequality,
EA−p ≤ E
(∫
N×Rd
eβY (u)µ ∗ Z(du)
)−p
≤ ‖µ‖−pE
∫
N×Rd
e−pβY (u)
µ ∗ Z
‖µ‖ (du)
= ‖µ‖−p eλ(−pβ)
∫
N×Rd
µ ∗ Z
‖µ‖ (du) ≤ 2
peλ(−pβ).

Proposition 3.3. There is a constant M > 0 such that the following holds true: for any ǫ > 0,
there is δ = δ(ǫ) > 0 such that for µ, ν ∈ X˜
d(µ, ν) < δ ⇒ W(Tµ, Tν) < Mǫ.
Proof. Let µˆ = {˜ˆαj}, νˆ = {˜ˆγj} be X˜ -valued random variables with laws Tµ, Tν, respectively. Since
W(Tµ, Tν) = minEd(µˆ, νˆ), (3.9)
where the minimum is taken over all couplings of (µˆ, νˆ), our goal is to construct a coupling which
makes Ed(µˆ, νˆ) as small as possible.
Let ǫ ∈ (0, 1) be given. We will determine δ = δ(ǫ) > 0 later. If d(µ, ν) < δ, there is a triple(
r, φ = {(µk, νk)}nk=1, ~x = (x1, · · · , xn)
)
such that
dr,φ,~x(µ, ν) < δ. (3.10)
We may assume δ ≤ 2−L so that r > L.
(Step 1) We first assume that for each k, there is at most one j = j(k) such that µj ≤ αk and
the same condition holds for ν. By rearranging the order of {α˜j}, {γ˜j} and translating each γi if
needed, we may assume µk ≤ αk, νk ≤ γk for 1 ≤ k ≤ n and ~x = ~0.
Let us use the same environment Y to define αˆj , γˆj as in (3.2). In addition to A defined in (3.8),
we introduce
B =
∫
N×Rd
eβY (u)ν ∗ Z(du) + (1− ‖ν‖ )eλ(β), (3.11)
α∗i (dx) = e
βY (i,x)αi ∗ Z(dx),
γ∗i (dx) = e
βY (i,x)γi ∗ Z(dx).
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Notice that αˆi = α
∗
i (dx)/A, γˆi = γ
∗
i (dx)/B. Similarly, define
µ∗k(dx) = e
βY (k,x)µk ∗ Z(dx), µˆk = µ∗k/A, (3.12)
ν∗k(dx) = e
βY (k,x)νk ∗ Z(dx), νˆk = ν∗k/B.
Choosing a (µˆ, νˆ)-g-triple
(
r, φˆ = {µˆk, νˆk}nk=1,~0
)
, we have
E d(µˆ, νˆ) ≤ E
[ n∑
k=1
Wˆ (µˆk, νˆk) + Ir
(
µˆ−
∑
µˆk
)
+ Ir
(
νˆ −
∑
νˆk
)
+ 2−r
]
. (3.13)
1. Upper bound for E
n∑
k=1
Wˆ (µˆk, νˆk)
We first observe the generalized Wasserstein distance terms.
EWˆ (µˆk, νˆk) = EWˆ
(
µ∗k
A
,
ν∗k
B
)
≤ E Wˆ
(
µ∗k
A
,
ν∗k
A
)
+E Wˆ
(
ν∗k
A
,
ν∗k
B
)
≤ E 1
A
Wˆ (µ∗k, ν
∗
k) +E
[ |A−B|
AB
‖ν∗k‖
]
. (3.14)
Summing over k gives
E
n∑
k=1
Wˆ (µˆk, νˆk) ≤ E 1
A
n∑
k=1
Wˆ (µ∗k, ν
∗
k) +E
[
|A−B|
A
n∑
k=1
‖ν∗k‖
B
]
≤ E 1
A
n∑
k=1
Wˆ (µ∗k, ν
∗
k) +E
|A−B|
A
≤ (EA−2)1/2
( n∑
k=1
[
EWˆ (µ∗k, ν
∗
k)
2
]1/2
+
[
E(A−B)2]1/2). (3.15)
We need to estimate all the terms on the right-hand side of (3.15). We start with EWˆ (µ∗k, ν
∗
k).
1-(i) Upper bound for E
[
Wˆ (µ∗k, ν
∗
k)
2
]1/2
We observe that the stationary process (e2βX(x))x∈Rd is uniformly integrable and by the path con-
tinuity, a lim
|x|→0
eβX(x) = eβX(0) almost surely. It follows that (eβX(x))x∈Rd is L2-continuous, i.e.,
lim
|x|→0
E
(
eβX(x) − eβX(0))2 = 0.
Therefore, there is δ1 = δ1(ǫ) ∈ (0, 1) such that
|x| < δ1 ⇒ E(eβY (x) − eβY (0))2 < ǫ2.
Let µ′k = µk ∗ Z, ν ′k = νk ∗ Z. Let πk be the optimal coupling of (µk, νk) and π′k be the optimal
coupling of (µ′k, ν
′
k). One can check that
W (µ′k, ν
′
k) ≤W (µk, νk)
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by considering the following coupling of (µ′k, ν
′
k):
π′′k(dx, dy) =
∫
w∈Rd
Z(dw)πk
(
d(x− w), d(y − w)).
Since ‖µk‖ (eβY (x) ∧ eβY (y))π′k is a unnormalized sub-coupling of (µ∗k, ν∗k), i.e.,
‖µk‖
∫
eβY (·) ∧ eβY (y)π′k(·, dy) ≤ µ∗k(·), ‖µk‖
∫
eβY (x) ∧ eβY (·)π′k(dx, ·) ≤ ν∗k(·),
we can use it to estimate
Wˆ (µ∗k, ν
∗
k) ≤ ‖µk‖
∫
d1(x, y)(e
βY (x) ∧ eβY (y))π′k(dx, dy)
+ ‖µk‖
∫ (
eβY (x) − eβY (x) ∧ eβY (y)
)
π′k(dx, dy) + ‖µk‖
∫ (
eβY (y) − eβY (x) ∧ eβY (y)
)
π′k(dx, dy)
= ‖µk‖
∫
d1(x, y)(e
βY (x) ∧ eβY (y))π′k(dx, dy) + ‖µk‖
∫
|eβY (x) − eβY (y)|π′k(dx, dy)
≤ ‖µk‖
∫
d1(x, y)e
βY (x)π′k(dx, dy) + ‖µk‖
∫
|eβY (x) − eβY (y)|π′k(dx, dy).
Therefore,
EWˆ (µ∗k, ν
∗
k)
2
≤ 2‖µk‖2
[
E
(∫
d1(x, y)e
βY (x)π′k(dx, dy)
)2
+E
(∫
|eβY (x) − eβY (y)|π′k(dx, dy)
)2]
≤ 2‖µk‖2
[
eλ(2β)
∫
d1(x, y)
2 π′k(dx, dy) +
∫
E|eβY (x) − eβY (y)|2(1|x−y|≥δ1 + 1|x−y|<δ1)π′k(dx, dy)
]
≤ 2‖µk‖2
[
eλ(2β)
W (µk, νk)
‖µk‖ + 4e
λ(2β)W (µk, νk)
‖µk‖δ1 + ǫ
2
]
.
Taking the square root and summing over k, we conclude that there is a constant C0 = C0(β) > 0
such that
n∑
k=1
[EWˆ (µ∗k, ν
∗
k)
2]1/2 ≤ C0
(√ δ
δ1
+ ǫ
)
. (3.16)
1-(ii) Upper bound for E(A−B)2
To estimate (A−B)2, let us define
V (u) = eβY (u) − eλ(β)
µs = {α˜sj} := µ−
n∑
j=1
µj, ν
s = {γ˜sj} := ν −
n∑
j=1
νj. (3.17)
One can write
A− eλ(β) =
∫
N×Rd
V (u)µ ∗ Z(du), B − eλ(β) =
∫
N×Rd
V (u)ν ∗ Z(du),
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and therefore
(A−B)2 =
(∫
N×Rd
V (u)µ ∗ Z(du)−
∫
N×Rd
V (u)ν ∗ Z(du)
)2
≤ 3
[
n∑
k=1
(∫
Rd
V (k, x)µk ∗ Z(dx)−
∫
Rd
V (k, x)νk ∗ Z(dx)
)]2
+ 3
( ∫
N×Rd
V (u)µs ∗ Z(du)
)2
+ 3
( ∫
N×Rd
V (u)νs ∗ Z(du)
)2
. (3.18)
By the independence of
{
V (i, ·)}
i∈N
, we see that
E
[
n∑
k=1
(∫
Rd
V (k, x)µk ∗ Z(dx)−
∫
Rd
V (k, x)νk ∗ Z(dx)
)]2
=
n∑
k=1
E
(∫
Rd
V (k, x)µk ∗ Z(dx) −
∫
Rd
V (k, x)νk ∗ Z(dx)
)2
=
n∑
k=1
E
(‖µ∗k‖ − ‖ν∗k‖)2 ≤ n∑
k=1
EWˆ (µ∗k, ν
∗
k)
2. (3.19)
Denote cβ(x) = E
[(
eβX(x) − eλ(β))(eβX(0) − eλ(β))]. Notice that cβ(x) ≤ eλ(2β) for all x ∈ Rd. Let
us now give an upper bound for the second term in (3.18):
E
(∫
N×Rd
V (u)µs ∗ Z(du)
)2
=
∞∑
j=1
E
( ∫
Rd
V (j, x)αsj ∗ Z(dx)
)2
=
∞∑
j=1
E
∫
(Rd)2
V (j, x)V (j, x˜)(αsj ∗ Z)⊗2(dx, dx˜)
=
∞∑
j=1
∫
(Rd)2
cβ(x− x˜)(αsj ∗ Z)⊗2(dx, dx˜). (3.20)
One can see that for any α ∈ M≤1 and r ≥ 0,
Ir(α ∗ Z) = sup
x0∈Rd
∫∫
fr(x− x0)α(dy)Z(d(x − y)) = sup
x0∈Rd
∫∫
fr(x+ y − x0)α(dy)Z(dx)
≤
∫ (
sup
x0∈Rd
∫
fr(x+ y − x0)α(dy)
)
Z(dx) = Ir(α). (3.21)
We recall that L is the radius of dependence of the potential and r > L. Therefore,∫
(Rd)2
cβ(x− x˜)(αsj ∗ Z)⊗2(dx, dx˜) =
∫
|x−x˜|≤L
cβ(x− x˜)(αsj ∗ Z)⊗2(dx, dx˜)
≤ eλ(2β)
∫
|x−x˜|<r
(αsj ∗ Z)⊗2(dx, dx˜) = eλ(2β)
∫
Rd
αsj ∗ Z(Br(x))αsj ∗ Z(dx)
≤ eλ(2β) sup
x∈Rd
αsj ∗ Z(Br(x))
∫
Rd
(αsj ∗ Z)(dx) ≤ eλ(2β)Ir(αsj ∗ Z)
∥∥αsj∥∥ < eλ(2β)δ ∥∥αsj∥∥ . (3.22)
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Combining (3.20) with (3.22) gives
E
( ∫
N×Rd
V (u)µs ∗ Z(du)
)2 ≤ ∞∑
j=1
eλ(2β)δ
∥∥αsj∥∥ ≤ eλ(2β)δ. (3.23)
The same upper bound holds for the third term in (3.18). Plugging (3.16), (3.19), and (3.23)
into (3.18), we obtain[
E(A−B)2]1/2 ≤ √3( n∑
k=1
EWˆ (µ∗k, ν
∗
k)
2 + 2eλ(2β)δ
)1/2
≤
√
3
(
n∑
k=1
(
EWˆ (µ∗k, ν
∗
k)
2
)1/2
+ eλ(2β)/2
√
2δ
)
≤ C1
(√ δ
δ1
+ ǫ
)
, (3.24)
where C1 = C1(β) > 0 is some constant depending only on β.
1-(iii) Summary
Now Lemma 3.2 and relations (3.15), (3.16), (3.24) imply there is a constant C2 = C2(β) > 0 such
that
E
[ n∑
k=1
Wˆ (µˆk, νˆk)
]
≤ C2
(√ δ
δ1
+ ǫ
)
, (3.25)
an estimate of the first term in (3.13).
2. Upper bound for EIr
(
µˆ−
n∑
k=1
µˆk
)
Let us estimate the second term on the right-hand side of (3.13). Since r > L, we have
EIr
(
µˆ−
n∑
k=1
µˆk
)
= E
[ 1
A
sup
u0
∫
N×Rd
gr(u− u0)eβY (u)µs ∗ Z(du)
]
≤ (EA−2)1/2
[
E
(
sup
u0
∫
N×Rd
gr(u− u0)eβY (u)µs ∗ Z(du)
)2]1/2
≤ 2eλ(−2β)/2
[
E sup
u0
(∫
N×Rd
gr(u− u0)2µs ∗ Z(du)
∫
Rd
e2βY (u)µs ∗ Z(du)
)]1/2
≤ 2eλ(−2β)/2
[
E
∫
N×Rd
e2βY (u)µs ∗ Z(du)
]1/2(
sup
u0
∫
N×Rd
gr(u− u0)µs ∗ Z(du)
)1/2
≤ 2e(λ(−2β)+λ(2β))/2 Ir(µs ∗ Z)1/2
≤ 2e(λ(−2β)+λ(2β))/2 Ir(µs)1/2 < 2e(λ(−2β)+λ(2β))/2
√
δ, (3.26)
where we used (3.21) in line 6. The same upper bound holds for EIr
(
νˆ −∑ νˆk).
3. Conclusion
Finally, based on (3.9), (3.13), (3.25) and (3.26), we conclude that there is a constant C3 =
C3(β) > 0 such that
W(Tµ, Tν) ≤ Ed(µˆ, νˆ) < C3
(√ δ
δ1
+ ǫ
)
.
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Choosing δ = min(δ1ǫ
2, 2−L), we complete the proof.
(Step 2)We now relax the assumption that αk, γk are minorized by at most one µj, νj for each k,
respectively.
Lemma 3.4. Let Ω = C[Rd,R] be the space of all continuous real-valued functions on Rd with LU
topology metrized by a metric
ρ(ω1, ω2) =
∞∑
n=1
1
2n
(
sup
|x|≤n
|ω1(x)− ω2(x)| ∧ 1
)
.
Let P be the probability measure on (Ω,F ) under which the coordinate mapping process Yx(ω) = ω(x)
has the same distribution as X(x). Suppose closed sets U1, U2, · · · , Un ⊂ Rd satisfy min
i 6=j
d0(Ui, Uj) >
L. Then, there is an extended probability space (Ω′,F ′,P′) on which we can construct stationary
processes Y (1), Y (2), · · ·Y (n) such that
(1) Y (1), . . . , Y (n) are mutually independent and have the same distribution as X(·);
(2) P′{Y (i)x = Yx for all x ∈ Ui} = 1 for all i = 1, . . . , n.
Remark 3.5. Our proof of this lemma uses regular conditional probabilities. Their existence is
guaranteed by our choice of C[Rd,R] as the space of realizations but in principle we could impose
weaker requirements on the potential than continuity in Section 1.1.
Proof of Lemma 3.4. It suffices to give a construction for n = 2 since then one can iterate it to
prove the lemma for general n. Let us define U0 = U1 ∪U2 and Fk = B
(
C[Uk,R]
)
, k = 0, 1, 2. For
k = 0, 1, 2, there is a regular conditional probability Qk defined on Ω × F such that Qk(ω,A) =
P(A |Fk)(ω). For any A ∈ B(Ω), since Qk(·, A) is Fk-measurable, Qk depends only on uk :=
ω|Uk ∈ C[Uk,R]. Therefore, Qk can be viewed as a function defined on C[Uk,R] ×F . Let Tk be
the projection of Ω on C[Uk,R] and define µk(duk) = P
(
T−1k (duk)
)
.
Note that by the L-dependence of Y , µ0 = µ1⊗µ2. Let us now take Ω′ = Ω{0,1,2},F = B(Ω{0,1,2})
and define P′ as
P
′(A×B × C) =
∫
Q0(u1, u2, A)Q1(u1, B)Q2(u2, C)µ1(du1)µ2(du2),
For i = 0, 1, 2, we denote the i-th marginal distribution of P′ by P′i and set Y
(i)
x (ω) = ωi(x) for
ω = (ω0, ω1, ω2) ∈ Ω′. It is easy to check that P′0 = P′1 = P′2 = P. In addition, if we let P′ij be the
marginal distribution of P′ with respect to the i-th and j-th arguments for 0 ≤ i < j ≤ 2, then
P
′
12 = P
′
1 ⊗ P′2, i.e., Y (1) and Y (2) are independent and the proof of part (1) is completed.
Let us define µ¯1(du dv) = P
′
01
(
(T1 × T1)−1(du dv)
)
on C[U1,R]
2. For A,B ∈ B(C[U1,R]), we have
µ¯1(A×B) =
∫
Q0
(
u1, u2, T
−1
1 (A)
)
Q1
(
u1, T
−1
1 (B)
)
µ1(du1)µ2(du2)
=
∫
Q1(u1, T
−1
1 (A))Q1(u1, T
−1
1 (B))µ1(du1) =
∫
1A(u1)1B(u1)µ1(du1) = µ1(A ∩B),
which implies that all the mass of µ¯1 lie on the diagonal of C[U1,R]
2, i.e.
µ¯1
({(u, v) ∈ C[U1,R]2 : u = v}) = 1.
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Therefore, Y
(0)
x = Y
(1)
x P
′-a.s. for all x ∈ U1. Similarly, we also obtain Y (0)x = Y (2)x P′-a.s. for all
x ∈ U2. Identifying Y (0) with Y completes the proof. 
Our goal is to reduce the problem to that studied in (Step 1). To that end, we will find µ′
and ν ′ in X˜ such that, on the one hand, Tµ′ and Tν ′ are close to Tµ and Tν, respectively, and on
the other hand, µ′ and ν ′ satisfy the conditions of (Step 1).
First, we choose M > 0 such that Z(B¯M (0)c) < ǫ and introduce Z1,Z2 via
Z = 1B¯M (0)Z + 1B¯M (0)cZ := Z1 + Z2.
Recalling that n and (µi)
n
i=1 were defined just before (3.10), we define µ
′ = {α˜′i} ∈ X˜ as follows:
α′i =

µi, i ≤ n,
αi−n −
∑
j:µj≤αi−n
µj, i > n.
We also define a function J : {1, · · · , n} → N as
J(k) = l ⇔ µk ≤ αl.
We denote by µˆ′ a X˜ -valued random variable whose law is Tµ′. To estimate W(Tµ, Tµ′), we
need to introduce a coupling of (µˆ, µˆ′). To this end, let Y,W be independent random fields with
the same law as X and let us use Y to define µˆ.
We fix j in the range of J . For k ∈ J−1(j),
Uk = {x ∈ Rd : x ∈ B¯M (y) for some y ∈ supp(µk)}.
If we impose δ < 2−max(L,M)−M (i.e., r > max(L,M) +M), then by the definition of a (µ, ν)-triple,
for all k 6= l,
d0
(
supp(µk), supp(µl)
) ≥ deg(φ) > 2(max(L,M) +M),
which implies that min
k 6=l
d0(Uk, Ul) > 2max(L,M) > L. Therefore, we can apply Lemma 3.4 to
Y (j, ·) and (Uk)k∈J−1(j) to construct (Y (k))k∈J−1(j) satisfying conditions (1) and (2) in the Lemma.
We now set
Y ′(k, ·) =
Y
(k)
· 1 ≤ k ≤ n,
W (k, ·) k > n,
and use it to define µˆ′. We remark that
Y (J(k), x) = Y ′(k, x) P-a.s for all x ∈ Uk. (3.27)
Similarly to (3.12) and (3.8), let us define µ∗′k , µˆ
′
k, µ
s′ and A′ with the environment Y ′ and introduce
for j ∈ {1, 2},
µ∗k,j = e
βY (J(k),x)µk ∗ Zj(dx), µˆk,j = µ∗k,j/A,
µ∗′k,j = e
βY ′(k,x)µk ∗ Zj(dx), µˆ′k,j = µ∗′k,j/A′,
Choosing a (µˆ, µˆ′)-g-triple
r0 =
r
2
, ϕ = (µˆk,1, µˆ
′
k,1)
n
k=1, ~x = ~0, (3.28)
LOCALIZATION OF DIRECTED POLYMERS IN CONTINUOUS SPACE 33
gives
W(Tµ, Tµ′) ≤ Ed(µˆ, µˆ′) ≤ E
[ n∑
k=1
Wˆ (µˆk,1, µˆ
′
k,1)+Ir0
(
µˆ−
n∑
k=1
µˆk,1
)
+Ir0
(
µˆ′−
n∑
k=1
µˆ′k,1
)
+2−r0
]
. (3.29)
We estimate the first term on the right-hand side in (3.29). Similarly to (3.14) and (3.15),
E
n∑
k=1
Wˆ (µˆk,1, µˆ
′
k,1) ≤ (EA−2)1/2
(
n∑
k=1
[
EWˆ (µ∗k,1, µ
∗′
k,1)
2
]1/2
+
[
E(A−A′)2]1/2) . (3.30)
It follows from supp(µk ∗ Z1) ∈ Uk and (3.27) that
µ∗k,1 = µ
∗′
k,1 P-a.s., ⇒ Wˆ (µ∗k,1, µ∗′k,1) = 0,
and
E
(∫ ∣∣eβY (J(k),x) − eβY ′(k,x)∣∣µk ∗ Z(dx))2 = E(∫ ∣∣eβY (J(k),x) − eβY ′(k,x)∣∣µk ∗ Z2(dx))2
≤ ‖µk ∗ Z2‖E
∫ (
eβY (J(k),x) − eβY ′(k,x)
)2
µk ∗ Z2(dx) ≤ 2eλ(2β) ‖µk‖2 ǫ2. (3.31)
Similarly to (3.18), we have
(A−A′)2 ≤ 3
[
n∑
k=1
∫
Rd
(
eβY (J(k),x) − eβY ′(k,x))µk ∗ Z(dx)
]2
+ 3
( ∫
N×Rd
V (u)µs ∗ Z(du)
)2
+ 3
( ∫
N×Rd
V ′(u)µs′ ∗ Z(du)
)2
, (3.32)
where V ′(u) = eβY
′(u) − eλ(β) and µs′ = µ′ −∑µk as in (3.17). Plugging (3.31) and (3.23) into
(3.32), we have
E(A−A′)2 ≤ 6eλ(2β)(ǫ2 + δ). (3.33)
Plugging (3.31) and (3.33) into (3.30) and using Lemma 3.2, we obtain
E
n∑
k=1
Wˆ (µˆk,1, µˆ
′
k,1) ≤ 2e(λ(−2β)+λ(2β))/2 ·
√
6(ǫ+
√
δ). (3.34)
As for the Ir0 terms on the right-hand side of (3.29), we repeat the computation of (3.26) to obtain
EIr0
(
µˆ−
n∑
k=1
µˆk,1
)
≤ EIr
(
µˆ−
n∑
k=1
µˆk
)
+EIr
( n∑
k=1
µˆk,2
)
≤ 2e(λ(−2β)+λ(2β))/2
[
Ir(µ
s ∗ Z)1/2 + Ir(
∑
µk ∗ Z2)1/2
]
≤ 2e(λ(−2β)+λ(2β))/2 (
√
δ +
√
ǫ). (3.35)
Combining (3.29), (3.34), (3.35) and recalling that 2−r0 = 2−r/2 <
√
δ due to (3.28) and (3.10),
we conclude that there is a constant C > 0 such that if δ < min(δ0ǫ
2, 2−max(L,M)−M ), then
W(Tµ, Tµ′) ≤ 2e(λ(−2β)+λ(2β))/2(√6(ǫ+√δ) + 2(√δ +√ǫ))+√δ < Cǫ.
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The same result holds for ν so that there is ν ′ such that W(Tν, Tν ′) < Cǫ. One can check that
dr,φ′,~x(µ
′, ν ′) = dr,φ,~x(µ, ν) < δ, where φ
′ = {(α′i, γ′i)}ni=1. Thus, (Step 1) can be now applied to
estimate W(Tµ′, T ν ′). Finally, the triangle inequality
W(Tµ, Tν) ≤ W(Tµ, Tµ′) +W(Tµ′, T ν ′) +W(Tν ′, T ν),
completes the proof in the general case. 
3.4. Lifting the update map. We discussed in (3.5) that Tν(dµ) = Γ(ν, dµ) can be understood
as a transition kernel for the Markov chain (ρi)i≥0. Integrating Γ(ν, dµ) over the initial conditions
ν, we can extend T to an operator T on P(X˜ ):
T ξ(dµ) =
∫
X˜
Tν(dµ)ξ(dν). (3.36)
Therefore, T maps the law of ρi to the law of ρi+1.
Proposition 3.6. T : P(X˜ )→ P(X˜ ) is (uniformly) continuous
Proof. Let ǫ > 0 and ξ1, ξ2 ∈ P(X˜ ) be given. We would like to show that there is δ > 0 such that
W(ξ1, ξ2) < δ ⇒ W(T ξ1,T ξ2) < ǫ.
By Proposition 3.3, there is δ1 > 0 such that
d(µ, ν) < δ1 ⇒ W(Tµ, Tν) < ǫ/2.
Let us assume W(ξ1, ξ2) < δ := δ1ǫ/4 and let Π be the optimal coupling of (ξ1, ξ2). Moreover, for
µ, ν ∈ X˜ , let Πµ,ν be the optimal coupling of (Tµ, Tν). Then, one can check that
Π′(dη, dτ) =
∫
X˜×X˜
Πµ,ν(dη, dτ)Π(dµ, dν)
is a coupling of (T ξ1,T ξ2). Therefore,
W(T ξ1,T ξ2) ≤
∫
d(η, τ)Π′(dη, dτ) =
∫∫
d(η, τ)Πµ,ν(dη, dτ)Π(dµ, dν)
=
∫
W(Tµ, Tν)Π(dµ, dν) =
∫
W(Tµ, Tν)(1d(µ,ν)≥δ1 + 1d(µ,ν)<δ1)Π(dµ, dν)
≤ 2
δ1
∫
d(µ, ν)Π(dµ, dν) +
ǫ
2
=
2
δ1
W(ξ1, ξ2) + ǫ
2
< ǫ,
which completes the proof. 
Remark 3.7. Based on the definition of T , one can readily check that Tν = T δν . Therefore, (3.36)
can be rewritten as
T ξ(dµ) =
∫
X˜
T δν(dµ)ξ(dν),
and by iteration, one has that for T i = T ◦ . . . ◦ T︸ ︷︷ ︸
i
, i ≥ 1,
T iξ(dµ) =
∫
X˜
T iδν(dµ)ξ(dν). (3.37)
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4. Convergence of empirical measure
4.1. The convergence to fixed points of the update map. Let us denote the empirical prob-
ability measure of the endpoint distributions on X˜ by
ψn :=
1
n+ 1
n∑
i=0
δρi .
The goal of this part is to study the asymptotic behavior of ψn. We will prove that ψn converges
to a set K of fixed point of T and introduce an “energy functional” R which maps ψn−1 to a value
close to the quenched free energy Fn. The functional R allows us to improve the former result by
replacing K with a subset K0 of K with the minimal energy state.
Proposition 4.1. As n→∞, W(ψn,T ψn)→ 0 P-a.s.
Proof. We use martingale analysis similar to that in the proof of Proposition 4.1 in [BC16]. Let
L = {h : X˜ → R : |h(µ) − h(ν)| ≤ d(µ, ν) for all µ, ν ∈ X˜ , h(0) = 0}
and
ψ′n :=
1
n+ 1
n+1∑
i=1
δρi .
Using 1n+1
(
δ(ρ0,ρn+1) +
n∑
i=1
δ(ρi,ρi)
)
as a coupling of (ψn, ψ
′
n) and applying (2.15) we conclude that
W(ψn, ψ′n) ≤ 2/(n + 1). Therefore, it suffices to prove that
W(ψ′n,T ψn)→ 0. (4.1)
It follows from (2.10) that
W(ψ′n,T ψn) = sup
h∈L
Mn(h)
n+ 1
,
where
Mn(h) =
n∑
i=0
(
h(ρi+1)−E[h(ρi+1)|Gi]
)
is a martingale. Since |h| ≤ 2, we can apply the Burkholder–Davis–Gundy inequality to see that
there is a constant C > 0 such that
EMn(h)
4 ≤ CE
(
n∑
i=0
(
h(ρi+1)−E[h(ρi+1)|Gi]
)2)2
≤ 16C(n+ 1)2,
which implies E
(
Mn(h)/(n + 1)
)4
≤ 16C(n+ 1)−2 and hence, by the Borel–Cantelli lemma,
lim
n→∞
|Mn(h)|
n+ 1
= 0 P-a.s. (4.2)
On the other hand, we observe∥∥h− h′∥∥
∞
< ǫ ⇒
∣∣∣∣Mn(h)n+ 1 − Mn(h′)n+ 1
∣∣∣∣ < 2ǫ,
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which tells us that (Mn(·)/(n+1))n≥0 is an equicontinuous sequence of functions on L. By Arzela–
Ascoli theorem, the limit in (4.2) is uniform in h ∈ L, which completes the proof. 
Proposition 4.1 suggests that (ψn)n≥0 will be close to the set of fixed points of T as n becomes
large. We denote the set of fixed points of T by
K = {ξ ∈ P(X˜ ) : T ξ = ξ}.
Notice that K is nonempty since T δ0 = δ0. By applying the same argument as in Corollary 4.3 and
Proposition 4.4 in [BC16], we can prove the following:
Proposition 4.2. As n→∞, W(ψn,K)→ 0 P-a.s.
Proof. Suppose that W(ψn,K) 9 0. Then, there is ǫ > 0 and a subsequence (ψnk)k≥1 such that
W(ψnk ,K) > ǫ for all k ≥ 1. Since P(X˜ ) is compact, we may assume lim
k→∞
ψnk = ψ for some
ψ ∈ P(X˜ ), if needed, by choosing a further subsequence. On the other hand,
W(ψ,T ψ) ≤ W(ψ,ψnk ) +W(ψnk ,T ψnk) +W(T ψnk ,T ψ),
and as k → ∞, each term in the right-hand side converges to 0 due to the convergence of ψnk ,
Proposition 4.1, and continuity of T , respectively. It follows T ψ = ψ, i.e., ψ ∈ K, which contradicts
the assumption that ψnk is ǫ-away from K. 
Proposition 4.3. If ξ ∈ K, ξ({µ ∈ X˜ : 0 < ‖µ‖ < 1}) = 0.
Proof. Let ξ ∈ K and let µ be a X˜ -valued random variable whose law is ξ. Let us suppose, to
derive a contradiction, that ξ({µ ∈ X˜ : 0 < ‖µ‖ < 1}) > 0. Recalling that Tµ is the law of the
X˜ -valued random variable µˆ defined as in (3.4), we have, by Jensen’s inequality applied to the
concave function x 7→ x/(x+ (1− ‖µ‖)eλ(β)),
E ‖µˆ‖ = E
∫
N×Rd e
βY (u) µ ∗ Z(du)∫
N×Rd e
βY (w)µ ∗ Z(dw) + (1− ‖µ‖)eλ(β)
≤ E
∫
N×Rd e
βY (u) µ ∗ Z(du)
E
∫
N×Rd e
βY (w)µ ∗ Z(dw) + (1− ‖µ‖)eλ(β) ≤
eλ(β) ‖µ‖
eλ(β)
= ‖µ‖ ,
where equality holds if and only if
∫
N×Rd e
βY (u) µ ∗ Z(du) is a constant P-a.s. However, since Y is
non-degenerate, we have a strict inequality. Combining this fact and the assumption that we made,
we see that∫
‖µˆ‖ T ξ(dµˆ) =
∫∫
‖µˆ‖Tµ(dµˆ)ξ(dµ) <
∫∫
‖µ‖Tµ(dµˆ)ξ(dµ) =
∫
‖µ‖ T ξ(dµ),
which is a contradiction. 
4.2. Variational formula for the free energy. We observe that
Fn(β) :=
1
n
logZn(β) =
1
n
n−1∑
i=0
log
Zi+1
Zi
=
1
n
n−1∑
i=0
log
( ∫
Rd
eβX(i+1,x)ρi ∗ Z(dx)
)
.
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Conditioning the i-th term on Gi, we have
EFn =
1
n
n−1∑
i=0
ER(ρi), (4.3)
where
R(ρi) := E
[
log
( ∫
Rd
eβX(i+1,x)ρi ∗ Z(dx)
)∣∣∣Gi].
It is useful to extend this to a functional on X˜ as follows:
R(µ) := E log
( ∫
N×Rd
eβY (u)µ ∗ Z(du) + (1− ‖µ‖)eλ(β)
)
, µ ∈ X˜ , (4.4)
where Y has the same law as X.
Proposition 4.4. The functional R : (X˜ , d)→ (R, d0) in (4.4) is well-defined and continuous.
Proof. It is easy to check that the right-hand side of (4.4) does not depend on the choice of the
representative of µ. We need to prove that R(µ) is finite. For any positive random variable K, one
has
|E logK| ≤ max{logEK, logEK−1} = log (max{EK,EK−1}) (4.5)
by Jensen’s inequality. On the other hand, we see that
E
[ ∫
N×Rd
eβY (u)µ ∗ Z(du) + (1− ‖µ‖)eλ(β)
]
= eλ(β) (4.6)
and by Lemma 3.2,
E
( ∫
N×Rd
eβY (u)µ ∗ Z(du) + (1− ‖µ‖)eλ(β)
)−1 ≤ 2eλ(−β). (4.7)
Combining (4.5), (4.6), and (4.7) gives |R(µ)| <∞.
We now prove the continuity of R. We will show that there is a constantM > 0 with the following
property: for any ǫ > 0 there is δ = δ(ǫ) > 0 such that
d(µ, ν) < δ ⇒ |R(µ)−R(ν)| < Mǫ.
Let us define A,B by (3.8) and (3.11). Notice that for any x > 0,
| log x| ≤ |x− 1|+
∣∣∣1
x
− 1
∣∣∣.
Combining this with Lemma 3.2 and (3.24), we have
|R(µ)−R(ν)| =
∣∣∣E log A
B
∣∣∣ ≤ E∣∣∣A
B
− 1
∣∣∣+E∣∣∣B
A
− 1
∣∣∣
≤ ((EB−2)1/2 + (EA−2)1/2)(E(A−B)2)1/2 ≤Mǫ,
where the constant M does not depend on µ, ν, which completes the proof. 
Proposition 4.5. The map R : (P(X˜ ),W)→ (R, d0) defined by
R(ξ) :=
∫
R(µ)ξ(dµ), ξ ∈ P(X˜ ),
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is uniformly continuous.
Proof. Let ǫ > 0 be given and let M := max
µ∈X˜
|R(µ)|. It is sufficient to show that there is δ > 0 such
that
W(ξ1, ξ2) < δ ⇒ |R(ξ1)−R(ξ2)| < (2M + 1)ǫ.
By Proposition 4.4, there is δ1 > 0 such that
d(µ, ν) < δ1 ⇒ |R(µ)−R(ν)| < ǫ.
Set δ = δ1ǫ and let Π be the optimal coupling of (ξ1, ξ2). Then, for any ξ1, ξ2 ∈ P(X˜ ) with
W(ξ1, ξ2) < δ, we have
|R(ξ1)−R(ξ2)| ≤
∫
|R(µ)−R(ν)|Π(dµ, dν)
=
∫
|R(µ)−R(ν)|(1d(µ,ν)≥δ1 + 1d(µ,ν)<δ1)Π(dµ, dν)
≤ 2M
δ1
∫
d(µ, ν)Π(dµ, dν) + ǫ =
2M
δ1
W(ξ1, ξ2) + ǫ < (2M + 1)ǫ,
completing the proof. 
We can rewrite (4.3) as
EFn =
1
n
n−1∑
i=0
ER(ρi) = E
[R(ψn−1)]. (4.8)
In fact, not only the expectations but the random variables themselves are close:
Proposition 4.6. As n→∞, Fn −R(ψn−1)→ 0 P-a.s.
Proof. Let
Vi =
∫
Rd
eβX(i+1,x)ρi ∗ Z(dx), Ui = log Vi.
We have E[Ui|Gi] = R(ρi) and therefore
Mn := n
(
Fn −R(ψn−1)
)
=
n−1∑
i=0
(
Ui −E[Ui|Gi]
)
is a martingale.
We claim that E
(
Ui − E[Ui|Gi]
)4
is bounded. It suffices to show that EU4i is bounded. To this
end, we observe that
EV 2i ≤ E
∫
Rd
e2βX(i+1,x)ρi ∗ Z(dx) = eλ(2β)
Similarly, we obtain E[V −2i ] ≤ eλ(−2β). Using the inequality (log x)4 < x2 + 1/x2, we have
EU4i < EV
2
i +EV
−2
i ≤ eλ(2β) + eλ(−2β).
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Using the Burkholder–Davis–Gundy inequality, we obtain
EM4n ≤ C2E
( n−1∑
i=0
(Ui −E[Ui|Gi])2
)2
≤ Cn2,
which implies E(Mn/n)
4 ≤ Cn−2 and hence, by the Borel–Cantelli lemma,
lim
n→∞
|Fn −R(ψn−1)| = lim
n→∞
|Mn|
n
= 0 P-a.s.,
completing the proof. 
4.3. A representation of convergence of Fn via R and T . The goal of this section is to prove
Theorem 4.7 and Theorem 4.10.
Theorem 4.7.
lim
n→∞
Fn = inf
ξ∈K
R(ξ) P-a.s. (4.9)
We already discussed in (1.2) that |Fn −EFn| → 0 almost surely and in Lp for all p ≥ 1. Hence,
it is sufficient to show
lim
n→∞
EFn = inf
ξ∈K
R(ξ).
To that end, we need two following propositions.
Proposition 4.8.
lim inf
n→∞
EFn ≥ inf
ξ∈K
R(ξ) P-a.s. (4.10)
Proof. By Proposition 4.2 and 4.5,
lim inf
n→∞
R(ψn) ≥ inf
ξ∈K
R(ξ) P-a.s.
The conclusion follows from Proposition 4.6 and Fatou’s Lemma. 
Proposition 4.9.
lim sup
n→∞
EFn ≤ inf
ξ∈K
R(ξ) P-a.s. (4.11)
Proof. We claim that for any µ(0) ∈ X˜ and n ∈ N,
n−1∑
i=0
R(T iδµ(0)) ≥ E logZn. (4.12)
First, let us use this claim to derive (4.11). For any ξ ∈ P(X˜ ), it follows from (3.37) that
R(T iξ) =
∫
R(ν)T iξ(dν) =
∫∫
R(ν)T iδµ(dν)ξ(dµ) =
∫
R(T iδµ)ξ(dµ).
Moreover, if ξ ∈ K, then (4.12) implies
R(ξ) = 1
n
n−1∑
i=0
R(T iξ) =
∫
1
n
n−1∑
i=0
R(T iδµ)ξ(dµ) ≥
∫
E logZn
n
ξ(dµ) = EFn.
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Taking infimum over ξ ∈ K and lim sup
n→∞
, we complete the proof.
Let us prove the claim (4.12). For i ≥ 1, let µ(i) = {α˜(i)j }j∈N be defined inductively by
µ(i)(du) =
∫
N×Rd e
βY (i)(u)µ(i−1) ∗ Z(du)∫
N×Rd e
βY (i)(v)µ(i−1) ∗ Z(dv) + (1− ‖µ(i−1)‖)eλ(β) , (4.13)
where (Y (i)) are i.i.d. random fields whose law is the same as X. By induction, we see that the law
of µ(i) is T iδµ(0) . Hence,
R(T iδµ(0)) = E log
(∫
N×Rd
eβY
(i+1)(u)µ(i) ∗ Z(du) + (1− ‖µ(i)‖)eλ(β)
)
= E logDi+1,
where
Di =
∫
N×Rd
eβY
(i)(u)µ(i−1) ∗ Z(du) + (1− ‖µ(i−1)‖)eλ(β)
=
∫
(N×Rd)2
eβY
(i)(u)P v1 (du)µ
(i−1)(dv) + (1− ‖µ(i−1)‖)eλ(β), i ≥ 0. (4.14)
Here, we can consider P uk as a probability measure on (N×Rd)k by extending Pk defined on (Rd)k
as follows: for any ui = (mi, xi) (0 ≤ i ≤ k) given,
P u0k (du1, · · · , duk) = 1{m0=m1=···=mk}P x0k (dx1, · · · , dxk).
Notice that
n−1∑
i=0
R(T iδµ(0)) = E log
n∏
i=1
Di.
Iterating (4.13) for i = n− 1, · · · , 1, we have∫
(N×Rd)2
eβY
(n)(un)P
un−1
1 (dun)µ
(n−1)(dun−1)
=
1
Dn−1
∫
(N×Rd)3
eβ(Y
(n)(un)+Y (n−1)(un−1))P
un−2
2 (dun−1, dun)µ
(n−2)(dun−2)
= · · ·
=
1∏n−1
i=1 Di
∫
N×Rd
µ(0)(du0)
∫
(N×Rd)n
exp
( n∑
i=1
βY (i)(ui)
)
P u0n (d~u), (4.15)
where ~u = (u1, · · · , un). Integrating over u in (4.13), we have
1− ‖µ(i)‖ =
(
1− ‖µ(i−1)‖)eλ(β)
Di
.
Iterating this relation for i = n− 1, · · · , 1, we obtain(
1− ‖µ(n−1)‖)eλ(β) = (1− ‖µ(0)‖)enλ(β)
n−1∏
i=1
Di
=
(
1− ‖µ(0)‖)EZn
n−1∏
i=1
Di
. (4.16)
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Combining (4.14) for i = n, (4.15), and (4.16), we obtain
n∏
i=1
Di =
∫
µ(0)(du0)
∫
exp
( n∑
i=1
βY (i)(ui)
)
P u0n (d~u) +
(
1− ‖µ(0)‖)EZn,
and by Jensen’s inequality,
log
n∏
i=1
Di ≥
∫
µ(0)(du0) log
(∫
exp
( n∑
i=1
βY (i)(ui)
)
P u0n (d~u)
)
+
(
1− ‖µ(0)‖) logEZn
≥
∫
µ(0)(du0) log
(∫
exp
( n∑
i=1
βY (i)(ui)
)
P u0n (d~u)
)
+
(
1− ‖µ(0)‖)E logZn
=
∫
µ(0)(du0) logZn,u0 +
(
1− ‖µ(0)‖)E logZn. (4.17)
Since
(
Y (i)(j, x)
)
j≥1
is stationary in x, logZn,u
d
= logZn for all u ∈ N × Rd. In particular,
E logZn,u = E logZn. Taking expectation on the both sides of (4.17), we obtain
n−1∑
i=0
R(T iδµ(0)) = E
[
log
n∏
i=1
Di
]
≥
∫
µ(0)(du0)E logZn +
(
1− ‖µ(0)‖)E logZn = E logZn,
completing the proof of (4.12) and the entire proposition. 
Let us denote
K0 = {ξ0 ∈ K : R(ξ0) = inf
ξ∈K
R(ξ)}.
Since R is continuous on the compact space P(X˜ ), the infimum is attained and K0 is also compact.
Proposition 4.2, Proposition 4.6, and Theorem 4.7 suggest that one can strengthen Proposition 4.2
by taking a subset K0 of K.
Theorem 4.10. As n→∞, W(ψn,K0)→ 0 P-a.s.
We omit the proof. It is identical to that of Theorem 4.11 in [BC16] and is based on compactness
of K, continuity of R, Proposition 4.6, and Theorem 4.7.
5. Characterization of high/low temperature regimes
5.1. Existence of phase transitions. We recall that the critical inverse temperature βc was
introduced in Theorem B.
Theorem 5.1.
(a) 0 ≤ β ≤ βc, then K = K0 = {δ0}.
(b) If β > βc, then ξ
({µ ∈ X˜ : ‖µ‖ = 1}) = 1 for all ξ ∈ K0, so K has an element other than δ0.
We refer the proof to Lemma 5.1 and Theorem 5.2 in [BC16]. The proof is based on the definition
of Lyapunov exponent (1.3), Theorem B, Proposition 4.3 and Theorem 4.7.
Lemma 5.2. For any r ≥ 0, the map Ir : X˜ → [0, 1], defined in (2.12), is continuous.
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Proof. Let ǫ > 0, r ≥ 0 and µ = {α˜i} ∈ X˜ be given. We need to show that there is δ(ǫ, r) > 0 such
that
d(µ, ν) < δ ⇒ |Ir(µ)− Ir(ν)| < ǫ.
We set δ = min(ǫ/2, 2−r) and take any ν ∈ X˜ such that d(µ, ν) < δ. There is a (µ, ν)-triple(
r0, φ = {(µk, νk)}nk=1, ~x
)
such that dr0,φ,~x(µ, ν) < δ. By the choice of δ, we have r0 > r. From the
subadditivity of Ir, we have
Ir
( n∑
k=1
µk
)
≤ Ir(µ) ≤ Ir
( n∑
k=1
µk
)
+ Ir
(
µ−
n∑
k=1
µk
)
Ir
( n∑
k=1
νk
)
≤ Ir(ν) ≤ Ir
( n∑
k=1
νk
)
+ Ir
(
ν −
n∑
k=1
νk
)
.
It follows from deg(φ) > 2r0 > 2r that∣∣∣Ir( n∑
k=1
µk
)
− Ir
( n∑
k=1
νk
)∣∣∣ = ∣∣ sup
k
Ir(µk)− sup
k
Ir(νk)
∣∣.
Combining all these estimates, we conclude that
|Ir(µ)− Ir(ν)| ≤
∣∣∣Ir(∑µk)− Ir(∑ νk)∣∣∣+max{Ir(µ− n∑
k=1
µk
)
, Ir
(
ν −
n∑
k=1
νk
)}
<
∣∣ sup
k
Ir(µk)− sup
k
Ir(νk)
∣∣+ δ ≤ sup
k
∣∣Ir(µk)− Ir(νk)∣∣+ δ
≤ sup
k
W (µk, νk ∗ δxk) + δ < 2δ ≤ ǫ,
which completes the proof. 
Theorem 5.3.
(a) If 0 ≤ β ≤ βc, then
lim
n→∞
1
n
n−1∑
i=0
sup
x∈Rd
ρi
(
B1(x)
)
= 0.
(b) If β > βc, then there is c > 0 such that
lim inf
n→∞
1
n
n−1∑
i=0
sup
x∈Rd
ρi
(
B1(x)
) ≥ c.
Proof. By the (uniform) continuity of the map ξ 7→ ∫ Ir(µ)ξ(dµ) on the compact space P(X˜ ), for
any ǫ > 0, we can choose some δ > 0 such that
W(ζ,K0) < δ ⇒ inf
ξ∈K0
∫
Ir(µ)ξ(dµ)− ǫ ≤
∫
Ir(µ)ζ(dµ) ≤ sup
ξ∈K0
∫
Ir(µ)ξ(dµ) + ǫ.
Theorem 4.10 implies that
inf
ξ∈K0
∫
Ir(µ)ξ(dµ) ≤ lim inf
n→∞
∫
Ir(µ)ψn(dµ)
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≤ lim sup
n→∞
∫
Ir(µ)ψn(dµ) ≤ sup
ξ∈K0
∫
Ir(µ)ξ(dµ). (5.1)
If 0 ≤ β ≤ βc (or equivalently K0 = {δ0}), we have sup
ξ∈K0
∫
I1(µ)ξ(dµ) = 0 and together with (2.13),
we obtain
lim sup
n→∞
1
n
n−1∑
i=0
sup
x∈Rd
ρi(B1(x)) ≤ lim sup
n→∞
∫
I1(µ)ψn(dµ) = 0.
If β > βc, by Theorem 5.1, every ξ ∈ K0 is supported on {µ : ‖µ‖ = 1}. Therefore, we have∫
I0(µ)ξ(dµ) > 0 for all ξ ∈ K0.
This and compactness of K0 imply that there is c > 0 such that
inf
ξ∈K0
∫
I0(µ)ξ(dµ) ≥ c.
Combining this with (5.1) and (2.13) completes the proof of (b). 
6. Asymptotic clusterization
6.1. Definitions and sufficient conditions.
Definition 6.1. A sequence of probability measures (αi)i≥0 on R
d is said to be “asymptotically
clustered at level r > 0” if for every sequence (ǫi)i≥0 tending to 0, we have
lim
n→∞
1
n
n−1∑
i=0
αi
(Aǫiαi(r)) = 1 P-a.s.,
where Aǫα(r) := {x ∈ Rd : α(Br(x)) > ǫVdrd} and Vd is the volume of the unit ball in Rd.
Definition 6.2. We say that (αi)i≥0 is “asymptotically locally clustered” if for any sequence (ǫi)i≥0
tending to 0, we have
lim
n→∞
1
n
n−1∑
i=0
αi(Aǫiαi) = 1 P-a.s.,
where Aǫα = {x ∈ Rd : lim inf
r↓0
α(Br(x))
Vdrd
> ǫ}.
Remark 6.3. If every αi is absolutely continuous with respect to the Lebesgue measure, then, due
to the Lebesgue differentiation theorem, the asymptotically local clustering property is equivalent
to clusterization of densities:
lim
n→∞
1
n
n−1∑
i=0
αi(Bǫiαi) = 1 P-a.s.,
where Bǫα =
{
x ∈ Rd : dαdx (x) > ǫ
}
.
The above definitions are extensions of the notion of of asymptotic pure atomicity that was
introduced first by Vargas in [Var07] and modified by Bates and Chatterjee in [BC16] in their
studies of endpoint distributions for discrete polymers. Moreover, asymptotic clustering at positive
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levels was studied in [BM18] still under the name of asymptotic pure atomicity. However, we think
that our definitions and terminologies are better tuned to the continuous setting. Roughly speaking,
(αi)i≥0 is asymptotically clustered at level r if the mass of αi concentrates on few balls of radius r
for large i.
We state a sufficient condition for asymptotic clusterization that is simpler to verify because it
is stated in terms of fixed ǫ instead of sequences (ǫi)i≥0.
Lemma 6.4 (Lemma 6.2 in [BC16]). Let r > 0 be given. If for every c > 0, there is ǫ = ǫ(r, c) > 0
such that
lim inf
n→∞
1
n
n−1∑
i=0
αi(Aǫαi(r)) > 1− c P-a.s., (6.1)
then (αi)i≥0 is asymptotically clustered at level r.
The proof of this lemma repeats the proof of Lemma 6.2 of [BC16] word for word. The discreteness
of Zd plays no role in this argument.
6.2. Auxiliary functionals. For any ǫ > 0, let us define fǫ : R+ → [0, 1] by
fǫ(t) =

0 for 0 ≤ t < ǫ,
1
ǫ (t− ǫ) for ǫ ≤ t ≤ 2ǫ,
1 otherwise.
One can see that fǫ is 1/ǫ-Lipschitz continuous and can be interpreted as an approximation of a
step function gǫ(t) = 1(2ǫ,+∞)(t) for small ǫ.
For any µ = (αi)i∈N ∈ X and r > 0, let us define a functional Dr on X˜ × (N× Rd) as
Dr(µ, u) =
1
Vdrd
∫ (
1− |u− v|
r
)+
µ(dv) =
1
Vdrd
∫ (
1− |x− y|
r
)+
αi(dy),
where u = (i, x) and a+ = max(a, 0). Comparing this with the definition of Ir, one has that
sup
u∈N×Rd
Dr(µ, u) ≤ 1
Vdrd
Ir(µ).
We also observe that
|Dr(µ, u1)−Dr(µ, u2)| ≤ 1
Vdrd
∫ ∣∣∣(1− |v − u1|
r
)+ − (1− |v − u2|
r
)+∣∣∣µ(dv)
≤ 1
Vdrd
∫ |u1 − u2|
r
µ(dv) ≤ |u1 − u2|
Vdrd+1
,
so Dr is 1/Vdr
d+1-Lipschitz continuous in u. Using the embedding ofM≤1 into X , we can naturally
define Dr on M≤1×Rd. Combining (2.10) with the fact that y 7→ (1− |x− y|/r)+ is 1/r-Lipschitz
for every x ∈ Rd, we obtain
|Dr(α, x) −Dr(γ, x)| ≤ 1
Vdrd+1
W (α, γ), α, γ ∈ M1, x ∈ Rd. (6.2)
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Let us define a functional Jr,ǫ : X → [0, 1] by
Jr,ǫ(µ) =
∫
fǫ◦Dr,µ(u)µ(du) =
∑
j∈N
∫
fǫ◦Dr,αj (x)αj(dx),
where we denoted Dr(µ, ·) by Dr,µ(·). Jr,ǫ is well-defined on X˜ due to the following observation∫
fǫ◦Dr,α∗δy(x)(α ∗ δy)(dx) =
∫
fǫ◦Dr,α(x)α(dx), α ∈ M≤1, y ∈ Rd.
Proposition 6.5. For any r, ǫ > 0, Jr,ǫ : X˜ → [0, 1] is continuous.
Proof. Let µ ∈ X˜ and δ2 > 0 be given. We claim that
d(µ, ν) < δ1 := min
(ǫδ2Vdrd(r ∧ 1)
6
, 2−2r
)
⇒ |Jr,ǫ(µ)− Jr,ǫ(ν)| < δ2.
Fix ν ∈ X˜ satisfying d(µ, ν) < δ1. Then, we can find a triple (r′, φ = {(µk, νk)}nk=1, ~x) such that
r′ > 2r and dr′,φ,~x(µ, ν) < δ1. Let us denote
µs = {α˜sj} = µ−
n∑
j=1
µj, ν
s = {γ˜sj} = ν −
n∑
j=1
νj , ν
′
k = νk ∗ δxk .
Then, we have
|Jr,ǫ(µ)− Jr,ǫ(ν)| ≤
n∑
k=1
∣∣∣ ∫ fǫ◦Dr,µ(u)µk(du) − ∫ fǫ◦Dr,ν(u)νk(du)∣∣∣
+
∫
fǫ◦Dr,µ(u)µs(du) +
∫
fǫ◦Dr,ν(u)νs(du). (6.3)
In order to derive the upper bound for the first term in the right-hand side of (6.3), we observe∣∣∣∣∫ fǫ◦Dr,µ(u)µk(du)− ∫ fǫ◦Dr,µk(u)µk(du)∣∣∣∣
=
∣∣∣∣∫ fǫ(Dr,µk(u) +Dr,µ−µk(u))µk(du) − ∫ fǫ(Dr,µk(u))µk(du)∣∣∣∣
≤ 1
ǫ
∫
Dr,µ−µk(u)µk(du) =
1
ǫ
∫
Dr,µs(u)µk(du)
≤ 1
ǫVdrd
∫
Ir(µ
s)µk(du) ≤ 1
ǫVdrd
Ir(µ
s)‖µk‖ ≤ δ1
ǫVdrd
‖µk‖.
In the second equality, we used the fact that d0
(
supp(µk), supp(µl)
)
> 2r′ > 4r for all l 6= k, which
implies Dr,µ−µk = Dr,µs on supp(µk). Combining this with the triangle inequality, we have
n∑
k=1
∣∣∣ ∫ fǫ◦Dr,µ(u)µk(du) − ∫ fǫ◦Dr,ν(u)νk(du)∣∣∣
≤
n∑
k=1
∣∣∣ ∫ fǫ◦Dr,µk(x)µk(dx) − ∫ fǫ◦Dr,νk(x)νk(dx)∣∣∣ + 2δ1ǫVdrd . (6.4)
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On the other hand, we can use (6.2), (2.10), and the 1/ǫ-Lipschitz continuity of fǫ to write∣∣∣∣∫ fǫ◦Dr,µk(x)µk(dx)−∫ fǫ◦Dr,νk(x)νk(dx)∣∣∣∣ = ∣∣∣∣∫ fǫ◦Dr,µk(x)µk(dx)−∫ fǫ◦Dr,ν′k(x)ν ′k(dx)
∣∣∣∣
≤
∣∣∣∣∫ fǫ◦Dr,µk(x)µk(dx)−∫ fǫ◦Dr,ν′k(x)µk(dx)
∣∣∣∣+ ∣∣∣∣∫ fǫ◦Dr,ν′k(x)µk(dx)−∫ fǫ◦Dr,ν′k(x)ν ′k(dx)
∣∣∣∣
≤ 1
ǫ
∫ ∣∣Dr,µk(x)−Dr,ν′k(x)∣∣µk(dx) + 1ǫVdrd+1W (µk, ν ′k) ≤ 2ǫVdrd+1W (µk, ν ′k).
Summing over k on both sides gives
n∑
k=1
∣∣∣ ∫ fǫ◦Dr,µk(x)µk(dx)− ∫ fǫ◦Dr,νk(x)νk(dx)∣∣∣ ≤ 2ǫVdrd+1
n∑
k=1
W (µk, ν
′
k) <
2δ1
ǫVdrd+1
. (6.5)
Let us estimate the second and the third terms in the right-hand side of (6.3).∫
fǫ◦Dr,µ(u)µs(du) =
∫
{u:Dr,µ(u)>ǫ}
fǫ◦Dr,µ(u)µs(du)
≤ µs{u : Dr,µ(u) > ǫ} ≤ µs{u : µ(Br(u)) > ǫVdrd}. (6.6)
Let C = {u : µ(Br(u)) > ǫVdrd}. Then, we can choose a finite number of disjoint balls
C = {Br(ui) : ui ∈ C, 1 ≤ i ≤ N}
such that every ball Br(u), u ∈ C has non-empty intersection with
N⋃
i=1
Br(ui). The disjointness of
C gives N ≤ 1
ǫVdrd
and
C ⊂
N⋃
i=1
B2r(ui) ⊂
N⋃
i=1
Br′(ui).
Using this and µs(Br′(u)) ≤ Ir′(µs) < δ1 for all u ∈ N× Rd, (6.6) can be continued as∫
fǫ◦Dr,µ(u)µs(du) ≤ µs(C) ≤ µs
(
N⋃
i=1
Br′(ui)
)
< Nδ1 ≤ δ1
ǫVdrd
. (6.7)
Combining (6.3), (6.4), (6.5), and (6.7) completes the proof. 
6.3. Asymptotic clusterization of polymer endpoint distributions. In this section, we prove
the following theorem which is a reformulation of relations (1.4) and (1.6) in Theorem 1.1.
Theorem 6.6.
(a) If β > βc, then for all r > 0, (ρi)i≥0 is asymptotically clustered at level r.
(b) If β ≤ βc, then for all r > 0, (ρi)i≥0 is not asymptotically clustered at level r. Moreover, for
any r > 0, there is a sequence (ǫi)i≥0 tending to 0 as i→∞, such that
lim
n→∞
n−1∑
i=0
ρi(Aǫiρi(r)) = 0 P-a.s. (6.8)
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Proof. (a) Suppose β > βc. Our goal is to show (6.1). To this end, for any r, ǫ > 0, let us define a
functional Jr,ǫ on P(X˜ ) as
Jr,ǫ(ξ) :=
∫
Jr,ǫ(µ)ξ(dµ).
Notice that the continuity of Jr,ǫ passes on to the continuity of Jr,ǫ. We also observe that
Jr,ǫ(ρi) =
∫
{x:Dr,ρi(x)>ǫ}
fǫ◦Dr,ρi(x)ρi(dx) ≤
∫
Aǫρi (r)
fǫ◦Dr,µ(x)ρi(dx) ≤ ρi(Aǫρi(r)).
Hence,
1
n
n−1∑
i=0
ρi(Aǫρi) ≥
1
n
n−1∑
i=0
Jr,ǫ(ρi) = Jr,ǫ(ψn−1). (6.9)
On the other hand, for any µ ∈ X˜ with ‖µ‖ = 1, we have
lim
ǫ ↓ 0
Jr,ǫ(µ) = 1
because µ{u : Dr,µ(u) > 0} = 1 and Jr,ǫ(µ) ≥ µ{u : Dr,µ(u) > 2ǫ}. Using this along with
Theorem 5.1 (2), we obtain that for every ξ ∈ K0,
lim
ǫ ↓ 0
Jr,ǫ(ξ) = 1.
Since each Jr,ǫ is continuous on the compact set K0 and (Jr,ǫ)ǫ>0 is monotone increasing as ǫ ↓ 0,
the convergence above is uniform in ξ by the Dini’s theorem.
Let now c > 0 be given. By the uniform convergence of (Jr,ǫ)ǫ>0, we can choose ǫ = ǫ(r, c) > 0
such that
Jr,ǫ(ξ) > 1− c for all ξ ∈ K0
and, for such ǫ, we can also find δ > 0 such that
W(ζ,K0) < δ ⇒ Jr,ǫ(ζ) > 1− c. (6.10)
Combining Theorem 4.10, (6.9), and (6.10), we complete the proof of (a).
(b) Suppose β ≤ βc and let r > 0, ǫ > 0 be given. We claim that
lim
n→∞
1
n
n−1∑
i=0
ρi(Aǫρi(r)) = 0. (6.11)
To see this, we observe that for any x ∈ Aǫµ(r) and µ ∈ X˜ ,
D2r,µ(u) =
1
Vd(2r)d
∫
(1− |u− v|)+
2r
µ(dv) ≥ 1
Vd(2r)d
∫
1Br(u)(v)
2
µ(dv) =
µ(Br(u))
2d+1Vdrd
> 2ǫ′,
where ǫ′ = ǫ/2d+2. Therefore, we have
J2r,ǫ′(µ) ≥
∫
{D2r,µ(u)>2ǫ′}
fǫ′◦D2r,µ(u)µ(du) = µ{D2r,µ(u) > 2ǫ′} ≥ µ(Aǫµ(r)),
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which implies that
1
n
n−1∑
i=0
ρi(Aǫρi(r)) ≤
1
n
n−1∑
i=0
J2r,ǫ′(ρi) = J2r,ǫ′(ψn−1). (6.12)
By Theorem 5.1 (1) and the continuity of J2r,ǫ′ , we conclude
lim
n→∞
1
n
n−1∑
i=0
ρi(Aǫρi(r)) ≤ J2r,ǫ′(δ0) = 0.
Fix r > 0 and let us now construct a sequence (ǫi)i≥0 tending to 0 and satisfying (6.8). By (6.11),
we see that for each k ∈ N, there is Nk such that
1
n
n−1∑
i=0
ρi(A1/kρi (r)) <
1
k
for all n ≥ Nk.
We may assume Nk+1 > Nk for all k. Set ǫi = 1 for i < N1 and ǫi = 1/k for Nk ≤ i < Nk+1. Then,
we see that for each n ∈ N, there is k = k(n) such that Nk ≤ n < Nk+1 and hence
1
n
n−1∑
i=0
ρi(Aǫiρi(r)) ≤
1
n
n−1∑
i=0
ρi(A1/kρi (r)) <
1
k
.
Since lim
n→∞
k(n) =∞, letting n→∞ on the both side above completes the proof of (b). 
6.4. Asymptotic local clusterization of the endpoint distribution. In this section, we prove
the following reformulation of relation (1.5) in Theorem 1.1:
Theorem 6.7. If β > βc, then (ρi)i≥0 is asymptotically locally clustered. In particular, for these
values of β, clusterization of densities (see Remark 6.3) holds if the reference random walk step
distribution Z(dx) is absolutely continuous.
Before we prove this, we recall the Besicovitch covering theorem and its related lemma which will
be used later.
Theorem 6.8. (Besicovitch covering theorem) There is a constant Nd, depending only on the
dimension d, with the following property:
Let F = {Brσ(xσ) : σ ∈ I} be any collection of open balls in Rd with sup{rσ : σ ∈ I} <∞. Let us
denote A = {xσ : σ ∈ I}. Then, there is a countable subcollection G of F such that G is a cover of
A and every x ∈ ⋃
B∈G
B belongs to at most Nd different balls from the subcover G.
We remark that in [FL94], the lower bound and the upper bound for Nd(Besicovitch constant)
were provided:
(2.065 + o(1))d ≤ Nd ≤ (2.691 + o(1))d.
We now state a lemma which is based on the Besicovitch covering theorem.
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Lemma 6.9 (Lemma 1.2. in [EG15]). Let µ, ν be Radon measures on Rd and define
Dµν(x) =
lim infr↓0
ν(Br(x))
µ(Br(x))
if µ(Br(x)) > 0 for all r > 0,
+∞ otherwise.
Let ǫ > 0 be given. Then, for any Borel A ⊂ {x ∈ Rd : Dµν(x) ≤ ǫ}, we have
ν(A) ≤ ǫµ(A).
By substituting µ = m (Lebesgue measure on Rd) and ν = α, we obtain
α(A) ≤ ǫm(A), ∀ Borel A ⊂ (Aǫα)c = {x ∈ Rd : Dmα(x) ≤ ǫ}. (6.13)
Proposition 6.10. Let ǫ, c, r > 0 be given and let us assume that α ∈ M1 satisfies
α(Aǫα(r)) > 1− c. (6.14)
Then, there is ǫ1 = ǫ1(ǫ, c, d) > 0, independent of α, such that
α(Aǫ1α ) > 1− 2c.
Proof. Let ǫ > 0 be given. For any t ∈ (0, 1), let us set s = (1− t)/(Vdrd) and
ǫ1 = sǫ =
1− t
Vdrd
ǫ. (6.15)
We will determine the value of t later.
Let x ∈ Aǫα(r) and suppose α(Aǫ1α ∩Br(x)) ≤ tα(Br(x)). Then, we see that
α(Br(x)) = α(Aǫ1α ∩Br(x)) + α((Aǫ1α )c ∩Br(x))
≤ tα(Br(x)) + ǫ1m((Aǫ1α )c ∩Br(x)) ≤ tα(Br(x)) + sǫVdrd.
In the first inequality above, we used (6.13). By (6.15), we have
α(Br(x)) ≤ sǫVdr
d
1− t = ǫ,
which contradicts x ∈ Aǫα(r). Therefore, we obtain
α(Aǫ1α ∩Br(x)) > tα(Br(x))
or, equivalently,
α((Aǫ1α )c ∩Br(x)) ≤ (1− t)α(Br(x)). (6.16)
Let us now apply Theorem 6.8 with F = {Br(x) : x ∈ Aǫα(r)} and A = Aǫα(r). Then, we can
find a countable subset A ⊂ Aǫα(r) such that G = {Br(x) : x ∈ A} is a cover of Aǫα(r) and every
x ∈ ⋃
y∈A
Br(y) is covered by at most Nd balls from G. Therefore, due to (6.16), we have
α ((Aǫ1α )c ∩ Aǫα(r)) ≤ α
(
(Aǫ1α )c ∩
⋃
x∈A
Br(x)
)
≤
∑
x∈A
α((Aǫ1α )c ∩Br(x)) ≤ (1− t)
∑
x∈A
α(Br(x))
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≤ Nd(1− t)α
(⋃
x∈A
Br(x)
)
≤ Nd(1− t). (6.17)
Therefore, due to (6.17) and (6.14),
α ((Aǫ1α )c) = α ((Aǫ1α )c ∩Aǫα(r)) + α ((Aǫ1α )c ∩ (Aǫα(r))c)
≤ Nd(1− t) + α((Aǫα(r))c) < Nd(1− t) + c.
Choosing t = 1− cNd
(
s = c
VdNdrd
)
completes the proof. 
Proof of Theorem 6.7. Suppose β > βc. Let (ǫi)i≥0 tending to 0 be given. For any c > 0, let us
denote s = c2VdNd and
Fc = {i ≥ 0 : ρi(Aǫi/sρi (1)) > 1− c/2}, F ′c = {i ≥ 0 : ρi(Aǫiρi) > 1− c}.
By Theorem 6.6 (a), (ρi)i≥0 is asymptotically clustered at level 1. This can be rewritten as
lim
n→∞
1
n
|Fc ∩ [0, n − 1]| = 1.
Since Proposition 6.10 implies Fc ⊂ F ′c, the same relation holds for F ′c and hence
lim inf
n→∞
1
n
n−1∑
i=0
αi(Aǫiαi) ≥ 1− c P-a.s.
Letting c ↓ 0 completes the proof. 
7. Geometric localization
Adapting the terminology from [BC16], we say that a sequence (αn)n≥0 of probability measures
on Rd is geometrically localized with positive density if for any δ > 0, there exist K <∞ and θ > 0
such that
lim inf
n→∞
1
n
n−1∑
i=0
1{αi∈Gδ,K} ≥ θ P-a.s., (7.1)
where
Gδ,K = {α ∈ M1 : max
x∈Rd
α(BK(x)) > 1− δ}.
If θ can be taken equal to 1, then the sequence would be geometrically localized with full density. A
full density localization is an open question. In this section, we will prove that (ρi)i≥0 is geometrically
localized with positive density if and only if β > βc.
7.1. Useful functionals. Let µ = {αi} ∈ X˜ be given. Recalling (2.2), let us define a functional
N on X˜ by
N(µ) = |Sµ|.
To describe Gδ,K in the language of (X˜ , d), we need to consider
Wδ(µ) = inf{r ≥ 0 : Ir(µ) > 1− δ}
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and
Vδ,K = {µ ∈ X˜ : Wδ(µ) < K}.
Using (2.13) and the natural embedding of M˜1 into X˜ , we obtain
Gδ,K ⊂ Vδ,K ∩ {µ ∈ X˜ : N(µ) = 1, ‖µ‖ = 1} ⊂ Gδ,K+1. (7.2)
We also define functionals
Q(µ) =
∑
i∈N
‖αi‖
1− ‖αi‖ ,
m(µ) = max
i∈N
‖αi‖ .
One can check that N,Wδ, Q are well-defined.
Proposition 7.1.
(a) Wδ is upper semi-continuous.
(b) m is lower semi-continuous.
(c) Q is lower semi-continuous.
Proof. (a) Let µ ∈ X˜ and ǫ > 0 be given. Then, IWδ(µ)+ǫ(µ) > 1− δ. By Lemma 5.2, there is δ1 > 0
such that
d(µ, ν) < δ1 ⇒ |IWδ(µ)+ǫ(µ)− IWδ(µ)+ǫ(ν)| < ǫ′,
where ǫ′ = 12
(
IWδ(µ)+ǫ(µ)− 1 + δ
)
. For such ν, we obtain IWδ(µ)+ǫ(ν) > 1− δ, which implies
Wδ(ν) ≤Wδ(µ) + ǫ.
(b) Fix µ ∈ X˜ and 0 < ǫ2 < m(µ). We must show that there is ǫ1 > 0 such that
d(µ, ν) < ǫ1 ⇒ m(ν) > m(µ)− ǫ2.
Without loss of generality, we may assume ‖α1‖ = m(µ). There is R = R(ǫ2) > 0 such that
µ(BR(1, 0)) = α1(BR(0)) > m(µ) − ǫ2/2 > ǫ2/2. Choose ǫ1 = min(ǫ2/2, 2−R). Then, assuming
d(µ, ν) < ǫ1, there is a triple (r, φ = {(µk, νk)}nk=1, ~x) such that dr,φ,~x(µ, ν) < ǫ1. Since deg(φ) >
2r > 2R, there is at most one µk whose support intersects with BR((1, 0)). If there is no µk whose
support intersects with BR((1, 0)), then 1BR(1,0)µ ≤ µ−
n∑
k=1
µk. It follows
dr,φ,~x(µ, ν) > Ir
(
µ−
n∑
k=1
µk
)
≥ α1
(
BR(0)
)
> ǫ2/2 ≥ ǫ1,
which is a contradiction. Therefore, we may assume µ1 is a unique sub-measure of α1 whose support
overlaps with BR(0). Since 1BR(1,0)(µ− µ1) ≤ µ−
n∑
k=1
µk, we have
(µ− µ1)(BR(1, 0)) ≤ IR
(
µ−
n∑
k=1
µk
)
≤ Ir
(
µ−
n∑
k=1
µk
)
.
Therefore,
m(ν) ≥ ‖ν1‖ = ‖µ1‖ ≥ µ1(BR(1, 0))
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≥ µ(BR(1, 0)) − Ir
(
µ−
n∑
k=1
µk
)
>
( ‖α1‖ − ǫ2
2
)− ǫ2
2
= m(µ)− ǫ2. (7.3)
(c) Fix µ ∈ X˜ . If Q(µ) =∞ (i.e. m(µ) = 1), then for any L > 0, by part (b), we can find ǫ1 > 0
such that
d(µ, ν) < ǫ1 ⇒ m(ν) > 1− 1
L+ 1
⇒ Q(ν) > L.
Now consider the case Q(µ) <∞ and fix ǫ2 > 0. First, we can find N such that∑
i>N
‖αi‖ < ǫ2
2 + ǫ2
.
Since for any nonnegative x1, x2, . . . satisfying
∑
i xi < 1, we see that∑
i
xi
1− xi ≤
∑
i
xi
1−∑j xj =
∑
i xi
1−∑i xi ,
which implies
∑
i>N
‖αi‖
1−‖αi‖
< ǫ2/2.
We may assume ‖αi‖ ≥ ‖αi+1‖ for i ≤ N − 1. Let
N1 = sup
{
i ∈ {1, . . . , N} : ‖αi‖ > ǫ2
2N + ǫ2
}
∨ 0.
We can choose R = R(ǫ2) > 0 such that
max
1≤i≤N1
αi(B
c
R(0)) <
ǫ2
4N + 2ǫ2
.
Applying the argument that we used in (7.3), we can find ǫ1 > 0 such that d(µ, ν) < ǫ1 guarantees
the existence of (µ, ν)-matching {(µk, νk)}nk=1 such that n ≥ N1 and
‖νk‖ ≥ ‖αk‖ − ǫ2
2N + ǫ2
for all 1 ≤ k ≤ N1. It follows that
‖νk‖
1− ‖νk‖ ≥
‖αk‖
1− ‖αk‖ −
ǫ2
2N + ǫ2
>
‖αk‖
1− ‖αk‖ −
ǫ2
2N
for 1 ≤ k ≤ N1.
On the other hand, by the definition of N1, we have
‖αk‖
1− ‖αk‖ ≤
ǫ2
2N
for N1 < k ≤ N.
Therefore, we conclude
Q(ν) ≥
n∑
k=1
‖νk‖
1− ‖νk‖ ≥
N1∑
k=1
( ‖αk‖
1− ‖αk‖ −
ǫ2
2N
)
+
N∑
k=N1+1
( ‖αk‖
1− ‖αk‖ −
ǫ2
2N
)
>
N∑
k=1
‖αk‖
1− ‖αk‖ −
ǫ2
2
> Q(µ)− ǫ2.

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Lemma 7.2. Assume β > βc. Then, for any ξ ∈ K0,∫
Q(µ)ξ(dµ) =∞. (7.4)
Proof. Let ξ ∈ K0 be given. Notice that ξ{µ ∈ X˜ : ‖µ‖ = 1} = 1 by part (2) of Theorem 5.1.
Suppose, towards a contradiction, that ∫
Q(µ)ξ(dµ) <∞. (7.5)
This implies ξ{µ ∈ X˜ : N(µ) = 1} = 0. Let η be a X˜ -valued random variable whose law is ξ and Y
be a random field with the same law as X and independent of η. Since T η = η, the law of
ηˆ(du) =
eβY (u) η ∗ Z(du)∫
N×Rd e
βY (w)η ∗ Z(dw)
is also ξ. We observe that
E[Q(ηˆ)|η] =
∑
i∈N
E
[ ∫
eβY (i,x) αi ∗ Z(dx)∑
j 6=i
∫
Rd
eβY (j,x)αj ∗ Z(dx)
∣∣∣η]
=
∑
i∈N
E
[ ∫
eβY (i,x) αi ∗ Z(dx)
∣∣∣η]E[ 1∑
j 6=i
∫
Rd
eβY (j,x)αj ∗ Z(dx)
∣∣∣η]
>
∑
i∈N
E
[ ∫
eβY (i,x) αi ∗ Z(dx)
∣∣∣η]
E
[ ∑
j 6=i
∫
Rd
eβY (j,x)αj ∗ Z(dx)
∣∣∣η] =
∑
i∈N
‖αi‖∑
j 6=i
‖αj‖ = Q(η),
which is a contradiction. 
The following result is a reformulation of Theorem 1.2:
Theorem 7.3.
(a) If β > βc, then (ρi)i≥0 is geometrically localized with positive density.
(b) If β ≤ βc, then for any δ ∈ (0, 1) and any K > 0,
lim
n→∞
1
n
n−1∑
i=0
1{ρi∈Gδ,K} = 0 P-a.s. (7.6)
Proof. (a) Let δ > 0 be given. The left-hand side of (7.1) can be expressed in terms of the empirical
measure ψn:
1
n
n−1∑
i=0
1{ρi∈Gδ,K} =
1
n
n−1∑
i=0
δρi(Gδ,K) = ψn−1(Gδ,K).
Therefore, it suffices to show that there are K > 0 and θ > 0 such that
lim inf
n→∞
ψn(Gδ,K) ≥ θ. (7.7)
LOCALIZATION OF DIRECTED POLYMERS IN CONTINUOUS SPACE 54
To see this, let us define
Uδ := {µ ∈ X : m(µ) > 1− δ} =
∞⋃
K=1
Vδ,K . (7.8)
By Lemma 7.2, for all ξ ∈ K0,
ξ(Uδ) > 0. (7.9)
The lower semi-continuity of m implies that Uδ is an open set, so the map ξ → ξ(Uδ) is also lower
semi-continuous. Together with the compactness of K0, we have
θ := inf
ξ∈K0
ξ(Uδ) > 0. (7.10)
For each ξ ∈ K0, we can use (7.8) and monotonicity of Vδ,K in K to choose K = Kξ <∞ such that
ξ(Vδ,K) > (1− ǫ)θ.
The upper semi-continuity ofWδ implies that the map ξ → ξ(Vδ,K) is lower semi-continuous. Hence,
there is rξ > 0 such that
inf
ζ∈B(ξ,rξ)
ζ(Vδ,Kξ) > (1− ǫ)θ.
Since K0 is compact and {B(ξ, rξ/2)}ξ∈K0 is a open covering of K0, we can choose a finite sub-
covering {B(ξi, rξi/2)}ni=1. Now let K = max
1≤i≤n
{Kξi}, r = min
1≤i≤n
{rξi/2}. Using the finite open
covering of K0 above and (7.2), we have
W(ξ,K0) < r ⇒ ξ(Vδ,K) > (1− ǫ)θ ⇒ ξ(Gδ,K+1) > (1− ǫ)θ.
Notice that lim
n→∞
W(ψn,K0)→ 0 from Theorem 4.10. Therefore, letting ǫ ↓ 0, we obtain (7.7).
(b) Suppose β ≤ βc and let δ ∈ (0, 1), K > 0, and ǫ > 0 be given. We write
Gn =
{
i ∈ {0, . . . , n− 1} : max
x∈Rd
ρi
(
BK(x)
)
> 1− δ
}
.
Then, (7.6) is equivalent to
lim
n→∞
|Gn|
n
= 0 P-a.s. (7.11)
Recalling Theorem 5.3, we can write
lim
n→∞
1
n
n−1∑
i=0
max
x∈Rd
ρi
(
BK(x)
)
= 0 P-a.s.
Therefore, there is N ∈ N such that
1
n
n−1∑
i=0
max
x∈Rd
ρi
(
BK(x)
)
< (1− δ)ǫ for all n ≥ N,
and for such n, we have |Gn|/n < ǫ. Letting n→∞ and then ǫ ↓ 0, we obtain (7.11). 
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