Conditional combination of phylogenetic data requires de nition of explicit criteria for combinability (Bull et al., 1993) . In this context, combinability refers to the methodological validity of combining multiple sources of phylogenetic data, given the underlying assumptions (explicit or otherwise) of the analysis. Combinability has been evaluated by the effect of data set combination on phylogenetic accuracy: Combinable data sets increase accuracy (Bull et al., 1993; Cunningham, 1997b) . When inferential methods are statistically consistent, this convergent property is guaranteed by statistical homogeneity of the data sets to be combined: Increasing sample size increases precision. In a phylogenetic context, data homogeneity can be de ned as the sharing of a single history (topological patoffshoot of avian stem-Evidence from ®-crystallin A sequences. Nature 311:257-259. SWOFFORD, D. L. 1999 tern of ancestor-descendant relationships among terminals) and uniform probabilities of change among character states (e.g., branch lengths and relative frequencies of character state transformation). Data sets sampling the same phylogenetic history, but with drastically different evolutionary dynamics, could yield biased estimates when combined and analyzed using a model and parameters with a poor t to at least one of the partitions. For molecular data, these requirements are explicit in the calculation of conditional probabilities based on the maximum-likelihood criterion, where the overall likelihood is the product of individual site likelihoods, under the assumption that site patterns are independent and identically distributed (Felsenstein, 1981) . However, likelihood methods allow this requirement to be relaxed in various ways, such as by allowing sites to vary in rate (Yang, 1993) or relative probabilities of characterstate transformations (Yang, 1996) . Given that homogeneity of these transformation probability parameters can be relaxed, the most basic requirement of combinability is topological congruence (e.g., Mason-Gamer and Kellogg, 1996) .
Whereas tests of congruence (Huelsenbeck and Bull, 1996) and process homogeneity (e.g., Sullivan, 1996; Yang, 1996) are selfevident (if computationally demanding) within a maximum-likelihood framework, the same has not been true for parsimony. This lack, in conjunction with debate regarding the effects of combining data with differing evolutionary rates in parsimony analysis, has contributed to signi cant controversy over how data homogeneity, topological congruence, and combinability should be assessed and interpreted (Bull et al., 1993; Kluge and Wolf, 1993; Chippindale and Wiens, 1994; Lutzoni and Vilgalys, 1995; Brower et al., 1996; Mason-Gamer and Kellogg, 1996; Nixon and Carpenter, 1996; Cunningham, 1997a Cunningham, , 1997b DeSalle and Brower, 1997; Lutzoni, 1997) . One of the procedures that has been developed in a parsimony context is the incongruence length difference (ILD) test (Farris et al., 1995a (Farris et al., , 1995b . The test is based on the ILD index of Mickevich and Johnson (1976) , which measures the proportion of inferred homoplasy attributable to the combination of individual data sets or partitions, which may each require con icting minimal-length topologies. The index can be de ned as (i T ¡ i W )=i T , where i T is the total number of homoplastic character changes required under parsimony on the shortest tree for two or more data sets analyzed simultaneously, and i W is the sum of homoplastic changes required for each data set on its own minimum length tree (or trees). The ILD test compares the value of this index with a null distribution generated by random permutation of characters among partitions (in practice, only the sum of the tree lengths from separate analyses is calculated and compared with its permuted null distribution). The ILD test was intended to detect the presence of strongly supported character con ict ("hard" incongruence) among individual data sets within a combined analysis (Farris et al., 1995a (Farris et al., , 1995b . However, the test has gained wide usage in parsimony analyses both as a test of topological congruence (e.g., testing the clonality of fungi; Koufopanou et al., 1997; Geiser et al., 1998; Carbone et al., 1999) and more generally as a test of combinability (Cunningham, 1997a (Cunningham, , 1997b Swofford, 1998) .
Although the test is widely used, a number of authors have noted peculiarities in its behavior that have called into question its validity as a criterion for congruence and combinability. In one of the few studies of the effect of combining data sets with varying signi cance with the ILD test, Cunningham (1997a) concluded that the ILD test performed best in predicting when data should be combined, compared with the tests of Templeton (1983) and Rodrigo et al. (1993) . This conclusion was based on an analysis of the effects of adding together individual partitions in estimation of a phylogenetic hypothesis strongly supported by all the available data (proxy for a "known" phylogeny). However, Cunningham (1997a) suggested that a critical ® value of somewhere between 0.01 and 0.001 was a more appropriate criterion for rejection of combinability than the generally accepted 0.05 level, suggesting an excessive type I error rate for the ILD test as a measure of combinability (see also Sullivan, 1996) . Graham et al. (1998) obtained significant ILD values when testing for incongruence between sequence data from the chloroplast genome and morphological data in the angiosperm family Pontederiaceae but interpreted this con ict as the result of high levels of homoplasy in the morphological data. To support this contention, they performed the ILD test using their molecular data and random data sets with four equiprobable states, generated using the "Fill random" option in MacClade (Maddison and Maddison, 1999) . Despite low structure retention in the 50% bootstrap majority rule consensus for these "random" data sets, all 20 of their replicates were incongruent with the molecular data at ® · 0:01. These results suggested that the ILD test might have an excessively high type I error rate as a test of congruence. Specically, they indicated that this effect might be caused by disparity in levels of homoplasy among data sets. These results and others (e.g., Cunningham, 1997b; Stanger-Hall and Cunningham, 1998; Yoder et al., 2001) have suggested that the test might be biased or inaccurate as a measure of both combinability and congruence.
Recently, Dolphin et al. (2000) performed a series of data set manipulations that showed conclusively that signi cance values of the ILD test are related to disparity in levels of homoplasy between two or more data sets. In their investigation, they permuted character states among taxa for increasingly large proportions of perfectly consistent binary data sets. These perturbed data sets were evaluated for congruence with unmanipulated data using the ILD procedure. As the proportion of permuted characters increased, the signi cance of the ILD likewise increased, although no well-supported structure should have been retained in the permuted data. Dolphin et al. concluded that differing levels of homoplasy between the two data sets per se caused the signi cant result. Their gure 3 shows the underestimation of homoplasy characteristic of the parsimony method (Archie and Felsenstein, 1993) , which underlies the signi cant ILD values. Darlu and Lecointre (2002) generalized this result to molecular data simulated under a variety of evolutionary conditions. They found significant con ict between data sets evolved on a single tree but with contrasting lineagespeci c rates of evolution and patterns of among-site rate variation (simulated using a 0 distribution of rates; Yang, 1993) .
These results suggest that the ILD test is not a valid measure of "hard" (well supported) incongruence. However, it remains to be seen whether the ILD test is an appropriate measure of data set combinability. The ILD test could be a good measure of combinability without being an appropriate test of congruence (a necessary but not suf cient condition of combinability). Speci cally, the test may combine phylogenetic congruence and uniformity of character transformation probabilities inextricably, as in a test of homogeneity (regarding which, nota bene the current naming of the ILD implementation in PAUP ¤ is the partition homogeneity test; Swofford, 1998) . To evaluate the utility of the ILD test, it must be examined not only with regard to the evolutionary conditions that yield signi cance but with an exploration of the consequences of data set combination as a function of the test's signi cance.
Here, we explore the interrelated properties of congruence, homogeneity, and combinability in the context of the ILD test. We explain brie y the underlying statistical difculty with the ILD test as a measure of congruence and discuss its potential utility as a test of homogeneity among data partitions.
The ILD test appears to be an inappropriate measure of congruence and homogeneity under reasonable simulated conditions of molecular evolution. We also assessed the utility of the ILD test as a criterion for data set combinability, as estimated by its predictive value with regard to the effect of data set combination on phylogenetic accuracy.
METHODS

DNA Sequence Data Simulations
Pairs of identical-size data sets for evaluation via the ILD test were generated stochastically according to established models of DNA sequence evolution. Contrasts between data sets in a number of factors (e.g., sample size, average substitution rates, substitution models, and lineage-speci c and sitespeci c rate heterogeneity) are common in molecular data (e.g., Reed and Sperling, 1999; Wilgenbusch and de Quieroz, 2000) , and some of these factors are known to affect signi cance of the ILD (Darlu and Lecointre, 2002) . In this study, the only difference between pairs of data sets tested was in evolutionary rate. However, each rate comparison was repeated under a number of evolutionary models (Table 1 ). All data sets were generated using Seq-Gen 1.1 (Rambaut and Grassly, 1997) , which allows a multiplier to be applied to all branches of an input phylogeny (option ¡s). All unique pairwise comparisons were made between data sets with multipliers of 1 (the base model tree and branch lengths), 5, 10, and 50 (a total of 10 rate comparisons, i.e., 1:1, 1:5, : : : , 50:50). These 10 unique rate comparisons were repeated under a variety of simulated conditions of DNA sequence evolution, determined by three main axes: (1) tree shape, (2) base frequency skewness, and (3) transition/transversion bias (see Table 1 ). Two symmetric (perfectly balanced) base model trees were chosen for testing, one with equal branch lengths set at 0.077 (in expected number of changes per site) and the second with the ve internal branches set at 0.012 TABLE 1. Conditions of DNA sequence simulations. Conditions indicated by each row were implemented with the base rates (unscaled branch lengths indicated under Tree shape) and with branch lengths scaled by multipliers of 5, 10, and 50. Within each model, 100 replicates (with 1,000 characters evolved at each rate) of all unique pairwise rate comparisons (1:1, 1:5, : : : , 50:50) were evaluated via the ILD procedure (Farris et al., 1995a (Farris et al., , 1995b , yielding "error" estimates for a total of 80 simulated conditions. b JC69- Jukes and Cantor, 1969; K2P-Kimura, 1980; F81-Felsenstein, 1981; HKY85-Hasegawa et al., 1985. and the eight external branches set at 0.118 (see Table 1 ). The total tree length in both cases was 1.000 (values rounded). Branch lengths generated with the base rate and with multipliers of 5 and 10 represent reasonable levels of comparison frequently encountered in problems of phylogeny estimation using DNA sequence data. The multiplier of 10 yielded data with phylogenetic signal signi cantly degraded by multiple substitutions (pers. obs.), and a multiplier of 50 yielded data sets that were nearly randomized. The base model of sequence evolution used was that of Jukes and Cantor (1969; JC69) , which has a single rate for all nucleotide substitutions and equal representation of all four bases. Two evolutionary parameters were varied from this base model to assess their impact on signi cance values of the ILD test. The rst of these was base frequency skewness, which was imposed by setting base frequencies for G and C to 37.5% and those for A and T to 12.5% (corresponding to the model of Felsenstein, 1981; F81) . The second factor was the proportion of transitions to transversions, which was set to 5 to mimic the observed skewness in some data sets (e.g., mitochondrial DNA; corresponding to the model of Kimura, 1980; K2P) . These departures were also imposed simultaneously (the model of Hasegawa et al., 1985; HKY85) . All 10 rate comparisons were made for each of the four substitution models (JC69, K2P, F81, and HKY85) using both of the model trees (even and short internal), yielding a total of 80 comparisons.
Statistical Evaluation of the ILD For each of the 80 simulated comparisons, 100 replicate data sets of 1,000 characters per partition were generated (one partition for each of the two rates being compared under a given substitution model and tree). Each of these replicate data sets was analyzed using the ILD procedure as implemented in PAUP ¤ 4.0b8 (Swofford, 1998) using the branch-andbound search algorithm with 100 permutation replicates to generate the null distribution. The fraction of ILD null replicates greater than the initial value (the "signicance" value of the ILD) was recorded for each simulation replicate.
A more extensive analysis of the data sets simulated under the HKY85 model of sequence evolution was conducted. In addition to the ILD signi cance values, the inferred most-parsimonious tree (or trees, found via the branch-and-bound algorithm) for each of the two partitions separately and the two partitions analyzed simultaneously were recorded. Congruence between these trees and the generating tree was quantied by the normalized consensus fork index (nCFI; Colless, 1980) , which has its maximum at complete congruence with the generating tree and its minimum when the inferred tree shares no nodes with the generating tree. Changes in the accuracy of phylogenetic estimation with data combination (1nCFI) were estimated by subtracting the nCFI of the lowrate data set (which invariably provided a better estimate of phylogeny under the simulation conditions used here) from the nCFI of the combined analysis (for single-rate comparisons, the choice of single data set nCFI was arbitary). Thus, if data combination increased accuracy over the best single data set in terms of the number of correctly inferred nodes, 1nCFI was positive, and vice versa. Signi cance of the ILD (using ln-transformed P values; Cunningham, 1997b) was evaluated for its value as a predictor of 1nCFI via least-squares regression (StatView 5.0.1, SAS Institute). The effect of combination was also quanti ed discretely as negative (1nCFI < 0) versus neutral/positive (1nCFI¸0), and the signi cance of the ILD for these cases (® · 0:05) was noted. These data were subjected to a Â 2 contingency table analysis to determine whether signi cance of the ILD successfully predicted negative effects of data set combination.
RESULTS
Signi cance Values of the ILD as a Function of Model Conditions and Rate Comparison
The results of ILD evaluations of simulated DNA sequence data are summarized in Figure 1 . Comparisons of data sets evolved at identical rates yielded very few signicant values, even for extremely high rates (data sets evolved with a multiplier of 50 were essentially randomized; uncorrected p distances among sequences were ¼0.75, the random expectation with even base frequencies). Comparisons of data sets with contrasting rates of nucleotide substitution, especially the 1:10, 1:50, 5:10, 5:50, and 10:50 comparisons, demonstrated signi cance values for the ILD test markedly in excess of 0.05. Rate comparisons based on the model tree with equal branch lengths showed rather abrupt transitions between failure to detect signi cant differences and complete rejection of the null hypothesis (e.g., rate proportions of 1:10 versus 1:50), especially for comparisons on this tree that included a transition/transversion bias (K2P and HKY85 models).
Increases in external branch lengths at the cost of decreasing internal branch lengths yielded reduced signi cance levels of the ILD test, in cases where the test yielded signi cant values with equal branch lengths (Figs. 1A, 1B) . However, where signi cance values were low with equal branch lengths (1:1, 1:5, 5:5, 10:10), the percentage of signi cant comparisons tended to increase on the unequal branch length tree. Imposition of a transition/transversion bias generally reduced the signi cance levels of the ILD. When combined with skewed branch lengths, imposition of a transition bias had a reduced effect, although in general it still decreased the proportion of signi cant values. Overall, skewed base frequency had little effect on observed signi cance values, the most noticeable being the comparison for the unequal branch length tree with transition/transversion bias, where addition of base frequency skewness (K2P versus HKY85) appeared to have a slight reducing effect on signi cance levels.
ILD as a Predictor of Phylogenetic Accuracy with Data Combination
Somewhat surprisingly given the highly signi cant ILD values found for many of these simulated data sets (Fig. 1) , phylogenetic accuracy of individual data sets and data sets in combination was extremely high (generally¸90% of replicates recovered the generating tree, except rate 50 data and extreme rate comparisons under the HKY85 model). Levels of accuracy for most models of sequence evolution (JC69, F81, and K2P) were high enough that there was little variation available for analysis of the ILD test as a predictor of accuracy. For this reason, we focused on analysis of the HKY85 model data (Fig. 2) . Even for these data, levels of accuracy were very high for the even-branch-length trees, except for data sets including only characters evolving at the base rates with a multiplier of 50 ( Fig. 2A) . With 2,000 characters, even the rate 50 data yielded the correct tree in 2 of 100 replicates, indicating that not quite all phylogenetic signal was eliminated.
Phylogenetic accuracy of individual and combined data sets was severely compromised for characters evolved on the shortinternal-branches tree (Fig. 2B) . Even the base rate data failed to recover the correct tree in 14.5% of the replicates with 1,000 characters, although doubling the data set size increased accuracy to 100% (see 1:1 combined data set, Fig. 2B ). The generating tree was never recovered from rate 50 data with this tree shape. In general, increasing substitution rates decreased accuracy for individual data sets and for Table 1 for parameters used in each simulation. The ratios under each bar indicate the rate comparisons being reported (e.g., 5:10 indicates data sets simulated on the base tree with branch length multipliers of 5 and 10, respectively, were being prepared). FIGURE 2. Phylogenetic accuracy of data sets evolved under the HKY85 model of sequence evolution with (A) equal branch lengths or (B) short internal branches (see Table 1 ). Boxplots indicate the distribution of accuracy of parsimony trees compared with the tree used to generate the data sets (as measured by the normalized consensus fork index, nCFI; Colless, 1980) . The center horizontal line of each box indicates the median accuracy of a given data set composition, the lower and upper boundaries of each box indicate the 25th and 75th percentiles of data set accuracy, the whiskers outside each box extend to the 10th and 90th percentiles, and individual values in the lowest and highest 10% of the distribution are plotted as circles (one or more of these features may coincide if the corresponding percentiles overlap; e.g., data sets with 100% accuracy are represented by a single horizontal line). Accuracy of single data sets (1,000 bases, left) was estimated from 1000 replicate data sets, and that of combined data sets (2,000 bases, right) was estimated from 100 replicates. The values at the top of the box plots indicate the percentage of these replicates that recovered the tree used to generate the data sets. combined single-rate data sets. Combining high-rate data sets with low-rate data sets generally decreased phylogenetic accuracy relative to averages for the lower rate data alone. The only exceptions to this trend were the combination of rate 1 and rate 5 data, which only slightly decreased accuracy of inference over rate 1 data alone, and the combination of rate 5 and rate 10 data, which signi cantly improved accuracy over rate 5 data (Fig. 2B) .
Variance around this general pattern of reduced accuracy with combination of high-and low-rate data was examined for evidence of the predictive value of the ILD. Speci cally, we asked whether signi cance of the ILD was a good predictor of the effect of combining two data sets on the accuracy of the combined estimate. We measured this effect relative to the better of the two separate estimates (invariably the lower rate data set under the conditions simulated here). For the HKY85 model of evolution, on the shortinternal-branch tree, the ILD P value was a signi cant predictor of the effect of data combination on relative accuracy, as evaluated by simple regression (Fig. 3) . Thus, decreasing signi cance for the ILD (higher ILD P values) is related to overall increases in phylogenetic FIGURE 3. Least-squares regression of the effect of data set combination on phylogenetic accuracy (1nCFI) as predicted by signi cance levels of the ILD (lntransformed ILD P values; includes data generated using the HKY85 model with the short-internal-branchlength tree). The equation of the regression line is 1nCFI D 0.081 C 0.082[ln(ILD P value)]; r 2 D 0.11, P regression < 0:01. (Table 2) . Although ILD signi cance was a signi cant predictor of the effect of data set combination on accuracy, the amount of variation in this effect explained by the ILD P value was extremely small (coef cient of determination, r 2 D 0:11).
DISCUSSION
ILD Signi cance as an Indicator of Topological Congruence
In agreement with previous results (Cunningham, 1997a; Graham et al., 1998; Dolphin et al., 2000; Yoder et al., 2001; Darlu and Lecointre, 2002) , the simulations presented here strongly support the contention that the ILD procedure is, under certain conditions, biased as a test of congruence, that is, in terms of shared phylogenetic history. The proportion of individual ILD signi cance values · ® (® D 0:05) in our simulations indicates the type I error rate of the ILD as a test of topological congruence at that value of ® (the probability of rejecting congruence given that congruence is true, which is the case because the data sets were generated from the same tree). In most cases simulated here, this proportion far exceeded the target value of 0.05. All of the factors varied, including transition/transversion ratio bias, base composition, and internal:external branch length proportions, appear to have their main effects by in uencing the amount of structure in the more structured data set. The higher the contrast in degree of structure between the two data sets, the stronger the effect on signicance levels of the ILD. Imposing a transition bias or base composition skewness or reducing the length of the internal branches on the model tree have the effect of reducing the level of contrast in strength of phylogenetic signal (as quanti ed by the consistency and retention indices) between individual data sets, especially in the most extreme cases (e.g., rate < 50 versus rate 50 comparisons).
The results presented here expand upon previous conclusions regarding the behavior of the ILD drawn from studies of randomized data. Dolphin et al. (2000) previously argued that signi cance of the ILD in comparisons of randomized and structured data was due to the nonlinear relationship between increasing homoplasy levels and parsimony estimates of tree length. This consistent underestimation of character change inherent to parsimony procedures is well documented and has fueled continuing debates over the appropriateness of various measures of homoplasy and phylogenetic signal (reviewed by Archie, 1996) . Speci cally, Archie and Felsenstein (1993) noted that the length of shortest trees for random data is usually substantially lower than that of random trees. In the context of the ILD, combined analysis of random and structured data will result in higher estimates of character change for the randomized characters than would be obtained on minimum-length trees generated using those characters alone. If the structured characters dominate in producing trees for the null replicates of the test, the mode of the null distribution will be shifted up a number of steps depending on the degree to which parsimony underestimates amounts of character change for the randomized characters alone. Consequently, comparison of the initial summed tree lengths (with changes in the randomized data signi cantly underestimated in the separate analysis) with the null will yield a conclusion of signi cance. The current results (as well as other simulation data; Darlu and Lecointre, 2002) indicate that this effect can be signi cant for data that contain phylogenetic information (nonrandomized data) but that exhibit varying levels of homoplasy and structure because of varying rates and patterns of evolution. Data that share a single history can, because of differences in evolutionary dynamics, exhibit signi cant incongruence as measured by the ILD test.
This dif culty with the application of the ILD test as a criterion of topological congruence (a measure of shared phylogenetic history) could prompt at least two responses, that is, retention of the ILD as a criterion under certain conditions or in some modied form, or rejection of the ILD as a criterion (and possibly its resurrection in some other role). Regarding the former option, delineation of conditions under which the test might be biased offers one potential remedy. A full de nition of the parameter space within which the ILD test might be a statistically valid test of congruence is beyond the scope of this study. A number of factors other than evolutionary rates and patterns may affect the performance of the test, such as resolving power, sample size, and the number of character states available (Lutzoni, 1997) . We have performed preliminary tests of the effects of resolving power (testing data sets against jackknifed subsets) and sample size (using independent data sets of differing sizes). Neither factor per se appears to be signi cant; however, both should have an impact to the degree that they affect the probability of recovering the generating tree in null model replicates when disparity in levels of homoplasy exists (predicting increased bias of the test in comparisons of large, relatively structured data sets with small, relatively unstructured data sets). Additionally, disparity in the number of available character states between data sets evolving at similar rates will result in different levels of homoplasy at suf ciently high rates of change.
Regarding the conditions tested in our study, examination of homoplasy indices for the data sets used in these simulations provides some useful information. Figure 4 summarizes consistency index (CI) and retention index (RI) values for the simulated DNA data sets. CI values are conspicuously high, even for essentially randomized data (rate 50), because of the small number of taxa in each data set. Graphically, the RI values appear more useful in discriminating among VOL. 51 FIGURE 4. (A) Ensemble consistency index (CI) and (B) retention index (RI) for the simulated DNA sequence data sets. Error bars indicate the 95% con dence interval of each value. Reported values are for individual simulated data sets from associated shortest trees as found by the branch-and-bound search algorithm of PAUP ¤ (Swofford, 1998). data sets, although the overall pattern is essentially the same as that displayed by the CI. For those cases where the ILD test absolutely rejects the null hypothesis (all comparisons with rate 50), the RI of 0.25 indicates the essentially random nature of the high-rate data set. Basically, comparison of RI D 0.25 DNA data with any more structured data (RI > 0.25) yielded signi cant ILD values.
In contrast, when the model tree is less easily estimated (i.e., short internal branch lengths), RI values for the lower rate data (speci cally 5 and 10) drop to levels similar to those for the rate 50 data (RI D 0.25, Fig. 4B ), and the ILD test yields less significant values. An intermediate case is that of the 5:10 rate comparison under a JC69 model (Fig. 4B) . In this case, RI values are approximately 0.45 for the rate 5 data and 0.30 for the rate 10 data; comparison of these data sets indicates signi cant (40% type I error rate, Fig. 1A ) bias in the ILD on the null hypothesis of congruence. Although there is a general trend in contrasting RI values being associated with signi cant values of the ILD, even very small contrasts in RI may still be associated with signi cance. For example, the 5:50 rate comparison under the K2P model with unequal branch lengths yields signi cant values of the test in 30% (Fig. 1B) of the simulated replicates, but examination of data set RI values indicates that they are essentially identical (RI ¼ 0.25, Fig. 4B ). For this reason, it may be more appropriate to seek alternatives to the ILD as a criterion of congruence or to create modi cations of the ILD that would make it a valid criterion of congruence.
ILD as an Indicator of Homogeneity
Although one option for dealing with the behavior of the ILD test would be to abandon it as a criterion of topological congruence (i.e., shared phylogenetic history), this begs the question of what exactly the ILD is measuring. One candidate interpretation of the ILD test is as a measure of homogeneity among data partitions. With this interpretation, the proportion of ILD signi cance values · ® in our simulations is an indication of the test's statistical power to detect heterogeneity (¯; probability of rejecting homogeneity given that homogeneity is false). Under this interpretation, the ILD test seems to fare poorly. In Figure 1B , for the HKY85 model of evolution with the short-internalbranches tree and the most extreme rate comparison (1:50), only »50% of ILD replicates reject homogeneity at the ® D 0:05 level.
To place this value in an appropriate context, we used a maximum-likelihood approach (Yang, 1996) to detect amongpartition rate heterogeneity in a combined data set generated under the same model of evolution (HKY85 with the short-internalbranch tree) but with the smallest relative difference in rates (5:10) and the highest ILD P value of all replicates generated under this model ( P D 1:00). A likelihood ratio test comparing the t of a single-rate model with that of the two-rate model to these data under the HKY85 model of evolution (using the generating tree) was highly signi cant (¡2 lǹ D 268:96, df D 1, P < 0:001; calculated using PAML 3.0c; Yang, 2000) . Even under the simplest model of DNA substitution (JC69; a poor t to these data), this rate difference was easily detectable (¡2 ln`D 107:97, df D 1, P < 0:001). Thus, in a case with the smallest contrast in rates between partitions simulated here and the largest number of factors that might obscure this contrast (base composition skewness and transition bias), the maximum-likelihood method was easily able to detect the difference. The ILD test consistently indicated heterogeneity in only the cases of greatest contrast (e.g., comparisons with rate 50 data). Thus, if the ILD test were a measure of rate homogeneity, it is an extremely inef cient one relative to other methods currently available for analysis of molecular data. In addition, the results of Darlu and Lecointre (2002) indicate that the test has little power to detect other types of heterogeneity, such as differences in lineage-speci c and site-speci c rate heterogeneity.
ILD as a Criterion of Combinability
Although data set homogeneity guarantees increasing phylogenetic accuracy with data set combination when analytical methods are statistically consistent, combining heterogeneous data can also increase accuracy, even if the analysis does not explicitly incorporate that heterogeneity. For example, Figure 2B indicates that the combination of rate 5 and rate 10 data signi cantly increased the average accuracy of phylogenetic estimation using parsimony. Others have argued that varying levels of homoplasy in different data sets might contribute to an overall robust signal (Barrett et al., 1991; Nixon and Carpenter, 1996; Vidal and Lecointre, 1998; Wenzel and Siddall, 1999) . Although it may be advantageous to combine heterogeneous data, ideally some criterion should be used to indicate whether or not data combination is desirable in individual cases.
To evaluate the ILD as a criterion for combinability, we analyzed changes in phylogenetic accuracy accompanying data set combination as a function of ILD P values. Increasing ILD P values (i.e., decreasing signi cance levels) were correlated with improvements in phylogenetic accuracy with data set combination (Table 2) . However, the relationship was extremely weak (Fig. 3) , and the amount of variance in improvement explained was generally small (»10%). We also examined this question from a less stringent point of view, asking whether or not signi cant ILD values were more likely to be associated with decreases in accuracy (and conversely whether nonsigni cant ILD values were generally associat ed with, at worst, neutral effects of data set combination). Our Â 2 analysis of the HKY85 data on the shortinternal-branches tree indicate that this trend exists and is signi cant (Table 2) . However, nearly 30% of combined data sets with nonsigni cant ILD values still had reduced accuracy relative to the better of the two separate analyses, and nearly half of the combined data sets with signi cant ILD values showed increased accuracy. In sum, the ILD appears to be a relatively poor indicator of data set combinability with the criterion of phylogenetic accuracy and should not be used for this purpose even when using low critical ® values between 0.01 and 0.001 (see Sullivan, 1996; Cunningham, 1997a) .
CONCLUSIONS
We have brie y reviewed the three related concepts of topological congruence, homogeneity among data partitions, and combinability speci cally with regard to the utility of the ILD test in decisions regarding phylogenetic data analysis. Our simulation study supports previous studies in rejecting the ILD test as a unbiased measure of phylogenetic congruence (Graham et al., 1998; Dolphin et al., 2000; Darlu and Lecointre, 2002) . The observed bias occurs under a biologically realistic range of parameters and cannot be easily predicted from observed levels of homoplasy. Our results further indicate that the ILD test has relatively little statistical power to detect substitution rate heterogeneity, especially relative to available alternative methods. Although significance values of the ILD broadly predict the effect of data set combination on phylogenetic accuracy, a great deal of variation in this effect is left unexplained and decisions regarding data combination based on the ILD would be misleading in a large proportion of cases. Beyond the realm of combinability testing per se, the ILD has been used as a criterion for model choice in combined data analysis (e.g., Giribet et al., 2001 ), but recent results suggest that even this use may be problematic (Dowton and Austin, 2002 ). The precise utility and appropriate uses of the ILD test remain to be established.
