Motivation: A primary objective of microarray studies is to determine genes which are differentially expressed under various conditions. Parametric tests, such as two-sample t -tests, may be used to identify differentially expressed genes, but they require some assumptions that are not realistic for many practical problems. Non-parametric tests, such as empirical Bayes methods and mixture normal approaches, have been proposed, but the inferences are complicated and the tests may not have as much power as parametric models. Results: We propose a weakly parametric method to model the distributions of summary statistics that are used to detect differentially expressed genes. Standard maximum likelihood methods can be employed to make inferences. For illustration purposes the proposed method is applied to the leukemia data (training part) discussed elsewhere. A simulation study is conducted to evaluate the performance of the proposed method.
INTRODUCTION
Microarray technology has been increasingly used in medical studies such as cancer research. This technology makes it possible to measure the expressions of thousands of genes simultaneously under a variety of conditions. The objectives of microarray studies often include finding genes which have different expressions between conditions and making predictions on outcomes such as tumor types in cancer research. In most cases, the predictions are based on those genes that are differentially expressed, and therefore, detection of differentially expressed genes plays an important role.
Commonly used methods for identification of differentially expressed genes include qualitative observations, heuristic rules such as cutoff settings, and model-based probability analyses. Iyer et al. (1999) discussed an approach based on choosing genes with expression changes from at least two arrays being more than 2.20 times of their baseline expressions. DeRisi et al. (1997) considered to select genes that have at least 2-fold changes over their baseline expressions. These heuristic rules just focused on the absolute expression changes of genes. Variation of gene expressions was not accounted for. Moreover, the decisive values for identifying differentially expressed genes are arbitrary. Thus, these methods have not been used widely.
Several probability approaches have been proposed to detect differentially expressed genes. One intuitive method is the two sample t-test. Two sample t-tests select genes that have significantly different means between conditions. One problem for using two sample t-tests is that some genes with small differences between conditions may be selected because of their very small within group variation. To correct the effect of the small variance, Tusher et al. (2001) proposed a modified t-statistic for which a constant is added to the denominator of the traditional t-statistic. As microarray data commonly contain various types of variation, the normality assumption of expression measurements is often not adequate (Hunter et al., 2001) , and therefore the normal-distribution-based inference may not be valid. In this context, non-parametric methods are more attractive because no specific distributions of data are required. Dudoit et al. (2002) used a non-parametric t-test with a corrected family-based error rate to detect differentially expressed genes. Tusher et al. (2001) discussed significant analysis of microarrays (SAM) in which repeated measurements are permuted to estimate the false discovery rate of differentially genes. Efron and Tibshirani (2002) considered a Wilcoxon statistic and estimated the associated distributions using an empirical Bayes approach. Pan et al. (2002) applied a mixture normal approach to a t-type statistic when the sample size under each condition is even. Zhao and Pan (2003) further proposed a modified statistic which overcomes the disagreement of the null statistic and test statistic under the null hypothesis (no differential expressions here), and their method can be used for data without even numbers of samples. The basic idea of those non-parametric approaches is to construct a null and a test statistics which have the same distribution under the null hypothesis, and deviation of the distribution of the test statistic under the alternative hypothesis is used to identify differentially expressed genes. The distributions of the null and test statistics under the null and alternative hypotheses are estimated non-parametrically.
Although non-parametric methods have the advantage of not requiring a specific distribution form, there are some drawbacks. The inferential procedures based on non-parametric methods are generally complex (Efron et al., 2000;  http:// www-stat.stanford.edu/tibs/research.html). Non-parametric estimates may not be as efficient as the parametric estimates, and therefore the tests for differentially expressed genes may not have adequate power. Non-parametric Wilcoxon test, for example, is rank based and does not make use of all available information for genes, thus it may have low power to identify differently expressed genes (Thomas et al., 2001) . Furthermore, as pointed out in Pan (2002) , the Wilcoxon test is not applicable when the expression levels of a gene may have unequal variances under the two experimental conditions.
In this paper, we propose to use a weakly parametric approach to characterize the density functions for both differentially and non-differentially expressed genes. Specifically we consider a spline function approach. This approach is widely used in survival analysis to model the hazard functions (e.g. He and Lawless, 2003) . It has appeal that no strong assumptions about the underlying distributions are needed, and the inferences are likelihood based and therefore straightforward. We use maximum likelihood methods to estimate the parameters involved in the density functions and the prior probability of differentially expressed genes. As a result, the posterior probability is applied to identify differentially expressed genes. The proposed method is applied to a real data set, and the results are compared with those obtained by some existing methods. A simulation study is also conducted to assess the performance of the proposed method. We end with concluding remarks.
METHODS

Microarray data
Let the matrix [Y ij ] denote a microarray data set of gene expressions, i = 1, . . . , N, j = 1, . . . , n, with rows being genes and columns being arrays (samples). Without loss of generality, consider two different experimental conditions, and let expression measurements for microarrays under conditions 1 and 2 be indexed by j = 1, . . . , n 1 , and j = n 1 + 1, . . . , n 1 + n 2 , respectively, where n 1 + n 2 = n. The entries of the matrix may be the log ratios in cDNA microarrays, or summary differences of the perfect match (PM) and mismatch (MM) scores from oligonucleotide arrays.
The primary interest here is to detect genes which are differentially expressed under the two conditions. In many applications, it is the focus to identify genes based on different mean expressions. For gene i, i = 1, . . . , N , assume that gene expressions follow the model
and
where µ i1 and µ i2 are the mean expressions of gene i under conditions 1 and 2, respectively, ij , j = 1, . . . , n 1 , and ik , k = n 1 + 1, . . . , n 1 + n 2 , are independent random errors with mean 0 and variances σ 2 1 and σ 2 2 , respectively. σ 2 1 and σ 2 2 are not necessarily equal. It is a common assumption that random errors are symmetric. Note that the normality assumption is not made here.
It is of interest to test the null hypothesis H o : µ i1 = µ i2 , i.e. whether or not gene i is differentially expressed under the two conditions. This may appear to be a problem of the two-sample comparison. However, the characteristics of microarray data limit the direct application of traditional statistical tests. The total number N of genes is large, usually larger than several thousands, whereas the numbers of arrays (n 1 and n 2 here) are usually small (<100; in some cases, the array numbers are <20). These features make traditional t-tests or non-parametric rank-based tests infeasible (Pan, 2003) . Furthermore, when multiple comparisons are needed, it is difficult to specify various significance levels.
To utilize the large size of N and information between genes, a plausible way is to select differentially expressed genes based on the distributions of some statistics related to all gene expression levels
For gene i let Z i and Z * i be statistics that have the same distribution under the null hypothesis H 0 : µ i1 = µ i2 . Under the alternative hypothesis H a : µ i1 = µ i2 , however, the distribution of Z i deviates from its distribution under the null hypothesis, whereas the distribution of Z * i does not change. Z * i and Z i are often called the null and test statistics. Several authors discussed the formulation of such summary statistics. The Wilcoxon statistic was discussed in Efron and Tibshirani (2002) . Pan et al. (2002) considered the t-type statistics when the sample sizes n 1 and n 2 are both even. Specifically, Zhao and Pan (2003) proposed the following form: 
It is reasonable to assume that all Z i s are independent and identically distributed (denoted by Z), and all Z * i s are independent and identically distributed (denoted by Z * ). Let the lower case letters z i and z * i be the realizations of Z and Z * , respectively, i = 1, . . . , N . Following Efron et al. (2001) , we assume that there are two classes of genes in a microarray study, in which one is the group of differentially expressed genes (denoted as D) and the other is the group of nondifferentially expressed genes (denoted as ND). Let the prior probabilities of the two classes be p 1 and 1 − p 1 , respectively. Suppose f 0 (z) is the prior conditional distribution of Z under the null hypothesis H 0 , and f 1 (z) is the prior conditional distribution of Z under the alternative hypothesis H a . The density function for the summary statistic Z can then be written as
and the posterior probabilities can be obtained by the Bayes theorem, as
or
Posterior probabilities Pr(D | Z = z) or Pr(ND|Z = z) may therefore be used to identify differentially expressed genes. Lee et al. (2000) and Newton et al. (2001) considered parametric approaches by assuming Normal or Gamma distributions for the prior densities. A non-parametric empirical Bayes method was discussed in Efron et al. (2001) to estimate the prior conditional density functions for the summary statistic and the prior probabilities for the classes of genes. A mixture normal model was considered in Pan et al. (2002) for the estimation. In this paper, we focus on estimation of the prior probabilities and prior conditional density functions. We propose to use a weakly parametric M-spline function form for the conditional densities, which does not require particular distribution assumptions. This method facilitates the characteristics of microarray data that a large number of genes are to be tested, but only a small number of samples are available for each condition. Maximum-likelihood methods are employed to estimate the parameters associated with the density functions. The posterior probabilities Pr(D | Z = z i ), or the ratios f 0 (z i )/f (z i ), are therefore utilized for the determination of differentially expressed genes.
Statistical modeling using M-spline function
A spline function is a piecewise polynomial function defined on an interval [L, U ] which is partitioned by a sequence of breakpoints, say, L = ξ 0 < ξ 1 <, . . . , < ξ K = U . The piecewise polynomials are forced to join smoothly at these breakpoints.
It is common to write spline functions in terms of linear combinations of a set of basis spline functions. That is, for any spline function g(x), there exists constants ρ s such that
where {M s (x), s = 1, . . . , r} is a set of basis spline functions. A set of basis splines that is particularly appealing to statisticians is the M-spline family (Ramsay, 1988) 
The M-spline basis functions M s (x; m, η) of order m are then defined recursively based on this knot sequence by
for t = 2, . . . , m; s = 1, . . . , 2m + K−t−1, and Since the M-spline functions are non-negative, a nonnegative spline function g(x) can be formulated via (4) with r = m + K − 1 by taking the coefficients ρ s to be nonnegative and specifying a basis of the M-spline functions of order m through (5). This formulation is flexible to postulate non-negative functions of various forms. In survival analysis, for example, hazard functions may be modeled by the Mspline functions to accommodate various structures of survival times (He and Lawless, 2003) .
We adapt this method to characterize a density function f (z) through its intensity function h(z) with
The intensity function h(z) is specified as a spline function with a basis of the M-spline functions through (4) and (5). Let Flexible density functions may be resulted from various specifications of the coefficients ρ s 's and the M-spline functions. In principal, choices of K are data dependent. For many problems, however, choosing K to be values from 6 to 10 would be adequate. The choice of K can also be determined using various model selection criteria such as the Bayesian Information Criterion (BIC) (Schwartz, 1978) . Setting m to be 3 gives rise to quadratic intensity functions, and this is usually adequate to specify various density functions.
Estimation and determination of differentially expressed genes
Using the spline function approach discussed in the previous section, we model the prior conditional distributions f 0 (z) and f 1 (z) as Let θ = (θ 0 , θ 1 , p 1 ) be the parameters to be estimated, where θ 0 = (ρ 1 , . . . , ρ r ) and θ 1 = (τ 1 , . . . , τ r ) . Estimation of θ may proceed with two steps. First, θ 0 or f 0 (z) is estimated based on the realizations z * i where the null hypothesis H 0 is assumed. That is, assuming no differential genes leads to the prior probability p 1 to be 0, then the density function f (·) = f 0 (·) by (1). The resulting log-likelihood function is given by 
wheref 0 (·) is the estimate of the function f 0 (·) that is expressed by (7) with ρ s replaced byρ s , s = 1, . . . , r. Maximum-likelihood methods may be applied in each step to estimate θ 0 and (θ 1 , p 1 ) . The maximization algorithm implemented in R (such as nlm) or SAS/IML (such as NPDs) procedures can be invoked for the maximization. To speed up convergence, we develop the C code based on the quasi Newton-Raphson algorithm to implement the estimation procedures.
Once the prior conditional density functions f 0 (z) and f 1 (z) and the prior probability p 1 of differentially expressed genes are estimated, the posterior density function P r(D | Z = z i ) can be obtained. Determination of differentially expressed genes can then be based on comparing the posterior probabilities with a decisive value, say, d. That is, if Pr(D | Z = z i ) > d, then gene i is identified as differentially expressed. Conventional choice of this value d is based on the significance level that is adjusted for multiple comparisons such as the use of the Bonferroni method.
We comment that in order to compare f 0 (z) and f (z), same basis spline functions M s (z; m, η), s = 1, . . . , r, are used in (7) and (8). The differences of the two density functions are reflected by the associated coefficients ρ s and τ s . Note that the range of z * i values is just a part of that of z i values, therefore, we first choose breakpoints for z * i values, and then add some (say,two) breakpoints to each side to introduce more breakpoints for z i values in order to incorporate the larger range of Z. In the implementation of models (7) and (8), we actually constrain ρ 1 , ρ 2 , ρ r−1 , and ρ r to be 0 to facilitate this point. The choice of the breakpoints is an important issue of the spline function method. Our approach is to choose breakpoints so that roughly equal number of observed values fall into each interval. By increasing or decreasing the number of breakpoints, we can ascertain the effects of the breakpoints on the log-likelihood function (9). From our experience, 6 to 10 internal breakpoints for z * values are reasonably good for the estimation of f 0 (z).
As an example, we consider the case that m and K are set to be 3 and 10, respectively. Figure 1 displays the M-spline and I-spline functions for f 0 (z) and f 1 (z), respectively. Since f 0 (z) and f 1 (z) are respectively estimated by z * i and z i values, the pieces (displayed as solid curves) of the M-spline and I-spline function associated with f 0 (z) are part of those associated with f 1 (z) (displayed by both solid and dotted curves).
RESULTS
Leukemia data
The proposed method is applied to a Leukemia microarray data set (the training part) discussed in Golub et al. (1999) . The data set consists of 27 acute lymphoblastic leukemia (ALL) samples and 11 acute myeloid leukemia (AML) samples. There are 7129 genes in total. The interest here is to find the genes that are differentially expressed between the ALL and AML samples. This data set has been analyzed by several authors. For example, Pan (2002) applied the mixture normal approach to estimate the distribution of a t-type score. Since the t-type statistic constructed there needs that the number of samples in each group be even, the first 26 ALL samples and the last 10 AML samples were chosen in their illustration. We consider the same data set here to illustrate the proposed method.
We adopt the same pre-processing as other authors did to remove systematic variation. That is, we adjust the distribution center of the intensity for each sample by subtracting its median and rescale the distribution by dividing its interquartile range (IQR). Let {Y i1 , . . . , Y in 1 } and {Y i,n 1 +1 , . . . , Y i,n 1 +n 2 } be the measurements contributed from the ALL and AML samples, respectively, where i = 1, 2, . . . , 7129, n 1 = 26 and n 2 = 10. For gene i consider the t-type scores Z and Z * discussed in Pan (2002) :
where
are the sample variances of the two groups, respectively.
Breakpoints for z * i values are first chosen to estimate the null density function f 0 (z) by maximizing the log-likelihood in (9). The breakpoints are chosen to cut the range of z * i values to have roughly equal number of z * i values in each interval. Next we estimate the probability density function f (z) based on z i values from the log-likelihood (10). We know that some z i values are contributed from differentially expressed genes and some from non-differentially expressed genes, therefore, the range of z i values is an extension to that of z * i values. As a consequence, the breakpoints for z i values are set to be the same as those for f 0 (z) over the range of z * i values, and two breakpoints are added to each side of the range of z i values that are outside the range of z * i values. Table 1 shows the changes of the maximized log-likelihood for different choices of breakpoints. It can be seen that when the range of z * i values is divided into eight intervals, the log likelihood function associated with f 0 (z) is the largest. Therefore, we choose to cut the range of z * i values into eight intervals for further analysis. These breakpoints for estimating f 0 (z) are −3.231, −1.060, −0.623, −0.283, 0.044, 0.361, 0.718, 1.156 and 3.138, and the additional four (two on each side) breakpoints for estimating f 1 (z) are −7.776, −5.503, 5.818 and 8.498. Figure 2 displays the histogram of the data z * i and the estimate of f 0 (z). It appears that the estimate of f 0 (z) agrees with the data reasonably well. Figure 3 displays the histogram of the data z i and estimate of f (z) (solid curve) along with the estimate of f 0 (z) (dashed curve). The estimate of f (z) fits the data z i very well, while the discrepancy between the estimate of f (z) and f 0 (z) is obvious. We take the genome-wide significance level α = 0.01 and adjust it to be α * = 0.01/(7129 × 2) = 7.014 × 10 −7 for multiple comparisons by the Bonferroni method. Gene i is identified as differentially expressed if the posterior probab-
There are 40 genes between the ALL and AML that are identified as differentially expressed by the proposed methood, and they are reported in Table 2 . Using the two sample t-test with the significance level α * , we found that only 19 genes (reported in the last column of Table 2 ) are selected as differentially expressed. Interestingly, there is only one gene having higher expression in the AML than in the ALL among those 40 selected genes (i.e. the one with negative z value), but the two-sample t-test failed to detect it.
Alternatively, differentially expressed genes may be selected by comparing the ratios f 0 (z i )/f (z i ) with a threshold c. The threshold may be chosen by the bisection method (Press et al., 1992, p. 353 ) that was discussed in Pan (2002) . That is, solving threshold c from the equation
we select differentially genes with f 0 (z i )/f (z i ) < c. We now take the threshold c = 0.0003473 as in Pan (2002) . A total of 270 genes are identified as differentially expressed by the proposed method, while 309 genes are selected as differentially expressed by the two-sample t-test. With this threshold the rejection region is {z : z < −7.776 or z > 3.829} using the proposed method, in contrast to the rejection region {z : z < −3.792 or z > 3.760} that is obtained in Pan (2002) . It is interesting to see that the former region is narrower than the latter, while the right sides of the both regions are very close. We note that the z i and z * i values we computed are slightly different from those reported in Pan (2002) .
Simulation study
A simulation study is conducted to assess the performance of the proposed method for identifying differentially expressed genes. A total of 200 data sets are simulated with each data set containing 30 arrays (e.g. tumors). Each array consists of 16 subarrays on which 200 genes are generated. In each subarray, the first and the last 10 genes are set to be differentially expressed. There are 3200 genes in each array in which 320 genes are differentially expressed (DE) and the other 2880 genes are null genes (Non-DE).
The log ratios of genes are simulated from the model
where (αγ ) ij is the interaction term between gene i and array j , and s are the random errors. The gene by array interaction term is used to specify the differentially expressed genes. We consider that (αγ ) ij follows a normal distribution N(µ ij , σ 2 ij ). For the first 10 genes in each subarray, set µ ij and σ ij both to be 4.0 for the first 10 arrays (condition 1), and −2.0 and 0.5, respectively, for the last 20 arrays (condition 2). Reverse the above settings for the last 10 genes in each subarray. The interaction terms are assumed to follow the standard normal distribution for other null genes.
To understand how the partition of intervals affects the selection of differentially expressed genes, we analyze each simulated data set using the proposed method with the range of z * i partioned into K = 4, 6, 8, 10 and 12 intervals, respectively. Different thresholds for the ratios f 0 (z i )/f (z i ) are considered to select differentially expressed genes.
We first display the simulation results in terms of the average relative rates which were used in Troyanskaya et al. (2002) . The associated standard errors are presented in the brackets.
One can see that the higher the threshold, the higher the TPR, FPR rate and FDR. This is reasonable because error would be more likely to be made with the higher threshold. For a given threshold, the average TPR attains the maximum when the range is split into 10 subintervals. When the number of intervals K is 6 or 8, the average FPR and the average FDR seem to be the smallest, which is evident from both the rate values and their associated standard errors. When the number of intervals K is 10, the corresponding average FPR and FDR are a bit larger than those with 6 or 8 intervals, but they are much smaller than those obtained from 4 or 12 intervals. The standard errors are much smaller for the cases with 6-10 intervals than those obtained from 4 or 12 intervals, regardless of values of threshold.
In Table 4 we report the average number of selected genes, the average number of correctly selected differentially expressed genes and the average number of falsely selected genes. The associated empirical standard errors are reported in the brackets.
It can be seen that when the number of intervals K is given, the average numbers of selected, correctly selected, and falsely selected genes increase as the threshold increases. When the threshold is fixed, the average number of selected genes tends to increase as the number of intervals K becomes large, though there is an exception for the case with K = 12 and 0.001 threshold. This trend is, however, not true for the average numbers of correctly and falsely selected genes. When the number of intervals K is too small (e.g. 4) or too larger (e.g. 12), the average numbers of falsely selected genes increase substantially, whereas the average numbers of correctly selected genes drop. Furthermore, we note that when the range is cut into 12 pieces, falsely selected genes are even more than correctly selected genes, and the average numbers of selected genes exceed the number of truly expressed genes. In summary, our simulation suggests it is reasonable to divide the range into 6-10 subintervals. Relatively high TPR may be obtained, while FPR and FDR are controlled reasonably small.
Finally, we comment that differentially expressed genes may be selected by using the threshold determined by (11) with significance level α = 0.05. Our simulation shows that the results based on such a threshold are similar to those with threshold 0.001 as reported above for the proposed method.
DISCUSSION
Microarray data have their special feature that the number of genes is much larger than the number of arrays. This feature limits the use of traditional parametric or non-parametric methods. For example, the normality assumption of the log ratios, which is the basis for the two-sample t-test, may not be realistic. The small number of samples limits the use of non-parametric rank-based tests. In this paper, we propose a weakly parametric form to estimate the prior conditional density functions. In the spirit of He and Lawless (2003) that hazards functions in survival analysis are modeled as the M-spline functions, we characterize density functions for summary statistics through the intensity functions that are specified as the M-spline functions. This formulation is very flexible to accommodate various forms of distributions. No specific form of the distribution is required except for choosing the breakpoints and the order m. Estimation of the parameters is performed based on the maximum likelihood methods and the implementation is straightforward and fast. The illustration based on a real biological data set suggests that the proposed method provides a simple and efficient way for the determination of differentially expressed genes. The proposed method performs reasonably well from the simulation study.
The Bonferroni method is used to specify significance levels in multiple gene significance tests in this paper. Alternatively, one can adopt the FDR to adjust multiple comparisons. See Benjamini and Hochberg (1995) and Tusher et al. (2001) for more detail.
