Bacterial Foraging Optimization (BFO) is optimization technique proposed by K. M. Passino in 2002 To tackle complex search problems of the real world, scientists have been drawing inspiration from nature and natural creatures for years. Bacterial Foraging Optimization is a burgeoning nature inspired technique to find the optimal solution of the problem. A Color images Quantization is necessary if the display on which a specific image is presented works with less colors than the original image. While a lot of color reduction techniques exist in the literature, they are mainly designed for image compression as they tend to alter image color structure and distribution, the researchers are always finding alternative strategies for color quantization so that they may be prepared to select the most appropriate technique for the color quantization. The objective of this research work, is to implement a new algorithm for Color Image Quantization based on Bacteria Foraging Optimization. To compare the designed algorithm with other swarm intelligence techniques and to validate the proposed work. The proposed algorithm is then applied to commonly used images including the phantom images. The conducted experiments indicate that proposed algorithm generally results in a significant improvement of image quality compared to other well-known approaches.
INTRODUCTION
Bacterial foraging behaviours are used as a source of engineering applications and computational model. A few models have been developed to bacterial foraging behaviours and been applied for solving practical problems [1, 2, 13] . Among them, Bacterial Foraging Optimization (BFO) is a population-based numerical optimization algorithm. Until date, BFO has been applied successfully to some engineering problems, such as optimal control [9] , harmonic estimation [12] , transmission loss reduction [17] and machine learning [10] .
Bacterial foraging optimization algorithm
The motile bacteria such as Escherichia coli propel themselves by rotating their flagella. They rotate their flagella counter clockwise to move forward rotate also called as "swimming" (or "runs"). But to move the bacteria in random direction i.e. "tumble" they rotate their flagella clockwise and then swims again. Tumbling just changes the direction of movement of bacteria. The bacteria first of all tumble in random direction to search for food. As the bacteria found the food in a particular direction it then swims toward the food in that direction. An alternation between "swim" and "tumble" enables the bacteria to search for food in random directions [2] . The original Bacterial Foraging Optimization system consists of three principal mechanisms, namely, chemo taxis, reproduction, and elimination-dispersal. These are described as follows [2] .
Chemotaxis
In the original BFO, a unit walk of the bacteria with random direction represents a "tumble" and a unit walk with the same direction in the last step indicates a "run. Where ∆(i) is the direction vector of the th j chemotactic step. When the bacterial movement is run, ∆(i) is the same with the last chemotactic step; otherwise, ∆(i) is a random vector whose elements lie in [−1, 1] .With the movement of run or tumble taken at each step of the chemotaxis process, a step fitness, denoted as J(i, j, k, l), will be evaluated [2] .
Reproduction
The fitness value of each bacterium is calculated as the sum of the step fitness during its life, that is
Where c N is the maximum step in a chemotaxis process. All bacteria are sorted in descending order according to health status. In the reproduction step, only the first half of population survives. The surviving population is divided into two identical ones, which are then placed in the same locations at which their parents were. Thus the total population of bacteria keeps constant [2] .
positions are then moved to another position within the environment [2] .
BFO Algorithm
In what follows we briefly outline the original BFO algorithm step by step [1] .
Step 1. Initialize parameters n,S, Step 2. Elimination-dispersal loop: l = l + 1.
Step 3. Reproduction loop: k =k +1.
Step 4. Chemotaxis loop: j = j + 1. 
This results in a step of size C(i) in the direction of the tumble for bacterium i. • Let m= m + 1.
another step of size C(i) in this same direction will be taken as (2.2) and use the new generated.
•
• Else let m = s N . Substep 4.8. Go to next bacterium (i +1). If i ≠ S, go to Substep 4.2 to process the next bacterium.
Step 5. If j < c N , go to Step 3. In this case, continue chemotaxis since the life of the bacteria is not over.
Step 6. Reproduction. Step 7. If k < re N , go to Step 2. In this case the number of specified reproduction steps is not reached and start the next generation in the chemotactic loop.
Step 8. 4. Optionally an error diffusion technique can be applied. Color quantization is important because quantized image can be used in many applications including the following.
• It can be used in lossy compression techniques [18] .
• It is suitable for mobile and hand-held devices where memory is usually small [14] .
• It is suitable for low-cost color display and printing devices where only a small number of colors can be displayed or printed simultaneously [15] .
• Most graphics hardware use color lookup tables with a limited number of colors [5] . So, the main objective of color image quantization is to map the set of colors in the original color image to a much smaller set of colors in the quantized image [11] .
Lab color model
LAB stands for Luminance (or lightness) and A and B (which are chromatic components). According to this model A ranges from green to red, and B ranges from blue to yellow. This model was designed to be device independent. The Luminance ranges from 0 to 100, the A component ranges from -120 to +120 (from green to red) and the B component ranges from -120 to +120 (from blue to yellow) [6] [7] . The three parameters in the model represent the lightness of the color (L*, L*=0 yields black and L*=100 indicates white), its position between magenta and green (a*, negative values indicate green while positive values indicate magenta) and its position between yellow and blue (b*, negative values indicate blue and positive values indicate yellow). While implementing the color image quantization using BFO we have considered the LAB color model as compared to RGB color model. The LAB color model is considered because this model was designed to be device independent. In other words by means of this model you can handle colors regardless of specific devices (such as monitors, printers, or computers) [6] [7] .
CMC distance
CMC is a modification of CIELAB developed by the Color Measurement Committee of the Society of Dyers and Colorists. Color difference calculated using CMC method are believed to correlate better with visual assessment than color differences calculated using other instrumental systems [4] . It has two parameters: lightness (l) and chroma (c). 
is the total color difference. limit value may be set to be used in evaluating color matches [8] . In this research work, the fitness function is taken as CMC distance to find out the distance between two food sources i.e. colors. Color difference calculated using CMC method are believed to correlate better with visual assessment than color differences calculated using other instrumental systems. The CMC distance formula shows convincing results on its property to better characterize perceptual color similarity. The rest of the paper is organized as follows. Section 2 surveys related work in the field of color image quantization. The proposed algorithm is presented in section 3, while an experimental evaluation of the algorithm is provided in section 4. Finally, section 5 concludes the paper and provides guidelines for future research.
RELATED WORK IN THE FIELD OF COLOR IMAGE QUANTIZATION
Several heuristic techniques for color image quantization have been proposed in the literature. Some of them are discussed below.
Static color look-up table divide the RGB cube into equal slices in each dimension. The cross product of this color levels can be used as the entities of the color look-up table. This kind of quantization can be made for the red axis and for the green axis into 8 levels each and the blue axis (the human is less sensitive to blue) into 4 levels. So that 8 * 8 * 4 = 256 colors are uniformly spread over the color space are available. The mapping of an image value into a value out of this selection is simply done by rounding every component. An important drawback of this method is the artifact of appearing edges in the image and speaking the procedure of finding the best entries for the look up table is time and memory consuming [16] .
The median cut algorithm (MCA) divides the color space repeatedly along the median into rectangular boxes until the desired number of colors is obtained [11] .
Popularity Algorithm builds the color map by finding the K most frequently appearing colors in the original image. Therefore the colors are stored in a histogram. The K most frequently occurring colors are extracted and they are made the entries in the color table. Now the true image can be quantized [16] .
The variance-based algorithm (VBA) [19] also divides the color space into rectangular boxes. However, in VBA the box with the largest mean squared error between the colors in the box and their mean is split.
The octree quantization algorithm [11] repeatedly subdivides a cube into eight smaller cubes in a tree structure of degree eight. Then adjacent cubes with the least number of pixels are merged. This is repeated until the required number of colors is obtained [11] [3].
Rui et al. [14] presented an initialization and training method for Self Organizing Maps (SOM) that reduces the computational load of SOM and at the same time generates reasonably good results [11] .
M. G. Omran [11] in his paper proposes Color image quantization based on PSO. The proposed approach is of the class of quantization techniques that performs clustering of the color space. The proposed algorithm randomly initializes each particle in the swarm to contain K centroids (i.e. color triplets). The K-means clustering algorithm is then applied to each particle at a user-specified probability to refine the chosen centroids. Each pixel is then assigned to the cluster with the closest centroid. The PSO is then applied to refine the centroids obtained from the Kmeans algorithm.
PROPOSED ALGORITHM
Bacteria Foraging Optimization is a population oriented algorithm used to search optimal solution. In this research each Pixel of the image is considered as bacteria and the color of the pixel is considered as bacteria food. The aim of the proposed algorithm is to minimize the food sources i.e. to reduce the number of colors in the image. In this research, all the pixels initially have some color and the purpose of this research is to optimize the number of colors in the image. All the colors in the image are evaluated as the number of pixels having that color. This evaluation defines the health status of all the colors present in the image. Depending upon the health status of the colors, all the colors in the image are divided into two categories popular colors and unpopular colors. If the health status of the color is high i.e. the color is present on too many pixels then that color is considered as popular color and all other colors whose health status is poor are considered unpopular colors. All the pixels in the image are compared with every other pixel in the image to find the most similar color to be eliminated. The fitness function is taken as CMC distance to find out the distance between two food sources i.e. colors. In this research we have considered CMC threshold value as 0.7 to further optimize the colors in the image. After comparing the colors of all the pixels in the image if the CMC distance between two colors is found less than 0.7 then the color with which the CMC distance is found and all other colors having that color are eliminated with the other color. After this elimination process the health status of all the colors is evaluated again because after elimination the health status of colors may change. After the elimination process, the unpopular colors are compared and if the CMC distance between two unpopular colors is found less than 0.7 then those two colors are combined to produce a new color. This process of producing the new color is called as reproduction. The colors from which the new color is produced are killed.
This new color is now dispersed at the pixels where the parents of new color were present. BFO Consist of following basic principal mechanisms:-
Chemo-taxis
The motion patterns that the bacteria will generate in the presence of chemical attractants and repellents are called chemo-taxis. For E. coli, this process was simulated by two different moving ways: run or tumble. A Bacterium alternates between these two modes of operation its entire lifetime. The bacterium sometimes tumbles after a tumble or tumbles after a run. This alternation between the two modes will move the bacterium, and this enables it to "search" for nutrients (Chan et.al. 2009 ). In this research, each bacteria takes a unit step of size one in the same direction to find its nutrient i.e. each pixel takes a unit step of size one to find the most similar color. If the pixel find the most similar color after a unit walk fulfilling the fitness function i.e. CMC distance then it is called as swim where the pixel color is replaced with the color of that next pixel. For two color of respective C, E Lab components (L 1 ,a 1 ,b 1 ) and (L 2 ,a 2 ,b 2 ), CMC metrics define three components for distance measure as follow: Chroma difference: If the most similar color is not found at the immediate next pixel position then the bacterium i.e. the pixel run to the next pixel positions with the unit steps, to find the most similar color. This process of swimming continued till the maximum number of similar colors is found.
Elimination
Elimination is performed in two steps. Primary elimination and secondary elimination. Primary Elimination: In primary elimination if a pixel in the image found similar color following the fitness function then one of them becomes candidate pixel for the elimination. Secondary Elimination: In secondary elimination firstly the health status is of all the colors in the image is evaluated. Then based on the health status the colors are divided into two categories surviving i.e. popular and the un-surviving i.e. unpopular colors. The un-surviving colors following the fitness function become candidate for the elimination. In this research, after comparing the colors of all the pixels in the image the elimination of colors in this step is based on the primary elimination.
Reproduction
All the colors in the image are evaluated as the number of pixels having that color.
Health status =

S N i
Where N represents the number of pixels having th i color.
And S represents total number of pixels in the image. This evaluation defines the health status of all the colors present in the image. Depending upon the health status of the colors, all the colors in the image are divided into two categories surviving colors and un-surviving colors. If the health status of the color is high then that pixel is considered as surviving color and all other colors whose health status is poor are considered un-surviving colors. The unpopular colors are compared and if the CMC distance between two unpopular colors is found less than 0.7 then those two colors are combined to produce a new color. This process of producing the new color is called as reproduction.
Dispersal
As explained above in the reproduction, we can add new colors to our color palette. The un-surviving colors from which the new color is produced are eliminated. Elimination in this step is performed according to the secondary elimination. This new color is now dispersed i.e. allocated to the parents of new color. In the classical BFO, The bacteria with the best positions are kept and the remaining bacteria population is killed. The bacteria with best positions are then moved to another position within the environment. In this research, the colors with poor health status are eliminated and the colors with high health status are kept. The new colors dispersed to other pixels in the image where the parents of new color were present.
In the classical BFO, only the first half of population survives. In this research, instead of killing bacteria population the food sources are killed and reproduced. BFO has been implemented on fifteen images. It has been validated by applying the algorithm on phantom images.
Proposed algorithm
Step1.Initialize parameters :
distance between pixel's current color and the next pixel's color (i.e. CMC distance between Bacteria's current food source and nearest food source). Food sources are divided into categories popular and unpopular depending upon how many bacteria are moving toward that particular food source. Colors in the image are divided into two categories surviving colors and un-surviving colors depending upon how many pixels have the similar color.
Step 2. Chemo-tactic step: Compute
I & C are application dependent coefficient. ∆E here represents the CMC distance between two colors.
Step 2. Elimination step For 
RESULTS AND DISCUSSIONS
Our objective is to use the proposed Bacteria Foraging Optimization algorithm for Color image quantization. BFO has been implemented on fifteen images. 
CONCLUSIONS AND FUTURE WORK
In this paper, we have presented Bacteria Foraging Optimization algorithm for color image quantization. The results presented are preliminary and there is a lot of scope for improvement to develop this algorithm. Based on the results presented in the previous chapter, I conclude that the image quantization based on Bacteria foraging optimization gives better results than the technique based on BBO. The BFO-CIQ uses the Lab color space. Although the Lab color model eliminates the weakness of RGB model. One of the weaknesses of RGB is that equal distances in the RGB color space may not correspond to equal distance in color perception.The advantage of LAB color model over RGB model is that LAB color model is device independent. In other words by means of this model you can handle colors regardless of specific devices (such as monitors, printers, or computers). In this research, BFO has been implemented on various types of images including the phantom images. This validates the proposed algorithm and it gives optimized results when implemented on the phantom images.
Future Work
In the proposed algorithm we have to consider each pixel and for large images the proposed algorithm may become slow. So the further research may focus on some modification of the proposed algorithm to enhance the speed. Further research work may focus on developing some new algorithms related to bacterial foraging to decrease the computational cost and time during global optimization. Also some modifications of the threshold value can be undertaken to enhance the performance of the said algorithm in the field of image quantization and image processing. Future research may try to apply the BFO-CIQ to other color spaces.
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