The main goal of this study is the 3D numerical simulation of river flows with submerged vegetated floodplains. Since, vegetation layers are usually dense and present a large spatial heterogeneity they are here represented as a porous media. Standard semiempirical relations drawn for porous beds packed with non-spherical particles are used to estimate the porous media parameters based on the averaged geometry of the vegetation elements. Thus, eliminating the uncertainty arising from a bulk drag coefficient approach and allowing the use of a coarser mesh. The free flow is described by Reynolds-averaged Navier-Stokes (RANS) equations, whereas the porous media flow is described by the volumetric-average of RANS equations. 
Introduction
During floods, the main channel (MC) discharge capacity is exceeded and the flow inundates the lateral fields, named floodplains (FP). The simultaneous flow in the MC and in the FP originates a compound open-channel configuration. In these cases, the flow is dominated by particular turbulent structures [1] [2] [3] . The velocity difference between the faster MC flow and the slower FP flow generates a mixing-layer between them, where large-scale vertical vortices can be observed [4] . These vortices are responsible for momentum transfer between MC and FP. Along with those turbulent structures, longitudinal axis secondary currents are also present [1, 5] . The secondary currents are driven by turbulence anisotropy originated at the channel bottom and side walls, and also enhanced by the development of the mixing-layer at the MC and FP interface.
The presence of submerged vegetation on the floodplains is common in flood situations. The vegetation affects significantly the flow hydrodynamics, changing its mean velocity, depth and shear stresses [6] [7] [8] . In such vegetated flows, both the geometry of the vegetation elements (shape, size, flexibility and vegetation density) and flow patterns affect significantly the hydrodynamic resistance [9] [10] [11] . The vegetation increases the flow resistance and depth, consequently, decreases the mean flow velocity [12] . Due to flow resistance increase, a reduction in shear stresses and in turbulence intensities is also observed near the channel bottom [6, [13] [14] [15] . The conversion of mean kinetic energy to turbulent kinetic energy within vegetation elements wakes augments the turbulence intensity, and because wake turbulence is generated at the vegetation elements scale, the dominant turbulent length scale is shifted downward, relative to non-vegetated open-channel. The combination of reduced velocity and eddy-scale should reduce the macroscale diffusion in vegetated regions when compared to non-vegetated ones. This reduction has been observed for aquatic grasses [6] . A large-scale coherent vortex is generated near the vegetation edge, which dominates the momentum and scalar transport.
The most adopted approach in numerical simulations of submerged vegetated flows is using the k-e turbulence model with the introduction of an extra sink term in the momentum equations, that accounts for the additional flow resistance of submerged vegetation. Usually, that term is modelled as a drag force on a rigid obstacle (cylinder/ vegetation element) with drag coefficient of an isolated cylinder, accounting for both viscous and form drag arising from the spatial perturbation of velocity and pressure [16] . Examples of this type of approach can be seen in [17] [18] [19] , among others. A similar example, using more complex turbulence models, can be seen in [11] , where Reynolds stress model was used. Although this approach of using the drag coefficient of an isolated cylinder has been able to reproduce the flow velocity profiles, it disregards the eddy-eddy and eddy-cylinder interactions [20] . Moreover, this approach cannot address properly the vegetation spatial heterogeneity and requires a numerical mesh with sufficient resolution to account for the individual vegetation elements. Other alternative could be using a bulk drag coefficient, which would allow for coarser meshes, but would introduce extra uncertainty to the adopted value for that coefficient [20] . Examples of this approach can be found in [21] , where the one-equation Spalart-Allmaras model is used, and in [16, 22] , where nonlinear k-model was used. In these studies an extra source term was included, accounting for the turbulent kinetic energy generated by the vegetation and the corresponding sink term for the turbulent dissipation [16] , which improves the results but involves two extra tuning parameters.
Another practical approach, used in this study, is modelling the vegetation layer as a porous media, avoiding the discretization complexity of that layer [23] . In this case the flow is simulated by coupling the RANS equations for the free flow and volumetricaverage of RANS equations for the porous layer (inside the vegetation layer). Due to the different nature of those equations, the coupling causes some numerical problems that can be solved with additional boundary conditions at the interface in the top of the vegetation layer [24] [25] [26] .
For turbulence closure, isotropic models have been widely used for turbulent flow simulation in typical engineering problems due to the robustness, economy and satisfactory precision [27] . However, the performance of these models is poor in regions where turbulence anisotropy exists, and therefore the isotropic turbulent viscosity hypothesis is no longer valid [28, 29] . The results obtained by [5] , using an algebraic Reynolds stress model proposed by [30] , in the simulation of experimental compound open-channel flows measured by [2] , show the importance of modelling anisotropy. The anisotropy is responsible for the secondary flow that in turn deforms the velocity contours and changes the boundary shear stress distribution. Therefore, in this study the explicit algebraic Reynolds stress model (EARSM) is adopted for turbulence closure, since it allows the reproduction of turbulence anisotropy [29] .
This paper is aimed to give a further contribution to the numerical simulation of river flows with submerged vegetated FP. The dense vegetation layer is modelled as a porous media, where all parameters are estimated based on the averaged geometry of the vegetation elements, eliminating the had-doc calibration needed in bulk drag coefficient approaches. Furthermore, the porous media approach allows to use a coarser mesh than the vegetation diameter scale (which is required if an isolated cylinder drag coefficient is adopted). The commercial software package ANSYS CFX [31] was used, where the free flow and porous layer are described by RANS equations and volumetric-average of RANS equations, respectively. The volume-of-fluid (VoF) method and EARSM model are used for free-surface and turbulence closure, respectively. The simulation approach is validated using an independent subset of data by [9, 10] 
Experiments
The experiments were carried out in a compound open-channel located at the National Laboratory for Civil Engineering, in Lisbon. The channel is 10 m long, 2 m wide, and has longitudinal slope of 1.1 9 10 -3 m/m (Fig. 1a) . The cross-section is symmetrical, composed of two lateral FP, 0.7 m wide each, and one trapezoidal MC, 0.4 m wide, and h b ¼ 0:1 m high. The transition between the MC and FP is made by banks with 45°slope and half cross-section is B ¼ 1 m wide (Fig. 1b) .
A Cartesian coordinate system is used in which x, y and z refer to the longitudinal, lateral and vertical directions, respectively (see Fig. 1a ), and u, v and w are the components of instantaneous velocity. The system origin is defined as: x ¼ 0 at the inlet cross-section; y ¼ 0 at middle of the MC; and z ¼ 0 at the MC bottom (see Fig. 1b ).
The MC is made of polished concrete with Nikuradse's absolute roughness k s ¼ 0:15 mm. This value was obtained experimentally in single channel configuration, accomplished by isolating one subsection with a moveable vertical wall [32, 33] . 
The density can also be described by the solid volume fraction occupied by the grass elements u ¼ pad v =4 ¼ 0:06 and the porosity / ¼ 1 À u ¼ 0:94. Finally, a nondimensional measure of the vegetation density is the frontal area per bed area, k, known as the roughness density [7] . For vertically uniform grass height h v and z ¼ 0 at the bed,
rendering in the present case k ¼ 0:40 [ % 0:23, which corresponds to a dense vegetation layer [7] . The flow structures within dense submerged vegetation depend on the relative depth of submergence h FP =h v , defined as the ratio of flow depth to vegetation height [7] . In compound open-channel flows h FP =h v is a function of the relative depth h r , defined as the relation between FP flow depth h FP and MC flow depth h MC (see Fig. 1b )
The experimental tests were performed for h r ¼ 0:15 and 0. [ 10) , respectively [8] .
The flow discharges are ensured by an elevated constant level reservoir with independent inlets for the MC and for the FP. For each inlet, the flow discharge is controlled by a valve and monitored by electromagnetic flow-meters (accuracy of ±0.2 l/s). At the downstream end of the flumes, 3 independent tailgates (one for each subsection) are used to adjust the water levels in the flume. Water surface levels were surveyed with a point gauge (accuracy of ±0.3 mm) in 9 cross-sections at 12 lateral positions per cross-section. Uniform flows were established for h r ¼ 0:15 and 0.30, using the iterative procedure described in [32, 33] , where both the downstream tailgates and the upstream discharge distribution were adjusted. The flow is considered uniform when both the flow depth and the depthaveraged streamwise velocity are constant along x-direction.
Velocity measurements were carried out with a 2D/3D side looking Acoustic Doppler Velocimeter (ADV-Vectrino?). The sampling volume is a 7 mm long and 6 mm diameter cylinder, and the transmit length was set to 1.8 mm. The acquisition time was fixed in 180 s at each measuring position, with a sampling frequency of 100 Hz. The velocity data were despiked with the filter of Goring and Nikora [34] . Only correlations and signal-to-noise higher than 70 % and 15 dB, respectively, were considered. To align the ADV-Vectrino? probe with the longitudinal direction, the pitch angle was slightly modified to get a depthaveraged transverse velocity, equal to 0 near the floodplain sidewall. This correction was taken into account in the computation of the local mean velocity and the velocity fluctuations [32] . After verifying the symmetry of the flow conditions, only half of the crosssection was investigated. In the half cross-section, the measuring mesh comprised 22 measuring verticals, 3 measuring points per vertical in the FP (between 0:4h FP and 0:8h FP ) and 7 in the MC (between 0:1h MC and h b þ 0:8h FP ).
Numerical modelling 3.1 Simulation approach
The free flow is described by RANS equations, whereas the porous layer flow is described by the volumetric-average of RANS equations [23, 25, 35] . For a single incompressible fluid flowing through a rigid, non-deformable, and saturated porous media, the governing equations, used in the commercial software package ANSYS CFX [31] , are D for Darcy's quantities, q and l are the fluid density and dynamic viscosity, respectively, x i is the Cartesian coordinate in i-direction, t is the time, p is the pressure and g is the gravity acceleration. The Darcy time-averaged velocity is defined as
u i is the time-averaged velocity in the i-direction [25, 35] . The source term, R i , represents the total drag force per volume unit, including both viscous and pressure drag. This term can be estimated by the extended Darcy-Forchheimer model [36] [37] [38] :
j jwhere operator stands for absolute value, K is the porous media permeability and T is the Forchheimer tensor [38] . The values of K and T are estimated from the mean equivalent particles diameter of the solid elements, d eq , and the porosity of the porous media using modified Ergun equation [38] 
and
where d eq ¼ wð6V p =A p Þ is equal to the product of Sauter mean diameter 6V p =A p and the shape factor w ¼ surface of sphere of equal volume to the particle surface area of the particle
where V p and A p are the volume and the surface area of the particle (in the present case each cylindrical vegetation element), respectively. For the experimental synthetic grass K ¼ 2:46 Â 10 À6 m 2 and T ¼ 100 m À1 (see Sect. 2). It should be noticed that the main difference, between the porous media used by [38] to establish Eqs. 6-8 and the vegetation analysed here, is the much higher porosity of the later.
The simultaneous application of both time-and volumetric-average to the computational domain renders a discontinuity in flow variables at the transition between porous media and free flow [24-26, 36, 37] , due to the sudden variation of porosity and permeability. Therefore, to obtain a numerical solution it is necessary to specify additional boundary conditions at the interface (top of the porous media). In the present study, the conditions to insure continuous velocity, intrinsic pressure and shear stress are
where subscript g and f represent, respectively, the coordinate normal and along the interface direction, l eff ¼ l=/ is the porous media effective viscosity and b ¼ 0:5 is the coefficient that expresses the shear stress jump condition at the interface [23] .
In the present study, the time-averaged Reynolds stress tensor, u 0 i u 0 j , and its volumetricaverage, hu 0
int , are modelled using the turbulence EARSM model included in the ANSYS CFX package [31] , which follows closely the model developed in [29] . In the present study, the free-surface is modelled using the VoF method developed by [39] , where the a scalar volume fraction, C, is govern by a transport equation. The value C ¼ 1 indicates a volume containing only water and C ¼ 0 a volume containing only air. The intermediate values, 0\C\1, indicate the presence of an air-water mixture. The mixture properties are computed by weight averaging based on the volume fraction and on each fluid properties. The free-surface location is defined by the mean value C ¼ 0:5.
Computational domain
The 3D computational domain was defined from the longitudinal symmetry plain of the channel (Fig. 1) , allowing the use of symmetry boundary condition in the middle of the MC, reducing the computational domain to half channel width and, consequently, reducing the computational time. This boundary condition ensures that the fluxes through the symmetry plain are zero, i.e., the velocity in the normal direction to that plain is zero and the gradients on that direction are negligible.
In the upstream section a velocity inlet condition is imposed, assuming a uniform distribution in MC and FP computed from the experimental Q MC and Q FP , respectively, for each h r ¼ 0:15 and 0.30 (Table 1) .
At the downstream cross-section of the computational domain a pressure outlet condition is applied, being the pressure determined by and hydrostatic distribution calculated from the measured water depth. This boundary condition is useful to simulate free-surface flows, especially when the free-surface level is know at a given downstream cross-section. This allows the domain size reduction and, consequently, the diminution of the number of mesh elements and the computational time.
For boundaries with solid walls a no slip wall condition is used, implying normal and tangential velocities equal to zero. To solve the velocity numerically the law-of-the-wall is used
is the friction velocity, z is the height, m is the kinematic viscosity and C þ is a constant equal to 5. In order to limit the computation domain in the vertical direction, an opening boundary condition was applied in the top of the air region C ¼ 0, allowing the fluid to cross the boundary surface in either direction maintaining a zero pressure [40] .
A scheme of the computational domain and boundary conditions used in this study is presented in the Fig. 2 . In the computational domain the mesh was optimized by reducing the number of elements where small gradients of velocity, pressure and volume fraction are expected, and vice-versa. Therefore, the mesh is refined in the vertical direction near the free-surface due to high gradients of C and also near the bottom and the porous media top, due to high gradients of velocity. In the interface region between MC and FP the mesh is refined both in vertical and horizontal due to high gradients of velocity associated with the mixing-layer and secondary currents. Near the lateral walls the mesh is refined in the horizontal direction due to high gradients of velocity. Outside those refined regions the mesh is progressively coarser. All these criteria allow the convergence of residuals and ensure a good precision of the numerical solution [40] . In Fig. 3 a cross-sectional view of the mesh is presented. The discretization in the longitudinal direction x is coarser and uniform with 1000 elements (el.), representing the entire length of the channel (i.e. 10 m). It should be noted that the size of elements in this direction is approximately ten times greater than the measured average diameter of vegetation and it was chosen after a mesh convergence analysis (not presented here).
For the numerical simulation it is necessary to choose the time step. This parameter is important because it is closely linked to the precision of the results of numerical simulation and to the computational time. The use of inappropriate values can cause loss of information and the non-convergence of the residual components of velocity, volume fraction, [41, 42] . The simulations were stopped when the convergence criteria were met. During the run three velocity components and pressure were monitored using monitor points throughout the computational domain. When the monitored values reached the asymptotic range and kept constant for at least 5000 time-steps, and if the root mean square normalized values of the equation residuals were below the residual target value, set to 10 À6 , then the run is terminated. The simulation is assumed to be converged if two previous criteria met and if global unbalances are less than 0.01 % [42] . The general procedure to establish the mesh was starting with a very fine mesh in all domain and then increase the size of the mesh elements keeping the errors of the monitoring points bellow 1 %. Afterwards, the mesh elements are increase in regions were the gradients are smooth. The parameters defining the vegetated shear layer in both tests and the respective numerical results are listed in Table 2 . The shear layer is defined by the limits z 1 and z 2 (where the time-averaged velocity is u 1 and u 2 , respectively), and has a thickness t ml . The velocity difference across the layer is Du ¼ u 2 À u 1 (Fig. 4a ) and u h is the velocity at the vegetation top. Figure 4 shows the comparison of numerical results with the measured data of vertical time-averaged streamwise velocity, u, and Reynolds shear stress, u 0 w 0 , profiles for tests J and H. For both tests, the computational domains comprises the entire channel width and is 3 m long, which is higher than the recommended value of 2pH for straight smooth channels [43] . As the flow is assumed to be statistically homogeneous in the streamwise direction, mass flow rate periodic boundary conditions are applied at the inlet and outlet [18] . The domain is discretized using hexahedral elements and two grids were used, one coarser with 150 9 50 9 60 elements and another finer with 300 9 100 9 100 elements (streamwise9crosswise9vertical directions, respectively). In both grids, spacing was refined where velocity gradients were expected to be steep: close to the walls, free-surface and transition between vegetation and free flow [44] . The size of elements in the streamwise direction is approximately three and six times greater than the rigid cylinders diameter, respectively. The results of the two different grid shows relative error about 2 %, which indicate mesh independence. Figure 4 also shows the results using a drag coefficient with vertical variation given by [9, 10] C D ðzÞ ¼ 2ðgS À oðu 0 w 0 Þ=ozÞ aU 2 ðzÞ ð13Þ
The vertical gradient of u 0 w 0 was evaluated using a central difference of values given in [9, 10] , rendering C D values in the range of 0.36 at the bottom and 1.1 at the top of the vegetation layer. The agreement between the results presented in [9, 10] and those predicted by the porous and drag coefficient models is very good. The predicted values of u, and u 0 w 0 all deviated from observed values by, on average, less than 10 % for z=H\0:5. Figure 4a highlights the trend shown in Table 2 , i.e., for a given value of a, increasing Q increases t ml , u 1 , u h and Du. This is due predominantly to the increase in drag coefficient with increasing Reynolds number [9, 10] . Inside the vegetation layer (z\h v ), the porous media approach reproduces the experimental u and u 0 w 0 profiles for both tests (Figs. 4a, 4b , respectively), i.e., it provides increasing absolute values of u and u 0 w 0 towards the vegetation top. The relative error for u h is approximately 6 and 11 % for tests J and H, respectively (see Table 2 ), while the absolute maximum of u 0 w 0 is approximately 0:017Du 2 and 0:020Du 2 at the vegetation top for numerical model and measured data, respectively [9, 10] . Moreover, at the vegetation top (z ¼ h v ) the u profiles contain an inflection point that makes the transition between vegetation and free flow, corresponding to a maximum absolute value of the shear stress with a sharp peak, which gives the first indication of a reduction in the rate of vertical turbulent transport within the vegetation. Below the shear layer (z\z 1 ), i.e. well within the vegetation layer, the u and u 0 w 0 profiles obtained by the numerical model show a good agreement with measured data by [9, 10] , reinforcing the validity of the porous media approach. However, the relative error of z 1 is about 4 and 7 % for tests J and H, respectively (see Table 2 ). In the shear layer (z 1 \z\z 2 ) the u profiles obtained by the numerical model coincide well with the measured data, while for the shear stress that is only true for z=H\ % 0:5. In fact, above the shear layer (z [ z 2 ), near the free-surface, all the numerical u and u 0 w 0 profiles differ substantially from the corresponding experimental ones. The interpretation of these discrepancies cannot be attributed to the porous media approach since for z=H\ % 0:5 the numerical results show good agreement with the experimental ones. Therefore, the explanation can either be due to experimental limitations (boundary layer not fully developed within the 3 m length of the vegetation layer) or due to physical limitations of the VoF method. Since we have no further data to support the experimental limitations, we will focus on the VoF method. For fully developed 2D (streamwise and vertical directions) turbulence, the effect of the freesurface on turbulence is the damping of the vertical velocity fluctuations (w 0 ), which is felt for z=H [ 0:9 (e.g., [5] ). This causes a re-distribution of turbulence energy, being the total kinetic energy decreased towards the free-surface because the turbulence generation is smaller than its dissipation (cf. [5] ). Nevertheless, this effect is not sufficient to explain the differences observed, since those authors observed that the Reynolds shear stress follows the equation u 0 w 0 ¼ u Ã ð1 À z=HÞ for 2D open-channel flows, independently of Reynolds and Froude numbers, and wall roughness. However, they also state that secondary currents can alter that equation. These secondary currents can occur in narrow channels (z=H\5, being the flume of [9, 10] quite narrow with B=H ¼ 38=46:7 % 0:8, or % 1:2 if just the free flow depth is considered) and can originate the ''velocity-dip'' phenomenon (where the maximum velocity occurs well below the free-surface). It should be stressed that the damping effect of the free-surface on w 0 clearly influences the secondary currents, since it directly affects the vorticity generation term (v 02 À w 02 ) (e.g., [5] ). The phenomenon involves even more complex 3D features, like coherent hairpin vortex structures with energy backscatter at the splat regions (cf. [45] ). In that sense, to model accurately the entire flow one would need not only to use anisotropic turbulence models, but would need also to use some turbulence damping function due to the free-surface. The problem with the latter is that there is no universal damping function and the empirical relations that have being used for single channel (see [30, 46, 47] ) or either for compound channel (see [11, 46] ) are case sensitive and out of this study scope.
Sensitivity analysis
The objective of this section is to perform a sensitivity analysis of the porous media parameters (K and T) for tests J and H. This sensitivity analysis is assessed by varying ±40 % the values of T and K estimated in Sect. 4.1 (test cases J0 and H0 in Table 3 ). For simplicity, each parameter is varied maintaining the other one constant (variation of K corresponds to test cases J3, H3, J4 and H4 in Table 3 , while test cases J1, H1, J2 and H2 concern to the variation of T).
The vertical profiles of u and u 0 w 0 for tests J and H are illustrated in Fig. 5 . The results show that both the velocity and Reynold shear stress profiles are more sensitive to the variation of T (test cases J1, H1, J2 and H2), especially within the porous media layer but Environ Fluid Mech (2016) 16:1247-1266 1257 also in the upper region of the free flow. On the other hand, the variation of K (test cases J3, H3, J4 and H4) mainly affects the region near the top of the vegetation layer. The influence of the variation of both parameters is more pronounced for the test condition with higher velocity (i.e. with increasing Reynolds number). The fact that the vertical profiles of u and u 0 w 0 are sensitive to the variation of the porous media parameters highlights the usefulness of the simulation approach proposed in Sect. 3.1.
Results and discussion
The analysis and discussion is based on the comparison between numerical results and experimental data carried out the laboratorial compound open-channel described in Sect. 2. The results are analysed first by looking into the cross-section distribution and then by looking at depth-averaged values.
Cross-section analysis
The experimental and numerical time-averaged streamwise velocity fields scaled by the bulk velocity at cross-section x ¼ 7:5 m are presented in Figs. 6 and 7 for h r ¼ 0:15 and 0.30, respectively. Note that, for both h r , the numerical model reproduces the experimental time-averaged streamwise velocity field, presenting values of the same order of magnitude. However, at the interface between MC and FP, some discrepancies are observed. For the lower relative depth (Fig. 6 ), those differences are mainly located on the MC near the freesurface, where the mixing-layer deforms the velocity contours towards the MC centre. Although, the numerical model limitations regarding the free-surface can be relevant as discussed in the approach validation section (i.e. the secondary cells in the MC can have some influence in the mixing-layer at the interface), it seems that the poor results are more linked to the well-known excessive dissipative character of RANS models. This can have a big impact on damping eddies that play an important role in the flow dynamics of weak shallow mixing-layers (e.g. [48] ). In many cases, the width of the mixing-layer is underestimated because of the absence or low-energy associated with the medium-size eddies and the smaller-size highly 3D eddies that are present inside and around the mixing-layer region (cf. [48] ). Moreover, in compound-channel there is an extra effect due to the transverse depth variation which will accelerate the flow towards the floodplain and decelerate the reverse flow, leading to a deformation of the eddy structures (cf. [49] ). After some had-doc calibration, [50] were able to model satisfactorily the mixing-layer using a mixing length approximation in which the mixing length decreases with the water depth. Like the had-doc free-surface turbulence damping function referred in the approach validation section, the had-doc calibration of the mixing-layer parameters is a case sensitive procedure and out of this study scope. For the higher relative depth (Fig. 7) , the major differences occur at the MC near the interface, where experimental results show an upward bulging of the velocity contours, indicating the presence of secondary flow cells that it is not so clear in the numerical results. This is evident by observing the experimental and numerical secondary currents for h r ¼ 0:30 presented in Fig. 8 , and is in accordance to the influence that the free-surface can exert in the secondary flow pattern, as mentioned in the model validation section.
In the FP region, directly affected by the vegetation layer modelling, it can be seen from (Fig. 9a) and slightly underestimates them for h r ¼ 0:30 at the upper region of the vertical near the FP centre (Fig. 9b) .
The experimental and numerical lateral Reynolds shear stress fields, Àqu 0 v 0 , scaled by ÀqðU MC À U FP Þ 2 (since the velocity difference U MC À U FP is the natural source of mixing-layer turbulence [33] spreading in the horizontal direction towards the MC near the free-surface. This is in accordance with what was mentioned previously for u contours. The experimental and numerical results in the FP show good agreement, confirming the results for u contours and, consequently, the applicability of the porous media approach to the vegetation layer.
Depth-averaged analysis
The experimental and numerical lateral distributions of streamwise depth-averaged velocity U d (defined in Eq. 14, being h the local flow depth) are presented in Fig. 12 . The experimental and numerical mixing-layer widths, d e and d n , respectively (computed by Eq. 15), are also shown in the figure.
Similarly to unbounded mixing-layers, the mixing-layer width, d, can be defined as the difference between lateral positions y 0:9 and y 0:1 [32, 33] d ¼ jy 0:9 À y 0:1 j ð 15Þ
where the lateral position within the mixing-layer y a , for 0\a\1, is such that U d can be defined as [51] 
being U d2 and U d1 defined as the plateaus of U d located outside of the mixing-layer on the MC and FP, respectively. The results presented in Fig. 12 show a good agreement between the numerical and experimental results, which means that the local discrepancies found in the velocity field (Figs. 6, 7) are hidden by the depth-averaging procedure. Nevertheless, it is still clear that the numerical mixing-layer width is smaller than the experimental one, especially for the lower relative depth where the relative error is equal to 11 %. The results of the depthaveraged velocity in the FP confirm that the porous media modelling gives accurate predictions.
Since one of the key issues in compound open-channel flows is the lateral exchange of momentum, the experimental and numerical lateral distribution of non-dimensional depthaveraged Reynolds shear stress
is presented in Fig. 13 . This figure shows clearly that, the numerical model underestimates Àqu 0 v 0 in absolute value in the middle of the mixing-layer, and overestimates it when going to the MC direction. In the FP direction the numerical model underestimates Àqu 0 v 0 but only for the smaller relative depth, which may be explained by the small Àqu 0 v 0 inside the porous media as stated by [6, [13] [14] [15] . 
Conclusions
A porous media approach for the numerical simulation of fully developed turbulent flows over dense and rigid submerged vegetation on the floodplains of a compound open-channel is presented. This approach is a valid alternative to the use of standard extra drag sink and leads to good results both for time-averaged streamwise velocity and Reynolds shear stresses. It allows to eliminate the uncertainty associated to the bulk drag coefficient, since the porous media parameters are directly estimated from the vegetation averaged geometric characteristics. Moreover, the model allows the use of coarser mesh than the models that account for isolated cylinder drag, making it suitable for situations where vegetation is dense and spatially heterogeneous. The model was successfully validated against an independent experimental data set of Ghisalberti and Nepf [9, 10] analysis of the time-averaged streamwise velocity and Reynolds shear stress was also performed to investigate lateral momentum transfer in compound open-channel flows with vegetated floodplains. The Reynolds shear stress is underestimated by the model at the interface region, indicating weaker mixing-layers due to the excessive dissipative character of RANS models. Therefore, the major discrepancies observed are located in the MC and are not due to the porous media approach, but are rather a consequence of turbulent modelling limitations. Future research will be focus on verifying the validity of the proposed porous media approach under different conditions. Namely, for different shapes and flexibility of the vegetation elements, for smaller vegetation density, and for weakly submerged and emerged vegetation.
