We thank the authors, without whom this issue would not be possible. The quality of their results and their compliance with our schedule are very much appreciated. We also thank the referees who kept our quality high and helped us stay on schedule. This issue contains 13 papers, though more opportunities remain.
Palindromes in SARS and Other Coronaviruses, by David S. H. Chew, Kwok Pui Choi, Hans Heidner, and Ming-Ying Leung, presents a Markov-chain model to derive distribution properties of palindromes in the genome sequence. The SARS virus contains an exceptional 22 nucleotide-bases long palindrome. Studies have suggested that palindromes might be involved in the viral packaging, replication, and defense mechanisms, so this could explain why palindromes in SARS differ from other coronaviruses.
Searching for Multiple Words in a Markov Sequence, by Yonil Park and John L. Spouge, uses a Markov arrival process that accounts for both overlapping and nonoverlapping words. The distribution of words helps us to study similarities and differences within and across genomes.
Haplotyping Populations by Pure Parsimony: Complexity of Exact and Approximation Algorithms, by Giuseppe Lancia, Maria Cristina Pinotti, and Romeo Rizzi, addresses the problem of finding a minimum number of haplotypes that explain a given genotype. This paper establishes that the problem is APX-hard and describes two integer programming (IP) formulations. A new IP formulation is given that (for the first time) has a polynomial number of variables and constraints, and its structure is exploited to obtain an exact solution. Finally, the authors present approximation algorithms.
Computational Ron Shamir, also considers the haplotyping problem, and addresses errors and missing data. The authors prove that the complexity is NP-hard and gives an approximation algorithm. They proceed to present a probabilistic model and algorithm, deriving the probability that the algorithm computes the correct similarity value of two vectors.
Global Optimization of Morse Clusters by Potential Energy Transformations, by Jonathan P. K. Doye, Robert H. Leary, Marco Locatelli, and Fabio Schoen, applies global optimization to find a minimumenergy configuration of a molecular cluster. Although this problem has challenged nonlinear programming for decades, this paper presents new global minima of molecular clusters found by using recent basinhopping methods and a two-phase local search with penalties for diameter that govern shape.
A Semidefinite Programming Approach to Side Chain Positioning with New Rounding Strategies, by Bernard Chazelle, Carl Kingsford, and Mona Singh, considers side chain configuration as part of protein structure prediction. The energy function is a nonconvex quadratic form over a space of assignments of rotamers to side chains. The quadratic form stems from interactions between rotamers at different side chains, and semidefinite programming is used to bound the energy. A projection-rounding scheme is presented as a heuristic and demonstrated to obtain good solutions.
Protein Threading: From Mathematical Models to Parallel Implementations, by Rumen Andonov, Stefan Balev, and Nicola Yanev, addresses the "threading problem" of how to align a protein with another in its native state. It presents a unified framework for MIP models that have been used for the past decade, plus a new MIP model with splitting strategies that underlie their parallel branch-and-bound algorithm.
Optimizing an Empirical Scoring Function for Transmembrane Protein Structure Determination, by Genetha Anne Gray, Tamara G. Kolda, Ken Sale, and Malin M. Young, integrates experiment and computation for a class of proteins that connect the outside of a cell with its inside, and thus function as a conduit for cell-tocell interactions. They model the structure with variables that represent orientation of -helices, bounded by values measured in the laboratory (reported by the PDB), and minimize an objective function that penalizes distances between atoms that lie outside a predetermined range, a small portion of which are determined by experiments.
Optimal Solutions for the Closest-String Problem via Integer Programming, by Cláudio N. Meneses, Zhaosong Lu, Carlos A. S. Oliveira, and Panos M. Pardalos, give three IP models for the problem of finding the optimal consensus for a set of DNA, RNA, or protein sequences. Although the problem is NPcomplete, they give empirical evidence that instances of up to 30 strings, each of length up to 800 characters, can be solved to optimality.
Multiple Sequence Alignment as a Facility-Location Problem, by Winfried Just and Gianluca Della Vedova, addresses the NP-hard problem of aligning sequences (with gaps) to the traditional OR problem of locating a facility. The facility-location problem is polynomial, and this paper shows how it can serve as an approximation algorithm for the MSA.
Dynamic Programming Based Approximation Algorithms for Sequence Alignment with Constraints, by Abdullah N. Arslan and Ömer Egecioglu, considers the problem of finding maximally similar subsequences of two given sequences, subject to simple constraints on their length. Dynamic programming is a natural method for two-sequence alignments, and this paper surveys several variations of alignment problems. The authors also present a new technique, based on fractional programming, whose time complexity is an open problem.
The Fine Structure of Galls in Phylogenetic Networks, by Dan Gusfield, Satish Eddhu, and Charles Langley, extends recent works, including their own. The phylogenetic network is a generalization of the phylogenetic tree that reflects new indications that evolution is not hierarchical (e.g., due to recombination, horizontal gene transfer, and other events). This paper addresses the algorithmics and combinatorics to gain insight into their structure. In particular, the authors present new results about node-disjoint cycles in phylogenetic networks.
Steiner Trees and 3-D Macromolecular Conformation, by Courtney Stanton and J. MacGregor Smith, shows how the native state of a protein seems to be somewhat close to the geometry of a Steiner tree, and proves that the latter always provides a lower bound on the protein's energy. Steiner trees arise in network design, which has been a combinatorial optimization problem studied for decades in operations research, and this paper shows its direct application to proteinstructure prediction.
Collectively, these papers demonstrate opportunities to apply OR techniques to state-of-theart problems in computational molecular biology/ bioinformatics. 
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