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Abstract
This thesis consists of three chapters in asset pricing and international finance.
In Chapter 1, I examine the effect of tradability, the proportion of a firm's output
that is exported, on its stock returns. The empirical patterns are consistent with the
adjustment of the relative price of tradable to non-tradable goods, due to endowment
shocks. I find firms that produce tradable goods have asset returns and earnings that
are twice as cyclical as firms that produce non-tradable goods. A tradable minus non-
tradable portfolio of stock returns can predict changes in real exchange rates and the
relative quantity of exports. A two-country endowment economy model formalizing
the relative price mechanism is able to match the empirical facts.
In Chapter 2, joint with Leonid Kogan and Roberto Rigobon, we take an open-
economy perspective on consumption growth predictability. We find that the com-
bination of the U.S. and the world real interest rates predicts U.S. consumption
growth. Predictability is highly significant, both statistically and economically, and
is strongest at horizons of two to three years. The growth rate of consumption of ser-
vices is more predictable than the growth rate of consumption of nondurable goods.
We interpret this evidence using a two-country equilibrium exchange economy model
and conclude that the predictive relation between interest rates and consumption
growth is likely generated by output shocks in the non-tradable good sector.
In Chapter 3, joint with Leonid Kogan, we examine the effects of data snooping
on the performance of linear factor models at explaining asset pricing anomalies. We
gather 22 anomalies established in the literature and create three-factor models from
sorting firms into portfolios with respect to these anomalies. From 1950-2007, half of
the factor models we construct can explain 31% or more of anomalies. In comparison,
the CAPM and Fama French models rank in the 20th and 40th percentile of models
respectively. Factors constructed from sorting by external financing characteristics
(net stock issues and composite issuance) are able to explain a large proportion of
anomalies. None of the models are able to explain momentum.
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Chapter 1
Tradability of Output, Business
Cycles, and Asset Prices
1.1 Introduction
International trade plays an important role in the world economy. As globalization
becomes more prevalent, firms' capability to trade their output becomes an increas-
ingly significant attribute. In open economy macroeconomics, there is a vast literature
on the distinction between tradable and non-tradable goods, beginning with Cairnes
(1874). Numerous papers have studied the differential effects of tradable versus non-
tradable goods on firms' labor choice, capital investment, production, and resource
allocations. However, few papers in this area have looked at the effect of tradability
on firms' asset returns. In contrast, in asset pricing, there is a large literature exam-
ining how firm characteristics and industry attributes affect stock returns.' However,
the ability of a firm to export its products, which I refer to as "tradability" in this
paper, is an important degree of firm heterogeneity that has not been studied in asset
pricing.
This paper bridges the gap between the open economy macroeconomics and asset
pricing literature by examining the effects of the tradability of output on the risk
of producing firms' stock returns. Intuitively, tradable firms should have different
cyclicality of returns than non-tradable firms, since the tradability of a good is a
characteristic that affects the producing sector's exposure to demand and supply
shocks that hit the economy.
In the empirical analysis, I classify industries as tradable or non-tradable on an
industry-by-industry basis, in order to accurately determine the relative behavior of
their stock returns and cash flows. Using the 2002 Bureau of Economic Analysis's
National Income and Product Account (BEA NIPA) Input-Output Tables, I construct
a tradability ratio for over 400 industries in the US. This ratio is defined to be the
value of exports over the total industry output. I sort firms into five portfolios based
on their tradability ratio and designate firms in the top quintile as the tradable
sector and firms in the bottom quintile as the non-tradable sector. I then construct
'See Section 1.2 for related literature.
a tradable minus non-tradable portfolio (TMNT) of stock returns, defined to be the
difference in value-weighted returns of firms in the tradable sector and firms in the
non-tradable sector.
I use the tradability sorted portfolios to perform empirical tests and document
three novel facts about the properties of tradable versus non-tradable firms:
1. Firms that produce tradable goods have more cyclical asset returns than firms
that produce non-tradable goods. This is exhibited both through average re-
turns conditioned on recessions and through return exposure to fluctuations in
GDP.
2. Firms that produce tradable goods have more cyclical earnings than firms that
produce non-tradable goods. In particular, I document higher volatility in the
growth of income, earnings per share, and return on assets for the tradable
sector.
3. The tradable minus non-tradable portfolio (TMNT) significantly predicts an
increase in the real exchange rate (signifying an appreciation of the US dol-
lar) and increase in the relative quantity of exports, providing support for the
relative price adjustment mechanism due to supply shocks.
Intuitively, why should a firm's tradability of output matter for asset pricing?
Whether a firm's output is tradable or not will affect its exposure to shocks that
hit the economy, through the relative price mechanism. Suppose a recession hits
the home country, causing output in both the tradable and non-tradable sector to
drop by 10%. Consumption of the non-tradable good will thus fall by 10% since
its consumption is equal to its endowment. In contrast, consumption of the tradable
good will fall as well, but it will fall less than 10% since the tradable sector can smooth
total consumption by increasing its quantity of exports to the foreign country. As
a result, relative consumption of the tradable good with respect to the non-tradable
good will go up, and the relative price of the tradable good will go down. When
comparing the profits of the two sectors, the quantities both fell by the same 10%
but the tradable sector will suffer an additional decline because of the fall in its price
of output. Hence, during recessions, the tradable sector will suffer more than the
non-tradable sector, its earnings will fall more, and its asset returns will be lower.
I solve a two-country endowment economy model that connects the relative price
of the tradable and non-tradable sector with asset returns and cash flows. The model
formalizes the relative price as the driver of the empirical results and provides a bench-
mark to compare the potential quantitative impact of the relative price mechanism. I
calibrate the parameters of the endowment processes of the tradable and non-tradable
sector in each country to match the mean and volatility of the amount of exports and
GDP in the US and foreign data. I perform Monte Carlo simulations and find that
the model is largely consistent with the key empirical facts, both qualitatively and
quantitatively.
Pertaining to the first empirical result, during expansions, tradable firms on aver-
age outperform non-tradable firms by 3.8% annually, while during recessions, tradable
firms underperform non-tradable firms by 10.7%. This pattern is monotonic across
all five portfolios sorted by tradability ratio. This pattern is reflected in the model,
as it is able to match the magnitudes of the mean and standard deviation of the
excess returns of the tradable and non-tradable sector, with the tradable portfolio
having slightly higher returns on average and significantly higher standard deviation.
In addition, in the data, I find that excess returns of firms in the top quintile of trad-
ability have significant GDP betas of 2.11, while excess returns of firms in the bottom
quintile have GDP betas of 0.89. GDP betas monotonically increase across portfolios
sorted by tradability ratio, indicating that higher tradability implies more exposure
to fluctuations in GDP. The GDP beta of TMNT is significant, with a magnitude of
1.21. Furthermore, the model is able to replicate the higher GDP beta of the tradable
sector, where the tradable sector is 1.74 times as exposed to fluctuations in GDP than
the non-tradable sector, versus 2.36 times in the data.
Pertaining to the second empirical result, the change in earnings of tradability-
sorted portfolios increases with tradability during expansions and decreases with trad-
ability during recessions. This pattern is documented for three different measures of
earnings: income, earnings per share, and return on assets (ROA). The tradable sec-
tor is substantially more sensitive to business cycles than the non-tradable sector; its
earnings drop the most during recessions and grow the most during expansions. As a
result, the volatility of earnings of the tradable sector is 2.5 to 5 times the volatility of
the non-tradable sector, depending on the earnings measure. These patterns mirror
the effects of business cycles on average stock returns. They provide further support
that the relative price adjustment mechanism as a result of endowment shocks is the
source of the additional exposure for the tradable sector. Moreover, the model is able
to match the relative volatilities of cash flow growth: the volatility of cash flow growth
of tradable firms is 1.19 times the volatility of cash flow growth of non-tradable firms,
versus 1.27 in the data.
I construct a portfolio of returns that is long on firms in the tradable sector and
short on firms in the non-tradable sector, in order to empirically test the relative price
adjustment mechanism. The intuition for why tradable firms should have different
exposure to business cycles than non-tradable firms is that the relative price adjust-
ment makes the tradable sector more exposed to endowment shocks. Hence, TMNT
should be a proxy for relative productivity shocks to the tradable and non-tradable
sector. I run predictive regressions and find a positive return on TMNT significantly
predicts future US dollar appreciation and an increase in the relative quantity of
exports to GDP.
In particular, the coefficient on TMNT indicates that a one percent increase in
the quarterly return of TMNT will result in a 0.4% appreciation of the US dollar.
Standard regressions in the literature use various macroeconomic variables to predict
the real exchange rate. In contrast, I use asset returns. The advantage of using asset
returns is that they are updated at a higher frequency, and their forward-looking
nature can capture expected movements in the productivities of the tradable and
non-tradable sectors. Hence, asset returns can pick up on fluctuations in the real
exchange rate that otherwise would not be detected by slower-moving macroeconomic
variables.
The model is able to replicate the predictability of the real exchange rate, where
TMNT is a significant predictor at the 1% level of real exchange rate change over
horizons of 2 to 16 quarters. Consistent with the empirical results, the coefficient
converges roughly to 0.4 after 9 quarters, indicating that a one percent increase in
the quarterly return of TMNT will result in a 0.4% appreciation of the home currency
relative to the foreign currency.
Finally, I perform a series of robustness tests on the empirical results. Since firms'
tradability may change over time, I rerun the empirical results on the 1987 BEA NIPA
Input-Output Tables instead of the 2002 data. Overall the results are robust and sta-
ble to the tradability ratio changing over time. There is not a significant change in
industries' tradability from 1987 to 2002. I find that 69% of the firms classified as
tradable in 1987 are still in the tradable sector in 2002. In addition, I decompose
firms in each tradability portfolio into the type of good it produces: a consumption
good (durable, nondurable, or services) or investment good or neither. I find that the
empirical results are not driven by the type of good produced. Specifically, my clas-
sification of industries as tradable versus non-tradable is not driven by the durability
of their output, i.e., whether the good is durable, non-durable, or a service.
This paper is organized as follows. Section 1.2 discusses related literature. Section
1.3 contains the empirical results. Section 1.4 presents the endowment economy
model. Section 1.5 presents robustness tests. Section 1.6 concludes.
1.2 Related Literature
This paper links the areas of international economics and asset pricing, by examining
the effects of the tradability of output on producing firms' stock returns.
A vast literature in international open macroeconomics and real business cycles has
looked at the differences of tradable and non-tradable goods. The classical papers in
this area recognized that tradable and non-tradable sectors adjust differently to shocks
that impact the economy. Starting with Cairnes (1874), these include Salter (1959),
Swan (1960), Dornbusch (1980). In the international real business cycles literature,
there is a long history of models with traded and non-traded goods. These include
Stulz (1987), Stockman & Dellas (1989), Backus, Kehoe & Kydland (1992), Backus
& Smith (1993), Tesar (1993), Backus (1994), Stockman & Tesar (1995), and Baxter,
Jerman & King (1998). Baxter (1995) and Crucini (2008) contain an extensive survey
of this area. On the theoretical side, this paper is related to Helpman & Razin (1978),
Lucas (1982), Cochrane, Longstaff & Santa-Clara (2008), Martin (2009), Coeurdacier
(2009), Coeurdacier & Gourinchas (2009), Coeurdacier, Kollman & Martin (2010).
Pavlova & Rigobon (2007) and Stathopoulos (2008) solve a two-country, two-good
model to examine asset prices and exchange rates. However, unlike my paper, these
papers do not look at the empirical implications of how a firm's ability to export
affects its risk profile in asset returns and cash flows.
This paper is related to an extensive literature in asset pricing on connecting asset
returns to fundamental aspects of firm heterogeneity. In general, papers in this area
identify ex-ante sectors that may have different risk exposures due to a particular
characteristic of its economic activity or firm fundamentals. The particular firm
characteristic examined varies widely across the literature. One branch links expected
stock returns to firm size and book-to-market ratios. These include Fama & French
(1992), Fama & French (1993), Daniel & Titman (1997), Gomes, Kogan & Zhang
(2003), Campbell & Vuolteenaho (2004), Zhang (2005), Petkova & Zhang (2005),
Lettau & Wachter (2007), and Santos & Veronesi (2010). The long-run risk literature
can be considered to be part of the broad area, as it examines heterogeneity in firms'
cash flow risk. This includes Bansal & Yaron (2004), Bansal, Dittmar & Lundblad
(2005), Parker & Julliard (2005), Panageas & Yu (2006), Bansal, Kiku & Yaron
(2007), and Bansal, Dittmar & Kiku (2009). The rest of the literature consists of a
wide array of firm characteristics, which include operating leverage (Novy-Marx 2011),
labor hiring rate (Bazdresch, Belo & Lin 2009), cost of external finance (Gomes, Yaron
& Zhang 2003), organization capital (Eisfeldt & Papanikolaou 2010), and amount
of corporate real estate holdings (Tuzel 2010). Papanikolaou (2010) examines the
heterogeneity in firms' exposure to investment-specific technological shocks. Hassan
(2010) studies the implications of country size on international asset returns. He
compares the expected returns of stocks in the traded sector, broadly defined, across
countries. In contrast, I examine the difference in returns within country between
the tradable and non-tradable sector, defined over 400 industries. To the best of my
knowledge, tradability of output is a firm characteristic that has not been previously
studied in asset pricing.
This paper is most closely related to Gomes, Kogan & Yogo (2009), who examine
the effect of the durability of output on expected stock returns. They construct
portfolios of durable good, nondurable good, and service producers and find that
firms that produce durable goods have greater exposure to systematic risk than firms
that produce nondurable goods and services. Similarly, they also use the BEA Input-
Output Tables to classify producers based on type of output they produce. While the
durability of output and the tradability of output have a natural correlation, since
durable goods tend to be tradable and services tend to be non-tradable, I find in
Section 1.5.2 that durability is not the driving factor behind my tradability results.
1.3 Empirical Results
1.3.1 Tradability Ratio of Output
In order to accurately determine the empirical implications of the tradability of out-
put on firms' stock returns, I classify industries as tradable or non-tradable on as
disaggregated a level as possible.
In light of this, I use the 2002 Bureau of Economic Analysis's National Income
and Product Account (BEA NIPA) Input-Output Tables to compute a tradability
ratio for over 400 industries in the US. This ratio is defined to be the value of exports
for the industry over the total industry output. I use the Make and Usage Tables
within the Input-Output Tables to compute this measure. The Make Table shows
the value of the amount each of the 439 industries produces of each of the 431 listed
commodities. The Usage Table shows how each commodity is used: how much of
it is used by each industry and how much is used toward final uses such as exports,
imports, consumption, investment, and government spending. Combining these two
tables, I compute the proportion of the total industry output that is exported abroad,
which I call the tradability ratio. 2
Since the tradability ratio is available at the industry level, I map each firm in
the Center for Research in Securities Prices (CRSP) Monthly Stock Database to its
respective industry, thus obtaining a tradability ratio for each firm. After dropping
all firms in the financial sector (SIC 6000-6999) and firms missing a NAICS industry
code, 14,190 firms remain. Appendix A contains the full details of the dataset and
classification at the industry and firm level.
Table 1.1 contains the summary statistics for the tradability ratio over all 439
industries and 14,190 firms. The statistics for both columns are essentially identical,
a good robustness check that the numbers are not driven by a few industries with
a large number of firms. 50% of the industries in the US export more than 5.5% of
their total output; 20% export more than 17% of their total output.
1.3.2 Sorting Firms by Tradability Ratio
I sort 14,190 firms into five portfolios based on their tradability ratio. I label firms in
quintile one as non-tradable (NT) and firms in quintile five as tradable (T).
In Table 1.2, I present the average firm-level characteristics for each portfolio
over the period 1950-2007. There are 2,838 firms in each portfolio. The number of
industries that comprise each portfolio ranges from 52 to 93. Data on firm-level char-
acteristics are from Compustat. The spread in tradability ratio is much larger in the
tradable portfolio (quintile 5) than in the other portfolios: quintile one through four
have tradability ratio that ranges from 0 to 17.9%, while quintile five has tradability
ratio that ranges from 17.9% to 88.4%. The share of total market equity varies from
9-20%, with quintile three having the largest share of market capitalization and quin-
tile five the lowest. Together the five portfolios contain about 67% of total market
equity. Both book-to-market and leverage exhibit a weakly decreasing pattern, as
firms with higher tradability tend to have lower book-to-market and lower leverage.
However, this spread across portfolios is small.
1.3.3 Tradable Minus Non-tradable Portfolio (TMNT)
I construct a tradable minus non-tradable portfolio (denoted as TMNT) of stock
returns, defined to be the difference in value-weighted excess returns of firms in quin-
tile five (T) minus value-weighted excess returns of firms in quintile one (NT). As
a robustness check, I also construct TMNT 2, the value-weighted excess returns of
quintile five minus value-weighted excess returns of firms in quintiles one through
four.
2This methodology follows Goldstein & Officer (1979), Goldstein, Khan & Officer (1980), Kravis
& Lipsey (1988), Gregorio, Giovannini & Wolf (1994), Bems (2008).
Table 1.3 shows the average monthly excess returns, t-statistics, and standard
deviation for the five tradability sorted portfolios, TMNT, and TMNT 2. The aver-
age returns are computed over the entire sample period (1950-2007), as well as over
recession and expansion periods. Recession dates are defined according to the NBER.
Over the entire sample period, the spread in returns is essentially flat across trad-
ability; TMNT has a monthly average return of 0.14% or roughly 1.7% per year. In
contrast, when the sample period is split into recession and expansion periods, the
returns essentially decrease monotonically across tradability during recessions and
increase across tradability during expansions. In particular, TMNT has an average
return of -0.9% monthly or -10.7% annually over recessions, compared with an av-
erage return of 0.3% monthly or 3.8% annually over expansions. The t-statistics for
these returns are significant. This shows that the returns of tradable firms are sig-
nificantly more sensitive than non-tradable firms to business cycles. Tradable firms
earn higher returns during periods of expansions than non-tradable firms and earn
substantially lower returns during recessions. The standard deviation of returns is
comparable for the four lower quintiles, with the tradable portfolio having slightly
higher standard deviation. Averages for TMNT 2 are comparable to TMNT.
These patterns are consistent with the intuition that the tradable sector is more
exposed than the non-tradable sector to endowment shocks hitting the economy, due
to the movements of the relative price of tradables versus non-tradables. During
expansions, with positive productivity shocks, consumption of both goods will go up.
However, total consumption of the tradable good will go up less than the consumption
of the non-tradable good, since the consumption of the tradable good also includes
foreign consumption, where the foreign country won't necessarily be enjoying the same
positive productivity shock as the home country. As a result, relative consumption
of the tradable good decreases and the relative price of tradables increases, leading
the tradable sector to outperform the non-tradable sector, i.e. TMNT > 0 during
expansions. The reverse is true for negative productivity shocks and TMNT < 0
during recessions. As can be seen in Table 1.3, this is precisely the pattern we observe
in the average returns of TMNT.
Table 1.4 presents the correlations of the TMNT portfolios and the Fama French
factors over 1950-2007. The two TMNT portfolios are highly correlated. TMNT is
positively correlated with the market and SMB and negatively correlated with HML.
These signs are consistent with the earlier finding from Table 1.2 that tradable firms
have lower book to market and slightly lower market capitalization than non-tradable
firms.
Figure 1-1 plots the annual returns of TMNT with the NBER-dated recessions
shaded in. In general, TMNT has negative returns during recessions and positive
returns during expansions. This pattern is fairly consistent across all recessions from
1927-2007.
1.3.4 Time Series Asset Pricing Tests
Due to the sensitivity of the tradable portfolio to business cycles, I run conditional
CAPM and Fama French three factor time series regressions in Table 1.5. Panel
A presents the results from the conditional CAPM regression over sample period
1950-2007:
, = ai + aireedrec,t + ,M~KTRMKT,t ± 'reKT (RMKTt ' drec,t) ± Et (1.1)
where drec,t is a dummy variable that is equal to 1 if the economy is in a recession
during month t and equal to 0 otherwise. Recession dates are based on business
cycles as determined by the NBER. The data frequency is monthly returns. When
the economy is not in a recession, the CAPM alphas (ai) are zero and insignificant
across all portfolios. However, when the economy is in a recession, the difference in
CAPM alphas (ai,rec) is monotonically decreasing across tradability, with a significant
coefficient of -0.6% a month for TMNT. This indicates that during recessions,
TMNT has -0.6% a month or a -7.5% annual excess return that cannot be explained
by CAPM. The market betas increase monotonically across portfolios, with TMNT
having a market beta of 0.412. The small and insignificant magnitudes of pi,rec
indicate that the portfolios' exposure to the market is not conditional on the business
cycle.
Panel B presents the results from the conditional Fama French three factor re-
gression over sample period 1950-2007:
Rzt= ai + ai,recdrec,t ± /IKTRMKT,t+/30 KT (RMKT,t drec,t) (2)
+ /SMBRSMB,t + ,SrMB (RSMBt drec,t)
+ IHIMLRHMLt + gHML (RHML,t drec,t) + Et
The results are similar to the CAPM regression as the unconditional alpha is zero
and insignificant across portfolios, while the alpha during recessions is monotonically
decreasing across tradability. Even after accounting for the three Fama French factors,
TMNT still has a -0.6% a month excess return during recessions that cannot be
explained. TMNT has a market beta of 0.26, SMB beta of 0.3, and HML beta of
-0.32. The portfolios' exposure to these three factors does not depend on the business
cycle. This shows that the conditional returns of TMNT are not driven by the fact
that tradable firms tend to have smaller book-to-market and smaller size.
A potential concern with the conditional regression is that conditioning on the
NBER recession dates may be using forward-looking information that is not available
at the time of the stock return. I repeat the regressions by conditioning instead on
the past two quarters' GDP growth and the results are the same.
Table 1.6 measures the exposure of the tradability portfolios to business cycles,
by computing their GDP and consumption betas. GDP beta is the coefficient from
regressing the excess returns on the contemporaneous change in real GDP per capita.
Consumption beta is the coefficient from regressing the excess returns on the con-
temporaneous change in real consumption per capita of nondurables and services.
Data on GDP and consumption is from BEA NIPA Table 1.1.6. Data frequency is
quarterly to match the frequency of GDP and consumption.
The GDP beta increases monotonically with tradability, with a small spread
among the four lower quintiles and a large increase for the tradable portfolio. The
GDP beta of 2.11 for the tradable portfolio is more than twice the GDP beta for the
non-tradable portfolio, indicating that on average the tradable portfolio is more than
twice as exposed to fluctuations in GDP than the non-tradable portfolio. The GDP
beta on TMNT is 1.2 and significant. The consumption betas also increase with
tradability, though the spread is smaller and the coefficients are insignificant.
1.3.5 Business Cycle Fluctuations of Earnings
I examine the earnings of the tradability sorted portfolios, and find that earnings of
the tradable sector are more cyclical than earnings of the non-tradable sector, echoing
the results previously found with stock returns.
Table 1.7 contains the average annual change in earnings for the 5 portfolios sorted
on tradability. I use three different measures of earnings: income before extraordinary
items, earnings per share, and return on assets, which is income over total assets.
Data for these variables are from Compustat, available at a quarterly frequency from
1961-2007.
Panel A reports the mean and standard deviation of the annual growth rate of
income for the tradability portfolios. Over the sample period 1961-2007, the growth
rate is increasing with tradability, where non-tradable firms have an average income
growth rate of 17.7% versus 26.4% for tradable firms. The standard deviation in-
creases with tradability as well, 16.1% for non-tradable firms compared with 39.9%
for tradable firms. Over the recessions during the sample period, the growth rate
of income decreases with tradability, 15.2% for the non-tradable sector versus a loss
of 5.8% for the tradable sector. The pattern is reversed over the expansion peri-
ods, where the income for the tradable sector increases 29.8% annually, compared
with 17.8% in the non-tradable sector. These patterns show that the tradable sector
is substantially more sensitive to business cycles than the non-tradable sector: its
income drops the most during recessions and grows the most during expansions.
Panel B reports the average statistics for the annual growth rate of earnings per
share. We see similar patterns in that the growth rate of earnings per share is highest
for tradable firms, lowest for non-tradable firms, and increases across the five trad-
ability ratio portfolios. The direction is again reversed when looking at only recession
periods, where earnings per share for the tradable firms drop 15.2% versus an increase
of 5.3% for non-tradable firms. Not surprisingly, the volatility of earnings per share
for the tradable sector is significantly higher than the non-tradable sector, roughly
five times as volatile during the sample period.
Panel C presents the results for the average annual change in return on assets
(ROA). These numbers exhibit consistent patterns with income and earnings per
share. The growth rate of ROA is 15.3% for the tradable sector and 8.1% for the
non-tradable sector during expansions. It is significantly lower, dropping 22.5% for
the tradable sector during recessions, while there is roughly no change for the non-
tradable sector. Again the volatility of growth is highest for the tradable sector. The
difference in average growth rates of ROA between recession and expansion periods
provides evidence of the impact of business cycles on each sector earnings. This
difference increases with tradability and provides strong evidence that the earnings
of tradable firms are substantially more sensitive to business cycles than the earnings
of non-tradable firms. These patterns mirror the effects of business cycles on average
stock returns.
1.3.6 Evidence of Relative Price Effects in Tradability Sorted
Portfolios
Tradable firms should have different exposure to business cycles than non-tradable
firms since the relative price adjustment makes the tradable sector more exposed
to endowment shocks. Since TMNT is constructed to be the difference in asset
returns between tradable and non-tradable firms, it should be a proxy for relative
productivity shocks to the tradable and non-tradable sector. If this is indeed the case,
then an increase in TMNT should predict a fall in the relative price and an increase
in the relative quantity of tradables to non-tradables. I run predictive regressions
with TMNT on the right-hand side, and find that the signs and significance of the
coefficients support the relative price adjustment mechanism.
Predictability of Changes in Real Exchange Rates
A natural empirical measure to use as the proxy for the price of tradables to non-
tradables is the price index of exports to GDP. However, it is well documented that
this proxy has significant measurement errors, due partly to the fact that price indices
are unit-value indices instead of true price measures and are poor substitutes for the
prices of heterogeneous commodity groups. 3
Instead, following previous work,4 I use real exchange rates as the measure for
the relative domestic price of tradables to non-tradables. This measure of the rela-
tive price is favorable in that it more readily identifies the incentives that determine
domestic resource allocation. In this case, the real exchange rate in terms of for-
eign currency/home currency is the price of non-tradables divided by the price of
tradables.
The real exchange rate, in terms of the number of foreign currency units per US
dollar, is defined as follows:
RERt = lRER GDPwtt (1.3)
where
RER,,t = NERi,, * PH,t
Pi' t
GDPwtit = 'GDP
' ( GDP,t
3 See Leamer & Stern (1970), Allen (1975), Goldstein & Officer (1979).
4Dornbusch (1980), Frenkel & Mussa (1985), Edwards (1989), Zietz (1996)
NER,, is the nominal bilateral exchange rate between the US and foreign country
i, is the ratio of the CPI between the US and foreign country i, and GDPwti,t
is the ratio of country i's GDP to the total GDP for all foreign countries. The
real exchange rate is then the GDP-weighted average of the real bilateral exchange
rate between the US and all foreign countries i. In my construction, I let i be the six
foreign countries that are part of the G7: Canada, France, Germany, Italy, Japan, and
the United Kingdom. Data on nominal exchange rates, CPI, and GDP are from the
International Monetary Fund's International Financial Statistics (IMF IFS) database.
The resulting series for real exchange rate is available at a quarterly frequency from
1968-2007.1
I regress the forward-looking change in real exchange rates on the returns of the
TMNT portfolio:
log(RER)t+h - log(RER)t = ah + #hRTMNT,t + Et (1.4)
log(RER)t+h - log(RER)t = ah + WT,hRTt± TNThRNT,t + Et (1-5)
where RTMNTt are quarterly returns of TMNT. Equation (1.5) splits the right hand
side variable RTMNT into RT and RNT, returns on the tradable and non-tradable
portfolio respectively. I estimate the regression for real exchange rate change over
horizons of h = 1 to 16 quarters. Since the real exchange rate is in terms of number
of foreign currency units per US dollar, an increase in the real exchange rate means
an appreciation of the US dollar.
Figure 1-2 plots the coefficients for RTMNT, RT, and RNT respectively (solid lines)
along with the one and two standard error confidence intervals (dashed lines). The
t-statistics are estimated using Newey & West (1987) standard errors, to adjust for
autocorrelation and heteroskedasticity. TMNT is a significant predictor at the 5%
level of real exchange rate change over horizons of 1 to 14 quarters. The coefficient
on RTMNT converges to 0.4 after 8 quarters. This indicates that a one percent in-
crease in the quarterly return of TMNT will result in a 0.4% appreciation of the US
dollar relative to foreign currencies. When the TMNT portfolio is separated into the
returns of the tradable and non-tradable portfolio, we see that all of the significance
is resulting from the tradable portfolio, rather than the non-tradable portfolio.
The positive coefficient on TMNT provides empirical evidence in support of the
relative price adjustment mechanism: an increase in TMNT predicts an appreciation
of the real exchange rate, which can be viewed as the proxy of the relative price of non-
tradables to tradables. Hence, an increase in TMNT predicts that the inverse, the
relative price of tradables to non-tradables, will fall. The fact that the significance
comes from the tradable sector indicates the regression is picking up productivity
shocks hitting the tradable sector, as opposed to the non-tradable sector.
Furthermore, using a portfolio of stock returns to predict changes in exchange
rates provides an alternative way of testing real exchange rate models. Typically in
5 The IMF IFS contains data on its own real effective exchange rate (REER) with respect to
the US, which is a weighted average of a basket of foreign currencies. Results with this series are
comparable.
international economics, real exchange rate models use macroeconomic variables such
as GDP, monetary policy, purchasing power parity (PPP), or labor markets to predict
fluctuations in real exchange rate. Since stock prices are forward looking, the asset
returns of TMNT, which should capture expected movements in the productivities
of the tradable and non-tradable sectors, may be able to pick up on fluctuations that
otherwise would not be detected by slower-moving macroeconomic variables.
Predictability of Relative Quantity of Exports
If TMNT is actually a proxy for relative productivity shocks to the tradable and
non-tradable sector, it should predict an increase in the relative quantity of tradables
to non-tradables. For the relative quantity, I use the ratio of the quantity index for
exports over the quantity index for GDP from the BEA NIPA Table 1.1.3 for the
sample period 1950-2007. I regress the forward-looking change in quantity of exports
to GDP on the returns of the TMNT portfolio:
log(Q)t+h - log(Q)t = Ch + hRTMNTt ± Et (1.6)
log(Q)t+h - log(Q)t = ah + -T,hRT,t + NT,hRNTt Et (1.7)
where RTMNTt are quarterly returns of TMNT. Equation (1.7) splits the right hand
side variable RTMNT into RT and RNT, returns on the tradable and non-tradable
portfolio respectively. I estimate the regression for change over horizons of h = 1 to
16 quarters.
Figure 1-3 plots the coefficients for RTMNT, RT, and RNT respectively, along
with the one and two standard error confidence intervals. TMNT is a significant
predictor at the 1% level of relative quantity of exports change over horizons of 1 to
6 quarters. When the TMNT portfolio is separated into the returns of the tradable
and non-tradable portfolio, the coefficient on the tradable portfolio is essentially the
same as the coefficient on TMNT. The coefficient on the non-tradable portfolio is
negative and significant at the 1% level over horizons of 1 to 6 quarters. The positive
coefficient on TMNT indicates that an increase in the relative returns of tradable
to non-tradable firms will lead to an increase in the relative quantity of tradables,
consistent with the intuition that TMNT can be viewed as a proxy of relative supply
shocks to the two sectors.
1.4 Endowment Economy Model
In this section, I present an endowment economy model that links the volatility of
stock returns and cash flows to fluctuations in the relative price of non-tradables. The
model is intended to provide theoretical support for the relative price mechanism as
the driving force behind the empirical results in Section 1.3. I calibrate the model to
match US and foreign exports and GDP. I perform Monte Carlo simulations and find
that the model is largely consistent with the key empirical facts, both qualitatively
and quantitatively.
1.4.1 Setup
The model builds on a Lucas (1982) endowment economy with two countries Home
and Foreign. Each country has two sectors: a tradable and non-tradable sector. The
tradable good can be freely traded across countries, where trade is assumed to be
costless. The non-tradable good can only be consumed in the domestic market. The
tradable good is the numeraire with a price of 1, while the relative price of the non-
tradable good in the Home and Foreign country is PH and PF respectively. Asset
markets are assumed to be complete.
In each country, there exists a continuum of identical households with constant
relative risk aversion -y. Utility at time t in country i E H, F is
1
U(c4) = (ci)'- (1.8)
where c is a constant elasticity of substitution (CES) consumption bundle:
ct = [6(c ,)' + (1 - 8)(cTt)]i. (1.9)
ct and cNT t is the consumption of the tradable and non-tradable good. 0 is the
weight of the tradable good in the consumption basket, while e = is the elasticity
of substitution between the tradable and non-tradable good.
is the endowment of good j E T, NT at time t in country i, which follows a
mean-reverting stochastic process
dzj, = -O (x - ±)dt + o-i dt (1.10)
where
dZf -dZF =0
dZ,- dZ. = c;dt
Shocks within a country have correlation 61, while shocks across countries are inde-
pendent6 .
0T, is the rate at which the shock reverts toward mean ±'; o-' is the volatility of
x 
is th vo a ilt of
the shock.
Given the constant elasticity of substitution consumption bundle ct in Equa-
tion (1.9), the price of this consumption basket in terms of the numeraire, the tradable
good, is
Pt = [6 + (1 - O)"(pt)1 ] (1-11)
where the price index is defined as the minimum expenditure such that c = 1.'
The real exchange rate between the Home and Foreign country is defined as the
6The independence of shocks across countries is largely consistent with the parameters used for
calibration in Table 1.8
7See Obstfeld & Rogoff (1996) chapter 4.
ratio of their price indices
pH
RERt = (1.12)
t
where an increase in RER signifies an appreciation of the Home currency.
Cash flow in each sector is equal to its output times price:
drH,t T ' 1, cHT,t = 4 T,t *PH,t (1.13)
d,t T,t '17 T,t = XT,t *PFt (1.14)
The value of each sector is the present discounted value of its future cash flow,
Sjt = Et d ds (1.15)t 7t
where irt is the state price density.
Then the gross return on a claim to the cash flow is
R,- + d (1.16)
j~t-1
The one-period risk free interest rate rft in the economy satisfies
11 + rft =Et( ) (1.17)
The market portfolio in each country is the sum of the values of the tradable and
non-tradable sector
S = Skt + S T. (1.18)
with gross return of
R± +T= (1.19)
1.4.2 Equilibrium
Under the assumption of complete markets, the competitive equilibrium can be ob-
tained by solving the world social planner's problem. The social planner chooses
countries' consumption to maximize a weighted average of each country's expected
utility, with weights A and (1 - A) for the Home and Foreign country respectively:
max E1 A e-Pt (ctH) ydt+ (1- A)j1-ePt (cF)1 y dt (1.20)
f4et r,J o -7o 1-
subject to the resource constraints
CyHt + t 4 ±t Ft
H XH
CNT,t NT,t
F F
CNT,t NT,t
where cTH and cF are the CES consumption bundles defined in Equation (1.9). The
details of the solution to the social planner's problem is in Appendix B.
The equilibrium consumption, in terms of endowment processes and relative prices
PH and PF is:
cHt = PH,t XN,t, CNT,t = 
3 Tt (1.21)
F= 0 PFt XFTt, CFt =F (1.22)cT,t 7-PF,t NTt CNT NT~t
Since the non-tradable good cannot be traded, its endowment must be consumed
entirely by the country itself. In each country, the relative consumption of the tradable
good to the non-tradable good is proportional to the relative price of the non-tradable
good:
CNTt H ,E c T,t 
0 F , 5-
The higher the relative price of the non-tradable good, the more the country will
consume of the tradable good relative to the non-tradable good. The higher the
weight on the tradable good in the utility function, 0, the more the country will
consume of the tradable good relative to the non-tradable good. These effects are
more magnified the larger the elasticity of substitution, E, between the tradable and
non-tradable good.
Furthermore, the state price density, in terms of state variables in the Home
country 8, is:
'rt= AePt PH't - (pH)y- (1.24)
where PtH is the price of the Home country's consumption basket in Equation (1.11).
The equilibrium expressions for the relative prices pH,t and pF,t cannot be ob-
tained explicitly in terms of the underlying endowment processes and must be solved
numerically.
8An equivalent expression for the state price density in terms of state variables in the Foreign
country is in Appendix B
1.4.3 Calibration of the Model
I calibrate parameters in the model to match real data in order to generate realistic
model simulated data. I then rerun the empirical tests on the model simulated data, to
compare the model implications of the effects of tradability with the actual empirical
results.
Parameters Used in Calibration
Table 1.8 contains the parameters used for the calibration. I use a subjective discount
rate of p = 0.005 for quarterly data and a coefficient of relative risk aversion of
5. Previous papers9 estimate the elasticity of substitution between tradable and
non-tradable goods in the utility function to be between 0.44 and 1.33. I choose
an elasticity of substitution of 1 so that the tradable and non-tradable goods are
imperfect substitutes. I assume that the consumption basket comprises of an equal
weight between tradable and non-tradable good by setting 0 = 0.5. Since the US
economy is roughly 50% of the world economy, I let A = 0.5.
I calibrate the parameters of the endowment processes of the Home country to
match the quantities of US exports and GDP. Data on quantities in real US dollars is
from the BEA NIPA tables. In the tradable sector, I set OH = 0.35 and H = 0.04 to
match the mean reversion rate and volatility of the detrended exports data. I detrend
the exports data using the Hodrick-Prescott filter. 0 The detrended series will then
fluctuate around a zero mean, allowing it to more closely represent a mean-reverting
endowment process. In the non-tradable sector, I set N = 0.20 and N 0.01
to match the mean reversion rate and volatility of the detrended US GDP data. I let
of = 0.36, the correlation of the detrended exports and GDP.
Similarly, I choose the parameters of the endowment processes for the Foreign
country to match the total quantities of exports and GDP of the G7 countries (ex-
cluding US). This data is from the IMF's International Financial Statistics database.
I calibrate the parameters of the tradable and non-tradable sector to match the mean
reversion rate and volatility of the detrended exports and GDP data respectively,
resulting in 0' = 0.21, Y = 0.03, 0 NT 0.19, NT 0.04. = 0.78, the
correlation of the exports and GDP series.
Simulated Model Results Versus Empirical Results
In Table 1.9, I present the simulated model results for the Home country versus
the data for the US. I perform Monte Carlo simulations over 1000 paths, each with a
length of 50 years. The simulated data is at a quarterly frequency and then aggregated
to form annual observations. I present the median, 5th percentile, and 95th percentile
values for each variable over all simulations. The last column contains the empirical
counterpart of the variable, where the sample period is 1950-2007.
Asset returns
9See Stockman & Tesar (1995), Lewis (1996), and Ostry & Reinhart (1992).
l 0The Hodrick-Prescott filter (Hodrick & Prescott 1997) removes the cyclical component of a time
series, which is commonly used for macroeconomic data. See Stock & Watson (1999) for details.
Table 1.9 Panel A contains the moments of stock returns implied by the model.
Since the assets in the model have no debt, I adjust the returns in the model to
account for financial leverage in order to compare the excess returns with the data.
Following Gomes et al. (2009), the one-period gross return on the levered asset is
1 . b
R ,= 1 bjz 1 _ b (1 + rft). (1.25)
where bj is the leverage of the sector. I set bTH = 0.31 and byT = 0.48 to match the
average leverage of the constructed tradable and non-tradable portfolio in Table 1.2.
The model is able to match the volatility of both the tradable and non-tradable
portfolio. The tradable portfolio's returns have a standard deviation of 22.3% per
annum in the model versus 24.3% in the data. The non-tradable portfolio has a
standard deviation of 15.6% in the model versus 15.3% in the data.
The average returns of the tradable and non-tradable portfolio in the model is
lower than in the data, though the mean in the data does fall inside the 5th-95th
percentile interval. The model is able to match the 2% annual excess return of the
TMNT portfolio, though its volatility is lower than in the data.
The equity premium from 1950-2007 is 7.9% per annum, which is higher than the
model implied premium of 4.4%, yet falls within the 5th-95th percentile interval. The
volatility of the market portfolio in the model is 17.5% annually, which matches the
actual empirical value. The model is able to generate a high volatility for the market
portfolio mainly due to the high volatility of the tradable and non-tradable portfolio.
The risk-free rate in the data is 1.3% is lower than the model implied rate of
2.1%, but again falls within the interval. However, the model implied volatility for
the risk-free rate is too high, roughly five times as much as in the data. Part of this
is due to the fact that with a power utility function, the EIS is low, 1/y = 0.2, in the
calibration.
I compute the ratio of the cyclicality of the excess returns of the tradable versus
non-tradable portfolio in the model, to compare with GDP beta(T in Table 1.6. InGDP beta(NT)
particular, the ratio of the covariance of returns and output growth is
cov( d , dXi')
_7 t (1.26)
cov(d *, dX[')
NT,t
where Xt = +t  PH,TXNT,t is the total output of the Home country. In the model,
the excess returns of the tradable portfolio is 1.74 times as cyclical as the non-tradable
portfolio, compared with 2.36 times as volatile in the data.
Cash Flow
In Panel B of Table 1.9, I compare the mean and standard deviation of the cash
flow growth of the two sectors with the data. The data on cash flow is from Com-
pustat, constructed as the sum of DPQ (depreciation and amortization) and IBQ
(income before extraordinary items), available from 1961-2007. The average cash flow
growth in the model is zero, which is by construction, since the underlying endowment
processes are mean-reverting. As a result, it is not meaningful to compare levels of
cash flow growth with the data. It is more informative to compare the volatilities
of cash flow growth. While the model is unable to match the standard deviation of
cash flow growth in each sector, it is able to match the relative volatility of changes
in cash flow between the tradable and non-tradable sector: 1.27 in the data versus
1.19 in the model.
Using Ito's lemma, the variance of the change in cash flow can be expressed as:
HO H pgHvart(ddj",) = K- (dzkt) -' (dzk, (1.27)
Lk iLk &k
= P(H pH,j,t ± P ',jt lj=k )(dXk,t)
- X t + PH,j,t * lj=k)(dk,t)
since = -pHjt and PH,j,t = 1 for the tradable sector, pH,j,t = PH,t for the
non-tradable sector. This expression shows how the volatility of cash flow change is
linked to the response of the relative price pH,t to the underlying endowment shocks.
Predictability of Real Exchange Rate
I estimate real exchange rate predictive Equations (1.4) and (1.5) using the model
simulated data. Figure 1-4 presents the results, which is the model counterpart of
Figure 1-3. The solid line is the median coefficient, and the dotted lines are the 5th and
95th percentile coefficients over all simulations. Overall, the results are qualitatively
and quantitatively consistent with the empirical results.
Panel A plots the coefficient on the returns of the TMNT portfolio. TMNT
is a significant predictor at the 1% level of real exchange rate change over horizons
of 2 to 16 quarters. Consistent with the empirical results, the coefficient on RTMNT
converges roughly to 0.4 after 9 quarters, indicating that a one percent increase in the
quarterly return of TMNT will result in a 0.4% appreciation of the Home currency
relative to the foreign currency. Panels B and C plot the coefficients on the T and
NT portfolio from Equation (1.5). The signs are qualitatively similar to the data,
with a positive loading on the returns of the tradable portfolio and a negative loading
on the returns of the non-tradable portfolio.
The fact that the results from the pure endowment shocks model is consistent
with the empirical real exchange rate results supports the intuition that the TMNT
portfolio is picking up relative productivity shocks to the tradable and non-tradable
sector.
Overall, the model does well in matching the empirical results. It is consistent
with all of the qualitative implications of the data, while matching the magnitudes of
most results.
1.5 Robustness of Results
1.5.1 Tradability Over Time
The tradability ratio that I sort firms into, is defined to be the amount of exports over
the total output of the industry that the firm is in. This is constructed using the 2002
BEA NIPA Input-Output Tables. One potential concern about the empirical results
is that my sample period starts from 1950 and industries' tradability most likely will
change over time. It would be ideal to construct a tradability ratio that changes over
time every year. However the BEA Input Output Tables are only available every
five years starting from 1987." Hence as a robustness check, I rerun the empirical
results using the 1987 BEA NIPA Input Output Tables as an alternative measure
of tradability ratio. Appendix A contains a comparison of the top and bottom 10
tradable industries in 1987 versus 2002.
Robustness Table 1.10 repeats the analysis in Table 1.1 using the 1987 BEA
Table. There are 505 industries mapping to 18530 firms. 50% of the industries in
the US export more than 3.3% of their total output with 20% exporting more than
10.7%. Overall the summary statistics show that the tradability of industries in 1987
is slightly lower than that in 2002.
Robustness Table 1.11 repeats the analysis in Table 1.3 using the 1987 data. It
contains the average monthly excess returns for the five tradability sorted portfolios
and TMNT. In general the patterns in the data remain the same. Average monthly
returns for TMNT over the entire sample period (1950-2007) is small and insignif-
icant. However, TMNT has an average return of -0.6% a month over recessions,
compared with an average return of 0.26% a month over expansions.
Robustness Table 1.12 shows the correlations of the five tradability-sorted port-
folios, created using the 1987 versus the 2002 data. Overall, the correlations of the
portfolios from 1987 with their 2002 counterparts are very high, all larger than 0.9.
The correlation of the tradable minus non-tradable TMNT portfolios is 0.94.
Robustness Table 1.13 presents the portfolio transition probabilities. Row i col-
umn j shows the probability that a firm which was sorted into quintile i using 1987
tradability ends up in quintile j using 2002 tradability. 69% of the firms in the trad-
able sector (quintile 5) in 1987 are still in the tradable sector in 2002. 71% of the firms
in the non-tradable sector (quintile 1) in 1987 are in the non-tradable sector in 2002.
These transition probabilities indicate that tradability of output is a characteristic
that is fairly stable over time.
1.5.2 Tradability Within Type of Good Produced
I examine the composition of the five portfolios sorted by tradability, by classifying
the industries in each portfolio into one of the categories of final demand: durable
11The first available Input Output Table with the make and use tables is 1972. However, there
is not an available mapping of the industries to their respective SIC codes for 1972. Since the
CRSP/Compustat database assigns the 1987 SIC codes to firms, the 1987 Input Output data is the
earliest feasible table.
good, nondurable good, services, gross private domestic investment, government con-
sumption expenditures and gross investment, and net exports.1 2 Together the union
of durable goods, nondurable goods, and services comprise of consumption goods. I
focus on the consumption and investment categories as they are the largest compo-
nents of GDP.
I label each industry into either a consumption industry (durables, nondurables,
services), investment industry, or other. I follow the mapping of SIC codes to a cat-
egory of final demand contained in the appendix of Gomes et al. (2009). Robustness
Table 1.14 contains the summary statistics. It includes the number of firms in each
tradability portfolio that produce goods which fall into either a consumption or in-
vestment industry. I compute the proportion of total market capitalization of all firms
in each category over the market capitalization of the portfolio.
A potential concern is that tradability ratio may be correlated with other firm
characteristics that are driving the results. One natural link is tradability and dura-
bility of output, since goods that are durable are more tradable, while services are
non-tradable. It is not surprising to see in Robustness Table 1.14 that the number of
durable firms that are in each portfolio increases with tradability, while the number of
services firms decreases with tradability. However, all durable firms only account for
2.51% of the market capitalization in the tradable portfolio. Services firms account
for only 10.24% of the market capitalization in the non-tradable portfolio. Given that
they make up such a low proportion of the portfolios' size, it is unlikely that durability,
instead of tradability, is driving the empirical results. Furthermore, the correlation
of stock returns of TMNT and a portfolio long on firms producing durable goods
and short on firms producing services is essentially zero: it is -0.024 in the 1950-2007
sample period.
In addition, it is interesting to note that 45% of the firms in the tradable sec-
tor consist of investment-goods producing firms. A valid concern would be whether
the tradable portfolio is just picking up attributes associated with investment-goods
producing firms and not actually effects due to tradability. I test this hypothesis
in Robustness Table 1.15 by computing the GDP betas of firms in each tradability
portfolio that are either in the consumption-goods or investment-goods industries.
Within firms that produce consumption goods (labeled as C in the table), the most
tradable firms have GDP betas that are 3 times as high as the non-tradable firms.
Within firms that produce investment goods (labeled as I in the table), the most
tradable firms actually have GDP betas that are significantly lower than the non-
tradable firms, which is the opposite of the results with the entire portfolio in Table
1.6. Hence, it is unlikely that the investment firms in the tradable portfolio are driv-
ing the higher cyclicality of tradable firms. Of the firms in each portfolio that don't
produce consumption goods (labeled as "not C") and don't produce investment goods
(labeled as "not I"), we see similar GDP betas as the results with the entire portfo-
lio. These patterns clearly indicate that the tradable portfolio's higher exposure to
business cycle fluctuations relative to the non-tradable portfolio is not driven by the
type of good produced.
"See urlhttp://www.bea.gov for a precise definition of these categories.
1.6 Conclusion
In this paper, I examine the effect of the tradability of output on the producing
firms' stock returns. The dichotomy of goods into tradable versus non-tradable has
long been part of the open economy macroeconomics literature, yet few papers have
looked at the empirical implications of the tradability of output on firms' asset returns.
As international trade becomes more prevalent in the world economy, firms' capability
to trade their output becomes an increasingly significant attribute.
Using the 2002 BEA NIPA Input-Output Tables, I create a tradability ratio for
over 400 industries in the US. This ratio is defined to be the value of exports over the
total industry output. I sort firms into five portfolios based on their tradability ratio
and construct a tradable minus non-tradable portfolio (TMNT) of stock returns.
Tradable firms should have different cyclicality of returns than non-tradable firms,
as they are affected differently by shocks that hit the economy. Because the price of
the tradable good is determined in the international market, based on the aggregate
supply and demand of the tradable good from both home and foreign countries, its
price will react relatively less than the price of the non-tradable good in response
to a supply shock. During good times when there is a positive supply shock, prices
will fall but the price of the tradable good will fall less, leading to an increase in
the relative price of the tradable good, defined to be the ratio of the price of the
tradable good over the price of the non-tradable good. As a result, the tradable
sector will outperform the non-tradable sector during good times. The reverse is true
in bad times: the relative price of the tradable good will fall and the tradable sector
will underperform the non-tradable sector. In essence, the relative price adjustment
makes the tradable sector more exposed to endowment shocks.
I document empirical results that precisely mirror the intuition:
1. Firms that produce tradable goods have more cyclical asset returns than firms
that produce non-tradable goods. This is exhibited both through average re-
turns conditioned on recessions and through their exposure to fluctuations in
GDP.
2. Firms that produce tradable goods have more cyclical earnings than firms that
produce non-tradable goods. In particular, I document higher volatility in the
growth of income, earnings per share, and return on assets for the tradable
sector.
3. The tradable minus non-tradable portfolio (TMNT) significantly predicts an
increase in the real exchange rate (signifying an appreciation of the US dol-
lar) and increase in the relative quantity of exports, providing support for the
relative price adjustment mechanism.
A two-country endowment economy model provides strong theoretical support for
the relative price mechanism. I calibrate the parameters of the endowment processes
of the tradable and non-tradable sector in each country to match the mean and
volatility of the amount of exports and GDP in the US and foreign data. Results on
the simulated data are able to match the main empirical facts, both qualitatively and
quantitatively.
Finally, the empirical results are robust to the tradability ratio changing over time
and to the type of good produced.
1.7 Tables and Figures
Table 1.1: Summary Statistics for Tradability Ratio
mean
median
min
max
std dev
20th percentile
40th percentile
60th percentile
80th percentile
N
over all industries
0.10
0.055
0
0.88
0.13
0.002
0.028
0.083
0.17
439
over all firms
0.10
0.075
0
0.88
0.13
0.002
0.028
0.089
0.18
14,190
Table 1.1 contains summary statistics for tradability ratio, computed using the 2002 BEA
NIPA Input-Output Tables. The tradability ratio is defined to be the ratio of exports to
total industry output. The statistics are presented over all 439 industries listed in the Input
Output Tables, as well as over the 14,190 firms in CRSP that map to these industries.
Table 1.2: Average Characteristics for 5 Portfolios Sorted on Tradability
Ratio
1950-2007 NT 2 3 4 T
num firms 2838 2838 2838 2838 2838
num industries 52 80 93 90 74
trad ratio:
min 0 0.002 0.028 0.089 0.18
max 0.002 0.022 0.089 0.18 0.88
median 0.001 0.018 0.075 0.12 0.26
percent of market equity 13.06 10.33 20.22 14.15 9.17
book-to-market 0.77 0.69 0.74 0.66 0.65
leverage 0.48 0.37 0.38 0.34 0.31
Table 1.2 presents for each portfolio the average characteristics, including tradability ratio,
percent of market equity, book-to-market ratio, and leverage. Portfolio are listed in order
of increasing tradability. Tradability ratio, defined as exports over total industry output,
is computed using 2002 BEA NIPA Input-Output Tables. Percent of market equity is the
ratio of total market capitalization of all firms in the portfolio over market capitalization of
all firms in CRSP. Data on book-to-market ratio and leverage is from Compustat. Book-to-
market ratio is book equity divided by market equity. Leverage is book liabilities divided
by market value. The numbers are the median firm value of the characteristic, averaged
over the sample period.
Table 1.3: Average Excess Returns for 5 Portfolios Sorted on Tradability
Ratio
portfolio
period NT 2 3 4 T TMNT TMNT 2
1950-07 avg 0.0054 0.0048 0.0071 0.0065 0.0069 0.0014 0.0009
t-stat 3.74 3.07 4.44 3.76 3.04 0.90 0.68
stdev 0.038 0.042 0.042 0.046 0.060 0.042 0.033
1950-07 avg 0.0042 -0.0016 0.0012 -0.0007 -0.0052 -0.0094 -0.0057
(rec) t-stat 0.78 -0.31 0.21 -0.12 -0.68 -2.27 -1.52
stdev 0.055 0.054 0.057 0.059 0.077 0.042 0.038
1950-07 avg 0.0059 0.0058 0.0081 0.0077 0.0090 0.0031 0.0020
(exp) t-stat 4.13 3.67 5.12 4.42 3.91 1.82 1.51
stdev 0.035 0.039 0.039 0.043 0.057 0.042 0.033
Table 1.3 shows the average monthly excess returns, t statistics, and standard deviation
for the five tradability sorted portfolios, TMNT, and TMNT2. The average returns are
computed over the entire sample period (1950-2007), as well as over recession and expansion
periods. Recession dates are defined according to NBER. TMNT is the returns of the
tradable (quintile 5) minus non-tradable (quintile 1) portfolio. TMNT2 is the returns of
quintile 5 minus the average of quintiles 1 through 4.
Table 1.4: Correlation of TMNT Portfolio with Fama French Factors
1950-2007 TMNT TMNT 2
TMNT 2  0.91
MKT 0.45 0.42
SMB 0.37 0.43
HML -0.45 -0.40
Table 1.4 presents the correlations of the TMNT portfolios and the Fama French factors
over 1950-2007. TMNT is the returns of the tradable (quintile 5) minus non-tradable
(quintile 1) portfolio. TMNT 2 is the returns of quintile 5 minus the average of quintiles 1
through 4.
Figure 1-1: Annual Returns of TMNT
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Figure 1-1 plots the annual returns of TMNT
TMNT is the returns of the tradable (quintile
1980 1990 2000
with the NBER-dated recessions shaded in.
5) minus non-tradable (quintile 1) portfolio.
Table 1.5: Time Series Regressions on 5 Portfolios Sorted by Tradability
Ratio - Conditional on Recessions
NT 2 3 4 T TMNT
Panel A: CAPM (1950-2007)
a -0.0002 -0.0008 0.0008 0.0001 -0.0002 0.0001
(-0.39) (-1.15) (1.89) (0.24) (-0.21) (0.07)
arec 0.0037 0.0008 0.0004 -0.0003 -0.0020 -0.0064
(2.50) (0.54) (0.45) (-0.26) (-1.00) (-2.24)
3 MKT 0.80 0.91 0.92 1.03 1.23 0.41
(20.01) (19.77) (33.60) (28.25) (24.21) (5.10)
# cKT 0.13 -0.074 0.004 -0.027 0.11 0.005
(2.28) (-1.16) (0.10) (-0.53) (1.00) (0.04)
R squared 0.84 0.84 0.91 0.90 0.82 0.22
Panel B: FF 3 factor (1950-2007)
a -0.0005 -0.0003 0.0009 0.0004 0.0009 0.0015
(-0.73) (-0.47) (2.07) (0.86) (0.91) (0.98)
arec 0.0034 0.0004 0.0004 0.0000 -0.0021 -0.0062
(2.04) (0.26) (0.46) (-0.03) (-1.12) (-2.04)
3 MKT 0.81 0.91 0.95 1.03 1.10 0.28
(19.54) (18.44) (33.49) (26.36) (20.12) (3.27)
#pcKT 0.12 -0.037 -0.006 -0.017 -0.066 -0.15
(1.20) (-0.48) (-0.11) (-0.29) (-0.67) (-0.88)
3SMB 0.005 -0.078 -0.16 -0.054 0.32 0.30
(0.08) (-1.36) (-3.25) (-1.08) (3.23) (2.17)
,3SMB 0.10 -0.004 0.081 -0.080 0.066 -0.071
(1.13) (-0.04) (0.96) (-0.70) (0.33) (-0.31)
#HML 0.049 -0.11 -0.008 -0.066 -0.28 -0.32
(0.63) (-1.76) (-0.24) (-1.18) (-3.20) (-2.09)#rHML .- 0.064 -0.30 -0.37
(0.44) (0.97) (0.07) (-0.64) (-1.74) (-1.46)
R squared 0.84 0.85 0.92 0.90 0.86 0.32
Table 1.5 presents the results from conditional time series regressions. Panel
from the conditional CAPM regression over sample period 1950-2007:
A presents the results
= ai ± ar,recdrec,t + TMKTR + MKT (RMKT,t * drec,t) ± Et
Panel B presents the results from the conditional Fama French 3 factor regression over sample period
1950-2007:
1e= ai ± ai ,recdrec,t ± I KTRMKTt + I3KT (RMKT,t * drec,t)
+ /3 MB RsMB,t + , MB(RSMB,t * drec,t)
+ K1MLRHML,t ± MH3=L(RHML, drec,t) + Et
The sample period is 1950-2007 and the results are for monthly returns. drect is a dummy variable
that is equal to 1 if the economy is in a recession during month t and equal to 0 otherwise. Recession
dates are based on business cycles as determined by the NBER. T statistics are in parentheses.
Table 1.6: 5 Portfolios Sorted by Tradability Ratio - Exposure to Business
Cycles
1950-2007 NT 2 3 4 T TMNT
GDP # 0.90 0.90 1.12 1.22 2.11 1.21
(1.55) (1.71) (1.98) (1.94) (2.89) (2.32)
consumption # 0.27 0.35 0.30 0.44 0.86 0.59
(0.39) (0.61) (0.44) (0.56) (0.91) (0.96)
Table 1.6 measures the exposure of the tradability portfolios to business cycles, by com-
puting their GDP and consumption betas. GDP beta is the coefficient from regressing the
excess returns on the contemporaneous change in real GDP per capita. Consumption beta
is the coefficient from regressing the excess returns on the contemporaneous change in real
consumption per capita of nondurables and services. Data on GDP and consumption is
from BEA NIPA Table 1.1.6. Data frequency is quarterly to match the frequency of GDP
and consumption. The sample period is 1950-2007. T statistics are in parentheses.
Table 1.7: 5 Portfolios Sorted on Tradability - Earnings
Income:
sample period NT 2 3 4 T
1961-2007 avg 0.18 0.18 0.22 0.20 0.26
std dev 0.16 0.26 0.25 0.29 0.40
recession pds avg 0.15 0.067 0.14 0.040 -0.058
std dev 0.13 0.30 0.21 0.29 0.43
expansion pds avg 0.18 0.19 0.23 0.21 0.30
std dev 0.16 0.26 0.26 0.28 0.38
Earnings per share:
sample period NT 2 3 4 T
1961-2007 avg 0.085 0.069 0.12 0.12 0.14
std dev 0.12 0.25 0.26 0.27 0.63
recession pds avg 0.053 0.008 0.051 -0.072 -0.15
std dev 0.14 0.26 0.21 0.31 0.39
expansion pds avg 0.086 0.073 0.13 0.13 0.18
std dev 0.12 0.25 0.26 0.26 0.63
Return on assets (ROA)
sample period NT 2 3 4 T
1961-2007 avg 0.074 0.095 0.10 0.10 0.12
std dev 0.14 0.31 0.22 0.24 0.34
recession pds avg 0.002 -0.058 0.002 -0.019 -0.22
std dev 0.062 0.32 0.24 0.29 0.35
expansion pds avg 0.081 0.10 0.11 0.11 0.15
std dev 0.14 0.31 0.21 0.23 0.31
Table 1.7 contains the average annual change in earnings for the 5 portfolios sorted on
tradability. I use three different measures of earnings: income before extraordinary items,
earnings per share, and return on assets, which is income over total assets. Data for these
variables are from Compustat, available at a quarterly frequency from 1961-2007. Recessions
periods are from the NBER.
Figure 1-2: Predictive Regressions with TMNT: Real Exchange Rate
regress RER chg (F over US) on TMNT
-0.Z0 2 4 6 e 10 12 14horizon of chenge (queer)
(a) coefficient on TMNT
regress RER chg (F over US) on T and NT - coeff on T
1- 0.6
0.l
-0.2'0 2 4 6 9 10 12 14
horizon of change (quarter)
(b) coefficient on T
regress RER chg (F over US) on T end NT - coeff on NT
0.4
0.2 -
0
0.2-
0 2 4 6 e 10 12horizon of change (quarter)
(c) coefficient on NT
Figure 1-2 Panel A plots the #h coefficients from the regression:
log(RER)t+h - log(RER)t = ah + AnRTMNT,t + Et
where RTMNT,t are quarterly returns of TMNT and the left-hand side is the change of the real exchange rate (foreign/US) over horizons
of 1 to 16 quarters. The real exchange rate is constructed from data from the International Monetary Fund's International Financial
Statistics (IMF IFS) database, available at a quarterly frequency from 1968-2007. Panel B and C plots the 7T,h and 7NTh coefficients
from the regression:
log(RER)t+h - log(RER)t = Ch + YT,hRT,t + 7YNT,hRNTt + Et
where RT,t and RNT,t are quarterly returns of the tradable and non-tradable portfolio respectively. The dashed lines represent one
and two standard error confidence intervals. The t statistics are estimated using Newey West (1987) standard errors, to adjust for
autocorrelation and heteroskedasticity.
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Figure 1-3: Predictive Regressions with TMNT: Quantity of Exports
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Figure 1-3 Panel A plots the 3h coefficients from the regression:
log(Q)t+h - log(Q)t = ah + #ARTMNTt - Et
where RTMNTt are quarterly returns of TMNT and the left-hand side is the change, over horizons of 1 to 16 quarters, of the ratio of
the quantity of exports to GDP. Data on quantity indices are from the BEA NIPA Table 1.1.3, available at a quarterly frequency from
1950-2007. Panel B and C plots the -(T,h and -NTh coefficients from the regression:
log(Q)t+h - log(Q)t = ae + -T,hRT,t + 7NT,hRNTt + ft
where RT,t and RNT,t are quarterly returns of the tradable and non-tradable portfolio respectively. The dashed lines represent one
and two standard error confidence intervals. The t statistics are estimated using Newey West (1987) standard errors, to adjust for
autocorrelation and heteroskedasticity.
Table 1.8: Parameters Used for Model Calibration
Parameter Symbol Value
Preferences:
Discount rate p 0.005
Relative risk aversion 5
Elasticity of substitution 1
Weight on T good in utility function 0 0.5
Weight on Home country in social planner problem A 0.5
Endowment processes for Home country:
mean reversion rate of shock to T sector 64H 0.35
volatility of shock to T sector or 0.04
mean reversion rate of shock to NT sector OHNT 0.20
volatility of shock to NT sector x,NT 0.01
correlation of shocks to T and NT sector 6," 0.36
Endowment processes for Foreign country:
mean reversion rate of shock to T sector 0 F 0.21
volatility of shock to T sector o F 0.03
mean reversion rate of shock to NT sector OFNT 0.19
volatility of shock to NT sector oNT 0.04
correlation of shocks to T and NT sector 6f 0.78
Table 1.9: Simulated Model Results Versus Empirical Results
model data
median 5% 95% (1950-2007)
(A) Excess stock returns:
T portfolio mean 0.059 -0.051 0.13 0.092
stdev 0.22 0.18 0.24 0.24
NT portfolio mean 0.039 -0.037 0.089 0.071
stdev 0.16 0.13 0.17 0.15
TMNT portfolio mean 0.019 -0.015 0.04 0.02
stdev 0.071 0.052 0.078 0.18
market portfolio mean 0.044 -0.042 0.10 0.079
stdev 0.18 0.15 0.20 0.17
risk free rate mean 0.021 -0.027 0.096 0.013
stdev 0.12 0.097 0.14 0.020
ratio cov(ret, AGDP) T vs NT 1.74 1.66 1.78 2.36
(B) Cash flow: cash flow
A(cash flow) T sector mean 0.000 -0.001 0.002 0.13
stdev 0.064 0.062 0.076 0.36
A(cash flow) NT sector mean 0.001 -0.001 0.003 0.11
stdev 0.055 0.050 0.061 0.28
ratio vol A(cash flow) T vs NT 1.19 1.05 1.41 1.27
Table 1.9 contains the simulated model results for the Home country versus the data for the
US. I perform Monte Carlo simulations over 1000 paths, each with a length of 50 years. The
simulated data is at a quarterly frequency and then aggregated to form annual observations.
I present the median, 5th percentile, and 95th percentile values for each variable over all
simulations. The last column contains the empirical counterpart of the variable, where the
sample period is 1950-2007. The moments of the portfolio returns in the data are from the
five portfolios sorted by tradability. The market portfolio's excess returns are computed
using data from Kenneth French's website. The real risk-free rate is constructed using the
nominal US Treasury bill rate and the CPI percent change, from the IMF's IFS database.
Data on cash flow is from Compustat, constructed as the sum of DPQ (depreciation and
amortization) and IBQ (income before extraordinary items), available from 1961-2007.
Figure 1-4: Predictive Regressions with TMNT: Real Exchange Rate - Simulated Model
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I repeat the real exchange rate predictive regressions from Figure 1-3 using
coefficients from the regression:
the simulated data from the model. Panel A plots the #h
log(RER)t+h - log(RER)t = ah + PhRTMNT,t + Et
where RTMNT,t are quarterly returns of TMNT and the left-hand side is the change of the real exchange rate (foreign/US) over horizons
of 1 to 16 quarters. Panel B and C plots the 7T,h and 7NTh coefficients from the regression:
log(RER)t+h - log(RER)t = aCh + 7T,hRT,t + YNT,hRNTt + Et
where RT,t and RNT,t are quarterly returns of the tradable and non-tradable portfolio respectively. The solid line is the median coefficient,
and the dotted lines are the 5th and 95th percentile coefficients over all simulations. The t statistics are estimated using Newey West
(1987) standard errors, to adjust for autocorrelation and heteroskedasticity.
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Robustness Table 1.10: Summary Statistics for Tradability
BEA Table
over all industries
0.065
0.033
0
0.60
0.083
20th percentile
40th percentile
60th percentile
80th percentile
N
0.002
0.020
0.051
0.11
505
over all firms
0.052
0.020
0
0.60
0.073
0.004
0.019
0.033
0.073
18530
Table 1.10 contains summary statistics for tradability ratio, computed using the 1987 BEA
NIPA Input-Output Tables. The tradability ratio is defined to be the ratio of exports to
total industry output. The statistics are presented over all 505 industries listed in the Input
Output Tables, as well as over the 18530 firms in CRSP that map to these industries.
Ratio - 1987
mean
median
min
max
std dev
Robustness Table 1.11: Average Excess Returns
portfolio
period NT 2 3 4 T TMNT
1950-2007 avg 0.0054 0.0056 0.0059 0.0068 0.0068 0.0015
t-stat 3.59 3.55 3.42 4.36 3.39 1.13
stdev 0.039 0.042 0.046 0.041 0.053 0.034
1950-2007 avg 0.0031 0.0018 -0.0026 -0.0006 -0.0032 -0.0063
(rec pds) t-stat 0.55 0.34 -0.42 -0.11 -0.46 -1.81
stdev 0.057 0.052 0.063 0.054 0.071 0.035
1950-2007 avg 0.0060 0.0061 0.0074 0.0080 0.0086 0.0026
(exp pds) t-stat 4.11 3.80 4.33 5.08 4.25 1.90
stdev 0.036 0.040 0.043 0.039 0.050 0.034
Table 1.11 shows the average monthly excess returns,
for the five tradability sorted portfolios and TMNT.
t statistics, and standard deviation
The average returns are computed
over the entire sample period (1950-2007), as well as over recession and expansion periods.
Recession dates are defined according to NBER. TMNT is the returns of the tradable
(quintile 5) minus non-tradable (quintile 1) portfolio. Tradability is defined as exports over
total industry output, using data from the 1987 BEA NIPA Input-Output Tables.
1987 BEA Table
Robustness Table 1.12: Correlation of 5 Portfolios Sorted by Tradability
1950-2007: 1 2 3 4 5 TMNT 2002
1 0.99 0.83 0.81 0.81 0.73 0.13
2 0.83 0.94 0.84 0.82 0.82 0.41
3 0.81 0.88 0.93 0.86 0.82 0.42
4 0.81 0.85 0.94 0.92 0.80 0.39
5 0.74 0.80 0.87 0.88 0.97 0.70
TMNT 1987 0.01 0.29 0.41 0.44 0.67 0.94
Table 1.12 shows the correlations of the 5 tradability-sorted portfolios, created using the
1987 BEA NIPA data versus the 2002 BEA NIPA data. Row i column j shows the cor-
relation of quintile i, constructed using 1987 tradability data, and quintile j, constructed
using the 2002 tradability data. The sample period is 1950-2007. TMNT is the returns of
quintile 5 minus quintile 1.
Robustness Table 1.13: Portfolio
Sorted on Tradability Ratio
Transition Probabilities: 5 Portfolios
2002 data
1 2 3 4 5
1 0.71 0.16 0.08 0.04 0.02
1987 data 2 0.18 0.38 0.27 0.13 0.04
3 0.07 0.42 0.31 0.16 0.04
4 0.05 0.05 0.3 0.44 0.16
5 0.01 0.03 0.07 0.2 0.69
Table 1.13 presents the portfolio transition probabilities for five portfolios sorted by tradabil-
ity ratio using 1987 BEA data and 2002 BEA data. Row i column j shows the probability
that a firm which was sorted into quintile i using 1987 tradability ends up in quintile j
using 2002 tradability.
Robustness Table 1.14: Composition of 5 Portfolios Sorted by Tradability
- Type of Good Produced
firms (durable)
portfolio equity
firms (nondurable)
portfolio equity
firms (services)
portfolio equity
firms (investment)
portfolio equity
firms that are other
firms in quintile
Table 1.14 contains the number of firms in each tradability portfolio that produce goods
which fall into either a consumption (durables, nondurables, services) or investment indus-
try. Percent of portfolio equity is the proportion of total market capitalization of all firms
in each category over the market capitalization of the portfolio.
NT 2 3
1 191
8 2.13
3
0.7
number of
percent of
number of
percent of
number
percent
number of
percent of
number of
number of
14
0.01
43
0.20
741
10.24
85
0.16
1955
2838
4
169
3.63
748
20.37
117
0.39
554
15.19
1250
2838
T
239
2.51
80
1.28
1
0.01
1685
44.79
833
2838
188
4.88
323
6.46
324
6.06
1972
2838
400
20.09
119
1.05
501
5.55
1627
2838
Robustness Table 1.15: 5 Portfolios Sorted by Tradability Ratio - Exposure
to Business Cycles - Within Subsets
1950-2007 NT 2 3 4 T TMNT
C 0.89 0.90 0.30 1.26 2.92 2.03
(1.11) (1.37) (0.43) (1.78) (3.62) (3.38)
I 3.86 1.62 1.88 1.79 1.57 -2.30
(4.05) (1.90) (2.79) (1.92) (1.94) (-3.63)
not C 0.72 0.71 1.12 1.03 1.92 1.20
(1.32) (1.35) (1.96) (1.64) (2.61) (2.20)
not I 0.70 0.66 0.87 0.90 2.44 1.73
(1.26) (1.27) (1.52) (1.53) (3.52) (3.56)
not I and not C 0.70 0.62 1.01 0.77 2.39 1.69
(1.27) (1.20) (1.76) (1.34) (3.46) (3.36)
Table 1.15 presents the
consumption-goods (C)
GDP betas of firms in each tradability portfolio that are in the
or investment-goods industries (I) or neither (not I and not C).
Sample period is 1950-2007. T statistics are in parentheses.
1.8 Appendix
Tradability Ratio
I use the 2002 BEA NIPA Input-Output Tables, in particular the Make Table and Use
Table, to compute the proportion of exports over total industry output for each industry.
This proportion is designated as the tradability ratio through out this paper.
The Make Table shows how much each industry produces of each type of commodity,
for a total of over 400 types of commodities. Let make(i, c) denote the dollar value of how
much industry i produces of commodity c. The sum of the dollar amount produced for all
commodities is the total industry output: TI0(i) = Ec make(i, c).
The Use Table shows how each commodity is used or consumed. Let use(c, i) denote the
dollar amount of commodity c used by industry i and use(c, f) denote the amount of com-
modity c consumed for final uses (personal consumption, private investment, exports, im-
ports, government consumption). In particular, I am interested in the final uses for exports
of goods and services: use(c, ex)). The sum of the dollar amounts used by each industry
and for final uses is the total commodity output: TCO(c) = Ej use(c, i) + YE use(c, f). 13
I compute a tradability ratio for each industry i, defined to be the ratio of exports for
the industry to total industry output:
trad(i) = (ex(i)) (1.28)TIO(i)
where
use(c, ez)
ex(i) = TCO(c)make(i, c)]
C c~
Namely, I first compute the proportion of how much of each commodity is exported or
imported and multiply by make(i, c) to get the dollar amount of exports and imports of
commodity c by industry i. Then I sum over all commodities.
BEA provides a mapping of NAICS codes to industries (IO code). The CRSP/ Com-
pustat Merged Database provides a mapping of permno to NAICS. Hence, combining these
two, I can assign each firm the tradability ratio for the industry that it's in. [permno -
NAICS -+ 10 code -+ tradability ratio]
I use all firns in CRSP, excluding the financial sector (SIC 6000-6999).
I sort the 14,190 remaining firms into five portfolios based on their tradablity ratio.
Table 1.16 contains the descriptions of the five industries in each portfolio that contain the
largest number of firms in that portfolio.
Table 1.17 lists the top and bottom ten industries in terms of tradability ratio when I
use the default 2002 BEA NIPA Input-Output Tables. Table 1.18 lists the top and bottom
ten industries when I use the 1987 BEA NIPA Input-Output Tables.
"See Stewart, Stone & Streitwieser (2007)
Appendix Table 1.16: 5 Portfolios Sorted by Tradability Ratio - Industry Description
IO code industry description num firms trad ratio
quintile 1:
4A0000 Retail trade 895 0.0008
722000 Food services and drinking places 266 0.0010
230101 Nonresidential commercial and health care structures 211 0.0000
221100 Electric power generation transmission and distribution 183 0.0017
621B00 Medical and diagnostic labs and other ambulatory care services 142 0.0001
quintile 2:
211000 Oil and gas extraction 669 0.020
541512 Computer systems design services 363 0.018
517000 Telecommunications 304 0.011
562000 Waste management and remediation services 110 0.0065
541300 Architectural engineering and related services 100 0.028
quintile 3:
420000 Wholesale trade 671 0.075
511200 Software publishers 506 0.089
2122A0 Gold, silver, and other metal ore mining 198 0.051
325413 In-vitro diagnostic substance manufacturing 107 0.050
484000 Truck transportation 93 0.068
quintile 4:
325412 Pharmaceutical preparation manufacturing 430 0.11
325414 Biological product manufacturing 276 0.14
334220 Broadcast and wireless communications equipment 184 0.15
512100 Motion picture and video industries 148 0.12
339113 Surgical appliance and supplies mfg. 119 0.15
quintile 5:
33411A Computer terminals equipment manufacturing 321 0.25
334413 Semiconductor and related device manufacturing 275 0.44
334510 Electromedical and electrotherapeutic apparatus manufacturing 219 0.26
334210 Telephone apparatus manufacturing 157 0.31
339112 Surgical and medical instrument manufacturing 147 0.20
Appendix Table 1.17: Top and Bottom 10 Industries by Tradability Ratio - 2002 BEA NIPA
top 10:
trad ratio
0.88
0.74
0.64
0.57
0.55
0.54
0.53
0.52
0.51
0.50
industry
333314
114100
333130
336413
33399A
336412
333994
334513
316100
334411
bottom 10:
industry
213111
811192
624200
525000
812900
812300
812200
624400
812100
230101
description
Optical instrument and lens manufacturing
Fishing
Mining and oil and gas field machinery manufacturing
Other aircraft parts and auxiliary equipment manufacturing
Other general purpose machinery manufacturing
Aircraft engine and engine parts manufacturing
Industrial process furnace and oven manufacturing
Industrial process variable instruments manufacturing
Leather and hide tanning and finishing
Electron tube manufacturing
description
Drilling oil and gas wells
Car washes
Community food housing and other relief services
Funds, trusts, and other financial vehicles
Other personal services
Dry-cleaning and laundry services
Death care services
Child day care services
Personal care services
Nonresidential commercial and health care structures
trad ratio
0.000040
0.000019
0.000017
0.000014
0.000012
0.000008
0.000004
0.000002
0.000001
0.000000
Appendix Table 1.18: Top and Bottom 10 Industries by Tradability Ratio - 1987 BEA NIPA
top 10:
industry
450300
141600
20402
490700
240100
20600
90003
20201
600100
650400
bottom 10:
industry
770403
40002
110601
110602
110603
120215
710100
720201
720202
720300
trad ratio
0.60
0.41
0.39
0.38
0.35
0.34
0.34
0.32
0.32
0.31
trad ratio
0.000022
0
0
0
0
0
0
0
0
0
description
Oil and gas field machinery and equipment
Rice milling
Tree nuts
General industrial machinery and equipmer
Pulp mills
Oil bearing crops
Clay, ceramic, and refractory minerals
Food grains
Aircraft
Water transportation
t
description
Private libraries, vocational schools, and educational services
Landscape and horticultural services
Petroleum and natural gas well drilling
Petroleum, natural gas, and solid mineral exploration
Access structures for solid mineral development
Maintenance and repair of petroleum and natural gas wells
Owner-occupied dwellings
Laundry cleaning, garment services, and shoe repair
Funeral service and crematories
Beauty and barber shops
Solution to Social Planner's Problem
The first order conditions to the social planner's problem in Equation (1.20) are:
Ae-PU'(cHt) = 7rt (1.29)
Ae-PU'(c~rTt) = lrtpH,t (1.30)
(1 - A)e-PtU'(c,t) = irt (1.31)
(1 - A)e-PtUI(cNTt) = 7tpF,t (1-32)
where
1U(ci) = (ci)1-Y (1.33)
and c' is a constant elasticity of substitution (CES) consumption bundle:
c = [6(cr'-I + (1 - 6)(cXTTr]. (1.34)
rt, the state price density, is the Lagrange multiplier associated with the resource con-
straint for the tradable good. rtpH,t and grtpFt are the Lagrange multipliers for the resource
constraints for the non-tradable good in each country.
We can see from the first order conditions that
PH,t = T,(1.35)
U'(c9Y)
PF,t = (1.36)U'(ct)
U'(c__) A
- 1 - A (1.37)
U'(cd 1 -A
The equilibrium relative price of the non-tradable good is equal to the marginal rate of
substitution between the tradable and non-tradable good. Because international trade of
the tradable good is assumed to the costless, the ratio of the marginal utilities of the tradable
good across countries depends only on A, the welfare weight on the Home country in the
social planner's problem.
Simplifying the first order conditions leads to the equilibrium consumption allocations
in Equation (1.21).
Substituting the consumption allocations back into the three resource constraints allows
us to solve for the state price density:
7=t Ae(pH PHt - )E- (1.38)
where Pt/ is the price of the Home country's consumption basket in Equation (1.11). Equiv-
alently, the state price density can be expressed in terms of state variables in the Foreign
country:
(1 - A)e-Pt p - F)EY(rt = F(xF y1Tt (9
where PF is the price of the Foreign country's consumption basket.
The relative prices PH,t and pF,t must then satisfy:
(1 PH,t) NT,t + PF t) 6F
1 +( 1 7-1
PH,t] kPtH ,f
\PF,t /1\ - A) t
XH t+xF
- T,t ± XT,t
XHXNT~t
-
F
XNT,t
(1.40)
(1.41)
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Chapter 2
Consumption Growth and Interest
Rates: an Open-Economy
Perspective
2.1 Introduction
A significant portion of the asset pricing literature connects the behavior of financial assets
to aggregate consumption dynamics. Recently, a particularly active subset of this literature
has focused on consumption growth predictability and its implications for how we should
quantify aggregate risk. This literature includes contributions by Bansal, Dittmar & Kiku
(2009), Bansal, Gallant & Tauchen (2007), Bansal & Yaron (2004), Bansal, Kiku & Yaron
(2009), Beeler & Campbell (2009), Constantinides & Ghosh (2008), Drechsler & Yaron
(2009), Hansen, Heaton & Li (2008), Parker (2001), Parker (2003), Parker & Julliard (2005),
and many others. In light of these recent developments, improving our understanding of
the aggregate consumption dynamics is of obvious interest. Moreover, understanding the
economic mechanisms that shape conditional behavior of consumption growth is broadly
important for research in macro-finance.
Our point of departure is the well-known relation between consumption growth and
interest rates:
rt = -p + 471 gt, (2.1)
where rt is the risk-free interest rate, p is the time-preference parameter, $ is the elasticity
of intertemporal substitution (EIS), and gt is consumption growth. (2.1) is based on the
assumption of time-separable utility function
0 T 0
and instantaneously deterministic consumption growth. We abstract away from the precau-
tionary savings terms in our analysis. According to this relation, short-term real interest
rate contains information about conditional expected consumption growth, 1
gt = po + Ort. (2.3)
This relation has not performed well empirically (as discussed, for instance, in Campbell &
Mankiw (1990) and Campbell, Lo & MacKinlay (1997)) with the EIS coefficient estimates
based on the U.S. data being close to zero and statistically insignificant.
We deviate from the standard approach in the literature by examining the relation
between interest rates and consumption growth from the open-economy perspective. There
are two reasons why introducing international data into this analysis may be productive.
First, if empirical failure of (2.3) is due to mis-specification of preferences and, in addi-
tion to expected consumption growth interest rates reflect preference shocks, adding inter-
national interest rates into the mix may alleviate the effect of such mis-specification on the
predictive relation in (2.3). This is the theoretical interpretation we adopt. We find that
adding international interest rates to (2.3) significantly strengthens the relation between
interest rates and expected consumption growth. U.S. consumption growth is strongly pre-
dictable at horizons of at least three years by a combination of the U.S. and world real
short-term interest rates.
Second, and more importantly, the open-economy perspective on the problem empha-
sizes the importance of consumption smoothing through trade, and the fact that total con-
sumption has multiple components, which may exhibit different dynamic behavior. We find
strong empirical support for this notion, with consumption growth of non-tradable goods
being much more predictable than consumption growth of tradable goods. This prompts us
to explore the potential economic mechanisms behind our findings. We conclude that our
results are likely driven by productivity shocks in the sector of the U.S. economy producing
non-tradable goods. Consumption growth of tradable goods can be smoothed through in-
ternational trade, while consumption growth of non-tradables is strongly affected by supply
shocks in that sector.
Many of the recent papers in the consumption-based asset pricing literature appeal to
the notion of long-run risk, introduced in Bansal & Yaron (2004), which emphasizes small
but highly persistent fluctuations in expected consumption growth. Some, following Parker
(2001), interpret consumption predictability as medium-term risk resulting from slow ad-
justment of households to changes in their total wealth. Yet others, e.g., Beeler & Campbell
(2009), caution that empirical support for the type of predictability built into long-run risk
models is fragile. Our findings support the general notion that consumption growth ex-
hibits a nontrivial predictable component. Our empirical results do not immediately fit the
long-run risk framework, since the horizons at which we establish our predictive relations
are substantially shorter than those implied by the long-run risk models. Instead, our pre-
dictive relations have similar horizons to the medium-term consumption risk patterns in
Parker (2001) and Parker (2003), although we suggest a very different interpretation of the
mechanisms behind our predictive relations.
The rest of the paper is organized as follows. In Section 2.2, we describe the sources of
data and construct the key variables for our empirical analysis. In Section 2.3, we present
the main empirical findings. In Section 2.4, we use a stylized equilibrium model to interpret
our results. In Section 2.5, we discuss several alternative interpretations of our findings,
'This point has been recently explored in Constantinides & Ghosh (2008) in their empirical
analysis of a regime-switching consumption growth model.
and present relevant additional evidence. Section 2.6 is the conclusion.
2.2 Data Construction
2.2.1 Consumption
United States
We use data on U.S. quarterly personal consumption expenditure data on non-durables
and services from the Bureau of Economic Analysis's (BEA) NIPA table 2.3.5 from 1947-
2007. We convert nominal consumption into real dollars using the price index for personal
consumption expenditure in NIPA table 2.3.4.2 We use U.S. population data from the
IMF's International Financial Statistics (IFS) database to compute real consumption per
capita. We construct separate series for consumption of non-durables and services using
BEA's NIPA tables 2.3.4 and 2.3.5. Variables in the NIPA tables are assumed to have a
beginning of period timing.
Foreign Countries
We consider countries in the G7: United States, Canada, France, Germany, Italy, Japan,
and the United Kingdom. As with the U.S., we use quarterly data frequency. All data for
the foreign countries are from the IMF's International Financial Statistics (IFS) database.
We convert the household consumption expenditure data from nominal national currency
into real national currency using the corresponding GDP deflator. We then compute real
consumption per capita using data on population growth.
France, Germany, and Italy switched to the Euro in 1999. Prior to 1999, IFS database
reports data for these countries in their national currencies, and after 1999, in Euros. We
convert the data in Euros to the national currency using the fixed Euro/national currency
exchange rate at the time of the conversion, given in the IFS. The resulting sample periods
for real consumption per capita is 1957-2007 for Canada, Japan, United Kingdom; 1960-2007
for Germany; 1970-2007 for France; and 1980-2007 for Italy.
We define multi-period (log) consumption growth over a horizon of h quarters as
gt,h = n t+h (2.4)
where c' is real consumption per capita in country i in quarter t.
2.2.2 Interest Rates
Nominal Rates
Quarterly nominal short-term interest rates data for all countries is extracted from the
IMF's IFS database. For Japan, the available nominal interest rate is the money market
rate, which is consistent with the treatment in Barro & Sala-I-Martin (2003). For the
remaining countries, the nominal rate is the three-month Treasury bill rate. Our empirical
2NIPA Table 2.3.6 contains US consumption expenditures in real dollars beginning in 1995. Our
consumption data matches this table for the overlapping periods.
results are robust to which short-term interest rate series from the IFS is used. Nominal
interest rates are in percent per annum units.
Real Rates
The extracted nominal interest rates are converted to real interest rates by subtracting a
measure for inflation, the percent change in the CPI over the previous year. Quarterly data
on the CPI percent change is from the IFS database. The resulting sample period for real
interest rates is 1957-2007 for US, Canada, Japan, United Kingdom; 1970-2007 for France;
1975-2007 for Germany; and 1977-2007 for Italy.
World Interest Rate
Following Barro & Sala-I-Martin (2003), we construct the real short-term interest rate for
the world by weighting the real rate for each country by its share of real GDP in the world
and then summing across all countries. Nominal GDP data in national currency for each
country is from the IFS database. We use the national currency/US dollar exchange rate
to convert GDP to nominal dollars, and then use the US GDP deflator to convert to real
dollars. Exchange rates and GDP deflators are from the IFS. We add national interest rates
to our world index as countries get added to our sample: for instance, Japan is represented
in the index since 1957, while Italy is added only in 1977. The resulting data series on the
world interest rate is available from 1957-2007.
2.2.3 Government Expenditure
Quarterly nominal data on government consumption expenditure is from the IFS database.
It is converted to real dollars using the GDP deflator. The resulting series for the US is
available from 1957-2007.
2.3 Empirical Results: Baseline
We first estimate the predictive regression for the U.S. consumption growth using the U.S.
short-term real interest rate as the sole predictor, Table 2.1. We then add the world real
rate as a second predictive variable, Table 2.2. We thus estimate
9 U.S = bo + br U t+H (2.5)
and
gis. = bo + bir + b2rt + Et+H, (2.6)
where guj. = ln[cUS /c.s.] is log growth of U.S. real consumption per capita, rtU.s. is the
U.S. real interest rate and rtw is the world real interest rate, constructed according to the
procedure described in Section 2.2. Our sample covers the period 1957-2007. Figure 2-1
shows the historical time series of the two interest rates in our sample. Note that the two
rates exhibit strong positive correlation, yet there are times when they differ substantially.
U.S. short rate is weakly positively correlated with subsequent consumption growth.
Coefficients in Table 2.1 are statistically insignificant at all horizons, and the adjusted R 2 is
relatively low, reaching six percent at the twelve-quarter horizon. In contrast, U.S. short real
rate is a highly significant predictor of future consumption growth when controlling for the
world rate in Table 2.2. t-statistics on the U.S. rate rise steadily with the forecast horizon,
reaching values above four at the twelve-quarter horizon. The R2's of the regressions are
much higher than those in Table 2.1, reaching 18% at the twelve-quarter horizon. The
two interest rates enter the predictive regression with opposite signs and roughly equal
magnitude of the coefficients.
Figure 2-2 further illustrates the predictive pattern summarized in Table 2.2. The
forecasting power of the interest rates is much higher in the second half of the sample. This
is potentially because our empirical proxy for the world interest rate is less reliable in the
early part of the sample, with fewer countries used in the construction. For comparison, we
repeat the regressions of Table 2.2 on the 1977-2007 sample periods, which is the longest
available period over which all seven foreign interest rates can be used in constructing the
world rate. The results are summarized in Table 2.3. As suggested by Figure 2-2, the
forecasting relation is indeed much stronger over the 1977-2007 sample period, with the R 2
above 33% at horizons of eight to twelve quarters.
2.4 The Model
We interpret the baseline empirical findings of Section 2.3 using a two-country equilibrium
exchange economy model. The model suggests a structural explanation of our empirical
results: the predictive relation between interest rates and future U.S. consumption growth
is generated by output shocks in domestic output growth of nontradable goods.
2.4.1 Setup
We consider a continuous-time stochastic exchange economy. Assume there are two coun-
tries in the world economy: the home country H (U.S.) and the foreign country F (the rest
of the world). Each country is represented by a single consumer, who lives between t = 0
and T.
Preferences
There are three types of goods in the economy: one good that is traded between H and
F, and one non-traded good for each country. Let (wi,t, zi,t) denote country i's endowment
of the traded and non-traded good respectively. Let Wt = WH,t ± wF,t denote the total
world endowment of the tradable good. Furthermore, let (ai,t and bi,t) represent country
i's consumption of the traded and non-traded good respectively.
Define the consumption index
ci,t = afb (2.7)
and assume that the representative agent in country i maximizes the expected utility
U - E[j e-(Oit)tu(ci,t) dt , u(c) = 1 _ c - (2.8)
where p is the subjective rate of time preference and @ is the coefficient of elasticity of
intertemporal substitution (EIS). We allow each representative agent to experience prefer-
ence shocks, which we capture as country-specific stochastic factors 6i,t. We describe the
dynamics of preference shocks below.
Financial Markets
We assume that at each point in time and in each state consumers can trade in the spot
markets. In particular, within each country, consumers can exchange traded and non-traded
goods. We use the traded good as a numeraire and normalize its price to one. We denote
the spot price of the non-traded good in each country by qi,t, i E {H, F}. Then, the price
index of country i (the price of the total consumption basket of country i in units of the
1-atraded good) equals qa
We assume that financial markets are complete, and, in addition to the spot markets,
both representative agents can trade in a full menu of state-contingent claims. Let -ri,t
denote the state-price density expressed in terms of the units of total consumption of country
i. Then, a claim on the flow of total consumption at rate Dt is priced at
Po = E[ Dt dt] (2.9)
The price of the same consumption stream in units of the traded good is Poqja.
2.4.2 Endowment and Preference Shocks
We consider three types of shocks to our economy: (a) an endowment shock to the growth
rate of the non-tradable good, (b) an endowment shock to the growth rate of the tradable
good, and (c) preference shocks.
We assume that endowment processes for both types of goods in each country are given
by
(traded good) w , = p,i,t dt, (2.10)
Wi,t
(non-traded good) ' = puo,it dt, (2.11)
xi,t
where i E {H, F}.
Instantaneous growth rates of the non-tradable good endowments, p2,j,t, are stationary
Ito processes. We model these processes as
= dt + dZt'. (2.12)
Zt"1 , i E {H, F}, are Brownian motions.
Instantaneous growth rates of the non-tradable good endowments, Ix,i,t, are also sta-
tionary Ito processes,
dpw,4,t = f dt + ot dZI7w. (2.13)
Both countries are exposed to preference shocks. We assume that preference shocks
may be correlated across the two counties but are independent of all other fundamentals.
We model the stochastic preference factors 6 it as stationary Ito processes,
d64,t = f' dt + o0 dZ'O, i E {H, F}. (2.14)
2.4.3 Equilibrium Allocations and Prices
In equilibrium, each consumer maximizes his utility subject to his budget constraint:
max E0 e- Po~u(ci,t)dt (2.15)
s.t. E0  T i,t - (wi,t + qi,txi,t)q-1) d] = 0 (2.16)
Prices 7ri,t and qi,t are such that all markets clear:
bit = xi,t, i E {H, F} (2.17)
aH,t + aFt = Wt (2.18)
Since financial markets are complete, equilibrium allocations can be determined as a
solution of the central planner's problem
max AHUH + AFUF (2.19)
{aHbH ,aFibF}
s.t. aH,t - aFt = Wt
bH,t = XH,t
bFt = XF,t
The constraints above are the resource constraints for the traded good, the non-traded good
in the home country, and the non-traded good in the foreign country respectively.
After solving the planner's problem, we derive equilibrium prices from the agents' first-
order conditions.
Proposition 4.1 In equilibrium, consumption is given by
aH,t = A H,t Wt (2.20)AH,t + AFt
bH,t = XH,t (2.21)
aF,t = AF,t W (2.22)
AH,t + AF~t
bF,t = xF,t (2.23)
The consumption indices in both countries are then given by
a a- Ce W"aci,t = A) exp Y-. 1 , ds , i E {H, F} (2.24)
where
6=1 - a(1 - #b-') > 0 (2.25)
1 - t-Ai't = A exp (- ji, ds)x38 , i E {H,F} (2.26)
At = AH,t + AFt (2.27)
Prices of non-traded consumption goods relative to the traded good are given by
1 - a Ai ,Wt
qi,= - ' , i {H, F} (2.28)
ae xi,t At
The state-price densities, expressed in units of total consumption for each countries, are
given by
=e) e - ,s ds) X0 A" W- (2.29)
Proposition 4.1 relates consumption growth to prices. We are particularly interested in
the intertemporal relation between interest rates and consumption growth. Real interest
rates are related to the instantaneous consumption growth rates:
ri,t dt = (p + Oi,t) dt - i'Et ['] (2.30)
The above expression makes it clear why the domestic interest rate may not be a good
predictor of future domestic consumption growth: in addition to the expected consumption
growth rate, interest rate is affected by preference shocks, creating the errors-in-variables
bias in a predictive regression of consumption growth on lagged interest rates.
To see how a combination of the domestic and foreign interest rates may solve the
errors in variables problem, assume that the two countries have roughly similar levels of
consumption of the tradable good, AHIAF ~ 1. Moreover, suppose that domestic and
foreign preference shocks are identical. Under these assumptions, the difference between
domestic and the foreign interest rates takes form
0-1 - a
rHt - rFt p (/ix,H,t - px,Ft) (2.31)
At the same time, the instantaneous expected domestic consumption growth rate is
dcH~t 1-a 1-(1-a-xj~
cH,t dt 6 - a(1 - ~)/2) 6 (-a(1 - /-1)/2) px,Ft + aiWt (2.32)
where pwt is the growth rate of Wt. Expected domestic consumption growth loads positively
on the growth rate of domestic non-traded endowment. The sign of its loading on the growth
rate of the foreign endowment depends on the EIS coefficient: if 0 > 1, the sign is negative,
otherwise it is positive. In either case, the loading on p1x,H,t exceeds that on p1x,F,t.
Under what restrictions on the model parameters would the difference between the
domestic and the foreign interest rates significantly boost the ability of the domestic interest
rate to predict domestic consumption growth? This would be true if expected non-traded
endowment growth rates were significantly more variable for the home country relative
to the foreign country. In this case, variability of the interest rate differential would be
primarily driven by changes in Ix,H,t, while variability of domestic consumption growth
would be primarily driven by shocks to px,H,t and, possibly, shocks to the growth rate of
the traded good endowment. The interest rate differential would then be a useful predictor
of future domestic consumption growth, less susceptible to the errors-in-variables bias than
the domestic interest rate alone.
We have established two empirical results: the domestic real interest rate is a poor pre-
dictor of future domestic consumption growth, while the combination of the domestic and
the foreign interest rates brings significant explanatory power to the predictive regression.
Under the conditions outlined above, our equilibrium model captures these findings. More-
over, under these conditions the model predicts that the growth rate of the non-tradeable
component of domestic consumption should be more predictable than the growth rate of
the tradeable component. We test this conjecture in Section 2.5.
2.5 Empirical Results: Alternative
Interpretations
Output Shocks in the Non-Tradable Sector
Our simple equilibrium model offers an interpretation of the predictive patterns in con-
sumption: consumption predictability is caused by predictable changes in output growth of
non-tradable goods. These output shocks are exogenous endowment shocks in our model,
but they can be interpreted more generally as productivity shocks in the non-tradable sector.
As we discuss in Section 2.4, one direct implication of this argument is that the non-tradable
good consumption growth should be more predictable than the tradable good consumption
growth. This implication is supported by the data.
In Tables 2.4 and 2.5, we document predictability of growth in two major consumption
categories: consumption of nondurable goods, and consumption of services. We interpret
services as the empirical analog of non-tradable goods, while nondurables are analogous to
tradable goods.3
We thus estimate two predictive regressions:
9U.S = bo + UbrU.S. + b2r + Et+H, i E {ND, SI, (2.33)
where g iU.S. = In[c!,u 'j/ci USi, i E {ND, S}, denotes log growth of U.S. per capita real
consumption of nondurables (ND) or services (S). We find that growth of consumption of
nondurables is only weakly predictable by the combination of the two interest rates, with
R 2's of eight percent and below, and marginally significant point estimates. In contrast,
consumption growth of services is much more predictable, with highly significant regression
coefficients, and R 2 's reaching 16%. Just like the total consumption growth is more pre-
dictable in the latter half of the sample, so is the consumption growth of services. Table
2.6 shows that in the 1977-2007 sample up to 41% of consumption growth variance can be
explained by the interest rate variables (with the maximum predictability observed at the
eight-quarter horizon).
Our baseline results are consistent with the theoretical interpretation of predictability
being caused by productivity shocks in the non-tradable (services) sector, which is captured
by our stylized equilibrium model. To narrow down the range of alternative interpretations
of our empirical results, we consider several alternative additional sources of correlation
between interest rates and consumption growth. The arguments we consider fall outside
of the scope of our model, and their theoretical exploration would require a significant
modeling effort. While we leave the formal analysis of the alternative interpretations for
further research, in the rest of this section we collect additional relevant empirical evidence
to help one decide which of the alternatives offer most promise.
3See Tian (2011) for evidence on relative tradability of services and nondurables.
We should note that our results are unlikely to be driven by predictability in the growth
rate of the tradable endowment. Empirically, we find that the growth rate of consumption
of nondurables, an empirical proxy for the growth rate on consumption of tradable goods,
is far less predictable than the growth rate of consumption of services. This is inconsistent
with the supply (productivity) shocks originating in the tradable sector. Moreover, in the
context of our model, the difference between interest rates across countries contains no
information about future growth of the tradable endowment, and therefore, adding such
difference to the predictive regression should not result in improved forecasting power, as
we observe.
Measurement Errors
One potential alternative explanation for our empirical findings in Section 2.3 is that they
are driven by measurement errors in the real consumption series or the real interest rates.
If the real consumption series does not properly adjust for the nominal price level infla-
tion, our predictive relation may be spurious. Consider the nominal consumption growth
series nominal and the corresponding log price level growth series ic, so that the log real
consumption growth is defined as greal = gnominal ic. Empirically, ic is the log growth9t gt
rate of the PCE deflator for U.S. consumption of nondurables and services. We estimate
real interest rates by subtracting inflation measures from the U.S. and the world nominal
interest rates. If ic is measured with persistent errors, and these errors are predictable by
the inflation measures we use to construct real interest rates, one may erroneously conclude
that there is evidence of real consumption growth predictability by real interest rates.
The real rates series we construct are also potentially subject to measurement errors.
The true risk-free real rate is not observable during our sample, and instead we adjust the
nominal rate using lagged realized inflation. This is not a perfect adjustment.
To evaluate the possibility of measurement errors affecting our empirical results, we in-
clude lagged inflation as an additional predictor in our forecasting regression. In particular,
we estimate
9ts. = bo U.S. + r + b3If*; + t+H , (2-34)
where If{- is the lagged value of U.S. cumulative CPI level growth over a four-quarter period
ending at the end of quarter t -1. We summarize the results in Table 2.7. Adding inflation
on the right-hand side leaves the coefficients on the interest rates virtually unchanged.
Inflation itself enters negatively and is highly significant. 4 The overall explanatory power of
the regression increases, with the highest R 2 now reaching 27% at the eight-quarter horizon.
We perform several robustness checks: we add to the right-hand side of the forecasting
regressions the lagged four-quarter world inflation measure, in addition to the U.S. inflation
measure; we add the realized cumulative multi-period U.S. inflation, contemporaneous with
consumption growth on the left-hand side. We find that none of these variations eliminate
the predictive content of the real interest rates. We conclude that our findings are unlikely
to be driven by measurement due to imprecise adjustment of the data for nominal price
level inflation.
4Negative correlation between inflation and future real consumption growth has been explored in
asset pricing applications, e.g., Piazzesi & Schneider (2007), Bansal & Shaliastovic (2010), Duarte
(2011).
Monetary Policy Shocks
Consider the effect of monetary policy shocks on the relation between interest rates and
future expected growth. Christiano, Eichenbaum & Evans (1999) provide a comprehensive
overview of the literature on the macroeconomic impact of such shocks. They point out the
consensus view that a contractionary monetary shock has negative impact on future output
and positive impact on the short-term interest rate. Moreover, they note that quantitative
impact of monetary policy shocks on future output growth are estimated to be rather small.
Given that aggregate consumption is smoother than aggregate output, this is even more
likely to be the case for the aggregate consumption growth. Uhlig (2005) offers a different
assessment, using an identifications strategy based on sign restrictions, and estimates the
impact of monetary shocks on output appears to be neutral. In summary, the lessons
from the extensive literature on the impact of monetary policy shocks on the real economic
aggregates suggest that monetary shocks are unlikely to be the source of our findings.
Preference Shocks and Growth
Is it possible that observed consumption predictability is generated by preference shocks,
rather than productivity shocks in the non-tradable good sector? Suppose that preference
shocks cause consumption growth to accelerate. According to the traditional Keynesian
view, accelerated growth due to a shift in preferences is likely to be associated with higher
inflation (demand pull). Assuming that the monetary policy response to such episodes is
unable to eliminate the effect, could this mechanism give rise to our empirical observations?
Leaving aside the concerns about the theoretical underpinnings of such an argument, the re-
sulting predictions appear to be at odds with our findings. Our results are robust to adding
lagged and contemporaneous inflation on the right-hand side of the predictive regressions,
and therefore any relation between interest rates and subsequent consumption growth due
to the demand-pull story would not be able to explain our empirical results. The nega-
tive correlation between inflation and subsequent consumption growth in our sample also
suggests that the demand-pull scenario is unlikely to be the main determinant of growth
predictability in our sample.
Shocks to Government Spending
Shocks to government spending growth affect the growth rate of private consumption, as
well as interest rates, and therefore should be considered as a candidate mechanism behind
the predictive empirical relations we observe. Theoretically, a shock to government spending
growth in a an exchange economy model has similar effects to a productivity shock in an
economy without the government sector, since government expenditure reduces the net
output available for financing private consumption.
Consider, for example, a tax scheme that diverts a fraction rt of output of each type
of consumption goods to government spending. Suppose that the level and the growth
rate of rt experience a transient shock, as a result of which rt temporarily increases, and
is expected to then mean-revert to its steady-state level over time. Thus, following the
shock, the growth rate of the endowment available to the households is higher than prior to
the government spending shock (on arrival, the level of private endowment falls to absorb
the increase in the government spending level). This event is isomorphic to a simultaneous
unexpected temporary increase in growth rates of the endowments of both types of goods in
our basic model without the government sector. Thus, theoretically, shocks to government
spending can generate the same predictive relation between interest rates and subsequent
consumption growth as our model with output shocks in the non-tradable good sector.
To evaluate the relation between government spending and interest rates empirically,
we estimate a predictive regression
9 tU'S = bo +brY.'. + + Et+H, (2.35)
where gU.S' = ln[cG S./cGU.S.] is the log growth of U.S. Government consumption ex-
penditures per capita. We summarize the results in Table 2.8.
We find that growth in government spending is predictable by the interest rate vari-
ables. The regression coefficients on the interest rates show the same qualitative pattern
as in our baseline regression in Table 2.2, but with higher explanatory power and larger
loadings on the predictive variables. Clearly, government spending growth is predictable
in a similar manner to private consumption growth, which is at odds with our theoretical
construction above. According to our theoretical argument, the predictable components
in the government expenditure growth and in the private consumption growth should be
opposite in sign, and therefore the growth rates of government expenditures and of private
consumption should be predictable by the interest rates with the opposite signs of the re-
gression coefficients. In contrast, empirically, the signs of the coefficients on the predictors
are the same in Tables 2.2 and 2.8. Thus, it is unlikely that predictability in consumption
growth is simply due to the time-varying share of government spending in the GDP. We also
confirm directly that changes this share are not predicted by the interest rate variables. In
summary, it seems unlikely that the observed predictable variation in private consumption
growth is generated by predictable patterns in government spending growth.
2.6 Conclusion
In this paper we take a non-standard perspective on consumption growth predictability
and emphasize the open-economy perspective on the problem. We find economically sig-
nificant patterns of consumption growth predictability that can be intuitively understood
in a framework with international trade and resulting consumption smoothing. Our results
strongly suggest that productivity shocks in the non-tradable sector play an important role
in determining the dynamics of consumption growth in the economy. The combination of
the domestic and the world interest rates explains a substantial fraction of variation in to-
tal consumption growth, particularly at horizons of two to three years. These results offer
several directions for future research.
As our results show, there are important differences in the dynamics of non-tradable
and tradable consumption growth. These differences have potentially useful implications
for our understanding of the cross-sectional differences in risk of firms within the economy,
depending on the type of output they produce. Gomes et al. (2009) advocate rigorous
analysis of the links between firm output type and their risk exposure, and show that
firm heterogeneity in durability of output gives rise to heterogeneity in systematic risk of
their asset returns. Tian (2011) explores firm heterogeneity along the lines of their output
tradability further, and demonstrates that stock returns of firms producing tradable goods
are twice as cyclical as those of non-tradable good producers. Moreover, she argues that
these differences in cyclicality can be explained by the relative smoothness of tradable
consumption growth in equilibrium, which provides additional support for the economic
mechanism we emphasize in this paper.
The dynamics of consumption growth is a critical input into consumption-based asset
pricing models. Therefore, our findings that a substantial portion of consumption growth
variation is predictable, and that predictability is mostly concentrated in the non-tradable
goods sector, have broad applicability to analysis of aggregate risk and the time-series
properties of asset returns.
Finally, further formal development of any alternative interpretations of our empirical
findings would suggest potentially fruitful avenues for the broader follow-up research.
2.7 Tables and Figures
Table 2.1:
1957-2007
Regression of U.S. Consumption Growth on U.S. Interest Rate:
H 100 x b1 t-stat R2
1 0.02 1.43 -0.00
2 0.04 1.38 0.00
3 0.07 1.55 0.01
4 0.09 1.46 0.02
5 0.10 1.19 0.01
6 0.12 1.09 0.02
7 0.16 1.17 0.03
8 0.20 1.27 0.04
9 0.22 1.32 0.04
10 0.25 1.35 0.04
11 0.28 1.43 0.05
12 0.31 1.51 0.06
Table 2.1. Regression of (log) growth of real U.S. consumption on the U.S. real interest rate:
gs b~ = o+brUS. + et+H, (2.36)
where g~f- =ln[cj-/cU.s.] is log growth of U.S. real consumption per capita, rU.S- is the U.S. real
interest rate constructed according to the procedure described in Section 2.2. Data is quarterly,
covering the period 1957-2007. In addition to the estimates of regression coefficients, the table
reports the Newey-West adjusted t-statistics, using 20 lags, and the adjusted R2 of the regression.
Regression of U.S. Consumption Growth on U.S. and World
Interest Rate: 1957-2007
H 100 x bi t-stat 100 x b2 t-stat R 2
1 0.10 2.25 -0.09 -1.84 0.01
2 0.21 2.75 -0.20 -2.22 0.03
3 0.32 2.85 -0.28 -2.30 0.05
4 0.41 2.96 -0.36 -2.41 0.07
5 0.49 3.08 -0.44 -2.58 0.07
6 0.59 3.08 -0.53 -2.77 0.09
7 0.70 3.20 -0.62 -2.99 0.11
8 0.83 3.57 -0.72 -3.34 0.14
9 0.94 3.81 -0.82 -3.55 0.15
10 1.04 3.93 -0.90 -3.66 0.16
11 1.12 4.11 -0.95 -3.73 0.17
12 1.18 4.44 -0.99 -3.74 0.18
Table 2.2. Regression of (log) growth of real U.S. consumption on the U.S. and the world real
interest rates:
gt - = bo + birs + b2rt + St+H, (2.37)
where gf- = ln[cj-/cU-S-] is log growth of U.S. real consumption per capita, ru-s- is the U.S. real
interest rate and rw is the world real interest rate, constructed according to the procedure described
in Section 2.2. Data is quarterly, covering the period 1957-2007. In addition to the estimates of
regression coefficients, the table reports the Newey-West adjusted t-statistics, using 20 lags, and the
adjusted R 2 of the regression.
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Figure 2-1: US and World Real Interest rates: 1957-2007
This figure compares the real U.S. interest rate (solid) to the real world interest rate (dash).
Data is quarterly, covering the period 1957-2007.
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Figure 2-2: Realized versus Predicted U.S. Consumption Growth: 1957-2007
This figure compares the realized (log) real U.S. consumption growth to the forecasts ob-
tained using the U.S. and the world real interest rates (see Table 2.2). Realized growth
(solid) is computed over an eight-quarter period, gu"s- = ln[cU8~/ U-S-], where cu-s- is U.S.
real consumption per capita. Forecasted growth (dash-dot) is over the same horizon, esti-
mated using the linear model (2.6). Data is quarterly, covering the period 1957-2007.
Regression of U.S. Consumption Growth on U.S. and World
Interest Rate: 1977-2007
H 100 x bi t-stat 100 x b2 t-stat R2
1 0.10 2.09 -0.10 -1.88 0.01
2 0.22 3.29 -0.23 -2.70 0.06
3 0.34 3.42 -0.33 -2.59 0.11
4 0.43 3.20 -0.39 -2.19 0.16
5 0.54 3.56 -0.47 -2.19 0.17
6 0.67 4.24 -0.55 -2.44 0.22
7 0.80 4.53 -0.61 -2.54 0.28
8 0.89 4.61 -0.64 -2.43 0.33
9 0.98 4.75 -0.70 -2.43 0.33
10 1.05 4.84 -0.74 -2.37 0.33
11 1.10 4.72 -0.73 -2.14 0.35
12 1.12 4.45 -0.69 -1.78 0.37
Table 2.3. Regression of (log) growth of real U.S. consumption on the U.S. and the world real
interest rates:
gt 1h = bo + bir-. + b2rt + Et+H, (2.38)
where gt'u = ln[c U-S/cs] is log growth of U.S. real consumption per capita, rV-3 - is the U.S. real
interest rate and rtw is the world real interest rate, constructed according to the procedure described
in Section 2.2. Data is quarterly, covering the period 1977-2007. In addition to the estimates of
regression coefficients, the table reports the Newey-West adjusted t-statistics, using 20 lags, and the
adjusted R2 of the regression.
Table 2.3:
Table 2.4: Regression of U.S. Nondurables Consumption Growth on U.S.
and World Interest Rate: 1957-2007
H 100 x b1 t-stat 100 x b2 t-stat R 2
1 0.08 1.30 -0.07 -1.02 -0.00
2 0.15 1.19 -0.16 -1.10 0.00
3 0.22 1.19 -0.23 -1.12 0.01
4 0.27 1.21 -0.29 -1.19 0.01
5 0.30 1.11 -0.33 -1.19 0.01
6 0.33 1.01 -0.37 -1.15 0.01
7 0.40 1.11 -0.42 -1.20 0.02
8 0.51 1.36 -0.50 -1.40 0.03
9 0.63 1.57 -0.59 -1.55 0.04
10 0.74 1.78 -0.67 -1.67 0.05
11 0.85 2.03 -0.72 -1.79 0.07
12 0.93 2.31 -0.77 -1.88 0.08
Table 2.4. Regression of (log) growth of real U.S. consumption of nondurables on the U.S. and the
world real interest rates:
ND'U.S. w+ b2r  - Et+H,gt,h 0 bit ± t~± tH (2-39)
weeND,U.S. in ND,.. A.~wheregth - n[ct+US/cNDUS is log growth of U.S. real consumption of nondurables per
capita, rU.S. is the U.S. real interest rate and rw is the world real interest rate, constructed according
to the procedure described in Section 2.2. Data is quarterly, covering the period 1957-2007. In
addition to the estimates of regression coefficients, the table reports the Newey-West adjusted t-
statistics, using 20 lags, and the adjusted R2 of the regression.
Table 2.5: Regression of U.S. Services Consumption Growth on U.S. and
World Interest Rate: 1957-2007
H 100 x b1 t-stat 100 x b2 t-stat R2
1 0.10 2.15 -0.10 -2.36 0.01
2 0.23 3.77 -0.23 -3.88 0.04
3 0.35 4.25 -0.32 -4.14 0.07
4 0.44 4.35 -0.41 -4.09 0.10
5 0.54 4.79 -0.51 -4.59 0.10
6 0.67 4.99 -0.63 -5.46 0.12
7 0.79 4.90 -0.73 -5.80 0.14
8 0.91 5.14 -0.83 -6.02 0.16
9 1.01 5.09 -0.93 -5.86 0.16
10 1.08 4.88 -1.01 -5.60 0.16
11 1.12 4.69 -1.05 -5.18 0.15
12 1.16 4.46 -1.10 -4.56 0.15
Table 2.5. Regression of (log)
real interest rates:
growth of real U.S. consumption of services on the U.S. and the world
gtS - U =b + b1rU.S. + b2rW + et+H, (2.40)
where gS U-.- ln[cth cs./ S*J]is log growth of U.S. real consumption of services per capita, rV-
is the U.S. real interest rate and rj is the world real interest rate, constructed according to the
procedure described in Section 2.2. Data is quarterly, covering the period 1957-2007. In addition to
the estimates of regression coefficients, the table reports the Newey-West adjusted t-statistics, using
20 lags, and the adjusted R 2 of the regression.
Table 2.6: Regression of U.S. Services Consumption Growth on U.S. and
World Interest Rate: 1977-2007
H 100 x bi t-stat 100 x b2 t-stat R2
1 0.08 1.39 -0.06 -1.08 -0.00
2 0.19 2.77 -0.16 -1.66 0.04
3 0.30 3.20 -0.22 -1.56 0.10
4 0.36 2.98 -0.23 -1.30 0.14
5 0.47 3.44 -0.28 -1.39 0.18
6 0.60 4.43 -0.34 -1.69 0.26
7 0.71 5.02 -0.38 -1.85 0.34
8 0.79 5.36 -0.40 -1.91 0.41
9 0.88 5.41 -0.44 -2.08 0.40
10 0.93 5.40 -0.45 -2.11 0.38
11 0.95 5.19 -0.43 -1.94 0.38
12 0.96 4.64 -0.40 -1.64 0.38
Table 2.6. Regression of (log) growth of real U.S. consumption of services on the U.S. and the world
real interest rates:
g U-S. = bo + biru"-. + b2r + t+H, (2.41)
where gs US = In[csUS/ S'U.S.] is log growth of U.S. real consumption of services per capita, rV"-.
is the U.S. real interest rate and rw is the world real interest rate, constructed according to the
procedure described in Section 2.2. Data is quarterly, covering the period 1977-2007. In addition to
the estimates of regression coefficients, the table reports the Newey-West adjusted t-statistics, using
20 lags, and the adjusted R2 of the regression.
Regression of U.S. Consumption Growth on U.S. and World
Interest Rate and U.S. Inflation: 1957-2007
H 100 x bi t-stat 100 x b2 t-stat 100 x b3 t-stat R 2
1 0.08 1.70 -0.11 -3.01 -0.06 -4.02 0.05
2 0.17 2.39 -0.24 -3.84 -0.11 -4.02 0.12
3 0.27 2.80 -0.34 -3.95 -0.16 -4.10 0.18
4 0.35 2.91 -0.44 -4.11 -0.20 -4.02 0.24
5 0.42 2.87 -0.54 -4.32 -0.23 -3.91 0.22
6 0.52 2.88 -0.64 -4.44 -0.26 -3.78 0.23
7 0.62 3.11 -0.73 -4.45 -0.27 -3.60 0.25
8 0.74 3.55 -0.84 -4.68 -0.28 -3.31 0.27
9 0.85 3.74 -0.94 -4.66 -0.30 -3.05 0.27
10 0.94 3.87 -1.02 -4.55 -0.30 -2.76 0.27
11 1.01 4.16 -1.06 -4.42 -0.29 -2.44 0.26
12 1.06 4.49 -1.10 -4.23 -0.29 -2.18 0.26
Table 2.7. Regression of (log) growth
interest rates, and U.S. inflation:
of real U.S. consumption on the U.S. and the world real
- = bo + b1ru-'- + ± + Et+H, (2.42)
where gu'f- = cu/cy-3-] is log growth of U.S. real consumption per capita, r.s. is the U.S.
real interest rate and rw is the world real interest rate, constructed according to the procedure
described in Section 2.2, and I- is the lagged value of U.S. cumulative CPI level growth over
a four-quarter period ending at the end of quarter t - 1. Data is quarterly, covering the period
1957-2007. In addition to the estimates of regression coefficients, the table reports the Newey-West
adjusted t-statistics, using 20 lags, and the adjusted R 2 of the regression.
Table 2.7:
Table 2.8: Regression of U.S. Government Consumption Growth on U.S.
and World Interest Rate: 1957-2007
H 100 x bi t-stat 100 x b2 t-stat R 2
1 0.15 1.51 -0.14 -1.30 0.00
2 0.38 1.99 -0.33 -1.68 0.03
3 0.59 2.09 -0.48 -1.73 0.06
4 0.82 2.25 -0.65 -1.81 0.09
5 1.04 2.43 -0.82 -1.89 0.10
6 1.29 2.60 -1.00 -1.99 0.12
7 1.56 2.76 -1.18 -2.06 0.15
8 1.86 3.00 -1.40 -2.23 0.18
9 2.08 3.04 -1.59 -2.25 0.18
10 2.27 2.98 -1.75 -2.21 0.19
11 2.46 2.99 -1.90 -2.19 0.19
12 2.67 3.00 -2.06 -2.18 0.20
Table 2.8. Regression of
interest rates:
(log) growth of real U.S. consumption on the U.S. and the world real
GU.S' U.S. +
gt,h =bo ± blrV5 + ±~r + t+II, (2.43)
w gU.s. = ln[cGh.S. GU.S.] is log growth of U.S. Governent consumption expenditures
per capita, rU-S. is the U.S. real interest rate and rw is the world real interest rate, constructed
according to the procedure described in Section 2.2. Data is quarterly, covering the period 1957-2007.
In addition to the estimates of regression coefficients, the table reports the Newey-West adjusted
t-statistics, using 20 lags, and the adjusted R2 of the regression.
Table 2.9: Regression of Change in U.S. Government Expenditure Share
on U.S. and World Interest Rate: 1957-2007
H 100 x b1 t-stat 100 x b2 t-stat R 2
1 0.00 0.00 -0.01 -0.10 -0.01
2 0.18 1.08 -0.14 -0.79 -0.00
3 0.34 1.31 -0.24 -0.90 0.01
4 0.53 1.56 -0.37 -1.05 0.02
5 0.72 1.77 -0.50 -1.19 0.03
6 0.88 1.72 -0.61 -1.22 0.04
7 1.04 1.69 -0.72 -1.24 0.05
8 1.23 1.79 -0.86 -1.36 0.06
9 1.28 1.62 -0.93 -1.26 0.06
10 1.31 1.45 -0.97 -1.15 0.06
11 1.42 1.47 -1.07 -1.16 0.06
12 1.58 1.52 -1.19 -1.18 0.07
Table 2.9. Regression of the change in the (log) share of government expenditure in GDP on the
U.S. and the world real interest rates:
gsh = bo + biruJS- + b2r' + st+H, (2.44)
r-s- is the U.S. real interest rate and r is the world real interest rate, constructed according to the
procedure described in Section 2.2. Data is quarterly, covering the period 1957-2007. In addition to
the estimates of regression coefficients, the table reports the Newey-West adjusted t-statistics, using
20 lags, and the adjusted R2 of the regression.
Chapter 3
Asset Pricing Anomalies and Data
Snooping
3.1 Introduction
In this paper, we examine the effects of data snooping on the performance of linear factor
models at explaining asset pricing anomalies. An asset pricing anomaly is any empiri-
cally observed difference in average realized returns associated with a characteristic that is
unexplained by traditional asset pricing models, such as Sharpe (1964) and Lintner (1965)
Capital Asset Pricing Model (CAPM) or the Fama & French (1993) three-factor model. The
average realized returns are often formed by sorting firms into portfolios with respect to an
underlying characteristic and then taking the difference of the high minus low portfolio.
There have been numerous asset pricing anomalies that have been established in the
literature.1 In addition, there is an extensive literature that examines existing asset pricing
anomalies. 2 In particular, papers often construct new factors based on sorting by a firm
characteristic and show that their factor model can resolve certain asset pricing anomalies.
However, there are some cautionary tales against doing this. Black (1993) points out that
many of the established anomalies in the literature could be a result of data-mining. Lo
& MacKinlay (1990) warn of a data snooping bias, where constructing portfolios based on
firm characteristics could lead to a rejection of the null hypothesis (that the alphas are
jointly insignificant) even when the null is true. Ferson et al. (1999) point out that factors
formed on long short portfolio sorts can appear to be risk factors even when the underlying
characteristic has nothing to do with cross section of risk.
We explicitly data snoop in this paper to show the potential implications of how data
snooping can affect the performance of factor models at explaining asset pricing anomalies.
In particular, we compile a list of established asset pricing anomalies from the literature.
We construct factors based on sorting firms into portfolios with respect to each anomaly
characteristic, and then examine what proportion of the entire list of anomalies that these
'See Appendix for survey of asset pricing anomalies.
2 Fama & French (1992), Fama & French (1996), Brennan, Chordia & Subrahmanyam (1998),
Ferson, Sarkissian & Simin (1999), Brennan (2001), Lewellen & Nagel (2006), Avramov & Chordia
(2006), Fama & French (2008), Lyandres, Sun & Zhang (2008), Li, Livdan & Zhang (2009), Li &
Zhang (2010), Chen, Novy-Marx & Zhang (2010), Wu & Zhang (2011), Lewellen (2011) to name a
few.
factors can explain. We then rank factor models based on how high the proportion is.
Our results serve several purposes. First, they provide a benchmark to evaluate existing
factor models' ability to explain anomalies. Being able to see where particular models rank
in the spectrum of the linear factor models we examine provides a more complete picture.
We get a better idea not only of which anomalies certain factor models are able to explain,
but also which anomalies the factor models are unsuccessful at resolving. In addition, our
results have implications for future work since they show properties of the most successful
factor models. Finally, our results emphasize the data snooping warning - we show that
it's not difficult to potentially take a factor model that ranks high on the list and concoct
a story on why those factors are economically significant. We explicitly data snoop in our
paper to make a point but the question is, is the literature implicitly doing the same search?
We gather a list of 22 established anomalies from the literature, which we separate into
6 categories:
1. valuation: size (fsize), book to market (BM), dividend to price (DP), earnings to
price (EP), profitability (profit), cash flow to price (CP)
2. investment: investment to assets (IA), asset growth (AG), accruals (AC), abnormal
investment (AI), net operating assets (NOA), investment to capital (IK), investment
growth (IG)
3. prior returns: momentum (MOM), long-term reversal (LTR)
4. earnings: return on assets (ROA), surprise unexpected earnings (SUE), sales rank
(SR)
5. financial distress: Ohlson (1980) score (OS), market leverage (mlev)
6. external financing: net stock issues (NSI), composite issuance (CI)
Abbreviations are in parentheses. The definitions and construction of the characteristics is
contained in the Appendix.
We find that half of the linear factor models we construct can explain 31% or more
of anomalies over our sample period 1950-2007. This is a substantial number, considering
that our linear three-factor models are constructed from randomly choosing two anomalies
factors from our list of 22, in addition to the market portfolio. The median proportion
increases to 54% and 40% for the subsample periods 1950-1979, 1980-2007. In comparison,
the CAPM and Fama French factor models rank in the 20th and 40th percentile of mod-
els respectively. We find that factors constructed by sorting with respect to the external
financing characteristics, net stock issues (NSI) and composite issuance (CI), are able to
explain a large proportion of anomalies. Finally, we observe that momentum is the most
difficult anomaly to explain - none of our 232 linear factor models is able to explain it. The
category of valuation anomalies is most easily explained.
This paper is organized as follows. Section 3.2 describes the data and methodology.
Section 3.3 contains the empirical results. Section 3.4 concludes.
3.2 Data and Methodology
In this section, we describe the data and methodology of our anomalies tests.
Data on firm fundamentals are from the Compustat database. In particular, quarterly
fundamentals data is from 1961-2007; annual fundamentals data is from 1950-2007. Firm
stock returns are from the Center for Research in Securities Prices (CRSP) database, from
1950-2007. Monthly returns for portfolios formed on size, book to market, earnings to
price, cash flow to price, dividend to price, momentum, and long-term reversal are from
Ken French's website.3 The data sample period is 1950-2007, but we also examine the
subsample periods 1950-1979 and 1980-2007.
We construct firm-level time series of all 22 anomalies: size, book to market, divi-
dend to price, earnings to price, profitability, cash flow to price, investment to assets, asset
growth, accruals, abnormal investment, net operating assets, investment to capital, invest-
ment growth, momentum, long-term reversal, return on assets, surprise unexpected earn-
ings, sales rank, Ohlson score, market leverage, net stock issues, and composite issuance.
The definitions and construction of the characteristics is contained in the Appendix.
After dropping all firms in the financial sector (SIC 6000-6999), we sort remaining
firms into 10 portfolios with respect to each anomaly characteristic, thus performing 22
independent one-way sorts. We sort firms every year in June with respect to the underlying
characteristic, and then compute value-weighted returns of each portfolio from July to June
of the next year. We take the difference in value-weighted returns of decile 10 minus decile
1 to form 22 potential factors.
We construct three-factor models by taking the market portfolio and choosing at random
two factors out of our 22 anomaly factors. Overall, we end up with 231 different linear factor
models. To test each factor model's ability to explain anomalies, we perform time-series
regressions over the remaining 20 sets of portfolio sorts. We regress the excess returns of
each portfolio on the returns of the market portfolio and the two anomaly factors:
i +3Ti - = a +/MKTrMKT +AlrA1 +fA 2 rA2 + Ei (3.1)
For each set of 10 portfolios, we perform a Gibbons, Ross & Shanken (1989) F test on the
joint significance of the alphas from the time-series regressions. If the p-value from the test
is above a certain threshold, we count it as the factor model is able to explain the anomaly,
since we cannot reject the null. We consider three different thresholds of p-values: 5%, 10%,
and 20%.
We aggregate the number of times the p-value is above the threshold for each factor
model to arrive at the proportion of anomalies that the factor model can explain. Instead
of doing a simple count, where we give each anomaly an equal weight, we assign a weight of
1/N(i) to each anomaly, where N(i) is the number of anomalies in category i. Values of N
for each category are: valuation (6), investment (7), prior returns (2), earnings (3), financial
distress (2), external financing (2). This simple weighting system is to help account for the
fact that anomalies within the same category are more closely related. Thus, if a factor
model is able to explain an anomaly in a category, it is more likely to be able to explain
other anomalies in the same category.
3.3 Empirical Results
In this section, we present our empirical results. We show summary statistics on the anoma-
lies, examine properties of the most successful linear factor models in terms of explaining
3http://mba.tuck.dartmouth.edu/pages/faculty/ken. french/data-library.html
anomalies, and see which anomalies are the most difficult to explain.
3.3.1 Portfolio Sorts by Anomalies
We present an overview of the average returns of all 22 anomalies as well as their Fama
French alphas. Table 3.1 contains the monthly value-weighted average returns of firms
sorted into portfolios with respect to each anomaly characteristic. All portfolio sorts are
in order of increasing characteristic value. HL10 is the average monthly return of decile 10
minus decile 1. FF alpha is the monthly alpha from regressing the high minus low portfolio
(decile 10 minus decile 1) on the Fama French three-factor model. HL30 is the average
monthly return of the top three deciles minus the bottom three deciles.
Panel A presents the average returns for the valuation anomalies: size (fsize), book
to market (BM), dividend to price (DP), earnings to price (EP), profitability, and cash
flow to price (CP). The size anomaly indicates that large firms have 0.3% a month lower
average returns than small firms; the anomaly is weakly significant over the whole sample
period. The size anomaly is primarily present in the first half of the sample period and
insignificant over the second half. Firms with high book to market outperform firms with
low book to market by 0.5% a month, with the effect being persistent throughout the entire
sample period. The long short portfolios from sorting by dividend to price and profitability
have insignificant overall average returns; however, the Fama French alphas are significant.
The Fama French alpha for profitability reaches almost 1% a month for the 1980-2007
subsample. In contrast, the long short portfolios from sorting by earnings to price and
cash flow to price have significant average monthly returns of 0.5% a month, but the Fama
French three-factor model is able to explain the difference. In general, the average returns
of the top three minus bottom three decile portfolios is similar in magnitude to the average
returns of the long short portfolio.
Panel B displays the average returns for the investment related anomalies: investment
to assets (IA), asset growth (AG), accruals (AC), abnormal investment (AI), net operating
assets (NOA), investment over capital (IK), and investment growth (IG). Overall, invest-
ment related anomalies tend to have large negative average returns, indicating firms with
low investment have abnormally high average returns. The long short portfolios from sort-
ing by investment to assets, asset growth, accruals, and investment growth all have very
significant returns, ranging from -0.4% to -0.8% a month. The Fama French three-factor
model is unable to explain these returns, as the alphas are significant and range from -0.3%
to -0.8% a month. The results are persistent throughout the entire sample period. The long
short portfolios from sorting by abnormal investment, net operating assets, and investment
to capital are insignificant for our 1950-2007 sample period; however, these anomalies are
primarily present in the first half of the sample period 1950-1979, with significant Fama
French alphas as well.
The average returns for the prior returns anomalies, momentum (MOM) and long-term
reversal (LTR), are shown in Panel C of Table 3.1. The long short portfolio from sorting
on momentum has huge magnitudes - firms that had high returns over the past twelve
months have average returns that are 1.5% a month higher than firms that had low returns.
The Fama French three-factor model fails to explain the anomaly, with an alpha of 1% a
month. The effect is persistent in both subsample periods as well. The effects for long-
term reversal are weaker. Firms that had high returns over the past three to five years
have average returns that are -0.3% a month lower than firms that had low returns. The
average is weakly significant, while the Fama French three-factor model is able to explain
the difference.
Table 3.1 Panel D contains the average returns for the earnings anomalies: return on
assets (ROA), surprise unexpected earnings (SUE), and sales rank (SR). Firms with high
return on assets have average returns that are 1% a month higher than firms with low
return on assets. The Fama French alpha is significant as well, with a magnitude of 1.3%
a month. Surprise unexpected earnings is a measure of post-earnings announcement drift,
where firms with high unexpected earnings have average returns that are 0.6% a month
higher than firms with low unexpected earnings. The Fama French model is unable to
explain the effect. Sales rank is a weighted average of the rank of firms' past sales growth,
where we see the effect is insignificant for the 1950-2007 period.
The average returns for the financial distress anomalies, Ohison score (OS) and market
leverage (mlev), are displayed in Panel E. Firms with high probability of default (high
Ohlson scores) have average returns that are -0.7% a month lower than firms with low
probability of default. Controlling for risk in the Fama French model makes the anomaly
worse - the Fama French alpha is more than 1% a month. Firms with high market leverage
have average returns that are 0.4% a month higher than firms with low market leverage,
though the Fama French alphas are only weakly significant.
Finally, Panel F of Table 3.1 presents the average returns for the external financing
anomalies: net stock issues (NSI) and composite issuance (CI). Firms with high net stock
issues underperform firms with low net stock issues by -0.6% a month, with the Fama
French alphas being just as large. The effect is consistent through out the entire sample
period. Similarly, firms with high composite issuance underperform firms with low compos-
ite issuance, with significant Fama French alphas of almost -0.4% a month. The composite
issuance anomaly is primarily present in the second half of the sample period (1980-2007).
After observing the average return pattens of the anomalies, it is informative to get
a sense of how related the anomaly factors are to each other. Table 3.2 presents results
from a principal component analysis on the 22 anomalies factors as well as all 220 decile
portfolios from sorting firms into 10 portfolios with respect to each anomaly characteristic.
Each anomaly factor is constructed as the difference in value-weighted returns of decile
10 minus decile 1. The table shows the proportion of common variation that the first n
principal components can capture. The first three principal components are able to capture
64% of the common variation among the 22 anomalies factors. This implies that our 232
linear three-factor models will be able to do a reasonable job at explaining anomalies, but
of course having more factors will capture a larger proportion of the common variation. For
the 220 decile portfolios, we see that the first principal component is able to capture 80%
of the common variation; the first three are able to capture 87%.
3.3.2 Proportion of Anomalies Explained
We examine the ability of all 232 linear three-factor models to explain anomalies. Table
3.3 contains summary statistics on the proportion of anomalies explained. Three differ-
ent thresholds of the p-value from the Gibbons et al. (1989) F joint significance test are
considered.
Panel A presents results for the whole sample period 1950-2007. The second column
contains the statistics if we use a p-value threshold of 10%, meaning that a factor model
is classified as being able to explain the anomaly if the p-value from the joint significance
of the alphas from sorting by the anomaly is more than 10%. Half of the 232 linear factor
models are able to explain 31% or more of our list of anomalies. This is a substantial
number, considering that our linear factor models are constructed from randomly choosing
two anomalies factors. The best performing factor model is able to explain 68% of our
list of anomalies. In comparison, CAPM can explain 13% of anomalies, putting it well
below the 20th percentile of factor models. The Fama French three-factor model is able
to explain 29% of anomalies, placing it at the 40th percentile of factor models. From our
data snooping exercise, this implies that 60% of our randomly constructed factor models
outperform Fama French and CAPM. Hence, an important point to emphasize here is that
using the traditional factor models as a benchmark to determine the relative success of a
proposed factor model does not appear to be a sufficient threshold.
Table 3.3 Panel B presents summary statistics from the first half of the sample 1950-
1979. In general, the proportion of anomalies explained is substantially higher than for the
whole sample. Using a p-value threshold of 10%, we observe that half of the linear factor
models can explain 54% or more of our list of anomalies. The best linear factor model
during this period can explain 91%, nearly all of the anomalies. Even the worst performing
factor model is able to explain more than one third of anomalies. CAPM does relatively well
in this sample period, explaining 60% of anomalies, placing it around the 70th percentile.
The Fama French model actually performs worse than the CAPM, placing it below the
20th percentile of factor models. These numbers reiterate that it's not difficult to construct
factor models that outperform the traditional models. However, this doesn't necessarily
mean that the constructed factors are economically significant.
Table 3.3 Panel C presents summary statistics from the second half of the sample 1980-
2007. For a threshold of 10%, half of the linear factor models can explain 40% or more of
anomalies; the best factor model can explain 74%. CAPM and Fama French models rank
approximately at the 20th and 40th percentile respectively. Overall, the summary statistics
in Table 3.3 demonstrate that it's relatively easy to construct factor models that are able to
explain a significant proportion of anomalies, as well as find models that outperform CAPM
and Fama French.
3.3.3 Top Linear Factor Models
We take a closer look at the top performing factor models. Table 3.4 lists the character-
istics that are used to form the top 20 linear factor models, in terms of the proportion of
anomalies they can explain, where we use a p-value threshold of 10%. The subscripts of the
characteristics indicate the category of the anomaly they are in.
Panel A presents results for the whole sample period 1950-2007. Net stock issues (NSI),
an external financing anomaly, is by far the factor that appears the most in the top 20
models. It appears in 14 of the 20 models. 75% of the top 20 models contain at least one
external financing factor (net stock issue or composite issuance). The next most frequent
characteristic is investment over assets (IA), which appears in 4 of the 20 models. 55% of
the top 20 models contain at least one investment related anomaly.
From examining the top performing models, we can observe it's not difficult, ex post,
to data snoop by constructing a superficial theory to justify one of the winning models.
For example, one could use behavioral theories to explain why the number 2 performing
model (composed of net stock issues and surprise unexpected earnings factors) ought to
be economically significant. This model is able to explain 66% of our list of anomalies.
In particular, one could argue how net stock issues (NSI) and composite issuance (CI)
can be viewed as related to firms' market timing of when to issue equity, while arguing
that surprise unexpected earnings (SUE) is related to the under reaction of the market.
In contrast, one could use fully rational theories to explain why the number 4 performing
model (composed of return on assets (ROA) and asset growth (AG) factors) ought to be
economically significant. It is interesting to note that the top performing model for the
1950-2007 sample period, composed of investment to assets (IA) and surprise unexpected
earnings (SUE) factors, combines both behavioral and rational theories. Here, investment
to assets could be viewed as a rational factor, while surprise unexpected earnings could be
viewed as a behavioral factor.
Table 3.4 Panel B presents the top factor models over the first half of the sample (1950-
1979). Return on assets (ROA), an earnings anomaly, is the most frequent, appearing in 8
of the top 20 models. Ohlson score (OS), a financial distress anomaly, appears in 7 of the 20
models. For the 1950-1979 subsample, the external financing factors are not as successful.
Panel C presents the top factor models over the second half of the sample (1980-2007). The
external financing factors are the most successful over this period, with composite issuance
(CI) and net stock issues (NSI) appearing in 65% of the top 20 models. However, the top
4 performing models are all fully rational factors.
3.3.4 Explaining Anomalies
After observing the properties of the most successful factor models, we examine which
anomalies are relatively harder or easier to explain. Table 3.5 reports anomalies in increasing
order, based on the percentage of the 232 linear factor models that can explain each anomaly.
Momentum is the only anomaly that cannot be explained by any factor models for the 1950-
2007 period, as well as the subsample periods. In contrast, the other prior returns anomaly,
long-term reversal, is explained by 72% of factor models in the whole sample period.
The valuation anomalies are the category that are relatively the easiest to explain: for
1950-2007, they are all in the latter half of the sorted anomalies list. Within the valuation
category, cash flow to price (CP) and earnings to price (EP) are explained least frequently
at 16% and 19% respectively. Book to market (BM) can be explained by 59% of factor
models and dividend to price (DP) by 78% of factor models for the whole sample period.
In particular, dividend to price is difficult to explain over the first half of the sample, but
explained by 87% of factor models over the second half of the sample. It appears the
valuation anomalies are less pronounced in the latter half of the sample period, as all of
them are explained by at least 43% of factor models (size) with cash flow to price explained
by 89% of models.
The investment anomalies vary in terms of how often they are explained. In Panel A,
for the 1950-2007 period, investment over assets (IA) is only explained by 0.4% of models,
with asset growth (AG) and investment growth (IG) explained by only 2% and 6% of factor
models. On the other end of the spectrum, investment over capital (IK) and net operating
assets (NOA) are explained by 68% and 81% of factor models.
Sales rank (SR), an earnings anomaly, is explained by the vast majority of factor mod-
els. However, return on assets (ROA) and surprise unexpected earnings (SUE), the other
earnings anomalies, are quite difficult to explain. Both are explained by less than 10% of
factor models.
The external financing anomalies (net stock issues (NSI) and composite issuance (CI)),
are also explained infrequently over the whole sample period. However, composite issuance
is one of the most explained anomalies in the first half of the sample, being explained by
88% of models, but dropping to only 14% during the 1980-2007 period.
We now take a closer look at the top 5 performing linear factor models in each sample
period, where in Table 3.6 we list the particular anomalies each one can and cannot explain.
The performance of the CAPM and Fama French three-factor model are presented for
comparison.
Panel A shows the top 5 linear factor models for the 1950-2007 period. The top per-
forming factor model, composed of factors based on sorting by investment to assets (IA)
and surprise unexpected earnings (SUE), is able to explain 16 of the 22 anomalies in our
list. It is unable to explain the following anomalies: one valuation anomaly (cash flow to
price); two closely related investment anomalies (asset growth and investment growth); mo-
mentum (which is explained by none of the factor models); return on assets; and net stock
issues. In general, the top 5 models are able to explain most of the valuation anomalies.
We see that the Fama French three-factor model is able to explain 7 of the 22 anomalies.
It is unable to explain most of the investment, earnings, financial distress, and external
financing anomalies.
Panel B shows the top 5 linear factor models for the first half of the sample period, 1950-
1979. The top performing factor model, composed to factors based on sorting by investment
to assets (IA) and return on assets (ROA), is able to explain all of the anomalies except for
momentum. Panel C shows the top 5 linear factor models for the second half of the sample
period, 1980-2007. The top performing model is able to explain 17 of the 22 anomalies. In
contrast, Fama French is primarily able to explain the valuation anomalies, but essentially
none of the investment anomalies.
3.4 Conclusion
This paper is a cautionary tale against data snooping - we explicitly data snoop and show
that it's easy to search for factor models that are "successful" at explaining anomalies,
even if the underlying factors don't necessarily have economic significance. To show the
potential implications of data snooping, we gather a list of 22 anomalies established in the
literature and create three-factor models from sorting firms into portfolios with respect to
these anomalies. We rank factor models based on the proportion of anomalies that these
factor models can explain.
We find that half of the linear factor models we construct can explain 31% or more
of anomalies over our sample period 1950-2007. This is a substantial number, considering
that our linear three-factor models are constructed from randomly choosing two anomalies
factors from our list of 22, in addition to the market portfolio. The median proportion
increases to 54% and 40% for the subsample periods. We find that factors constructed by
sorting with respect to the external financing characteristics, net stock issues (NSI) and
composite issuance (CI), are able to explain a large proportion of anomalies. The top
performing factor model for the 1950-2007 sample consists of factors based on investment
to assets (IA) and surprise unexpected earnings (SUE). We observe that momentum is the
most difficult anomaly to explain - none of our 232 linear factor models is able to explain
it. The valuation anomalies is the category that is most easily explained.
Our results provide a benchmark to evaluate existing factor models' ability to explain
anomalies. Papers often compare the performance of their factor models at explaining
anomalies to the CAPM and Fama French model. However, we show that these traditional
models only rank respectively in the 20th and 40th percentile of the models we examine.
Thus, they are not a sufficient benchmark. Finally, our results have implications for future
work in developing more meaningful asset pricing models that can explain anomalies.
3.5 Tables
Table 3.1 contains the monthly value-weighted average returns of firms sorted into portfolios with
respect to each anomaly characteristic. All portfolio sorts are in order of increasing characteristic
value. The anomalies are grouped by category: valuation (Panel A), investment (Panel B), prior
returns (Panel C), earnings (Panel D), financial distress (Panel E), and external financing (Panel F).
HL10 is the average monthly return of decile 10 minus decile 1. FF alpha is the monthly alpha from
regressing the high minus low portfolio (decile 10 minus decile 1) on the Fama French three-factor
model. HL30 is the average monthly return of the top three deciles minus the bottom three deciles.
t-statistics on the averages are displayed. Averages are presented over the whole sample period
1950-2007 and subsamples 1950-1979 and 1980-2007.
The anomaly abbreviations are: size (fsize), book to market (BM), dividend to price (DP),
earnings to price (EP), profitability (profit), cash flow to price (CP), investment to assets (IA), asset
growth (AG), accruals (AC), abnormal investment (AI), net operating assets (NOA), investment
to capital (IK), investment growth (IG), momentum (MOM), long term reversal (LTR), return on
assets (ROA), standardized unexpected earnings (SUE), sales rank (SR), OhIson score (OS), market
leverage (mlev), net stock issues (NSI), and composite issuance (CI).
Table 3.1: Average Returns of Anomalies
Panel
fsize
A: Valuation Anomalies
BM DP EP profit CP
beg sample pd 1950 1950 1950 1951 1951 1951
end sample pd 2007 2007 2007 2007 2007 2007
1950-2007
HL10 avg -0.0029 0.0049 0.0003 0.0057 0.0022 0.0054
t stat -1.62 2.97 0.17 3.59 0.94 3.49
FF alpha -0.0021 -0.0002 0.0062 -0.0003
t stat -1.63 -0.16 2.46 -0.26
HL30 avg -0.0024 0.0037 0.0014 0.0050 0.0019 0.0041
t stat -1.71 3.34 1.18 4.59 1.36 3.62
1950-1979
HL10 avg -0.0048 0.0050 -0.0005 0.0071 -0.0025 0.0074
t stat -2.01 2.22 -0.24 3.36 -0.99 3.49
FF alpha -0.0041 0.0008 0.0041 0.0008
t stat -2.27 0.56 2.10 0.55
HL30 avg -0.0039 0.0049 0.0015 0.0069 0.0011 0.0058
t stat -2.12 3.28 0.93 4.45 0.78 3.78
1980-2007
HL10 avg -0.0008 0.0047 0.0012 0.0043 0.0069 0.0034
t stat -0.32 1.97 0.42 1.80 1.76 1.50
FF alpha 0.0004 -0.0010 0.0095 -0.0012
t stat 0.21 -0.70 2.28 -0.81
HL30 avg -0.0007 0.0024 0.0014 0.0032 0.0027 0.0023
t stat -0.35 1.46 0.75 2.04 1.11 1.41
Panel B: Investment Anomalies Panel C: Prior returns Anomalies
IA AG AC AI NOA IK IG MOM LTR
beg sample pd 1952 1952 1962 1954 1963 1952 1952 beg sample pd 1951 1955
end sample pd 2007 2007 2007 2007 2007 2007 2007 end sample pd 2007 2007
1950-2007 1950-2007
HL10 avg -0.0072 -0.0079 -0.0064 -0.0022 -0.0003 -0.0023 -0.0046 HL10 avg 0.0147 -0.0032
t stat -5.28 -4.08 -3.00 -1.62 -0.10 -1.00 -3.19 t stat 6.49 -1.72
FF alpha -0.0052 -0.0050 -0.0083 -0.0018 0.0007 0.0004 -0.0031 FF alpha 0.0100 0.0002
t stat -3.96 -2.57 -3.73 -1.33 0.32 0.26 -2.45 t stat 7.24 0.20
HL30 avg -0.0028 -0.0027 -0.0035 -0.0016 -0.0007 -0.0018 -0.0016 HL30 avg 0.0030 -0.0022
t stat -2.87 -2.30 -2.84 -1.61 -0.31 -1.12 -1.70 t stat 1.79 -1.63
1950-1979 1950-1979
HL10 avg -0.0070 -0.0034 -0.0053 -0.0054 -0.0081 0.0011 -0.0048 HL10 avg 0.0161 -0.0049
t stat -3.85 -1.66 -1.42 -2.98 -2.29 0.53 -3.26 t stat 6.01 -1.75
FF alpha -0.0043 0.0000 -0.0093 -0.0039 -0.0031 0.0034 -0.0035 FF alpha 0.0101 -0.0006
t stat -2.59 0.01 -2.73 -2.23 -1.49 2.02 -2.57 t stat 7.51 -0.63
HL30 avg -0.0026 -0.0010 -0.0040 -0.0015 -0.0069 -0.0013 -0.0002 HL30 avg 0.0053 -0.0041
t stat -2.28 -0.72 -1.75 -1.47 -2.40 -0.95 -0.22 t stat 3.08 -2.32
1980-2007 1980-2007
HL1O avg -0.0074 -0.0124 -0.0070 0.0006 0.0043 -0.0057 -0.0044 HL10 avg 0.0133 -0.0018
t stat -3.64 -3.78 -2.70 0.28 1.24 -1.39 -1.79 t stat 3.62 -0.71
FF alpha -0.0060 -0.0098 -0.0069 0.0004 0.0036 -0.0033 -0.0030 FF alpha 0.0098 0.0007
t stat -2.98 -3.12 -2.48 0.23 1.14 -1.18 -1.36 t stat 4.02 0.50
HL30 avg -0.0029 -0.0044 -0.0031 -0.0017 0.0029 -0.0023 -0.0030 HL30 avg 0.0006 -0.0005
t stat -1.89 -2.34 -2.24 -1.02 0.94 -0.80 -1.85 t stat 0.21 -0.24
Panel D: Earnings Anomalies Panel E: Distress Anomalies Panel F: External Financing Anomalies
ROA SUE SR OS mlev NSI CI
beg sample pd 1971 1964 1957 beg sample pd 1971 1951 beg sample pd 1951 1955
end sample pd 2007 2007 2007 end sample pd 2007 2007 end sample pd 2007 2007
1950-2007 1950-2007 1950-2007
HL1O avg 0.0100 0.0062 -0.0008 HL1O avg -0.0071 0.0044 HL10 avg -0.0060 -0.0037
t stat 2.90 3.08 -0.44 t stat -2.48 2.52 t stat -5.42 -2.41
FF alpha 0.0135 0.0075 0.0020 FF alpha -0.0123 -0.0019 FF alpha -0.0050 -0.0036
t stat 4.05 2.66 1.21 t stat -5.50 -1.58 t stat -4.19 -2.94
HL30 avg 0.0065 0.0037 -0.0007 HL30 avg -0.0033 0.0028 HL30 avg -0.0029 -0.0024
t stat 2.69 4.16 -0.56 t stat -1.88 2.46 t stat -3.23 -2.15
1950-1979 1950-1979 1950-1979
HL10 avg -0.0044 0.0027 -0.0025 HL10 avg -0.0011 0.0058 HL10 avg -0.0068 -0.0016
t stat -0.73 1.35 -1.31 t stat -0.17 2.60 t stat -4.81 -0.84
FF alpha 0.0055 0.0047 0.0002 FF alpha -0.0119 -0.0009 FF alpha -0.0054 -0.0017
t stat 1.53 2.48 0.10 t stat -2.89 -0.68 t stat -3.58 -1.17
HL30 avg 0.0014 0.0030 -0.0017 HL30 avg -0.0016 0.0037 HL30 avg -0.0033 -0.0019
t stat 0.43 2.04 -1.27 t stat -0.40 2.50 t stat -3.42 -1.30
1980-2007 1980-2007 1980-2007
HL1O avg 0.0144 0.0082 0.0005 HL10 avg -0.0090 0.0031 HL1O avg -0.0053 -0.0056
t stat 3.52 2.79 0.17 t stat -2.83 1.12 t stat -3.05 -2.33
FF alpha 0.0174 0.0096 0.0025 FF alpha -0.0134 -0.0029 FF alpha -0.0050 -0.0052
t stat 4.45 2.15 1.02 t stat -5.03 -1.43 t stat -2.84 -2.77
HL30 avg 0.0081 0.0041 0.0000 HL30 avg -0.0038 0.0020 HL30 avg -0.0026 -0.0027
t stat 2.69 3.65 0.02 t stat -1.95 1.12 t stat -1.68 -1.71
Table 3.2: Principal Component Analysis of Anomalies Factors and Deciles
PC 22 factors 220 decile portfolios
1 0.35 0.80
2 0.57 0.85
3 0.64 0.87
4 0.70 0.88
5 0.75 0.89
6 0.78 0.90
7 0.81 0.90
8 0.83 0.91
9 0.86 0.91
10 0.88 0.91
11 0.90 0.92
12 0.92 0.92
13 0.93 0.92
14 0.95 0.92
15 0.96 0.93
16 0.97 0.93
17 0.98 0.93
18 0.98 0.93
19 0.99 0.93
20 0.99 0.94
21 1.00 0.94
22 1.00 0.94
Table 3.2 presents results from a principal component analysis on the 22 anomalies factors
as well as all 220 decile portfolios from sorting firms into 10 portfolios with respect to
each anomaly characteristic. Each anomaly factor is constructed as the difference in value-
weighted returns of decile 10 minus decile 1. The table shows the proportion of common
variation that the first n principal components can capture. The sample period is 1971-2007.
Table 3.3: Summary Statistics for Proportion of Anomalies Explained
Panel A: 1950-2007
min:
max:
median:
std dev:
20th percentile:
40th percentile:
60th percentile:
80th percentile:
CAPM:
Fama French:
p value > 0.2 p value > 0.1
0 0
0.55 0.68
0.24 0.31
0.11 0.12
0.15 0.23
0.22 0.29
0.26 0.34
0.31 0.41
0.11 0.13
0.29 0.29
Panel B: 1950-1979
p value > 0.05
0.09
0.79
0.39
0.13
0.30
0.36
0.42
0.51
0.33
0.37
p value > 0.2 p value > 0.1 p value > 0.05
min: 0.17 0.36 0.45
max: 0.80 0.91 1
median: 0.46 0.54 0.61
std dev: 0.10 0.11 0.13
20th percentile: 0.40 0.48 0.53
40th percentile: 0.44 0.51 0.57
60th percentile: 0.47 0.57 0.65
80th percentile: 0.52 0.63 0.76
CAPM: 0.51 0.60 0.60
Fama French: 0.17 0.42 0.57
Panel C: 1980-2007
min:
max:
median:
std dev:
20th percentile:
40th percentile:
60th percentile:
80th percentile:
CAPM:
Fama French:
p value > 0.2 p value > 0.1 p value > 0.05
0 0.09 0.12
0.61 0.74 0.88
0.29 0.40 0.52
0.11 0.14 0.15
0.21 0.33 0.40
0.27
0.33
0.39
0.25
0.29
0.38
0.43
0.54
0.27
0.38
0.48
0.56
0.67
0.38
0.38
Table 3.3 contains summary statistics on the proportion of anomalies explained over all 232 linear
factor models. Three different thresholds of the p-value from the F joint significance test are consid-
ered. Statistics from the CAPM and Fama French three-factor model are presented for comparison.
Panel A presents results for the whole sample period 1950-2007; Panel B and Panel C present results
from the two subsample periods.
Table 3.4: Top 20 Linear Factor Models
Table 3.4 lists the characteristics that constitute the top 20 linear factor models, in terms of the
proportion of anomalies they can explain. Panel A presents results for the whole sample period
1950-2007; Panel B and Panel C present results from the two subsample periods. The subscripts of
the characteristics indicate the category of the anomaly they are in: valuation (1), investment (2),
prior returns (3), earnings (4), financial distress (5), and external financing (6).
The anomaly abbreviations are: size (fsize), book to market (BM), dividend to price (DP), earn-
ings to price (EP), profitability (profit), cash flow to price (CP), investment to assets (IA), asset
growth (AG), accruals (AC), abnormal investment (Al), net operating assets (NOA), investment
to capital (IK), investment growth (IG), momentum (MOM), long term reversal (LTR), return on
assets (ROA), standardized unexpected earnings (SUE), sales rank (SR), Ohlson score (OS), market
leverage (mlev), net stock issues (NSI), and composite issuance (CI).
Panel A: 1950-2007 Panel B: 1950-1979 Panel C: 1980-2007
Al A2 prop Al A2 prop Al A2 prop
1 IA 2  SUE 4  0.68 IA 2  ROA4  0.91 IA 2  ROA4  0.74
2 NSI 6  SUE 4  0.66 IA 2  OS 5  0.88 AG 2  SUE4  0.73
3 NSI 6  mlev5  0.65 BM1  MOM3  0.85 LTR3  ROA4  0.72
4 ROA 4  AG 2  0.65 OS5  AG 2  0.85 ROA 4  AG 2  0.71
5 NSI 6  IG 2  0.64 MOM3  mlev5  0.84 IA 2  NSI6  0.70
6 OS 5  AG 2  0.63 MOM3  ROA4  0.84 IA 2  CI6  0.70
7 IA 2  NS16  0.60 OS 5  EP 1  0.83 NS1 6  IG 2  0.70
8 NSI6  EP 1  0.58 MOM3  EP 1  0.82 NSI 6  SUE4  0.70
9 NS16  CP 1  0.58 ROA4  AG 2  0.82 IA 2  profiti 0.69
10 IA 2  ROA 4  0.56 BM1  ROA4  0.82 IA 2  OS6 0.69
11 LTR3  NSI 6  0.55 ROA4  CI6 0.82 CI 6  NOA 2  0.68
12 NSI6  DP1  0.55 LTR3  OS 5  0.81 OS 5  AG 2  0.66
13 NS16  AC 2  0.55 ROA4  NSI 6  0.81 NSI 6  IK 2  0.65
14 NSI6  AG 2  0.54 BM1  OS 5  0.79 CI6  AI 2  0.65
15 LTR3  ROA 4  0.53 OS 5  CP 1  0.79 C16 IK 2  0.65
16 BM1  NSI 6  0.53 ROA4  EP1  0.79 C16 IG 2  0.65
17 NSI6  CI6 0.52 ROA4  CP1  0.79 C16 CP1  0.65
18 IA 2  CI6 0.51 MOM3  CP1  0.79 NSI 6  AG 2  0.64
19 NSI6  Al 2  0.49 NS16  NOA 2  0.79 AG 2  C16 0.64
20 NSI6 IK 2 0.49 OS5 mlev5 0.78 NSI6 C16 0.62
Table 3.5: Proportion of Factor Models that Explain Each Anomaly
Table 3.5 reports anomalies in increasing order, based on the proportion of the 232 linear factor
models that can explain each anomaly. Panel A presents results for the whole sample period
1950-2007; Panel B and Panel C present results from the two subsample periods.
The anomaly abbreviations are: size (fsize), book to market (BM), dividend to price (DP), earn-
ings to price (EP), profitability (profit), cash flow to price (CP), investment to assets (IA), asset
growth (AG), accruals (AC), abnormal investment (AI), net operating assets (NOA), investment
to capital (IK), investment growth (IG), momentum (MOM), long term reversal (LTR), return on
assets (ROA), standardized unexpected earnings (SUE), sales rank (SR), OhIson score (OS), market
leverage (mlev), net stock issues (NSI), and composite issuance (CI).
Panel A: 1950-07 Panel B: 1950-79 Panel C: 1980-07
anom prop category anom prop category anom prop category
1 MOM 0 prior ret MOM 0 prior ret MOM 0 prior ret
2 IA 0.004 invest NSI 0.09 ext fin AG 0 invest
3 NSI 0.01 ext fin DP 0.12 valuation ROA 0.01 earnings
4 AG 0.02 invest IG 0.12 invest SUE 0.07 earnings
5 SUE 0.03 earnings NOA 0.13 invest IA 0.08 invest
6 IG 0.06 invest CP 0.14 valuation NOA 0.09 invest
7 ROA 0.07 earnings SUE 0.21 earnings NSI 0.13 ext fin
8 mlev 0.08 distress mlev 0.24 distress CI 0.14 ext fin
9 CI 0.11 ext fin BM 0.25 valuation IG 0.16 invest
10 AC 0.15 invest EP 0.34 valuation AC 0.30 invest
11 CP 0.16 valuation IA 0.37 invest OS 0.38 distress
12 EP 0.19 valuation AG 0.63 invest AI 0.42 invest
13 fsize 0.37 valuation profit 0.69 valuation fsize 0.43 valuation
14 OS 0.41 distress fsize 0.75 valuation EP 0.53 valuation
15 Al 0.41 invest IK 0.77 invest LTR 0.66 prior ret
16 BM 0.59 valuation AC 0.82 invest mlev 0.69 distress
17 IK 0.68 invest LTR 0.88 prior ret BM 0.79 valuation
18 profit 0.70 valuation OS 0.88 distress IK 0.81 invest
19 LTR 0.72 prior ret CI 0.88 ext fin profit 0.81 valuation
20 DP 0.78 valuation Al 0.89 invest SR 0.86 earnings
21 NOA 0.81 invest ROA 0.91 earnings DP 0.87 valuation
22 SR 0.87 earnings SR 0.91 earnings CP 0.89 valuation
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Table 3.6 displays the top 5 performing linear factor models and the anomalies that they can and
cannot explain, separated by anomaly category. The performance of the CAPM and Fama French
three-factor model are presented for comparison. Panel A presents results for the whole sample
period 1950-2007; Panel B and Panel C present results from the two subsample periods.
The anomaly abbreviations are: size (fsize), book to market (BM), dividend to price (DP),
earnings to price (EP), profitability (profit), cash flow to price (CP), investment to assets (IA), asset
growth (AG), accruals (AC), abnormal investment (AI), net operating assets (NOA), investment
to capital (IK), investment growth (IG), momentum (MOM), long term reversal (LTR), return on
assets (ROA), standardized unexpected earnings (SUE), sales rank (SR), Ohlson score (OS), market
leverage (mlev), net stock issues (NSI), and composite issuance (CI).
Table 3.6: List of Explained Anomalies
Panel A: 1950-2007
factor 1 factor 2 factor 3 p value > 0.1 (can explain) p value < 0.1
mkt IA SUE
valuation fsize BM DP EP profit CP
investment AC AI NOA IK AG IG
prior returns LTR MOM
earnings SR ROA
financial distress OS mlev
external financing CI NSI
mkt NSI SUE
valuation BM DP EP profit CP fsize
investment AI NOA IK IA AG AC IG
prior returns LTR MOM
earnings ROA SR
financial distress OS mlev
external financing CI
mkt NSI mlev
valuation fsize BM DP EP profit CP
investment AI NOA IK IA AG AC IG
prior returns LTR MOM
earnings SR ROA SUE
financial distress OS
external financing CI
mkt ROA AG
valuation fsize BM DP EP profit CP
investment AC IK IG IA Al NOA
prior returns LTR MOM
earnings SR SUE
financial distress OS mlev
external financing NSI CI
mkt NSI IG
valuation
investment
prior returns
earnings
financial distress
external financing
fsize BM DP EP profit CP
AC AI NOA IK
LTR
SR
OS
CI
IA AG
MOM
ROA SUE
mlev
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mkt
valuation profit fsize BM DP EP CP
investment Al NOA IA AG AC IK IG
prior returns MOM LTR
earnings SR ROA SUE
financial distress OS mlev
external financing NSI CI
mkt fsize BM
valuation DP EP CP profit
investment NOA IK IA AG AC AI IG
prior returns LTR MOM
earnings SR ROA SUE
financial distress OS mlev
external financing NSI CI
Panel B: 1950-1979
factor 1 factor 2 factor 3 p value > 0.1 (can explain) p value < 0.1
mkt IA ROA
valuation fsize BM DP EP profit CP
investment AG AC Al NOA IK IG
prior returns LTR MOM
earnings SUE SR
financial distress OS mlev
external financing NSI CI
mkt IA OS
valuation fsize BM DP EP profit CP
investment AC AI NOA IK IG AG
prior returns LTR MOM
earnings ROA SUE SR
financial distress mlev
external financing NSI CI
mkt BM MOM
valuation fsize DP EP profit CP
investment IA AG AC AI IK NOA IG
prior returns LTR
earnings ROA SUE SR
financial distress OS mlev
external financing NSI CI
mkt OS AG
valuation fsize BM EP profit CP DP
investment IA AC AI IK IG NOA
prior returns LTR MOM
earnings ROA SUE SR
financial distress mlev
external financing NSI CI
mkt MOM mlev
valuation
investment
prior returns
earnings
fsize DP EP profit CP
IA AG AC AI IK
LTR
ROA SR
BM
NOA IG
SUE
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financial distress
external financing
OS
NSI CI
mkt
valuation fsize DP profit BM EP CP
investment AG AC AI IK IA NOA IG
prior returns LTR MOM
earnings ROA SUE SR
financial distress OS mlev
external financing CI NSI
mkt fsize BM
valuation DP EP profit CP
investment IA AG AC AI IK NOA IG
prior returns LTR MOM
earnings ROA SR SUE
financial distress OS mlev
external financing CI NSI
Panel C: 1980-2007
factor 1 factor 2 factor 3 p value > 0.1 (can explain) p value < 0.1
mkt IA ROA
valuation fsize BM DP profit CP EP
investment AC NOA IK IG AG AI
prior returns LTR MOM
earnings SUE SR
financial distress OS mlev
external financing CI NSI
mkt AG SUE
valuation fsize BM DP EP profit CP
investment IA AC AI IK IG NOA
prior returns LTR MOM
earnings SR ROA
financial distress mlev OS
external financing NSI CI
mkt LTR ROA
valuation fsize BM DP EP profit CP
investment AI NOA IK IG IA AG AC
prior returns MOM
earnings SUE SR
financial distress OS mlev
external financing CI NSI
mkt ROA AG
valuation fsize BM DP profit CP EP
investment AC IK IG IA AI NOA
prior returns LTR MOM
earnings SUE SR
financial distress OS mlev
external financing NSI CI
mkt IA NSI
valuation fsize BM DP EP profit CP
investment AC IK IG AG AI NOA
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prior returns
earnings
financial distress
external financing
LTR
SR
OS mlev
CI
MOM
ROA SUE
mkt
valuation BM DP profit CP fsize EP
investment AI IA AG AC NOA IK IG
prior returns MOM LTR
earnings SR ROA SUE
financial distress mlev OS
external financing NSI CI
mkt fsize BM
valuation DP EP profit CP
investment IK IA AG AC AI NOA IG
prior returns LTR MOM
earnings SR ROA SUE
financial distress mlev OS
external financing NSI CI
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3.6 Appendix
We provide details on the definitions and construction of the 22 anomaly characteristics.
3.6.1 Valuation Anomalies
Size (fsize)
Stocks with low market capitalization have abnormally high average returns (Banz 1981, Fama &
French 1992). Size is defined to be the log of market capitalization.
Book to Market (BM)
Stocks with high book to market have abnormally high average returns (Rosenberg, Reid & Lanstein
1985, Chan, Hamao & Lakonishok 1991, Fama & French 1992). The effect remains after controlling
for many other variables and is strongest among smaller stocks (Fama & French 1993, 2008).
Dividend to Price (DP)
There is a positive association between stock returns and dividend yield (Litzenberger & Ramaswamy
1982, Miller & Scholes 1982). However, more recently, it has been shown that dividend yield has
little predictive power for future returns (Lewellen 2011).
Earnings to Price (EP)
Stocks with high earnings to price have abnormally high average returns (Basu 1977, 1983). The
effect seems to be subsumed by size and book to market (Fama & French 1992, 1996). The earnings
measure is total earnings before extraordinary items.
Profitability (profit)
More profitable firms have abnormally high average returns (Haugen & Baker 1996, Cohen, Gompers
& Vuolteenaho 2002, Piotroski 2000, Fama & French 2006). The effect is not as robust as there is
little evidence that unprofitable firms have unusually low returns (Fama & French 2008). Profitability
is defined to be the ratio of equity income over book value of equity. Equity income is income before
extraordinary items (Compustat item IB) minus preferred dividends (Compustat item DVP) plus
deferred income taxes (Compustat item TXDI), if available.
Cash flow to Price (CP)
Stocks with high cash flow to price ratios have abnormally high average returns. Cash flow is
total earnings before extraordinary items, plus equity's share of depreciation, plus deferred taxes if
available.
3.6.2 Investment Anomalies
Investment to Assets (IA)
Stocks with low investment to assets ratios have abnormally high average returns (Lyandres et al.
2008, Chen et al. 2010). Following Chen et al. (2010), we define investment to assets as the annual
change in property, plant, and equipment (Compustat item PPEGT) plus annual change in total
inventories (Compustat item INVT) divided by lagged total assets (Compustat item AT).
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Asset Growth (AG)
Stocks with low asset growth have abnormally high average returns (Cooper, Gulen & Schill 2008).
The effect is not very robust to sorting within different size groups and is absent for large stocks
(Fama & French 2008). Asset growth is the percentage change in total assets (Compustat item AT).
Accruals (AC)
Stocks with low accruals have abnormally high average returns (Sloan 1996). Accruals is the change
in current assets (Compustat item ACT) minus the change in cash and short-term investments
(Compustat item CASH) minus the change in current total liabilities (Compustat item LCT) plus
the change in debt in current liabilities (Compustat item DLC) plus the change in income taxes
payable (Compustat item TXP) minus depreciation and amortization (Compustat item DP). All of
this is divided by the average of total assets (Compustat item AT) over fiscal year t - 1 and t - 2.
Abnormal Investment (AI)
Stocks with low abnormal investment have abnormally high average returns (Fairfield, Whisenant &
Yohn 2003, Titman, Wei & Xie 2004). Abnormal investment is the deviation of current investment
from the past three year moving average. Investment is defined to be the ratio of capital expenditure
(Compustat item CAPX) over the net sales turnover ratio (Compustat item SALE).
Net Operating Assets (NOA)
Stocks with low net operating assets have abnormally high average returns (Hirshleifer, Hou, Teoh
& Zhang 2004). Net operating assets is defined as follows:
NOA(t) = [AT(t - 1) - CHE(t - 1)] - [AT(t - 1) - DLC(t - 1)
-DLTT(t - 1) - MIB(t - 1) - PSTK(t - 1) - CEQ(t - 1)]
where AT is total assets, CHE is cash and short-term investments, DLC is debt in current liabilities,
DLTT is long term debt, MIB is non-controlling interest, PSTK is preferred capital stock, and
CEQ is common equity.
Investment to Capital (IK)
Stocks with low investment to capital ratios have abnormally high average returns (Xing 2008).
Investment to capital is the ratio of capital expenditure (Compustat item CAPX) over property,
plant, and equipment (Compustat item PPENT).
Investment Growth (IG)
Stocks with low investment growth rates have abnormally high average returns (Xing 2008). Invest-
ment growth is the percentage change in capital expenditure (Compustat item CAPX).
3.6.3 Prior returns Anomalies
Momentum (MOM)
Stocks with high returns over the last year have abnormally high average returns for the next few
months (Jegadeesh & Titman 1993, Chan, Jegadeesh & Lakonishok 1996). The effect is robust to
sorting within different size groups (Fama & French 2008). Momentum in month t is defined as the
cumulated continuously compounded stock return from month t - 12 to month t - 2.
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Long-term Reversal (LTR)
Stocks with low returns over the past 3-5 years have abnormally high average returns (DeBondt
& Thaler 1985). The effect is not present after accounting for the Fama French factors (Fama &
French 1996). Long-term reversal in month t is defined as the cumulated continuously compounded
stock return from month t - 60 to month t - 13.
3.6.4 Earnings Anomalies
Return on Assets (ROA)
Stocks with high return on assets have abnormally high average returns (Chen et al. 2010). Return
on assets is defined to be the ratio of income before extraordinary items (Compustat item IBQ) over
total assets (Compustat item ATQ).
Surprise Unexpected Earnings (SUE)
Post-earnings announcement drift is the tendency for a stock's returns to drift in the direction
of an earnings surprise for several weeks after an earnings announcement. Stocks with high SUE
have abnormally high average returns Ball & Brown (1968), Bernard & Thomas (1989). SUE is
defined to be the change in the most recently announced quarterly earnings per share (Compustat
item EPSPIQ) from its announced value four quarters ago divided by the standard deviation of the
change in quarterly earnings over the prior eight quarters.
Sales Rank (SR)
Stocks with low past sales growth have abnormally high average returns (Lakonishok, Shleifer &
Vishny 1994). The five year sales rank is defined as follows:
5
SR(t) = E(6 - j) * rank(t - j)
j=1
where rank(t - j) is the portfolio number (1-10) from sorting firms into 10 portfolios with respect to
sales growth in year t - j. Sales growth is the percent change in net sales over turnover (Compustat
item SALE).
3.6.5 Financial Distress Anomalies
Ohlson Score (OS)
Stocks with lower Ohlson score (lower probability of default) have abnormally high average returns.
OS is computed using Model One Table 4 of OhIson (1980).4
Market Leverage (mlev)
Stocks with higher market leverage have abnormally high average returns (Bhandari 1988). The
predictive power of leverage subsumed by the book to market effect in returns (Fama & French
1992). Market leverage is the ratio of total assets (Compustat item AT) over the market value of
equity.
4 See paper for details
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3.6.6 External Financing Anomalies
Net Stock Issues (NSI)
Stocks with low net stock issues have abnormally high average returns (Fama & French 2008, Pontiff
& Woodgate 2008), where returns after stock repurchases are high (Ikenberry, Lakonishok & Ver-
maelen 1995) and returns after stock issues are low (Loughran & Ritter 1995). Net stock issues is the
log of the ratio of split-adjusted shares outstanding at fiscal year end t - 1 and t - 2. Split-adjusted
shares outstanding is the product of common shares outstanding (Compustat item CSHO) and the
cumulative adjustment factor (Compustat item ADJEXC).
Composite Issuance (CI)
Stocks with low composite issuance have abnormally high average returns (Daniel & Titman 2006).
The five year composite issuance measure is defined as:
MEt
t(t -- r) = log( M )-r(t -r,t)
MEt_,
where r(t - r, t) is the cumulative log return on the stock from the last trading day of calendar year
t - 6 to the last trading day of calendar year t - 1, and ME(t) (ME(t - -r)) is total market equity
on the last trading day of calendar year t (t - 6).
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