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Abstract
With location data becoming an important sensor data resource for a broad range of
trajectory-based applications on mobile devices such as vehicle tracking, route naviga-
tion, and video tagging, location data acquisition schemes that can reduce the amount
of energy spent but still provide accurate location information are essential for these
applications' feasibility. This thesis presents EnAcq, a novel energy-ecient location
data acquisition scheme based on improved map matching that addresses two key chal-
lenges: inaccurate trajectory data and energy consumption. To improve the accuracy of
the trajectory data, it utilizes an improved Hidden Markov Model (HMM)-based map
matching algorithm which can nd candidate matches for each sample point without us-
ing a range query and determine the most likely route the vehicle has travelled. To avoid
unnecessary energy consumption, it adopts an adaptive GPS sampling method which
adjusts the GPS sampling period based on the vehicle's current motion state. Three
experiments are performed on a public real-world dataset for evaluating our improved
map matching algorithm, adaptive sampling method and proposed EnAcq scheme, re-
spectively. The experimental results show that when the GPS sampling period is not
too long, our improved map matching algorithm signicantly outperforms a recently
proposed HMM-based map matching algorithm in terms of running time. Meanwhile,
when compared with sampling at a xed rate, our adaptive sampling method saves a
signicant amount of energy, hence prolonging a mobile device's battery life. Further-
more, the results of the third experiment indicate clearly that EnAcq still can provide
accurate trajectory data without consuming much energy.
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1.1 Motivation and Example Application
As the quantity and quality of localization sensors in mobile devices increase, a broad
range of applications are emerging for providing trajectory-based services on mobile de-
vices, such as vehicle tracking, route navigation, and video tagging. One important
component of a trajectory-based application on mobile devices is the location data ac-
quisition scheme, which is supposed to eectively utilize the equipped localization sensors
to acquire geographical positions of mobile devices, so that the application can identify
the context of mobile devices, and adjust settings or perform operations accordingly.
Considering measurement unreliability of localization sensors and limited battery life of
mobile devices, location data acquisition schemes that can reduce the amount of energy
spent but still provide accurate location information are essential for these applications'
feasibility.
To explore the concept of sensor-rich video tagging, we have developed a system
referred to as Geo-referenced Video Search (GeoVid) [1]. In this system plenty of
community-generated videos are captured and tagged automatically with a continuous
stream of real-time location information related to the scenes of mobile devices. Sub-
sequently these videos are uploaded onto the server via any device that can access the
network, including PCs/laptops or the mobile devices themselves that captured these
videos. Eventually these videos are available for search and viewing conveniently with
certain geographical constraints from various terminal devices. To strengthen the cor-
relations between videos and location information, at each second of a video, GeoVid
should bind it with a corresponding tuple of location data along with the heading of
the camera lens. Figure 1.1 shows the scene of playing the searched videos with GeoVid
on PCs/laptops, where users can watch a video as they check the corresponding GPS
location points on Google Maps [2].
Typically a tuple of location data consists of latitude, longitude, and timestam-
p information. The temporal sequence of location information can be obtained from
sampling positions using some localization technologies, such as GPS, WiFi, and GSM
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Figure 1.1: System appearance of Geovid on PCs/laptops.
localization, and then interpolating these position samples into a continuous trajecto-
ry. Although GPS is much more power-hungry than both WiFi and GSM localization,
it oers good measurement accuracy of around 10 meters, which is much better than
the other two localization technologies (around 40 meters and 400 meters respective-
ly) [13]. For our system GeoVid, tagging videos with accurate location information is
more important than energy consumption, so we prefer to adopt GPS to acquire location
information of mobile devices.
To make our system more easy-to-use, we have to provide applications of GeoVid
for some mobile devices which are equipped with GPS receivers and cameras along with
the ability of accessing the network. In this way users can capture videos tagged with
location information and upload them directly with their devices, as well as search and
view videos on them. Although some PDAs and tablet PCs may be useful for this,
smartphones are more commonly used in peoples' lives. Thus, we decided to develop
applications for some smartphones such as iPhones and Android phones. The application
for Android has been developed and Figure 1.2 shows its main interface.
Therefore, for our system GeoVid we have to develop a location data acquisition
scheme, which can utilize GPS to obtain continuous accurate location points with one
second intervals while also lend itself to being implemented energy-eciently on smart-
phones. However, developing this scheme inevitably poses two signicant research chal-
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Figure 1.2: Android application interface of the system GeoVid.
lenges referred to as inaccurate trajectory data and energy consumption, which will be
discussed in details in the following section.
1.2 Research Challenges
Inaccurate Trajectory Data: Considering the unacceptable energy cost of GPS,
it is impossible for us to sample location information every second. As a result, this may
incur two typical errors of the trajectory data [37]. The rst is measurement error, which
arises from the inherent limitations of GPS methods. This error can be described by a
probability function following a bivariate normal distribution. Although the standard
deviation can be quite low, in the best cases less than 10 meters, it can increase several-
fold due to tree cover, high buildings, and other problems [10]. The second error type
that occurs with the trajectory data is sampling error, which is caused by the limited
sampling period. The longer the sampling period, the greater the uncertainty of the
representation of an object's movement. A vehicle moving on a highway may cover
a considerable distance between two consecutive location sample points, with several
possible routes for the vehicle to travel from the rst point to the second one. Figure 1.3
illustrates this kind of problem, which is referred to as \arc-skipping" [19]. The GPS
sampling period is so long that the GPS receiver has no opportunity to make a location
observation on arc B or arc C. It is very dicult to determine which route (ABD or
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ACD) the vehicle travelled on only from these two consecutive sample points p1 and
p2. Given that people mostly tend to take a shortcut, a conventional solution to this
problem is to choose the shortest route, which is the route ACD in this example.
Fortunately, in spite of these two errors we can limit the possibilities of where the
moving object could have been according to some constraint references, such as the road
network on a digital map. In order that a given road network can be employed as a
reference to improve the accuracy of trajectory data, this thesis will only discuss the
case of using a smartphone's GPS receiver to sample positions of a vehicle (or a person)
moving along roads. Thus a processing step that aligns the trajectory data with the road
network on a digital map is needed. This technique commonly is called map matching,
which is a fundamental step for many trajectory-based applications. Figure 1.1 shows
that in GeoVid the trajectory data is not precise, which may lead us to tag community-
generated videos with unreasonable location information. Therefore a simple, fast, and
robust map matching algorithm is indispensable for our scheme to acquire the accurate








Figure 1.3: The \arc-skipping" problem.
Energy Consumption: Although we adopt GPS localization for more precise tra-
jectory data, GPS incurs an unacceptable power cost that can drain the phones' battery
quickly. The experiment conducted by Brakatsoulas et al. [9] shows that GPS with a
sampling period of 30 seconds can reduce Nokia N95's battery life to less than nine hours.
Obviously, when the GPS sampling period becomes longer, the power consumption of G-
PS will be smaller. Unfortunately, a large sampling period may cause the corresponding
sampling error to be too great and lead the map matching algorithm to fail. Hence, we
have to improve the energy-eciency of acquiring location information, so that we can
reduce the amount of energy spent while still providing suciently accurate trajectory
data.
Considering we only utilize GPS localization to acquire location information, we aim
to design an adaptive GPS sampling method for our scheme, which may switch the GPS
receiver or adjust the GPS sampling period instantaneously based on the current rened
location information of the vehicle to make a trade-o between power and accuracy.
For example, if we know that the vehicle is stopped at a street intersection, we can
extend the GPS sampling period to avoid unnecessary power consumption. Of course,
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to provide the rened location information in time, we also have to make sure that our
map matching algorithm is real-time.
Based on these two challenges mentioned above, our research goal is to develop an
energy-ecient location data acquisition scheme based on map matching, including a
simple, fast, robust and real-time map matching algorithm which can nd the most likely
route the vehicle has travelled, and an adaptive GPS sampling method which can avoid
unnecessary energy consumption by properly switching the GPS receiver or adjusting
the GPS sampling period.
1.3 Thesis Contribution
The main contribution of this thesis can be summarized in the following three points:
 First of all, we present an improved map matching algorithm based on Hidden
Markov Model, which can eectively improve the accuracy of trajectory data ac-
cording to the correlations between sample points and roads. This algorithm is
mainly novel in the respect of nding candidate matches for each sample point
and meets the four requirements (simple, fast, real-time, and robust) at the same
time.
 Secondly, we develop an adaptive GPS sampling method, which can adjust the
GPS sampling period based on the vehicle's current motion state to avoid unnec-
essary energy consumption. This method makes use of the trajectory data of the
vehicle to determine its current motion state, therefore it needs accurate trajectory
data and can be combined with our improved map matching algorithm.
 Thirdly, we propose EnAcq [15], a novel energy-ecient location data acquisition
scheme based on map matching, which not only can be adopted in GeoVid, but also
is applicable in other trajectory-based applications, to make a trade-o between
energy and accuracy. EnAcq involves the improved map matching algorithm and
the adaptive GPS sampling method, hence it is able to reduce the amount of
energy spent but still provide accurate trajectory data.
1.4 Thesis Layout
The rest of this thesis is organized as follows.
Chapter 2 Literature Survey provides a comprehensive literature survey on rele-
vant prior work, which is mainly about map matching algorithms and energy-ecient
GPS-based localization methods for smartphones.
Chapter 3 Proposed Scheme presents EnAcq, a novel energy-ecient location data
acquisition scheme based on map matching, including our improved HMM-based map
matching algorithm and adaptive GPS sampling method.
5
Chapter 4 Experimental Evaluations shows three experiments conducted to eval-
uate our improved map matching algorithm, adaptive sampling method and proposed
EnAcq scheme, respectively.
Chapter 5 Conclusions and Future Work concludes this thesis and shows how




We have conducted a comprehensive survey to understand the related techniques in
our research area. The studies can be divided into two parts: (1) map matching algo-
rithms and (2) energy-ecient GPS-based localization methods for smartphones. There
are a number of dierent ways to match GPS observations onto a digital map, mean-
while a few practical approaches have been proposed to improve the energy-eciency of
GPS-based localization methods for smartphones. The following sections briey describe
these algorithms.
2.1 Map Matching Algorithms
Map matching procedures vary from those using simple search techniques [8], to
those using more advanced mathematical techniques such as Kalman Filters [23] and
Hidden Markov Models [20, 25, 29, 35]. These approaches for map matching in the
literature can be generally classied into four classes: geometry-based, topology-based,
graph-based and statistics-based, as shown in Table 2.1. The following sections provide
two denitions about map matching rst, and then give an introduction and detail some
representative approaches for each class.
Class Literature
Geometry-based [8], [38]
Topology-based [19], [33], [39], [9], [10], [27]
Graph-based [17], [5], [4], [9]
Statistics-based [23], [21], [20], [25], [29], [35]
Table 2.1: Summary of map matching algorithms.
2.1.1 Two Denitions for Map Matching
As stated above, map matching is the process of matching the trajectory data onto
a digital map and determining the location of a vehicle on a road according to the
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correlations between sample points and roads. To explain those various map matching
algorithms better, we give a clear denition of map matching as follows.
Denition 2.1.1 (Map Matching): Assume that a vehicle (or a person) is moving along
a nite street system N and an abstract road network N 0 is used to represent this system
(as illustrated in Figure 2.1). N 0 consists of a set of one-way or two-way road curves
in R2, each of which is called a road arc and assumed to be piecewise linear. The road
constraints are consistent on each road arc, thus a long street between two neighboring
intersections may be divided into several distinct road arcs due to dierent speed limits.
Then arc A in N 0 can be completely characterized by a nite sequence of points (a1, a2,
..., an), each of which is also in R
2. The endpoints a1 and an are referred to as nodes
while a2, a3, ..., an 1 are referred to as shape points. A node is a point at which an arc
terminates/begins or a point at which it is possible to move from one arc to another,
while a shape point is used to show the geometry of the arc. For this moving vehicle, a
sequence of observed positions of this object in the road network is acquired at a nite
number of points in time, denoted by ft1, t2, ..., tng. This vehicle's actual location
at time tn is denoted by pn and the GPS sample point is denoted by p
0
n. Thus, map
matching is to match the sample point p0n to an arc in the road network N 0, meanwhile





A Finite Street System An Abstract Road Network
Figure 2.1: An abstract network used to represent a nite street system.
However, as a result of the limited accuracy of GPS measurements, we are unable to
determine the position of the sample point on the map-matched arc precisely, even if we
have matched the sample point to the right road arc. An intuitive solution is to make
a minimum norm projection [3] of the sample point onto that arc, and then view the
projection point as the exactly matched position of the vehicle. This projection point is
referred to as \match point" and dened as follows.
Denition 2.1.2 (Match Point): The match point of a sample point p on a road arc A
is the point c on A such that c = argmin8ci2Adist(ci; p), where dist(ci; p) returns the
great circle distance between p and any point ci on A.
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2.1.2 Geometry-based Map Matching Algorithms
A geometry-based map matching algorithm utilizes the shape of the spatial road
network without considering the continuity or connectivity of it [8, 38]. Since only the
geometric information from the network is taken as the reference, this kind of algorithm
is very simple, fast and real-time. However, it is unable to achieve a high accuracy due
to the same reason.
One natural way to proceed is to match each of the sample points to the closest
node or shape point of an arc in the network according to the great circle distance. This
simple algorithm is known as point-to-point matching [8]. Of course, it is not necessary
to determine the distance between the sample point and every node or shape point in
the road network. In fact it can utilize a range query to identify those nodes and shape
points within a reasonable distance around the sample point rst, then it only needs to
calculate the distance of the sample point to each of these points and match the sample
point to the node or shape point with the smallest distance. Although this approach is
both easy to implement and very fast, it is very sensitive to the way in which the road
network was digitized and hence has many problems in practice. An obvious problem
is that other things being equal, arcs with more shape points are more likely to be
matched to. Figure 2.2 shows this kind of example. Although it is intuitively clear that
the sample point pn is closer to arc A than it is to arc B, pn will still be matched to arc









Figure 2.2: A problem with the point to point matching.
Another early attempt about geometry-based map matching algorithms is point-to-
curve matching [8, 38]. This approach identies the arc in the network that is closest to
the sample point, rather than the node or shape point that is closest to the sample point.
It employs a range query to nd candidate arcs for the sample point in the network at
rst. Then for each candidate arc, it selects the distance between the sample point and
its match point on that arc, as the distance of this sample point to the arc. Eventually,
the arc with the smallest distance is chosen as the closest arc and matched to the sample
point. While this approach is more robust than point-to-point matching, it does have
several shortcomings that make it inappropriate in practice. An obvious problem with
point-to-curve matching is that it may give quite unstable results due to high road
density. Moreover, it does not make use of historical information and the closest arc
9
selected may not always be the correct arc. Figure 2.3 illustrates these two problems.
In Figure 2.3(a), Although p3 is equally close to arcs A and B, p3 should be matched
to arc A according to the historical information from p1 and p2. In Figure 2.3(b), it
turns out that p1 and p3 are slightly closer to A and p2 is slightly closer to B. Thus, the


















Figure 2.3: Two problems with the point-to-curve matching.
A better approach is to compare part of the vehicle's trajectory against the piece-
wise linear road arcs in the road network. This algorithm is known as curve-to-curve
matching [8, 38]. Firstly, it identies candidate nodes in the road network and the road
arcs connected directly to each candidate node are taken as the candidate road arcs.
Secondly, it constructs the target arc from a portion of the vehicle's trajectory, includ-
ing the sample point we want to match. And then it determines the distance between
this target arc and each candidate road arc. Finally, it selects the candidate road arc
which is closest to the target arc and projects the sample point onto that road arc. This
approach is quite sensitive to outliers and depends heavily on the measures of distance
between two arcs, but no measure can perform perfectly. Even if a measure is able to
deal with some issues properly, it can still yield some other unexpected and undesirable
results.
2.1.3 Topology-based Map Matching Algorithms
A topology-based map matching algorithm makes use of the geometry of the arcs as
well as the connectivity and contiguity of the arcs [19, 33, 39, 9, 10, 27]. Such algorithms
all can run quite fast and are not dicult to implement, but they may perform dierently
in terms of real-time capability and robustness.
A common approach is to use the topological information to dramatically reduce the
number of candidate arcs for a sample point, and use a weighting system to measure
the similarities between the geometry of a portion of the trajectory and candidate arcs
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to nd the most likely arc [19, 9]. To determine the set of candidate arcs for the current
sample point, Brakatsoulas et al. [9] and Greenfeld et al. [19] consider not only the arc
which is matched to the previous sample point, but also those arcs connected to this
arc or nearby down stream from this arc. Note that the candidate arcs of the initial
sample point may be acquired using a range query. To evaluate these candidate arcs,
Brakatsoulas et al. [9] adopt the similarity in orientation and proximity of the sample
point to the candidate arcs to nd the correct arc. Equation 2.1 describes the similarity
criteria and determines the weighting score of a candidate arc. In this equation d(pi; cj)
represents the shortest distance of the GPS sample point pi to each candidate arc cj ,
while i;j denotes the degree of parallelism between the line formed by two consecutive
sample points and the candidate arc. The scaling factors [dj] and n[dj] represent the
maximum score and a power parameter respectively. Therefore, the sample point will
be nally matched to the arc with highest weighting score. Along with the proximity
and orientation, Greenfeld et al. [19] also take into account the size of the intersecting
angle between the line formed by two consecutive sample points and the candidate arc,
which in fact is a bit redundant.
s = fd   ad(pi; cj)ndg+ f cos(i;j)ng (2.1)
Although this kind of approach is simple, fast and real-time, it still cannot perform
well in practice. Firstly, Brakatsoulas et al. [9] and Greenfeld et al. [19] have not pro-
posed a robust method to judge whether an arc spatially accessible from the previously
matched arc can be a candidate and determine the scope of the exploration for candidate
arcs. Brakatsoulas et al. [9] utilize the type of the match point of a sample point on an
arc to make the judgement, which may result in incorrect matching at the crossroads.
Secondly, Brakatsoulas et al. [9] and Greenfeld et al. [19] calculate the vehicle heading
directly from two consecutive sample points, which is quite inaccurate sometimes and
makes this kind of approach very sensitive to outliers. This is because at low speed, the
uncertainty in the vehicle position could contaminate the derivation of heading based on
displacement over several epochs depending on the frequency of matching [34, 30, 32].
Quddus et al. [33] developed an enhanced weighting topology-based map matching
algorithm. For the initial sample point, this algorithm may use a range query to reduce
the number of candidate arcs and match the point to the most likely candidate arc.
Then given any subsequent sample point, this algorithm always tries to match this
sample point to the previously matched arc. If this point cannot map onto the arc,
then it will be taken as the new initial point. This process will be repeated until all
points have been matched. To choose the most likely one from the candidate arcs, this
algorithm applies the similarity criteria developed by Greenfeld et al. [19], and enhances
the weighting scheme by introducing additional criteria and other parameters including
vehicle speed and the heading information from the integrated GPS/DR system. What's
more, this algorithm uses the topological information of the road network to determine
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some weighting factors. Apparently, although this algorithm is enhanced with more
similarity criteria between the road network geometry and derived navigation data, it
also introduces many weighting factors into the similarity measure. Thus it is dicult
for this algorithm to adjust these various factors to keep itself robust under dierent
circumstances.
Chawathe et al. [10] do not propose a new, stand-alone algorithm for map-matching.
Instead, they develop a simple algorithm based on a combination of geometric and topo-
logical information, along with a novel segment-based matching scheme. This scheme al-
lows the algorithm to match high-condence segments rst, and then use those matched
sample points to decrease the uncertainty of the candidate arcs of those low-condence
segments. Hence this algorithm can outperform other algorithms mentioned above in
terms of matching accuracy.
In this algorithm a segment is referred to as a sequence of contiguous sample points,
which can be selected from a vehicle's trajectory data. For each sample point in a
segment, this algorithm applies a function SCORE() to assign a score to it based on
several factors. And then the segment is assigned the sum of these scores. A simple
version of this function assigns to each sample point a score proportional to its posi-
tional accuracy that can be acquired directly from the GPS receiver. However, a more
sophisticated version of this function may also use other factors such as the sampling
period and the number of candidate arcs. An actual example of this version is depicted
in Figure 2.4. In this example, there are four sample points and the scope of the range
query for each point is denoted by a dotted circle. Although p1 has a lower positional
accuracy compared to p3, p1 will be assigned a higher score than p3, since p3 has four
candidate arcs in its vicinity but p1 has only one.
Unlike the previous methods that match sample points in sequential order by time,
this algorithm matches sample points belonging to high-score segments rst, and then
matches a sample point belonging to low-score segments using previously matched arcs.
Obviously, the ordering of segment-matching reduces the likelihood of mismatches and
lead to the algorithm exhibiting an improvement in accuracy.
This algorithm is easy to implement and runs fast. When sampling period is very
short (e.g. 2-5 seconds), it performs quite well. However, as the sampling period be-
comes longer, the problem of \arc-skipping" causes a signicant degradation of accuracy.
Moreover, since the map matching is not performed chronologically, this algorithm is
resigned to be non-real-time.
Lou et al. [27] propose a novel global map matching algorithm called ST-Matching
for low-sampling-rate GPS trajectories. Firstly for each sample point on the trajectory,
it retrieves a set of candidate arcs in its vicinity. Then a candidate graph is constructed
based on the spatio-temporal analysis, where this algorithm not only considers the
geometric and topological information of the road network, but also takes the speed
constraints of road arcs into account. At last, it identies the best matching path
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Figure 2.4: An example that illustrates a sophisticated version of the function
SCORE().
explained briey as follows.
In the rst step called Candidate Preparation, given a trajectory T : p1!p2!  !pn,
the algorithm rst adopts a range query to retrieve a set of candidate arcs within radius
r around each sample point pi, 16i6n. Then it computes candidate points, which are
match points of pi on these candidate arcs. As shown in Figure 2.5, the sample point






i , where c
j
i is used to denote the jth candidate
point of pi. Thus, once all of the sample points on the trajectory have retrieved the
candidate point sets, the map matching problem becomes how to choose one candidate
from each set so that the path composed of these candidate points P : cj11 !cj22 !  !cjnn
best matches the trajectory T : p1!p2!  !pn.
Figure 2.5: Candidate points of a sample point pi.
The second step is called Spatial and Temporal Analysis. In spatial analysis, this
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algorithm uses both geometric and topological information of the road network to eval-
uate the candidate points retrieved in the rst step. The geometric information and the
topological information are expressed using observation probability and transmission
probability, respectively. The observation probability is dened as the likelihood of a
zero-mean normal distribution based on the distance between a sample point and one
of its candidate points. Meanwhile the transmission probability is dened as the ratio
of the great circle distance between two consecutive sample points and the length of
shortest path from the previous point to the current one. Then these two probabilities
are injected into the spatial analysis function. Thus spatial analysis can distinguish the
actual path from other candidate paths in most cases. However, it is still a bit dicult
for the algorithm to distinguish two roads which are quite close to each other. Thus the
speed constraints of road arcs in the network are taken into account. Temporal analysis
computes the actual average speed from one of the candidate points of the previous
sample point to that of the current sample point, and then the similarity between this
average speed and the speed constraints of the path is dened as the temporal analysis
function. In short, this algorithm utilizes the spatial and temporal analysis to evaluate
the probability of the vehicle's travelling from one of the candidate points of the previous
sample point to that of the current sample point.
In the third step called Result Matching, this algorithm generates a candidate graph
for the trajectory T : p1!p2!  !pn, as depicted in Figure 2.6. In this graph the nodes
within an ellipse represent the candidate points of a sample point. What's more, each
directed edge expresses the vehicle's travelling from a candidate point to another one
and is assigned a score which is derived from the spatial analysis and temporal analysis
functions. Obviously, a candidate path can be acquired by selecting one candidate point
from each candidate points set. From all these candidate paths this algorithm aims to
nd a specic one with the highest overall score as the best match for the trajectory.
Figure 2.6: The candidate graph.
This algorithm is not dicult to implement and performs well in terms of matching
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accuracy. Meanwhile its average running time is acceptable with the limited number of
candidate points. According to the experimental results, the accuracy increases as the
algorithm takes more candidate points into consideration. However, considering a large
number of candidate points for every GPS sample point would lead to a huge amount of
shortest path computations, which will increase the average running time signicantly.
In fact this is a trade-o between accuracy and running time. As stated above, this
algorithm is a global map matching algorithm as it can only identify the best matching
path after assigning a score to the edge between every two consecutive candidate points.
Although this algorithm can be localized by constructing a partial candidate graph over
a sliding window of the trajectory, the short best matching candidate path in this kind
of graph may incur an unfavorable matching accuracy. Therefore, this algorithm is still
not suitable for real-time processing.
2.1.4 Graph-based Map Matching Algorithms
A graph-based map matching algorithm views the entire vehicle trajectory as a pure
graphical curve and tries to nd a curve (composed of a sequence of road arcs) in the
road network that is as close as possible to the trajectory curve. Generally it employs
the Frechet distance or its variants (the weak or average Frechet distance) to compare
these two curves [4, 9]. This kind of algorithm performs well in terms of matching
accuracy, whereas it is a bit dicult to implement, non-real-time, and unable to run
fast. Because the content of such an algorithm is requiring the computation of one of
these distances, in this section we will mainly introduce these measures rst and then
briey discuss those algorithms that involve them.
The Frechet distance was rst proposed by Frechet [17], and Alt et al. [4] give an
algorithm for its computation. Since the Frechet distance takes the continuity of the
curves into account, it is especially well-suited for the comparison of curves. Brakatsoulas
et al. [9] give a clear illustration of this measure: Suppose a person is walking his dog,
the person is walking on one curve and the dog on another. Both are allowed to control
their speed but they are not allowed to go backwards. Then the Frechet distance of
these curves is the minimal length of a leash that is necessary for both to walk the
curves from beginning to end.
To compute the Frechet distance between two curves, generally a free space diagram
will be created. Figure 2.7 shows polygonal curves f , g, a distance ", and the corre-
sponding free space diagram [9]. The number of segments of each curve determines its
axe conguration in the diagram and the parameterization of these two curves identies
the coordinates of a point. A white point denotes a pair of points respectively from two
curves at distance at most ", and a black point denotes those points at distance greater
than ". Note that all of the white points compose the free space. The decision problem
with the Frechet distance is to nd the minimum of " meanwhile make sure there exists
a monotone non-decreasing curve within the free space from the lower left corner to the
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upper right corner. This can be done using a dynamic programming approach [4].
Figure 2.7: Free space diagram for two polygonal curves f and g.
Since the road network is composed of road arcs, they may generalize the denition
of the free space diagram of two curves to that of the road network and a trajectory. By
gluing together all the free space diagrams of road arcs and the trajectory according to
the adjacency information, the method can get a topological structure, which is referred
to as the free space surface of the road network and the trajectory. Figure 2.8 illustrates
the free space surface (right) of a small road network (left) and a vehicle trajectory
consisting of ve sample points [9].
Figure 2.8: A road network (left) and corresponding free space surface (right).
However, the Frechet distance has two limitations. The rst is that its requirements
are so strict that the computation of the Frechet distance is quite time-consuming. Thus
the weak Frechet distance is employed to optimize the running time, whose computation
is same as that of the Frechet distance except that the curve within the free space from
the lower left corner to the upper right corner is not necessarily monotonic. The second is
that for the same parameterization the Frechet distance always takes the maximum over
a set of distances and is strongly aected by outliers. Therefore it would be desirable
to consider the average Frechet distance, which averages over certain distances instead
of taking the maximum.
Alt et al. [4] design a graph-based algorithm solving the global map matching task
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using the Frechet distance. This algorithm applies parametric search over critical values
and then solves the decision problem by nding a monotone non-decreasing path in the
free space. Brakatsoulas et al. [9] propose two global graph-based map matching algo-
rithms respectively based on the Frechet distance and the weak Frechet distance, mean-
while the average Frechet distance is introduced as a novel quality measure to evaluate
these two algorithms. In terms of robustness and speed, these two algorithms produce
high-quality matching results but are quite slow compared to a common topology-based
map matching algorithm.
2.1.5 Statistics-based Map Matching Algorithms
Statistics-based map matching is a big topic where many statistical techniques such
as Kalman Filters [23] and Hidden Markov Models [20, 25, 29, 35] are used to solve
various map matching problems. Many of those algorithms can perform very well in
terms of matching accuracy but are not easy to implement or run too slowly. Fortunately,
the algorithms based on Hidden Markov Model (HMM) are not only simple and fast,
but also real-time and robust, thus in this section we will mainly explain how HMM
works in a map matching algorithm and also discuss some representative HMM-based
map matching algorithms.
The HMM is a variant of a nite state machine having a set of hidden states, each
state producing an observation and transiting from a state (may be itself) with certain
probabilities, which are referred to as emission probability and transition probability
respectively. The standard Hidden Markov Model makes the following assumptions:
 Conditional independence assumption: Given the current state, the proba-
bility of observing a feature at a certain time point is independent of the historical
observations and states.
 Instantaneous rst-order transition: Given the current state, the probability
of making a transition to the next state is independent of the historical states.
A canonical problem to solve with HMMs is described as follows: Given the model
parameters including emission probabilities and transition probabilities, nd the most
probable sequence of hidden states which could have generated a given observation
sequence. Generally this problem can be solved by the Viterbi algorithm.
The Viterbi algorithm applied to HMMs is a dynamic programming algorithm, where
computing the most likely state sequence up to a certain time point t depends only on
the observation at time point t, and the most likely sequence ending with each possible
state at time point t 1. Suppose we are given a HMM with states Q = fq1; q2;    ; qng, a
sequence of observations O = fo1; o2;    ; oT g, emission probabilities bj(ot) of observing
ot from state j and transition probabilities ai;j of transiting from state i to state j.
Because there is no available prior knowledge for any state when t = 1, we use i to
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represent the initial probability of being in state i. Then the probability Pt;i of the most
probable state sequence responsible for the rst t observations that have i as its nal
state is given by the following equation:
Pt;i =
(
i if t = 1
bi(ot)maxq2Q(aq;iPt 1;q) if t > 1
(2.2)
Therefore we utilize these recurrence relations to calculate the probability of the most
probable state sequence ending with each possible state when t = T and choose the
state sequence with maximum probability as the nal result. This result state sequence
can be retrieved by keeping track of back pointers.
Similarly, we can view the candidate road arcs in the road network as the hidden
states, and the sample points derived from the noisy localization measurements as the
observations. Then the map matching is redened as to nd the most probable arc
sequence in the network which could have generated the given sample points. Figure 2.9
shows an illustration of the HMM for the map matching problem described in Figure 2.4.
Here, the road network has n road arcs and the vehicle trajectory consists of four sample
points, meanwhile each column in the lattice represents a point in time corresponding
to a sample point. The red dots in each column represent the candidate road arcs near
the corresponding sample point, which are governed by localization measurements. The
black line between each pair of red dots expresses the transition of the vehicle from the
left road arc to the right one, which is governed by topological information and road
constraints in the network. The small black circles in each column represent the ignored
road arcs which are distant from the sample point. Based on the two assumptions of
a standard HMM, we know that at the time point t4 there are four candidate routes
which maybe produce all of these sample points, each route consisting of the most
possible route producing the rst three sample points and the shortest route from the
most possible previous match point to a candidate match point of the sample point p4.
Clearly the goal of a HMM-based map matching algorithm is to nd the most probable
one from these four candidate routes. This route can be found by the Viterbi algorithm
that maximizes the product of the emission probabilities and transition probabilities.
As a result, the most important thing for a HMM-based map matching algorithm is to
dene how to nd candidate road arcs for each sample point, and how to calculate the
initial probabilities, emission probabilities and transition probabilities.
Candidate Road Arcs: In a pure implementation of a HMM-based map matching
algorithm, every road arc in the road network would be considered as a candidate for
each GPS sample point and taken into account for the computation of probabilities.
Obviously this will cause an unreasonable amount of computation. Previous HMM-based
map matching algorithms tackle this problem by considering only a limited number of
road arcs that are near each GPS sample point. For example, Krumm et al. [25] search
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Figure 2.9: An illustration of the HMM for a map matching problem.
The rest will be ignored since GPS measurement error is limited and it is impossible
to observe the sample point from those distant road arcs. This kind of operation that
retrieves all features within a certain area can be done easily with a range query. In the
practical implementation of these algorithms, range queries help to reduce the number
of candidate arcs to consider, decreasing these algorithms' running time.
Initial Probabilities: In the case of map matching, the initial probability i of be-
ing in state i represents the probability of the vehicle moving on the corresponding road
arc at the beginning of its drive. Since the prior distributions of states at the initial time
point are not specied, some HMM formulations assume a discrete uniform distribution
over a certain initial state, while Newson et al. [29] take the emission probability at that
state as the initial probability.
Emission Probabilities: In the case of map matching the emission probability for
a given road arc reects the likelihood that a location sample point will be observed if
the vehicle is actually on the road arc. Intuitively road arcs farther from the sample
point are less likely to have produced the sample point. Thus, the emission probability
for a given road arc can be calculated based on the shortest distance between the sample
point and the road arc. Considering that GPS errors can be described by a probability
function following a normal distribution, a common solution for this problem is to model
this shortest distance with zero-mean Gaussian distribution [29, 35]. Krumm et al. [25]
propose another solution which computes this probability with a Bayes rule. Further-
more, Hummel et al. [20] utilize the same Gaussian noise assumption but also add a
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term for the heading mismatch between the vehicle and a road arc. However, sometimes
heading data is very inaccurate and may degrade the algorithm's performance.
Transition Probabilities: Given two match points ct 1 and ct that are from the
candidate arcs of two consecutive sample points respectively, the transition probability
gives the likelihood of a vehicle's moving from ct 1 to ct. Hummel et al. [20] compute
the transition probability by partitioning one unit of probability between all the road
arcs that start at the end of a certain arc. This results in higher transition probabilities
at low-degree intersections than at high-degree intersections, which will perform poorly
in the presence of noise. In the algorithm proposed by Thiagarajan et al. [35], if there
exists a reasonable transition from ct 1 to ct, the transition probability will be assigned
a constant non-zero value. Although this avoids preference for routes with low-degree
road arcs, it also weakens the algorithm's ability of distinguishing those almost parallel
but slowly diverging road arcs. Krumm et al. [25] compare the actual time spent driving
from ct 1 to ct against the estimated driving time. However, time dierences are very
sensitive to trac conditions. For example, being trapped in a trac jam may incur a
considerable time dierence. Newson et al. [29] look at distance dierences, which are
more reliable than time dierences. They favor transitions whose great circle distance
between two consecutive sample points is about the same as the shortest driving route
distance from ct 1 to ct. Thus they use the dierence between these two distances
to compute the transition probability according to exponential probability distribution.
Although the shortest path algorithm used to nd the shortest driving route may increase
the algorithm's running time, this probability measure proves eective in the experiment.
Although previous algorithms can all run fast, there are still some aws in their
implementations. Firstly, performing a range query to nd candidate road arcs for each
GPS sample point is a bit time-consuming, since every time a range query has to search
the whole R-tree of the road network for candidate road arcs. Secondly, performing
only range queries to nd candidate road arcs ignores the topological properties and
road constraints of the road network, consequently all transitions between previous
candidate road arcs and current candidate road arcs have to be considered, as shown
in Figure 2.9. Sometimes the time interval between two consecutive sample points is so
short that it is impossible for the vehicle to move from a previous candidate road arc
to a current candidate road arc during the time interval. This means that the current
candidate arc is temporally inaccessible from the previous one, and it is unnecessary to
compute the probability of this kind of transition, especially for the algorithms using
route distance dierences to calculate the transition probability. Therefore, we conclude
that there still exist opportunities to improve HMM-based map matching algorithms.
2.1.6 Summary
In this section, we have reviewed related work with dierent map matching algo-
rithms. A summary is shown in Table 2.2, which describes the advantages and disad-
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vantages of the techniques within each class. Since for statistics-based map matching
algorithms we mainly discuss those based on HMM, the corresponding class name has
been changed to \HMM-based". We can see that although HMM-based map match-
ing algorithms outperform those from the other three categories, in terms of the four
requirements (simple, fast, real-time, and robust), they are not perfect and there still
exist opportunities to improve them.
Class Advantages Disadvantages
Geometry-based Very simple, fast and real-
time
Unable to get a high accuracy
Topology-based Fast and not dicult to im-
plement
No technique is both real-time and
robust
Graph-based Perform well in terms of
matching accuracy
A bit dicult to implement, non-
real-time, and unable to run fast
HMM-based Not only simple and fast, but
also real-time and robust
Rely heavily on range queries,
which are a bit time-consuming
and ignore topological properties
Table 2.2: Advantages and disadvantages of map matching algorithms within each class.
2.2 Energy-ecient Localization Methods for Smartphones
Most trajectory-based applications for smartphones assume GPS capabilities be-
cause GPS can provide accurate location information. Unfortunately, GPS is so power-
consuming that it can lead to a quick battery drain. Therefore, a key requirement is to
reduce the amount of energy spent while still providing suciently accurate location in-
formation. Many methods that attempt to improve the energy-eciency of GPS-based
localization for smartphones have been proposed in the existing literature, which can
be categorized into two categories, namely hybridization and optimization, as shown in
Table 2.3.
Class Literature
Hybridization [6], [12], [18], [22], [11], [13], [26]
Optimization [7], [24], [40], [36], [14], [31], [16], [28]
Table 2.3: Summary of energy-ecient localization methods for smartphones.
2.2.1 Hybridization
Hybridization refers to the combination of the GPS receiver and other less power-
consuming sensors, sacricing some accuracy but saving precious energy. Thus it is
important to perform a trade-o between these dierent localization methods.
A common hybridization approach for GPS-based localization is to make use of the
compass and the accelerometer for current location information, along with the GP-
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S receiver. For example, the scheme proposed by Constandache et al. [12] acquires a
walking person's heading and the number of steps with the compass and the accelerom-
eter respectively. Then it estimates the person's current path and matches the path
against possible path signatures generated from a local electronic map. Amir [6] devel-
oped an energy-aware localization scheme for moving vehicles, which also utilizes these
two sensors to obtain a vehicle's location information. The dierence is that it uses the
accelerometer to detect the vehicle's motion state and speed. Of course, in both of the
above two schemes, occasional GPS sampling is still required to x estimation errors.
Another hybridization approach is to occasionally use other localization sensors in-
stead of the GPS receiver to get location information. The alternate localization tech-
nologies are commonly based on WiFi and GSM, which improve battery life at the
expense of localization accuracy. With the aim to achieve an application-specic bal-
ance between accuracy and battery life, Micro-Blog [18] and EnLoc [13] dynamically
determine which sensor to use for localization. According to the accuracy and energy
characteristics of these three sensors, a smartphone switches between them so that the
localization accuracy can benet from the currently most accurate localization technol-
ogy.
2.2.2 Optimization
Optimization represents adaptive GPS sampling methods, which only adopt GPS for
localization, while selectively switching the GPS receiver or adjusting the GPS sampling
rate to improve the energy-eciency of GPS-based localization methods.
Generally GPS is supposed to be sampled continuously to provide location updates.
However, it is needless to keep the GPS receiver on if a smartphone holder is stationary.
Therefore many systems try to switch the GPS receiver on and o according to the user's
motion state. Some systems detect a user's motion state by monitoring the accelerometer
which is the cheapest sensor in terms of energy consumption [7, 24, 40]. If the user is
not moving, the GPS receiver will stop sensing to save energy. Otherwise the receiver
will be turned on to continuously obtain location information. Nevertheless, using the
accelerometer alone may result in many false positives since people still can move a lot
indoors. EEMSS [36] is a system which turns the GPS receiver on to acquire location
and speed information only when the accelerometer and microphone both detect that the
user is moving outdoors. Similarly, Deblauwe et al. [14] use GSM as a coarse movement
detector. Its main idea is to compare the smartphone's current GSM measurements
with the ones taken last time to identify positional movements. The GPS receiver will
be switched on if more than the so-called trigger distance has been covered.
Considering the GPS sampling rate strongly aects power consumption when the
GPS receiver is turned on, it is necessary to adjust the GPS sampling rate adaptively.
EnTracked [24] adjusts the GPS sampling period based on velocity estimation. It de-
termines the velocity of the device using GPS measurements and then calculates a time
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point for the next GPS position reading based on an error model. RAPS [31] also de-
velops a rate-adaptive positioning system based on velocity estimation, but it estimates
user velocity from a history of previously measured velocities at the same location and
the same time of previous days. Moreover, Farrell et al. [16] adjust the GPS sampling
rate for a mobile object based on its distance from a certain pre-dened query boundary,
so that a location update of the mobile object entering or leaving the query region will
be sent to the location server on time.
2.2.3 Summary
In this section, we have discussed some GPS-based localization methods for smart-
phones, which attempt to reduce the amount of energy spent while providing suciently
accurate location information. Table 2.4 shows the advantages and disadvantages of
these methods. We can see that all of those methods can save a signicant amount of
energy, but it is not easy to ensure the accuracy of location information.
Class Advantages Disadvantages
Hybridization Save energy remarkably Need more than one sensor and not
easy to make a trade-o between
these dierent localization methods
Optimization Save energy remarkably and
only need one GPS receiver
Not easy to set the trigger conditions
for switching the GPS receiver or ad-
justing the GPS sampling rate
Table 2.4: Advantages and disadvantages of energy-ecient localization methods for




In this chapter we propose EnAcq, a novel energy-ecient location data acquisition
scheme based on map matching for systems such as GeoVid, which reduces the amount
of energy spent but still provides accurate trajectory data. In EnAcq, we introduce an
improved HMM-based map matching algorithm to nd the most likely route the vehicle
has travelled, meanwhile utilize an adaptive GPS sampling method which adjusts the
GPS sampling period based on motion state to avoid unnecessary energy consumption.
This chapter starts with an overview of EnAcq rst, and then explains in details some
important steps involved in this scheme, especially the task of map matching.
3.1 Scheme Overview
EnAcq utilizes two kinds of input data. The static input consists of a map of geo-
graphical features which is geocoded following the specication of the Open Geospatial
Consortium (OGC), henceforth simply termed the road network. The dynamic input
consists of a sequence of inaccurate time-stamped geo-coordinates, which is referred to
as trajectory data. The output of EnAcq is called result trajectory data, which is a se-
quence of improved time-stamped geo-coordinates with the time interval of one second
and later can be synchronized with the corresponding video in GeoVid.
As shown in Figure 3.1, EnAcq is an independent location data acquisition scheme
which is designed to be implemented locally on smartphones. EnAcq acquires the road
network and raw trajectory data from the server and GPS, respectively. Then it makes
use of the road network to improve the raw trajectory data, so as to oer the complete
result trajectory to GeoVid. Due to EnAcq's independence and compatibility, it can also
be applied to other trajectory-based applications as a component, to make a trade-o
between energy and accuracy.
The objective of EnAcq is to acquire accurate trajectory data of the vehicle by
correlating the inaccurate raw trajectory data to the road network, and eectively reduce
the energy spent on acquiring the raw trajectory data. The owchart illustrated in






















Figure 3.1: Simple overview of EnAcq.
 Firstly, this scheme gets the rst GPS sample point and sends it to the server,
so that it can acquire the related road network and candidate road arcs from
the server. Meanwhile it initializes the GPS sampling period for the next GPS
sampling (1).
 Secondly, it checks whether the GPS sampling is stopped or not (2). If yes, it
estimates the missing location points during GPS outages (when the vehicle is
travelling in a tunnel or between two consecutive time points of GPS sampling)
on the currently most possible route and then releases the complete sequence of
location points (8). Otherwise it determines the time of the next GPS sampling
according to the current GPS sampling period and obtains the GPS reading at
that time (3).
 Thirdly, it performs the improved HMM-based map matching for this new GPS
sample point and nds the most likely route which results in the trajectory data
up to now. Then it selects the last road arc on this route, as the most possible
road arc the vehicle is travelling on now (4).
 Fourthly, it checks if the most possible road arc is found (5). If not, EnAcq views
the current sample point as an outlier and ignores it. Meanwhile it removes all
changes caused by this outlier and the map matching result reverts to the most
likely route which results in the trajectory data ending with the previous GPS
sample point (6). Otherwise it determines the current motion state of the vehicle
on the most possible road arc and updates the GPS sampling period in accordance
with this state (7).
 Finally, the next operations for these two above choices are both to go back to
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step (2), so that EnAcq performs map matching for GPS sample points repeatedly
until our system GeoVid stops GPS sampling and makes EnAcq release the nal
result.
Initialization
- Get the first GPS reading and send it to the server.
- Acquire the road network and candidate arcs from the server.
- Initialize the GPS sampling period to a default value T1.
GPS Sampling
- Get the GPS reading based on the GPS sampling period.
Improved HMM-based Map Matching
- Find new candidate arcs using topological information and speed constraints.
- Calculate the emission probabilities and transition probabilities.
- Obtain the most likely route which results in the trajectory data up to now.
- Select the most possible road arc the vehicle is travelling on.
The most possible road 
arc is found?
False True
GPS Sampling Period Update
- Determine the current motion state of the vehicle on this arc. 







- Select the most possible route the vehicle has travelled.
- Estimate the location points missed by GPS on this route.









- Remove all changes caused by this GPS sample outlier.
8
Figure 3.2: Flowchart of EnAcq scheme.
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We note that our improved HMM-based map matching algorithm and adaptive GPS
sampling method are mainly implemented in the steps (4) and (7), respectively. In step
(4), EnAcq adopts the improved HMM-based map matching to nd the most likely route
producing the trajectory data up to a certain time point and the most possible road
arc the vehicle is travelling on at that time point. In step (7), EnAcq determines the
motion state of the vehicle based on this map matching result and then timely adjusts
the GPS sampling period to avoid unnecessary energy consumption. Obviously, these
two key steps can be implemented locally on a smartphone, which eectively reduces
EnAcq's dependence on network communications and makes EnAcq's rapid adjustments
possible.
To exhibit our contribution better, in the following sections we will mainly explain
in details four important steps involved in EnAcq, including Initialization (1), Improved
HMM-based Map Matching (4), GPS Sampling Period Update (7), and Result Release
(8).
3.2 Initialization
The rst step Initialization is based on the assumption that the smartphone can ac-
cess a cellular network in good condition, so that it can get essential data from the server
smoothly. This step is implemented in three substeps. First of all, EnAcq activates the
GPS receiver and acquires the rst GPS reading from the receiver. Then it sends the
geo-coordinates of this location point to the server which possesses a lot of geographical
information covering cities or countries. Next, this server performs a range query at
this sample point and takes the top 10 nearest arcs within the radius of 100 meters
around this point as candidate road arcs, meanwhile generating a partial road network
centered at this point. Note that this road network should be large enough to cover all
possible areas that the vehicle can reach during a certain period. Then EnAcq obtains
these candidate arcs and the road network from the server. Finally, EnAcq initializes
the GPS sampling period to a default value T1. In fact, this value corresponds to a
motion state of the vehicle, City-driving State, which will be introduced in Section 3.4.
Therefore, this vehicle is assumed to be traveling in City-driving State at the beginning.
3.3 Improved HMM-based Map Matching
When considering that our system GeoVid is designed to run on smartphones and
adjust the GPS sampling period instantaneously, the map matching algorithm adopted
in this step has to be simple, fast, robust and real-time. Although we have reviewed
a number of dierent algorithms that match GPS observations onto a digital map, a
HMM-based map matching algorithm seems to be the best choice to meet these four
requirements. However, as stated at the end of Section 2.1.5, there are still some de-
ciencies in previous HMM-based map matching algorithms.
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In our system GeoVid, the GPS sampling period being too long may cause two
inevitable problems, which not only decrease the map matching accuracy, but also
negatively aect the estimation involved in the step Result Release. Firstly, many
\arc-skipping" phenomenons will emerge so that we have to estimate the skipped arcs
frequently. But the conventional solution to this problem is to choose the shortest route,
which may contain incorrect arcs on which the vehicle has never travelled. Secondly,
during a GPS outage it is impossible for us to determine the delay of the vehicle on
each of the travelled road arcs exactly. The longer the time interval, the greater the
uncertainty of our estimation. Obviously, tagging videos with valid location information
with the time interval of one second is the most important task for our system GeoVid,
thus the GPS sampling period cannot be too long.
As a result, we make use of this advantage to develop an improved HMM-based map
matching algorithm, which diers from previous approaches in two key ways: how we
nd the candidate road arcs of a GPS sample point and how we handle U-turns. To
improve the running time, this algorithm utilizes the historical information from the
previous candidate arcs (candidate arcs of the previous sample point), as well as the
topological information and speed constraints of the road network, instead of a range
query, to nd the current candidate arcs faster. Moreover, when it identies a current
candidate arc, only those previous candidate arcs from which this current candidate arc
is temporally accessible are considered, meanwhile the corresponding shortest routes
are also found, respectively. Therefore the time spent on the computation of transition
probabilities is reduced signicantly when we use route distance dierences to calculate
transition probabilities. On the other hand, to make this algorithm more robust, U-
turns are also taken into account by distinguishing two distinct states from a two-way
road arc while the vehicle is moving on it in dierent directions.
Algorithm 1 outlines the framework of this improved HMM-based map matching
algorithm. Firstly, for each previous candidate arc, we nd the current candidate road
arcs by searching the area around this road arc while getting the corresponding shortest
route from the previous match point to each current one. Secondly, for each current
candidate arc, we calculate the product of its emission probability, transition probability
and the nal probability of the previous most possible route ending with the previous
candidate arc, and take it as the nal probability of this current candidate arc. Thirdly,
after every previous candidate arc has been considered, to implement the function of
max() expressed in Equation 2.2, we use the function deleteDuplicate() to only preserve
the most possible candidate among those having the same state (in the HMM) but
dierent shortest routes. Fourthly, to avoid unreasonable amount of future computation,
we only retain the top 10 most possible candidates having distinct states. Finally,
we construct the complete route from the beginning to the present location for each
candidate and return the most possible one.
The following sections will start with describing the modeling renement, and then
explain how the initial probabilities, emission probabilities, and transition probabilities
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Algorithm 1 MapMatching(G, preResList, t)
1: for all preRes in preResList do
2: cList = FindCandidateArcs(G; preRes:arc;t);
3: for all cTuple in cList do
4: prob = getProb(cTuple);







are calculated in our algorithm. Finally, we show how we nd the candidate road arcs
based on a previous candidate arc in details.
3.3.1 Modeling Renement
In this HMM-based algorithm, in order to cope with the cases of making U-turns, we
view two candidate road arcs referring to the same two-way road arc but with opposite
directions as distinct states. Therefore a road network consisting of n road arcs may
have more than n possible hidden states. Of course, the sample points derived from
the noisy localization measurements are still viewed as the observations, while the aim
of this algorithm is still to nd the most likely arc sequence that could have produced
these given sample points.
3.3.2 Initial Probabilities and Emission Probabilities
In our algorithm, the initial probability i of being in state i is dened as the emission
probability at this state, while the emission probability bj(ot) of observing sample point








Here  is the standard deviation of GPS measurements, which depends on the GPS
sensor that produces the sample point. As measured in previous studies of GPS accuracy,
in our algorithm we use a standard deviation of 10 meters to estimate the GPS noise.
dist(arcj ; ot) represents the shortest distance from sample point ot to candidate road arc
arcj , which is the great circle distance on the surface of the earth between this sample
point and the corresponding match point.
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3.3.3 Transition Probabilities
Equivalent to the algorithm proposed by Newson et al. [29], we also resort to distance
dierences for transition probabilities. More formally, given two match points ci1 and c
j
2
for two neighboring GPS sample points p1 and p2, respectively, the transition probability
of the vehicle moving from arci to arcj is computed as follows:
aij = e
 jdg drj (3.2)
Here dg indicates the great circle distance between these two sample points p1 and




2. The value of parameter
 is set to 0.07 empirically.
3.3.4 Candidate Road Arcs
Since a vehicle is always travelling at a limited speed during the time interval of
two consecutive sample points and in our system the GPS sampling period is not too
long, the current sample point (except for the rst one) cannot be too far away from the
previous one, and all current candidate arcs may fall in a small area around the previous
sample point. Therefore we develop a novel method to nd the candidate road arcs of
a GPS sample point without using a range query.
This method utilizes the topological information of the road network to radially
search each previous candidate arc's surroundings for the current candidate arcs, mean-
while employing the speed constraints of road arcs to limit the search scope. Further-
more, the shortest route from a previous match point to a current one is also acquired
directly during the search. Note that the precondition of this method is the previous
sample point has found its candidate arcs. As stated in Section 3.2, we can get the
candidate road arcs of the rst GPS sample point by performing a range query on the
server, so this method is a feasible way to nd the candidate arcs of each other sample
point sequentially.
This method implements the following steps to acquire the candidate road arcs based
on a certain previous candidate road arc.
1. For this previous candidate arc, we set an initial time quota for the match point
of the previous sample point on this arc, which is  times as much as the time
interval between the previous sample point and the current one. Meanwhile we
create a tree and take this match point as the root node.
2. We move from the match point to one node of this previous candidate arc, in the
direction determined by the previous map matching. Meanwhile we insert this
node into the tree as a new leaf node and assign a time quota to it, which is the
result of taking away the amount of the minimum time cost from the time quota
of the match point. Since every road arc has a speed constraint providing the
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maximum speed at which vehicles can travel, we can calculate the minimum time
interval needed to drive from one match point to the next and take this interval
as the minimum time cost for this movement.
3. If a leaf node NL in that tree has a time quota greater than zero and the last
traversed road arc has accessible connected road arcs, we move to the new neigh-
boring nodes, which are inserted into the tree and become the children of NL.
Meanwhile each neighboring node gets a time quota which is the result of taking
away the amount of the minimum time cost from the time quota of NL. Note that
this minimum time cost can be obtained by calculating the minimum time passed
of driving from NL to this neighboring node along the corresponding road arc.
This step will be repeated until all leaf nodes do not have any time quota greater
than zero or any accessible connected road arc.
4. When our radial search stops completely, we can get a tree including several nodes.
Each edge in this tree represents a candidate road arc and the path from the root
node to the lower node of this edge exhibits the corresponding candidate route.
However, maybe some candidates refer to the same state in the HMM (same can-
didate arc and same moving direction) but represent dierent routes. Therefore,
among these duplicate candidates we only retain the one with the shortest route.
At last, we calculate the minimum distance between the current sample point and
the candidate arc of each candidate, and only those candidates within a radius
of 100 meters around this sample point can be reserved. What's more, the cor-
responding shortest route of each candidate is rened as being from the previous
match point to the current one.
The example illustrated in Figure 3.3 expressly shows the implementation process of
our method. In this gure, there are six two-way road arcs, and the number along each
arc denotes the minimum time cost for the vehicle to pass the road arc. p1 and p2 are the
previous sample point and the current one, respectively, while p02 and p002 represent two
possible relative positions of p2 before p2 is mapped onto Arc4. Meanwhile the initial
time quota assigned to the previous match point is 15 seconds. The task is to nd the
current candidate road arcs based on the only previous candidate road arc Arc4.
Figure 3.4 illustrates how we can nd all possible current candidate arcs within the
search scope. Firstly, we create a tree by taking the previous match point E (tq = 15)
as the root node. From the previous map matching result, we can easily determine the
moving direction of the vehicle on this point E. Secondly, assume this estimated direc-
tion is consistent with the facts; then we nd the rst leaf node F (tq = 12). Meanwhile
we take Arc4 as the rst current candidate arc and fE ! Fg as the corresponding
route. Thirdly, if the vehicle made a U-turn at the end of the last traversed road arc
Arc4 and the current sample point p2 is on the left of p1 (represented by point p
00
2),



















Figure 3.3: An example about nding the current candidate arcs based on a previous
candidate arc.
the corresponding route should be fE ! F ! Dg. Therefore, we have to consider not
only Arc2 and Arc5, but also the traversed arc Arc4. Then we can acquire three new
leaf nodes: B(tq =  4), D(tq = 3), and H(tq =  6). Fourthly, since only leaf node D
has a time quota greater than zero, we consider its three connected road arcs, including
the traversed arc Arc4. Obviously, all possible cases about Arc4 have been taken into
account in the above step, so we only consider the other two road arcs and obtain the
last two leaf nodes: A(tq =  6) and C(tq =  3). Fifthly, we cast o the duplicate and
distant candidate arcs and only preserve the candidate referring to the road arc Arc5.
Finally, we rene its corresponding shortest route to be from the previous match point
to the current one G, namely fE ! F ! Gg.
This method is summarized as FindCandidateArcs() in Algorithm 2. The input
contains the road network G, the previous candidate road arc preArc, and the time
interval between the previous sample point and the current one t. This function
FindCandidateArcs() outputs a list, including each eligible candidate road arc found
based on the previous candidate road arc and the corresponding shortest route.
Algorithm 2 FindCandidateArcs(G, preArc, t)
1: tq =  t  preArc:timeFromMPToEN ;
2: route = fpreArc:preMatchPoint!preArc:exitNodeg;
3: cList:add(preArc; route; tq);
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Figure 3.4: Six steps to nd all possible current candidate arcs.
Obviously, in Algorithm 2 we use the function ExploreArcs() to recursively search
for any temporally accessible road arc, until every leaf node has no time quota greater
than zero or any accessible connected road arc. Algorithm 3 explains how this function
works. We have to pay special attention to the input lastArc, which refers to the last
traversed road arc during our search. This input is used in lines 3 and 4 to make sure
that only making the rst U-turn on the previous candidate arc is considered. Note that
for a two-way road arc the vehicle may make a U-turn at the end of this road arc, so it
is very dicult to determine the moving direction of the vehicle on this road arc only
based on the latitude/longitude location information. Fortunately, since we resort to
distance dierences for transition probabilities, which only concern the shortest routes,
this bidirection problem can be ignored for all road arcs within the search scope except
the previous candidate road arc. In order to avoid conicts with the previous map
matching result and to make searching radially possible, the case of making the rst
U-turn on the previous road arc must be taken into account, as illustrated in the above
example.
3.4 GPS Sampling Period Update
As stated in Section 2.2.2, velocity and distance have been employed to change the
GPS sampling period adaptively in previous approaches. Dierent from these approach-
es, we propose a novel adaptive GPS sampling method which not only takes into account
velocity and distance, but also considers the structure of the road system. Concretely,
our method adjusts the GPS sampling period based on the current motion state of the
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Algorithm 3 ExploreArcs(G; cList; lastArc; route; tq)
1: if tq > 0 then
2: adjacentArcs[] = G:adjacentArcs(route:lastNode);
3: if cList:count! = 1 then
4: adjacentArcs:delete(lastArc);
5: end if
6: for all arc in adjacentArcs[] do
7: t0q = tq   arc:minPassT ime;
8: route0 = route:concat(arc:exitNode);
9: cList:add(arc; route0; t0q);
10: ExploreArcs(G; cList; arc; route0; t0q);
11: end for
12: end if
vehicle. To determine the current motion state of the vehicle, we have to make use of
the most probable route from the latest map matching result. Once we determine the
current motion state, the GPS sampling period is updated accordingly.
We dene three states to describe the motion of a vehicle, each state corresponding
to a specic GPS sampling period. These states are summarized as follows:
 City-driving State: This state has the shortest GPS sampling period T1 among
three dierent states, meaning that the location information of the vehicle in
this state is sampled most frequently to ensure the accuracy of the trajectory
data. When the vehicle starts to move at the beginning of its drive, its motion
state cannot be determined. Thus it is set to City-driving State initially to avoid
misjudgement at the expense of energy.
 Highway-driving State: If the vehicle is found in this motion state, the GPS
receiver will be set to a sampling period 2  T1. It implies that the vehicle is
travelling on a long road and it is unnecessary to sample the vehicle's location
information frequently. Therefore, we set its GPS sampling period to twice that
of City-driving State to avoid unnecessary energy consumption.
 Stopped State: This state corresponds to a certain GPS sampling period T2, and
can be activated only when the vehicle is stopped or moving very very slowly. For
example, the vehicle is waiting for a red light at an intersection, or it is trapped
in a trac jam. Due to the uncertainty of trac conditions,, it is impossible for
us to determine exactly how long the vehicle will be stopped. Thus, we adopt a
GPS sampling period T2 for this state, which is independent of T1. Of course, T2
should not be smaller than T1, or we will consume precious energy unnecessarily.
The decision tree in Figure 3.5 illustrates how the current motion state of the vehicle
is determined based on the currently most likely route. At rst, we check the travelled
distance from the previous match point to the current one on the most likely route.
If it is less than 10 meters, the vehicle is considered to be stopped. Otherwise if the
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remaining pass time for the vehicle to leave the currently most possible road arc from the
current match point is less than twice the GPS sampling period of City-driving State,










< 10 meters ≥ 10 meters
< 2*T1 ≥ 2*T1
Figure 3.5: The decision tree of determining the vehicle's motion state.
3.5 Result Release (Interpolation)
As the name suggests, the aim of this lattermost step is to release the complete most
likely trajectory of the vehicle up to now, which in practice should be a sequence of
time-stamped geo-coordinates with the time interval of one second. However, the GPS
receiver does not work during GPS outages (when the vehicle is travelling in a tunnel
or between two consecutive time points of GPS sampling), therefore the most likely
route generated directly from the latest map matching is incomplete and we have to
complement it by estimating the location points missed by GPS.
Since this most likely route consists of a sequence of road arcs with a number of
match points map-matched onto them, the route between any two consecutive match
points is determined. As a result, we can use a simple and ecient method to cope with
GPS outages. If there are missing location points between two consecutive match points,
we can place interpolated points with a one second interval along the determined route
between these two match points, as illustrated in Figure 3.6. When the estimation is
complete, we can acquire a trajectory as the nal result, purely consisting of continuous
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Figure 3.6: Estimation of missing location points. By evenly placing these three points
missed by GPS along the determined route between two consecutive match points (t=1




In order to evaluate our improved map matching algorithm, the adaptive GPS sam-
pling method and the proposed EnAcq scheme, we carry out three experiments on a
public real-world dataset. The HMM-based map matching algorithm proposed by New-
son et al. [29] is taken as the baseline for these experiments. In the rst experiment,
we implement our improved map matching algorithm and the baseline algorithm, which
both process trajectory data with a xed sampling period and are referred to as FMM
and Baseline, respectively. We compare FMM with Baseline to measure our improved
map matching algorithm's superiority in terms of running time. In the second exper-
iment, we implement the combination of our improved map matching algorithm and
adaptive GPS sampling method, which processes trajectory data with an adaptive sam-
pling period and is referred to as AMM. Then we compare AMM with both FMM and
Baseline to evaluate the energy-eciency improvement brought by the adaptive GPS
sampling method. In the third experiment, we extend AMM to the whole EnAcq scheme
by additionally implementing the nal step Result Release. Then we analyze the released
result of EnAcq according to the original trajectory data and verify the reasonableness
of the result trajectory. The following subsections will introduce the experimental setup
rst, and then show the experimental results and provide some discussions.
4.1 Dataset Description
In our experiments, we adopt the public real-world dataset provided by Krumm and
Newson [29], including the relevant road network, GPS trajectory data, and ground
truth. As visualized in Figure 4.1, the road network is from Seattle and comprises more
than 150,000 road arcs. Table 4.1 shows the example format for the road network data,
where each road arc is described by a nite sequence of geographical location points,
consisting of two nodes as well as road constraints such as speed limit. The raw GPS
trajectory data is a 50-mile route in Seattle which is sampled at 1 Hz and took about
2 hours to drive, giving 7531 time-stamped latitude/longitude pairs. Table 4.2 shows
the example format for the raw GPS trajectory data, where distinct timestamps are
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given to sequential geographical location points. As shown in Table 4.3, the ground
truth contains a sequence of road arcs with the directions in which the vehicle actually
travelled. Since it is impossible for us to know the exact location of the vehicle in the
road network corresponding to each GPS sample point, only the path taken by the
vehicle is viewed as the ground truth.
Edge ID From Node ID To Node ID Two Way Speed # Vertex LINESTRING()














Table 4.1: The example format for the road network data.
Date(UTC) Time(UTC, hh:mm:ss) Latitude(degrees) Longitude(degrees)
17-Jan-2009 20:27:37 47.66748333 -122.1070833
17-Jan-2009 20:27:38 47.66750000 -122.1070667
17-Jan-2009 20:27:39 47.66751667 -122.1070333
Table 4.2: The example format for the raw GPS trajectory data.




Table 4.3: The example format for the ground truth data.
Figure 4.1: The driving path for testing in the Seattle, Washington, USA area.
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4.2 Platform and Parameters
Implementation Platform: The three algorithms (Baseline, FMM, and AMM)
and the nal step Result Release are all implemented in C# and connected with a
lightweight in-memory database, SQLite. Since these algorithms rely on the database's
range query function at dierent levels, in order to provide a fair comparisons between
them, this database is totally stored and processed in RAM. What's more, for the sake
of convenience, we implement the operations in the rst step Initialization on the local
computer instead of the server.
GPS Sampling Period: As stated above, to avoid the \arc-skipping" problems and
reduce the uncertainty of estimation, the GPS sampling period for our system GeoVid
cannot be too long. Of course, it is impossible for us to sample the location information
of the vehicle every second. Therefore, for FMM and Baseline the sampling period is
supposed to range from 5 seconds to 30 seconds, as well as T1 and T2 for AMM.
Parameters for Algorithms: Table 4.4 shows the parameter settings for these
three algorithms, including Baseline, FMM, and AMM. Since they all adopt the same
equations to calculate emission probabilities and transition probabilities, we empirically
establish the following parameter settings: =10, =0.07. What's more, to limit the
search scope for candidate arcs, the parameter  for FMM and AMM is set to 1.8, which




Baseline 10 0.07 /
FMM 10 0.07 1.8
AMM 10 0.07 1.8
Table 4.4: The experimental parameter settings.
4.3 Evaluation Approaches
In the experimental evaluations, performances are measured in terms of running
time, matching quality, and energy consumption. The running time is measured using
the actual program execution time. The energy consumption is measured using the
count of sample points acquired. The matching quality is measured using the Route
Mismatch Fraction already adopted by Newson and Krumm [29]. This fraction is the
total length of a route including false positives and false negative matches divided by
length of original route, as shown in Figure 4.2.
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Figure 4.2: The denition of Route Mismatch Fraction.
4.4 FMM vs. Baseline
In this experiment we compare FMM with Baseline to measure our improved map
matching algorithm's performance. Figure 4.3 shows the change of matching quality
w.r.t to the sampling period as a result of comparing FMM with Baseline. As was
expected, since both of these two algorithms utilize the same equations to calculate
probabilities, they perform identically in terms of matching quality. Figure 4.4 shows
that when the sampling period is not long, our algorithm FMM can outperform the
Baseline algorithm signicantly in terms of running time. However, when the period
becomes longer, the search scope in FMM expands quickly and causes a longer running
time than Baseline. Therefore, FMM is suitable for being applied in our system GeoVid,
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Figure 4.4: Running time w.r.t. sampling period.
4.5 AMM vs. FMM vs. Baseline
In this experiment we compare AMM with both FMM and Baseline to evaluate the
adaptive GPS sampling method applied in EnAcq. Since the parameters T1 and T2 in
AMM may produce plenty of possible combinations, here we just present the comparison
results when T1 = 5 seconds and T1 = 10 seconds, which are shown in Tables 4.5 and 4.6,
respectively, and exhibit the impact of our adaptive sampling method on reducing energy
consumption. What's more, in these two tables \FSP" means the xed sampling period
(represented in seconds) for FMM and Baseline. Meanwhile \TI" and \ES" represent
the running time improvement and energy savings, respectively, which can be calculated
based on the running time and sample count of Baseline.
Algorithm FSP T1 T2 Error(%) Time(s) TI(%) # Sample ES(%)
Baseline 5 / / 0 9.52 0 1507 0
FMM 5 / / 0 3.18 66.60 1507 0
AMM
/ 5 5 0 2.82 70.38 1254 16.79
/ 5 10 0 2.29 75.95 1045 30.66
/ 5 15 0 2.32 75.63 954 36.70
/ 5 20 0 2.70 71.64 890 40.94
/ 5 25 0 3.56 62.61 852 43.46
/ 5 30 0 6.53 31.41 821 45.52
Table 4.5: Evaluation of our adaptive sampling method with T1 = 5.
As shown in Tables 4.5 and 4.6, AMM can reduce the energy consumption signif-
icantly but still perform remarkably in terms of matching quality and running time.
Concretely, in Table 4.5 it can be seen clearly that AMM saves nearly half of the en-
ergy compared with the other two algorithms when (T1; T2) = (5; 30). We also notice
that when T2 becomes greater, a longer running time is required for AMM due to the
expanding search scope.
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4.6 Result Trajectory vs. Original Trajectory
In this experiment, we extend AMM to the whole EnAcq scheme by additionally im-
plementing the nal step Result Release. We run EnAcq with (T1; T2) = (15; 30) on the
original GPS trajectory data, resulting in a sequence of time-stamped geo-coordinates
with one second interval. Since we cannot acquire any available ground truth consisting
of the vehicle's exact location points, we just compare this result trajectory with the
original one sampled at 1 Hz to validate EnAcq's ability to provide accurate trajectory
data without consuming much energy.
In order to visualize the improvement brought by EnAcq, we plot both of these two
trajectories on Google Maps [2]. Figures 4.5, 4.6, and 4.7 illustrates three representative
examples of our results. In each gure, two pictures describing the same area but
containing dierent trajectories are placed together for comparison. In the upper-left
picture, the red icons represent the sequential GPS sample points and the red curve
shows the partial original trajectory, while the blue curve illustrates the corresponding
ground truth. In the lower-right picture, the green icons represent the match points
while the white icons show the interpolation points (which are introduced in Section 3.5).
What's more, the green curve illustrates the corresponding result trajectory generated
by EnAcq. Note that EnAcq only utilizes partial original trajectory data with 15 seconds
interval at least, to acquire the complete most likely trajectory of the vehicle.
Figure 4.5 arms EnAcq's ability of distinguishing two similar roads. In the upper-
left picture, we notice that there is a road that splits into two almost parallel, but slowly
diverging roads. The original trajectory makes it dicult for us to determine which road
is the right one the vehicle is travelling on until the distance between the diverging roads
grows quite large. Whereas our result trajectory can quickly determine that the correct
road is the upper one near the fork, which can produce a better user experience for our
system GeoVid.
From the original trajectory in Figure 4.6, it can been seen clearly that there exists
a GPS outage during the drive, meanwhile there are several noisy sample points and
a signicant outlier. All of these are amended by EnAcq, resulting in a smooth and
reasonable trajectory, as shown in the bottom-right picture.
The upper-left picture in Figure 4.7 describes a common noisy trajectory of a vehicle
Algorithm FSP T1 T2 Error(%) Time(s) TI(%) # Sample ES(%)
Baseline 10 / / 0.11 6.34 0 755 0
FMM 10 / / 0.11 1.84 70.98 755 0
AMM
/ 10 10 0.11 2.15 66.09 698 7.55
/ 10 15 0.11 1.92 69.72 645 14.57
/ 10 20 0.11 2.12 66.56 610 19.21
/ 10 25 0.11 2.72 57.10 583 22.78
/ 10 30 0.11 4.53 28.55 560 25.83
Table 4.6: Evaluation about our adaptive sampling method with T1 = 10.
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Figure 4.5: Comparison between the raw trajectory and the result trajectory (case 1).
when it is moving in urban areas. As far as our system GeoVid is concerned, this may
have a bad eect on the synchronization with the corresponding video. By contrast,
EnAcq provides a more reasonable trajectory, which is closer to the practical driving
track.
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Figure 4.6: Comparison between the raw trajectory and the result trajectory (case 2).
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Figure 4.7: Comparison between the raw trajectory and the result trajectory (case 3).
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
Inaccurate trajectory data and energy consumption are two key challenges for many
trajectory-based applications on mobile devices such as vehicle tracking, route naviga-
tion, and video tagging. To address these two challenges, this thesis presents a location
data acquisition scheme called EnAcq for our sensor-rich video tagging system GeoVid,
which can utilize GPS to obtain continuous accurate location points with one second
interval and meanwhile is able to be implemented eectively on smartphones. Of course,
EnAcq can also be adopted in other trajectory-based applications to allow a trade-o
between energy and accuracy.
In this thesis we rst review previous studies about map matching algorithms and
energy-ecient GPS-based localization methods for smartphones. Subsequently we de-
scribe our proposed EnAcq scheme, including the improved HMM-based map matching
algorithm, which nds candidate matches for each sample point without using a range
query and determines the most likely route the vehicle has travelled. Finally we pro-
pose a novel adaptive GPS sampling method, which is used to avoid unnecessary energy
consumption by adjusting the GPS sampling period based on motion state.
We have conducted three experiments to evaluate the improved HMM-based map
matching algorithm, the adaptive sampling method and the whole data acquisition
scheme EnAcq, respectively. The experimental results show that when the GPS sam-
pling period is not too long, our improved map matching algorithm signicantly out-
performs a recently proposed HMM-based map matching algorithm in terms of running
time. Meanwhile, when compared with sampling at a xed rate, our adaptive sampling
method saves a signicant amount of energy, hence prolonging a mobile device's battery
life. Furthermore, the results of the third experiment indicate clearly that EnAcq still
can provide accurate trajectory data without consuming much energy.
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5.2 Future Work
There are three interesting directions for future work.
Firstly, more work needs to be performed to ensure the availability of EnAcq's road
network, which is originally acquired from the server in the rst step Initialization. Even
if the original road network is large enough, it is still possible for the vehicle to move
beyond the scope of this road network, which may lead to EnAcq's failing to provide
accurate trajectory data. In these cases EnAcq should start to download a new section
of the road network from the server when the vehicle is approaching the boundary of the
current road network. As a result, it would be of interest to develop a dynamic method
of determining the road network for EnAcq, which makes sure that the approximate area
the vehicle is moving in can be always represented by EnAcq's current road network.
Secondly, we plan to improve our HMM-based map matching algorithm so that it
can be applicable to other trajectory-based applications which desire a longer sampling
period. As a result, we have to tackle the problem of the search scope's expanding
too quickly as the sampling period becomes longer. From the experimental results, we
notice that when the sampling period is very long, nding candidate road arcs with
range queries is faster than our proposed method. Thus we may set a threshold for the
sampling period, which can be used to determine which method for nding candidate
road arcs will be better given a certain period.
Thirdly, using WiFi and GSM localization technologies, along with GPS, would be
an alternative solution to avoid unnecessary energy consumption. Although in most
cases GPS oers more accurate location information than WiFi and GSM localization,
the superiority of GPS may decrease obviously when the vehicle is moving in urban
areas. Sometimes GPS has signicant outliers due to tall buildings or a tree cover,
while WiFi localization can perform very well because there exist many urban WiFi
access points. Therefore it would be interesting to develop an online algorithm that
dynamically selects the best location sensor to sample considering available energy and
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