In this paper we consider the modified maximal operator on the sep- B(x,r) |f (y)|dµ (y) and B(y,r) |f ( 
Introduction
Let (X, d) be a separable metric space endowed with a Radon measure µ such that all the balls are non-degenerate. We say that a ball B with positive radius is non-degenerate if µ(B) > 0. In [6] 
the modified maximal operator is introduced as
Mf (x) = sup r>0 1 µ(B(x, 3r)) B(x,r) |f (y)|dµ(y), where B(x, r) is an open ball with radius r > 0 and center x ∈ X. They showed that µ({x ∈ X |Mf (x) > λ}) ≤ 1 λ X |f (x)|dµ(x).
Motivated to this, we define M k f (x) = sup r>0 1 µ(B(x, kr)) B(x,r) |f (y)|dµ(y).
Section 2 is devoted to the study of the weak-(1, 1) property of M k . The strong-(p, p) property and weak-(1, 1) property of M k still hold if k ≥ 2.
Next we develop applications of this weak-type inequality and the covering lemma used to prove Theorem 1.2. First we derive the dual inequality by the method used in Theorem 1.2. Next using the duality inequality carefully, we derive the Fefferman-Stein type vector-valued inequality for the nonhomogenuous space. The result we will get is the following. This vector-valued inequality automatically yields the one of the maximal operator of the singular integral appearing in [3] . We will quote the definition of singular integral from [6] .
Definition 1.1 We say that µ satisfies the growth condition if µ(B(x, r)) ≤ Cr
n for all r > 0.
Here n is a positive constant that can be different from the (geometric or Euclidean) dimension of X.
Definition 1.2
Let µ and n be as above, the singular integral operator is a bounded linear operator T : L 2 (X) → L 2 (X) that satisfies the following: There exists a function K that satisfies three properties listed below. 
Theorem 1.4 Let K, T and µ be ones appearing in the above definitions. If 1 < p, q < ∞, then we have
When we consider the Euclidean space endowed with a standard distance, we have M 1 is weak-(1, 1) bounded. This is due to the Besikovitch's covering lemma.
For the proof of that lemma, see [2] . We just cite it below for completeness and comparison with our Theorem 1.5. We state it in the form different from the one stated in [2] . 1 µ (B(y, kr) ) B(y,r) |f (z)|dµ(z). 
Then we can take disjoint subfamilies
For the uncentered version with k = 1, see [5] : There exists a measure such that M 1,uc is not weak-(1, 1) bounded.
The centered maximal operator 2.1 A covering lemma
The first covering lemma is the refinement of the Vitali's covering lemma, which leads us to obtain the weak-(1, 1) boundedness of M 2 . And it is used in application again.
Lemma 2.1 Let δ > 0. Suppose we have a family of n balls {B(x j , r j )} j=1,...,n . Then we can take a subfamily {B(x j , r j )} j∈A such that
Remark 2.1 This is an extension of the Vitali's covering lemma: The lemma is precisely Vitali's covering lemma if δ = 1.
Proof. We select j 1 so that
we have nothing else to do. Let us assume otherwise in the sequel. We define 
This procedure will be stopped because we are dealing with the finite number of the balls. Suppose we have stopped after we selected j p and Λ p . We will verify that A = {j 1 , . . . , j p } satisfies all the requirement of the lemma.
To verify this we fix j ∈ {1, . . . , n}. We have three possibilities.
We want to show that B( 
Proof of Theorem 1.2
First of all let us remark the following fact, which is often used in the sequel.
Remark 2.2 B(x, r)
is an open ball with radius r > 0 and center x ∈ X. We use B(x, r) to denote a closed ball with radius r > 0 and center x ∈ X . By Radon property, we can replace B(x, r) by B(x, r) in the definition of M k and M k,uc . Thus for all measurable f :
Noting this remark, we shall prove Theorem 1.2. Fix λ > 0. By Remark 2.2, it follows that
Since µ is a Radon measure, E k is an open set. Since X is separable, so with the aid of the Linderöf covering theorem we can take
By Lemma 2.1 there exists A ⊂ {1, . . . , n} such that
By the definition of E k , we also have
Putting them together, we obtain
Letting n tend to infinity in the above inequality,
is derived. As is noted in Remark 2.2, we have
Remark 2.3
This theorem is an extension of the result [1] . In [1] , Carleson proved on the Euclidean space with normal distance. He used the method appeared in [4] . But we cannot apply it to the metric space with non-doubling measure, because we cannot use the Lebesgue differential theorem in general separable metric space.
Corollary 2.1 We have for
, by interpolation we obtain the desired inequality.
An example showing sharpness of Theorem 1.2
Next we want to construct a space where M k is not bounded if k < 2. First we define a set on which the distance and the measure will be defined. The distance is quite different from the one of the usual Euclidean space. Remark 2.4 r that appears in the definition does exist: r = 2 will be enough.
Lemma 2.2 This function defines a distance.
Proof. We will omit the proof, since it is easy to show the lemma, noting next remark.
Remark 2.5 If r > 0, the open ball B(x, r) is precisely the set
y = {y n } n∈N ∈ X | |x n − y n | ≤ r for all n ≤ 2 + log 10 1 r .
Lemma 2.3 The space X, endowed with a distance function d, is a separable subspace.
Proof. Using standard argument, this lemma is easy to show. So we will omit the proof. This is the distance space we work on. Next let us define the measure.
Definition 2.3
Let B be a σ-algebra generated by B(x, r) with x ∈ X and r > 0.
The following proposition ensures the measurability of a maximal function.
Proposition 2.1 The σ-algebra B is nothing but the one generated by the cylinder sets of the form
A 1 × . . . × A l × D × D × . . ., where A 1 , . . . , A l are Bore- measurable sets of D. Proof. Put ∆(a, r) = {z ∈ D | |z − a| < r}, where a ∈ D and r > 0. Let us show that ∆(a 1 , r 1 ) × ∆(a 2 , r 2 ) × . . . × ∆(a l , r l ) × D × D × . . . is B-measurable, if a 1 , a 2 , . . . , a l ∈ D and r 1 , r 2 , . . . , r l > 0. In fact B(a, 10 −l+2 ) is contained in B for all a ∈ X. Since ∆(a 1 , r 1 ) × ∆(a 2 , r 2 ) × . . . × ∆(a l , r l ) × D × D × . .
. is expressible as a countable union and intersection of balls of the form B(a, 10
−l+2 ), where
Thus σ-algebra B contains σ-algebra generated by cylinder sets. The reverse inclusion is clear so our claim is justified.
Remark 2.6
The topology induced by this distance is the same as product topology induced by Euclidean topology of D. This can be shown using the same idea as that of Proposition 2.1.
Definition 2.4 We define f : D → R as follows:
First we define a n = n+2 l=1 l!. We define annulus A n and B n with n = 0, 1, . . . as
And we define the density function f as 
Then we have
where C k is a geometric constant strictly less than 1 that depends on k.
Then we have 
Taking this into account, we will estimate Ω 1 ∩A k with n < k, 
and that on A n we have f (x) = l a n .
We also have
With these estimates we obtain (b).
(c) and (d) follow similarly. But the proof of (c) is the crucial point of the proof of unboundedness of M k with k < 2. So we will point out what counts.
The essential difference lies in the estimate of ν(Ω 2 ∩ A n ). With k fixed geometric observation shows that there exists C k strictly less than 1 such that
More precisely, C k is given by the following formula:
here |E| means arc length of an arc E. This is the critical point of (c) and the rest is quite similar to that of (b), so the detail is omitted.
Remark 2.7 Our calculation shows
This will be used in Remark 2.9.
Under this measure, we will show that M k is bounded only if k ≥ 2. Before proving this, we introduce one more notation. 
Proof. We may assume
. M k g r tends pointwise to M k δ 0 as r → 0, where δ 0 is a point mass at 0. Let a be a point defined as follows:
Thus we have µ(B(0,
By the definition of ν and Lemma 2.4 (b), there are infinitely many integers n such that
Take limit of this quantity as n, running through such a integer, to infinity. With the aid of (c) and (d) of Lemma 2.4 contradiction is obtained, since C k is strictly less than 1. By construction we can check the following:
Proposition 2.3 In the above space the measure of B(x, r) grows in the polynomial order of any degree, that is, µ(B(x, r))/r
n is bounded for all positive integer n.
Remark 2.8
This proposition can be interpreted that the dimension of the space is "infinity" according to the terminology of [6] . But this proposition cannot be improved in the sense that µ(B(x, r))/r n is bounded uniformly on n.
Remark 2.9 Using Lemma 2.4 (b), (d) and Remark 2.7, the proof of the Theorem 1.2 and the reproduction of the proof with the parameter of k changed into 2 shows that the Theorem 1.2 is sharp in the following sense: We cannot take the weak-(1, 1) constant strictly less than 1 in general.
Proof of Theorem 1.3 and Theorem 1.4
As an application of Lemma 2.1 and Theorem 1.2 we will prove Theorem 1.3 and Theorem 1.4. First of all we get a weighted inequality of the Stein type, using again Lemma 2.1.
Proposition 2.4 We have
Since E is an openset, again by the Linderöf theorem, there exist x j , j = 1, 2, . . . such that E ⊂ ∪ j∈N B(x j , ar x j ). We will take a = (k − 7)/20.
We claim that
By Lemma 2.1 there exists a subfamily of balls {B(x j , ar x j )} j∈Λ (Λ ⊂ {1, 2, . . . , n}) that satisfies the following properties.
Note that we have, for all x ∈ B(x j , r x j ),
Using this, we obtain j=1,...,n
By the definition of E we have
Letting k ↓ 7, we finally obtain
Thus we have finished.
Corollary 2.2 If p > 1, then we have
Proof. For the positive function w we denote · ∞,w is a L ∞ -norm of the function with respect to the weighted measure wdµ. Since
is clear, this is again just a matter of the interpolation of this inequalities and the last results.
Remark 2.10
We use the following analogous which is used below to obtain Theorem 1.3. The proof is only the change of the parameters k of Theorem 2.4 and Corollary 2.2 respectively.
Proposition 2.5 Let X, µ be as above.
(a) The estimate
holds for all λ > 0.
At last we are in the position of proving Theorem 1.3. If q ≥ p > 1, a little more can be said. We have the following.
Theorem 2.1 If
Proof. The case when p = q is trivial. Assume that p < q. Put r = q p and let r be a conjugate exponent of r.
By using Theorem 1.2 and Corollary 2.2 we get to
-th power of both sides, we obtain 
Keeping this in mind, let us fix positive g with g (
Note that p > q implies qr p > r , so that we are in the position of using Theorem 2.1 with parameter qr p > r . We also use Proposition 2.5 to obtain
(Below we will write sup instead of sup
Putting together this and first observation we finish the proof.
This vector-valued inequality is different from the one that appeared in the [6] only in that we enlarged k by 22 or 7 times not by three times.
We will assume the assumption posed on Definition 1.1 and Definition 1.2 until the end of this section. With minor modification of the results of [6] we obtain Theorem 2.2 [6] We have for β > 1 and large l
The next result is due to García-Cuerva [3] .
Combining these results and Theorem 1.3, we obtain Theorem 1.4.
The uncentered maximal operator on the Euclidean space
In this section we examine the uncentered maximal operator. The result by [6] which appeared in the introduction is sharp: We can construct a similar example of the space on which M k,uc is not bounded if k < 3, using an idea of Section 2.3. Hence in this section we limit ourselves to the space R d with Euclidean distance. If the space is Euclidean and the ball is defined by a standard distance, we shall show thatM k,uc is bounded if k > 1. This is best possible as [5] shows: As in [5] for µ = exp(x 2 + y 2 )dxdy in R 2 , M 1,uc is not weak-(1, 1) bounded.
Another covering lemma (Proof of Theorem 1.5)
We want a substitute of Besikovitch's covering lemma. This Theorem 1.5 is a covering lemma for our purpose. This may be viewed also as a substitute of Vitali's covering lemma. To prove Theorem 1.5, firstly we prove it by posing another assumption. 
Note that the cubes in Q− → m satisfy the following property: Suppose that Q and Q are both in Q− → m and that Q and Q are different, then the distance between the two cubes is larger than 3. Hence if the center of B is in Q and the center of B is in Q , then B and B are disjoint.
Taking into account of the preceding paragraphs we may assume that all the centers of the balls are in Q 0 . In fact once this is proved, by the last paragraph we can take the balls satisfying the property of this lemma from Q− → m for any
− → m . Translation shows the number N k is not dependent on − → m. So our desired family is
So in what follows let us assume that all the centers of the balls are in Q 0 and that sup λ∈L r λ = 1 by normalization.
First take a ball B(x λ 1 , r λ 1 ) arbitrarily from the family {B(x λ , r λ )} λ∈L .
The assumption 1 inf λ∈L r λ < √ k ensures that the radius of the ball is between 1 √ k and 1. Thus the ball B(x λ 1 , kr λ 1 ) contains all the ball B(x λ , r λ ) such that 
where V is volume of a unit ball. Thus q is bounded by the quantity which depends only on k > 1 and d. We put this bound N. If q is less than N, we formally define L j = ∅ for j > q. Peacing together these observations we are done.
Next we prove Theorem 1.5, that is, we want to eliminate the assumption
Proof. (of Theorem 1.5) Again we may assume that sup λ∈L r λ = 1. First we take the subfamilies B j,p inductively as follows (j runs through all the positive integers and p through [1, N] , where N is a number obtained in the Lemma 3.1): First we define X 1 as
Let B 1,p be families obtained from X 1 , using the Lemma 3.1. Suppose we have obtained the families of the balls B l,p with l = 1, . . . , j, p = 1, . . . , N and that X l with l = 1, . . . , j are defined as the subsets of {B(x λ , r λ )} λ∈L . Then we define By the definition of X j we have,
kB.
Next we claim that there is an integer N , which depends only on k, that satisfies the following:
In fact suppose that B ∩ B x and l > j. Then by property noted above, there exists y ∈ B \kB . Let c be the center of B . If E is a subset of R d , diam(E) denotes the diameter of E. Under this notation and setting we have
.
is possible only if the difference of j and l is small, that is, log |f (x)|dµ(x)
We consider another application of this covering lemma. This covering lemma allows us to obtain various estimates. , br) ) B(z,r) |f (y)|dµ(y).
Theorem 3.1 We have the dual inequality
(This notation is rather complicated but we want to emphasize that we are considering maximal operator with radii less than R.) Fix λ > 0. We set
For all x ∈ E b by its definition there exists r x < R and y x such that 1 µ (B(y x , br x ) ) B(yx,rx) |f (z)|dµ(z) > λ and x ∈ B(y x , r x ).
Note that sup x∈E b r x is at most R. So we can apply Theorem 1.5. Applying the theorem with k = b a > 1, we obtain a countable subset A ⊂ E b such that {B(y x , r x )} x∈A satisfies To obtain the last inequality we used
we are done.
As a corollary we have another estimate.
Theorem 3.2 If p, q, k > 1, then
The proof is obtained by changing the parameters in Theorem 1.3 suitably.
