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Smer sklopitve v nelinearnih sistemih
Izvle£ek
Delo obravnava dve metodi za dolo£itev smeri sklopitve sistemov na podlagi njiho-
vih meritev. Prva temelji na informacijski teoriji, druga pa na £asovno-frekven£ni
transformaciji. Cilj naloge je preizkusiti njuno uporabnost za dolo£itev smeri sklo-
pitve sistemov v razli£nih dinami£nih reºimih ter za re²evanje inverznega problema
iskanja modelskih parametrov sklopitve. Testiramo jih na modelu sklopljenih Du-
ffingovih oscilatorjev v kaoti£nem in regularnem dinami£nem reºimu. Na sistemih
v regularnem reºimu se problem dolo£itve smeri sklopitve izkaºe za enostavnega,
re²ljiv pa je tudi v kaoti£nem reºimu. Inverzni problem je re²ljiv, razen pri sklopitvi
dveh kaoti£nih sistemov. Predstavimo tudi statisi£ni test z uporabo nadomestnih
signalov za potrditev obstoja sklopitve. Na koncu obravnavamo tudi aplikacijo me-
tod v medicini kot diagnosti£no orodje.
Klju£ne besede: Sklopitev dinami£nih sistemov, nelinearna dinamika, informacij-
ska teorija, £asovno-frekven£na transformacija, nadomestni signali

Direction of coupling in nonlinear systems
Abstract
The thesis discusses two methods for determining the direction of coupling of sys-
tems from their measurements. The first method is based on information theory
and the second one on time-frequency transformation. The goal of the thesis is to
test their usefulness for determining the direction of coupling of systems in different
dynamic regimes and for solving the inverse problem of inferring the model param-
eters of coupling. We test them on the model of two coupled Duffing oscillators
in a chaotic and a regular dynamic regime. For the systems in regular regime, the
problem of determining the direction of coupling turns out to be simple, and it is
also solvable in a chaotic regime. The inverse problem is solvable, except for the
coupling of two chaotic systems. We also introduce a statistical test using surrogate
data to confirm the existence of coupling. Finally, we discuss the application of the
methods in medicine as a diagnostic tool.
Keywords: Coupling in dynamical systems, nonlinear dynamics, information the-
ory, time-frequency transformation, surrogate data
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Poglavje 1
Uvod
Kompleksne sisteme lahko za enostavnej²o analizo razdelimo na podsisteme. Ti so
lahko gonilni ali gnani, kar vodi do vpra²anja smeri sklopitve, ki je lahko enosmerna
ali dvosmerna. Veliko sistemov v naravi je neavtonomnih oz. £asovno odvisnih, kar
lahko oteºi analizo. Pomemben primer so sistemi v ºivih bitjih. Ker so neprestano
povezana s svojim spreminjajo£im okoljem, so ti sistemi inherentno neavtonomni.
Ker so ti sistemi zelo kompleksni in natan£ni modeli za njihov opis niso znani, je
pri analizi velikokrat relevantno vpra²anje, ali so sistemi med seboj sploh sklopljeni.
tudij povezav med fiziolo²kimi sistemi da nov vpogled v delovanje ºivalskega te-
lesa, potencialno pa ima tudi direktno aplikacijo v medicini kot diagnosti£no orodje.
Velikokrat obravnavan primer je povezava med respiratornim in sr£nim sistemom,
za katero je znano, da je sr£ni sistem gnan s strani respiratornega [2].
Namen te naloge je predstaviti razli£ne metode za dolo£itev lastnosti sklopitve
med dvema sistemoma, ki so uporabne tako v avtonomnih kot v neavtonomnih sis-
temih. Uporabljajo se na meritvah, shranjenih v obliki £asovnih zaporedij. Prva
metoda sloni na analizi frekven£nega spektra in pove, ali sklopitev sploh obstaja.
Druga metoda, ki bo obravnavana v nalogi, temelji na informacijski teoriji. Po-
kaºe lahko tako sam obstoj sklopitve kot tudi njeno smer, hkrati pa omogo£a tudi
primerjavo mo£i sklopitve med sistemi.
Metodi za dolo£itev sklopitve bomo preizkusili na sklopljenih neavtonomnih Du-
ffingovih sistemih, ki so pri razli£nih modelskih parametrih lahko v kaoti£nem ali
v regularnem dinami£nem reºimu. Uporabnost ter robustnost metod bo testirana
na sklopitvah sistemov v razli£nih dinami£nih reºimih. Zmoºnost primerjave mo£i
sklopitve bo uporabljena za re²evanje inverznega problema iskanja modelskega para-
metra sklopitve. Preizku²en bo tudi statisti£ni test z uporabo nadomestnih signalov,
ki je ve£krat potreben, da se ugotovi signifikantnost cenilk iz razli£nih metod in po-
trdi obstoj sklopitve.
Na koncu bomo obravnavali tudi potencialno aplikacijo ene od metod kot diagno-
isti£no orodje v medicini. Prikazali bomo korake izra£una cenilke za mo£ sklopitve
med sr£nim in respiratornim sistemom ter primer rezultatov.
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Poglavje 2
Metode za analizo sklopitev v
dinami£nih sistemih
asovni razvoj dinami£nega sistema opisuje ena£ba
dx
dt
= f(x, t). (2.1)
e je funkcija £asovnega razvoja f(x, t) neodvisna od £asa f(x), je dinami£ni sistem
avtonomen. Tak²en sistem je izoliran od okolice. e je f(x, t) eksplicitno odvisna
od £asa, je sistem neavtonomen. Neavtonomnost opisuje zunanji vpliv na sistem [3].
Za izoliran sistem ni pomembna absolutna vrednost, ampak le razlika £asa, saj v
Newtonovih ena£bah £as ne nastopa eksplicitno, ampak le kot odvod po £asu. Zato
so Newtonski sistemi v osnovi avtonomni, vendar opis lahko ve£krat poenostavimo,
£e izberemo le podsistem, ki nas zanima, ter ga obravnavamo kot £asovno odvisnega.
Tako je ve£krat potrebno obravnavati biolo²ke sisteme, ki so za nas posebej
zanimivi. Ker so ºiva bitja neprestano sklopljena z naravo, je tak²ne sisteme ve£krat
potrebno obravnavati kot neavtonomne. Primer sta dan in no£, ki lahko imata velik
vpliv na ºiva bitja. V ena£bah bi ju lahko opisali z avtonomnih sistemom gibanja
Zemlje in vplivom Sonca, vendar ga je v biolo²ki sistem bolj smiselno dodati kot
£asovno odvisen £len.
e imamo ve£ sistemov, so ti med seboj lahko povezani
dx1
dt
= f(x1, x2, t) (2.2)
dx2
dt
= g(x2, x1, t). (2.3)
To lahko ponazorimo na enostavnem primeru dveh sklopljenih oscilatorjev.
dx1
dt
= v1
dv1
dt
= −a1x1 + k1(x2 − x1) (2.4)
dx2
dt
= v2
dv2
dt
= −a2x2 + k2(x1 − x2) (2.5)
e je npr. k1 = k2, ta sistem opisuje dve nihali, povezani z vzmetjo. Takrat je sklo-
pitev med sistemoma dvosmerna, ker sistema vzajemno vplivata drug na drugega.
e je k1 = 0 in k2 ̸= 0, je sklopitev enosmerna v smeri x1 → x2 ter obratno za
k1 ̸= 0 in k2 = 0.
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V tej nalogi bomo preu£evali dinamiko dinami£nih sistemov na podlagi meritev.
Meritev spremenljivke x je narejena ob £asih tn = n∆t, kjer je ∆t £as med zapore-
dnima meritvama, s £imer dobimo £asovno zaporedje (x(t)) = (x(t1), x(t2), . . . , x(tn)).
Na podlagi merjenja ene ali ve£ih spremenljivk ºelimo izvedeti £im ve£ o njihovi dina-
miki in medsebojnem vplivu. Testirali bomo metode za dolo£itev smeri sklopitve na
sklopljenih sistemih v razli£nih dinami£nih reºimih ter z razli£nimi mo£mi sklopitev.
Dinami£ni sistemi so lahko v nekaoti£nem ali v kaoti£nem dinami£nem reºimu.
Grobo povedano pri nekaoti£nih sistemih majhna sprememba v za£etnem pogoju
nima velikega vpliva na stanje sistema po dolgem £asu, pri kaoti£nih sistemih pa je
ta vpliv velik. Formalno je za kaoti£ni sistem odvisnost od za£etnih pogojev ekspo-
nentna. To lahko ponazorimo na primeru enodimenzionalnega kaoti£nega sistema.
e imamo dve orbiti v faznem prostoru z dvema za£etnima pogojema x0 in x0 + δ0,
je po £asu t razlika med orbitama kaoti£nih sistemov eksponentna
|x(t, x0)− x(t, x0 + δ0)| = |δ0| exp(λt). (2.6)
tevilu λ re£emo Lyapunov eksponent in je ve£ji od 0 za kaoti£ne sisteme. Lyapunove
eksponente lahko posplo²imo na ve£dimenzionalne dinami£ne sisteme. Takrat je
pogoj za kaos, da je najve£ji Lyapunov eksponent ve£ji od 0 [4].
Numeri£no lahko za dan model Lyapunove eksponente izra£unamo z Benettino-
vim algoritmom, ki v avtonomnih sistemih poi²£e lastne vrednosti in lastne vektorje
dinamike odstopanja od orbite δ0 [5].
2.1 Fourierove metode
2.1.1 Fazna dinamika
e dinami£ni sistem oscilira okoli dolo£ene vrednosti, mu re£emo oscilatorni sistem.
Na tak²en sistem lahko pogledamo z drugega zornega kota trenutnih faz in frekvenc
[6]. e lahko v vsakem posameznem nihaju poi²£emo kak²no zna£ilno to£ko, npr.
to£ko najvi²jega krvnega tlaka pri ciklu utripa srca, lahko dolo£imo trenutno fre-
kvenco f = 1/t0, kjer je t0 £as med sosednjima vrhovoma. e lahko tako dolo£imo
vsako to£ko v ciklu, lahko podobno definiramo tudi trenutno fazo ϕ, katere £asovni
razvoj je povezan s trenutno frekvenco
dϕ
dt
= ω, ω = 2πf. (2.7)
Dinami£ni sistem opisujejo diferencialne ena£be, ki so lahko zelo kompleksne. e
bi ºeleli natan£no opisati za nas zanimive biolo²ke sisteme, npr. dinamiko srca, bi
za natan£en opis potrebovali zelo kompleksne ena£be. Upo²tevati bi morali koli£ino
kisika v krvi, pritisk v ºilah, strukturo srca in ²e marsikaj drugega. To£en model ni
znan. Zaradi kompleksnosti celotnega sistema je ve£krat bolj²e obravnavati sistem
oziroma podsistem kot oscilator oblike
x(t) = A(t) cos(ϕ(t)) (2.8)
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s £asovno odvisno amplitudo in fazo. Pri oscilatornih sistemih, kot so sr£ni in dihalni
sistem, je tak²na obravnava veliko prikladnej²a, vendar ni enoli£na. Tako lahko
zapletene odnose med razli£nimi sistemi obravnavamo enostavneje kot sklopljene
oscilatorje.
e je sklopitev med sistemoma majhna, kar drºi za veliko biolo²kih sistemov,
je dinamika opisana le z dinamiko faze [6]. Tako lahko sistem opi²emo z ena£bami
oblike
ϕ1̇ = ω1 + f1(ϕ1) + g1(ϕ1, ϕ2) (2.9)
ϕ2̇ = ω2 + f2(ϕ2) + g2(ϕ2, ϕ1). (2.10)
Funkciji fi (i = 1, 2) predstavljata odstopanje od sinusnega gibanja, gi (i = 1, 2)
pa sta sklopitveni funkciji v prostoru faz. Kot bomo videli pri obravnavi biolo²kih
sistemov, je tak²na obravnava lahko veliko koristnej²a od dinamike v navadnem
prostoru.
2.1.2 asovno-frekven£na domena
Prvi razred metod preu£evanja dinamike sloni na Fourierovi transformaciji, defini-
rani kot
F [x(t)](ω) = xˆ(ω) =
1
2π
∫︂ ∞
−∞
x(t)e−iωtdt. (2.11)
S Fourierovo transformacijo preidemo iz £asovne v frekven£no domeno. V £asovni do-
meni so meritve predstavljene s £asovnim zaporedjem (x(t)) in imamo le informacijo
o £asu, v frekven£ni domeni pa s frekven£nim zaporedjem (xˆ(ω)) in imamo le infor-
macijo o frekvencah. Podobno lahko meritev predstavimo tudi v £asovno-frekven£ni
domeni, ki vsebuje nekaj informacije o £asu in nekaj informacije o frekvenci. e na
posnetku pesmi naredimo Fourierovo transformacijo, dobimo zastopane frekvence
tekom celotne pesmi. e nas zanima, kako se s £asom spreminjajo posamezni toni,
nam pri tem lahko pomaga transformacija v £asovno-frekven£no domeno.
Najenostavnej²i in najbolj intuitiven na£in prehoda v £asovno-frekven£no do-
meno je kratko£asovna Fourierova transformacija [7]. Meritev £asovno lokaliziramo
okoli £asa t0, tako da jo pomnoºimo z npr. Gaussovim oknom
Wt0,σ0(t) =
1√︁
2πσ20
exp
(︂
− (t− t0)
2
2σ20
)︂
, (2.12)
nato pa naredimo Fourierovo transformacijo
F [x(t)Wt0,σ0(t)](ω) =
1
2π
∫︂ ∞
−∞
x(t)Wt0,σ0(t)e
−iωtdt. (2.13)
S tem dobimo frekven£no sestavo meritve v okolici £asa t0. Primer £asovnega zapo-
redja v vseh treh domenah je prikazan na Sliki 2.1. Sestavljena je iz treh frekven£-
nih komponent, izmed katerih imata dve £asovno odvisnost, kar je razvidno le iz
£asovno-frekven£ne domene. V frekven£ni domeni nimamo informacije o £asu, ven-
dar je komponenta s konstantno frekvenco f = 2 v njej bolj natan£no dolo£ena, saj
je takrat celotna informacija skoncentrirana le v frekvenci. Natan£nosti frekvence
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Slika 2.1: asovno zaporedje x(t) = sin(4πt)+sin(12π(t+0.5 sin(πt/5)))+sin(24π(t+
0.5 sin(πt/10))) a) v £asovni domeni, b) v frekven£ni domeni in £asovno-frekven£ni
domeni s kratko£asovno Fourierovo transformacijo, c) z val£no transformacijo z Mor-
letovim val£kom pri ωc = 2.5.
in £asa torej ne moreta biti hkrati poljubno veliki. Velja pravilo, analogno Heisen-
bergovemu na£elu nedolo£enosti iz kvantne mehanike [8]. Natan£nost je omejena s
formulo
∆t∆ω ≥ 1
2
. (2.14)
Razmerje med ∆t in ∆ω lahko spreminjamo s ²irino okna σ0. Za dolo£itev nizkih
frekvenc mora biti ²irina σ0 ve£ja, za dolo£itev visokih frekvenc pa mora biti manj²a.
e je ²irina majhna, dobimo ve£ informacije o £asu in manj o frekvencah, v limiti
σ0 → 0 pa transformacija vrne kar vrednosti ob £asu t0. e je ²irina velika, pa
nasprotno dobimo ve£ informacije o frekvencah in manj o £asu, v limiti σ0 →∞ pa
je to navadna Fourierova transformacija.
Teºava kratko£asovne Fourierove transformacije je, da je ²irina okna σ0 enaka za
vse frekvence ω. e meritev vsebuje komponente s frekvencami, ki so nekaj redov
velikosti narazen, kratko£asovna Fourierova transformacija ne more poiskati vseh
naenkrat, saj ima za iskanje vsake frekvence enako veliko okno oz. isti σ0. Druga£e
re£eno je napaka frekvence ∆ω enaka za vse frekvence.
Ta problem lahko re²imo tako, da ²irino σ0 prilagodimo glede na iskano frekvenco.
S tem doseºemo konstantno relativno napako frekvence ∆ω/ω, kar omogo£a bolj²o
lo£ljivost £ez razli£ne skale. Formalno je tak²na transformacija v £asovno-frekven£no
domeno podobna Fourierovi transformaciji, le da ima namesto sinusnih valov za
bazne funkcije £asovno lokalizirane val£ke ψ(t). Imenuje se val£na transformacija in
je definirana kot
WT (s, t) =
∫︂
ψ∗(s, u− t)x(u)du, (2.15)
kjer je ψ(s, u − t) = ψ((u − t)/s) reskaliran val£ek [9]. Premik u − t dolo£a £as,
faktor reskaliranja s pa dolo£a frekvenco s = 1/ω. Obstaja ve£ primerno definiranih
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val£kov ψ(t). Nekateri so realni, nekateri pa kompleksni. Posledi£no je tudi val£na
transformacija lahko realna ali kompleksna. Najbolj intuitiven je Morletov val£ek
ψ(t) =
1
π1/4
(︂
e2πiωct − e− 2πω
2
c
2
)︂
e−
t2
2 , (2.16)
ki je kompleksen. Prvi £len e2πiωct dolo£a frekvenco, eksponentni padec e−
t2
2 pa ima
enako vlogo kot pri kratko£asovni Fourierovi transformaciji. Razlika je, da je ²irina
okna σ0 pri val£ni transformaciji zaradi reskaliranja odvisna od frekvence σ0 = s = 1ω
in da od²tejemo £len e−
2πω2c
2 e−
t2
2 . Ta £len je potreben, da je val£ek dobro definiran.
Zanj mora namre£ veljati ∫︂ ∞
−∞
ψ(t)dt = 0. (2.17)
Morletov val£ek ima tudi parameter ωc, s katerim lahko spreminjamo £asovno in
frekven£no resolucijo. Z ve£jim ωc imamo bolj²o frekven£no resolucijo, z manj²im ωc
pa bolj²o £asovno resolucijo. Na Sliki 2.2 je prikazanih nekaj primerov Morletovega
val£ka, na Sliki 2.1 c) pa je prikazan primer val£ne transformacije, kjer je razvidno,
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Slika 2.2: Morletovi val£ki ψ(s, t) za razli£ne vrednosti parametrov s, ωc.
da so niºje frekvence bolj natan£no dolo£ene. Val£na transformacija je pri nizkih
frekvencah definirana v manj £asovnih to£kah kot pri visokih frekvencah, saj je tam
∆t ve£ji. Lo£ljivost val£ne transformacije v frekvenci je logaritemska. To pomeni,
da je razmerje med sosednjimi frekvencami, v katerih je definirana, konstantno.
Lo£ljivost je tako pri majhnih frekvencah ve£ja in pri visokih frekvencah niºja.
Razlika med obema transformacijama v £asovno-frekven£no domeno je lepo po-
nazorjena, £e si predstavljamo, da prostor (t, ω) tlakujemo s pravokotniki s povr²ino
∆t∆ω = 1/2. Pri kratko£asovni Fourierovi transformaciji so vsi pravokotniki enaki
oz. sta ∆t in ∆ω enaka za vse £ase in frekvence, pri val£ni transformaciji pa so
razli£ni (Slika 2.3), saj se ∆ω in ∆t spreminjata s frekvenco.
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Slika 2.3: Tlakovanje £asovno-frekven£nega prostora s pravokotniki s konstantno
povr²ino pri val£ni transformaciji [1].
2.1.3 Fazna koherenca
Reprezentacija meritev v £asovno-frekven£ni domeni nam omogo£a prvo metodo za
iskanje sklopitve med sistemi. Ker uporabljamo Morletov val£ek, ki je kompleksen,
so koeficienti val£ne transformacije (2.15) tudi kompleksni. Zato lahko iz njih direk-
tno dobimo fazo ene frekven£ne komponente
eiϕ(ω,t) =
WT (s, t)
|WT (s, t)| , (2.18)
kjer skala s ustreza frekvenci ω = 1/s. Tako lahko izra£unamo fazno koherenco pri
dolo£eni frekvenci, definirano kot
Π(ω) =
1
N
⃓⃓⃓ N∑︂
n=1
ei(ϕ1(ω,tn)−ϕ2(ω,tn))
⃓⃓⃓
, (2.19)
ki spremlja razliko med fazama dveh sistemov pri dolo£eni frekvenci [10]. Koli£ina
spominja na strukturni faktor iz fizike trdne snovi in je najve£ja, £e je razlika faz
konstantna. To drºi v primeru, ko sta dva sistema sklopljena. Na Sliki 2.4 je
prikazano, kaj zaznava fazna koherenca. Vsi trije signali s1, s2 in s3 so enostavne
za²umljene sinusoide z isto frekvenco. Razlika je le v tem, da signalu s3 faza na
sredini posko£i za π. Zato je fazna koherenca med s3 in s1 ter med s3 in s2 majhna
pri frekvenci signalov. Prvo polovico signala je namre£ fazna razlike za π druga£na
kot drugo polovico.
Razlog, da visoka fazna koherenca kaºe na sklopitev, je v tem, da pri dolo£enih
sklopitvah gnani sistem teºi k sinhronizaciji z gonilnih sistemom, kar se v £asovno-
frekven£ni domeni vidi kot konstantna razlika faz pri frekvencah gonilnega sistema.
Primer tak²ne sklopitve je ϵ(x2 − x1), ki bo obravnavana v poglavju o numeri£nih
simulacijah.
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Slika 2.4: Poskusni signali (zgoraj), izra£un fazne koherence na parih poskusnih
signalov (spodaj).
2.2 Informacijske metode
Drugi razred metod, ki jih bomo obravnavali za dolo£itev sklopitve med sistemi,
so informacijske metode. S pomo£jo cenilke za informacijo, ki vsebuje Shannonovo
entropijo, bomo uvedli merilo za informacijski tok med dvema sistemoma. Ta mera
omogo£a dolo£itev mo£i in smeri sklopitve med sistemi.
Ko na £asovnem zaporedju (x(t)) izmerjene spremenljivke x(t) ra£unamo entro-
pijo, spremenljivko x(t) obravnavamo kot naklju£no spremenljivko X, porazdeljeno
po porazdelitveni funkciji p(x). Porazdelitveno funkcijo lahko aproksimiramo s hi-
stogramom vrednosti v zaporedju (x(t)). Pri tem se pojavi vpra²anje izbire razredov
histograma, kar bo obravnavano v poglavju o numeri£ni simulaciji.
Osnovna koli£ina tega razdelka je Shannonova entropija naklju£ne spremenljivke
X, definirana kot
H(X) = −
∑︂
x∈X
p(x) log p(x), (2.20)
ki meri nedolo£enost naklju£ne spremenljivkeX [11]. e je porazdelitev enakomerna
p(x) = C, je nedolo£enost in tako tudi entropija H(X) maksimalna, £e pa je po-
razdelitev skoncentrirana v eni to£ki p(x0) = 1, pa nedolo£enosti ni in je tako tudi
entropija H(X) = 0.
Ker nas zanima povezava med dvema sistemoma, potrebujemo skupno entropijo
dveh naklju£nih spremenljivk, definirano kot
H(X, Y ) = −
∑︂
x∈X,y∈Y
p(x, y) log p(x, y), (2.21)
kjer je p(x, y) skupna porazdelitev naklju£nih spremenljivk X in Y . Zdaj lahko
definiramo skupno informacijo dveh naklju£nih spremenljivk X in Y kot
I(X, Y ) = H(X) +H(Y )−H(X, Y ). (2.22)
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e sta X in Y neodvisni, je skupna informacija enaka I(X, Y ) = 0, £e sta enaki, je
pa I(X,X) maksimalna. Definiramo ²e pogojno entropijo
H(X|Y ) = −
∑︂
x∈X,y∈Y
p(x, y) log p(x|y), (2.23)
kjer je p(x|y) pogojna verjetnost. Pogojna entropija meri nedolo£enost spremenljivke
X, £e vemo vse o naklju£ni spremenljivki Y . Tako je H(X|X) = 0 in H(X|Y ) =
H(X) za neodvisni X in Y . Podobno definiramo tudi pogojno skupno entropijo
H(X, Y |Z) = −
∑︂
x∈X,y∈Y,z∈Z
p(x, y, z) log p(x, y|z). (2.24)
in pogojno skupno informacijo
I(X, Y |Z) = H(X|Z) +H(Y |Z)−H(X, Y |Z) (2.25)
S temi koli£inami lahko definiramo merilo za informacijski tok med dvema sis-
temoma. Na²a informacija o £asovno odvisnih spremenljivkah x(t) in y(t) je v
meritvah v obliki £asovnih zaporedjih (x(t)) = (x(t1), x(t2), . . . , x(tn)) in (y(t)) =
(y(t1), y(t2), . . . , y(tn)), kjer je ti = i∆t. V kontekstu verjetnosti, kjer za aproksima-
cijo porazdelitve naredimo histogram vrednosti v (x(t)) ali (y(t)), ti zaporedji zaradi
prikladnosti ozna£imo z x in y, porazdelitve, pridobljene z njunimi histogrami, pa s
p(x) in p(y) ter podobno za ve£dimenzionalne porazdelitve.
Informacijski tok med dvema spremenljivkama lahko opazujemo, £e £asovno za-
poredje (x(t)) primerjamo s £asovnim zaporedjem druge spremenljivke s £asovnim
zamikom (y(t + τ)) = (y(t1 + τ), y(t2 + τ), . . . , y(tn + τ)), kjer je τ £asovni zamik
[12]. Ozna£imo ga z yτ , porazdelitve, aproksimirane z njegovim histogramom, pa s
p(yτ ). as tn je izbran tako, da je ob £asu tn+ τ bila zajeta zadnja meritev. Naivno
lahko sklopitev med spremenljivkama x(t) in y(t) opazujemo s skupno informacijo
I(x, yτ ). e je skupna informacija med £asovnim zaporedjem x in zamaknjenim
£asovnim zaporedjem yτ velika, bi lahko sklepali, da sta sistema sklopljena v smeri
x → y, tako da je sistem y(t) odvisen od sistema x(t). Vendar je I(x, yτ ) lahko
velika tudi zaradi povezave med x in nezamaknjenim y, za kar je lahko odgovoren
nek £isto drug dejavnik. Zato je bolj primerno vzeti pogojno skupno informacijo
I(x, yτ |y), ki jo ozna£imo z i(x→ y). To imenujemo informacijski tok iz x v y in ga
izra£unamo kot
i(x→ y) = I(x, yτ |y) = H(x|y) +H(yτ |y)−H(x, yτ |y), (2.26)
Ta koli£ina odstrani vse druge dejavnike in vidi le informacijski tok med sistemoma
v smeri x→ y. Enako lahko opazujemo tudi informacijski tok v drugo smer y → x,
tako da zamenjamo vlogo x in y in opazujemo I(y, xτ |x). asovni zamik τ lahko
izberemo na ve£ na£inov. Lahko si izberemo dolo£en zamik, za katerega ra£unamo
vse koli£ine, ve£krat pa informacijski tok povpre£imo po nekaj zamikih τ , s £imer
rezultat naredimo bolj robusten na naklju£ne vplive. Ve£ o tem bomo povedali v
poglavju o numeri£nih simulacijah.
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Numeri£na simulacija
Cilj tega poglavja je preizkusiti metode, opisane v prej²njem poglavju, na nekem
sistemu. Izbrani sistem je Duffingov oscilator. To je nelinearni oscilator z du²enjem
in sinusnim vzbujenjem, torej je neavtonomen. Dva tak²na sistema lahko enostavno
sklopimo na razli£ne na£ine.
Duffingov oscilator je za numeri£ni eksperiment zelo prikladen, saj ima ve£ para-
metrov, s katerimi lahko spreminjamo razli£ne lastnosti. Duffingov oscilator je lahko
kaoti£en ali nekaoti£en glede na izbiro parametrov [13]. Tako lahko metode preiz-
kusimo v razli£nih dinami£nih reºimih. S spreminjanjem potenciala in predvsem
£asovno odvisnega gonilnega £lena lahko zelo natan£no spreminjamo frekven£no se-
stavo modela, kar je klju£no za preu£evanje metod, ki slonijo na Fourierovi transfor-
maciji. Hkrati je model oscilator, kar vzpostavi mo£no povezavo z za nas zanimivimi
biolo²kimi oscilatorji, kot so dihalni in sr£ni sistem [14, 15].
3.1 Duffingov oscilator
Za za£etek preu£imo, kako se na² model obna²a za razli£ne parametre. Duffingov
oscilator opisuje ena£ba
d2x
dt2
+ δ
dx
dt
+ αx+ βx3 = γ cos(ωt), (3.1)
kjer parameter δ opisuje du²enje, parametra α in β opisujeta potencial, parametra
γ in ω pa mo£ in frekvenco gonilnega £lena [16]. Sistem je torej nelinearni du²eni
periodi£no gnan oscilator. tevilo parametrov lahko zmanj²amo iz 5 na 3 z uvedbo
novih koordinat t→ t√α in x→ xα/γ. Sistem tako prevedemo na
d2x
dt2
+ 2η
dx
dt
+ x+ λx3 = cos(σt), (3.2)
kar olaj²a analizo samega sistema. Tako ostanejo le parametri za du²enje η, za
nelinearnost λ in frekvenca gonilnega £lena σ.
Potrebujemo dva razli£na nabora parametrov (η, λ, σ), ki dolo£ata nekaoti£na
sistema in dva razli£na nabora parametrov, ki dolo£ata kaoti£a sistema. Tako bomo
lahko sklapljali dva kaoti£na, dva nekaoti£na ter kaoti£ni in nekaoti£ni sistem. Pri-
mer dinamike za kaoti£ni in nekaoti£ni sistem je prikazan na Sliki 3.1. Iz nje je
razvidno, kako izgleda zna£ilni £asovni potek kaoti£nega in nekaoti£nega reºima tega
modela. Postavi pa se vpra²anje, katere parametre je smiselno izbrati. Idealno je
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Slika 3.1: Primer dinamike Duffingovega oscilatorja za nabora parametrov (η, λ, σ) =
(0.1, 0, 1.83) (zgoraj) in (η, λ, σ) = (0, 400, 1.2) (spodaj). Z oranºnimi pikami je
prikazan Poincaréjev presek pri cos(σt) = 1.
imeti sisteme, ki niso na meji med kaoti£nostjo in nekaoti£nostjo. Ker za parametre
obstaja meja med obema reºimoma, ºelimo izbrati tak²ne, ki niso zraven te meje,
da po sklopitvi ohranijo naravo svoje dinamike. Karikirano lahko re£emo, da ºelimo
imeti zelo nekaoti£en in zelo kaoti£en sistem.
Do odgovora na vpra²anje o izbiri parametrov lahko pridemo s pomo£jo Slike
3.2, na kateri so za razli£ne sisteme prikazani rezultati Benettinovega algoritma [5].
Na tem mestu je potrebno omeniti, da je izra£un Lyapunovih eksponentov v ne-
avtonomnih sistemih netrivialen. V periodi£no gnanih sistemih je definiran preko
stroboskopske preslikave [17]. e na kaoti£nem Duffingovem sistemu neposredno
uporabimo Benettinov algoritem, vrednosti eksponentov ne skonvergirajo oz. so
celo dale£ od konvergence ²e za zelo velike £ase, preizkusili smo do tmax = 106. Za
na²o diskusijo to sicer ni klju£no, saj nas kaos zanima le kvalitativno. e algoritem
vrne pozitiven maksimalni "Lyapunov eksponent"(£eprav ta ni skonvergiral), to kaºe
na kaos. Zato bomo za iskanje dveh kaoti£nih ter dveh regularnih sistemov uporabili
Benettinov algoritem, njegove rezultate pa interpretirali le kot kvalitativni pokaza-
telj za obstoj kaosa. Natan£no obravnavo Lyapunovih eksponentov v Duffingovem
sistemu najdemo v [18].
Algoritem implementiramo tako, da v vsakem £asovnem koraku preverimo, ali
orbita odstopa za ve£ kot δmax = 10−6 in odstopanje v tem primeru renormaliziramo
na velikost δ0 = 10−8. Duffingov sistem re²ujemo z integratorjem Runge-Kutta 4.
reda s £asovnim korakom h = 0.01 do maksimalnega £asa tmax = 104.
Iz Slike 3.2 (zgoraj) je za za£etek razvidno, da z ve£anjem koeficienta du²enja
dinamika postaja bolj regularna. e kaoti£ni orbiti pove£ujemo du²enje η, prej
ali slej postane regularna. Zato bomo za kaoti£ni sistem vzeli η = 0, za neka-
oti£ni pa η = 0.1, kjer je sistem vedno nekaoti£en. Iz Slike 3.2 (spodaj) nato
vidimo, da imamo pri η = 0 pri danih parametrih λ in σ dva otoka kaoti£nosti.
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Slika 3.2: Ocena za oba Lyapunova eksponenta za sistem λ = 400, σ = 1.2 pri
razli£nih koeficientih du²enja η (zgoraj), ocena za najve£ji Lyapunov eksponent za
razli£ne vrednosti parametrov λ, σ pri koeficientih du²enja η = 0, η = 0.0015 in
η = 0.003 (spodaj).
Tako bomo za kaoti£na sistema izbrali (η, λ, σ) = (0, 400, 1.2) (ta sistem ozna-
£imo s C1) in (η, λ, σ) = (0, 80, 3) (ta sistem ozna£imo s C2). Za nekaoti£ni sis-
tem bomo vzeli (η, λ, σ) = (0.1, 0, σ) za razli£ne vrednosti σ. Sistem z vrednostmi
(η, λ, σ) = (0.1, 0, 0.5) ozna£imo z R1, sistem z vrednostmi (η, λ, σ) = (0.1, 0, 1.83)
pa ozna£imo z R2. Kaoti£na sistema C1 in C2 ter regularna sistema R1 in R2 bomo
uporabljaji skozi celotno poglavje.
Parametre smo izbrali tako, da sistemi ne vsebujejo sorodnih frekvenc. Ker fazna
koherenca opazuje le sorodnost med fazami, ve£krat da visoke vrednosti nepovezanim
sistemom, ki imajo slu£ajno iste frekven£ne komponente. S tak²no izbiro parametrov
se temu izognemu in omogo£imo intuitivno interpretacijo rezultatov brez uporabe
nadomestnih signalov, ki bodo uvedeni v poglavju 3.2.
Dva Duffingova sistema lahko sklopimo na razli£ne na£ine. Izberimo linearno
sklopitev oblike ϵ1(x2 − x1). Tako re²ujemo ena£bo
d2x1
dt2
= −2η1dx1
dt
− x1 − λ1x31 + cos(σ1t) + ϵ1(x2 − x1), (3.3)
d2x2
dt2
= −2η2dx2
dt
− x2 − λ2x32 + cos(σ2t) + ϵ2(x1 − x2). (3.4)
Na Sliki 3.3 sta prikazana sklopljena regularna sistema R1 in R2. Pri nizkih sklopi-
tvah se orbita le malo spremeni, pri visokih sklopitvah pa je skoraj identi£na orbiti
drugega oscilatorja. Takrat sta sistema sinhronizirana.
Z izbranima kaoti£nima in nekaoti£nima sistemoma lahko preizkusimo metode
za dolo£itev sklopitve. Pri re²evanju diferencialnih ena£b uporabimo znani trik, da
uvedemo novo spremenljivko dx
dt
= v ter re²ujemo vektorsko diferencialno ena£bo
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Slika 3.3: asovni potek dveh nekaoti£nih Duffingovih oscilatorjev pri razli£nih sklo-
pitvah.
prvega reda.
dv1
dt
= −2η1v1 − x1 − λ1x31 + cos(σ1t) + ϵ1(x2 − x1) (3.5)
dx1
dt
= v1 (3.6)
dv2
dt
= −2η2v2 − x2 − λ2x32 + cos(σ2t) + ϵ1(x1 − x2) (3.7)
dx2
dt
= v2 (3.8)
Za integracijo uporabljamo metodo Runge-Kutta 4. reda s £asovnim korakom
∆t = 0.01.
3.2 Statisti£no testiranje z uporabo nadomestnih si-
gnalov
Nadomestni signali (ang. surrogate data) so to£no to, na kar namiguje njihovo ime.
To so umetno narejena £asovna zaporedja, skonstruirana tako, da od originalnih
podatkov ohranijo vse lasnosti razen tiste, ki jo testiramo. Ko ra£unamo cenilko za
obstoj sklopitve, npr. pogojno skupno informacijo, dobimo zaradi kon£ne dolºine
meritve neko pozitivno vrednost tudi pri dveh popolnoma neodvisnih signalih. Ta
vrednost je odvisna od porazdelitve in frekven£nega spektra, zato pri nadomestnih
signalih ºelimo zabrisati moºne sledi sklopitve ter ohraniti porazdelitev in frekven£ni
spekter [19].
Algoritmi za ustvarjanje nadomestnih signalov vsebujejo neko naklju£nost, kar
omogo£a konstrukcijo ve£ih nadomestnih signalov iz enega samega £asovnega zapo-
redja. Ko je primeren algoritem izbran, izra£unamo ve£ nadomestnih signalov, ki
posnemajo ve£ razli£nih realizacij istega procesa. Nato cenilko izra£unamo za origi-
nalni ter za vse nadomestne signale in jih med seboj primerjamo. Samo vrednosti,
ki so znatno ve£je od vrednosti nadomestnih £asovnih zaporedij, lahko vzamemo
kot zanesljiv dokaz za obstoj interakcije. V tej nalogi bomo predstavili nadomestne
signale, ki temeljijo na Fourierovi transformaciji.
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3.2.1 Predprocesiranje
Pred izra£unom nadomestnih signalov je potrebno narediti predprocesiranje, da se
izognemo napa£nim rezultatom zaradi samega postopka njihovega ustvarjanja [19].
To je zelo pomembno za prepre£evanje numeri£nih napak.
Algoritem 1: Predprocesiranje
Vhod: asovno zaporedje originalnega signala
(x(t)) = (x(t1), x(t2), . . . , x(tn))
Izhod: Predprocesirano £asovno zaporedje originalnega signala
(x˜(t)) = (x˜(tj), x˜(tj+1), . . . , x˜(tk))
1 asovnemu zaporedju (x(t)) od²tejemo linearni trend, £e je prisoten, ter
nato od²tejemo povpre£no vrednost, da dobimo zaporedje
(x˜(t)) = (x˜(t1), x˜(t2), . . . , x˜(tn))
2 Poi²£emo tak²ni celi ²tevili j in k, za kateri je k − j sodo ²tevilo, da je∑︁P
p=1 |x˜(tj+p)− x˜(tk−P+p)| minimalen za primeren P , tako da doseºemo
£im bolj²e ujemanje med za£etkom in koncem odrezanega zaporedja
(x˜(tj), x˜(tj+1), . . . , x˜(tk))
3 Odreºemo za£etek in konec (x˜(tj), x˜(tj+1), . . . , x˜(tk)) ter s tem dobimo
predprocesirano £asovno zaporedje (x˜(t))
3.2.2 Nadomestni signali z naklju£no izbiro Fourierovih faz
Obstaja cela druºina nadomesnih signalov za dolo£itev sklopitev, ki temeljijo na
Fourierovi transformaciji [19]. Glavna ideja za njimi je ohranitev avtokorelacije, kar
lahko doseºemo z ohranitvijo Fourierovega spektra, kar sledi iz Wiener-Khinchinovega
izreka. e z informacijskim tokom testiramo obstoj sklopitve X → Y , vrednost
i(X → Y ) primerjamo s porazdelitvijo vrednosti I(X → Si(Y )), i = 1, 2, . . . , N ,
kjer so Si(Y ) nadomestni signali od Y in N ²tevilo nadomestnih signalov. im ve£ji
N je vedno zaºeljen, vendar je omejen z ra£unsko hitrostjo. Tipi£no ²tevilo je npr.
N = 1000.
Najenostavnej²i je nadomestni signal z naklju£no izbiro Fourierovih faz [20].
Algoritem 2: Izra£un nadomestnega signala z naklju£no izbiro Fourierovih
faz
Vhod: Predprocesirano £asovno zaporedje originalnega signala
(x˜(t)) = (x˜(t1), x˜(t2), . . . , x˜(tn′))
Izhod: asovno zaporedje nadomestnega signala
(s(t)) = (s(t1), s(t2), . . . , s(tn′))
1 Naredimo Fourierovo transformacijo (xˆ(ω)) = F [x˜(t)](ω)
2 Izºrebamo vektor velikosti n′/2 naklju£nih faz
ϕ = (ϕ1, ϕ2, . . . , ϕn′/2), ϕi = rand(0, 2π)
3 Izra£unamo nadomestni signal v frekven£ni domeni sˆ(ωj) = xˆ(ωj) exp(iϕj)
£e j ≤ n′/2, sicer sˆ(ωj) = xˆ(ωj) exp(−iϕj), da bo rezultat realen
4 Nadomestni signal v £asovni domeni je inverzna Fourierova transformacija
(s(t)) = F−1[sˆ(ω)](t)
Ta postopek ustvari £asovno zaporedje z istim Fourierovim spektrom, zabri²e
pa moºne sledi vpliva drugega sistema. Tako ustvarjeni podatki izgledajo podobno
kot originalni. Frekven£na vsebnost je o£itno ohranjena, porazdelitev vrednosti
se pa spremeni, kot je prikazano na Sliki 3.4. Zato se pri izra£unu npr. skupne
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pogojne informacije v teh nadomestnih signalih karakteristi£na vrednost ne ohrani
popolnoma, kot bi se v idealnem primeru. Kljub temu so s previdno analizo bili
uspe²no uporabljeni v razli£nih biolo²kih sistemih [21].
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Slika 3.4: Za²umljena sinusoida s £asovno odvisno frekvenco sin(2π(t +
0.5 sin(0.2πt))) je originalni signal. Ta je primerjan z nadomestnim signalom z ran-
domizacijo faze. a) asovno zaporedje, b) porazdelitev vrednosti, aproksimirana s
histogramom, c) Fourierov spekter.
Pri izra£unu pogojne skupne informacije na nadomestnih signalih je pomembno,
da vzamemo pravilni originalni signal. e ra£unamo tok informacije v smeri X →
Y , mora X biti originalni, Y pa nadomestni signal. Primer statisti£nega testa s
podatki z naklju£no izbiro faz je prikazan na Sliki 3.5. Izra£un je bil narejen s
1000 nadomestnimi signali za dva enosmerno sklopljena sinusna oscilatorja. V smeri
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Slika 3.5: Statisti£ni test z uporabo nadomestnih signalov z naklju£no izbiro faz za
sistem dveh enosmerno (X → Y ) sklopljenih sinusnih oscilatorjev. Navpi£ne £rte
predstavljajo informacijski tok izra£unan na originalnih podatkih, povezana £rta pa
predstavlja histogram izra£unov na 1000 nadomestnih signalih.
sklopitve X → Y je vrednost informacijskega toka dale£ od porazdelitve, s £imer
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dokaºemo obstoj sklopitve v to smer. V drugi smeri brez sklopitve je tok znotraj
porazdelitve, s £imer obstoja sklopitve v to smer ne moremo dokazati. V tem primeru
dobimo s testom to£no to, kar bi pri£akovali, £eprav v realni situaciji zadeva v£asih
ni tako jasna. Takrat je potrebno uporabiti bolj²e algoritme za nadomestne signale,
ki pa lahko vzamejo ogromno ra£unskega £asa. Zato se v praksi ponavadi najprej
uporabi enostaven algoritem, po potrebi pa nato ²e kompleksnej²ega.
3.3 Informacijski tok
Za za£etek na najenostavnaj²em primeru dveh sklopljenih sistemov z regularno di-
namiko poglejmo, kako se obna²ajo razli£ne koli£ine, definirane v razdelku 2.2. Iz
£asovnega zaporedja jih izra£unamo po spodnjem postopku.
Algoritem 3: Izra£un pogojne skupne entropije
Vhod: asovni zaporedji (x(t)) = (x(t1), x(t2), . . . , x(tn)) in
(y(t)) = (y(t1), y(t2), . . . , y(tn)), tn je celoten £as meritve
Izhod: tevilo H(x, yτ |y)
1 Zaporedju (y(t)) odreºemo za£etek, dobimo zamaknjeno zaporedje
yτ = (y(t1 + τ), y(t2 + τ), . . . , y(tn))
2 Zaporedjema (x(t)) in (y(t)) odreºemo konec, dobimo nezamaknjeni
zaporedji x = (x(t1), x(t2), . . . , x(tn − τ)) in y = (y(t1), y(t2), . . . , y(tn − τ))
enake dolºine kot yτ
3 Verjetnostno porazdelitev p(x, yτ , y) izra£unamo s tridimenzionalnim
histogramom to£k (x(ti), y(ti + τ), y(ti)) s primernim ²tevilom razredov
4 Naredimo histogram zaporedja y z razredi yi
5 Za vsak pridobljen razred yi iz to£k (y(ti + τ), x(ti)) £asovnih zaporedij yτ
in x, ki so na istih mestih v zaporedju kot so to£ke v razredu yi v
zaporedju y, naredimo dvodimenzionalni histogram in s tem dobimo
pogojno verjetnostno porazdelitev p(x, yτ |yi)
6 Rezultat je H(x, yτ |y) = −
∑︁
p(xi, yτ,j, yk) log p(xi, yτ,j|yk)
Ostale entropije izra£unamo po enakem postopku, iz njih pa dobimo pogojno
skupno informacijo I(x, yτ |y) po ena£bi (2.26).
Sistem re²ujemo od £asa t = 0 s £asovnim korakom ∆t = 0.01 do £asa tmax =
3 · 104. Najprej obravnavamo sklopljena regularna sistema R1 in R2. Sklopitev je
enosmerna z ϵ2 = 0, informacijski tok torej obstaja le v smeri R2 → R1.
Opazujemo lahko razli£ne koli£ine. Na Sliki 3.6 so prikazane entropije in skupna
informacija sistemov. Pomembna ugotovitev je, da skupna entropija H(x1, x2) pada
z ve£anjem sklopitve. Razlog za to je, da entropija meri neurejenost, ta pa pri
ve£ji sklopitvi pade, saj sistema postajata bolj podobna. Njuna skupna informacija
I(x1, x2) nara²£a. Ta primer ponazori, da se koli£ine, definirane v 2.2, da razumeti
zelo intuitivno. Na Sliki 3.7 je prikazana pogojna skupna informacija I(xi, xjτ |xj),
definirana v (2.26), v obe smeri pri nizkih sklopitvah. Rezultat v smeri R1 → R2,
kjer ni sklopitve, je zelo majhen pri nizkih sklopitvah. V smeri sklopitve R2 → R1 je
rezultat periodi£en in nara²£a s sklopitveno konstanto ϵ1. Nara²£anje z ve£anjem ϵ1
je natan£no to, kar pri£akujemo, periodi£nost je pa posledica periodi£nosti sistemov.
Za cenilko sklopitve je v tak²nem primeru zato smiselno izbrati pogojno skupno
29
Poglavje 3. Numeri£na simulacija
4
5
6
H
H(x1)
H(x2)
H(x1, x2)
10 1 100
1
0.00
0.25
0.50
0.75
1.00
1.25
I(x
1,
x 2
)
Slika 3.6: Entropija posameznih oscilatorjev R1 in R2, njuna skupna entropija ter
skupna informacija v odvisnosti od sklopitvene konstante ϵ1. Sklopitev je enosmerna
v smeri R2 → R1.
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Slika 3.7: Skupna pogojna informacija I(x1, x2τ |x2) in I(x2, x1τ |x1) pri razli£nih sklo-
pitvenih konstantah ϵ1. Sistem x1 je R1 in sistem x2 je R2. Sklopitev je enosmerna
v smeri R2 → R1.
informacijo, povpre£eno £ez razli£ne £asovne zamike τ
I(1→ 2) = ∆τ
τmax − τmin +∆τ
τmax∑︂
τ=τmin
I(x1, x2τ |x2). (3.9)
V na²em primeru je tako ∆τ kot tudi τmin kar korak integratorja h = 0.01, τmax
pa mora biti dovolj velik, da zavzame nekaj polnih period. Kon£en rezultat je
prikazan na Sliki 3.8, izbran je τmax = 50. Porazdelitev je za vsako spremenljivko
aproksimirana s histogramom z 32 razredi. V smeri R1 → R2, kjer sklopitev ni
prisotna, je tok informacije ve£inoma zelo blizu 0, okoli ϵ1 = 2.5 pa rahlo posko£i.
Pri majhnih sklopitvah tok informacije v smeri sklopitve R2 → R1 nara²£a linearno s
sklopitvijo. Razlog za padec okoli ϵ1 = 0.9 si lahko razloºimo s pomo£jo Slike 3.3. Iz
nje je razvidno, da pri niºjih sklopitvah (ϵ1 = 0.1 na sliki) orbita x1 le malo odstopa
od orbite v odsotnosti sklopitve. Z vi²anjem ϵ1 se glavna frekven£na komponenta
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Slika 3.8: Informacijski tok (3.9) pri razli£nih sklopitvenih konstantah ϵ1. Sklopitev
je enosmerna med dvema regularnima sistemoma.
x2 ºe mo£no pozna v orbiti x1, pride do delne sinhronizacije med sistemoma. Za
dolo£itev toka informacije potrebujemo razliko med signaloma. V ekstremu ϵ1 →∞
sta oba sistema popolnoma sinhronizirana in do predfaktorja enaka, zato se sklopitve
med njima seveda ne da razbrati. Ta efekt se blaºje pojavi ºe pri delni sinhronizaciji,
kar opazimo kot padec informacijskega toka pri vi²jih sklopitvah [12]. V limiti ϵ1 →
∞ se tokova v obe smeri zdruºita v 0.
Pri ²tudiranju biolo²kih sistemov visoka stopnja sinhronizacije ni pri£akovana,
saj so v njih sklopitve navadno ²ibke.
Obravnavajmo skok informacijskega toka v smeri brez sklopitve R1 → R2 okoli
ϵ1 = 2.5, ki ga na£eloma ne bi pri£akovali. Razlog zanj je v tem, da zaradi kon£ne
dolºine signala v numeri£nem izra£unu vedno dobimo pozitivno vrednost informa-
cijskega toka, tudi £e sklopitev ni prisotna. Tej vrednosti re£emo karakteristi£na
vrednost. Odvisna je od lastnosti signala, kot so njegova dolºina, frekven£na se-
stava in porazdelitev vrednosti. V na²em primeru jo lahko direktno vidimo v smeri
R1 → R2, v kateri sklopitve ni. Pri ϵ1 = 0 je ta vrednost velika le 10−2, pri ϵ1 = 2.5
pa je velika kar 0.2. Iz tega primera je razvidno, da je karakteristi£na vrednost zelo
nepredvidljiva. Ne znamo je dolo£iti analiti£no, zato je v realnem primeru velikokrat
potreben statisti£ni test z uporabo nadomestnih signalov.
V tem primeru nam matemati£ni model omogo£a analizo karakteristi£ne vredno-
sti. To bomo preu£ili z opazovanjem vrednosti I(x1, x2,τ=5h|x2) za razli£ne sisteme x1
in x2, kjer je h = 0.01 £asovni korak integracije sistemov. Na Sliki 3.9 je prikazana
vrednost I(x1, x2,τ=5h|x2) med razli£nimi sistemi v odsotnosti sklopitve za sisteme,
izra£unane do razli£nih £asov tmax. Iz te slike razberemo, da pri £asih tmax = 104
vrednosti pogojne skupne informacije I(Ri → Rj) ter I(C1 → R2) ºe skonvergirajo,
ostale pa ²e ne. Razlog je v tem, da porazdelitev periodi£nega sistema laºje apro-
ksimiramo. Razredi se polnijo enakomerno in konvergenca je zato hitrej²a. Koli£ina
I(C1 → R2) ra£una porazdelitev dveh regularnih sistemov (nezamaknjenega in za-
maknjenega za τ) in enega kaoti£nega, koli£ina I(R2 → C1) pa ra£una porazdelitev
dveh kaoti£nih ter enega regularnega sistema. Zato je konvergenca slednjega na Sliki
3.9 po£asnej²a kot konvergenca prvega.
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Slika 3.9: Vrednost I(x1, x2,τ=5h|x2) med razli£nimi nesklopljenimi sistemi, izra£u-
nanimi do razli£nih £asov tmax. Porazdelitve so aproksimirane s histogrami z 32
razredi.
Ko vrednost skonvergira, nam ²e dalj²a £asovna zaporedja natan£nosti ne izbolj-
²ajo, ohrani se pozitivna karakteristi£na vrednost. Zato se pojavi vpra²anje, zakaj
v popolnem matemati£nem modelu pri nepovezanih sistemih dobimo pozitiven tok
informacije med njimi. Odgovor je, da re²itev ni to£na zaradi integracije, hkrati pa
tudi aproksimacija porazdelitve s histogramom ni to£na. V limiti h→ 0, tmax → 0
in s to£no porazdelitvijo dobimo informacijski tok med nepovezanimi sistemi enak
0, kar je konsistentno z na²o predstavo o tej koli£ini. Pri meritvi realnega sistema
torej imamo omejitev zaradi kon£ne dolºine meritve ter aproksimacije porazdelitve
vrednosti.
Preverimo ²e, kak²na je narava konvergence informacijskega toka. Na Sliki 3.9
je razvidno, da je odvisnost poten£na in vrednosti konvergirajo kot O(1/np), kjer je
n ²tevilo to£k, saj je odvisnost pred konvergenco ravna v dvojni logaritemski skali.
S prilagajanjem poten£ne krivulje smo ugotovili, da pri sklopitvi dveh regularnih
sistemov vrednosti konvergirajo z eksponentom p = 1.5, v sklopitvi dveh kaoti£nih
sistemov pa s p = 0.53. Pri sklopitvi kaoti£nega in regularnega sistema se konver-
genca obna²a druga£e. Iz Slike 3.9 ni razvidno, ali je poten£na.
Pogosto uporabljeno pravilo za dolo£itev optimalnega ²tevila razredov histo-
grama je Nopt = 4n2/5, kjer je n ²tevilo to£k [22]. V na²em primeru imamo 3 · 106
to£k in je tako Nopt ≈ 1000. Ker v izra£unu informacijskega toka aproksimiramo
tridimenzionalne porazdelitve, je smiselno ²tevilo razredov na spremenljivko zato
le 10. Tridimenzionalna porazdelitev z 106 to£kami ima tako 10 · 10 · 10 = 1000
razredov. Zato pri kaoti£nih sistemih pogojna skupna informacija na Sliki 3.9 ²e ni
skonvergirala.
e vzamemo 10 razredov na spremenljivko, pogojna skupna informacija po £asu
tmax ≈ 104 pri dveh kaoti£nih sistemih ²e vedno ne skonvergira, zato bomo za ta
primer vzeli 8 razredov.
Poglejmo ²e obna²anje informacijskega toka pri sistemih v kaoti£nem dinami£nem
reºimu. Re²ujemo sklopljena Duffingova sistema C1 in R2. e sta sistema sklopljena
v smeri C1 → R2 (Slika 3.10), informacijski tok s sklopitvijo nara²£a v smeri sklo-
pitve. To pomeni, da lahko v tem primeru pri nizkih sklopitvah re²imo inverzni
32
3.3. Informacijski tok
0 1 2 3 4 5
1
0.05
0.10
0.15
0.20
0.25
0.30
0.35
I
C1 R2
I(C1 >R2)
I(R2 >C1)
Slika 3.10: Informacijski tok (3.9) pri razli£nih sklopitvenih konstantah ϵ1. Sklopitev
je enosmerna v smeri kaoti£en → regularen sistem. Porazdelitve so aproksimirane s
histogramom z 32 razredi.
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Slika 3.11: Informacijski tok (3.9) pri nizkih (zgoraj) in visokih (spodaj) sklopitve-
nih konstantah ϵ1. Sklopitev je enosmerna v smeri regularen → kaoti£en sistem.
Porazdelitve so aproksimirane s histogramom z 8 razredi.
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problem iskanja sklopitvene konstante ϵ1. Opazimo pa problem, da je I(C1 → R2)
vseeno manj²i od I(R2 → C1) do ϵ2 ≈ 0.1. Razlog za to je visoka karakteristi£na
vrednost toka v tej smeri, kot je razvidno iz Slike 3.9.
Na Sliki 3.10 je razvidno tudi, da po sinhronizaciji okoli ϵ ≈ 0.5 tok ponovno pade
kot v primeru dveh nekaoti£nih sistemov, saj se regularen sistem zlahka prilagodi.
Obratno pa kaoti£ni sistem teºko prevzame dinamiko drugega sistema.
Izra£un za nizke in za visoke sklopitve v smeri R2 → C1 je prikazan na Sliki
3.11. V tem primeru porazdelitev vsake spremenljivke aproksimiramo s histogra-
mom z le 8 razredi. e jih vzamemo ve£, je rezultat slab²i (odvisnost od ϵ1 je veliko
bolj nazob£ana) zaradi prepo£asne konvergence. Pri nizkih sklopitvah z ve£anjem
ϵ1 informacijski tok v smeri, kjer ni sklopitve, ostane majhen. V smeri sklopitve
informacijski tok nara²£a, £eprav ne popolnoma monotono. Okoli ϵ1 = 80 je od-
visnost celo mo£no nazob£ana. Za to ni odgovorna dinamika, ampak statistika oz.
numeri£na nenatan£nost, kar bomo pokazali pri re²evanju inverznega problema.
Odvisnost informacijskih tokov je podobna obliki pri sklopitvi R2 → R1 in C1 →
R2, le da so potrebni veliko ve£ji ϵ1. e je gnani sistem regularen, pride do delne
sinhronizacije ter zdruºenja informacijskih tokov okoli ϵ1 ≈ 2. e je gnani sistem
kaoti£en, pa do tega pride ²ele okoli ϵ1 ≈ 150. Na podlagi te ugotovitve lahko
naredimo analogijo dinami£nega reºima z maso. e je sistem regularen, se njegova
orbita pri nizkih sklopitvah zlahka prilagodi orbiti drugega sistema. To je analogno
nizki masi, ko sistemu z majhno silo vsilimo neko gibanje. e je sistem kaoti£en, pa
je za to potrebna vi²ja sklopitev oz. ve£ja sila, kar je analogno visoki masi.
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Slika 3.12: Skupna pogojna informacija I(x1, x2τ |x2) in I(x2, x1τ |x1) pri razli£nih
sklopitvenih konstantah ϵ1. Sistem x1 je C1 in sistem x2 je C2. Sklopitev je eno-
smerna v smeri C2 → C1. Porazdelitev je aproksimirana s histogramom z 8 razredi.
e sklopimo dva kaoti£na sistema, se odvisnost pogojne skupne informacije
I(x1, x2,τ |x2) od £asovnega zamika τ spremeni. Do zdaj smo vedno imeli vsaj en
regularni sistem in je ta odvisnost imela obliko kot na Sliki 3.7 oz. podobno temu.
Za dva kaoti£na sistema je prikazana na Sliki 3.12. V smeri sklopitve je vi²ja za
majhne £asovne zamike τ , pri dolo£enem pa pade na pribliºno konstantno vrednost.
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Slika 3.13: Informacijski tok (3.9) pri nizkih (zgoraj) in visokih (spodaj) sklopi-
tvenih konstantah ϵ1. Sklopitev je enosmerna med dvema kaoti£nima sistemoma.
Porazdelitve so aproksimirane s histogramom z 8 razredi.
To je £as, po katerem preteklost gonilnega sistema ve£ nima vpliva na gnani sistem.
Povezan je s korelacijskim £asom gnanega sistema. Zato je v tak²nem primeru za ce-
nilko za dolo£itev sklopitve smiselno vzeti povpre£je pogojne skupne informacije £ez
nekaj majnih £asov τ , vzeli bomo do τmax = 3. Na tem mestu je potrebno omeniti,
da je ta oblika pogojne skupne informacije v realni situaciji bolj pogosta, saj signali
navadno niso periodi£ni. To bo vidno v poglavju o ²tudiju biolo²kih sistemov.
Informacijski tok, dolo£en kot povpre£je pogojne skupne informacije do zamika
τmax = 3 je prikazan na Sliki 3.13. Tok v smeri sklopitve z ϵ1 pri nizkih sklopitvah
nara²£a, v smeri brez sklopitve pa ostaja majhen. Natan£nost je tokrat slab²a, saj
je odvisnost zelo nazob£ana. Smer in mo£ sklopitve pri dveh sklopljenih kaoti£nih
sistemih z analizo informacijskega toka torej v principu lahko dolo£imo, vendar je
natan£nost slaba. Pri visokih sklopitvah ponovno opazimo enako obna²anje kot pri
visoki sklopitvi ostalih sistemov. Tokrat informacijski tok ²e bolj strmo pade in se
zdruºi s tokom v drugo smer okoli ϵ1 ≈ 500.
S tem pridemo do zaklju£ka, da z izra£unom pogojne skupne informacije med
sistemoma lahko dolo£imo smer in primerjamo mo£ sklopitve med sistemoma, £e ²e
nista sinhronizirana. V prisotnosti periodi£nega sistema cenilko za sklopitev izbe-
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remo kot povpre£je pogojne skupne informacije I(x1, x2,τ |x2) £ez £im ve£je £asovne
zamike τ , sicer pa kot povpre£je £ez majhne vrednosti τ . e je gnani sistem regu-
laren, zlahka pride do sinhronizacije pri nizkih sklopitvenih konstantah, £e je gnani
sistem kaoti£en, pa pri veliko ve£jih. Kaoti£ni sistem se torej teºje prilagodi gonil-
nemu sistemu, kar je analogno visoki masi v primerjavi z nizko maso regularnega
sistema, ki se gonilnemu sistemu prilagodi zlahka.
Naredimo ²e statisti£ni test z nadomestnimi signali, da vidimo, ali bi sklopitev
lahko zaznali v primeru meritve dolo£enega sistema. Testiramo na sistemu skloplje-
nih R1 in R2 z enosmerno sklopitvijo v smeri R2 → R1 velikosti ϵ1. Na Sliki 3.14 je
prikazan primer nadomestnih signalov z naklju£no izbiro faz, na Sliki 3.15 pa test.
Njegov rezultat je pri£akovan. Informacijski tok je v primeru pozitivne sklopitve
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Slika 3.14: Primer nadomestnih signalov sistemov R1 in R2 z enosmerno sklopitvijo
ϵ1 = 1.
ϵ1 > 0 v smeri x1 → x2 znotraj porazdlitve vrednosti z nadomestnimi signali, kar
pomeni, da je pozitivna vrednost le karakteristi£na vrednost lastnosti sistema. V
smeri x2 → x1 pa je vrednost ve£ja od porazdelitve, kar pomeni, da to ni le karakte-
risti£na vrednost in zato sklopitev obstaja. V primeru, ko je ϵ1 = 0, je informacijski
tok v obe smeri znotraj porazdelitve in sklopitev ne obstaja.
Na Sliki 3.16 je prikazan ²e test z nadomestnimi signali z naklju£no izbiro faz
za sistema R1 in C1. Sklopljena sta v smeri R1 → C1 s sklopitveno konstanto ϵ2.
Tudi v tem primeru so rezultati pri£akovani, saj pri pozitivni sklopitveni konstanti
ϵ2 kaºejo na obstoj sklopitve, v odsotnosti sklopitve pa ne. Je pa zanimivo, da je
test pozitiven tudi za nizko sklopitev ϵ2 = 0.1. Kot smo ºe ugotovili s pomo£jo
Slike 3.11, je zaznavanje sklopitve, kjer je gnani sistem kaoti£en, namre£ teºje. V
obeh narejenih testih je pri enakih sklopitvenih konstantah ϵ oblika porazdelitve
nadomestnih vrednosti podobna. Pri ϵ = 1 ima v smeri brez sklopitve porazdelitev
vrhove na robu porazdelitve, v smeri sklopitve pa v sredini.
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Slika 3.15: Statisti£ni test z 200 nadomestnimi signali z naklju£no izbiro faz. Prika-
zane so originalna in nadomestne vrednosti informacijskega toka. Sistem x1 je R1
in x2 je R2, sklopitev je enosmerna v smeri R2 → R1, ϵ1 = 0, 0.1, 1.
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Slika 3.16: Statisti£ni test z 200 nadomestnimi signali z naklju£no izbiro faz. Prika-
zane so originalna in nadomestne vrednosti informacijskega toka. Sistem x1 je R1
in x2 je C1, sklopitev je enosmerna v smeri R1 → C1, ϵ2 = 0, 0.1, 1.
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3.4 Re²evanje inverznega problema
Na tem mestu se vpra²ajmo, kdaj se lahko lotimo inverznega problema iskanja para-
metra ϵ1 modela Duffingovega oscilatorja iz izra£una informacijskega toka. Analizi-
rali smo njegovo obna²anje pri sklopitvah razli£nih dinami£nih reºimov. Zastavimo
si vpra²anje, v katerih primerih lahko rekonstruiramo parameter mo£i sklopitve ϵ1
le iz izra£una informacijskega toka na podlagi dobljenih rezultatov.
V primeru sklopitve dveh regularnih sistemov je iz Slike 3.8 razvidno, da iz
izra£una I(R2 → R1) lahko dolo£imo ϵ1 pri nizkih sklopitvah za ϵ1 < 0.75, saj infor-
macijski tok nara²£a monotono oz. ve£ji del celo linearno s sklopitveno konstanto.
Podobno lahko ϵ1 rekonstruiramo pri sklopitvi, kjer je regularen sistem odvisen od
kaoti£nega C1 → R2, do ϵ1 = 0.5, ko za£nemo izgubljati informacijo o medsebojnem
vplivu.
V primeru, ko je gnani sistem kaoti£en, problem ni tako trivialen. Pri sistemih
na Sliki 3.11 in na Sliki 3.13 nara²£anje informacijskega toka ºe pri nizkih sklopi-
tvah ni monotono. Zato je potrebno raz£istiti, ali je za nemonotonost odgovorna
statisti£na nenatan£nost ali sama dinamika. e je razlog dinamika in tudi v to£nem
izra£unu informacijski tok s sklopitvijo ne nara²£a monotono, inverznega problema
ne moremo re²iti enoli£no oz. lahko iz vrednosti informacijskega toka le ocenimo
vrednost sklopitvene konstante.
e je razlog v statisti£ni nenatan£nosti in je pri nizkih sklopitvah informacij-
ski tok enoli£no dolo£en z ϵ1, je inverzni problem v principu re²ljiv to£no. Zato
obravnavajmo sklopitev R2 → C1 ter posku²ajmo ugotoviti, ali je to£na odvisnost
informacijskega toka od parametra ϵ1 monotona. e je prisotna statisti£na napaka,
je zanjo lahko odgovorna neto£na re²itev oz. prevelik korak integracije h, prekratko
£asovno zaporedje oz. premajhen tmax ali slaba aproksimacija porazdelitve vrednosti
oz. premajhno ²tevilo razredov histograma. Zato smo ponovili ra£un iz Slike 3.11 v
majhnem odseku 1.1 < ϵ1 < 1.6, kjer opazimo padec.
Ra£un smo na tem obmo£ju ponovili za polovi£ni £asovni korak h = 0.005, za
ve£ razredov histograma Nr = 16 ter za dalj²e £asovno zaporedje dolºine tmax = 107.
Manj²i £asovni korak je rezultat le minimalno spremenil. Ve£ razredov histograma je
rezultat poslab²alo in naredilo odvisnost ²e bolj nazob£ano (na£eloma z ve£jim ²tevi-
lom razredov pri£akujemo bolj²e rezultate, vendar bi za to potrebovali veliko dalj²a
£asovna zaporedja, ki si jih z na²o ra£unsko zmogljivostjo ne moremo privo²£iti).
Pozitivno spremembo pa opazimo pri dalj²em £asovnem zaporedju, v tem primeru
se je nazob£anost lepo zgladila. Da se v to prepri£amo, smo celotno odvisnost iz
Slike 3.11 ponovili za kraj²e £asovno zaporedje tmax = 106 in dobili bolj nazob£ane
rezultate. Konvergenca na Sliki 3.9 torej ni enako hitra pri vseh £asovnih zamikih
τ , ampak je pri dolo£enih ²e po£asnej²a. S tem pridemo do zaklju£ka, da bi z dovolj
dobro ra£unsko zmogljivostjo pri nizkih sklopitvah dobili monotono nara²£ujo£o od-
visnost. Inverzni problem je pri sklopitvi R2 → C1 pri nizkih sklopitvah torej to£no
re²ljiv, pri na²i natan£nosti je re²ljiv do ϵ1 < 25.
Analizo smo ponovili pri dveh sklopljenih kaoti£nih sistemih, vendar so rezultati
pri vseh moºnih izbolj²avah bili podobni. Pokazali smo, da v tem primeru informa-
cijski tok konvergira zelo po£asi kot O(1/n0.53). Zato je na² zaklju£ek, da z na²o
natan£nostjo ne moremo vedeti, ali je informacijski tok pri nizkih sklopitvah eno-
li£no dolo£en s sklopitveno konstanto ϵ1. Da bi se v to prepri£ali, bi potrebovali
ve£jo ra£unsko mo£. Iz Slike 3.13 pa je razvidno, da je trend informacijskega toka
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nara²£ajo£, tako da lahko sklopitveno konstanto, £eprav s precej²no napako, vsaj
ocenimo.
V razli£nih sklopljenih sistemih, ki smo jih obravnavali, smo preizkusili, za ka-
tere sklopitve ϵ je moºno to£no re²iti inverzni problem. Tega se lahko lotimo pri
vseh sklopitvah sistemov, razen pri sklopitvi dveh kaoti£nih sistemov. Za vsak par
sistemov smo zabeleºili, do katere sklopitvene konstante ϵ lahko njeno vrednost raz-
beremo iz izra£una informacijskega toka. Kon£ni rezultati so prikazani v Tabeli
3.1.
Tabela 3.1: V tabeli je prikazano, katere parametre ϵ lahko rekonstruiramo iz infor-
macijskega toka pri razli£nih sistemih.
Gonilni sistem
R1 R2 C1 C2
Gnani sistem
R1 ϵ < 0.75 ϵ < 0.6 ϵ < 0.5
R2 ϵ < 0.75 ϵ < 0.6 ϵ < 0.8
C1 ϵ < 20 ϵ < 25 ?
C2 ϵ < 12 ϵ < 15 ?
Iz tabele najprej razberemo, da je problem v primeru, ko je gnani sistem regu-
laren, vedno podoben. Ne glede na to, £e je gonilni sistem regularen ali kaoti£en,
informacijski tok nara²£a do dolo£ene vrednosti ϵ, ki je med 0.6 in 0.8. Tudi oblika
odvisnosti za vi²je ϵ je v vseh primerih podobna kot na Sliki 3.8. Problem, kjer je
gnani sistem regularen, je torej zelo predvidljiv.
e je gnani sistem kaoti£en in gonilni sistem regularen, lahko sklopitev dolo£imo
tudi za ve£je ϵ. Kot smo ºe povedali, je razlog v tem, da se kaoti£ni sistem teºje
prilagodi gonilnemu sistemu. Zato do sinhronizacije pride pri ve£jih sklopitvah,
informacijski tok pa za£ne padati z nastopom sinhronizacije. S tem v mislih iz tabele
lahko razberemo, da se sistem C2 laºje prilagaja kot sistem C1, saj so zabeleºene
vrednosti ϵ manj²e. Po analogiji z maso ima sistem C1 vi²jo maso od sistema C2.
Podobno lahko razberemo tudi, da se oba sistema laºje prilagodita sistemu R1, ki
ima niºjo frekvenco, kot sistemu R2 z vi²jo frekvenco.
Parameter ϵ lahko iz informacijskega toka v principu rekonstruiramo tudi v limiti
visokih sklopitev, ko sta informacijska toka blizu skupaj in padata proti 0. Ta primer
ni tako zanimiv, saj so v naravi tako mo£ne sklopitve redke, hkrati pa so sistemi pri
visokih sklopitvah tudi numeri£no bolj zahtevni.
3.5 asovno-frekven£na analiza
Do sedaj smo opazovali prednosti in omejitve informacijskega pristopa k dolo£anju
sklopitve med sistemi. V primeru sinhronizacije se za razliko od informacijskih
metod s Fourierovimi zlahka zazna sklopitev. V tem razdelku bomo preu£ili, kako
dale£ lahko seºemo s tem pristopom.
Ponovno re²ujemo Duffingova sistema (3.3). Da bomo rezultate na koncu lahko
interpretirali, moramo najprej pogledati frekven£no sestavo sistemov, ki jih re²u-
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jemo. Na Sliki 3.17 je prikazana val£na transformacija na²ih izbranih sistemov. Pri
regularnih sistemih je v veliki ve£ini prisotna le ena frekvenca, ki je posledica go-
nilnega £lena cos(σt) in je to£no enaka σ/2π. Pri kaoti£nih sistemih je frekven£na
sestava veliko bolj bogata. Zaradi nelinearnega potenciala λx3 opazimo poleg go-
nilne frekvence σ/2π tudi vi²je harmonike, ki so ve£kratniki gonilne frekvence, kot
tudi druge dodatne frekvence. Fazna koherenca zaznava linearno sklopitev, zato si
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Slika 3.17: Val£na transformacija sistemov R1, R2, C1 in C2. Uporabljen je Morletov
val£ek s centralno frekvenco f0 = 3.
za sklopitev sistemov ponovno izberimo ϵi(xj − xi).
Pri ²tudiju fazne koherence v ena£bo na²ega sistema dodajmo ²e Gaussov ²um.
Dodamo ga tako, da najprej normalno re²imo sistem (3.3), nato pa dobljenemu
£asovnemu zaporedju (x(t)) po komponentah pri²tejemo Gaussov ²um x(tj) →
x(tj) + N(0, ζ). Velikost ²uma dolo£a standardna deviacija ζ. Za njeno vrednost
izberemo ζ = cmax(|x(t)|), kjer je c izbrana konstanta. e je c = 0.01, je tako ²um
reda velikosti enega odstotka amplitude oscilatorja.
Na Sliki 3.18 je prikazan primer izra£una fazne koherence na enosmerno skloplje-
nih sistemih R2 in C1. Zraven je prikazana val£na transformacija gnanega sistema,
ki je odvisen od gonilnega. Za za£etek lahko opazimo, da je pri nizkih frekvencah
fazna koherenca visoka, £eprav te sploh niso vsebovane v nobenem sistemu. Ta
efekt je vedno prisoten, saj je pri izra£unu nizkih frekvenc ∆ω zelo majhen in zato
∆t zelo velik. Posledi£no je val£na transformacija pri teh frekvencah izra£unana v
majhnem ²tevilu £asovnih to£k, kar vodi do slabega povpre£evanja po £asu v ena£bi
(2.19) in torej do visokih vrednosti. Pri ostalih frekvencah opazimo vrhove pri fre-
kvencah drugega oscilatorja, kot lahko vidimo, £e primerjamo rezultat z val£nimi
transformacijami na Sliki 3.17.
V nadaljevanju bomo preu£ili, kako se pri sklopitvi razli£nih sistemov obna²a
fazna koherenca pri razli£nih mo£eh sklopitve in razli£nih stopnjah ²uma. Na Sliki
3.19 je prikazana fazna koherenca pri sklapljanju razli£nih sistemov z razli£nimi sklo-
pitvenimi konstantami ϵ1. Sklopitev je v obravnavanih primerih vedno enosmerna.
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Slika 3.18: Val£na transformacija C2 in fazna koherenca pri sklopitvi R1 → C2 (zgo-
raj), val£na transformacija R1 in fazna koherenca pri sklopitvi C2 → R1 (spodaj).
Iz te slike je razvidno, da po pri£akovanju praviloma z ve£anjem sklopitve fa-
zna koherenca nara²£a pri frekvencah gonilnega sistema. Visoke vrednosti zlahka
opazimo v primeru, ko je gonilni sistem regularen, kar je enako kot v informacijski
analizi. eprav manj²e, znatne vrednosti opazimo tudi v primeru, ko je gonilni sis-
tem kaoti£en. V tem primeru je sklopitev pri frekvenci σ/2π gonilnega sistema laºje
zaznati kot ostale frekvence. Ker je to neavtonomni del, faza te frekvence nara²£a
linearno s £asom in je zelo predvidljiva. Tudi sama frekvenca je s £asom konstanta
za razliko od ostalih frekvenc, kot je razvidno iz Slike 3.17. Posledi£no je vrh v fazni
koherenci oºji in vi²ji.
Vidimo torej, da fazna koherenca lahko zazna sklopitev sistemov v razli£nih
dinami£nih reºimih. Ostaja pa vpra²anje vpliva ²uma. Ta je prikazan na Sliki 3.20.
V odsotnosti ²uma je fazna koherenca maksimalna pri ve£ini frekvenc. e pri zelo
nizkem ²umu c = 0.01 ta efekt popolnoma izgine, vrednosti so visoke v frekvencah
sistema C1. Z vi²anjem ²uma najprej izginejo naravne frekvence sistema C1, vsiljena
frekvenca σ/2π pa se ohrani celo za zelo mo£an ²um reda velikosti same amplitude
sistema.
V primeru, da ²uma ni, fazna koherenca lahko na matemati£nih modelih hitro
naraste do 1 za ve£ino frekvenc, ker ni odvisna od velikosti frekven£nih komponent,
ampak le od faze. Tako je lahko enaka 1 tudi pri frekvencah, ki v sistemu sploh niso
vsebovane, val£na transformacija pa zaradi numeri£ne nenatan£nosti vrne majhno
pozitivno vrednost.
Val£na transformacija signala z dodatkom belega ²uma x(t)+ξ(t) je vsota val£nih
transformacij Wx(s, t) +Wξ(s, t). Ker idealni beli ²um vsebuje vse frekvence, s tem
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Slika 3.19: Fazna koherenca pri razli£nih amplitudah enosmerne sklopitve ϵ1. Sklo-
pljeni so sistemi z razli£nimi kombinacijami dinami£nih reºimov.
zastavimo mejo amplitude |Wx(s, t)|, do katere se ohrani originalna informacija o
dani frekvenci. Ker je fazna koherenca med signalom in ²umom o£itno nizka, z
vi²anjem ²uma zvi²ujemo mejo amplitude val£ne transformacije, od koder opazujemo
fazno koherenco.
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Slika 3.20: Fazna koherenca pri C1 → R2 pri sklopitvi ϵ = 1 pri razli£nih velikostih
²uma.
S tem pridemo do zaklju£ka, da fazna koherenca lahko uspe²no poi²£e sklopitev
z opazovanjem razlike faz pri dolo£eni frekvenci. e so oscilacije pri neki frekvenci
regularne, kot je v na²em primeru frekvenca σ/2π, se sklopitev opazi zlahka, tudi
£e je prisoten mo£en ²um. e so oscilacije bolj nepredvidljive in njihova frekvenca
£asovno odvisna, je zmoºnost dolo£itve sklopitve manj²a, ²um pa jo lahko hitro
uni£i.
Pokazali smo, da fazna koherenca naraste, ko zve£amo sklopitev. Ko pa imamo
realne meritve sistemov in izra£unamo fazno koherenco, pa so podobno kot pri infor-
macijskem toku prisotne karakteristi£ne vrednosti pri dolo£enih frekvencah, visoke
so sploh pri nizkih frekvencah. Zato je smiselno narediti ²e test z nadomestnimi
signali, da se prepri£amo, da sklopitev lahko dejansko razberemo iz samih meritev,
ne pa samo pojasnimo visoke vrednosti fazne koherence v matemati£nem modelu.
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Slika 3.21: Test za fazno koherenco z nadomestnimi signali v sistemu C1 → R2. Sklo-
pitev je ϵ1 = 0 (zgoraj) in ϵ1 = 0.1 (spodaj). Uporabljenih je bilo 100 nadomestnih
signalov z naklju£no izbiro faz.
Na Sliki 3.21 je prikazana primerjava fazne koherence sistema C1 → R2 z nado-
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mestnimi signali z naklju£no izbiro faz. Preizkusimo sistem brez sklopitve ϵ1 = 0 in
sistem s sklopitvijo ϵ1 = 0.1. Mo£ ²uma je c = 0.02. V prvem primeru brez sklopitve
ϵ1 = 0 je rde£a £rta (prave vrednosti sistema) ve£inoma znotraj porazdelitve sivih
£rt (nadomestnih vrednosti) oziroma celo pod £rno £rto (povpre£je nadomestnih vre-
dnosti). V drugem primeru je pri gonilni frekvenci f ≈ 1.2 fazna koherenca visoka
tako pri pravih kot pri nadomestnih vrednostih. Test sicer ni relevanten za tako
visoke vrednosti, saj je ta primer trivialen. Pomembneje je pogledati vrednosti okoli
f = 0.6, ki so visoke, a ne maksimalne. Pri tej frekvenci je fazna koherenca med
originalnima signaloma o£itno izven porazdelitve vrednosti nadomestnih signalov,
kar pomeni, da je sklopitev prisotna. Enako nam povejo vrednosti okoli f = 0.16.
Okoli frekvence f = 0.3 so vrednosti nadomestnih signalov identi£ne originalnim
vrednostim fazne koherence. Razlog je v tem, da je to gonilna frekvenca sistema
R2 in njena faza nara²£a natanko linearno. Naklju£na sprememba Fourierove faze
tako vrne zelo podoben sinusni signal, ki je le malo zamaknjen. Posledi£no je fazna
koherenca pri tej frekvenci enaka.
Na tem mestu je potrebno poudariti, da je v zgornjem primeru sklopitev prisotna
pri vseh frekvencah, ki so vsebovane v sistemu C1 (te so razvidne iz Slike 3.17),
vendar jo zaradi dodanega ²uma zaznamo le pri najbolj zastopanih frekvencah.
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Uporaba v medicini
Obravnava sklopitve je lahko zanimiva tudi v biolo²kih sistemih. Vsa ºiva bitja imajo
veliko podsistemov, ki so odvisni drug od drugega. Stalni tehnolo²ki napredek omo-
go£a merjenje vedno ve£ih fiziolo²kih sistemov. Tako se sklopitev lahko obravnava
v najrazli£nej²ih sistemih, npr. v sr£nem sistemu, respiratornem sistemu in v mo-
ºganskih valovih [23, 24]. Problem pri teh sistemih je, da model njihove dinamike
ni znan. Za ve£ino sistemov celo ni znano, ali so med seboj sploh sklopljeni. Zato je
ve£krat najbolj relevantno vpra²anje, ali sklopitev sploh obstaja in kak²na je njena
smer.
Najpogosteje obravnavan je primer sklopitve med sr£nim in respiratornim siste-
mom, ki omogo£a direktno aplikacijo v medicini. To bomo v tem poglavju predstavili
na primeru meritev, ki so bile narejene v preliminarni ²tudiji na UKC Ljubljana.
Cilj je narediti primerjavo dveh metod rehabilitacije sr£nih bolnikov.
Standardna metoda rehabilitacije temelji na intenzivni fizi£ni vadbi, medtem ko
nova metoda SCR (ang. synchronized cardiorespiratory rehabilitation) temelji na
po£asnih gibih in sinhronizaciji dihanja z gibanjem. Nekateri pacienti, npr. starej²i,
teºko delajo intenzivno vadbo. V tak²nih primerih je lahko primernej²a metoda
SCR, vpra²anje pa je, ali je v splo²nem bolj²a, slab²a ali enako dobra kot konven-
cionalna metoda. Poleg standardnih fiziolo²kih pokazateljev zdravja srca se bodo
tekom rehabilitacije pri pacientih spremljale tudi koli£ine, kot so koherenca in tok
informacije med sistemi. e bo opaºena povezava med zdravjem in razli£nimi cenil-
kami, bi se cenilke lahko uporabljale kot diagnosti£no orodje.
Cenilka, ki kaºe na zdravje srca, je informacijski tok od respiratornega do sr£nega
sistema. Razlog je v tem, da ima zdravo srce dobro sposobnost prilagajanja svoji
okolici, kar se v modelu vidi kot pove£ano sklopitev. Posledi£no je informacijski tok
zdravega srca ve£ji. V tem poglavju bomo uporabili meritve iz predhodne ²tudije,
katere rezultati izgledajo obetavno za metodo SCR.
4.1 Informacijski tok
e preizku²ena cenilka za mo£ sklopitve je v ²tudiji malo spremenjena pogojna sku-
pna informacija (2.26). Meritev EKG in koli£ine izdihanega CO2 poteka pol ure,
vrednosti so shranjene vsakih ∆t = 10−3s. Dolºina £asovnega zaporedja je torej reda
velikosti 106. Na Sliki 4.1 je prikazana val£na transformacija EKG, na Sliki 4.2 pa
val£na transformacija respiracije. Frekven£na sestava respiracije je le blago £asovno
odvisna, pri EKG pa je mo£no £asovno odvisna. To posredno oteºi izra£un pogojne
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Slika 4.1: Odsek meritve EKG (zgoraj) in njena val£na transformacija (spodaj).
Slika 4.2: Odsek meritve koli£ine izdihanega CO2 (zgoraj) in njena val£na transfor-
macija (spodaj).
skupne informacije. Pri izra£unu namre£ potrebujemo porazdelitev vrednosti, ki jo
je za EKG teºko aproksimirati, saj ima meritev visoke, a ozke vrhove, ki so dale£
stran od ve£ine drugih vrednosti. Problem re²imo tako, da naredimo transformacijo
iz realnega prostora v prostor faz ϕ. Ker se oblika enega cikla v EKG ponavlja (med
dvema sr£nima utripoma meritev izgleda zelo podobno), kot lahko vidimo na Sliki
4.1 (zgoraj), lahko enostavno preidemo v prostor faz. Poi²£emo vrhove, med njimi
pa faza nara²£a linearno od 0 do 2π. Ta pribliºek je dober, ker je oblika meritve
sr£nega utripa vedno zelo podobna. Transformacija je prikazana na Sliki 4.3 (zgo-
raj). Enako lahko naredimo z meritvijo izdihanega CO2, transformacija je prikazana
na Sliki 4.3 (spodaj). Dobljene faze ne odvijemo (ang. unfold), zavzame lahko le
vrednosti med 0 in 2π, sicer aproksimacija porazdelitve s histogramom nima smisla.
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Slika 4.3: Transformacija meritve EKG (zgoraj) in izdihanega CO2 (spodaj) v fazo
oscilatorja. Enote meritve so arbitrarne.
To nam omogo£a enostavnej²o aproksimacijo porazdelitve vrednosti. Porazdeli-
tev vrednosti faz je zdaj enakomerna, pomembne ostanejo le pogojne porazdelitve.
Na tem mestu lahko uporabimo ²e en trik, ki omogo£a natan£nej²i vpogled v di-
namiko [25]. Namesto da bi opazovali pogojno skupno informacijo I(ϕr, ϕs,τ |ϕs),
opazujemo
I(ϕr,∆τϕs|ϕs) = I(ϕr(t), ϕs(t+ τ)− ϕs(t)|ϕs(t). (4.1)
S tem opazujemo le lokalno spremembo vrednosti sistema s v dolo£enem £asovnem
zamiku τ v povezavi z vrednostmi sistema r. Tako ne aproksimiramo porazdelitve
vseh vrednosti faze, ki so med 0 in 2π, ampak le majhnih vrednosti spremembe. To je
pa ravno tisti del, ki nas zanima, saj informacijski tok opazuje spremembo sistema.
Na Sliki 4.4 je prikazana pogojna skupna informacija po definiciji (4.1) za razli£ne
£asovne zamike τ na primeru meritve na pacientu. Opazujemo smer respiracija →
srce. Rezultat ima podobno obliko, kot smo jo dobili pri sklopitvi dveh kaoti£nih
Duffingovih oscilatorjev. Po τ = 3s pade na konstantno vrednost. To je pribliºen
£as, po katerem zgodovina respiratornega za sr£ni sistem ni ve£ pomembna.
Cenilka, ki se spremlja tekom rehabilitacije, je povpre£je pogojne skupne in-
formacije po nekaj majhnih vrednostih τ . Vzeli bomo povpre£je od τ = 10−3 do
τ = 20 · 10−3, saj zaradi lepe oblike dalj²e povpre£evanje ni potrebno. Na Sliki 4.5
je prikazan primer primerjave pogojne skupne informacije pred in po rehabilitaciji.
Vrednosti so primerjane z nadomestnimi signali. Konstrukcija teh je po preslikavi v
prostor faze enostavna, s permutacijo ciklov oz. odsekov, kjer faza naraste od 0 do
2π, dobimo nadomestni signal z zabrisanimi sledmi sklopitve.
V primeru na Sliki 4.5 (zgoraj) je informacijski tok meritev pred rehabilitacijo
znotraj porazdelitve nadomestnih vrednosti, vrednost torej ni signifikantna. Po
rehabilitaciji se vrednost meritev nahaja zunaj porazdelitve nadomestnih vrednosti,
sklopitev je takrat prisotna. To je primer, ki kaºe na izbolj²anje stanja pacienta. e
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Slika 4.4: Pogojna skupna informacija (4.1) v smeri od respiratornega do sr£nega
sistema v odvisnosti od zamika τ .
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Slika 4.5: Primer statisti£nega testa s pogojno skupno informacijo v smeri ϕr → ϕs
pred in po rehabilitaciji za dva pacienta. V zgornjem primeru je sklopitev prisotna
le po rehabilitaciji, v spodnjem pa tako pred kot po rehabilitaciji.
bi se vrednosti tako pred kot po rehabilitaciji nahajale znotraj ali zunaj porazdelitve,
se stanje ne spremeni. Tak²en primer je bil drugi pacient (Slika 4.5 spodaj), kjer je
sklopitev vedno prisotna. Moºno je tudi poslab²anje stanja, £e sklopitev izgine. V
principu bi se lahko inverznega problema lotili tudi pri ²tudiju sr£nega sistema, saj je
njegova sklopitev o£itno ²ibka, vendar tega ²e ne znamo. To£en model delovanja srca
namre£ ni znan, £eprav ºe obstajajo modeli, ki lahko reproducirajo npr. normalen in
patolo²ki ritem srca [15]. Zato je vse, kar lahko dolo£imo s pomo£jo informacijskega
toka, obstoj sklopitve med respiratornim in sr£nim sistemom. Ta se bo spremljal
tekom rehabilitacije. V povezavi z ostalimi fiziolo²kimi pokazatelji se bo spremljalo
stanje pacientov ter hkrati ovrednotilo sklopitev kot diagnosti£no orodje.
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V nalogi smo pokazali uporabnost razli£nih metod za dolo£itev sklopitve med sis-
temi. Na modelu Duffingovega oscilatorja v razli£nih dinami£nih reºimih smo preu-
£ili prednosti in lastnosti informacijskega toka in fazne koherence. Z informacijskim
tokom smo smer sklopitve uspe²no dolo£ili med sistemi v poljubnih dinami£nih re-
ºimih. Z izjemo sistema dveh sklopljenih kaoti£nih oscilatorjev smo se uspe²no lotili
tudi inverznega problema ter pokazali, da lahko iz izra£una informacijskega toka
rekonstruiramo parameter sklopitve v diferencialnih ena£bah Duffingovega modela,
£e sistema nista sinhronizirana.
V primeru visokih sklopitev oz. nastopa sinhronizacije se za dolo£itev sklopitve
med sistemi bolj²e odnese fazna koherenca, ki smo jo izra£unali z val£no transfor-
macijo. Pokazali smo, da fazna koherenca pri frekvencah gonilnega sistema nara²£a
z ve£anjem sklopitve ter da z uporabo statisti£nega testa z nadomestnimi signali s
fazno koherenco lahko dolo£imo obstoj sklopitve med sistemi.
Na koncu smo obravnavali tudi potencialno uporabo metod kot diagnosti£no
orodje v medicini. S primerjavo informacijskega toka med respiratornim in sr£nim
sistemom lahko spremljamo rehabilitacijo sr£nih bolnikov. Z njim lahko opazujemo
obstoj sklopitve v smeri od respiratornega do sr£nega sistema. Hkrati z analizo sklo-
pitve med razli£nimi fiziolo²kimi sistemi dobivamo dodaten vpogled v mehanizme
njihovega delovanja ter se bliºamo cilju modela delovanja ºivalskega telesa.
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