This article evaluates the outlier sensitivity of five independent component analysis (ICA) algorithms (FastICA, Extended Infomax, JADE, Radical, and β-divergence) 
INtroduCtIoN
Functional magnetic resonance imaging (fMRI) and electroencephalogram (EEG) signals are two standard tools for investigating brain activity and, in turn, human cognition, as studied in cognitive informatics (Zhang, Wang, & Kinsner, 2007) and other disciplines. Of particular interest are the location of various activities within the brain and the dynamics of those functional regions as observed through the EEG signal. While fMRI shows the location of the active brain regions reasonably well, the recorded temporal EEG signal may not be a good indicator of the dynamics because it does not originate from the brain alone, but is a mixture of the EEG itself with the electrocardiogram (ECG) representing heart activity and the electromyogram (EMG) caused by the activity of the muscular system. In addition, the EEG and EMG signals have non-Gaussian probability distribution functions (pdfs) and broadband coloured noise-like frequency spectra. Consequently, to reduce the impact of such unwanted signals, demixing of the recorded EEG signal should be used. A technique called independent component analysis (ICA) can demix the recordings in order to analyze them as close to their pure forms as possible (Gadhok, 2006; Hyvärinen, Karhunen, & Oja, 2001; Makeig et al., 2002; McKeown et al., 1998) .
However, various ICA algorithm implementations are sensitive to outliers (i.e., the extreme values that do not comply with the pdf of the signal) because the implementations are based on high-order statistics that include moments higher than two. In fact, contamination of biomedical recordings by outliers is an unavoidable aspect of signal processing. For example, Hampel, Ronchetti, Rousseeuw, and Stahel (1986) provided a real-world situation related to EEG data obtained by a fully automatic recorder. The recorder equipment was working properly and the histogram was adequate except for some seemingly unimportant jitter of the plotter in the tails in the pdf. Yet, the third and fourth moments were far too large. A search revealed that there was a spike of about two dozen out of a quarter million data points when the equipment was turned on, and these few points caused the high moments and the jitter in the plot. Thus, the impact of outliers on the signal separation performance of an ICA algorithm is an important characteristic in assessing the algorithm's utility for cognitive informatics.
Blind source separation (BSS) is defined as the problem of demixing an additive combination of statistically independent signals based on observations of those mixtures only. ICA is a statistical method for extracting sources from their mixtures without the knowledge of the sources themselves. It uses the information contained in the higher order statistics of the observed mixtures, under the assumption of non-Gaussian distributed sources, to separate the signals into their original sources up to an arbitrary scale and permutation (Hyvärinen et al., 2001) .
The objective of this article is to study the outlier sensitivity of ICA algorithms in an unbiased optimization-landscape environment by measuring their separation performance and changes to their respective contrast functions (ICA estimators) in an outlier-contaminated simulation. This is a novel approach as most ICA outlier robustness research has been concerned with either the boundedness of the influence function (IF) of an ICA estimator, or the separation performance in a biased optimization-landscape environment with outlier-contaminated simulations (Hampel et al., 1986; Hyvärinen et al., 2001; Minami & Eguchi, 2003) .
Unfortunately, the boundedness of the IF does not give a direct answer to the question of how sensitive the separation performance is to outliers, and in simulations the potential suboptimal searches of the ICA optimization landscape (by techniques such as a quasi-Newton method, or rotation or exhaustive search, depending on the algorithm, along with unfair simulation conditions) lead to inconsistent results for the comparison of ICA estimators. The aim of this article is to go halfway between the theoretical and empirical measurements by evaluating the outlier sensitivity through (a) the Amari separation performance index (API), (b) the optimum angle of rotation error, and (c) the contrast function difference in an outliercontaminated simulation with fair optimization conditions for the algorithms. Computational demands are not considered because they do not impact the rotation sensitivity analysis.
The data set studied is a mixture of two uniform distributions due to its ability to reveal outlier sensitivities. Outliers are selected based on the number of standard deviations, σ, from the mean of the distribution. Thus, when an outlier distributional model is applied, the risks can be assessed. Finally, the article studies the FastICA (fast fixed-point ICA), Extended Infomax, JADE (joint approximate diagonalization of eigenmatrices), Radical (robust, accurate, direct, independent component analysis algorithm), and β-divergence ICA algorithms' contrast functions due to their popularity in research and their claimed outlier robustness in literature (Cardoso, 1999; Hyvärinen et al., 2001; Learned-Miller & Fisher, 2003; Lee, Girolami, & Sejnowski, 1999; Mihoko & Eguchi, 2002) .
INdepeNdeNt CoMpoNeNt ANALysIs
ICA is a statistical method for estimating a set of unknown sources only from the observations of their mixtures. Figure 1 shows a linear ICA model with n unknown linearly mixed sources s, and n output observations x. These observations are used to estimate adaptively the demixing matrix W such that the estimates y are statistically independent.
Let s be a random vector of n unknown, mutually independent non-Gaussian source signals, and A be an unknown nonsingular mixing matrix of size n. We observe a random vector x of size n mixed signals, expressed as
x = As
(1)
The ICA algorithm attempts to find the demixing matrix W such that y = Wx. Under ideal circumstances,
where Λ is a diagonal scaling matrix and Π is a permutation matrix (Hyvärinen et al., 2001) . In this article, the linear ICA model is employed. It assumes that (a) the number of sources equals the number of sensors, (b) mixing is linear, and (c) at most, one source, s i , has a Gaussian distribution. The demixing matrix W is estimated by means of a contrast function (e.g., based on the source separation principle of minimizing the mutual information between the joint density of the source estimate and the product of its marginals by a Kullback-Leibler divergence) and an optimization technique (e.g., gradient descent). To determine W, a contrast function C(y, W) is selected such that the components of y become statistically independent at the minimization or maximization of its expectation. Thus, of interest is the sensitivity to outliers of these contrast functions as arising from the FastICA, Extended Infomax, JADE, Radical, and β-divergence algorithms. In order to understand the differences between these techniques, a brief review of the theory, implementation, and outlier robustness of each is provided next.
fastICA
Fast fixed-point ICA, originally developed by Hyvärinen to make the neural network optimization of a kurtosis-based ICA contrast faster, uses a quasi-Newton method to maximize an approximation of negentropy (a non-Gaussianity measure) in order to estimate independent sources (Hyvärinen et al., 2001; Hyvärinen & Oja, 1997) . The weight vector w (i.e., a row of W) is selected by a quasi-Newton method such that the negentropy of w T x is maximized (under the constraint that the L2-norm of w, ||w|| 2 = 1, and the rows of W are orthogonal). This follows from the additive central limit theorem stating that an additive mixture of non-Gaussian distributions moves closer to Gaussian; thus, the w that creates the least-Gaussian distribution must produce an independent source. For tractability, Hyvärinen devised an approximation to negentropy based on nonpolynomial moments. Consequently, this approximation requires the selection of an appropriate nonpolynomial function (Hyvärinen et al.) . 
O B S E R V E D U N K N O W N extended Infomax
The Extended Infomax algorithm uses a natural gradient to maximize log likelihood between the source density estimate and the hypothesized source density to estimate the independent sources. The extended nature of this algorithm is due in part to the selection of the hypothesized source density based on an estimate of the super-and sub-Gaussianity of the source in order to separate super-and sub-Gaussian sources, as opposed to only super-Gaussian sources in the original Infomax algorithm (Bell & Sejnowski, 1995) . The source separation principle arose from the field of neural networks and the goal of maximizing the information transmission (Infomax) between the inputs and outputs of a neural network. Infomax is achieved by maximizing the output Shannon entropy of a nonlinear transformation of the inputs, and occurs when the nonlinear transfer is equal to the cumulative density function of the input. The by-product is the minimization of the redundancy between the output units of the neural network, thus creating independent sources. Infomax has been proven to be equivalent to maximum-likelihood contrast, which is currently employed by the Extended Infomax algorithm (Lee et al., 1999) .
JAde
Joint approximate diagonalization of eigenmatrices uses the algebraic structure of the fourth-order cumulant tensor of whitened observations (the separation principle being that the columns of A are the eigenvectors of transformed cumulant matrices) to devise a contrast that requires the minimization of the off-diagonal components of a maximal set of cumulant matrices by orthogonal transformations to estimate the demixing matrix. The minimization is achieved by a joint approximate diagonalization (Jacobi optimization), which (in the case of two sources) optimizes by a plane rotation. However, the optimization becomes unwieldy as the number of sources increases (Cardoso, 1999) .
radical
The robust, accurate, direct, independent component analysis algorithm uses an altered m-spacings estimate of entropy by Vasicek and an exhaustive rotation search in order to solve the BSS problem. Its objective is to minimize the mutual information between the joint density of the source estimate and the product of its marginals. Whitening reduces the task to minimizing the Vasicek entropy of the source estimates by searching exhaustively for the appropriate rotation matrix (Learned-Miller & Fisher, 2003) .
beta-divergence
Beta-divergence for BSS uses a quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS) optimization to minimize the β-divergence between the density of the source estimates and the product of its hypothesized marginal densities (Mihoko & Eguchi, 2002) . This is the same source separation concept as the minimization of the mutual information between the source estimates using a Kullback-Leibler divergence, except the β-divergence is used. The β-divergence (0 ≤ β ≤ 1) is a continuum between the Kullback-Leibler divergence (β = 0) and a mean squared error divergence (β = 1) that gives smaller weights to possible outliers so that their influence on the estimate is weakened. This is an important algorithm to be studied as it has been proven to be B-robust (the influence of an outlier on the estimator is finite) in contrast to most other ICA estimators that have been proven to be non-B-robust (Mihoko & Eguchi) .
Whitening
Preprocessing the observed samples by whitening is a common requirement of the given ICA algorithms, except β-divergence, as it reduces the search to optimize its contrast function to the rotation matrix (Hyvärinen et al., 2001 ). However, with smaller sample sizes, standard whitening techniques (Hyvärinen et al.) estimate the true source mean and variance incorrectly, and lead to ICA algorithms (depending on the optimization technique) incapable of estimat-ing the optimum demixing matrix. Improper whitening introduces additional rotation and nonrotational mixing to the data set.
MeAsures of outLIer robustNess
Three nonblind robustness measures are selected to evaluate the sensitivity of an ICA algorithm to outliers (Gadhok, 2006) . API evaluates the sensitivity to outliers of the overall ICA algorithm (implemented contrast function and its optimization). The optimum rotation-angle error evaluates the sensitivity of the rotation angle that the contrast function identifies for separation. Finally, the contrast function difference evaluates the shape changes in the contrast function based on a rotation due to an outlier. In terms of robustness analysis, the optimum rotation-angle error is more important than the contrast function difference since it is related directly to the separation performance of an ICA algorithm. Furthermore, since the rotation angle is based inherently on higher order statistics, so is the pseudomeasurement of the sensitivity of those statistics to outliers.
Amari separation performance Index
API is a nonnegative measure of the matrix P = AW, taking into account the scale and permutation invariance of ICA, to gauge the accuracy of the demixing matrix (Potter, Gadhok, & Kinsner, 2002) . In a perfect simulation P = ΛΠ, API equals zero. The maximum of the API is dependent on the size of the demixing matrix, but in this article it is normalized to one.
optimum rotation-Angle error
Rotation matrices between 0 and 90 degrees (solutions repeat every 90 degrees), along with the known mixing and whitening matrices in a simulation, are used to determine the angle at which API is lowest. For example, if the sources were mixed with a rotation matrix, an API of 0 could be reached. However, improper whitening does alter the mixing such that a perfect separation by a rotation matrix cannot be achieved. In any event, this step identifies the optimum angle of rotation that minimizes API. Next, given a contrast function and the observed samples (outlier contaminated or not), the set of rotation matrices is used to find the angle of rotation given by the minimum or maximum of the contrast function. The difference between the optimum angle and the extracted angle (absolute maximum error of 45 degrees) at the optimum of the contrast is defined as the optimum rotation-angle error.
Contrast function difference
Rotation matrices between 0 and 90 degrees are used to solve a given contrast function and a set of observed samples (that have been whitened robustly). Next, an outlier is introduced into the observed data set, and the process is repeated. The results are normalized and aligned at the optima, and the difference is taken. This shape difference is known as the contrast function difference.
desIgN of experIMeNts
The single simulation that would be the most revealing in terms of outlier sensitivity is a mixture of two independent, identically distributed (iid) signals that are uniform with unit norm and variance contaminated by outliers. Although outlier identification is potentially the simplest in this case, the interest is in the sensitivity of the algorithms. Just as well, the symmetric nature of the distribution allows a focus on the fourth-order statistics, and the knowledge that those ICA algorithms that use fourth-order statistics, specifically JADE, should perform well.
To produce the outlier-contaminated observations, sources s 1 and s 2 are first mixed by a rotation matrix, A, of either 0 or 45 degrees, as shown in Figure 2 . Then the mixtures, s 1m and s 2m , are numerically whitened (via eigenvalue decomposition) to produce s 1w and s 2w . Finally, outlier pairs are appended to the stream to produce the outlier-contaminated observations x 1 and x 2 .
The rotation mixing matrices are selected to ensure that those ICA algorithms that optimize by a rotation only should perform similarity to those that have fewer optimization restrictions, that is, an unbiased optimization landscape. Again, the interest is in the rotation sensitivity of the algorithms to outliers and not the ability or inability of the ICA algorithm to separate the mixture. Now, the sources are still theoretically white after only a rotation, but the numerical whitening adds realism to the simulation. It does defeat (slightly) the purpose of an unbiased optimization landscape, but it adds a standard error occurring in most situations.
To create a plausible outlier-contaminated situation, an outlier is allowed to occur only at one of the sensors. Thus, s 1w is appended with an outlier at 0, 1, 3, 5, or 7 standard deviations (σ) from the mean of the distribution, and the corresponding sample point in s 2w is at location 0, the mean of s 2 (Gadhok & Kinsner, n.d.) .
To help highlight the sensitivities of the contrast functions, source sample sizes are either 100 or 200 sample pairs. These sample sizes refer to practical ICA processing when dealing with signals that are stationary only over small periods of time, but nonstationary over a long period of time. For example, in voice processing, since speech can be considered stationary within 10 to 50 ms, then 44,100 samples per second (sps) produce a few hundred samples. In biomedical signal processing (e.g., the electrocardiogram), 300 sps are common. In EEGs, 600 samples per event-related potential is common (Lee et al., 1999) .
Finally, after generating the observations, the samples are processed by a Matlab implementation of the ICA algorithms (Cardoso, n.d.; Gävert, Hurri, Särelä, & Hyvärinen, 2005; Learned-Miller, n.d.; Makeig et al., n.d.) and their respective contrast functions. Based on the available literature, the authors have implemented the β-divergence algorithm in Matlab (Gadhok & Kinsner, n.d.) .
Contrast function setup
The ICA contrast functions have been implemented in Matlab by the authors based on the following literature. a. FastICA: Equation 8.25 in Hyvärinen et al. (2001) , with the nonlinearities G1 from "tanh," G2 from "gauss," G3 from "pow3," and G4 from "skew" (see Gävert et al., n.d parameters used in software
Since the individual ICA algorithms were optimized for this simulation, they were set up to produce the best possible results. The stopping criteria and rotation precisions were selected such that they had a numerically insignificant effect on API. FastICA, Extended Infomax, and β-divergence stop when the norm of the change in the demixing matrix is less than 1×10 -6 . However, this does not ensure that this criterion was met as each algorithm also has a maximum number of iterations allowed before halting. JADE natively has a stopping criterion that has a numerically insignificant effect on API. Finally, Radical rotation search precision was increased from 150 to 300 divisions between 0 and 90 degrees. FastICA is orthogonalized symmetrically to reduce the chance of errors carrying through the estimation. A range of βs (0, 0.05, 0.1, 0.2, and 0.3) are selected because the automatic selection of β described in (Minami & Eguchi, 2003) is not implemented in this article due to time constraints. Thus, β = 0 is selected because it makes the algorithm become equivalent to a Kullback-Leibler divergence and is important for the comparison of algorithms. The other βs were selected to see their effects on the results of sensitivity evaluation. Although larger βs tend to create a more outlier-robust estimator, βs past 0.3 are not selected as they might result in a large variance of the divergence estimate (Minami & Eguchi) . The density selected for β-divergence was sub-Gaussian. For Extended Infomax, the number of sub-Gaussian sources is specified as two. Finally, the demixing matrices were initialized by random positive definite matrices to ensure unbiased optimization and to not violate the Hessian of the contrasts being concave.
reporting of results
Ten simulations were performed per experiment. Experiments were permuted based on sample size (100 or 200 pairs), mixing (0 or 45 degrees), and outlier location (none, 0, 1, 3, 5, or 7 standard deviations σ). The median value of API over the 10 simulations is reported. Unfortunately, this does not capture results where the algorithm completely fails at determining the demixing matrix. The first norm (sum of the absolute values) of the optimum rotation-angle error is reported over 10 simulations, but does capture major failures. The maximum possible value is 450 over 10 trials. Finally, the first norm of the mean contrast error is reported over 10 simulations. The maximum possible value is 10 over 10 trials. For each algorithm, the same data set is used. Samples are not regenerated, except when repeating the entire experiment. Thus, 2,000 sample pairs are generated and were segmented to 100 and 200 sample pairs to use in the 10 simulations per experiment. These metrics are selected as they are the most revealing of the sensitivities that could be condensed and displayed for this article.
resuLts ANd dIsCussIoN
This section describes only some of the simulation results, using 100 samples and a mixing matrix of 0 degrees. In the other simulations (100 samples with a 45-degree rotation, and 200 samples with 0-and 45-degree rotations), the relative results remained the same. A detailed analysis of random samples from each run of the experiment was not done, but a histogram of the entire data set confirmed the uniformity of the sources. In addition, a power spectrum analysis of all the 2,000 sample pairs showed a flat spectrum to ensure the whiteness and broadband nature of the random samples. Figure 3a shows that JADE (denoted by ■) became sensitive to an outlier past 3 standard deviations (σ) and FastICA G3 (×) past 1σ; FastICA G4 (+) performed poorly in the simulation. JADE became sensitive to outliers as it uses fourth-order estimates of the cumulants, which are very sensitive to outliers. FastICA G3 and G4 are calculating expectations of third-and fourth-order polynomials and are sensitive as well. FastICA G4 performs poorly even without any outliers as it expects a skewed distribution to separate. Thus, it weighs the samples incorrectly, destroying the demixing matrix estimate. Beta-divergence (▲, ►, ▼, ◄, ♦), Radical (), FastICA G1 (•) and G2 (•), and Extended Infomax (*) have similar APIs, but do not overtly show sensitivity to outliers (Figure 3b ). In the experiment without outliers, β-divergence had the lowest API because it is not restricted when optimizing the contrast function. Although the mixing was a rotation, whitening pushes it slightly off a rotation, and the other algorithms are unable to optimize as well as β-divergence.
Amari separation performance
The entire simulation was repeated without numerical whitening, and the effects of outliers on the API of FastICA (G1 and G2) and Extended Infomax were more pronounced. Thus, a simulation with a rotation as a mixing, with symmetric distributions, and with no numerical whitening can best show the sensitivities to outliers via API. Figure 4a shows the sensitivity of the rotation angle given by the contrasts to outliers. Betadivergence, Radical, and FastICA G4 were relativity insensitive to outliers affecting their rotation angle. Radical was insensitive because the outlier adds a bias term to the entropy estimate and does not impact the location of the minimum in the contrast. Clearly, this novel measure reveals the sensitivity of the ICA algorithms to outliers. Figure 4b shows that Extended Infomax followed by FastICA G2, G4, G1, and then G3 have contrasts that deviate in shape. Beta-divergence, Radical, and JADE have contrasts that do not change in shape. Figure 5 shows an example of how the sinusoidal shape of the JADE contrast function is insensitive to outliers. The minimum of the contrast function without outliers estimates that a rotation of 40 degrees would separate the mixtures. However, the JADE contrast function with outliers shows that a rotation of 87 degrees is required. This gives an optimum rotation-angle error of 43. Yet, the contrast function difference measure is small. This suggests that JADE could have an improved API if an outlier-robust fourth-order cumulant estimate were used (such as Hogg's measure of the tail weight or the ratio of two interfractile ranges; Ruppert, 1987) .
optimum Angle of rotation error

Contrast function difference
The most important result is that β-divergence is unaffected. Since in β-divergence smaller weights are given to samples far from the mean of the distribution, the influence of these outliers on the estimate is negligible. Thus, together, the two contrast measures reveal that β-divergence is the least outlier-sensitive algorithm followed by Radical, FastICA G2 and G1, Extended Infomax, JADE, and FastICA G3 and G4 in an outlier-contaminated mixture of two uniformly distributed signals. Notice that Furthermore, it seems that there might be a relationship between the contrast function difference and the influence function. The IF is a directional derivative of the contrast function between an outlier-contaminated density and an outlier-free density (Hampel et al., 1986) . The contrast function difference appears to be a numerical derivative, but with the rotation error removed. A proof of this relationship would be required in order to link the IF and separation performance on an ICA algorithm.
other Considerations
Although the outlier sensitivity of ICA algorithms and their contrast functions were demonstrated in this article, two important considerations must be kept in mind. First, the ICA algorithms were designed to perform optimally for the cases considered and may not be optimal for other cases. The APIs presented should be considered as a lower bound on the effects of outliers in ICA separation performance. Second, the computational complexity of the different algorithms studied varies considerably; for example, the implementation of β-divergence for BSS requires four times the processing time than the other ICA algorithms. The interplay between the allowable optimization landscape, computational processing, and the sensitivity to outliers should be investigated further to improve the evaluation of the outlier robustness of ICA algorithms.
CoNCLusIoN
API is a good outlier sensitivity measure when an unbiased optimization landscape is presented. In experiments, it revealed a strong sensitivity of JADE and FastICA (G3 and G4 nonlinearities) to outliers. However, the contrast measures demonstrated conclusively the outlier sensitivity of various ICA contrast functions. Specifically, the optimum angle of rotation error and the contrast difference revealed the resilience of the β-divergence algorithm to outliers. Thus, when using ICA for cognitive informatics, the β-divergence algorithm is the most robust to outliers.
