Abstract. We study the self-adjoint extensions of the Dirac operator α · (p − B)+µ 0 β −W , where the electrical potential W contains a Coulomb singularity of arbitrary charge and the magnetic potential B is allowed to be unbounded at infinity. We show that if the Coulomb singularity has the form v(r)/r where v has a limit at 0, then, for any self-adjoint extension of the Dirac operator, removing the singularity results in a Hilbert-Schmidt perturbation of its resolvent.
Introduction
In this paper we investigate the deficiency indices and the resolvent perturbation of the Dirac operator
where µ 0 ∈ R is the rest energy of the particle in question and (B, W ) = (B 1 , B 2 , B 3 , W ) represents an electromagnetic field. By deficiency indices we mean, of course, those of the minimal symmetric operator on the domain C ∞ c (R 3 ) ⊗ C 4 . In a typical atomic model, one decomposes the electrical part of the potential as
where V accounts for the Coulomb singularity if the nucleus is regarded as a point charge, V 1 is bounded on R 3 , and V 2 represents an external electrical field, which is bounded on every bounded subset of R 3 and which can be unbounded at infinity. The magnetic potential B is also assumed to be locally bounded.
We will further assume that V is a radial function and has the form
V (r) = v(r)/r,
where v is a real-valued, bounded, measurable function with a bounded support.
(V 1 accounts for the long-range part of the Coulomb potential and other correction terms.) Moreover, we assume that
exists. If the Coulomb field is produced by a nucleus of atomic number Z, one naturally takes v(0 + ) to be Ze 2 / c ≈ Z/137.036. In such an atomic model, the deviation of v(r)/r from the pure Coulomb potential (Ze 2 / c)/r arises from various screening effects in atoms [9] .
To explain what we will do, let us first recall what is known 1 . In [8] , [11] , [13] , Dirac operators of the form α · p + µ 0 β − U was studied. In these papers, U = U 1 +U 2 , where U 1 accounts for the Coulomb singularity at 0 and U 2 is bounded. These authors showed that if |U 1 (x)| ≤ ν/|x| with some 0 ≤ ν < 1 (which covers atomic numbers up to Z = 137), then self-adjoint extensions of α · p + µ 0 β − U can be naturally constructed. More precisely, for such a U 1 there is a unique selfadjoint extension of the minimal operator which has the property that its domain is contained in that of |α · p + µ 0 β| 1/2 [8] . If, furthermore, U 2 vanishes at infinity, then the essential spectrum of this particular self-adjoint extension is contained in that of the free Dirac operator α · p + µ 0 β [8] . Also see [5] .
In these investigations the assumption that |U 1 (x)| ≤ ν/|x| with some 0 ≤ ν < 1 seems to be crucial, and the techniques employed there seem to break down drastically once this condition is dropped. On the other hand, one's natural curiosity does not stop at Z = 137. Whatever the physical reality regarding nuclei with large charges may be, mathematically one is entitled to ask what happens to the selfadjoint extensions and the essential spectrum of the Dirac operator when Z > 137? And this, as we will see in Section 6, is where interesting analysis gets involved.
Our investigation was originally motivated by this question. However we will go somewhat further. Notice that in the literature cited above, the potential for the Dirac operator is required to be bounded near infinity. In other words, these results do not cover the case where there is a genuine external electromagnetic field, whose potential is generally unbounded at infinity. We will show how to realize the Dirac Hamiltonian as a self-adjoint operator when there are singularities at both 0 and infinity.
Our approach to the problem is as follows. First we switch off the external field (B, V 2 ) and consider the minimal symmetric operator
, where V and V 1 are as described in the above. We will show that this operator always has finite, equal deficiency indices and that, if (max{0, 2 −(1/4)}) 1/2 < |v(0 + )| < (( +1) 2 −(1/4)) 1/2 for some ∈ Z + , then these deficiency indices are (2 ( + 1), 2 ( + 1)). If v = v(0 + ) in a neighborhood of 0, then, of course, this result can be easily deduced by solving elementary differential equations. But the non-constancy of v brings substantial complications to the proof. Thus the screening effects represented by the non-constancy of v have no bearing on the deficiency indices of the Dirac operator except, possibly, when |v(0 + )| equals one of the critical values {(( + 1) 2 − (1/4)) 1/2 : ∈ Z + }. On the other hand, if |v(0 + )| = (( + 1) 2 − (1/4)) 1/2 for some ∈ Z + , our result clearly suggests that the deficiency indices of the Dirac operator cannot be determined without further knowledge of the behavior of v near 0.
We will then show that if A is any self-adjoint extension of the minimal operator α · p + µ 0 β − V − V 1 and if A 0 is the closure of α · p + µ 0 β − V 1 , which is necessarily self-adjoint since V 1 is assumed to be bounded, then
is a Hilbert-Schmidt operator whenever z ∈ C\R. We emphasize that this result is valid for every v(0 + ) ∈ R. This result in particular implies that σ ess (A) is determined by V 1 only.
Next we switch on the the external field. We may, of course, represent the external field collectively by a single matrix-valued potential E, which is assumed to be bounded on every bounded subset of R 3 . For any self-adjoint extension A of α · p + µ 0 β − V − V 1 , let D c (A) = {ϕ ∈ domain of A : ϕ has a bounded support}.
We will show that A − E is essentially self-adjoint on D c (A). For the closure A 0 of α · p + µ 0 β − V 1 , A 0 − E is also essentially self-adjoint on D c (A). We will prove that
is a Hilbert-Schmidt operator whenever z ∈ C\R. These results will be deduced from the results stated in the two preceding paragraphs. To make this possible we must fully exploit the fact that α · p is a first order partial differential operator. In contrast to [8] , [11] , [13] , we rely on the radial-spherical decomposition of the free Dirac operator α · p, which produces a bunch of ordinary differential operators. We will deal with the resolvent perturbation and the deficiency indices of these operators in Sections 1 and 2. After this is taken care of, we prove the above stated results in Sections 3-5.
Section 6 deals with the eigenvectors of the self-adjoint extensions of α·p+ µ 0 β − V − V 1 . We will show, under very reasonable restrictions on v, that if |v(0 + )| > 1 and if V 1 has the right long-range behavior, then every self-adjoint extension A of the minimal operator has the following property: There exist an infinite number of eigenstates ϕ corresponding to eigenvalues of A in (−|µ 0 |, |µ 0 |) such that the generalized expectation values V + V 1 ϕ and α · p ϕ of the potential energy and the kinetic energy (in units = c = 1) are infinite. In particular every s-state exhibits this behavior. This phenomenon seems to be a manifestation of what must be the relativistically correct version of the uncertainty principle.
Throughout the paper, identity operators will be routinely suppressed to simplify notation. Thus, for example, in (6.5) 
2 ) ⊗ I 4 while the second and the third mean (d 2 /dt 2 ) ⊗ I 2 (I n being the n × n identity matrix).
The resolvents of the radial operators
Throughout this section,
is a bounded, real-valued, measurable function with the following properties: (i) There is a positive number d such that v = 0 on (d, ∞).
(ii) The limit v(0
It is elementary that the deficiency indices of D in H are (0,0). The easiest way to see this fact is to solve an elementary linear system of differential equations. Indeed if we define
for each n ∈ Z, then for any column vector a ∈ C 2 , we have D at n = A ,n at n−1 if D is also regarded as an operator on polynomials in t and 1/t. Note that A ,n is invertible for n = ±(1 + ). Let
In particular, there is a c ∈ R such that
From this identity it follows that for any z ∈ C, the 2×2 linear system of differential equations D u = zu has the solution
This system also has the solution
It is obvious that these power series in t converge uniformly on any bounded interval. Thus, in the case z ∈ C\R, ifũ also solves D u = zu and has the additional property thatũ and D ũ both belong to H, thenũ must be a scalar multiple of u 2 . Using the property |u 2 (t)| ≤ M t +1 for t near 0 and a routine approximation argument, we see thatũ belongs to the domain for the closure of the minimal operator
Since D is symmetric, this is possible only ifũ = 0. Hence the deficiency indices of D are (0,0). In other words, every D is essentially self-adjoint on C
Then, with the initial domain C ∞ c (0, ∞) ⊗ C 2 , this operator has deficiency indices
The same, of course, is true if (0, ∞) is replaced by (a, ∞) for any positive a. Suppose that Q is a real-valued measurable function on (0, ∞) which is locally integrable. Then D − Q has deficiency indices (n, n) because the coefficients of this differential operator are real. Now if Q is bounded on (a, ∞) for every a > 0, then n ≤ 1. This is because on (a, ∞), D − Q differs from D 00 by a bounded term. Thus, with the domain
That is, for any z ∈C\R, the differential equation (D − Q)u = zu has, up to scalar multiples, exactly one non-trivial solution in L 2 (a, ∞) ⊗ C 2 . Hence n ≤ 1. We will refer to the operators D and D − V on C ∞ c (0, ∞) ⊗ C 2 as minimal operators. We will denote the closure of D , which is a self-adjoint operator, by the same symbol. Similarly, any unspecified self-adjoint extension of the minimal operator D − V will also be denoted by the same symbol.
Recall that a collection C of bounded operators on a Hilbert space X is said to be a norm ideal [3] if it is an ideal and is equipped with a norm . C satisfying the following conditions: (1) (C, . C ) is a Banach space. (2) For any T ∈ C and any bounded operators
T ≤ T C for every T ∈ C, and the equality holds whenever rank(T ) = 1. 
Then for any bounded self-adjoint operator C on X and any z ∈ C\R, we have (A + C − z) The proof of this lemma is completely elementary and will be omitted.
Lemma 1.2. Let E be a bounded Borel set in
Proof. Let us first show that if D is any self-adjoint extension of D 00 with the initial domain C
in the natural way, then they agree on the closure of ( 
This implies that there exists a contraction T on H such that
The lemma follows from this and Lemma 1.1.
In the cases 1 + − b = 0 and 1 + + b = 0, we have
Let us now consider the 2 × 2 linear system of differential equations
for arbitrary z ∈ C. To solve this equation, one sets u = Φ b, c and finds
Here (
Proof. By the paragraph preceding the lemma, we have
It follows from the integrability of A b, that this series converges uniformly and is bounded near 0. In the cases (b) and (c), 
The desired estimate follows from these relations.
It follows from a well-known inequality of Hardy that T µ is a bounded operator on L 2 (0, ∞). See, for example, [1, Lemma 3.3.9] . We also define
It is easy to see that T 0 is also a bounded operator on L 2 (0, ∞). Indeed, by the Cauchy-Schwarz inequality, Suppose that 0
where, according to Lemma 1.3(a), the matrices 
Therefore the boundedness of W 
where, by Lemma 1.
b, (s) are kernels of bounded operators. Hence it suffices to show that 
But w 2 = ϕ is also a solution and has the property that it vanishes near 0. Because ϕ vanishes in a neighborhood of 0, so do f ϕ and w 1 . Therefore w 1 = w 2 . In other words,
Recall that
. From Lemma 1.4 and this inequality we have that
From the identity R(D
and let P H denote the orthogonal projection onto H . The above identity shows that R P H is a bounded operator on H and that R P H = χ (0,c) R P H . Obviously χ (0,c) Rχ (0,c) is a Hilbert-Schmidt operator. Therefore so is
It is clear if A is any self-adjoint extension of the operator
on a subspace whose orthgonal complement has dimension at most one. This completes the proof.
Before stating the next proposition, let us recall a well-known fact regarding Hilbert-Schmidt operators. Suppose that A and B are operators on a Hilbert space X such that AA * and B * B are Hilbert-Schmidt operators and suppose that T is a bounded operator on X . Then AT B is a Hilbert-Schmidt operator on X with
The proof of this inequality is quite simple. Suppose that {e n } and {f n } are orthonormal sets in X and that {λ n } is a sequence of complex numbers where all but a finite number of terms are 0. Let K = n λ n f n ⊗ e n , K 1 = n |λ n |e n ⊗ e n and K 2 = n |λ n |f n ⊗ f n . Then
This yields the desired estimate for AT B 2 . Proof. By Lemma 1.1, it suffices to consider z = −i. We first observe that
where σ 2 is the second of the usual trio of Pauli spin matrices. Since (1 + )
is always positive, the above implies
2 is dense in H. We claim that (1.4) holds true if we replace ψ with any g ∈ H which has a bounded support. Let ζ be a
Substituting this into (1.4) and letting k → ∞, which is permitted since t 1/2 [D , ζ n ] and t 1/2 ζ n are bounded, we find that this inequality holds with
It follows from the definition of
Hence (1.4) holds with any boundedly supported g ∈ H in place of ψ. An immediate consequence of this is that
where
Since |Q(t)| ≤ (1 + − δ)/t, it follows from (1.5) that there is a C 1 > 0 such that
for all n ≥ 2 and 0 < < δ/4.
It follows from the usual uncertainty inequality that if
This implies that if
2 is dense in H, the above inequality holds for every g ∈ H. Since κ > 0 is arbitrary, this estimate implies that |t
naturally extends to a bounded operator on H and
in the strong operator topology.
By the preceding paragraph, |q|(D − i) −1 is bounded. Since q has a bounded support, it follows from Lemma 1.2 that AA * is a Hilbert-Schmidt operator. Similarly B * B is also a Hilbert-Schmidt operator. Thus by (1.7), (1.8) and the discussion preceding the proposition, we have
for n ≥ 3 and 0 < < δ/4, where
. By (1.6) and (1.10), the strong limit
By (1.5), (1.10) and the inequality t −1 (D + i) −1 ≤ 2, which follows from (1.9), we have
k converges in the operator norm and, by (1.12) 
Hence if D − q also denotes an arbitrary self-adjoint extension of the minimal operator, then R − (D − q + i) −1 is an operator of finite rank.
is a Hilbert-Schmidt operator. This completes the proof.
Theorem 1.7. For any z ∈ C\R and for any self-adjoint extension of D − V,
is a Hilbert-Schmidt operator.
Proof. Let us first consider the case |v(0
is a Hilbert-Schmidt operator. Because ηV = 0, we have
Since (D − z) has a dense range in H, we have
which is a Hilbert-Schmidt operator because [η, D ] is a matrix-valued function with a bounded support. In the case |v(0
is also a Hilbert-Schmidt operator. By Lemma 1.2 and the fact that the support of V is bounded,
is a Hilbert-Schmidt operator. Hence so is (
Deficiency indices
In this section V (t) = v(t)/t will be exactly the same as in the previous section. But by D − V we will now mean the minimal operator on the domain C
Recall that the deficiency indices of D − V are either (0,0) or (1,1).
Proposition 2.1. Let ∈ Z + and let Q be a real-valued measurable function on
Proof. We have
This shows that Q is D -bounded with relative bound 1. Hence it follows from [6, Theorem V. 4.6] 
This result, which is usually stated in terms of the limit point-limit circle alternatives, goes at least as far back as [12] . (Also see [4] .) There are many different proofs using differential equation techniques. We would like to sketch an alternate proof by counting the deficiency indices of the minimal operator.
Consider
Therefore the desired essential self-adjointness follows from the assertion about the deficiency indices of
, there is, up to constant multiples, only one non-trivial solution of the 2
were not (1,1), then 0 would not belong to the domain of regularity for the symmetric operator
2 (see pages 37 and 42 of [7] ). According to Corollary 
and if we regard A as an operator on H by setting
We would like to mention that in the case (1 + ) Remark 2. An immediate implication of part (a) is that for such a pair of v and , the differential operator D − V is in the limit point case at 0. The reader should compare part (a) with [4, Theorem 2], which is a similar result stated in terms of the limit point-limit circle alternatives. Even though [4] treats a slightly larger class of differential operators, part (a) is a stronger result in the respect that v is required to have a limit only at 0 and nowhere else. The most significant difference between part (a) and [4] , however, lies in the proof. While [4] uses exclusively differential equation techniques, we rely on operator theory, which, in our opinion, is a simpler approach.
We need some technical preparations for the proof of Theorem 2.2. We introduced the bounded operator
is an invariant subspace for T µ , we may consider it as an operator on L 2 (0, d) as well. Let us define 
Proof. Let ϕ ∈ D b, and η ∈ C ∞ c (R). We claim that ηϕ ∈ D ,b . This is because if
Thus to prove the proposition, we only need to consider ϕ ∈ D ,b whose support is contained in, say, (0, d) . 
Hence if we define
By the L 2 -boundedness of T µ and S µ , t
, we need the integral operator R defined in the proof of Lemma 1.5. Recall that 
Proposition 2.3 also tells us that the strong operator limit
exists and T ≤ 1/2. In particular 1 − T is an invertible operator.
where, as we recall, Ψ b, ,i is the fundamental solution matrix of the linear system
By Lemma 1.3, the orthogonal complement of ( 
The decomposition of σ · p
Recall that the Pauli spin matrices are usually written as
We denote the angular momentum operators with respect the three coordinate axes by 1/2 . Let σ ρ denote the multiplication operator r −1 (x 1 σ 1 + x 2 σ 2 + x 3 σ 3 ). The above operators are defined on the appropriate dense domains in L 2 (R 3 ) ⊗ C 2 . We will say more about these domains later.
The operators Λ 1 , Λ 2 , Λ 3 commute with the multiplication by any radial function. In addition, [Λ j , x j ] = 0, j = 1, 2, 3. It is easy to see that
Combining this with the well-known identities
we obtain
This identity along with (3.1) will play a key role in our analysis of the Dirac operator.
We write the spherical coordinates in R 3 as x 3 = r cos γ, x 1 = r sin γ cos λ, x 2 = r sin γ sin λ. For any ∈ N and − ≤ m ≤ , we have the (unnormalized) spherical harmonics
We also set X As usual, S is endowed with the inner product induced by the area measure on the unit sphere S 2 : We can write sin |m|+1 γ as sin |m+1| γ or sin |m+1| γ(1−cos 2 γ) depending on whether m ≥ 0 or m ≤ −1. This shows that sin γe iλ X m is a linear combination of spherical harmonics. The case of sin γe −iλ X m can be treated similarly. Therefore σ ρ maps S to itself. Let
Using spherical coordinates and the obvious fact that Λ 3 X m = mX m , one easily verifies
∈ N. Hence Λ also maps S to itself. We have the algebraic decomposition 
Proof. Let η be a C
Clearly [p j , η n ] is the operator of multiplication by −ix j η n (r)/r = −inx j η (nr)/r. Thus there is a C > 0 such that [σ · p, η n ]f ∞ ≤ Cn for every n ∈ N. On the other hand, the support of [σ · p, η n ] is contained in {x ∈ R 3 : |x| ≤ 1/n}. Hence
For each ∈ Z + , let Ω = the linear span of {Y g :
is invariant under the operators σ ρ , Λ and L. By straightforward multiplication, it is easy to verify the following relations:
Recall that σ 2 ρ = 1. Thus if ξ is a unit vector in
If we define
and the above calculation shows that
We have
Combining these identities, we obtain
for every unit vector ξ ∈ S + and for every radial function Q which is bounded outside every neighborhood of the origin and measurable.
For each ∈ Z + , let ξ ,1 , . . . , ξ ,2 +2 be an orthonormal basis for S + (with respect to the spherical measure sin γdγdλ). Then
If we define U = JW U ξ ,1 ⊕· · ·⊕JW U ξ ,2 +2 , then U extends to a unitary operator from the closure of Ω in
] and, by (3.4) ,
In the above and hereafter, we denote the orthogonal sum of k copies of X by
] . Thus we have established the following:
. . and let Ω be the algebraic sum Proof. For each ∈ Z + , the orthogonal projection from L 2 (R 3 ) ⊗ C 2 onto the closure of Ω is given by the formula
Moreover,
U Ω = (C ∞ c (0, ∞) ⊗ C 2 ) [2] ⊕ (C ∞ c (0, ∞) ⊗ C 2 ) [4] ⊕ . . . ⊕ (C ∞ c (0, ∞) ⊗ C 2 ) [2 +2] ⊕ . . .
and, for every radial function Q which is bounded outside every neighborhood of the origin and measurable,
) vanishes on {x ∈ R 3 : |x| ≤ δ}, then so does every P ϕ. This implies
Hence it suffices to show that lim n→∞ σ · p( n =0 P ϕ − ϕ) = 0 for such a ϕ. But this will become obvious once we show that σ · pP ϕ = P σ · pϕ.
Because Ω is invariant under σ · p, for every ψ ∈ Ω , we have
Also, if ψ ∈ Ω and = , then P σ · pϕ, ψ = 0 = σ · pP ϕ, ψ . Hence P σ · pϕ = σ · pP ϕ. This completes the proof.
The full Dirac operator
We will use the following set of Dirac matrices α 1 , α 2 , α 3 , α 4 = β :
Here I 2 denotes the 2 × 2 identity matrix. This differs from the more commonly used set (σ 1 ⊗ σ 1 , σ 2 ⊗ σ 1 , σ 3 ⊗ σ 1 , I 2 ⊗ σ 3 ). However we feel it is more convenient to work with (4.1). Note that the conjugation by the self-adjoint unitary matrix
interchanges σ 1 and σ 3 . Therefore our Dirac operator will be the usual one conjugated by I 2 tensored by the above matrix. For µ 0 ∈ R, the initial domain of the free Dirac operator
It is well known that this operator is essentially self-adjoint. By 
Proof. Since the term µ 0 β is bounded, it suffices to compute the deficiency indices of
. Hence we only need to consider the deficiency indices of
According to Lemmas 3.2 and 3.4, for this purpose we may reduce the domain to Ω. By Proposition 3.3, the deficiency indices of σ · p ± Q on Ω are the same as those of
Hence so is α · p + µ 0 β − Q. When ≥ 1, it follows from the same proposition that if k ≥ , then D k ± Q are essentially self-adjoint. Hence the deficiency indices of σ · p ± Q coincide with those of
. It easily follows from the boundedness of Q near infinity that the deficiency indices of D k ± Q are either (1,1) or (0,0). This completes the proof.
Theorem 4.2. Let v be a real-valued, bounded, measurable function on
Proof. As in the previous proof, the deficiency indices of α·p+µ 0 β −V are the sums of those of σ · p ± V on Ω. In the case (a), it follows from Theorem 2.2 that D k ± V are essentially self-adjoint for every k ∈ Z + . Hence it follows from Proposition 3. 
Proof. Since (σ · p − z)(σ · p − w) −1 is bounded for any z, w ∈ C\R, it suffices to consider the case where z 1 = i and z 2 = −i. By the polar decomposition Q = (Q/|Q|) × |Q| on its support, it suffices to show that if A is a bounded, non-negative self-adjoint operator, then (σ · p − i)
It is well known that
is a Hilbert-Schmidt operator. Therefore so are BB * and
Theorem 4.4. Let v be a bounded, real-valued measurable function on
Proof. By Lemma 1.1, we only need to consider the case where µ 0 = 0 and B = 0. Moreover, since the deficiency indices of α·p− V are finite (Theorem 4.1), it suffices to treat a particular self-adjoint extension A of our choosing. Furthermore, because
and because of Lemmas 3.2 and 3.4, it suffices to show that there is a self-adjoint extensionÃ of the symmetric operator
2 → H j be the orthogonal projection, j = 1, 2. The theorem will follow once we show that, for j = 1, 2,
is a Hilbert-Schmidt operator whenever z ∈ C\R.
Let us first consider the case j = 1. By (3.
It is easy to see that (σ · p − z)Σ 1 is dense in H 1 . Therefore it follows from Theorem 1.7 that ((Ã − z) −1 − (σ · p − z) −1 )P 1 is a Hilbert-Schmidt operator. Now the case j = 2. It was shown in the proof of Proposition 2.1 that
Therefore when k ≥ ,
If η is a bounded radial function, then
By a standard argument we may replace η by V . Hence
Furthermore, P 2 commutes with V (σ ·p+i) −1 , which is a bounded operator because (σ · p) 2 = −∆. Thus we have the operator
where the infinite series converges in the operator norm topology. It is clear that
Lemma 4.3 tells us that (σ
n is a bounded operator. Therefore
n is a Hilbert-Schmidt operator. This completes the proof.
External electromagnetic fields
Having treated the self-adjoint extensions of α · p + µ 0 β − V , we will show how to realize
Here, V represents the Coulomb singularity as before, V 1 is a bounded potential, and E represents an external field. More precisely, the following are fixed throughout this section:
(i) V (r) = v(r)/r, where v is a real-valued, bounded, measurable function on (0, ∞) such that v = 0 on (d, ∞) for some d > 0 and such that the limit v(0
(ii) V 1 is a 4 × 4 self-adjoint matrix-valued, bounded, measurable function on R 3 .
(iii) E is a 4 × 4 self-adjoint matrix-valued, measurable function on R 3 which is bounded on every bounded subset of R 3 and which can be unbounded at infinity. (iv) For each n ∈ N, E n is defined to be the function such that E n (x) = E(x) when |x| ≤ n and E n (x) = 0 when |x| > n.
It is known from Chernoff's work that the addition of a potential which is locally bounded but which may blow up at infinity to the Dirac operator does not alter its essential self-adjointness. See [2, Theorem 2.1]. But we will go one step further. We will show that, with the addition of such a potential, removing the Coulomb singularity at 0 still only results in a Hilbert-Schmidt perturbation of the resolvent of the Dirac operator.
Let R denote the collection of
Each η ∈ R will also be identified with the radial function x → η(|x|) on R 3 . As such, each η ∈ R is a compactly supported C ∞ -function on R 3 . Let 
and since there is no restriction on the sign of V , it suffices to show that if S is a self-adjoint extension of
that D c (S) = {u ∈ D(S) : u has a bounded support} is a core for S, and that
If U is the unitary operator in Proposition 3.3, then U SU * is a self-adjoint extension of the symmetric operator
[2k+2] and S 2 is the closure of
, where M n denotes the multiplication on R n or subsets thereof. Since f C
Elementary theory of differential equations tells us that any ϕ ∈
[2k+2] } must be absolutely continuous on any compact interval in (0, ∞). Thus (1 − f )ϕ belongs to the domain of the closure of
. von Neumann's formula for self-adjoint extensions now tells us that
. Applying the inverse unitary transformation, we obtain f D(S) ⊂ D(S).
It also follows from von Neumann's formula for self-adjoint extensions that for any ψ ∈ D(S 1 ), S 1 ψ is obtained from ψ by the direct application of the differential expression
[2k+2] on (0, ∞). Hence straightforward differentiation yields
for ϕ ∈ D(S 1 ). Similarly,
}U . Hence it only remains to be shown that −
= U σ ρ U * . For this purpose we need the unitary operators U ξ , W , J defined in Section 3. σ ρ preserves each Ω ξ and
It follows from the above analysis that for any f ∈ R,
This immediately implies that D c (S) is a core for S. 
Then the closure B of the symmetric operator
in the strong operator topology for every z ∈ C\R.
Therefore ϕ 2 = 0, as was to be proved. Let ψ ∈ D c (A). If n is large enough that E n ψ = Eψ, then 
Proof. Let η ∈ R and suppose M > 0 is such that η(r) = 0 when r ≥ M. Let ζ ∈ R be such that ζ(r) = 1 when 0 ≤ r ≤ M. In particular ζ = 1 on the support of η. Let n 0 ∈ N be such that ζ(r) = 0 when r ≥ n 0 − 1.
For any m ≥ n 0 , we have (E m − E n0 )ζ = (E m − E n0 )η = 0. Therefore
where, by Proposition 5.1,
Letting m → ∞, we obtain
We claim that K is a Hilbert-Schmidt operator. Indeed if we let
then it follows from Theorem 4.4 that K − K 0 is a Hilbert-Schmidt operator. Let C 4 denote the collection of compact operators T such that tr(|T | 4 ) < ∞. From the proof of Lemma 4.3 we see that for any f ∈ R, f (α · p − i) −1 ∈ C 4 . Lemma 1.1 tells us, therefore, that f (A 0 − E n0 − i) −1 ∈ C 4 . This implies K 0 is a Hilbert-Schmidt operator (see [4, p. 92] ). Therefore so is K.
Thus we have proved that {(B − i)
}η is a Hilbert-Schmidt operator. This, of course, holds true in the special case V = 0. Therefore
is a Hilbert-Schmidt operator. Combining these facts, we conclude that for any η ∈ R, {(B − i)
Recall that V (r) = v(r)/r with v = 0 on (d, ∞). Let η ∈ R be such that η(r) = 1 for 0 ≤ r ≤ d + 1. Let us now prove that for such an η, the operator
, the above yields
which is a Hilbert-Schmidt operator because η has a bounded support. This proves that the operator (B − i)
is Hilbert-Schmidt. Another application of Lemma 1.1 yields the full theorem.
Bound States and Relativistic Uncertainty
We will now assume that µ 0 = 0 and consider the bound states in the gap (−|µ 0 |, |µ 0 |) in the essential spectrum of the self-adjoint extensions of the minimal operator α · p + µ 0 β − V − W , where V (r) = v(r)/r as in the previous sections and W is a bounded, real-valued, radial function which vanishes in a neighborhood of 0 and at infinity.
For each k ∈ Z + , define the differential operator
By Section 3 it is obvious that α·p+µ 0 β −V −W on Ω⊕Ω is unitarily equivalent to
. Then for any eigenvector ψ of A such that P ,m ψ = 0, we have
Proof. Suppose that Aψ = λψ with λ ∈ R. By von Neumann's formula for selfadjoint extensions (see, e.g., [7, p. 35] ), ψ solves the linear system
That W = 0 near 0 means that, when restricted to a suitable interval (0, c 1 ), W can be dropped from the above equation. Decomposing ψ into components, it suffices to show that if ξ satisfies the differential equation
By the discussion preceding the proposition, the condition |v(0
b,k,λ are bounded on some (0, c). It follows from the boundedness of the operator (T 0 f )(t) = t
By an argument we used in the proof of Lemma 1.5, for every ϕ ∈ C
for such ϕ if its support is contained in (0, c). It follows from a routine approximation argument that
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On the other hand, since (D k − V − λ)ξ = 0 and ζ = 1 on (0, δ/2), straightforward differentiation yields
when t ∈ (0, δ/2). Note that on (0, a) Rf is independent of the values of f on (a, ∞). Therefore
For t ∈ (0, δ/2), we have the estimate
Let us now assume that |v(t) − v(0
Thus for any p ≥ 1 and t ∈ (0, σ),
n . Hence it follows from (6.1), (6.2) and this inequality that
whenever t ∈ (0, σ). It therefore follows that in the event lim inf n→∞ J n = 0, ξ = 0 on (0, σ), which forces ξ to be identically zero. This takes care of the case where v satisfies condition (I).
Suppose now that v satisfies condition (I ν ) for some ν > 1/2. In this case we define 
whenever t ∈ (0, σ). Combining this with (6.3) and (6.4), we obtain
n .
Taking (6.1) and (6.2) into account, we arrive at the estimate
As in the previous case, if lim inf n→∞ J n = 0, then χ (0,σ) ξ = 0. This completes the proof. . Let E A be the spectral measure for A. Then
is an infinite dimensional space.
Proof. We claim that it suffices to show that there is an infinte dimensional linear space Y ⊂ (C It is a well-known fact that every ξ in the domain of |α · p + µ 0 β| 1/2 has the property that |ξ(x)| 2 /|x| is integrable on R 3 . Thus when V and W satisfy the conditions of this theorem, it is impossible to construct any self-adjoint extension A of the minimal operator α · p + µ 0 β − V − W such that the domain of A is contained in that of |α · p + µ 0 β| 1/2 . This contrasts sharply with the case where |v(0 + )| < 1 [8] , [11] , [13] . The physical significance of this theorem is that every self-adjoint extension A of α · p + µ 0 β − V − W possesses an infinite number of eigenstates ϕ corresponding to eigenvalues in (−|µ 0 |, |µ 0 |) such that the generalized expectation values for the potential energy and the kinetic energy fail to be finite. Thus the finite expectation value Aϕ, ϕ for the total energy is obtained as the result of cancellation between two infinities. In other words, self-adjoint extension somehow assumes the role of renormalization in this situation. Let ∈ Z + be such that |v(0 + )| < ((2 + ) 2 − (1/4)) 1/2 . Let U be the unitary operator introduced in Proposition 3.3. Then
By the choice of and Theorem 2.2, the closure S of the second summand above is a self-adjoint operator. Hence there is a self-adjoint extension S of k=0 (D k − V − W )
[2k+2] such that
In particular σ ess (S) does not intersect (−|µ 0 |, |µ 0 |).
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By Proposition 6.2 and the assumption on W , S has distinct eigenvalues λ 1 , . . . , λ n , . . . in (−|µ 0 |, |µ 0 |) which have the following property: For each n, there is a unit eigenvector ξ n of S corresponding to the eigenvalue λ n such that P ,0 ξ n = 0. Since v satisfies either condition (I) or condition (I ν ) for some ν > 1/2, it follows from Proposition 6.1 that |ξ n (t)| 2 /t is not integrable near 0. It we set ϕ n = U * [2] ξ n for each n, then Aϕ n = λ n ϕ n . The non-integrability of |ϕ n (x)| 2 /|x| on R 3 follows from that of |ξ n (t)| 2 /t and the fact that U [2] preserves the multiplication by any radial function. In particular, f ϕ n , ϕ n = f ξ n , ξ n if f is radial.
To conclude this paper, let us mention that we strongly suspect that Proposition 6.1 and Theorem 6.3 remain valid if the assumption that v satisfies either condition (I) or condition (I ν ) is dropped. In other words, the boundedness of v and the condition that v(0 + ) = lim →0 v( ) exists should suffice for these propositions. Technically it should be an interesting exercise in analysis to try to prove this.
