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Quantum resource theories have been widely studied to systematically characterize the non-
classicality of quantum systems. Most resource theories focus on quantum states and study their
interconversions. Although quantum channels are generally used as the tool for state manipula-
tion, such a manipulation capability can be naturally regarded as a generalized quantum resource,
leading to an open research direction in the resource theories of quantum channels. Various resource-
theoretic properties of channels have been investigated, however, without treating channels them-
selves as operational resources that can also be manipulated and converted. In this Letter, we
address this problem by first proposing a general resource framework for quantum channels and
introducing resource monotones based on general distance quantifiers of channels. We study the
interplay between channel and state resource theories by relating resource monotones of a quan-
tum channel to its manipulation power of the state resource. Regarding channels as operational
resources, we introduce asymptotic channel distillation and dilution, the most important tasks in
an operational resource theory, and show how to bound the conversion rates with channel resource
monotones. Finally, we apply our results to quantum coherence as an example and introduce the
coherence of channels, which characterizes the coherence generation ability of channels. We con-
sider asymptotic channel distillation and dilution with maximally incoherent operations and find
the theory asymptotically irreversible, in contrast to the asymptotic reversibility of the coherence
of states.
Quantum resource theories have been developed as sys-
tematic frameworks for the characterization, quantifica-
tion, and operational interpretation for various quantum
effects, including coherence [1–3], discord [4–6], entangle-
ment [7–9], thermodynamics [10, 11], magic in stabilizer
computation [12–14], etc. The advances in quantum re-
source theories not only lead to a deeper understanding
of the underlying physics, but also provide new insights
and mathematical tools for various quantum information
processing tasks that exploit the resources, such as quan-
tum key distribution [15, 16], quantum random number
generation [17–19], and quantum computing [13, 20–24].
We refer to Ref. [25] for a recent review.
A quantum resource theory usually starts by defining
three important components: free states, free operations
and resource measures. Free states are those quantum
states that do not possess any resource. Free operations
are quantum operations that cannot generate resource
from free states, and their precise definitions are guided
by physical motivations. Resource measures are func-
tionals that map quantum states to real numbers, which
cannot be increased under free operations. In an opera-
tional resource theory, one of the most important tasks
is to study state conversion under free operations. Re-
source distillation and dilution are optimal schemes that
convert between a given state and the maximal resource
state, which in general can be uniquely determined in a
given resource theory. In many resource theories, such as
coherence and entanglement, the distillation and dilution
tasks are generally characterized by resource measures
based on the relative entropy and α-Re´nyi divergences
in the asymptotic i.i.d. [26–28] and the general one-shot
scenario [29–35], respectively.
Existing developments in quantum resource theories
are mainly centered around quantum states, while quan-
tum channels are used as the tool for state resource ma-
nipulation. In principle, we can also regard a quan-
tum channel as the resource object and study the re-
source theory of channels. This has been done mainly
for characterizing a certain property of quantum chan-
nels, such as channel simulation [36–40], spatial correla-
tions [41], resource generation [42, 43], magic quantifica-
tion [44, 45], entanglement of quantum channels [46, 47],
channel discrimination [48–50], quantum memory [51–
53], non-Gaussianity [54], and others [55–58]. Some gen-
eral conditions that resource theories of channels should
satisfy were also formulated [59, 60]. Nevertheless, a
high-level view of a quantum channel itself as an oper-
ational resource has not been well established, partially
because the entropic quantifiers for quantum channels
has only been developed recently [61–64]. It remains an
open direction to study the operational resource theory
of quantum channels [25].
In this Letter, we introduce a general framework for
the resource theory of quantum channels. We make use of
distance quantifiers of channels, which are defined based
on distance quantifiers of states, to construct resource
monotones of channels. Because the resource theories
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2of states and channels are highly related, we show how
the channel resource monotones bound its ability of ma-
nipulating state resources. Then we introduce channel
distillation and dilution, two fundamental tasks in an op-
erational channel resource theory. By focusing on the re-
source generation capability of channels, we show how the
asymptotic distillation and dilution rates are bounded by
the introduced resource monotones. Finally, we take co-
herence as an example to show the applicability of our
general results. We propose the relative entropy of chan-
nel coherence and show how it measures the ability of
coherence generation. We study channel distillation and
dilution with maximally incoherent operations and ob-
tain tight bounds for the asymptotic rates, concluding
that the theory is irreversible.
A general resource framework of channels.—We first
review the resource theory of states. Denote the Hilbert
space by H, quantum states by D(H), and quantum
channels by L(H). A state resource theory in a Hilbert
space H is defined as a tuple (Ω,Φ, µ). Here Ω ⊆ D(H)
is the set of free states; Φ ⊆ L(H) is the set of free
or resource-nongenerating (RNG) operations that pre-
serve free states, i.e., φ(ω) ∈ Ω,∀φ ∈ Φ,∀ω ∈ Ω; and
µ : D(H)→ R are resource measures that satisfy:
(S1) Nonnegativity: µ(ρ) ≥ 0 and µ(ω) = 0,∀ω ∈ Ω;
(S2) Monotonicity: µ(φ(ρ)) ≤ µ(ρ),∀ρ ∈ D(H),∀φ ∈ Φ.
When these two properties are satisfied, we called it
a resource monotone. Additional requirements of re-
source measures can be added for a specific resource the-
ory. One popular type of resource measure is based on
distance quantifiers D(ρ, σ), which satisfy nonnegativ-
ity (D(ρ, σ) ≥ 0 and D(ρ, σ) = 0 if ρ = σ) and data-
processing inequality (D(N (ρ),N (σ)) ≤ D(ρ, σ),∀N ∈
L(H)). Resource quantifiers are defined as the minimal
distance to the set of free states, µ(ρ) = minω∈ΩD(ρ, ω),
which satisfies (S1) and (S2).
Following a similar mathematical structure, a chan-
nel resource theory is also defined as a tuple (F ,O,R).
Free channels F are those quantum channels that do
not have any resource. Free super-operations O are a
subset of super-channels [65] that transforms free chan-
nels to free channels. Here super-channels transform a
quantum channel NA→B to another channel MC→D by
MC→D = WBE→D ◦ (NA→B ⊗ idE) ◦ VC→AE , where
superscripts denote input/output systems, id is the iden-
tity map, and W,V are also quantum channels. Channel
resource measures R : L(H)→ R map a quantum chan-
nel to a real number satisfying
(R1) Nonnegativity: R(N ) ≥ 0 and R(M) = 0,∀M ∈
F ;
(R2) Monotonicity: R(Λ(N )) ≤ R(N ),∀N ∈ L(H) and
∀Λ ∈ O.
We can construct channel resource monotones with dis-
tance quantifiers of channels as
R(N ) = min
M∈F
D(N ,M). (1)
Here, a distance quantifier of two channels D(N ,M)
is generally defined by maximizing a distance quan-
tifier of states over all input quantum states [62],
D(N ,M) = maxρAE∈D(HAE)D(NA ⊗ idE(ρAE),MA ⊗
idE(ρAE)), where A denotes the system of interest and
E is any ancillary system. Examples using this construc-
tion include the diamond norm [66, 67] and entropies of
quantum channels [61, 63, 64].
Our proposed framework is a natural mathematical ex-
tension of state resource theories, which can be used to
characterize general properties of quantum channels. A
channel resource theory can be independent of any state
resource, such as the quality of a quantum memory [51–
53]. However, in common scenarios quantum channels
are used to manipulate quantum states, and thus it is
natural to further extend our framework where the chan-
nel resource theory interacts with a state resource theory.
As some channels may generate more resource from in-
put states than others, we mainly focus on the resource
generation ability of channels. One can also consider gen-
eral manipulation abilities of channels, such as resource
detection [60], which we leave as future works.
Interplay with state resource theories.—Consider a
state resource theory S = (Ω,Φ, µ) with a tensor prod-
uct structure, i.e., φ ⊗ id ∈ Φ,∀φ ∈ Φ. To character-
ize the state resource generating power, we construct a
corresponding channel resource theory C = (F ,O,R).
As RNG channels cannot increase resource, we define
free channels F to be RNG channels of S. We de-
fine free super-operations O as those quantum super-
channels that only use free operations in Φ, i.e., Λ(N ) =
φ1 ◦ (N ⊗ id) ◦ φ2 for φ1, φ2 ∈ Φ. The motivation for
this configuration is that since free operations can be ap-
plied to manipulate states, they should also be allowed
in channel manipulation. Resource monotones can be
defined as Eq. (1) with F = RNG. Alternatively, we
introduce a generalized distance quantifier DΩ(N ,M) =
maxωAE∈ΩAE D(NA⊗ idE(ωAE),MA⊗ idE(ωAE)) with a
maximization only over free states. Although DΩ(N ,M)
may be increased under a general super-channel, it de-
fines legitimate channel resource monotones
RΩ(N ) = minM∈RNGDΩ(N ,M). (2)
As DΩ(N ,M) ≤ D(N ,M), we have RΩ(N ) ≤ R(N )
for the same distance quantifier D. One can further con-
sider an optimization over a general set of states that
satisfies certain properties, an interesting open direction
of defining general channel resource quantifiers.
BothRΩ(N ) andR(N ) can be regarded as minimizing
distances to free channels. Alternatively, we can also de-
fine channel resource monotones by considering the ma-
nipulation ability of channels with respect to the resource
of quantum states. Based on the intuition that a more
powerful channel can generate or boost more resource
3from input states, we define two channel monotones as
Rg(N ) = max
ωAE∈ΩAE
µ(NA ⊗ idE(ωAE)),
Rb(N ) = max
ρAE∈D(HAE)
(µ(NA ⊗ idE(ρAE))− µ(ρAE)) ,
(3)
where µ(ρ) = minω∈ΩD(ρ, ω). The resource generating
power Rg(N ) characterizes the maximal output resource
that can be generated from free input states, while the
resource boosting power Rb(N ) characterizes the max-
imal boosted resource between the output and input
states. Similar concepts have been studied in several
specific resource theories, including coherence [39, 40, 68–
71], thermodynamics [72], non-Gaussianity [54], and oth-
ers [25]. For a general resource theory, the resource gen-
erating/boosting power has been initially proposed by Li
et al. [42] with an optimization only over states of sys-
tem A. Different from Ref. [42], our definitions consider
an optimization with ancillae and more general distance
measures. We summarize the four types of channel re-
source monotones constructed above as follows and leave
the proof in Supplementary Materials.
Theorem 1. For any distance quantifier D(ρ, σ)
satisfying nonnegativity and data-processing inequal-
ity, R(N ),RΩ(N ),Rg(N ),Rb(N ) are channel resource
monotones satisfying (R1-2).
Interestingly, although R(N ) and RΩ(N ) are defined
with channel distance quantifiers, they are closely re-
lated to the state resource manipulation power Rg(N )
and Rb(N ).
Theorem 2. For a state resource theory S and its
corresponding channel resource theory C as constructed
above, we have Rg(N ) ≤ RΩ(N ). Furthermore, assum-
ing that D satisfies the triangle inequality, we also have
Rb(N ) ≤ R(N ).
The resource generating power Rg is upper bounded by
the generalized distance-based resource monotone RΩ.
For specific resource theories, such as coherence, the
equal sign can also be achieved as shown later in this
paper. Meanwhile, the resource boosting power Rb(N )
is also upper bounded by the distance-based monotone
R(N ) under certain assumptions. Our results show fun-
damental connections between the resource theories of
quantum channels and states, where the resource ma-
nipulation power is upper bounded by distance-based re-
source monotones, even without specifying the particu-
lar resource being studied. Next, we consider operational
tasks of channel distillation and dilution and show their
characterizations with the proposed resource monotones.
Channel distillation and dilution.— The key of an op-
erational resource theory is to study resource interconver-
sion, where standard operational tasks include resource
distillation and dilution. For a channel resource theory
C = (F ,O,R), we assume that there exists a set of op-
timal unit resource channels G which are defined from
physical considerations. Then a natural question is how
can we convert non-optimal channels to optimal ones and
vice versa. For a channel resource theory constructed
from a state resource theory, a natural definition of the
optimal unit resource channels are those that have maxi-
mal resource generating power, i.e. those quantum chan-
nels that can generate a maximal unit resource state from
certain free states. For example, the Hadamard gate has
the maximal resource generating power in the resource
theory of coherence. There also exists channel resource
theories that do not rely on state resources, including
quantum memory [51–53] and channel purity, in which
unitary channels are regarded as optimal resources. With
the definition of optimal unit resource channels, we define
asymptotic quantum channel distillation/dilution based
on two ways of using channels.
Definition 1. The parallel quantum channel distilla-
tion/dilution rate is defined as
Rdistill(N ) = lim
ε→0+
lim
n→∞max
{
R : ∃G ∈ G,Λ ∈ O,
‖Λ (N⊗n)− G⊗nR‖ ≤ ε}
Rdilute(N ) = lim
ε→0+
lim
n→∞min
{
R : ∃G ∈ G,Λ ∈ O,
‖Λ (G⊗nR)−N⊗n‖ ≤ ε},
(4)
Definition 2. The iterative quantum channel distilla-
tion/dilution rate is defined as
R˜distill(N ) = lim
ε→0+
lim
n→∞max
{
R : ∃G ∈ G,Λi ∈ O,
‖Λ1(N ) ◦ · · · ◦ Λn(N )− G⊗nR‖ ≤ ε
}
R˜dilute(N ) = lim
ε→0+
lim
n→∞min
{
R : ∃G ∈ G,Λi ∈ O,
‖Λ1(G) ◦ · · · ◦ ΛnR(G)−N⊗n‖ ≤ ε
}
.
(5)
Here ‖NA‖ = maxρAE∈D(HAE) Tr |NA ⊗ idE(ρAE)| de-
notes the diamond norm of channels. Note that the it-
erative protocols are stronger than the parallel ones as
the channels are used independently so that outputs of
channels can further be inputs of other channels. There-
fore we have Rdistill(N ) ≤ R˜distill(N ) ≤ R˜dilute(N ) ≤
Rdilute(N ). However, the distilled or diluted channels
after the iterative protocols can only be used in parallel,
as their input spaces are tensor producted. If we want to
obtain independent channels that can be used iteratively,
we can distill the channels one by one. Such a scenario
corresponds to one-shot channel distillation and dilution,
which will be considered in future works.
Next, we show how resource monotones are related to
the asymptotic distillation/dilution rate. For this pur-
pose, we introduce asymptotic resource measures, a uni-
versal set of channel resource measures which are useful
for characterizing asymptotic operational tasks. They
are defined as resource monotones that satisfy further
4requirements besides (R1-2), including:
(R3) Normalization: R(G) = 1 for all G ∈ G;
(R4) Additivity: R(N ⊗M) = R(N ) +R(M);
(R4′) Subadditivity: R(N ⊗M) ≤ R(N ) +R(M);
(R5) Continuity: |R(N ) − R(M)| ≤ O(f(ε) log d) with
limε→0+ f(ε) = 0, when ‖N −M‖ ≤ ε.
Here d denotes the dimension of the Hilbert space of the
outputs. We note that (R4′) is a weaker version of (R4).
The asymptotic resource measures play an important role
in parallel channel distillation/dilution.
Theorem 3. For any asymptotic resource measure
Rasymp(N ) satisfying (R1-5), we have
Rdistill(N ) ≤ Rasymp(N ) ≤ Rdilute(N ). (6)
It is in general hard to explicitly determine the dis-
tillation/dilution rate as well as constructing asymptotic
resource measures without specifying the resource struc-
ture. However, following the spirit of studying the re-
source generating power of quantum channels, we can
focus on the special case where the optimal unit resource
channel is uniquely defined to be the channel G?(ρ) = ρm,
which constantly outputs the maximal unit resource state
ρm and is the strongest channel for generating state re-
sources. This definition aligns with the intuition that
channels which generate more powerful resource states
are more resourceful. In this case, we are able to charac-
terise the distillation and dilution rates with the resource
generating/boosting power of channels in the general set-
ting, which can be applied to all channel resource theories
with a corresponding state resource. Assuming that the
state resource monotone µ satisfies similar requirements
as (R1-5), we show that the distillation rates can be ex-
plicitly determined.
Theorem 4. When G = {G?}, the parallel and iterative
channel distillation rates satisfy
Rg(N ) ≤Rdistill(N ) ≤ lim
n→∞
1
n
Rg
(N⊗n) ,
R˜distill(N ) ≤ Rb(N ),
(7)
where we assume that Rg satisfies (R3), (R5) and Rb
satisfies (R3). The equal sign Rg(N ) = Rdistill(N ) is
achieved if Rg also satisfies (R4’), and R˜distill(N ) =
Rb(N ) is achieved when the state resource theory is
asymptotically reversible.
Our results verify the intuition that the resource generat-
ing/boosting power quantifies how much resource a chan-
nel can generate/boost in the asymptotic operational set-
ting. Furthermore, they indicate a possible separation
between iterative and prallel protocols in the distillation
task, as Rb is generally larger than Rg. Meanwhile, we
find that the parallel and iterative dilution protocols are
actually equivalent, and lower bounded by Rb(N ).
Theorem 5. When G = {G?}, the parallel and iterative
channel dilution rates satisfy
Rdilute(N ) = R˜dilute(N ) ≥ Rb(N ), (8)
where we assume that Rb(N ) satisfies (R3) and (R5).
Note that the channel dilution protocol is closely re-
lated to channel simulation using state resource, which
has been studied for various resource theories [25]. In
general, one can also study other manipulation power of
channels, where different (maybe also nonequivalent) op-
timal resource channels can be considered for different
purposes. We leave the general case for future work as
this work aims to establish the basic resource framework
of channels and study its interplay with state resource
theories.
Following the quantification of the asymptotic rates,
a particular interesting property to study for an oper-
ational resource theory is the asymptotic reversibility,
which exists in both the resource theories of entangle-
ment and coherence [32, 73–75]. In the context of chan-
nel resource theory, asymptotic reversibility is defined
as Rdistill(N ) = Rdilute(N ) for all quantum channel
N . It is unclear whether a reversible channel resource
theory exists without specifying the resource structure.
When focusing on resource generation, our results indi-
cate that the channel resource theory is irreversible as
long as there exists a channel N such that Rb(N ) >
limn→∞ 1nRg (N⊗n). While our results contribute as a
first step, establishing the reversibility criteria for gen-
eral channel resource theories requires extensive study
on the asymptotic behavior of channel resource quanti-
fiers [75, 76]. In the following, we give an explicit ex-
ample in the context of quantum coherence. We show
that even though the state resource theory of coherence
is reversible, the corresponding channel resource theory
is not.
Coherence.—We first review the resource theory of co-
herence. For a fixed basis {|i〉}d−1i=0 in a d-dimensional
Hilbert space, free states or incoherent states are those
diagonal in the basis, i.e., I =
{
δ|δ = ∑d−1i=0 δi |i〉 〈i|}.
Meanwhile, maximal resource states are those with a
uniform superposition of basis states. For free opera-
tions, we consider the maximal set of operations, max-
imal incoherent operations (MIO) [1], which map inco-
herent states to incoherent states. Interestingly, the re-
source theory of coherence is asymptotically reversible
under MIO [32], characterized by the relative entropy
of coherence Cr(ρ) = minδ∈I S(ρ‖δ). Here S(ρ‖σ) =
Tr(ρ log ρ)− Tr(ρ log σ) is the quantum relative entropy.
Now we construct a channel resource theory of co-
herence to characterize the coherence generating power.
This has been partially done in several works [39, 40, 60,
68–71], whereas they did not treat channel coherence as
an operational resource. Following our resource frame-
work, we define free channels as resource non-generating
5channels, i.e., MIO. Free super-operations are a subset of
super-channels that transform a quantum channel into
another using MIO, N → M1 ◦ (N ⊗ id) ◦ M2 for all
M1,M2 ∈ MIO. Finally, following our general results,
we have four resource monotones
Cr(N ) = minM∈MIO maxρ∈D(HAE)S (N ⊗ id(ρ)‖M⊗ id(ρ)) ,
Cr,I(N ) = minM∈MIO maxδ∈IAE S (N ⊗ id(δ)‖M⊗ id(δ)) ,
Cr,g(N ) = max
δ∈IAE
Cr(N ⊗ id(δ)),
Cr,b(N ) = max
ρ∈D(HAE)
(Cr(N ⊗ id(ρ))− Cr(ρ)) .
To further study these four monotones, we utilize the
resource structure of coherence, including that it has a
resource destroying map [77]. Generalizing Theorem 2,
we show that the channel resource monotone Cr,I(N ) ac-
tually equals to the resource generating power Cr,g(N ),
Cr,I(N ) = Cr,g(N ). (9)
Furthermore, using the convexity of Cr we have
Cr,I(N ) = maxi Cr(N (|i〉 〈i|)), showing that Cr,I(N ) is
efficiently computable. This simplified expression allows
us to prove many useful properties and conclude that
Cr,I(N ) is actually an asymptotic resource measure sat-
isfying (R1-5). By definition, we have Cr,I(N ) ≤ Cr(N )
and Cr,g(N ) ≤ Cr,b(N ). However, as the relative entropy
violates the triangle inequality, we cannot decide the re-
lation between Cr(N ) and Cr,b(N ).
Considering channel distillation/dilution, we define op-
timal unit resource channels as G = {G?|G?(ρ) = Ψ2}
with the maximal coherent qubit state |Ψ2〉 = (|0〉 +
|1〉)/√2. As shown in Ref. [40], such a channel can sim-
ulate an arbitrary channel that outputs a qubit. De-
note the asymptotic parallel (iterative) channel coherence
distillation/dilution rate as Cdistill (C˜distill) and Cdilute
(C˜dilute), respectively. As an immediate consequence of
Theorem 3 and 4, it follows that Cdistill(N ) ≤ Cr,I(N ) ≤
Cdilute(N ) and C˜distill(N ) = Cr,b(N ). For parallel distil-
lation, we are also able to show that the equal sign is
achieved, due to the additivity of Cr,I(N ).
Corollary 1. The parallel and iterative asymptotic dis-
tillation rates of channel coherence are Cdistill(N ) =
Cr,I(N ) and C˜distill(N ) = Cr,b(N ), respectively.
Note that there exists quantum channel N such that
Cr,b(N ) > Cr,I(N ) (see Supplementary Materials for the
explicit example) and therefore Cdilute(N ) = C˜dilute(N ) ≥
C˜distill(N ) > Cdistill(N ), indicating the irreversibility of
the operational resource theory of channel coherence.
Corollary 2. The channel resource theory of coherence
is asymptotically irreversible.
For the dilution part, besides the lower bound given
in Theorem 5, we consider the (smooth) max entropy of
channel coherence,
Cεmax(N ) = min‖N−N ′‖≤ε log min
{
λ : ∃M ∈ MIO,
N ′ ≤ λM}, (10)
which is used to characterize one-shot channel simula-
tion using coherence [40]. We show that the asymptotic
dilution rate is equal to its regularized version.
Theorem 6. The asymptotic dilution rate of channel co-
herence equals to the regularized max entropy of channel
coherence,
Cdilute(N ) = C˜dilute(N ) = C∞max(N ), (11)
where C∞max(N ) = limε→0+ limn→∞ 1nCεmax(N⊗n).
Calculating the limit requires the development of a
channel-analogy of the generalized Quantum Stein’s
Lemma [78], which is beyond the scope of this paper and
is left as an important future work.
Discussion.—Our work introduces a general frame-
work for the resource theory of quantum channels and
study its interplay with the resource theory of states.
We also introduce the operational tasks of channel
distillation and dilution and study their characteri-
zations with channel resource measures. We consider
coherence as an example and find the channel resource
theory of coherence asymptotically irreversible. Fu-
ture works can extend our results to other quantum
resources that have specific resource structure. As
a higher level resource, channel resource theory can
focus on the manipulation power of state resources,
including coherence [39, 40], entanglement [47], discord,
magic [44, 45], and thermodynamics. More interestingly,
channel resources can be independent of state resources,
such as quantum memory [51–53] and channel purity.
Meanwhile, previous works have mainly focused on
certain properties of channels without considering
quantum channels as operational resources. Completing
the operational resource framework of channels requires
extensive future works, such as studying basic entropic
quantifiers of channels [61–64] and investigating channel
conversions [79]. We hope our work establishes the
basic framework and can inspire future works of channel
resource theories.
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6Note added.—Recently we became aware of a closely
related work by Zi-Wen Liu and Andreas Winter [80] who
independently propose a similar framework for channel
resource theories and further study the robustness mea-
sure and its role in resource erasure.
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Properties of Channel Resource Monotones
We prove that the four proposed channel resource quantifiers satisfy the properties of resource monotones. Here
Results 1-3 correspond to Theorem 1 in the main text.
Result 1. For any distance quantifier D(ρ, σ) satisfying nonnegativity and data-processing inequality, R(N ) is a
channel resource monotone.
Proof. Recall the definition
R(N ) = min
M∈F
D(N ,M) (12)
where D(N ,M) = maxρAE∈D(HAE)D(NA ⊗ idE(ρAE),MA ⊗ idE(ρAE)). From the nonnegativity of D(ρ, σ) and
Eq. (12) we know that R(N ) ≥ 0 while R(M) = 0 for all M∈ F . For the monotonicity requirement (R2), we have
R(N ) = min
M∈F
max
ρAE∈D(HAE)
D(NA ⊗ idE(ρAE),MA ⊗ idE(ρAE))
≥ min
M∈F
max
ρAE′E∈D(HAE′E)
D(NA ⊗ idE′ ⊗ idE(ρAE′E),MA ⊗ idE′ ⊗ idE(ρAE′E))
≥ min
M∈F
max
ρAE′E∈D(HAE′E)
D((NA ⊗ idE′) ◦ V ⊗ idE(ρAE′E), (MA ⊗ idE′) ◦ V ⊗ idE(ρAE′E))
≥ min
M∈F
max
ρAE′E∈D(HAE′E)
D(U ◦ (NA ⊗ idE′) ◦ V ⊗ idE(ρAE′E),U ◦ (MA ⊗ idE′) ◦ V ⊗ idE(ρAE′E))
≥ min
M∈F
max
ρAE′E∈D(HAE′E)
D(U ◦ (NA ⊗ idE′) ◦ V ⊗ idE(ρAE′E),MAE′ ⊗ idE(ρAE′E))
= R (U ◦ (N ⊗ id) ◦ V) .
(13)
Here, the second line appends another system E′ which by definition is less optimal than the original system AE.
The third line follows from the fact that choosing from the image of V ⊗ idE is less optimal than choosing from all
states. The fourth line follows from the data-processing inequality of D(ρ, σ). The fifth line follows from the fact that
U ◦ (MA ⊗ idE′) ◦ V ∈ F and we are optimizing over a larger set of F .
Result 2. For any distance quantifier D(ρ, σ) satisfying nonnegativity and data-processing inequality, RΩ(N ) is a
channel resource monotone.
8Proof. The nonnegativity (R1) follows similarly as above. For the monotonicity requirement, note that the definition
of free super-operations are Λ(N ) = φ1 ◦ (N ⊗ id) ◦ φ2 for φ1, φ2 ∈ Φ. Then,
RΩ(N ) = minM∈F maxωAE∈ΩAED(NA ⊗ idE(ωAE),MA ⊗ idE(ωAE))
≥ min
M∈F
max
ωAE′E∈ΩAE′E
D(NA ⊗ idE′ ⊗ idE(ωAE′E),MA ⊗ idE′ ⊗ idE(ωAE′E))
≥ min
M∈F
max
ωAE′E∈ΩAE′E
D((NA ⊗ idE′) ◦ φ1 ⊗ idE(ωAE′E), (MA ⊗ idE′) ◦ φ1 ⊗ idE(ωAE′E))
≥ min
M∈F
max
ωAE′E∈ΩAE′E
D(φ2 ◦ (NA ⊗ idE′) ◦ φ1 ⊗ idE(ωAE′E), φ2 ◦ (MA ⊗ idE′) ◦ φ1 ⊗ idE(ωAE′E))
≥ min
M∈F
max
ωAE′E∈ΩAE′E
D(φ2 ◦ (NA ⊗ idE′) ◦ φ1 ⊗ idE(ωAE′E),MAE′ ⊗ idE(ωAE′E))
= RΩ (φ2 ◦ (N ⊗ id) ◦ φ1) .
(14)
Here, similar as above, the second line appends another system E′ which by definition is less optimal than the original
system AE. The third line follows from the fact that choosing from the image of φ1⊗ idE is less optimal than choosing
from all free states. The fourth line follows from the data-processing inequality of D(ρ, σ). The fifth line follows from
the fact that φ2 ◦ (MA ⊗ idE′) ◦ φ1 ∈ F and we are optimizing over a larger set of F .
Result 3. For a state resource monotone µ satisfying (S1-2), the resource generating powers
Rg(N ) = max
ωAE∈ΩAE
µ(NA ⊗ idE(ωAE))
and
Rb(N ) = max
ρAE∈D(HAE)
(µ(NA ⊗ idE(ρAE))− µ(ρAE))
are channel resource monotones satisfying (R1-2).
Proof. We start with Rg(N ). Nonnegativity (R1) follows from the nonnegativity of µ. For M ∈ RNG, we have
M⊗ id(ω) ∈ Ω and thus Rg(M) = 0. For monotonicity (R2), we have
Rg(N ) = max
ωAE∈ΩAE
µ(NA ⊗ idE(ωAE))
≥ max
ωAE′E∈ΩAE′E
µ(NA ⊗ idE′ ⊗ idE(ωAE′E))
≥ max
ωAE′E∈ΩAE′E
µ((NA ⊗ idE′) ◦ φ1 ⊗ idE(ωAE′E))
≥ max
ωAE′E∈ΩAE′E
µ(φ2 ◦ (NA ⊗ idE′) ◦ φ1 ⊗ idE(ωAE′E))
= Rg(φ2 ◦ (N ⊗ id) ◦ φ1).
(15)
The above equation follows a similar logic as before. The second line follows by appending another ancillary system
which is less optimal. The third line follows from the fact that φ ⊗ id(ω) ∈ Ω. The fourth line follows from the
monotonicity of µ.
Now we consider Rb(N ). For any quantum channel N , we have
Rb(N ) = max
ρAE∈D(HAE)
(µ(NA ⊗ idE(ρAE))− µ(ρAE))
≥ max
ωAE∈ΩAE
(µ(NA ⊗ idE(ωAE))− µ(ωAE))
= Rg(N )
≥ 0.
(16)
On the other hand, for any M∈ RNG,
Rb(M) = max
ρAE∈D(HAE)
(µ(MA ⊗ idE(ρAE))− µ(ρAE))
≤ max
ρAE∈D(HAE)
(µ(ρAE)− µ(ρAE))
= 0,
(17)
9therefore Rb(M) = 0. For monotonicity (R2), we have
Rb(N ) = max
ρAE∈D(HAE)
(µ(NA ⊗ idE(ρAE))− µ(ρAE))
≥ max
ρAE′E∈D(HAE′E)
(µ(NA ⊗ idE′ ⊗ idE(ρAE′E))− µ(ρAE′E))
≥ max
ρAE′E∈D(HAE′E)
(µ((NA ⊗ idE′) ◦ φ1 ⊗ idE(ρAE′E))− µ(φ1 ⊗ idE(ρAE′E)))
≥ max
ρAE′E∈D(HAE′E)
(µ((NA ⊗ idE′) ◦ φ1 ⊗ idE(ρAE′E))− µ(ρAE′E))
≥ max
ρAE′E∈D(HAE′E)
(µ(φ2 ◦ (NA ⊗ idE′) ◦ φ1 ⊗ idE(ρAE′E))− µ(ρAE′E))
= Rb(φ2 ◦ (N ⊗ id) ◦ φ1).
(18)
Here, the second line follows by appending another ancillary system which is less optimal. The third line follows from
the fact that the image space of φ1 ⊗ idE is smaller than all states. The fourth and fifth line both uses monotonicity
of µ.
Interplay with State Resource Theories
We present the interplay between channel and state resource theories by showing the general relationship between
distance-based resource monotones and resource generating powers. Besides Results 4 and 5 which correspond to
Theorem 2 in the main text, we also present a lower bound of a different form of Rg(N ) in Remark 1.
Result 4. For a state resource theory S = (Ω,Φ, µ) and its corresponding channel resource theory C = (RNG,O,R)
as constructed in the main text, we have
Rg(N ) ≤ RΩ(N ). (19)
Proof. With the definition of RΩ(N ), we have
RΩ(N ) = minM∈RNG maxωAE∈ΩAED(NA ⊗ idE(ωAE),MA ⊗ idE(ωAE))
≥ min
M∈RNG
max
ωAE∈ΩAE
min
σ∈ΩAE
D(NA ⊗ idE(ωAE), σ)
= max
ωAE∈ΩAE
min
σ∈ΩAE
D(NA ⊗ idE(ωAE), σ)
= max
ωAE∈ΩAE
µ (NA ⊗ idE(ωAE))
= Rg(N ).
(20)
Here, the second line follows by adding an additional minimization, and the third line is because M does not appear
in the objective. The fourth line follows from the definition of µ.
Result 5. For a state resource theory S = (Ω,Φ, µ) and its corresponding channel resource theory C = (RNG,O,R),
when the distance quantifier of states D in the definition of µ satisfies the triangle inequality, we have
Rb(N ) ≤ R(N ).
Proof. For the distance quantifier D, we assume that it satisfies triangle inequality, which is D(ρ, σ) ≤ D(ρ, δ)+D(δ, σ)
for all states ρ, σ, δ. Then, it follows that
R(N ) = min
M∈RNG
max
ρAE∈D(HAE)
D(NA ⊗ idE(ρAE),MA ⊗ idE(ρAE))
≥ min
M∈RNG
max
ρAE∈D(HAE)
(D(NA ⊗ idE(ρAE), δ)−D(MA ⊗ idE(ρAE), δ))
≥ max
ρAE∈D(HAE)
min
M∈RNG
(D(NA ⊗ idE(ρAE), δ)−D(MA ⊗ idE(ρAE), δ)) .
(21)
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Here, the second line follows from triangle inequality and the third line follows from minimax theorem. Note that
Eq. (21) holds for any δ, and thus also holds for the choice
δ∗ = arg min
ω∈ΩAE
D(MA ⊗ idE(ρAE), ω).
Then,
R(N ) ≥ max
ρAE∈D(HAE)
min
M∈RNG
(D(NA ⊗ idE(ρAE), δ∗)−D(MA ⊗ idE(ρAE), δ∗))
= max
ρAE∈D(HAE)
min
M∈RNG
(D(NA ⊗ idE(ρAE), δ∗)− µ(MA ⊗ idE(ρAE)))
≥ max
ρAE∈D(HAE)
min
M∈RNG
(D(NA ⊗ idE(ρAE), δ∗)− µ(ρAE))
≥ max
ρAE∈D(HAE)
(
min
ω∈ΩAE
D(NA ⊗ idE(ρAE), ω)− µ(ρAE)
)
= max
ρAE∈D(HAE)
(µ(NA ⊗ idE(ρAE))− µ(ρAE))
= Rb(N ).
(22)
Here, the second line follows from the definition of µ. The third line follows from monotonicity of µ. The fourth line
replaces the minimization of M to a larger set (note that δ∗ ∈ ΩAE). The fifth line also follows from the definition
of µ.
Remark 1. We can also characterize Rg(N ) with the definition of resource destroying (RD) channels, which are
quantum channels that map any state to a free state. For a λ ∈ RD, we define µλ(ρ) = D(ρ, λ(ρ)), which may not be
a resource monotone as it can violate both requirements. We consider it to be a useful quantifier due to its closed-from
expression and µ(ρ) = minλ∈RD µλ(ρ) (Recall the definition µ(ρ) = minω∈ΩD(ρ, ω)). In particular, we can upper
bound RΩ(N ) as follows,
RΩ(N ) ≤ max
ωAE∈ΩAE
µλA(NA ⊗ idE(ωAE)), (23)
where µλA(NA⊗idE(ωAE)) = D(NA⊗idE(ωAE), λA(NA⊗idE(ωAE))). Note that here the resource destroying channel
λ only acts on system A. The proof is as follows:
Note that the channel E∗ = λA ◦ NA for any resource destroying channel λA is a resource non-generating channel.
Then we have
RΩ(N ) = minM∈RNG maxωAE∈ΩAED(NA ⊗ idE(ωAE),MA ⊗ idE(ωAE))
≤ max
ωAE∈ΩAE
D(NA ⊗ idE(ωAE), λA ◦ NA ⊗ idE(ωAE))
= max
ωAE∈ΩAE
D(NA ⊗ idE(ωAE), λA ◦ (NA ⊗ idE)(ωAE))
= max
ωAE∈ΩAE
µλA(NA ⊗ idE(ωAE)).
(24)
For resource theories with free states admitting a product structure, i.e., ωAE =
∑
i piωA,i ⊗ ωE,i,∀ωAE ∈ ΩAE, we
have
µλA(NA ⊗ idE(ωAE)) = µλ(NA ⊗ idE(ωAE)). (25)
Furthermore, when the state resource theory has a resource destroying channel λ that satisfies µ(ρ) = D(ρ, λ(ρ)), the
equal signs are achieved with Rg(N ) = RΩ(N ).
Channel Distillation and Dilution
We first prove the general relationship between parallel and iterative protocols (Lemma 1) and then study the
universal role of asymptotic resource measures in these tasks (Result 6, Theorem 3). Following an Assumption on
the optimal resource channels, we prove bounds on the distillation (Results 7 and 8, Theorem 4) and dilution rates
(Result 9, Theorem 5) using resource generating powers.
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FIG. 1. Different schemes for quantum channel distillation and dilution. (a)The parallel protocol, where quantum channels are
concatenated in parallel. (b)The iterative protocol, where quantum channels are manipulated sequentially.
Lemma 1. The iterative distillation/dilution protocol contains the parallel distillation/dilution protocol, that is,
Rdistill(N ) ≤ R˜distill(N ) ≤ R˜dilute(N ) ≤ Rdilute(N ).
Proof. We prove this Lemma by showing a simple construction. For an arbitrary parallel protocol in Fig. 1(a), we
construct the iterative protocol in Fig. 1(b). We require that the dimensions between M0,M1, · · · ,Mn are large
enough such that each quantum channel Ni can act on different subsystems. Now, we can choose M1, · · · ,Mn−1 to be
identity, and the result is the parallel protocol in Fig. 1(a). In other words, every parallel protocol is also an iterative
protocol, so by definition we have the inequalities.
Result 6. For any asymptotic resource measure Rasymp for a channel resource theory and for any quantum channel
N , we have
Rdistill(N ) ≤ Rasymp(N ) ≤ Rdilute(N ). (26)
Proof. For the left hand side, suppose we have a parallel distillation protocol such that for a large n,
‖φ1 ◦ (N⊗n ⊗ id) ◦ φ2 − G⊗nR‖ ≤ ε.
Then,
Rasymp(N ) = 1
n
Rasymp
(N⊗n)
≥ 1
n
Rasymp
(
φ1 ◦ (N⊗n ⊗ id) ◦ φ2
)
≥ 1
n
(Rasymp (G⊗nR)−O(nε))
= R−O(ε).
(27)
Here, the first line follows from additivity (R4). The second line follows from monotonicity (R2). The third line
follows from continuity (R5). Taking the limit of ε→ 0+ and n→∞, we have Rasymp(N ) ≥ R. Since this holds for
any distillation protocol, we conclude that Rdistill(N ) ≤ Rasymp(N ).
For the right hand side, suppose we have a parallel dilution protocol such that for a large n,
‖φ1 ◦ (G⊗nR ⊗ id) ◦ φ2 −N⊗n‖ ≤ ε.
Then,
Rasymp(N ) = 1
n
Rasymp
(N⊗n)
≤ 1
n
(Rasymp (φ1 ◦ (G⊗nR ⊗ id) ◦ φ2)+O(nε))
≤ 1
n
(Rasymp (G⊗nR)+O(nε))
= R+O(ε).
(28)
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Here, the first line follows from additivity (R4). The second line follows from continuity (R5). The third line follows
from monotonicity (R2). Taking the limit of ε→ 0+ and n→∞, we have Rasymp(N ) ≤ R. Since this holds for any
dilution protocol, we conclude that Rasymp(N ) ≤ Rdilute(N ).
Assumptions. In the following, we assume that the optimal resource channels G are uniquely defined to be the
constant channel, G = {G?}, where
G?(ρ) = ρm
is the channel that constantly outputs the maximal unit resource state ρm.
Properties of state resource measures. In analogy of the requirements for the asymptotic resource measures of
channels, we also give additional requirements for the state resource measure µ as well.
• (S3) Normalization: µ(ρm) = 1 for all maximal unit resource state ρm;
• (S4) Additivity: µ(ρ⊗ σ) = µ(ρ) + µ(σ);
• (S4’) Subadditivity: µ(ρ⊗ σ) ≤ µ(ρ) + µ(σ);
• (S5) Continuity: |µ(ρ)− µ(σ)| ≤ O(f(ε) log d) with limε→0+ f(ε) = 0, when ‖ρ− σ‖1 ≤ ε.
Here d denotes the dimension of the Hilbert space of the states. Now, we note the following properties for the
channel monotones Rg and Rb.
Lemma 2. Recall the definitions
Rg(N ) = max
ωAE∈ΩAE
µ(NA ⊗ idE(ωAE)),
Rb(N ) = max
ρAE∈D(HAE)
(µ(NA ⊗ idE(ρAE))− µ(ρAE)) ,
(29)
when µ is additive, we conclude that Rg and Rb is actually superadditive, i.e., Rg(N ⊗M) ≥ Rg(N ) + Rg(M),
Rb(N ⊗M) ≥ Rb(N ) +Rb(M) for all quantum channels N ,M.
Proof. We start with Rg(N ). For arbitrary quantum channels N ,M,
Rg(N ⊗M) = max
ωABE∈ΩABE
µ(NA ⊗MB ⊗ idE(ωABE))
≥ max
ωABEE′∈ΩABEE′
µ(NA ⊗MB ⊗ idE ⊗ idE′(ωABEE′))
≥ max
ωAE⊗δBE′∈ΩABEE′
µ(NA ⊗MB ⊗ idE ⊗ idE′(ωAE ⊗ δBE′))
= max
ωAE⊗δBE′∈ΩABEE′
µ (NA ⊗ idE(ωAE)⊗MB ⊗ idE′(δBE′))
= max
ωAE⊗δBE′∈ΩABEE′
(µ (NA ⊗ idE(ωAE)) + µ (MB ⊗ idE′(δBE′)))
= Rg(N ) +Rg(M).
(30)
Here the second line follows by appending an additional ancillary system, and the third line follows by only choosing
product states which is less optimal. The fifth line follows from the additivity of µ.
Similarly, for Rb(N ) we have
Rb(N ⊗M) = max
ρABE∈D(HABE)
(µ(NA ⊗MB ⊗ idE(ρABE))− µ(ρABE))
≥ max
ρABEE′∈D(HABEE′ )
(µ(NA ⊗MB ⊗ idE ⊗ idE′(ρABEE′))− µ(ρABEE′))
≥ max
ρAE⊗σBE′∈D(HABEE′ )
(µ(NA ⊗ idE(ρAE)⊗MB ⊗ idE′(ρBE′))− µ(ρAE ⊗ σBE′))
= max
ρAE⊗σBE′∈D(HABEE′ )
(µ(NA ⊗ idE(ρAE)) + µ(MB ⊗ idE′(ρBE′))− µ(ρAE)− µ(σBE′))
= Rb(N ) +Rb(M).
(31)
Here the second line follows by appending an additional ancillary system, the third line follows by only choosing
product states which is less optimal, and the fourth line follows from the additivity of µ.
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In the following, let
Rg(N ) = max
ωAE∈ΩAE
µd(NA ⊗ idE(ωAE)), (32)
where µd is the asymptotic distillation rate of the state resource theory.
Result 7. The parallel channel distillation rate is
Rg(N ) ≤ Rdistill(N ) ≤ lim
n→∞
1
n
Rg
(N⊗n) ,
when Rg satisfies (R3) and (R5). The equal sign is achieved if Rg also satisfies (R4’).
Proof. First we prove the lower bound Rdistill(N ) ≥ Rg(N ). Let R = Rg(N ), then ∃ω ∈ ΩAE such that
µd(N ⊗ id(ω)) = R.
Under the assumptions, we only need to construct a distillation protocol that generates G?. For a large n, we
construct an asymptotic distillation protocol φ1 ◦ (N⊗n ⊗ id) ◦ φ2 ≈ G⊗nR? . First of all, let φ2 be a quantum channel
that constantly outputs ω⊗n. The state before φ1 is σ⊗n where σ = N ⊗ id(ω). By the definition of µd, there exists
φ1 such that φ1 (σ
⊗n) ≈ ρ⊗nRm . The resulting channel φ1 ◦ (N⊗n ⊗ id)◦φ2 is close to G⊗nR? in terms of diamond norm.
By definition of channel distillation rate, we have Rdistill(N ) ≥ Rg(N ).
For the upper bound, suppose we have a parallel distillation protocol such that for a large n,
‖φ1 ◦ (N⊗n ⊗ id) ◦ φ2 − G⊗nR‖ ≤ ε.
Then,
1
n
Rg
(N⊗n) ≥ 1
n
Rg
(
φ1 ◦ (N⊗n ⊗ id) ◦ φ2
)
≥ 1
n
(Rg (G⊗nR)−O(nε))
= R−O(ε).
(33)
Here, the first line follows from monotonicity (R2). The second line follows from continuity (R5). Taking the limit
of ε→ 0+ and n→∞, we have limn→∞ 1nRg (N⊗n) ≥ R. Since this holds for any distillation protocol, we conclude
that limn→∞ 1nRg (N⊗n) ≥ Rdistill(N ).
When Rg is subadditive, we have 1nRg (N⊗n) ≤ Rg (N ), thus the equal signs are achieved.
Result 8. When Rb satisfies (R3) and µ satisfies (S3) and (S5), the iterative channel distillation rate is R˜distill(N ) ≤
Rb(N ). The equal sign is achieved when the state resource theory is asymptotically reversible and µ = µd is the
asymptotic distillation/dilution rate.
Proof. We first prove the general bound R˜distill(N ) ≤ Rb(N ). For a sufficiently large n, suppose there is a distillation
protocol such that
‖φn+1 ◦ (N ⊗ idn) ◦ φn ◦ (N ⊗ idn−1) ◦ · · · ◦ φ1 − G⊗nR‖ ≤ ε,
then ∃ω ∈ Ω such that
µ (φn+1 ◦ (N ⊗ idn) ◦ φn ◦ (N ⊗ idn−1) ◦ · · · ◦ φ1(ω)) ≥ n(R−O(ε)).
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Let ρ1 = φ1(ω) and ρn = φn ◦ (N ⊗ idn−1)(ρn−1). Then
n(R−O(ε)) ≤ µ(ρn+1)
=
n∑
k=1
µ(ρk+1)− µ(ρk)
=
n∑
k=1
µ (φk+1 ◦ (N ⊗ idk)(ρk))− µ(ρk)
≤
n∑
k=1
µ (N ⊗ idk(ρk))− µ(ρk)
≤
n∑
k=1
max
ρ∈D(HAE)
(µ(N ⊗ id(ρ))− µ(ρ))
= nRb(N ).
Here, the third line is by definition of ρk+1, the fourth line is by monotonicity of µ, and the fifth line follows by
choosing the optimal ρk. Taking the asymptotic limit, we have R˜distill(N ) ≤ Rb(N ).
When the state resource theory is asymptotically reversible, we can also prove a lower bound R˜distill(N ) ≥ Rb(N ),
by constructing a distillation protocol that achieves Rb(N ). The distillation protocol is described as follows.
1. For any input state, φ1 outputs a fixed free state ω
⊗t. Let σ = N (ω). Through t uses of N , we obtain the state
σ⊗t.
2. We distill the maximal resource state from σ⊗t with rate µd(σ) and obtain the state ρ
⊗tµd(σ)
m .
3. We dilute the maximal resource state ρ
⊗tµd(σ)
m to a state ρ⊗w where w = tµd(σ)µd(ρ) .
4. Through w usage of N , we obtain the state ρ˜⊗w where ρ˜ = N ⊗ id(ρ).
5. We distill ρ˜⊗w into ρ⊗wµd(ρ˜)m .
6. We dilute ρ
⊗wµd(ρ)
m into ρ⊗w, saving resource ρ
⊗w(µd(ρ˜)−µd(ρ))
m for output.
7. Repeat Step 4-6 for k times.
Overall, the resource distillation rate is kw(µd(ρ˜)−µd(ρ))kw+t → (µd(ρ˜)− µd(ρ)) as k →∞. Since the protocol holds for any
ρ, we can take the supremum of ρ and obtain distillation rate Rb(N ).
Result 9. For any channel resource theory satisfying the Assumption, we have Rdilute(N ) = R˜dilute(N ). Furthermore,
if Rb(N ) satisfies (R3) and (R5) and µ satisfies (S3) and (S4), we also have Rdilute(N ) = R˜dilute(N ) ≥ Rb(N ).
Proof. Under the assumptions, we can convert any dilution protocol to a protocol that only uses the resource channel
G? which outputs the maximal resource state from any input. As all parallel dilution protocols are contained in
iterative dilution protocols, we only need to show that any iterative dilution protocol can reduce to a parallel one.
Now, observe the following property of G?,
(G?A ⊗ idB) ◦ φAB(ρAB) = ρm ⊗ φ′B(ρB) = (idA ⊗ φ′B) ◦ (G?A ⊗ idB)(ρAB), (34)
which means that we can commute a quantum channel from before G? to afterwards. Consider an iterative dilution
protocol in Fig. 1(b), where we can commute G2 ◦M1 to M′1 ◦ G2. Then we combine M′1 with M2 and continue the
operation. In the end, we result in a protocol with no intermediate channels between the resource channels. We can
furthermore assume that these channels are used in parallel, since sequential concatenation is effectively useless. Thus
we have reduced a iterative dilution protocol to a parallel protocol. In conclusion, we have Rdilute(N ) = R˜dilute(N ).
Now we prove the lower bound. Since the two types of dilution protocol are equivalent, we only consider the parallel
protocol. Suppose there is a parallel dilution protocol such that for large n,
‖φ2 ◦
(G⊗nR? ⊗ id) ◦ φ1 −N⊗n‖ ≤ ε. (35)
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Then
Rb(N⊗n) ≤ Rb
(
φ2 ◦
(G⊗nR? ⊗ id) ◦ φ1)+O(εn),
= max
ρ
µ
((
φ2 ◦
(G⊗nR? ⊗ id) ◦ φ1)⊗ id(ρ))− µ(ρ) +O(εn),
= max
ρ
µ
((
φ2 ◦
(G⊗nR? ⊗ id)) (ρ′))− µ(ρ) +O(εn),
≤ max
ρ
µ
((G⊗nR? ⊗ id) (ρ′))− µ(ρ) +O(εn),
≤ max
ρ
nR+ µ(ρ′)− µ(ρ) +O(εn),
≤ max
ρ
nR+O(εn).
(36)
Here the first line is due to the continuity of Rb(N ); in the third line, we denote ρ′ = φ1 ⊗ id(ρ); the last three lines
are due to the monotonicity and additivity of µ.
Recall from Lemma 2 that the additivity of µ implies the superadditivity of Rb(N ), which gives us
Rb(N ) ≤ 1
n
Rb
(N⊗n) ≤ R+O(ε). (37)
Taking the asymptotic limit ε→ 0+ and n→∞, we obtain the lower bound.
Applications in the Resource Theory of Coherence
We present the applications of our results in the resource theory of coherence. We first study the properties of the
measures of channel coherence (Lemma 3). In the operational resource theory of channel coherence, we show that the
optimal resource channels can be relaxed to a larger set (Lemma 4). By applying our general results and using the
resource structure of coherence, we show that the distillation rates are exactly equal to the resource generating powers
(Result 10, Corollary 1), and then conclude that the channel resource theory of coherence is asymptotically irreversible
(Result 11, Corollary 2). Finally, we give an exact characterization of the dilution rate with the regularization of the
max entropy of channel coherence (Result 12, Theorem 6).
Lemma 3. Cr,I(N ) = Cr,g(N ) is an asymptotic resource measure satisfying (R1-5).
Proof. First of all, Cr,I(N ) = Cr,g(N ) follows from Result 4 and Remark 1.
Normalization (R3) follows from the normalization property of Cr(ρ). For additivity (R4), We denote the overall
space of incoherent states as I, where the space of incoherent states for the input system ofN ,M is I1, I2, respectively.
It follows from the definition that I1 ⊗ I2 ⊆ I. First we have
Cr,I(N ⊗M) = max
δ∈I
Cr(N ⊗M(δ))
≥ max
δ1⊗δ2∈I1⊗I2
Cr(N ⊗M(δ1 ⊗ δ2))
= max
δ1⊗δ2∈I1⊗I2
Cr(N (δ1)⊗M(δ2))
= Cr,I(N ) + Cr,I(M).
(38)
Here, the second line is from the fact that I1 ⊗ I2 ⊆ I, and the fourth line is from the additivity of Cr(ρ).
Next, notice that any incoherent state δ ∈ I can be expressed as δ = ∑i piδ1,i ⊗ δ2,i, where δ1,i ∈ I1 and δ2,i ∈ I2.
16
Then
Cr,I(N ⊗M) = max
δ∈I
Cr(N ⊗M(δ))
= max
δ=
∑
i piδ1,i⊗δ2,i
Cr(N ⊗M(δ))
= max
δ=
∑
i piδ1,i⊗δ2,i
Cr
(∑
i
piN (δ1,i)⊗M(δ2,i)
)
≤ max
δ=
∑
i piδ1,i⊗δ2,i
∑
i
piCr (N (δ1,i)⊗M(δ2,i))
≤ max
δ1⊗δ2
Cr (N (δ1)⊗M(δ2))
= Cr,I(N ) + Cr,I(M).
(39)
The fourth line is from the convexity of Cr(ρ), and the last line uses the additivity of Cr(ρ). From the above two
equations, we conclude that Cr,I(N ⊗M) = Cr,I(N ) + Cr,I(M).
For continuity (R5), since Cr,I(N ) = maxi Cr(N (|i〉 〈i|)), we can assume that Cr,I(N ) = Cr(N (|i〉 〈i|)) and
Cr,I(M) = Cr(M(|j〉 〈j|)). We further assume that Cr(N (|i〉 〈i|)) ≥ Cr(M(|j〉 〈j|)). Then
|Cr,I(N )− Cr,I(M)| = |Cr(N (|i〉 〈i|))− Cr(M(|j〉 〈j|))|
≤ |Cr(N (|i〉 〈i|))− Cr(M(|i〉 〈i|))|+ |Cr(M(|j〉 〈j|))− Cr(M(|i〉 〈i|))|
≤ 2|Cr(N (|i〉 〈i|))− Cr(M(|i〉 〈i|))|.
(40)
By definition of the diamond norm, we know that ‖N −M‖ ≤ ε implies ‖N (|i〉 〈i|) −M(|i〉 〈i|)‖1 ≤ ε. Using the
continuity of the relative entropy of coherence, the result is obtained, which is
|Cr,I(N )− Cr,I(M)| ≤ O(ε log d).
For the channel resource theory of coherence, we define the optimal resource channels as those who can generate
the maximal resource state from some free state, i.e.,
G = {G|∃δ ∈ I,G(δ) = Ψ2} .
The above definition is a generalization of the Assumption made in the previous Section. Below we show that they
are actually equivalent in the resource theory of coherence, therefore our general results still hold under this new
definition of the optimal resource channels.
Lemma 4. The set of optimal unit resource channels G = {G|∃δ ∈ I,G(δ) = Ψ2} is equivalent with the Assumption.
Proof. To prove that they are equivalent, we only need to show the following Conditions:
1. All channels in G are equivalent: ∀G1,G2 ∈ G, ∃φ1, φ2 ∈ Φ such that G2 = φ1 ◦ (G1 ⊗ id) ◦ φ2.
2. The channel G?(ρ) = ρm that constantly outputs the maximal unit resource state ρm belongs to G.
By definition, Condition 2 is satisfied, i.e., the constant channel G?(ρ) = Ψ2 belongs to G. For Condition 1, we
only need to show that every optimal unit resource channel is equivalent to the constant channel G?, that is, ∀G ∈ G,
there exists M1,M2,M3,M4 ∈ MIO such that
1. (a) M1 ◦ (G ⊗ id1) ◦M2 = G?;
2. (b) M3 ◦ (G? ⊗ id2) ◦M4 = G.
For the first part (a), suppose G(δ) = Ψ2, we set id1 to be one dimension, and set M2 = id and M1(·) = δ, which
simulates G?. For the second part (b), let M3(ρ) = σ ⊗ ρ for an arbitrary incoherent state σ, and at the input of
M4 we have the state Ψ2 ⊗ ρ. For M4, we invoke the channel simulation protocol [39, 40], which states that any
quantum channel can be implemented by a MIO using a resource state Ψd where d equals to the output dimension
of the channel, and we let M4 to be such a MIO. The overall protocol simulates G using G?. We also note that this
protocol holds for all quantum channels, not limited to the optimal channels G ∈ G.
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Result 10. The parallel and iterative asymptotic distillation rates of channel coherence are Cdistill(N ) = Cr,I(N ) and
C˜distill(N ) = Cr,b(N ), respectively.
Proof. These results are direct corollaries of Result 7 and Result 8, as Cr,I(N ) is an asymptotic channel resource
measure and the resource theory of coherence is reversible under MIO.
Result 11. The channel resource theory of coherence is irreversible.
Proof. From Result 9 we know that Cdilute(N ) ≥ Cr,b(N ). Since Cr,b(N ) is in general greater than Cr,I(N ) as verified
by our numerical simulation, the conclusion is obtained. For example, considering the unitary channel U(ρ) = UρU†
with U = e−iσy∗pi/10, we have Cr,I(U) = 0.4545 and Cr,b(U) ≥ 0.5684. Here σy is the Pauli-Y matrix. We plot the
calculation in Fig. 2.
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FIG. 2. Numerical calculation for the channel coherence of U(ρ) = UρU† with U = e−iθσy . The result for Cr,I(U) is accurate
due to its simplified expression obtained in Lemma 3, while the result for Cr,b(U) is only a lower bound.
Result 12. The asymptotic dilution rate of channel coherence equals to the regularized max entropy of channel
coherence, Cdilute(N ) = C˜dilute(N ) = C∞max(N ), where
C∞max(N ) = lim
ε→0+
lim
n→∞
1
n
Cεmax(N⊗n). (41)
Proof. The proof follows the same spirit as Lemma 4. We show that a simulation protocol can be converted to a
(parallel) dilution protocol, and vice versa. For any channel simulation protocol
M(ψk, ·) ≈ N (·),
there is a corresponding dilution protocol
M◦ (Gk ⊗ id1)⊗ id2 ≈ N ,
which puts input states to the input of id1. This shows that Csim(N ) ≥ Cdilute(N ). Conversely, for any dilution
protocol
M2 ◦ (Gk ⊗ id) ◦M1 ≈ N ,
observe that for any input state ρ, the state before M2 is ψk ⊗ ρ′ where ρ′ is a subsystem of M1(ρ). Since the
concatenation of M1, partial trace, and M2 is also a MIO, this protocol is also a simulation protocol, which means
that Csim(N ) ≤ Cdilute(N ). As the asymptotic channel simulation rate equals to the regularized max-entropy of
channel coherence [40], the result is obtained.
