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New Machine Learning Methods For Genomics And Metagenomics Applications 
Abstract 
Modern machine learning methods have been widely applied in genomics and metagenomics data 
analysis. This dissertation develops two new machine learning methods for modeling censored survival 
data and a deep learning method for predicting biosynthetic gene clusters in bacterial genomes. Analysis 
of censored survival data using high dimensional genomics data plays important roles in modern 
biomedical and clinical research. While lots of research has been done in modeling survival data using 
proportional hazards models or modeling survival probabilities, these methods heavily rely on the 
proportional hazards assumption. This dissertation focuses on methods for modeling mean survival time 
and restricted mean survival time. Methods for mean survival time regression are very limited, especially 
in high dimensional settings. Two new methods for modeling the mean survival time are proposed and 
developed, including methods for statistical inference of high dimensional Tobit models under random 
censoring and fixed censoring setting, and methods for estimation and inference of the heterogenous 
restricted mean survival time (RMST) using random forests. We have shown through extensive 
simulations and analysis of several real data sets that our proposed methods performed better than 
existing methods in estimating and predicting restricted mean survival time. 
The second part of this dissertation presents a deep learning method, DeepMBGC, for predicting 
biosynthetic gene clusters (BGCs) based on sequencing data of known bacterial genomes. Biosynthetic 
gene clusters (BGCs) in bacterial genomes code for important small molecules and secondary 
metabolites. Based on the current validated BGCs, protein domains (Pfam) similarlity network and protain 
domain functions, we develop a deep learning method for predicting BGCs and their types (DeepMBGC). 
DeepMBGC is the first model that affectively incoproate the Pfam domain biological function information, 
Pfam domain clan information, and Pfam domain similarity networks from EMBL database in BGC 
predictions. DeepMBGC utilizes the long short-term memory (LSTM) RNN architecture for sequence 
structure, CNN architecture for Pfam function encoding, and incorporates a novel method of data 
augmentation in order to overcome the limited number of true BGC cases. In addition, DeepMBGC can 
also be used to predict the BGC classes. We show that DeepMBGC leads to reduced false positive rates in 
BGC identification and an improved ability to extrapolate and identify novel BGCs compared to existing 
machine learning methods. Specifically, DeepMBGC has a higher F1-scores in both Pfam domain level 
and BGC level classification. We apply DeepMBGC to 5666 RefSeq bacterial genomes and predict a total 
of 161,026 BGCs with an average of 28.4 BGCs in each genome. We summarize all the predicted BGCs, 
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ABSTRACT




Modern machine learning methods have been widely applied in genomics and metagenomics
data analysis. This dissertation develops two new machine learning methods for modeling
censored survival data and a deep learning method for predicting biosynthetic gene clusters
in bacterial genomes. Analysis of censored survival data using high dimensional genomics
data plays important roles in modern biomedical and clinical research. While lots of research
has been done in modeling survival data using proportional hazards models or modeling
survival probabilities, these methods heavily rely on the proportional hazards assumption.
This dissertation focuses on methods for modeling mean survival time and restricted mean
survival time. Methods for mean survival time regression are very limited, especially in high
dimensional settings. Two new methods for modeling the mean survival time are proposed
and developed, including methods for statistical inference of high dimensional Tobit mod-
els under random censoring and fixed censoring setting, and methods for estimation and
inference of the heterogenous restricted mean survival time (RMST) using random forests.
We have shown through extensive simulations and analysis of several real data sets that
our proposed methods performed better than existing methods in estimating and predicting
restricted mean survival time.
The second part of this dissertation presents a deep learning method, DeepMBGC, for
predicting biosynthetic gene clusters (BGCs) based on sequencing data of known bacterial
genomes. Biosynthetic gene clusters (BGCs) in bacterial genomes code for important small
molecules and secondary metabolites. Based on the current validated BGCs, protein do-
iv
mains (Pfam) similarlity network and protain domain functions, we develop a deep learning
method for predicting BGCs and their types (DeepMBGC). DeepMBGC is the first model
that affectively incoproate the Pfam domain biological function information, Pfam domain
clan information, and Pfam domain similarity networks from EMBL database in BGC pre-
dictions. DeepMBGC utilizes the long short-term memory (LSTM) RNN architecture for
sequence structure, CNN architecture for Pfam function encoding, and incorporates a novel
method of data augmentation in order to overcome the limited number of true BGC cases.
In addition, DeepMBGC can also be used to predict the BGC classes. We show that DeepM-
BGC leads to reduced false positive rates in BGC identification and an improved ability
to extrapolate and identify novel BGCs compared to existing machine learning methods.
Specifically, DeepMBGC has a higher F1-scores in both Pfam domain level and BGC level
classification. We apply DeepMBGC to 5666 RefSeq bacterial genomes and predict a total
of 161,026 BGCs with an average of 28.4 BGCs in each genome. We summarize all the
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CHAPTER 1 : Inference of High-dimensional Tobit Models Under Random
Censoring
1.1. Introduction
This chapter considers high dimensional regression with both fixed and random censoring.
Specfically, let Ti be the time to event (survival time) for the i-th individual, and Xi =
(Xi1, ..., Xip)
′ be the corresponding p-dimensional covariate vector with p close to the sample
size n or even p >> n. We assume that the survival time is associated with the baseline
covariates via the following linear regression model
Ti = X
′
iβ0 + εi (1.1)
where εi are i.i.d. from N(0, σ
2
ε ), and β0 is the unknown true parameter and the first
component of β0 is the intercept term. This model provides an attractive alternative to
the Cox Model, particularly if one is interested in modeling the functional relationship
between (restricted) survival-time and the covariable vector X rather than modelling the
conditional survival and hazard functions (Stute, 1999). At this juncture, it is useful to
make the distinction between 2 types of right censoring: fixed censoring (denoted by Li for
subject i) and random censoring(denoted by Ci for subject i). Fixed censoring times are
known for a subject at the time follow-up begins (Rodriguez, 2007; Gong and Schaubel,
2018). For example, in a clinical trial in which each subject is prospectively followed for
5 years, Li = L = 5 years for all i. As another example, consider an observational study
(eg, using registry data) spanning a 5-year period, with staggered entry and follow-up for
all subjects ending at the end of the 5-year period. In this case, Li would not be equal
for all i but would be known for each subject at the date of study entry. For instance,
Li = 3 years for a patient who enters the study 2 years into the observation period. In
contrast to fixed censoring, a random censoring time is not known at the time of study
entry. Examples include a patient’s voluntary withdrawal from the study or random loss to
1
follow-up. While sometime people consider to merge fixed censoring and random censoring
to min{Li, Ci}, the distinction between fixed and random censoring is important for the
methods proposed in this chapter. One example for the difference between fixed censoring
and random censoring is that we can observe both (Ti, Li) if Ti < Li, but we can not observe
both (Ti, Ci) even if Ti < Ci. This motivates us that we should not regard fixed censoring as
a part of random censoring. One way to handle fixed censoring is through the application
of Tobit regression. Each subject may have different Li, because usually subjects enter to
the study in different times but with the same end of the study. If we align subjects by
their entry time, then Li is the time from entry of subject i to the end of study. In the
simple case when there is no random censoring and assume Li = L for all i for simplicity,
we have the standard (Type I) Tobit model (Amemiya, 1985):
TLi = Ti ∧ L, Ti = X ′iβ0 + εi, εi ∼ N(0, σ2ε ) (1.2)
Tobin (1958) first proposed the model with a nonnegative constraint on the response vari-
able, which is known as the Tobit-I model. Amemiya (1973) proposed a maximum likelihood
estimator where a data transformation model is considered, and asymptotic normality of
estimator was proved. Powell (1984) introduced a least absolute deviation (LAD) estimator
for the Tobit model. However, these classical methods for estimation and inference of the
Tobit models only work when the dimension of covariates is fixed and of low dimension
relative to the sample size. In modern clinical studies, it is common that the number of
covariates p can be high dimensional as compared to sample size n.
If L = ∞, the Tobit model (1.2) reduces to the standard high dimensional linear model.
There has been an extensive literature on estimation and inference of high-dimensional
linear model (1.1) (Tibshirani, 1996; Bickel et al., 2009; Bunea et al., 2007; Candes and
Tao, 2013; Greenshtein and Ritov, 2008; Meinshausen and Yu, 2009; Negahban et al., 2010).
For statistical inference, Zhang and Zhang (2014) and Van De Geer et al. (2014) developed
methods for correcting the bias of high-dimensional regularized estimators by projecting
2
its residuals to a direction close to that of the efficient score. However, there is limited
literature on estimating the Tobit model in high dimensional setting. For inference in high-
dimensional Tobit model (1.2), Müller and van de Geer (2016) developed a non-asymptotic
error rate of Powell’s estimator, but they did not provide methods of statistical inference.
Bradic and Guo (2016) developed a smoothed estimating equation approach to perform the
statistical inference.
Besides fixed censoring, random censoring due to loss of follow-up or other competing events
is also often observed when we are interested in studying time to event outcome. Suppose
that the response Ti may be right censored by a competing observation Ci. Let F and G
be the distribution functions of survival time T and censoring time C. We consider a study
where subject i is prospectively followed up to the first event among death Ti, censorship Ci,
and the end of study Li. Denote the restricted observation time as Z
Li
i = Ti ∧Li ∧Ci with
corresponding indicator δLii = 1{(Ti ∧ Li) ≤ Ci} = 1{(Ti ∧ Li) ≤ (Ci ∧ Li)}. Given i.i.d.
samples{(Xi, ZLii , δ
Li
i )}ni=1, where {Li}ni=1 are known, we consider the problem of estimation
and inference for β0 in Model (1.1) in high-dimensional setting, allowing p >> n.
The standard MLE estimation for the Tobit model is generally not applicable when the
response is also subject to random right censoring. Gong and Schaubel (2018) developed a
computational method for estimation of Tobit model with random censoring. However, no
asymptotic-normality of estimator was provided. In addition, their method only works in
fixed and low-dimensional settings. This chapter considers high dimensional Tobit regres-
sion for data with both fixed and random censoring. Under the proposed approach, fixed
censoring is handled naturally through the Tobit model, with Kaplan-Meier weights (Stute,
1993, 1996, 1999) used to overcome random censoring. Essentially, the re-weighting data
are intended to represent those that would have been observed in the absence of random
censoring. For models with both fixed and random censoring, we develop debiased estimates
of the regression cofficients, which lead to theoretically-guaranteed confidence intervals of
the regression parameters. The proposed methods are easily implementable using standard
3
software.
For technical reasons, we split the samples so that the initial estimation step and the
bias correction step are conducted on separate and independent datasets. Without loss of
generality, we assume there are 2n samples, divided into two subsets D1 and D2, each with
n independent samples. The initial estimator β̂ is obtained from D1. In the following,
we construct a nearly unbiased estimator β̆ based on β̂ and the samples from D2, using
the generalized low-dimensional projection (LDP) approach. Throughout this section, the
samples (Xi, T
L




i ), i = 1, ..., n
for case with random censoring are from D2, which is independent of β̂. We do not perform
the data splitting in simulations. The simulation results show that we can achieve the
nominal coverage probability without data splitting.
1.2. Estimation and Inference of Tobit Models without Random Censoring
We first consider the case when there is no random censoring and assume Li = L for all
i. Let {(Xi, TLi )}ni=1 be the i.i.d. observed data, where TLi = Ti ∧ L. We then have the
standard (Type I) Tobit model (1.2) (Amemiya, 1985).
Our construction of a debiased estimator built upon a regularized estimator. For high-
dimensional Tobit regression, a robust estimator from penalized estimation with l1 loss is
CLAD estimator (Müller and van de Geer, 2016; Bradic and Guo, 2016)




|TLi −X ′iβ ∧ L|+ λ||β||1}. (1.3)
β̂ is the minimizer of a penalized absolute distance. Müller and van de Geer (2016) showed
that, under some standard assumptions, high-dimensional estimation error bounds for β̂
under the l1 norm can be obtained by choosing λ 
√
log p/n. We assume σε is known. In
4









The error bound of σ̂ is established in Lemma 17.
1.2.1. Debiased estimatior for High Dimensional Tobit Model
A well-known problem of statistical inference for lasso-type estimators is the fact that they
do not have a tractable limiting distribution (Van De Geer et al., 2014). Even in the low-
dimensional setting, it depends on the unknown parameter (Knight and Fu, 2000) and the
convergence to the limit is not uniform. We propose a debiased estimator β̆ in order to




E[TLi |Xi] = (1− Φ(αi))X ′iβ0 + LΦ(αi)− σεφ(αi) (1.4)
Define ξi = T
L
i −E[TLi |Xi]. Moving last two terms in the right side to left side, we end up
with
TLi − LΦ(αi) + σεφ(αi) = (1− Φ(αi))X ′iβ0 + ξi, (1.5)
equation (1.5) shows that TLi − LΦ(αi) + σεφ(αi) has the linear coefficient β0 with respect
to (1 − Φ(αi))Xi. This form can be regarded as an imputation step to recover the linear
relationship from fixed censored dependent variables. However, αi depends on the unknown
true parameter β0. One way to make terms in equation (1.5) feasible is to approximate
both sides by penalized estimator β̂ from equation (1.3). Define α̂i = (X
′
iβ̂ − L)/σε and
ζ(x) = xΦ(x) + φ(x) with ζ̇(x) = Φ(x). Then re-arrangement leads equation (1.5) to




X ′iβ0 + ξi − σε
(






i − Φ(α̂i)L+ φ(α̂i)σε,
Rei = −σε
(




Ei = Rei + ξi.
Then the above equation can be compactly written as
T̂i = (D̂iiXi)
′β0 + Ei, (1.6)
where D̂ is a diagonal matrix with D̂ii = (1 − Φ(α̂i)), and Ei = Rei + ξi is the term
containing approximation error and mean zero error.
Under equation (1.6), we can treat T̂i on the left-hand side as the new response variable,
whereas D̂iiXi as the new covariates and Ei as the noise. Consequently, β0 can be considered
as the regression coefficient of this approximate linear model.
The debiased estimator, or, the generalized LDP estimator β̆ is defined as




where Θ̂′ is an penalized-estimator for inverse of Σ̂, with Σ̂ = X′D̂2X/n. Θ̂ is computed
from nodewise regression. This type of nodewise regression has been studied in Section 3.3
in Van De Geer et al. (2014).
Θ̂ =

1 −γ̂2,1 −γ̂3,1 · · · −γ̂p−1,1
−γ̂1,1 1 −γ̂3,2 · · · −γ̂p−1,2


















γ̂j = arg min(
||D̂Xj − D̂X−jγ||22
n
+ 2λj ||γ||1), τ̂2j =
(D̂Xj − D̂X−j γ̂j)′D̂Xj
n
The construction of β̆ is derived from the Karush-Kuhn-Tucker characterization of the
lasso (Van De Geer et al., 2014) for approximate linear form in equation (1.6) with initial
estimator β̂. The algorithm for computing debiased estimator is given in Algorithm 1.
Algorithm 1: Computing debiased β̆ without random censoring
Data: D = {(Xi, TLi )} for i = 1, ..., n,
Result: Debiased estimator β̆
1 Split D into D1, D2;
2 Derive initial estimator β̂, σ̂ from equation (1.3) under D1;
3 Compute T̂ by equation (1.6) with D2 and β̂;
4 Get precision matrix estimator Θ̂ by equation (1.8) with specification in Table 1 from
(Zhang and Zhang, 2014) under D2 ;
5 Compute β̆ from equation (1.7);
1.2.2. Theoretical Result
We now turn to the analysis of the properties of the β̆ defined in equation (1.7). For
the presentation of our analysis of β̆, we start with the following decomposition form for
√
n(β̆j − β0j) by plugging equation (1.6) into equation (1.7).
√











We will show that the leading term in right hand side is asymptotically normal, and second
and third terms will vanish. The convergence rate required for initial estimator β̂ is pre-
sented in Lemma 1 proved by Müller and van de Geer (2016) under following Assumptions
1, 2, 3, 4, 5.
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Assumption 1 (Design condition). Xi are i.i.d. random variables with E[X
2
ij ] = 1 for all
i. There exists a bounded constant KX such that |X|∞ ≤ KX . ||Xβ0||∞ = O(1). And
P (Xβ0 < L) ≥ τ > 0.
This assumption implies Xi are subgaussian random variable. It also appears in Theorem
3.3 Van De Geer et al. (2014).
Assumption 2 (Unique solution condition). arg minβ E[|TLi − X ′iβ ∧ L|Xi] is uniquely
defined for all Xi.
Assumption 3 (Parameter condition). Let the parameter space B satisfies ||β||∞ ≤ βmax <
∞, and |X ′i(β − β0)| ≤ K0 for some non-negative constant K0 for all i = 1, ..., n.
The assumption implies ||β0||∞ < βmax <∞, and |X ′β∧L−X ′β0∧L| ≤ |X ′(β−β0)| ≤ K0
for any L, which is condition 2 in Müller and van de Geer (2016).
Assumption 4 (Censoring condition). There exists some constant C2 > 0 such that for all
β satisfying ||(β − β0)Scβ0 ||1 ≤ 3||(β − β0)Sβ0 ||1 it holds that
||X ′β ∧ L−X ′β0 ∧ L||22 ≥ C2||X ′(β − β0)||22
Assumption 5 (Restricted Eigenvalue condition). The compatibility condition is satisfied
for the set Sβ0 if for some φ0 > 0 and all β satisfying ||(β − β0)Scβ0 ||1 ≤ 3||(β − β0)Sβ0 ||1 it
holds that
||(β − β0)Sβ0 ||
2
2 ≤ (β − β0)′E[XX ′](β − β0)
1
φ20
This assumption implies compatibility condition used in Müller and van de Geer (2016).
Multiply both side by s0, and using s0||(β − β0)Sβ0 ||
2
2 ≥ ||(β − β0)Sβ0 ||
2
1, we can recover the
compatibility condition.
Lemma 1 (Theorem 1 of Müller and van de Geer (2016)). Under Assumption.1, 2, 3, 4,
5,






To show the asymptotic normality of the debiased estimate, we need several additional
assumptions. Assumptions 6, 7, 8 are widely used in debiased procedures (Van De Geer
et al., 2014; Zhang and Zhang, 2014).
Let D = diag(1− Φ(α1), ..., 1− Φ(αn)) be under β0 and σε. Let
Σ = E[(1− Φ(α))2XX ′]
with its inverse Θ = Σ−1. Let sj = |{k 6= j : Θj,k 6= 0}| be j-th row sparsity. For






and error by ηj := (1 − Φ(α))(Xj − X−jγj) with variance τ2j = E[||ηj ||22/n]. ηj is j-th
column of DXΘ, and let η̂j be j-th column of D̂XΘ̂.
Assumption 6 (Strongly bounded condition). maxj ||γj ||1 = O(1)
This assumption, joint with assumption 1, implies maxj ||X−jγj ||∞ = O(1).
Assumption 7 (η condition). maxj E[η
4
1,j ] = O(1)
Assumption 8 (Covariance matrix condition). For some positive constant M , M−1 ≤
λmin(Σ) ≤ λmax(Σ) ≤M
Assumption 9 (Sparsity Condition). Sparsity of β0 and sparsity of rows of precision matrix




We then obtain the following main result for high dimensional Tobit Model.
Theorem 1. Suppose Assumption.1, 2, 3, 4, 5, 6, 7, 8, 9 hold. Let the CLAD penalty level
λ 
√
log p/n, and the nodewise regression penalty λj 
√
log p/n for all j = 1, ..., p. Then
√































ψ̂ = (D̂X)′diag(ξ̂), ξ̂ = T̂− D̂Xβ̂,
and z0.025 is 0.975 quantile of standard normal.
1.3. Estimation and Inference of Tobit Models with Random Censoring




i , Li) be the i.i.d. observed
data. Recall that ZLii = Ti ∧Li ∧Ci, δ
Li
i = 1{(Ti ∧ Li) ≤ (Ci ∧ Li)}. To adjust the random
censoring Ci , we use Kaplan-Meier weights introduced in Stute (1993), which is applied
widely in high dimensional censored regression literitures (Huang et al., 2006; Jian et al.,
2007; Chai, 2014).
Consider data (Xi, δi, Zi) without fixed censoring. Let F̂n be the Kaplan-Meier estimator
of distribution function F of T . Then F̂n can be written as F̂n(y) =
∑n
i=1 ωni1{Z(i) ≤ y},











n− j + 1
)δ(j)
The {ωni}ni=1 are called the Kaplan-Meier weights. Here Z(1) ≤ ... ≤ Z(n) are the or-
der statistics, with associated censoring indicators δ(1), ..., δ(n) and covariates X(1), ..., X(n).





ωni(Y(i) − β0 −X ′iβ)2.
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Under reasonable conditions, Stute (1993, 1996) proved that (β̂0, β̂) is
√
n consistent and
asymptotically normal in low dimensional setting.
1.3.1. Debiased estimatior for High Dimensional Tobit Model with random censoring
Let L = min{Li} be the earliest fixed censoring time. Without loss of generality, assume
that the samples are sorted according to ZLi , which is simply Z
Li
i ∧ L. The Kaplan-Meier











n− j + 1
)δLj
Remark 1. We choose the smallest L instead of {Li}ni=1 because the meaning of ωi is the
jump of Kaplan-Meier estimator for a specific distribution. If we choose to use L, then ωi
corresponds to the jumps of estimator of distribution of T ∧L. However, if we use different
Li for different ωi, then it is not clear what is the underlying distribution related to the
weights. So the result may be misleading. See Section 1.4.4 for simulation results if we use
Kaplan-Meier weights from {Li}ni=1 directly.
Based on Kaplan-Meier weights {ωi}ni=1, we obtain a robust estimator from weighted and
penalized estimation with l1 loss
β̂ = arg min{
n∑
i=1
wi|ZLi −X ′iβ ∧ L|+ λ||β||1} (1.10)
We define the debiased estimator, by the similar reasoning in Section 1.2, as
β̆ = β̂ + Θ̂′X′D̂′W(Ẑ− D̂Xβ̂) (1.11)
where Θ̂ is an lasso estimator of Σ̂−1 with Σ̂ = X′D̂′WD̂X, Ẑi = Z
L
i − Φ(α̂i)L+ φ(α̂i)σε
(see equation (1.6)), and W = diag(w1, ..., wn). Θ̂ is from nodewise regression (Zhang
and Zhang, 2014). One difference between equation (1.7) and equation (1.11) is the W
11
matrix. This matrix appears in the same way in low dimensional linear regression with
censoring. The OLS estimator for linear coefficients under random censoring is represented
as (X′WX)−1X′WZ (Stute, 1996).










We now turn to the analysis of the properties of the β̆ defined in equation (1.11). Similar














where ξ and Re are same as in equation (1.9). Recall that if δLi = 0, ωi = 0. Hence we can
replace Ẑ in equation (1.11) by T̂ and obtain equation (1.12) by plugging equation (1.6)
into equation (1.11). We will show the the leading term in right hand side is asymptotically
normal, and second and third terms will vanish.
Assumption 10 (Sparsity Condition). Sparsity of β0 and sparsity of rows of precision




Assumption 11. P (T ≤ C|T,X) = P (T ≤ C|T )
This assumption is essential for Kaplan-Meier weights to work. When C is independent to
X, the assumption holds.
Let FL(x, z) denote the joint distribution of covariates and observed time restricted to L.
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H11(x, t) = P (Xi ≤ x, ZLi ≤ t, δLi = 1)
H0(t) = P (ZLi ≤ t, δLi = 0)
(1.13)
where ϕ(X,ZL) is similar to the usual estimating equation with respect to approximate
linear model in equation (1.6) except that we replace unobserved TL by observed ZL. The
other two are sub-distribution functions.



















Based on equation (1.14), we finally define
ψj(X,Z
L, δL) = ϕj(X,Z
L)γ0(Z
L)δL + [γ1(Z
L)]j(1− δL)− [γ2(ZL)]j (1.15)
Assumption 12. E[ϕ2j (x, z)γ
2
0(z)δ]
2 < ∞, and
∫
[|ϕ2j (x, z)|C1/2(z)dFL(x, z) < ∞ for any







As pointed in Stute (1996), the first one is a second moment condition which guarantees
the existence of the variance of weighted sum of ϕj . The second one is a first moment
condition, which controls the bias of weighted sum of ϕj . Assumptions 11, 12 also appear
in Chai et al. (2019).
The following lemma states that high-dimensional estimation error bounds for β̂ under the
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l1 norm can be obtained under both fixed censoring and random censoring.
Lemma 2. Under Assumption.1, 2, 3, 4, 5, 11, 12, β̂ defined in equation (1.10) satisfying





We then obtain the following main result for high dimensional Tobit Model with random
censoring.
Theorem 2. Suppose Assumption.1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12 hold. Let the CLAD
penalty level λ 
√
log p/n, and the nodewise regression penalty λj 
√
log p/n for all
j = 1, ..., p. Then
√






















ψ̂ = (D̂X)′diag(ξ̂ ◦ γ0,n ◦ δL) + γ1,ndiag(1− δL)− γ2,n, ξ̂ = Ẑ− D̂Xβ̂.
z0.025 is 0.975 quantile of standard normal. ψ̂ is empirical estimator (Stute, 1996; Chai
et al., 2019) for ψ in equation (1.15) with ϕ defined in equation (1.13) , and γ0,n, γ1,n, γ2,n




We implement the proposed estimators and evaluate their performances in a number of
different model settings. Specifically, we vary the following parameters of the model. The
number of observations, n, is taken to be 300, while p, the number of parameters, is taken
to be 400, 600, 1000. The error of the model ε follows a standard normal distribution. The
parameter s0, the sparsity of β0 is taken to be 3, 8 with all signal parameters taken to
be 1 and located at the first s0 coordinates. The n × p design matrix, X, is generated
from a multivariate normal distribution N(0,Σ), where Σ is taken to be the identity ma-
trix, Equi-Corr matrix Σij = 0.3 + 0.7 × 1{i=j}, and Toeplitz matrix Σij = 0.35|i−j|. L





|Xij |, and C is chosen by cross-validation. Nodewise regression set-
ting follows Zhang and Zhang (2014). Fixed censoring {Li} are from N(2.5, 0.22). Random
censoring {Ci} are from N(4, 52). The nominal level of coverage probability is 95%. Method
proposed in Xia et al. (2018) can be used for multiple testing for regression coefficients with
false discovery rate control.
1.4.2. Simulation for High Dimensional Tobit Model with Random-Censoring
Recall that L = min{Li}. Under the simulation setting, the restricted fix censored rate,
defined as
∑n
i=1 1{(Ti ∧ Ci) > L}/n, is around 12% for all three cases with s = 3, and is
around 21% for all three cases with s = 8. The restricted random censored rate, defined as∑n
i=1 1{(Ti ∧ L) > Ci}/n, is around 21% for all three cases with s = 3, and is around 20%
for all three cases with s = 8. The simulation results are summarized in Table 1.
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Table 1: Simulation results for high dimensional Tobit model with random-censoring
p signal.coeff.bias noise.coeff.bias sigma.est CI.prob FDR Power
β̂ β̆ CI.len β̂ β̆ CI.len σ̂ sig noise
s = 3, Σ = I
400 0.050 0.038 0.145 0.000 0.003 0.142 1.268 0.939 0.949 0.051 1.000
600 0.050 0.037 0.146 0.000 0.002 0.142 1.269 0.942 0.949 0.044 1.000
1000 0.051 0.040 0.145 0.000 0.002 0.142 1.266 0.937 0.949 0.040 1.000
s = 3, Equi-Corr matrix
400 0.061 0.041 0.162 0.000 0.010 0.158 1.261 0.928 0.950 0.039 1.000
600 0.068 0.043 0.162 0.000 0.009 0.158 1.257 0.923 0.949 0.042 1.000
1000 0.068 0.043 0.163 0.000 0.009 0.159 1.258 0.920 0.949 0.047 1.000
s = 3, Toeplitz matrix
400 0.041 0.034 0.156 0.000 0.003 0.152 1.272 0.931 0.949 0.058 1.000
600 0.040 0.033 0.156 0.000 0.002 0.151 1.269 0.928 0.949 0.053 1.000
1000 0.040 0.035 0.155 0.000 0.002 0.151 1.267 0.926 0.949 0.047 1.000
s = 8, Σ = I
400 0.209 0.039 0.215 0.000 0.004 0.208 1.661 0.937 0.950 0.039 0.999
600 0.296 0.043 0.245 0.000 0.004 0.235 1.842 0.938 0.950 0.038 0.997
1000 0.423 0.052 0.284 0.000 0.003 0.272 2.099 0.936 0.950 0.039 0.988
s = 8, Equi-Corr matrix
400 0.321 0.063 0.321 0.004 0.075 0.305 2.049 0.879 0.928 0.036 0.999
600 0.374 0.07 0.336 0.003 0.076 0.320 2.127 0.879 0.928 0.034 0.998
1000 0.437 0.081 0.353 0.002 0.080 0.336 2.225 0.868 0.926 0.031 0.998
s = 8, Toeplitz matrix
400 0.083 0.034 0.217 0.000 0.004 0.209 1.559 0.864 0.951 0.097 0.973
600 0.097 0.037 0.227 0.000 0.004 0.218 1.621 0.845 0.952 0.103 0.946
1000 0.119 0.046 0.243 0.000 0.003 0.232 1.706 0.833 0.952 0.113 0.888
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1.4.3. Effect of fixed censoring - Treating Ci ∧ L as random censoring
In this subsection, we study the effect of merging fixed and random censoring through





i ) as the classic survival data format by letting the new random censoring
C̃i = Ci ∧ L. There are only two ways to define new censoring indictor δ̃:
δ̃i =

1 iff ZLii < L(first case)
1 iff ZLii ≤ L(second case)
These two are different with non-trivial probability P (L ≤ Ti ∧Ci) > 0. When L ≤ Ti ∧Ci,
δ̃i = 0 in first case, but δ̃i = 1 in second case. The simulation results are summarized in
Table 2.
To see why both cases are not correct when there are fixed censoring, let’s consider Ci =∞
for all i for simplicity. If we go for the first case δ̃i = 1TLi <L
, then equation (1.10) reduces
to





|TLi −X ′iβ|+ λ||β||1}
Above loss function is equivalent to linearly regress TLi on Xi only for subjects not being
fixed censored. This is called restricted dataset non-censored regression with l1-penalty(RL)
in Müller and van de Geer (2016). Obviously, this estimator would not be optimal.
If we go for the second case δ̃i = 1TLi ≤L
, then equation (1.10) reduces to





|TLi −X ′iβ|+ λ||β||1}
Above loss function is equivalent to linearly regress TLi on Xi for all subjects. This is called
non-censored regression with l1-penalty(NL) in Müller and van de Geer (2016). The loss is




Table 2: Simulation results for treating Ci ∧ L as random censoring.
p signal.coeff..bias noise.coeff.bias sigma.est CI.prob
β̂ β̆ CI.len β̂ β̆ CI.len σ̂ sig noise
First case, Σ = I
400 0.083 0.075 0.139 0.000 0.003 0.135 1.358 0.805 0.949
600 0.092 0.078 0.139 0.000 0.002 0.135 1.358 0.803 0.949
1000 0.117 0.081 0.144 0.000 0.002 0.139 1.395 0.807 0.949
First case, Equi-Corr matrix
400 0.120 0.081 0.154 0.001 0.010 0.150 1.344 0.797 0.947
600 0.127 0.083 0.156 0.000 0.010 0.150 1.350 0.802 0.948
1000 0.146 0.090 0.158 0.000 0.010 0.152 1.362 0.786 0.948
First case, Toeplitz matrix
400 0.071 0.063 0.149 0.000 0.003 0.142 1.362 0.845 0.949
600 0.071 0.060 0.149 0.000 0.002 0.141 1.359 0.857 0.949
1000 0.080 0.062 0.150 0.000 0.002 0.143 1.372 0.855 0.949
Second case, Σ = I
400 0.158 0.288 0.236 0.000 0.005 0.228 2.848 0.318 0.951
600 0.161 0.290 0.238 0.000 0.004 0.229 2.851 0.312 0.951
1000 0.161 0.286 0.237 0.000 0.003 0.229 2.851 0.320 0.951
Second case, Equi-Corr matrix
400 0.258 0.364 0.270 0.001 0.047 0.260 2.930 0.242 0.938
600 0.264 0.368 0.270 0.001 0.048 0.260 2.930 0.233 0.938
1000 0.270 0.364 0.268 0.000 0.046 0.258 2.905 0.243 0.939
Second case, Toeplitz matrix
400 0.189 0.342 0.256 0.000 0.005 0.245 2.928 0.242 0.951
600 0.187 0.338 0.257 0.000 0.004 0.246 2.943 0.247 0.950
1000 0.184 0.338 0.258 0.000 0.003 0.246 2.940 0.253 0.951
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1.4.4. Effects of Using Misleading Weights
In this subsection, we study the effect of misleading weights discussed in Section 1.3.1
through simulations. All simulation settings are same as Sect.1.4.2, except that we di-
rectly use (ZLii , δ
Li
i ) to construct the weights and use {Li}ni=1 instead of L in the debiasing
procedure. The simulation results are summarized in Table 3.
Table 3: Simulation results when misleading weights are used with s = 3.
p signal.coeff.val.bias noise.coeff.val.bias sigma.val cvg.prob
β̂ β̆ cv.len β̂ β̆ cv.len σ̂ sig noise
s = 3, Σ = I
400 0.051 0.037 0.142 0.000 0.003 0.139 1.336 0.935 0.949
600 0.049 0.038 0.142 0.000 0.002 0.140 1.330 0.938 0.949
1000 0.050 0.037 0.142 0.000 0.002 0.140 1.332 0.938 0.949
s = 3, Equi-Corr matri
400 0.072 0.040 0.158 0.001 0.009 0.154 1.316 0.920 0.949
600 0.073 0.041 0.158 0.000 0.009 0.154 1.316 0.925 0.949
1000 0.080 0.044 0.159 0.000 0.009 0.154 1.315 0.912 0.949
s = 3, Toeplitz matrix
400 0.041 0.035 0.152 0.000 0.003 0.147 1.330 0.923 0.949
600 0.038 0.035 0.151 0.000 0.002 0.147 1.327 0.920 0.949
1000 0.040 0.034 0.151 0.000 0.002 0.147 1.331 0.923 0.949
Compared with the Table , the bias of initial estimator and coverage probability in Table
3 is worse than those in Table 1. The reason why we do not suggest to use the misleading
weights is discussed in Section 1.3.1. We expect that the gap is even larger if the variance
of Li is larger.
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1.5. Real Data Analysis
To demonstrate the method, we apply the proposed method to gene expression and time to
death data for ovarian cancer patients in The Cancer Genome Atlas (TCGA) project (Ak-
bani et al., 2014) (http:// gdac.broadinstitute.org). The data sets include gene expression
level of 18491 genes measured in cancer tissues prior to chemotherapy treatment. After
removing a few samples with missing data and univariate screening on mRNA gene mea-
surements, the final data set includes 363 stage I-III OVCA samples with 40% censoring
and 600 mRNA expressions. The observed death time ranges [0.068, 12.668] with median
3.076. The observed censoring time ranges [0.043, 12.780] with median 2.411. Our first goal
is to identify genes that can be predictive for death based on gene expression profiles. The
second goal is to examine how the length of the followup time affects the genes selected
and if our approach can select similar set of genes when the data set is subject to fixed
censoring. If the method can identify similar set of genes when fixed censoring presents, it
shows the potential of applying the method to on-going studies for scientific discovery.
Genes selected under FDR control α ≤ 0.05 with fixed censoring L =∞, 7, 5 are presented
in Table 4, 5 and 6, respectively. There are 10% subjects whose observed time is larger
than L = 7. There are 20% subjects whose observed time is larger than L = 5. Ideally, if
the informative genes are sparse and have strong enough signal, we will detect them even
when heavy fixed censoring presents. Through the comparisions of the results in Tables 4,
5 and 6, we see our method is robust when fixed censoring presents. There are 4 out of
8 genes selected under L = 7 that appear in genes selected under L = ∞, and 3 out of 6
genes selected under L = 5 that appear in genes selected under L = 7.
Table 7 provides literature supports of the involvement of some of the identified genes in
ovarian cancer progression under fixed censoring L = 5. These results show that the selected
genes play important roles in regulating genome stability, cell growth and eventually ovarian
cancer progression and death. Our proposed method provides a powerful tool in identifying
these cancer progression-associated miRNAs under heavy fixed censoring.
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Table 4: Genes selected under FDR control α ≤ 0.05 under fixed censoring L =∞.
gene p.value zscore β̂ β̆ sd(β̆)
GCNT4 0.0000 24.77 0.26 0.25 0.01
EYS 0.0000 -6.19 -0.32 -0.33 0.05
C6orf15 0.0000 -5.87 -0.29 -0.37 0.06
ERCC1 0.0000 -4.77 -0.24 -0.43 0.09
FZD5 0.0000 4.63 0.35 0.38 0.08
DAZL 0.0000 4.54 0.16 0.19 0.04
OTOGL 0.0000 4.34 0.27 0.21 0.05
CLPTM1L 0.0000 4.10 0.24 0.26 0.06
PM20D1 0.0001 -4.02 -0.13 -0.22 0.05
TIGAR 0.0001 -4.02 -0.19 -0.34 0.08
DCHS2 0.0001 3.93 0.28 0.26 0.07
OR4M2 0.0002 -3.74 -0.2 -0.20 0.05
OR4A5 0.0005 -3.46 -0.09 -0.18 0.05
OR8H3 0.0006 -3.42 -0.13 -0.30 0.09
FAM27E3 0.0007 3.38 0.28 0.25 0.08
FGF7P3 0.0009 3.33 0.13 0.29 0.09
DEFA7P 0.0012 3.24 0.11 0.12 0.04
HIST4H4 0.0014 -3.20 -0.15 -0.31 0.10
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Table 5: Genes selected under FDR control α ≤ 0.05 under fixed censoring L = 7.
gene p.value zscore β̂ β̆ sd(β̆)
EYS 0.0000 -5.65 -0.29 -0.27 0.05
PLA2G2D 0.0000 4.28 0.37 0.41 0.10
ERCC1 0.0000 -4.16 -0.23 -0.30 0.07
PDE6A 0.0000 4.11 0.26 0.37 0.09
PI3 0.0001 -3.92 -0.20 -0.28 0.07
FAM27E3 0.0001 3.84 0.27 0.35 0.09
HIST4H4 0.0003 -3.62 -0.33 -0.30 0.08
TIGAR 0.0003 -3.59 -0.21 -0.25 0.07
Table 6: Genes selected under FDR control α ≤ 0.05 under fixed censoring L = 5.
gene p.value zscore β̂ β̆ sd(β̆)
SPO11 0.0000 -4.80 -0.21 -0.24 0.05
ERCC1 0.0000 -4.49 -0.23 -0.30 0.07
PLA2G4A 0.0000 4.24 0.23 0.33 0.08
PI3 0.0000 -4.24 -0.20 -0.27 0.06
TMPRSS3 0.0000 4.23 0.19 0.25 0.06
PDE6A 0.0003 3.64 0.22 0.24 0.07
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Table 7: The mRNAs selected based on our methods that are associated with death in
Stage I-III ovarian cancer patients under fixed censoring L = 5, their biological functions,
and the relevant literature support.
SPO11 generate DNA double-strand breaks, genome stability
(Carofiglio et al., 2013)
ERCC1 repair of platinum-DNA damage
(Smith et al., 2014)
PLA2G4A migration and invasion of cancer cells
(Zhang et al., 2015)
PI3 PI3 kinase, an important enzyme in cell growth
(Palm et al., 2017)
TMPRSS3 contribute to the process of metastasis and tumor invasion
(Zhang et al., 2015)
PDE6A control of circadian rhythm
(Dong et al., 2013)
1.6. Discussion
In this chapter, we have developed a debiased procedure based on the penalized censored
least absolute deviation estimator of the regression coefficients of a Tobit model. The pro-
posed method can also be applied to data with random censoring. Fixed censoring exists
in a lot of real clinical studies, and we show in this chapter that not distinguishing fixed
censoring from random censoring will lead to an incorrect inference results of covariates.
Low-dimensional components of resulting debiased estimator has a asymptotic normal dis-
tribution, which can be used to construct the confidence interval for each of the regression
coefficient. Simulation shows satisfactory finite-sample performance. The analysis of TCGA
ovarian dataset demonstrated the practical applicability of the proposed method through
examining the stability of inference results with different fixed censoring. The model and
method provides an alternative to commonly used Cox regression model for censored sur-
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vival data.
For high dimensional Tobit model, we require the sparsity of β0 and the sparsity of rows of
precision matrix Θ satisfies (s0 + (maxj sj))
log p√
n
= o(1), which is used to bound (η̂j − ηj)′ξ
in Lemma 3. This sparsity requirement coincides with the result of generalized linear
model described in Corollary 3.1 and Theorem 3.2 of Van De Geer et al. (2014). For high




Lemma.8 to bound the Taylor expansion error term. This assumption for s0 is stronger
than the requirement of Theorem 1 in Chai et al. (2019) of the accelerated failure time
model (with random censoring only). However, this error term does not exist in Chai et al.
(2019). It would be interesting to investgate if our current sparsity rate is minimax optimal
or we can further weaken the current assumption.
It would also be interesting to investigate whether one can remove the known variance
condition. For the high dimensional Tobit model, one promising approach is to replace
equation (1.5) by
TLi − LΦ(αi) = (1− Φ(αi))X ′iβ0 + ξi − σεφ(αi), (1.16)
which is similar to equation (10.4.24) in Amemiya (1985) used for inference of low dimen-
sional Tobit model through the Heckman two-step procedure, and then to preform debiasing
β̂ based on equation 1.16.
1.7. Appendix
We collect the proofs of the theorems in the Appendix.
1.7.1. Proof of Section 1.2
In this section, we prove Theorem 1 in the chapter.
Proof of Theorem 1. Combine equation (1.9) with Lemma 3, 4, 5, we have the result.
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We start from the term η′jξ/
√
η′jdiag(ξ
2)ηj . Recall that ηj = DXΘj . For i.i.d. random
variables {DiiX′i,:Θjξi}ni=1, we have
E[DiiX
′



















where the second line is from E[η2ij ] = τ
2












i ] + op(1) (1.17)









For the difference term, since β̂ is derived from D1, which is independent of {Xi, TLi }ni=1
in D2, then if conditional on β̂ and X, {(ηi,j − η̂i,j)ξi}ni=1 are independent sub-Gaussian
random variables by Lemma 10 satisfying E[exp(t(ηi,j − η̂i,j)ξi)|Xi, β̂] ≤ exp( c
2t2

























2c2||η̂j − ηj ||22
)




||η̂j − ηj ||22 > C(sj + s0)2log p
)
= O(p−d)







































(η̂i,j − ηi,j)ξi = Op((s0 + sj) log p√n ) = op(1).
















2)(η̂j − ηj) + (η̂j − ηj)′diag(ξ̂2)(η̂j − ηj)
)


























And by equation (1.17), η′jdiag(ξ)ηj/n = Op(1). For the third term,
1
n
(η̂j − ηj)′diag(ξ̂2)(η̂j − ηj) ≤ ||η̂j − ηj ||2∞
||ξ̂2||1
n

















2)(η̂j − ηj) ≤
√∣∣∣∣ 1nη′jdiag(ξ̂2)ηj



























sj log p/n) = o(1), then
√
ne′j(I− Θ̂′Σ̂)(β̂ − β0) = op(1)
Proof. By KKT condition of nodewise regression,




Then by Lemma 1, 11, 15
|
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Lemma 5. If s0log p/
√





Proof. By definition of Re,
∣∣∣∣ 1√nη̂′jRe





ζ(αi)− ζ(α̂i)− Φ(α̂i)(αi − α̂i)
)∣∣∣∣

















1.7.2. Proof of Section 1.3













|[Pn(β)− Pn(β0)]− [P (β)− P (β0)]|.
Once we can show Lemma 2 in Müller and van de Geer (2016) holds for ZM in our case,
then the proof of Theorem 1 of Müller and van de Geer (2016) will go through.
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We first decompose ZM by the following inequality,
ZM ≤ sup
||β−β0||1≤M
|[Pn(β)− Pn(β0)]− [P̃n(β)− P̃n(β0)]|
+ sup
||β−β0||1≤M






|[P̃n(β)− P̃n(β0)]− [P (β)− P (β0)]|
(1.20)
The first term has convergence rate Op(1/
√
n), which is directly from Theorem 1.1 of Stute
(1996). The third term is the original quantity analyzed in Müller and van de Geer (2016),
which can be bounded by Massart’s inequality in Buhlmann and van de Geer (2010). For






[|ZLi −Xiβ ∧ L|γ0(ZLi )δLi + γ1,β(1− δLi )− γ2,β(ZLi )] +R(β),
where γ1,β, γ2,β are β-dependent quantities defined in (Stute, 1996) and the residue R(β) is
dependent on β. Notice that
E[|ZLi −Xiβ ∧ L|γ0(ZLi )δLi + γ1,β(1− δLi )− γ2,β(ZLi )− |TLi −Xiβ ∧ L|] = 0















|ZLi −Xiβ ∧ L|γ0(ZLi )δLi + γ1,β(1− δLi )− γ2,β(ZLi )− |TLi −Xiβ ∧ L|
∣∣∣∣
can similarly be established through Massart’s inequality.
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In Stute (1996), R(β) is a sum of residue Rn1, means of i.i.d. quantities (Sn1, Sn2) and
residues of u-statistics approximated by their Hajek projections (Rn2, Rn3). In our case, it
is easy to show that sup||β−β0||1≤M R(β) = O(log n/n) a.s. still holds by uniform strong
law of large numbers, the iterative law of logrithm for empirical process (Alexander, 1984)
and u-process (Giné and Mason, 2007). Let t = O(log p), we have









Given above result and argument of Proof of Theorem 1 in Müller and van de Geer (2016),
we have





Proof of Theorem 2. Combine equation (1.12) with Lemma 6, 7, 8, we have the result.




















































where ψ(X,ZL, δL) is defined in equation (1.15) and {Θ′jψi}ni=1 are i.i.d. random variables.
We further notice that




















is a consistent variance estimator.












For the difference term, let gi,j = (η̂i,j − ηi,j)(ZLi − LΦ(αi) + σεφ(αi)−DiiXiβ0). Then by
Theorem 1.1 in Stute (1996),
√

















i )] + op(1) (1.21)
The first term in equation (1.21) is bounded through similar subgaussian argument in the













































n(η̂j − ηj)′Wξ = op(1).




′Θ̂j = 1 + op(1). This con-
sistency result is shown in Section 2 of Chai et al. (2019) with Lemma 16, where they uses
the same variance estimator for AFT model.
Lemma 7. If s0log p/
√
n = o(1), then
||
√
n(I− Θ̂′Σ̂)(β̂ − β0)||∞ = op(1)
Proof. This follows the same argument of proof of Lemma 4 under KKT condition of node-
wise regression and Lemma 2, 11, 15
Lemma 8. If s20log p/
√




Proof. For any j = 1, ..., p,
∣∣∣∣√nη̂′jWRe∣∣∣∣ = ∣∣∣∣√nη′jWRe∣∣∣∣+ ∣∣∣∣√n(η̂j − ηj)′WRe∣∣∣∣
For the first term on right side
√
n




By the definition of Kaplan-Meier weights, (
∑n
i=1wi) ≤ 1. ||ηj ||∞ = Op(1) by Lemma 15.
By definition
|Rei| = | − σε
(





By Lemma 14, we have ||Re||∞ = Op(s20log p/n), and
∣∣∣∣√nη′jWRe∣∣∣∣ = op(1). The order of
the second term on right side is bounded by the first term and can be shown in the same
argument.
We prove technical lemmas in the following supplementary material.
Lemma 9. σ2min ≤ V ar[ξi|Xi] ≤ σ2max
Proof.
V ar[ξi|Xi] = E[(TLi )
2|Xi]− E2[TLi |Xi]
For the second term
E[TLi |Xi] = E[TLi |Xi, TLi < L]P (TLi < L|Xi) + E[TLi |Xi, TLi = L]P (TLi = L|Xi)
= E[Ti|Xi, Ti < L]P (Ti < L|Xi) + LP (TLi = L|Xi)
= (X ′iβ0 − σελ(αi))Φ(−αi) + LΦ(αi)
For the first term
E[(TLi )
2|Xi] = E[(TLi )
2|Xi, TLi < L]P (TLi < L|Xi) + E[(TLi )
2|Xi, TLi = L]P (TLi = L|Xi)
= E[(Ti)
2|Xi, Ti < L]P (TLi < L|Xi) + L2P (TLi = L|Xi)
=
[
















1 + αiλ(αi)− λ2(αi) + Φ(αi)(λ(αi)− αi)2
)
If αi → +∞, 1 + αiλ(αi)− λ2(αi) + Φ(αi)(λ(αi)− αi)2 → 1 . If αi → −∞, 1 + αiλ(αi)−
λ2(αi) + Φ(αi)(λ(αi)−αi)2 → 0 by L’hospital’s law. Since this function is continuous, then
there exists V ar[ξi|Xi] ≤Mξ <∞ for all Xi.
Lemma 10. {ξi|Xi}ni=1 are subgaussian random variables.
Proof. First notice that E[TLi |Xi] = Xiβ0 − σεζ(αi). Let Y |Xi ∼ N(σεζ(αi), σ2ε ). Then
ξi|Xi has density pξi|Xi(y) = pY |Xi(y) for y ≤ L−Xiβ0 + σεζ(αi), and P (ξi = L−Xiβ0 +
σεζ(αi)|Xi) = P (Y ≥ L−Xiβ0 + σεζ(αi)|Xi). Let Ci = exp( (L−Xiβ0+σεζ(αi))
2
2σ2ε
) ≥ 1, then




The inequality holds automatically when |t| ≤ |L−Xiβ0 +σεζ(αi)|. When |t| > |L−Xiβ0 +
σεζ(αi|, P (ξi > t|Xi) = 0 and P (ξi < −t|Xi) ≤ Φ(− tσε ) ≤ exp(−
t2
2σ2ε




By Assumption.1, if we take C = maxiCi = O(1), equation (1.22) shows {ξi|Xi}ni=1 are
subgaussians.
Lemma 11. τ2j = 1/Θj,j and τ
2
j ≤ Σj,j = O(1).
Proof. By definition, γ = Σ−1−j,−jΣ−j,j , Then
τ2j = E[||ηj ||22] = E[||Xj −X−jγ||22] = Σj,j −Σj,−jΣ−1−j,−jΣ−j,j = 1/Θj,j
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By eigen-decomposition, Σ = UΛU, where U is unitary matrix, and Λ diagonal matrix.





















, where the inequality is from Cauchy-Schwarz, and the last equality is because U is unitary.
Lemma 12. ||X(β̂ − β0)||22/n = Op(s0log p/n)
Proof.
||X(β̂ − β0)||22/n
=(β̂ − β0)′Σ̂(β̂ − β0)
=(β̂ − β0)′Σ(β̂ − β0) + (β̂ − β0)′(Σ̂− Σ)(β̂ − β0)















where the fourth line is from Condition 6 and Lemma 1 in Müller and van de Geer (2016),




Lemma 13. Let {Xi}ni=1 be i.i.d. random vector with covariance matrix Σ, such that
Xi/
√
Σi,i is sub-Gaussian with parameter ν









Proof. wlog, E[X] = 0,





(Xki − En[Xi])(Xkj − En[Xj ])− E[XiXj ]
= (EnXiXj − E[XiXj ]) + (−EnXiEnXj)
Note that
|EnXiXj − E[XiXj ]| ≤
1
4
|(En − E)(Xi +Xj)2|+
1
4
|(En − E)(Xi −Xj)2|
By subgaussianity, Xi ∈ G(
√
Σi,iν), Xj ∈ G(
√















2ν2. By Bernstein’s ineq,











If x = εc2 for some ε < 1, then








where c1 = −1/2c2.
Note EnXi ∈ subG(Σi,iν
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where c2 = 8Σi,iν
2. Finally










2nC2 = κ, which implies ε ∼
√




Lemma 14. The following error bound holds:
• ||α− α̂||22 = O(s0 log p), ||α− α̂||∞ = O(s0
√
log p/n)
• ||D− D̂||∞ = Op(s0
√
log p/n), and 0 < dmin = min Dii ≤ max Dii = dmax < 1
• ||ξ̂ − ξ||∞ = Op(s0
√
log p/n)















||X(β0 − β̂)||22 = Op(s0 log p)




||X(β0 − β̂)||∞ ≤
1
σε





The last equality is by Assumption 1 and Lemma 1.
In the second statement, for any i, j,
|Dii − D̂ii| = |(Φ(αi)− Φ(α̂i))| ≤ | sup
x
φ(x)(αi − α̂i)| ≤ |αi − α̂i|
Since the bound holds for all i, we have ||D− D̂||∞ ≤ ||α− α̂||∞ = Op(s0
√
log p/n).
The second claim holds because X is bounded under Assumption 1.
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For the third statement,
||ξ̂ − ξ||∞ = ||T̂− D̂Xβ̂ − (TL − LΦ(α) + σεφ(α)−DXβ0)||∞
= || − LΦ(α̂) + LΦ(α)− D̂Xβ̂ + DXβ0||∞






The last equality is by the Lemma 1 and above results.
Lemma 15 (Theroem 3.2 of Van De Geer et al. (2014)). Let the penalty level for each
nodewise regression λj 
√
log p/n, we have the following results,




















Lemma 16. Under the assumption of Lemma 15
• ||ηj − η̂j ||∞ = Op((s0 + sj)
√
log p/n),
• ||ηj ||∞  ||η̂j ||∞  Op(1)
Proof. For the first statement,
||ηj − η̂j ||∞
=||DXΘj − D̂XΘ̂j ||∞



















The first term of third line is by Assumption.6 and Lemma 11, 14. The second term of
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third line is by Lemma 15. The third term of third line is the smaller order than the second
one. For the second statement,
||ηj ||∞ = ||DXΘj ||∞ = (max
i
Dii)||XΘj ||∞ = Op(1)
Because Dii = 1 − Φ(αi) ≤ 1 for all i, and ||XΘj ||∞ = 1τ2j ||(Xj −X−jγj)||∞ = O(1). The
result is uniform in j. This also implies ||η̂j ||∞ = Op(1)













































































The fourth line is from Lemma 1, where C > 0 is some fixed constant. The fourth line is by






























∣∣∣∣1{Xiβ̂ < L}1{TLi −Xiβ̂ < 0}(TLi −Xiβ̂)2






∣∣∣∣1{Xiβ̂ < L}1{TLi −Xiβ̂ < 0}(TLi −Xiβ0 +Xiβ0 −Xiβ̂0)2
− 1{Xiβ0 < L}1{TLi −Xiβ0 < 0}(TLi −Xiβ0)2
∣∣∣∣



































∣∣∣∣1{Xiβ̂ < L}1{TLi −Xiβ̂ < 0}− 1{Xiβ0 < L}1{TLi −Xiβ0 < 0}∣∣∣∣(TLi −Xiβ0)2





∣∣∣∣1{Ti −Xiβ̂ < 0} − 1{Ti −Xiβ0 < 0}∣∣∣∣ε2i + 1n
n∑
i=1
∣∣∣∣1{Xiβ̂ < L} − 1{Xiβ0 < L}∣∣∣∣ε2i
≤IV + V
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1{Xiβ0 < L}1{TLi −Xiβ0 < 0}(TLi −Xiβ0)2
=E
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=P (Xβ0 < L)E[ε
























































When we have random censoring, Lemma 12, 14 still hold under Lemma 2 because these
quantites only depend on β̂. Covariance matrix estimation result when there are random
censoring, which is parallel to Lemma 13, is proved in Lemma 4 of Chai et al. (2019).
Precision matrix estimation result when there are random censoring, which is parallel to
Lemma 15, can be shown by Lemma 1, 2 in Chai et al. (2019) and Lemma 15. Lemma 16
then follows from Lemma 15. Variance estimation error bound, which is parallel to Lemma
17, follows from Theorem 1.1 of Stute (1996) and proof of Lemma 17.
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CHAPTER 2 : Estimation and Inference of Heterogeneous Restricted Mean
Survival Time using Random Forest
2.1. Introduction
In epidemiological and biomedical studies, time to an event or survival time T is often the
primary outcome of interest. Important quantities related to survival time include hazard
rate (HR), t-year survival probability, and mean survival time. Among these, the hazard rate
is one of the most commonly used quantity due to its strong connection to the proportional
hazards regression model or Cox model. Cox model is a very popular regression model for
censored survival data due to its computational feasibility and theoretical properties (Cox,
1972, 1975; Andersen and Gill, 1982; Gill, 1984; Huang et al., 2013; Fang et al., 2017).
However, when there is a departure from proportional hazard assumption, the connection
between HR and survival function is lost and it is difficult to interpret the HR (Wang
and Schaubel, 2018). The t-year survival probability is the probability of survival time
greater than a pre-specified time t. It is not suitable for summarizing the global profile of
T over the duration of a study (Tian et al., 2014). In contrast, mean survival time provides
an important alternative quantity since it takes the whole distribution of T into account.
However, the mean of T may not be always estimable in the presence of censoring. For
example, let Cmax = infc{P (C ≤ c) = 1},
ET [T ] = ET [T |T ≤ Cmax]P (T ≤ Cmax) + ET [T |T > Cmax]P (T > Cmax)
If the survival time T satisfies P (T > Cmax) > 0, then we cannot estimate ET [T ], since we
never observe any event after Cmax.
The restricted mean survival time (RMST) summarizes the survival process and provides
an attractive alternative to the proportional hazards regression model (Tian et al., 2014).
The restricted survival time of T up to a fixed point L is defined as T ∧L, and the restricted
mean survival time (Royston and Parmar, 2013) is defined as the expectation of restricted
43
survival time. Denote µL(x) = E[T ∧ L|X = x] be the heterogeneous RMST (hRMST )








fT (t|X = x)dt =
∫ L
0
S(u|X = x)du. (2.1)
If L is chosen to be less than Cmax, hRMST is estimable since P (T ∧ L > Cmax) = 0.
RMST also plays a role in applying inverse probability censoring weighting (IPCW ). A
key assumption for applying IPCW is P (T < Cmax) = 1, making 1/(1−G(T )) well defined,
where G(T ) = P (C ≤ T |T ). If we set L properly such that P (T ∧ L < Cmax) = 1, then
G(T ∧ C ∧ L|X) < 1 and the IPCW is well-defined under restricted survival time context.
There are two main approaches for RMST regression. One approach is to estimate RMST
indirectly through hazard regression (Zucker, 1998; Chen and Tsiatis, 2001; Zhang and
Schaubel, 2011). This approach starts by estimating the regression parameters and base-
line hazard from a Cox model, calculating the cumulative baseline hazard, transforming it
to obtain the survival function and, finally, obtain the RMST through equation (2.1). Such
an indirect RMST estimation is inconvenient and computationally cumbersome for obtain-
ing a point estimatelet or its corresponding asymptotic standard error. An alternative
approach is to model RMST with baseline covariates X directly via parametric assump-
tion, eg. g[µL(Xi)] = β
′
0Xi, where g is a strictly monotone link function with a continuous
derivative within an open neighborhood (Tian et al., 2014; Wang and Schaubel, 2018). A
major weakness of link function approach, however, is their inability choose a proper link
function, which may suffer model misspecification. As an example, consider the following
setup: We simulate x1, ..., xn independently from the uniform distribution on [0, 1]
20, with
responses
T = exp(2X1 + 5) + 1 + ε, ε ∼ N(0, 102) (2.2)
Censoring distribution C and L satisfy P (C ≤ T ∧L) = 33% and P (L ≤ T ∧C) = 11%. Our
goal is to estimate µL(x). Figure 1 shows a set of predictions on this data from a random
forest. Compared with other methods, the forest is able to follow the target function closely,
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especially when µL(x) approaches L.
Figure 1: Training data are simulated from euqation (2.2), with n = 600 training points,
dimension d = 20 and errors ε ∼ N(0, 102). Forests were trained based on code developed
upon R package grf [Tibshirani, Athey, Wager, Wright, and all contributors to the included
version of Eigen, 2018]. True curve is shown as red curve, with green curve corresponding to
forest predictions, and upper and lower bounds of pointwise confidence intervals connected
in the grey lines. Yellow curve and blue curve are based on the approaches in Wang and
Schaubel (2018) with identity and exponential link functions.
For continuous outcomes without censoring, random forest (Breiman, 2001, 2004) is a pop-
ular method of nonparametric regression that has shown effectiveness in many applications
(Dı́az-Uriarte and Alvarez de Andrés, 2006; Svetnik et al., 2003; Cutler et al., 2007). It is in-
variant under scaling and various other transformations of feature values, robust to inclusion
45
of irrelevant features (Hastie et al., 2009), and versatile enough to be applied to large-scale
problems (Biau and Scornet, 2016). Besides strong empirical results, theoretical results
such as consistency (Meinshausen, 2006; Biau et al., 2008; Biau, 2012; Denil et al., 2014)
and asymptotic normality (Wager and Athey, 2015; Mentch and Hooker, 2016; Friedberg
et al., 2018; Athey et al., 2018) have been obtained for regression models without censor-
ing. Extending random forest to censored survival data has been proposed in several recent
papers (Ishwaran et al., 2008; Steingrimsson et al., 2019), focusing on implementation and
algorithms. However, there has been little theoretical works in statistical inference of such
random survival forest. Ishwaran and Kogalur (2011) proved the consistency of random
survival forest by showing that the forest ensemble survival function converges uniformly
to the true population survival function.
Instead of focusing on predicting survival function or survival probability as the algorithms
implemented by Ishwaran et al. (2008); Steingrimsson et al. (2019), we develop in this
chapter a random forest framework to directly modeling the hRMSTgiven the baseline co-
variates in the presence of possibly covariate-dependent censoring. This approach provides
an nonparametric estimation of RMST adjusting for covariates. Due to the complex rela-
tionship between survival time and covariates, it is desirable to have more flexible methods
to estimate the RMST than the approaches that a certain link function has to be assumed.
Our construction of random forest is based on the estimated IPCW . We show that the
resulting survival random forest estimator of hRMSThas asymptotic normality property
that can be used to obtain the pointwise confidence interval with theoretical guarantees.
To the best of our knowledge, it is the first asymptotic normality result for predictions of
using random forest for censored survival data.
The remainder of the chapter is organized as follows. In Section 2.2, we describe the
proposed random forest estimator. Asymptotic properties are given in Section 2.3. In
Section 2.4, we conduct simulation studies to evaluate the accuracy of the proposed methods
in finite sample settings. In Section 2.5, we apply our method to Penn Heart Failure Data
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set to evaluate prediction of restricted mean survival time for heart failure patients using
their acylcarnitine measurements and clinical variables. We conclude this chapter with a
brief discussion in Section 2.6.
2.2. Random forest for Estimating the hRMST
We begin with some notation. Let Xi be the baseline covariates for subject i from a cohort
of sample size n and Ti be the survival time for subject i. Let Ci be the censoring time,
which is independent of Ti conditional on the baseline covariates Xi. The observation time
for subject i is Zi = Ti∧Ci, where a∧ b = min{a, b}. The indicator for censoring is denoted
by δi = 1{Ti≤Ci}. Our observed i.i.d data are given as {(Xi, Zi, δi) : i = 1, ..., n}.
Let L be a pre-specified time point of interest, before the maximum follow-up time τ =
max{Zi : i = 1, ..., n}. As in Wang and Schaubel (2018), L is normally chosen as a time
point of clinical relevance or, at least, of particular interest to the investigators, respecting
the bound at the maximum follow-up time. Denote the restricted observation time as
ZLi = Zi ∧ L and its corresponding indicator δLi = 1{Ti∧L≤Ci}. Our goal is to estimate
covariate-adjusted RMST or heterogeneous RMST µL(x) = E(ZL|X = x) and to construct
its confidence interval.
2.2.1. Forest-based Local Estimating Equation for Heterogeneous RMST
Given the observed data {(Xi, δi, Zi)}ni=1, and a restriction threshold L, we first present a
random forest method to estimate µL(x). The idea of the approach is to solve a weighted
estimating equation for µL(x), where the estimating equation functions of the observations
whose covariates closer to x will have larger weights. Specifically, let wi = δ
L
i /1−G(ZLi |Xi)
be the IPCWof the ith data point under the true censoring distribution G(·|Xi). The
infeasible estimating equation function wi(Z
L
i − µL(x)) of Xi = x satisfies
E[wi(Z
L
i − µL(x))|Xi = x] = E[Ti ∧ L|Xi = x]− µL(x) = 0.
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i − µ) = 0 (2.3)






which provides a good candidate of estimator for µL(x). However, we do not know G and
the local weights {αi(x)}ni=1, which need to be estimated from the data. For G, we assume
it follows a Cox model, which is a natural choice for modeling censoring times in the context
of IPCW . Let ŵi = δ
L
i /1− Ĝ(ZLi |Xi) be the estimated IPCW for ith observation with
Ĝ(·|·) estimated by all the data through Cox model. We define the estimating equation





i ) = ŵi(Z
L
i − µLi (x)).
Our approach to derive the local weights {αi(x)}ni=1 is through random forest which is an
ensemble of survival trees constructed by Algorithm 2.
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Algorithm 2: Survival tree
1 SurvivalTree (set of observations J , domain X);
2 IPCW←CoxModel(J);
3 Root P0 ←CreateNode(J , X);
4 Queue Q→InitializeQueue(P0);
5 while Q is NotNull do
6 node P ← Pop(Q);









8 Set ρi = ŵi(Z
L
i − µ̂LP );















It can be shown that ρi is the influence function of the ith observation for µ̂
L
P . Let Fn be
the empirical distribution of set of data points in node P , and let Fn,i = (1 − ε)Fn + ενi,



















(X,ZL, δL) + ψ′µ∗(X,Z
L, δL)∆i]dFn,i,
where µ∗ is a value between µ̂LP and µ̂
L

































(Athey et al., 2018) shows that maximizing splitting criterion ∆̃(C1, C2) is approximately
equivalent to minimizing weighted mean squared error err(C1, C2) =
∑
i=1,2 P (X ∈ Ci|X ∈
P )E[(µ̂LCi − µ
L(X))2|X ∈ Ci].
In order to achieve consistency and asymptotic normality, we split the tree and make predic-
tion in an honest way as introduced in Wager and Athey (2015). Specifically, each tree in an
honest forest is grown using two non-overlapping subsamples of the training data. For the
bth tree, given Ib and Jb, we first choose the tree structure Tb using only the data in Jb, and
write x↔b x′ as the boolean indicator for whether the points x and x′ fall into the same leaf
of Tb. In a second step, we define the set of neighbors of x as Lb(x) = {i ∈ Ib : x↔b xi} this
neighborhood function is what we then use to define the forest weights, where the weights
















i ) = 0, (2.4)










We emphasize difference between the IPCWused in building the survival trees and IPCWused
to derive µ̂L(x). The IPCWused in building survival trees is estimated only by the data
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points from Jb so that the resulting survival forest is honest. The IPCWused to derive
µ̂L(x) is estimated from all data points.
2.3. Asymptotic Distribution of µ̂L(x)
2.3.1. Asymptotic normality
Before we delve into the main result and its proof, we briefly discuss why the asymptotic
behavior of survival random forests cannot be directly derived from existing results on
regression forests . This is due to a key difference in the dependence structure of the forest.




to honesty, Yi is independent of αi(x) given Xi. This conditional independence plays a key
role in the argument of Wager and Athey (2015). Analogously to µ̂rf (x), we can write the













and αi(x) are independent, thus breaking a key component in the argument of Wager
and Athey (2015). It is worth noting that Friedberg et al. (2018) have a similar issue
as us. However, the term which breaks the conditional independence in Friedberg et al.
(2018) is a U-statistic and can be approximated by its mean with the error quantified by
Hoeffding’s inequality. The estimated IPCW in our case cannot be simply solved through
their approach. Our approach is to approximate ŵi with wi. The difference ŵi − wi can
be quantified via results of Cox model estimator from Wang and Schaubel (2018). Another
challenge in establishing confidence interval for RMST is µL(X) cannot be simply written
as f(X) for some function f with a error term independent of X. However, this is an
important assumption used in Friedberg et al. (2018); Zhang et al. (2019).
We now derive a central limit theorem for survival forest estimate of the hRMST . We first
give three common assumptions that required for most of the theoretical analysis of random
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forests.
Assumption 13. µL(x) is Lipschitz continuous w.r.t x.
Assumption 14. There exists a restricted time threshold L, such that P (C > t ∧ L|X =
x) ≥ εL > 0 for any x, t.
This assumption implies that 1/(1−G(L|X = x)) ≤ 1/εL for all x, which is a common
assumption imposed in IPCW literatures.
Assumption 15. V ar(T ∧ L|X = x) > 0 for any x.
As mentioned in the previous section, we model the conditional survival function of censoring
distribution C given baseline covariates. Because of its flexibility and popularity in practice,
we adopt the proportional hazards model for hazard function of censoring distribution.
Assumption 16. The hazard function of censoring distribution follows





We make additional regularity assumptions that are widely used in analysis of estimates
from the proportional hazard models. These assumptions are needed in order to quantify
the difference between the estimated IPCWand true IPCW .
Assumption 17. ||X||∞ < MX <∞
Assumption 18. λC0 (t) ≤ λC0 <∞ for all t.
Assumption 19. ΩC(β) = E[
∫ τ
0 r
(2)(t, β)/r(0)(t, β)− x̄(t, β)⊗2dNCi (t)] is positive definite,
where Ri(t) = 1(Zi ≥ t), r(k)(t, β) = E[exp(β′Xi)Ri(t)X⊗ki ], x̄(t, β) = r(1)(t, β)/r(0)(t, β),
NCi (t) = 1Zi≤t,δi=0.
Assumption 20. P (Ri(t) = 1|Xi = x) ≥ r > 0 for some positive constant and for any
t, x. This assumption implies that
r(0)(t, β) = E[exp(β′Xi)Ri(t)] = E[exp(β
′Xi)E[Ri(t)|Xi]] ≥ r > 0.
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Following Wager and Athey (2015); Athey et al. (2018), we assume that all trees are sym-
metric, in that their output is invariant to permuting the indices of Estimation-Part in
training examples (see Corollary 6 of Wager and Athey (2015) for more details about this
symmetry). They also require balanced splits in the sense that every split puts at least a
fraction ω of the observations in the parent node into each child, for some ω > 0. Finally,
the trees are randomized in such a way that, at every split, the probability that the tree
splits on the jth feature is bounded from below by some π > 0. The forest is honest and
built via subsampling with subsample size s satisfying s/n→ 0 and s→∞.
Under the assumptions listed above, we have the following asymptotic distribution result
for the random forest-based estimate of the hRMST .
Theorem 3. Under Assumptions 13, 14, 15, for each fixed test point x, there is a sequence

















where ω > 0 is the low-bound fraction for observations in the parent node into each child,
and π > 0 is the lower-bound of the probability that the tree splits on any features.
We give a consistent estimate of σ2n(x) based on half-sampling (Efron, 1982) and the method
of Sexton and Laake (2009); Athey et al. (2018) .
2.3.2. Estimation of the variance
Following Athey et al. (2018), we use the random forest delta method to develop variance
estimate of the survival forest prediction µ̂L(x). Athey et al. (2018) provides a consistent
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n(x) = (V (x)
−1)Hn(x)(V (x)
−1)′ with












L, δL)|X = x]|µL=µL(x)
In our context, V (x) = −1, then simply we have s2n(x) = Hn(x).
A consistent estimator for Hn(x) can be obtained using half-sampling estimator (Efron,
1982; Athey et al., 2018). Let ΨH be the average of the empirical estimating equation































where Θ is the randomness in building honest tree, including spliting data into random
halves and randomness in selecting variables to split. ĤHSn (x) is similar to classic bootstrap
estimator for the standard error, except that sampling distribution for ĤHSn (x) is half sam-
pling distribution instead of bootstrap sampling. Denote Ess and V arss as the expectation
and variance under half sampling distribution, then ĤHSn (x) = V arss[EΘ[ΨH(x)]].
Since carrying out the full half-sampling computation and expectation with respect to Θ
are impractical, (Sexton and Laake, 2009) pointed out that ĤHSn (x) can be efficiently ap-
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proximated by the following law of total variance:


























which leads to a Monte Carlo approximation of ĤHSn (x) by


















In order to approximate random forest randomness quantity V̂ arΘ and sampling random-
ness quantities V̂ arss, Êss, we split B trees in G groups and each group has l trees, and
trees in the same group have the same half sample. The final consistent estimator σ̂2n(x)



























The following diagram summarizes the procedure of estimating the variance σ2n(x).
σ2n(x)
Asym.equivalent←−−−−−−−−−− s2n(x)
Half-Sampling estimator←−−−−−−−−−−−−−−− ĤHSn (x)
Empirical estimator←−−−−−−−−−−−− σ̂2n(x)
where from left to right, the first arrow is based on Theorem 5 of Athey et al. (2018), the
second arrow is based on half-sampling of Efron (1982), and the third arrow is supported
by equation (2.5), (2.6) and the method of Sexton and Laake (2009)
2.4. Simulation Studies
We present simulations results to evaluate the performance of the proposed methods in
finite sample setting. Two different models for the survival time are considered
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• Model 1: T = g−1(α0 +
∑p
i=1 αiXi) + ε




i ) + ε
where Xi1, ..., Xip are independently generated from Unif(−1, 1), α0 = 5, α1 = α2 = 0.25








We generate the independent censoring time Ci from a Cox model with the following hazard
λ = λC exp(X1 log 2) and λC is chosen to have a proper un-censoring rate. The link function
g includes
• Identity link: g−1(x) = x;
• Exp link: g−1(x) = log(x);
• Log-exp link: g−1(x) = log(exp(x) + 1).
For each of the models considered, we generate five training data sets and one testing data
set of the same sample sizes. The prediction of RMST is evaluated using the testing data
sets and the results are averaged over 5 independent training data sets.
2.4.1. Evaluation of coverage probabilities
To evaluate the asymptotic results in Theorem 1, for each of the covariate values in the
testing samples, we obtain the 95% confidence interval and record how many times that
the true restricted mean survival time is within the estimated 95% confidence interval.
The proportion of such samples was defined as the coverage probability. We present the
results for samples sizes n = 1000, 2000, 5000 for Model 1, and n = 1000, 2000, 10000 for
Model 2. For each case, we repeat 5 times and take the mean of coverage probability. By
choosing proper λC , we control the uncensored rate around 60%− 70% under different link
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functions: λC ∼ 0.08 for identitylink and logexplink, and λC ∼ 0.003 for exponential link.
The truncation time L is chosen to make the truncation rate between 2%−5%. Specifically,
L ∼ 5.4 for identity link and log-exponential link, and L ∼ 220 for exponential link.
Figure 2 and Figure 3 present the results of simulations for Model 1 and Model 2 under
three different link functions. We see that the coverage probability approaches to nominal
level 95% when the sample size gets larger. If p is smaller, the coverage probability is closer
to 95%. This corresponds to the result of Theorem 3 in (Wager and Athey, 2015), which
states that the rate of convergence of bias of random forest estimators is O(nC/p) for some
pre-defined constant C.
When the sample size n is fixed, bigger p leads to larger bias in the estimate of the RMST,
which leads to under-coverage of the confidence interval. On the other hand, when p is fixed,
bigger n results in a smaller bias and leads to better coverage of the confidence interval.
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Figure 2: Simulation results of coverage probability for Model 1 with three different link
functions, , sample size of n = 1000, 2000, 5000, and p = 5, 10, 30. For each case, prediction
coverage probability is calculated over the samples in the testing data set.
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Figure 3: Simulation results of coverage probability for Model 2 with three different link
functions, sample size of n = 1000, 2000, 10000, and p = 5, 10, 30. For each case, prediction
coverage probability is calculated over the samples in the testing data set.
2.4.2. Comparison of prediction performance with existing methods
We compare our proposed methods with several existing methods in estimating the RMST,
including
• naive.km: using km estimator for survival function and compute RMST by equation
(2.1); covariates are not adjusted.
• naive.km: using cox estimator for survival function and compute RMST by equation
(2.1); not valid when PH assumption does not hold.
• lu.method: using parametric form of RMST and compute RMST by solving a weighted
estimating equation. Censoring distribution is independent from covariates (Tian
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et al., 2014).
• wang.method: using parametric form of RMST and compute RMST by solving a
weighted estimating equation. Censoring distribution is dependent from covariates
(Wang and Schaubel, 2018).
We compare all these methods for Model 1 and Model 2 with different link functions. We
use the Mean-Absolute-Error (MAE) and Rooted-Mean-Squared-Error(RMSE), introduced
in Davison and DV (1997); Tian et al. (2007); Wang and Schaubel (2018), to measure the



















We set n = 5000, σ = 0.1 for identitylink, logexplink and σ = 19.5 for explink. We
calculate mae and rmse for all 6 methods under Model 1 and Model 2 and p = 5, 10, 30.
Over all the models considered, the random forest in general give better prediction of the
restricted mean survival time. As an example, Figure.4 show the observed and the predicted
RMST for the models with log-exp link function, showing that the random forest give better
predictions with alternative methods. Similar results are observed for models with identify
and log-exponential links (see Supplemental Materials).
Tables 8 and 9 show the MAE and RMSE for Model 1 and Model 2, respectively. For
Model 1, the parameric models are correctly specified using the methods of Tian et al.
(2014); Wang and Schaubel (2018), we expect that both methods perform well. The random
forest predictions perform comparably. For Model 2, our proposed random forest method
dominates all other methods. Increasing the number of non-predictive covariates does not
have big impact on the performance of our proposed method.
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Table 8: Comparison of Mean-Absolute-Error (MAE) and Mean-Squared-Error( MSE) for
Model 1 with different link functions. The number of covariates p = 5, 10, 30, for each p, the
first row is MAE, the second row is MSE. SRF: proposed random forest-bases estimator;
Naive.km: estimate based on Kaplan-Meier estimator without adjusting for the covariates;
Naive.Cox: Cox regression based estimator; Lu.id: method of Tian et al. (2014) with identify
link; Lu.exp: method of Tian et al. (2014) with exponential link; Wang.id: method of Wang
and Schaubel (2018) with identify link; Wang:exp: method of Wang and Schaubel (2018)
with exponential link.
p SRF Naive.km Naive.Cox Lu.id Lu.exp Wang.id Wang.exp
Model 1: identity link, n = 5000, σ ∼ 0.10
5 0.0117 0.1671 0.0137 0.0048 0.0067 0.0053 0.0075
2.8e-04 4.1e-02 2.5e-04 4.6e-05 8.2e-05 5.2e-05 9.1e-05
10 0.0151 0.1689 0.0130 0.0047 0.0063 0.0052 0.0070
4.4e-04 4.8e-02 2.4e-04 4.5e-05 8.3e-04 5.2e-05 9.1.0e-05
30 0.0182 0.1676 0.0135 0.0061 0.0074 0.0067 0.0082
6..3e-04 4.2e-02 2.7e-04 6.5e-05 1.2e-04 7.6e-05 1.1e-04
Model 1: logexp link, n = 5000, σ ∼ 0.10
5 0.0119 0.1631 0.0146 0.0059 0.0076 0.0062 0.0082
2.8e-04 4.0e-02 3.0e-04 6.6e-05 1.0e-04 7.1e-05 1.1e-04
10 0.0150 0.1643 0.01363 0.0059 0.0075 0.0064 0.0083
4.5e-04 4.0e-02 2.6e-04 6.4e-05 1.0e-04 7.1e-05 1.1e-04
30 0.0178 0.1639 0.0121 0.0058 0.0067 0.0060 0.0072
6.1e-04 3.9e-02 2.3e-04 6.8e-05 1.0e-04 7.1e-05 1.1e-04
Model 1: exp link, n = 5000, σ ∼ 19.5
5 2.2396 24.271 2.8678 2.6316 1.5474 2.5426 1.5426
10.733 913.47 21.307 12.643 5.1349 11.908 5.2441
10 2.6130 14.441 2.6795 2.5688 1.4497 2.4635 1.3830
13.240 911.95 18.947 11.952 4.5794 10.764 4.4178
30 3.2331 24.402 2.7478 2.6343 1.4116 2.5359 1.3805
20.145 898.03 18.128 11.589 4.7739 10.876 4.7167
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Table 9: Comparison of mean-absolute-error (MAE) and mean-squared-error( MSE) for
Model 2 with different link functions. The number of covariates p = 5, 10, 30, for each p,
the first row is MAE, the second row is MSE. SRF: proposed random forest-bases estimator;
Naive.km: estimate based on Kaplan-Meier estimator without adjusting for the covariates;
Naive.Cox: Cox regression based estimator; Lu.id: method of Tian et al. (2014) with identify
link; Lu.exp: method of Tian et al. (2014) with exponential link; Wang.id: method of Wang
and Schaubel (2018) with identify link; Wang:exp: method of Wang and Schaubel (2018)
with exponential link.
p SRF Naive.km Naive.cox Lu.id Lu.exp Wang.id Wang.exp
Model 2: identity link,n = 5000, σ ∼ 0.10
5 0.0157 0.0865 0.0866 0.0870 0.0870 0.0865 0.0866
0.0005 0.0108 0.0109 0.0111 0.0111 0.0108 0.0108
10 0.0193 0.0863 0.0865 0.0868 0.0868 0.0865 0.0865
0.0006 0.0107 0.0108 0.0110 0.0110 0.0107 0.0107
30 0.0258 0.0871 0.0872 0.0874 0.0874 0.0871 0.0871
0.0011 0.0108 0.0109 0.0111 0.0110 0.0109 0.0109
Model 2: logexplink,n = 5000, σ ∼ 0.10
5 0.0169 0.0861 0.0862 0.0865 0.0865 0.0863 0.0862
0.0005 0.0104 0.0105 0.0106 0.0106 0.0105 0.0105
10 0.0200 0.0866 0.0869 0.0873 0.0873 0.0868 0.0868
0.0007 0.0106 0.0107 0.0108 0.0108 0.0106 0.0106
30 0.0239 0.0847 0.0850 0.0855 0.0855 0.0852 0.0852
0.0009 0.0104 0.0105 0.0107 0.0107 0.0105 0.0105
Model 2: exp link,n = 5000, σ ∼ 19.5
5 3.4265 15.471 15.517 15.687 15.666 15.529 15.524
24.510 350.49 354.61 366.89 365.90 353.77 353.56
10 3.8685 15.311 15.315 15.425 15.411 15.455 15.450
26.186 341.56 343.48 353.29 352.63 346.03 345.81
30 4.6419 15.207 15.267 15.477 15.456 15.324 15.316
39.666 343.37 348.10 361.36 360.37 347.53 347.14
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Figure 4: Estimated versus the true RMST for Model 1 (left panel) and Model 2 (right panel)
with exponential link function and the number of covariates p = 5, 10, 30 (top to bottom).
SRF: proposed random forest-bases estimator; Naive.km: estimate based on Kaplan-Meier
estimator without adjusting for the covariates; Naive.Cox: Cox regression based estimator;
Lu.id: method of Tian et al. (2014) with identify link; Lu.exp: method of Tian et al. (2014)
with exponential link; Wang.id: method of Wang and Schaubel (2018) with identify link;
Wang:exp: method of Wang and Schaubel (2018) with exponential link.
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2.5. Real Data Analysis
2.5.1. Application on Penn Heart Failure Data
We apply the proposed method to Penn Heart Failure Data set. There are 854 heart failure
patients with 50 covariates, including 40 circulating Acylcarnitine measurements and 10
clinical variables. The outcome variable is the time to transplantation or left ventricular
assisted device (LVAD) placement. Among these patients, 42.7% patients are censored. The
observed event time has ranges [0.002, 10.636] with median 2.654. The observed censoring
time ranges [1.538, 11.805] with median 7.485. We transform categorical variables into
dummy variables and end up with a total of 69 variables.
To assess how different methods predict the hRMSTup to L years, we perform cross-
validation analysis for each given L. We apply 7 different methods, including estimate
based on the KM estimator without using the covariates, estimate based on the Cox PH
model, the method of Tian et al. (2014) and the method of Wang and Schaubel (2018) with
different link functions. We report the average of MAE and RMSE defined in equation (2.7)
on the samples in the testing sets.
The results are shown in Table 10 for L = 3, 5, 7, 9, 11. For different choices of L, our
proposed random forest based method dominates the other methods in MAE and RMSE.
The methods of Tian et al. (2014) and Wang and Schaubel (2018) are based on parametric
form of RMST. Cox model is heavily dependent on the proportional hazard assumption,
and the Kaplan-Meier approach does not take the covariates into account. We also notice
that the method of Wang and Schaubel (2018) always performs better than the method
of Tian et al. (2014), possibly due to the fact that the censoring mechanism in the data
depends on the covariates. When the truncation rate is high (L is small), the method of
Wang and Schaubel (2018) performs better than the two naive methods. However, when L
is large and truncation rate is low, naive methods is better than the methods of Tian et al.
(2014) and Wang and Schaubel (2018).
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Table 10: Comparison of mean-absolute-error (MAE) and rooted-mean-squared-error(




1L≤Zi . SRF: proposed random forest-bases estimator; Naive.km: estimate based
on Kaplan-Meier estimator without adjusting for the covariates; Naive.Cox: Cox regression
based estimator; Lu.id: method of Tian et al. (2014) with identify link; Lu.exp: method of
Tian et al. (2014) with exponential link; Wang.id: method of Wang and Schaubel (2018)
with identify link; Wang:exp: method of Wang and Schaubel (2018) with exponential link.
L res.rate meas srf naive.km naive.cox lu.id lu.exp wang.id wang.exp
3 0.751
mae 0.0012 0.0077 0.0070 0.0083 0.0087 0.0048 0.0048
rmse 0.0471 0.0671 0.0807 0.0883 0.0909 0.0659 0.0644
5 0.588
mae 0.0170 0.0813 0.0687 0.0807 0.0856 0.0612 0.0624
rmse 0.1398 0.2886 0.3300 0.3714 0.3815 0.3019 0.2954
7 0.391
mae 0.0701 0.2926 0.2375 0.2805 0.2989 0.2017 0.2161
rmse 0.3625 0.6920 0.7216 0.8242 0.8494 0.6435 0.6797
9 0.174
mae 0.2531 0.5193 0.4413 0.5607 0.6177 0.4999 0.5804
rmse 0.7741 1.0555 1.0847 1.3428 1.4297 1.2688 1.6004
11 0.026
mae 0.4704 0.5522 0.5799 0.9298 1.1903 0.9207 1.1672
rmse 1.0645 1.1272 1.3698 2.0858 2.8452 2.0700 2.6117
2.5.2. Application on TCGA Ovarian Cancer Data set
We apply the proposed method to The Cancer Genome Atlas (TCGA) ovaran cancer
functional proteomics data set (Akbani et al., 2014) that is publicly available (http://
gdac.broadinstitute.org). The data sets include proteomic characterization of tumorss us-
ing reverse-phase protein arrays (RPPA). Specifically, Akbani et al. (2014) reported an
RPPA-based proteomic analysis using 195 high-quality antibodies that target total, cleaved,
acetylated and phosphorylated forms of proteins in 412 high-grade serous ovarian cystade-
nocarcinoma (OVCA) samples. The function space covered by the antibodies used in the
RPPA analysis emcompasses major functional and signaling pathways of relevance to hu-
man cancer, including proliferation, DNA damage, polarity, vesicle function, EMT, inva-
siveness, hormone signaling, apoptosis, metabolism, immunological, and stromal function as
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well as transmembrane receptors, integrin, TGFβ, LKB1/AMPK, TSC/mTOR, PI3K/Akt,
Ras/MAPK, Hippo, Notch, and Wnt/beta-catenin signaling (Akbani et al., 2014).
After removing a few samples with missing data, the final data set includes 407 OVCA
samples with a mean/median follow-up of 3.20/2.79 years and a total of 165 deaths and
60% censoring. To assess how different methods predict the hRMSTwithin T years, we
performed the following cross-validation analysis. For a given T , we randomly create 10-fold
cross-validation data sets and repeat the 10-fold cross-validation 20 times. Altogether, we
have created a total fo 20×9 = 190 training and testing data sets. For each training data
set, we perform a univariate analysis to select top 10 most signficant proteins based on
univariate Cox regression analysis. We then estimate the hRMSTusing the training data
sets with these 10 protein expressions and age at initial diagnosis as the covariates. We
apply 7 different methods, including estimate based on the KM estimator without using the
covariates, estimate based on the Cox PH model, the method of Tian et al. (2014) and the
method of Wang and Schaubel (2018). We report the average of MAE and RMSE on the
samples in the testing sets over 20 random 10-fold cross-validation runs, where we compute
Ĝ using the training set.
The results are shown in Figure 5 for L = 3, 7, 9. For different choices of L, our proposed
random forest based method dominates the other methods in MAE and RMSE. The meth-
ods of Tian et al. (2014) and Wang and Schaubel (2018) are based on parametric form of
RMST. Cox model is heavily dependent on the proportional hazard assumption, and the
Kaplan-Meier approach does not take the covariates into account. We also notice that the
method of Wang and Schaubel (2018) always performs better than the method of Tian
et al. (2014), possibly due to the fact that the censoring mechanism in the data depends
on the covariates. When the truncation rate is high (L is small), the method of Wang and
Schaubel (2018) performs better than the two naive methods. However, when L is large
and truncation rate is low, naive methods is better than the methods of Tian et al. (2014)
and Wang and Schaubel (2018).
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Figure 5: Performance of the proposed random forest estimator compared with other meth-
ods for L = 3, 7, 9. The left penal is the MAE based on 10-fold cross-validation. The right
panle is the RMSE based on 10-fold cross-validation. We shuffle the data 20 times and
take the mean of MAE and RMSE. SRF: proposed random forest estimator; Naive.km:
estimate based on Kaplan-Meier estimator without adjusting for the covariates; Naive.Cox:
Cox regression based estimator; Lu.id: method of Tian et al. (2014) with identify link;
Lu.exp: method of Tian et al. (2014) with exponential link; Wang.id: method of Wang and




Restricted mean survival time is a useful alternative to the traditional hazard ratio for mod-
eling time-to-event outcomes. We have developed a nonparametric random forest-based
method for estimating heterogeneous restricted mean survival time, which can be used to
predict the restricted mean survival time given the observed covariates. The proposed esti-
mator does not require any parametric assumptions of the models. We present a procedure
based on bags of little boostraps to obtain the variance of the prediction and also derive
its asymptotic distribution that h can be used to obtain the prediction confidence intervals.
Our simulation results and analysis of TCGA data sets have shown excellent performances
in predicting the restricted mean survival time as compared to other available methods,
even when the dimension is high and the covariates include irrelevant variables.
The proposed method can be used to estimate the heterogeneous treatment effects in ran-
domized clinical trials when the outcome is censored. One can simply apply method sep-
arately to the treated group and the placebo group and take the difference. However,
for the observational studies, one needs to account for the fact that the treatment assign-
ments might not be random. Wager and Athey (2015) developed a nonparametric causal
forest for estimating heterogeneous treatment effects that extends Breimans widely used
random forest algorithm. In the potential outcomes framework with nonconfounding , they
showed that causal forest are pointwise consistent for the true treatment effect and have an
asymptotically Gaussian and centered sampling distribution. For observational studies with
censored survival outcomes, it is also possible to combine the methods proposed here and
that of Wager and Athey (2015) in order to estimate the treatment effect on the restricted
mean survival time.
The proposed methods can be extended to take into account possible competing risk. This
can be done by introducing an additional inverse probability weight(IPCW ) to differentiate
the non-informative censoring and competing risk censoring. In this case, the estimation
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where under competing risk scenario, δL = 1{T∧L≤C∧R}. The method proposed in this chap-
ter can be automatically adapted to the competing risk case and the asymptotic normality
result can be similarly derived.
2.7. Appendix
We present some details of the proof of the main theorem. Before we prove the main theorm,












































i ) satisfies Assumption 1-6 in Athey et al. (2018)
Proof of Lemma 18. Let Mµ(x) = E[ψ̃µ(X,Z
L, δL)|X = x] = µL(x) − µ. For the first as-
sumption, Mµ(x) is Lipschitz continuous w.r.t x by our Assumption 13. For the second
assumption, Mµ(x) is twice continuously differentiable in µ with uniformly bounded sec-
ond derivative, and V (x) := dMµ(x)/dµ|µ=µL(x) = −1, which is invertible. For the third
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assumption,
γ(µ, µ′) = sup{||V ar[ψ̃µ(Xi, ZLi , δLi )− ψ̃µ′(Xi, ZLi , δLi )|Xi = x]||F }
= sup
x
{||V ar[wi(µ− µ′)|Xi = x]||F }
≤ sup
x




by Assumption 14. For fourth assumption, ψ̃µ(X,Z
L, δL) is itself Lipschitz w.r.t µ by
Assumption 13. For fifth assumption, for any αi,
n∑
i=1
















i )||2 = 0. For the last assumption, ψ̃µ(Xi, ZLi , δLi ) is the























Lemma 19 (Theorem 5 of Athey et al. (2018)). Under Assumption 13, 14, 15 and the forest




→d N(0, 1), where σ̄2n(x) = polylog(n/s)−1(s/n)
if subsampling size βmin = 1− (1 + π−1(log(ω−1))/log((1− ω)−1))−1. ploy(x) stands for a
function that increases at most polynomially with x.
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i )|X = x]
= E[
(T ∧ L− µL(x))2
1−G(TL|X)
|X = x]− (E[T ∧ L− µL(x)|X = x])2
= E[
(T ∧ L− µL(x))2
1−G(T ∧ L|X)
|X = x] ≥ V ar(T ∧ L|X = x) > 0,
where the last inequality is from Assumption 15.
Lemma 19 implies that the second term in the right hand side of equation (2.14) is asymp-
toticly normal. However, G is not known beforehand. In practice, Tian et al. (2014)
estimates G(·) by KM estimator under the assumption that G(·) doesn’t depend on covari-
ates. Wang and Schaubel (2018) estimates G(·|·) by Cox-model. We show that µ̂L(x) is
also asympototicly normal even if Ĝ is estimated from the Cox model using the training
set. That is, the first term in the right hand side of equation (2.14) is op(1). Below is a
useful lemma quantifying the convergence rate of ŵ(t) estimated from the Cox model.
Lemma 20 (Theorem 2 in Section A.5 of Wang and Schaubel (2018) ). Under Assumption

































(Xi − x̄(u, β))dMCi (u),










Next Lemma shows that the scaled estimators with true IPCW and estimated IPCW are
asymptotic equivalent.




Proof of Lemma 21. Note that





























We then separate the proof into three parts.
|an − a′n| = Op(
1√
n


























To prove equation (2.9),




































































(Xi − x̄(u;βC))λCi (u)du =
∫ L
0













wi(Xi − x̄(u;βC))λCi (u)Ri(u)
)
du






du| < B <∞ is bounded





















































i )] + op(1).





n = Op(1). For


























































































So in total, we have |bn − b′n| = Op(1/
√
n). Similarly, we can show |an − a′n| = Op(1/
√
n).
To prove equation (2.10), by definition, bn =
∑n
i=1 αi(x)wi = E[wi|Xi = x] + op(1) =
1 +op(1), under Assumption 14 and hoeffding inequality. By equation (2.9), b
′
n = 1 +op(1)
and |an−a′n| = Op(1/
√
n). So we have |an − a′n|/b′n = Op(1/
√




















µ̃L(x)− µ̂L(x) = anb
′






















































The following lemma verifies that the optimal half-sampling estimator σ2n(x) with plug-in
values for µ̂L(x) consistently estimates the sampling variance of Ψ(µL(x)). We




Proof of Lemma 22. Following the proof of Theorem 6 in Athey et al. (2018), we consider



















L(x))− Ψ̃H(µ̂L(x)) + Ψ̃H(µ̂L(x))− Ψ̃H(µ̃L(x))
)
=A+B + C
Term A is estimating equation contains true IPCW, and the plug-in parameter estimators
is also evaluted under true IPCW. For term B, using quantities defined in Lemma 21,





























Similarly, C also has order Op(1/
√
n). By Theorem 5, 6 in Athey et al. (2018), we have
V ar[A] = (1 + o(1))σ̄2n = polylog(n/s)
−1(s/n). By Cauchy-Schwarz inequality, we conclude
that |E[σ̂2n(x)]− σ̄2n|/σ̄2n = op(1)














We show that first term is 1 + op(1) in Lemma 22 with continuous-mapping theorem, the
second term is op(1) in Lemma 20 and Lemma 21, and the third term is asymptotic normal
in Lemma 18 and Lemma 19. Theorem 1 then follows from Slutsky’s theorem.
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CHAPTER 3 : Deep Learning for Prediction of Biosynthetic Gene Clusters in
Bacterial Genomes
3.1. Introduction
The next phase of human microbiome research will move from taxonomic and gene content
profiling to functional microbiome by identifying, characterizing and quantifying microbiome-
derived small molecules that are responsible for a specific phenotype. Thousands of func-
tionally interesting small molecules have been discovered, including many antibiotics, toxins,
pigments, immunosuppresants. These small molecules represent a major source of impor-
tant nature products (NPs). These nature products and its derivatives are the major source
of drug leads, leading to the discovery and re-engineering of new drugs with interesting
pharmacological properties. Due to the wide range of bioactivities and pharmacological
properties, identification of these nature products from microorganisms is an important
problem in microbiome research.
The small molecules produced by bacteria are coded by biosynthetic gene clusters (BGCs).
These genes encode enzyme complexes or proteins participating in a common pathway
that are continuously clustered in a chromosome region. These BGCs are often collinearly
arranged according to their biochemical reaction order (Cimermancic et al., 2014). The
chemical and biological mechanisms of known BGCs such as non-ribosomal peptide syn-
thetase (NRPS) and polyketide synthase (PKS) indicate that these multi-domain enzyme
complex that are responsible for the synthesis of small molecules are coordinated between
the BGC genes. The end products of BGC pathways are bioactive small chemicals or nature
products, including the secondary metabolites. Research has shown that the biosynthetic
pathways that can produce small molecules are remarkably diverse in both structures and
functions. In addition to these modular BGCs, non-modular BGCs, including the type II
PKS and others, are also observed and identified.
With the advance of shotgun metagenomics technology and the rapid expansion of metage-
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nomics sequencing data from various environments, researchers have started to develop
computational methods for in-silico screening and identifying new BGCs and their corre-
sponding small molecules. It is important to develop a comprehensive understanding of
all the BGCs that a given bacterial genome can code. Such a knowledge in combination
with metagenomic data allows us to investigate the metabolic potential of a given microbial
community. The earlier attempts of BGC prediction focus specifically on certain well charac-
terized BGC classes. Li et al. (2009) and Weber et al. (2009) developed pHMM and BLAST
based algorithms, respectively, for the prediction of two major classes of BGCs, NRPS and
PKS. Antibiotics and secondary metabolite analysis shell (AntiSMASH) (Medema et al.,
2011) is by far the most comprehensive pipeline for genome-wide BGCs mining. It inte-
grates various tools for the automatic BGC prediction and annotation. AntiSMASH has
been continuously updated and improved since its first release in 2011.
Cimermancic et al. (2014) developed a HMM probabilistic model (ClusterFinder), which, for
the first time, provided a more general solution of BGC identification for both well studied
and novel BGC classes. Using ClusterFinder, they performed a systematic screening of
BGCs in over 1000 bacterial genomes throughout the prokaryotic tree of life and revealed a
striking finding of the predominance of Saccharides, a BGC class that has been overlooked
in previous research. Their work shed light on the possibility of discovering unknown BGCs
using computational methods, even for the less studied BGC classes. However, due to the
characteristics of BGC pathways, the genetic order of genes on the chromosome matters
for them to function as an assembly line. Although HMM based methodologies such as
ClusterFinder are more powerful in identifying the BGCs of new classes, it only uses local
sequential genetic information and fails to capture high order interactions. This can limit
its ability of detecting BGCs accurately. A recent publication of AntiSMASH v5.0 noted
the problem of high false positive rate of ClusterFinder.
DeepBGC is the first attempt to employ nature language processing (NLP) and deep learn-
ing strategy for improved BGC identification (Hannigan et al., 2019). By embedding of
78
protein family (Pfam) domain via the widely used word2vec approach and applying the
bidirectional long short-term memory (BiLSTM) deep learning model, DeepBGC outper-
formed ClusterFinder in both AUC and precision-recall on the same validation set. Unlike
ClusterFinder, DeepBGC uses the Pfam domain sequential order information in BGC and
non-BGC sequences in making the predictions. Specifically, raw genomic sequences are used
for gene/ORF prediction by Prodigal (Hyatt et al., 2010). Pfam domains are assigned to
each ORF using hmmscan (Eddy, 1998). The BiLSTM outputs classification score for each
domain and the domain scores are summarized across genes, which are selected accordingly
as the BGCs.
In this chapter, we develop an improved version of deep learning model for BGC predictions,
named DeepMBGC. DeepMBGC improves the DeepBGC in the following aspects:
a. DeepMBGC is the first model employing Pfam domain summary, Pfam domain clan
and Pfam domain similarity networks (set of similar Pfam domains for each Pfam
domains) from EMBL database in BGC predictions. These additional information
provides certain biological information besides that encoded by pfam2vec.
b. A novel data augmentation method is developed in order to overcome the limited
number of known BGCs.
c. DeepMBGC can be used to predict the BGC classes.
We have performed a comprehensive comparison between DeepBGC and DeepMBGC in
predicting the BGCs at the Pfam domain level and also at the BGC level. Our results
have shown a much improved performance of DeepMBGC. We apply DeepMBGC to 5666
bacterial genomes and predict a total of 161,026 BGCs with an average of 28.4 BGCs in
each genome. These predicted BGCs can be further classified into one of the known BGC
classes. We present a summary of the distributions of BGC classes in the bacterial genomes.
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3.2. DeepMBGC - A Deep Learning Method for BGC Prediction
BGC prediction based on Pfam domain sequences shares certain similarities with the prob-
lems in natural language processing (NLP). Our DeepMBGC model is motivated from many
of the powerful NLP techniques. In order to make the description of our methods easier,
we first provide a glossary in Table 11 of the terms used in our DeepMBGC methods and
methods in NLP.
Table 11: Glossary that maps terms and techniques used in DeepMBGC to terms and




Type of BGC (eg. NRP, RiPP) Type of named-entity (eg. Person, Loca-
tion)
Genome sequence Document
Characters of Pfam domain summary Characters of Word
Character encoding of Pfam domain sum-
mary
CharCNN (Zhang et al., 2015)
Data augmentation technique Synonym replacement (Wei and Zou,
2019)
We present details of DeepMBGC architecture in this section. DeepMBGC is a novel
application of deep learning and NLP approaches for improved identification of BGCs in
the bacterial genomes. Similar to DeepBGC, for each of the bacterial genomes, known
BGCs and non-BGCs, the raw genomic sequences are first converted into Pfam domains.
DeepMBGC outputs BGC classification score for each Pfam domain and the domain scores
are summarized across genes, which are selected accordingly as the BGCs of certain class.
DeepMBGC employs an advanced Pfam domain encoding that combines pfam2vec (Han-
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nigan et al., 2019), Pfam domain summary, and Pfam domain clan. DeepMBGC also
includes an important data augmentation step that utilizes the Pfam domain similarity
network from EMBL database. Compared to DeepBGC, DeepMBGC improves detection of
BGCs of known classes from the bacterial genomes and harnesses great potential to detect
BGCs of novel classes.
3.2.1. DeepMBGC training set
The BGCs in training set for DeepMBGC are those from MIBiG 1.4, which includes 1,984
BGC sequences from 1,094 bacterial species. Training set also includes 10,128 Non-BGCs
created by Hannigan et al. (2019); Cimermancic et al. (2014). There are a total of 3,685
unique Pfam domains in BGCs and 9,306 unique Pfam domains in non-BGCs, and 9,633
unique Pfam domains after they are combined. Figure 6 shows the distribution of number
of Pfam domains in these BGCs, indicating that most of the known BGCs have a small
number of Pfam domains.
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Figure 6: Histogram of number of Pfam domains in known BGCs.
We exclude 10 BGCs that overlap with BGCs in the validation Pfam domain sequences.
We also hold out 2025 (20%) randomly selected non-BGCs from the training set and use
them in validation. Each Pfam domain has a 100-dim pfam2vec embedding, 2-dim location
embedding marking the domains found at the beginning or the end of proteins, Pfam
domain summary (e.g., PF00001: 7 transmembrane receptor (rhodopsim family)), clan (eg.
PF00001: CL0192 ), and a set of similar Pfam domain (eg. PF00001: {PF05296, PF10320,
PF10323, PF10324, PF10328, PF13853}) from https://Pfam.xfam.org/family.
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3.2.2. DeepMBGC implementation
DeepMBGC model is implemented using Keras (version 2.2.4) with TensorFlow backend
(version 1.13.1). The architecture of DeepMBGC model consists of five blocks. They are
Input Layers block, Embedding Layers block, Encoding Layers block, Concatenation Layer
block, ResLSTM Layer block, Dense Layer block. The difference between DeepMBGC and
DeepBGC is shown in Figure 7.
The Input Layer block contains three parts:
Input layer 1: A sequence of 256 Pfam domains. Each domain is represented by its Pfam
domain identifier;
Input layer 2: A sequence of corresponding Pfam domain summary of 256 Pfam domains.
Each domain summary is represented by the indices of its first 64 characters. If
a summary has less than 64 characters, we pad PAD characters in the end of the
summary;
Input layer 3: A sequence of corresponding clan of Pfam domains. Each domain clan is
represented by its clan index.
The Embedding Layer block contains three parts:
Embedding layer 1: Embed each domain index into 102-dimensional vectors via pfam2vec;
Embedding layer 2: Embed each character index into a 32-dimensional vector;
Embedding layer 3: Embed each clan index into a 64-dimensional vector.
Encoding Layer block contains two parts:
Encoding layer 1: Encode each Pfam domain summary embedding into 960-dimensional
vector through CNN;












































































































































of 256 64-dimensional vectors through a BiLSTM with 128 hidden units and dropout
of 0.20.
Concatenation Layer block contains one concatenation layer to combine the output of three
encoding layers into a sequence of 256 1126-dimensional vectors. ResLSTM Layer block
contains two BiLSTM layers with 128 hidden units and dropout of 0.20. Dense Layer block
contains a time-distributed dense layer with softmax activation and 7 output units.
The output is a sequence of vector of probability distribution representing the prediction
score of a given Pfam domain being a non-BGC or a BGC of a particular class. There are
7 classes in DeepMBGC: Non-BGC and six classes of BGC, including non-ribosomal pepe-
tide (NRP), Polyketide (PK ), ribosomally synthesized and post-translationally modified
peptides (RiPP), Saccharide, Terpene, Other unclassified BGCs.
In the start of a training epoch, each Pfam domain in BGC and non-BGC sequences is
randomly replaced by its similar Pfam domain. This step is analogous to Synonym Re-
placement in NLP. The probability of a Pfam domain in a sequence being replaced equals
max(2/the sequence length, 0.02). That is, on average, we force at least a sequence to have
two Pfam domains being replaced. The perturbated BGCs and non-BGCs are then shuffled
randomly and concatenated to create artificial genomes. Training is configured with 256
timesteps and a batch size of 64. Thus, the training sequence of each epoch is separated
into 64 subsequences, each being trained in parallel in batches of 256 timesteps, processing
a single training vector at each timestep. The final model is trained for 100 epochs using the
Adam optimizer and categorical cross-entropy loss with a learning rate starting at 0.0001
and reduce half after every 20 epochs (You et al., 2019).
After we get the posterior probability distribution of classes of a Pfam domain, the class of
a Pfam domain with highest posterior probability is its predicted class. To obtain the BGC
segments used for the BGC-level analysis, we cluster adjacent Pfam domains with the same
predicted class into a predicted BGC. Optionally, simple post-processed BGC regions are
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created as follows. For each predicted BGC, we remove all predicted BGCs whose number
of Pfam domains ≤3, and concatenate all pairs of predicted BGC with same predicted class
and with the gap containing fewer than or equal to three Pfam domains.
Figure 8 is the T-SNE embedding for the output from the last dense layer for all the BGCs
in the training set. BGCs are tightly clustered according to their respective classes. It
shows that DeepMBGC provides a good fit for the classes of BGCs in the training set.
Figure 8: t-Distributed Stochastic Neighbor Embedding (t-SNE) of all 1974 class-labeled
BGCs from the MIBIG database v1.4. BGCs are represented by the outputs from the last
dense layer of DeepMBGC and are colored by the respective known class as indicated.
3.2.3. DeepMBGC validation
To ensure an accurate comparison between DeepMBGC and DeepBGC, we trained both
methods using the same 1974 BGCs and 8103 non-BGCs described above. The primary
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evaluation metric is Pfam domain level F1-score based on 13 annotated reference genomes
(https://github.com/Merck/DeepBGC/releases/tag/v0.1.0) (Hannigan et al., 2019; Cimer-
mancic et al., 2014). There are 291 annotated BGCs in 13 reference genomes. Since these
13 genomes can include true BGCs that are not in the validated BGC list, to avoid this
uncertainty, we replace background Pfam domains by a random Pfam sequences generated
from our hold-out 2025 non-BGCs while keeping the relative locations of annotated BGCs
in the Pfam sequence. We repeated this random replacements 10 times, where different
copies have different random non-BGC Pfams in background sequences. In total we have
generated 130 Pfam sequences from 13 reference genomes for validation. Since BGCs in val-
idation sequence do not have class labels, we convert the predicted class of a Pfam domain
into BGC if its predicted class is not Non-BGC.
The secondary evaluation metric is the BGC level F1-score based on 130 Pfam sequences.
Predictions made at the Pfam level are converted into BGC regions with the proposed
post-processing. A predicted BGC is considered a true positive, if its coverage portion by
any overlapping true BGC is larger than a given threshold. A true BGC is considered
as a recovery, if its coverage portion by any overlapping predicted BGC is larger than a
given threshold. Under a given threshold, BGC-level precision is calculated as the number
of true positives divided by the total number of predicted BGCs, and BGC-level recall
is calculated as the number of true positives divided by the total number of true BGCs.
The BGC-level F1-score is defined through BGC-level precision and BGC-level recall. The
thresholds we use are [0.0001, 0.2, 0.4, 0.6, 0.8, 1]. Like the first evaluation, the predicted
classes from DeepMBGC are converted into binary class.
The third evaluation metric is the Pfam domain level binary and multi-class accuracy
|#Pfam domains with correct predicted class|
|#total Pfam domains|
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and BGC level binary and multi-class accuracy
|#BGCs with correct predicted class|
|#total BGCs|
with post-processing based on newly added BGCs in MIBIG 1.5 version, which are labeled
with classes. After we filtered BGCs with length ≤ 10, there are 160 BGCs in total.
This evaluation is to see how well DeepMBGC makes multi-class prediction. Previous
methods for identifying classes of predicted BGCs includes DeepBGC (Hannigan et al.,
2019) and AntiSMASH (Medema et al., 2011). DeepBGC trains a separated random forest
classifier on labeled BGCs that does not take advantage of upstream neural network model
for BGC identification. AntiSMASH uses a rule-based classification approach for BGC
classes prediction. DeepMBGC is the first end-to-end multi-class classifier for identifying
BGC classes.
3.3. Evaluation and Comparison of Prediction Performance
3.3.1. Pfam domain level F1-score on 130 validation sequences
To examine the effect of data augmentation and to study the trade-off between multi-class
prediction ability and binary classification performance, we also include a binary version
DeepMBGC model (denoted as DeepMBGC-B, whose training data is binary and dense
layer activation is sigmoid), and binary DeepMBGC model without data augmentation
step (denoted as DeepMBGC(NoDA)). Table 12 summarizes the comparisons of the results
from different models based on 130 validation Pfam sequences of the known BGCs.
Table 12: Pfam-level performance on validation sequences. Values in the brackets are
standard deviation for 10 copies of 13 validation genomes.
DeepBGC DeepMBGC DeepMBGC-B DeepMBGC(NoDA)
Precision 0.835(0.0037) 0.833(0.0039) 0.836(0.0031) 0.778(0.0044)
Recall 0.748(0.0020) 0.825(0.0019) 0.852(0.0020) 0.884(0.0014)
F1-score 0.789(0.0018) 0.829(0.0021) 0.844(0.0015) 0.828(0.0025)
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First, to address the question of whether Pfam domain summary and Pfam domain clan help
in Pfam level prediction, we compare DeepMBGC(NoDA) and DeepBGC performance, in-
dicating an improved performance of DeepMBGC(NoDA) (F1=0.829) over DeepBGC (F1
= 0.789). However, low precision of DeepMBGC(NoDA) may imply the possibility of over-
fitting. We need a larger sample size so that we can afford richer representation of Pfam
domains and a more complex model. In our context, the number of true BGCs is limited
by current BGC database. One way to solve the issue is through data augmentation for the
Pfam sequence data. Data augmentation is very popular and easy to achieve in computer
vision, but it is not trivial and sometimes can be detrimental for modeling sequence data.
For example, a flipped cat picture is still labeled as cat, but a flipped time-series sequence
will break its original time dependency among observations (Cerqueira et al., 2019). We
compare DeepMBGC-B and DeepMBGC(NoDA) to see whether our data argumentation
helps to reduce over-fitting and increase prediction performance. DeepMBGC-B (F1 =
0.844) outperformed DeepMBGC(NoDA) (F1 = 0.828), especially in prediction precision.
Finally, from the comparison between DeepMBGC and DeepMBGC-B, we see that in or-
der to achieve the multi-class classification ability, we sacrifice 1.5% F1-score for binary
classification.
3.3.2. BGC level F1-score on 130 validation sequences
In Table 13, DeepMBGC uniformly dominates DeepBGC in predicting the BGCs for var-
ious levels of overlapping between the predicted and true BGCs in term of the F1 score.
DeepMBGC-B is still the best because it targets binary classification. Figure 9 shows the
T-SNE embedding for the output of ResLSTM Layer Block for all the BGCs in training
set and 2025 hold-out non-BGCs. The plot shows DeepMBGC can distinguish BGCs and
non-BGCs quite well.
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Table 13: BGC-level performance (F1 score) on validation sequences based on different
overlapping threshold between true BGCs and predicted BGCs.
Threshold DeepBGC DeepMBGC DeepMBGC-B DeepMBGC(NoDA)
0.0001 0.746(0.0036) 0.800(0.0037) 0.821(0.0028) 0.811(0.0052)
0.2 0.739(0.0038) 0.797(0.0039) 0.819(0.0032) 0.809(0.0053)
0.4 0.713(0.0037) 0.777(0.0038) 0.801(0.0036) 0.786(0.0046)
0.6 0.665(0.0033) 0.728(0.0040) 0.754(0.0040) 0.735(0.0047)
0.8 0.555(0.0026) 0.611(0.0039) 0.644(0.0033) 0.613(0.0041)
1.0 0.267(0.0051) 0.283(0.0050) 0.289(0.0036) 0.224(0.0077)
Figure 9: t-Distributed Stochastic Neighbor Embedding (t-SNE) of all 268 BGCs with
length ≥ 3 from 13 annotated genomes and 2025 hold-out non-BGCs. They are represented
by the outputs from the last dense layer of DeepMBGC and are colored by the respective
class as indicated.
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3.3.3. Prediction accuracy on new BGCs in MIBIG 1.5
We next test DeepMBGC performance and compare it with DeepBGC on newly added
BGCs in MIBIG 1.5 version. The Binary prediction result is obtained from the Multi-Class
prediction results by setting all BGC classes as BGC. For Pfam level accuracy, DeepM-
BGC correctly identified 90.1% of all Pfam domains in 160 BGCs and correctly classified
74.8% Pfam domains with correct classes. The performance gap between multi-class and
binary prediction shows that multi-class prediction of BGC class is much harder compared
predicting BGCs due to limited sample sizes for some BGC classes.
For BGC level accuracy, Table 14 shows that DeepMBGC can fully discover a BGC with a
probability 59.3% and can fully discover a BGC with correct class type with a probability
51.8%.








Figure 10 shows the t-SNE embedding for the output of ResLSTM Layer Block for 160
BGCs in MIBIG 1.5. The plot shows a strong discriminating power of DeepMBGC in
multi-class classification.
3.4. Analysis of 5666 Bacterial Genomes from EMBL-EBI
Through the validations presented in previous sections, we have showed that DeepMBGC
can effectively classify Pfam domains and identify BGCs and their BGC classes. We apply
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Figure 10: t-Distributed Stochastic Neighbor Embedding (t-SNE) of 160 class-labelled
BGCs from the MIBIG database v1.5. BGCs are represented by the outputs from the
last dense layer of DeepMBGC and are colored by the respective known class as indicated.
this model to identify potential novel BGCs that might be missed by other approaches. We
accomplish this by applying DeepMBGC to predict BGCs in the 5666 reference bacterial
genomes. Table 15 shows the distribution of the classes of the predicted BGCs. We observe
that 41.2% of the predicted BGCs belong to class RiPP. This is largely due to the conserved
genomic arrangement of many of the genes involved in their synthesis,
Table 15: Comparison of distribution of the predicted BGC classes by DeepMBGC.
RiPP Saccharide Polyketide Terpene NRP Other
MIBIG 1.4 0.132 0.075 0.271 0.063 0.313 0.143
Predictions BGCs 0.412 0.097 0.098 0.048 0.125 0.216
There are a total of 161,026 predicted BGCs from 5666 genomes. Each genome, on average,
92
has 28.4 BGCs. For the validation set, there are 291 predicted BGCs from 13 genomes,
and each genome on average has 22.4 BGCs. The average number of predicted BGCs from
DeepMBGC seems to be larger than expected based on the validation set. One reason is
that DeepMBGC does not merge two adjacent predicted BGCs if they are predicted to be
of different classes. However, many BGCs are annotated with multiple classes. We choose
not to merge them to avoid mixing two different BGCs. However, this should not affect the
utility of the predictions in practice.
Figure 11, 12 and 13 summarize the results of DeepMBGC prediction on these unannotated
bacterial genomes. The predicted BGCs cover less than 20% of the genomes for most of the
bacteria in term of the numbers of Pfam domains. As a comparison, for the validation set,
11(84.6%) genomes have a coverage below 0.20. We also observe that most of the predicted
BGCs include fewer than 10 Pfam domains.
Figure 11: Histogram of genomic BGC ratio. BGC ratio of a genome sequence is defined as
the ratio of number of Pfam domians covered by predicted BGCs over the number of Pfam
domians in this genome.
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Figure 12: Histogram of genome BGC count. BGC count of a genome sequence is defined
as the number of predicted BGCs for this genome.
Figure 13: Histogram of the number of Pfam domains in the predicted BGCs.
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3.4.1. Distributions of the predicted BGC classes in different bacterial phyla
We next investigate whether different bacterial phyla have different distributions of the
BGC classes. We consider 4065 bacteria species that belong to five major phyla with at
least 50 species. In addition, these bacteria have at least 10 predicted BGCs and 500
Pfam domains. For each species in a given phylum, we summarize the frequencies of the
predicted BGC classes. Figure 14 shows the boxplots of the proportion of each BGC class in
bacterial genomes in 5 major phyla, including Proteobacteria, Firmicutes, Actinobacteria,
Bacteroides and Cyanobacteria.
Figure 15 shows the boxplots of the proportion of different types of BGCs from all bacterial
genomes that belongs to a particular phylum. All phyla except Actinobacteria follow a
similar trend in the distribution of BGC classes.
Finally, Table 16, 17, 18, 19, 20 present the top 20 genomes that have the highest proportion
of a specific BGC among those predicted. These tables provide useful information for





































































































Table 16: Top 20 bacterial genomes that contain the highest proportion of the predicted
BGCs of type NRP.
Genome Frequency NRP
Zymobacter palmae IAM14233 DNA 0.500
Neorhizobium galegae bv. officinalis bv. officinalis str. 0.450
HAMBI 1141 plasmid pHAMBI1141a
Gynuella sunshinyii YC6258 0.425
Pelagibacterium halotolerans B2 0.424
Acidovorax sp. KKS102 0.391
Neorhizobium galegae bv. orientalis str. HAMBI 540 plasmid
pHAMBI540a
0.386
Teredinibacter turnerae T7901 0.385
Pelosinus fermentans JBW45 chromosome 0.379
Bordetella bronchiseptica strain S798 chromosome 0.373
gamma proteobacterium HdN1 complete genome 0.364
Xanthobacter autotrophicus Py2 0.362
Bordetella bronchiseptica RB50 0.358
Corynebacterium simulans strain PES1 chromosome 0.357
Coxiella burnetii Dugway 5J108-111 0.357
Bordetella bronchiseptica 253 0.354
Pseudomonas putida NBRC 14164 0.353
Tistrella mobilis KA081020-065 0.351
Shewanella denitrificans OS217 0.350
Achromobacter xylosoxidans A8 0.347
Salmonella enterica subsp. diarizonae strain 11-01855 0.344
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Table 17: Top 20 bacterial genomes that contain the highest proportion of the predicted
BGCs of type Polyketide.
Genome Frequency Polyketide
Chelatococcus sp. CO-6 0.407
Actinoalloteichus hymeniacidonis strain HPA177(T) (=DSM
45092(T))
0.406
Frondihabitans sp. PAMC 28766 chromosome 0.395
Mycolicibacter sinensis 0.383
Catenulispora acidiphila DSM 44928 0.370
Lactobacillus plantarum strain KP 0.368
Conexibacter woesei DSM 14684 0.368
Amycolatopsis mediterranei RB 0.365
Amycolatopsis mediterranei S699 0.359
Mycobacterium sp. djl-10 0.357
Actinoplanes friuliensis DSM 7358 0.355
Rhodococcus aetherivorans strain IcdP1 chromosome 0.353
Microbacterium sp. CGR1 0.348
Kibdelosporangium phytohabitans strain KLBMP1111 0.347
Devosia sp. A16 0.344
Mycobacterium sp. WY10 0.344
Rhodococcus opacus PD630 0.343
Rhodococcus opacus B4 0.342
Mycolicibacterium fortuitum strain CT6 chromosome 0.340
Mycobacteroides chelonae CCUG 47445 chromosome 0.340
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Table 18: Top 20 bacterial genomes that contain the highest proportion of the predicted
BGCs of type RiPP
Genome Frequency RiPP
Gottschalkia acidurici 9a 0.941
Piscirickettsia salmonis strain AY6532B 0.935
Streptococcus equi subsp. zooepidemicus ATCC 35246 0.929
Lactobacillus helveticus strain MB2-1 0.929
Endosymbiont ’TC1’ of Trimyema compressum 0.917
Oscillibacter valericigenes Sjm18-20 DNA 0.914
Clostridioides difficile strain BR81 0.913
Lactobacillus helveticus H10 0.909
Streptococcus equi subsp. zooepidemicus CY 0.909
Olsenella sp. oral taxon 807 strain F0089 0.909
Clostridium carboxidivorans P7 0.900
Piscirickettsia salmonis LF-89 = ATCC VR-1361 chromosome 0.897
Alkaliphilus metalliredigens QYMF 0.897
Ureibacillus thermosphaericus DNA 0.895
Lactobacillus johnsonii strain UMNLJ21 0.889
Piscirickettsia salmonis strain PM31429B 0.886
Piscirickettsia salmonis strain PM22180B 0.886
Piscirickettsia salmonis strain PM32597B1 0.886
Piscirickettsia salmonis strain CGR02 0.886
Piscirickettsia salmonis strain PM58386B 0.886
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Table 19: Top 20 bacterial genomes that contain the highest proportion of the predicted
BGCs of type Saccharide.
Genome Frequency Saccharide
Desulfomicrobium baculatum DSM 4028 0.667
Desulfobacca acetoxidans DSM 11109 0.636
Parabacteroides distasonis ATCC 8503 0.586
Prevotella ruminicola 23 0.583
Bacteroides cellulosilyticus strain WH2 chromosome 0.568
Bacteroides helcogenes P 36-108 0.529
Bacteroides thetaiotaomicron strain 7330 0.500
Bacteroides vulgatus ATCC 8482 0.500
Geobacter sp. M18 0.476
Geobacter pickeringii strain G13 chromosome 0.471
Streptococcus suis ST3 0.462
Leuconostoc mesenteroides subsp. mesenteroides strain
BD3749
0.455
Leuconostoc mesenteroides KFRI-MG 0.455
Bacteroides dorei CL03T12C01 0.455
Pontibacter akesuensis strain AKS 1T 0.438
Bacteroides ovatus strain ATCC 8483 0.438
Francisella philomiragia subsp. philomiragia ATCC 25017 0.429
Nitrosococcus oceani ATCC 19707 0.417
Bacteroides fragilis NCTC 9343 0.414
Geobacter bemidjiensis Bem 0.412
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Table 20: Top 20 bacterial genomes that contain the highest proportion of the predicted
BGCs of type Terpene.
Genome Frequency Terpene
Candidatus Rhodoluna planktonica strain MWH-Dar1 chromo-
some
0.364
Synechococcus sp. RCC307 genomic DNA sequence 0.286
Acinetobacter guillouiae DNA 0.267
Thiohalobacter thiocyanaticus DNA 0.263
Sphingopyxis alaskensis RB2256 0.250
Altererythrobacter atlanticus strain 26DY36 0.241
Legionella pneumophila subsp. pneumophila strain FFI329 0.235
Legionella pneumophila subsp. pneumophila strain FFI102 0.235
Methyloceanibacter caenitepidi DNA 0.235
Synechococcus sp. SynAce01 0.231
Legionella pneumophila subsp. pascullei strain D-7119 chro-
mosome
0.227
Rothia dentocariosa ATCC 17931 0.227
Halobacteriovorax marinus SJ 0.222
Legionella pneumophila subsp. pneumophila LPE509 0.222
Xanthomonas translucens pv. undulosa strain Xtu 4699 chro-
mosome
0.219
Legionella pneumophila subsp. pascullei strain F-4185 chromo-
some
0.217
Legionella pneumophila subsp. pascullei strain D-7158 chro-
mosome
0.217
Sulfuricella denitrificans skB26 DNA 0.214
Elizabethkingia anophelis FMS-007 chromosome 0.214
Synechococcus WH7803 complete genome sequence 0.211
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Table 21 lists the top 20 bacterial genomes that contain the highest proportion of predicted
BGCs that do not belong to the few well-defined BGC classes. These bacterial genomes
can potentially be further studied for the possibility of producing new small molecules.
Table 21: Top 20 bacterial genomes that contain the highest proportion of the predicted
BGCs of knonwn classes
Genome Frequency Other
Maricaulis maris MCS10 0.688
Candidatus Puniceispirillum marinum IMCC1322 0.667
Chromohalobacter salexigens DSM 3043 0.652
Candidatus Pelagibacter ubique HTCC1062 0.636
Rhodothermus marinus DSM 4252 0.615
Altererythrobacter dongtanensis strain KCTC 22672 0.611
Psychrobacter sp. P2G3 chromosome 0.611
Pandoraea pnomenusa strain DSM 16536 0.608
Bordetella avium 197N 0.600
Klebsiella pneumoniae subsp. pneumoniae NTUH-K2044 0.579
Pandoraea pnomenusa strain RB38 0.574
Corynebacterium kroppenstedtii DSM 44385 0.571
Halomonas elongata DSM 2581 0.571
Cyclobacterium marinum DSM 745 0.568
Variibacter gotjawalensis DNA 0.558
Pantoea ananatis LMG 20103 0.556
Maribacter sp. HTCC2170 0.556
Ruegeria pomeroyi DSS-3 0.553
Oceanimonas sp. GK1 0.550
Cupriavidus metallidurans CH34 0.545
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3.5. Discussion
This chapter presents a new deep learning-based prediction method (DeepMBGC) for BGC
and BGC class prediction. We have shown by using validation data sets that DeepMBGC
outperforms the state-of-the-art method DeepBGC in prediction accuracy as reflected by
higher F1 scores. In addition, DeepMBGC implements a multi-class prediction that can be
used to predict the BGC classes. We have applied DeepBGC to predict all the BGCs and
their classes using the sequencing data of 5666 bacterial genomes. Among the predicted
BGCs, many can be assigned to a given BGC class. These newly predicted BGCs can
be potentially explored for identifying previously unknown small molecules and secondary
metabolites.
Throughout this chapter, we convert the BGC genomic DNA sequences into sequences
of protein family domains by first predicting the open reading frames (ORFs) and then
predicting the protein domains. The rational of prediction using Pfam sequences is that
these Pfams are more conserved for BGCs in the same functional class. However, the
proposed deep learning methods can be similarly applied to protein sequences of the BGCs.
This is the strategy used by a recent paper to identify members of a clinically important
class of small molecules widely encoded in human microbiome (Sugimoto et al., 2019). For
the BGCs in each of the BGC classes, we can examine the similarity of the corresponding
protein sequences using local sequence alignment (e.g. profile HMM) to identify the protein-
sequence motifs.
DeepMBGC can be applied to predict the BGCs using data from shotgun metagenomic
sequencing. One approach is to perform metagenome assemblies using the powerful tools
such as MEGAHIT (Li et al., 2015) or metaSPAdes (Nurk et al., 2017). The assembled
genomes include clusters of contigs and their relatively abundances in a given sample. We
can apply DeepMBGC to predict the BGCs of these contigs and combine the predicted
BGCs across the contigs. This provides one way of quantifying the possible small molecules
that a microbial community can produce. The results can be compared across normal and
104
disease samples in order to identify the small molecules that are associated with the disease.
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