Abstract The paper makes a connection between classical dynamical systems, namely the Gauss map and the associated Farey map, and symmetric second{order line search, of which the classical Golden Section and Fibonacci search methods are particular cases. The main result is an expression for the actual nite sample rate for symmetric line search algorithms in terms of the continued fraction expansion of the rst observation point. This yields formulae for asymptotic rates in the almost sure ergodic case and exact rates for the two special cases (i) the rational case when the algorithm stops and (ii) the cyclic case which corresponds to quadratic irrationality. The asymptotic rate is sub{exponential for almost all starting points. Moreover, the dynamical system su ers so{called chaos with intermittency, typical of systems which have fairly normal (exponential) expansion punctuated by periods of very slow expansion. The property follows immediately through the link with the Farey map which has slow growth close to zero.
Introduction
This paper is a contribution to a series by the authors which study dynamical systems embedded within certain search algorithms 8, 9, 6] . This is a new area in that it describes kind of stochasticity di erent from what is commonly considered as a random algorithm, for example arising in graph theory or in Markovian algorithms such as simulated annealing or genetic algorithms.
The paper makes a surprising connection between classical dynamical systems, namely the Gauss map and the associated Farey map, and a special kind of line search. The latter shares a symmetry property with the classical Golden Section and Fibonacci search method. Unlike previous work by the authors which concentrates on the path of the optimum after a renormalisation, this paper covers the path of the observation points. Some progress towards the ideas of this paper were appeared in 13] . The main result is to give a formula for the actual nite sample rate for symmetric line search in terms of the continued fraction expansion of the rst observation point. This leads to asymptotic rates in the almost sure ergodic case (based on the Gauss map's invariant measure) and exact rates for the two special cases (i) the rational case when the algorithm stops and (ii) the cyclic case which corresponds to quadratic irrationality.
This represents a more or less complete analysis of the rates of convergence for symmetric line search algorithm. Except for particular cases (zero Lebesgue measure for the starting point) like the Golden Section case, the other asymptotic rates are sub{ exponential. Moreover, they su er so{called chaos with intermittency, typical of systems which have fairly normal (exponential) expansion punctuated by periods of very slow expansion. Such behaviour is commented upon in various work in optimisation where one is encouraged to take care in the initialisation of a symmetric algorithms, even the Golden Section, after each iterate. The property follows immediately through the link with the Farey map which has slow growth close to zero.
The paper is organised as follows. Section 2 brie y introduces second-order line search, with the Golden{Section and Fibonacci algorithms as particular symmetric cases. A renormalisation of variables in 0; 1] is used in Section 3, and we show in Section 4 how the dynamical system we associate with a symmetric algorithm is related to the Farey map. The relation between symmetric line search algorithms and continued fractions is investigated in Section 5.
2 Optimisation based on comparisons of function values
Second{order line search
We consider the minimisation of a uniextremal function f(:) on a given interval A 1 ; B 1 ] using a second{order algorithm, as de ned by Kiefer (1957) . Let x be the unknown point at which f(:) is minimum. We assume that f(:) is decreasing for x x and non{decreasing for x > x (or non{increasing for x x and increasing for x > x ). If these conditions on f( ) are not satis ed, then convergence to a local minimum of f( ) in A 1 ; B 1 ] may occur. At iteration n we compare the values of f(:) at two points U n and V n in the current uncertainty interval A n ; B n ], with U n < V n . Then, after this iteration if f(U n ) f(V n ) we delete A n ; U n ), otherwise we delete (V n ; B n ]. Note that, in a practical implementation of the algorithm, both A n ; U n ) and (V n ; B n ] can be deleted in the case where f(U n ) = f(V n ), but the algorithm should then be re{initialised. (This will not be considered here because it has no e ect on the performance characteristics that are considered.) The remaining In each case, one of the two points U n ; V n is carried forward to A n+1 ; The reduction rate at iteration n is de ned as r n = L n+1 =L n , where L k = B k ? A k is the length of the uncertainty interval at iteration k, so that L n = L n (E 1 ) = L 1 n?1 Y i=1 r i ; n = 2; : : :
A symmetric algorithm corresponds to the case where E 0 n is selected according to the rule E 0 n = A n + B n ? E n . In that case, the length L n does not depend on the sequence of (R) and (L) deletions and is thus independent of the objective function f( ). It only depends on E 1 . Figure 2 presents L n =L 1 as a function of E 1 for n = 2; : : : ; 7.
The most famous second{order line{search algorithms are the Fibonacci and the Golden Section (GS) algorithms. Both are symmetric.
Golden{Section and Fibonacci algorithms
The well{known Golden{Section (GS) algorithm is de ned by E 0 n = A n + B n ? E n ; where (F i ) 1 i=1 = f1; 1; 2; 3; 5; 8; 13; : : :g is the Fibonacci sequence, de ned by F 1 = F 2 = 1 and F n = F n?1 + F n?2 ; n > 2. The algorithm satis es r n = F N+1?n F N+2?n ; 1 n < N ;
see Figure 3 . The algorithm stops at n = N, so that on can de ne r n = 1 and L n = L N for n N. Note that in the last iteration one assumes that the two test{points coincide. In practice they should be chosen as close as possible. From the recurrence de ning F n , we obtain F n = (1 + ') n ? (?') n p and u n = min(e n ; e 0 n ) ; v n = max(e n ; e 0 n ) :
The deletion rule is
The remaining interval is then renormalised to 0; 1]. The successive lengthes of uncertainty intervals satisfy
and therefore Figure 4 presents a plot of a typical sequence of iterates (x n ; x n+1 ), n = 1; : : : ; 100; 000 for a non{periodic symmetric algorithm, with x n the renormalised location of x . which gives x n+1 = h n (x n ), with
The ergodic behaviour of this dynamical system is studied in 14] in the case where f( ) is symmetric with respect to x . We show in 7] that this ergodic behaviour is the same for functions that are only locally symmetric.
Relation with Farey map
In the case of a symmetric algorithm one has for every n e 0 n = 1 ? e n :
This last condition implies u n = 1?v n , which gives both for the (R) and (L) cases r n = v n and r n+1 = . Note that the updating formula for r n implies by induction that, for xed n, the function L n (E 1 )=L 1 in Figure 2 is piecewise linear.
The variable z n obtained by the simple transformation z n = (1=r n ) ? 1 follows the dynamical system z n+1 = T(z n ), with T( ) given by (7), that is the Farey map. However, we shall not pursue this connection but use a di erent one.
Neither the shape of the objective function, nor the location of x has any e ect on the behaviour of (r n ). We can thus assume for simplicity that the objective function monotonously increases, so that the rule (R) always applies. Then, the evolution of (e n ) becomes The Frobenius{Perron equation for the dynamical system e n 7 ! e n+1 = T(e n ) is given by (e) = 1 (e + 1) 2 ( e e + 1 ) + ( 1 e + 1 ) ;
which has solution (e) = 1 e ; 0 < e < 1 :
The fact that invariant measure above is not nite is related to the slope of the mapping T( ) being unity at 0, a xed point of the mapping, which causes nonexponential divergence of the trajectories. Such a map is called almost expanding, which relates to the phenomenon of chaos with intermittency. This term is used to describe the occasional regular behaviour of the trajectories which occurs in the present case near 0. Note that any statement on the asymptotic behaviour of (e n ) deriving from the Farey map can be reformulated in terms of the behaviour of (r n ). For example, the invariant density for (r n ) is (r) = 1 r(1 ? r) ; 1=2 r < 1 :
The behaviour (and the convergence rate) of the symmetric algorithm is completely determined by e 1 . We show later that the best asymptotic convergence rate is for the GS algorithm, that is, when e 1 = ', the Golden Section. The relation between the rate sequence (r n ) and the Farey map will be exploited further in Section 5.2. 
where fxg is the fractional part and bxc the integer part of x. For each n, the partial quotient a n is a n = b1= n c.
The continued fraction expansion for a rational number is nite and nonunique:
= a 1 ; a 2 ; : : : ; a n ] = ( a 1 ; a 2 ; : : :; a n ? 1; 1] if a n > 1 ; a 1 ; a 2 ; : : :; a n?1 + 1] if a n = 1 :
Note that one can also write (see 11]) = a 1 ; a 2 ; : : :; a n ] = a 1 ; a 2 ; : : : ; a n ; 1] : (6) The dynamical system n 7 ! n+1 = T( n ) = f1= n g, de ned by (5) x ? 1 if 1 < x de ned on (0; 1). Starting with 2 (0; 1) and iterating, we immediately jump to the second branch and remain there until switching back to the rst branch with the value f1= g = 1= ?b1= c. This is repeated so that at the n-th switch back to the rst branch we have the same n as in the Gauss map. Moreover, the number of iterations spent in the second branch is precisely a n = b1= n c. T 1 (x) = x ? 1 if 2 < x Now, the change of variable e = 1=x in T 2 ( ) gives the Farey map presented in Figure 5 , see (2) T(e) = ( e=(1 ? e) if 0 < e < 1=2
(1 ? e)=e if 1=2 e < 1
Note that the number of iterations spent in the second branch of T 2 ( ) before reaching the rst, and in the rst branch of T( ) before reaching the second, is a n ? 1 = b1= n c ? 1.
L n as a function of e 1
The following theorem gives the expression of the length of the uncertainty interval A n ; B n ] for a symmetric algorithm as a function of the continued fraction expansion of e 1 . Note that the expression is valid for any objective function on which the line{search algorithm is applied. 
Then, for any N such that n j N < n j+1 , j 0, L N+1 = L 1 0 j 1 ? (N ? n j ) j+1 ] ; (9) where 0 = 1, 1 = e 1 and j+1 = f1= j g, j 1.
Proof. We assume that e 1 < 1=2. The case e 1 > 1=2 could be treated similarly. Recalling the relation between the Farey and continued fraction maps, we notice that between two successive visits to the interval 1=2; 1], say the j-th and (j + 1)-th, the sequence (2) spends a j+1 ? 1 iterations in 0; 1=2). The subsequence (e n j ), with n j given by (8) , then contains all terms of the sequence (e n ) that belong to 1=2; 1). Moreover, for j 0 e n j +1
exactly coincides with j+1 in the Gauss{map sequence ( j ), de ned by j+1 = f1= j g and 1 = e 1 . Also, if we consider N = n j iterations of the algorithm (2), then we arrive at the point e n j +1 = j+1 and the length of the unnormalised uncertainty interval after these N iterations is equal to L n j +1 = L 1 r 1 r n j = L 1 1 j :
(10) This can be proved as follows.
Let j = 0, and compute the reduction rate in n 1 iterations, from e n 0 +1 = e 1 = 1 to e n 1 +1 = 2 . The length of the uncertainty interval then becomes L n 1 +1 = L n 0 +1 r n 0 +1 r n 1 :
Since ( e i < (11) and r n 1 = e n 1 = e n 0 +1 = 1 ? (n 1 ? 1)e n 0 +1 ]. Therefore, L n 1 +1 = L n 0 +1 e 1 = L n 0 +1 1 : The same arguments generalise to arbitrary j 1, and L n j +1 = L n j?1 +1 j , which gives (10). Finally, using (11), one can easily get the value of L N+1 for arbitrary N, that is (9) for n j N < n j+1 .
Theorem 1 implies in particular that, when e 1 is a rational in 0; 1), the length of the uncertainty interval remains constant after some iteration. Indeed, one can write e 1 = a 1 ; : : :; a m ; 1], see (6) . This gives m+1 = 0, n m+1 = 1, and thus from (9) L N+1 = L 1 1 m for any N N = a 1 + + a m . Thus, for rational e 1 , the algorithm terminates (degenerates) at a certain iteration N , where N = a 1 + + a m could also be de ned as the rst n such that e n = 1. (Recall that we assume that at the last iteration we halve the uncertainty interval by making the two last observations at the same point, the midpoint of the interval.)
Since the termination point N is a function of e 1 we need to be careful in the speci cation of the sample size of the algorithm. If we set N > N then there is no further improvement after N so that the per iteration rate will have declined. However, we have the option of deciding in advance that the number of iterations is N = N and then controlling e 1 to produce min One can easily check (see 12], p. 337 and 2]) that there are exactly 2 n?1 Farey fractions of level n, that is, elements in F n n F n?1 , and all of them have a nite continued fraction representation p=q = a 1 ; a 2 ; : : : ; a k ] satisfying a 1 + : : : + a k = n. Also, the number of elements in F n is jF n j = 2 n + 1 and these elements, apart from 0 and 1, have a continued fraction representation a 1 ; a 2 ; : : :; a k ] satisfying a 1 + : : : + a k n. This gives a characterisation of rational starting points e 1 such that the corresponding symmetric line-search algorithm stops at iteration n. Speci cally, these points are exactly the points with a nite continued fraction representation e 1 = a 1 ; a 2 ; : : : ; a k ] with a 1 + : : : + a k = n and therefore are exactly the Farey fractions of level n.
If we return to Figure 2 and consider the function L n (e 1 ) for a given n, we observe that it is piecewise linear, with 2 n?1 local minima at the Farey fractions of level n and 2 n?1 + 1 local maxima at 0; 1 and the Farey fractions of all levels smaller than n.
The following property gives the value of L N when the algorithm degenerates. According to (9) , " k?1 is the last term we need in the product q ; N N :
The Fibonacci algorithm can easily be shown to be optimal among symmetric algorithms.
Corollary 2 (Optimality of the Fibonacci search)
For a xed N, the minimum min In what follows we assume, without any loss of generality, that L 1 = 1.
The algorithm has exponential convergence if R(e 1 ) < 1 ? for some > 0. Next corollary shows how the asymptotic rate of convergence of the algorithm is related to the choice of e 1 .
Corollary 3 The convergence of the a symmetric algorithm initialised at e 1 2 (0; 1) is (i) sub{exponential if e 1 is a rational number (in this case, the algorithm is such that the two test points E n ; E 0 n coincide at some iteration n). Proof.
(i) We have seen in Section 5.2 that, when e 1 is rational, L n (e 1 ) remains constant for n larger than some N, and therefore R(e 1 ) = 1.
( (iii) Ergodic arguments can be used to show that for almost all values of e 1 the convergence is sub{exponential. Indeed, for almost all e 1 , the dynamical system (2) has the invariant density of the Farey map given by (3) , and the density of the sequence (r n ) is (4). These densities are not normalised, however they can be used to construct the proportion of points falling in di erent intervals. Consider in particular the interval I = 1 ? ; 1), 0 < < 1=2, and let n denote the number of points r i , i = 1 : : : ; n, in I . Then n =n Figure 6 presents a plot of a typical sequence of iterates (x n ; r n ), n = 1; : : :; 100; 000 for a non{periodic symmetric algorithm, corresponding to Corollary 3 (iii). This propery has the important consequence that a direct implementation of a symmetric algorithm, based on the application of the rule E 0 n = A n +B n ?E n yields sub{exponential convergence (R = 1) due to numerical inaccuracies. In particular, this is the case for the GS algorithm, hence the usual recommendation to use the implementation (1) . Note that among symmetric algorithms, R(e 1 ) is minimum when e 1 = ', the Golden Section. This follows from Figure 6 : Typical chaotic sequence of iterates (x n ; r n ), n = 1; : : :; 100; 000, in a symmetric algorithm
