Introduction
Stock prediction is an indispensable part of financial industry and becomes one of the important branches of economic forecasting. There are some stock prediction analysis methods such as securities investment analysis, time series analysis and neural network prediction method [1, 2] . Generalized regression neural network (GRNN) is a nonlinear regression based on the theory of feedforward neural network model [3] . It is commonly used in stock prediction of the neural network forecast. This article proposes the particle swarm algorithm to optimize the GRNN neural network, establishes a PSO-GRNN neural network model, then forecasts three branch glamour stocks of our country, Shanghai electric power (code: 600021), CITIC securities (code: 600030) and China petrochemical (code: 600028) .
Generalized Regression Neural Network
The generalized regression neural network architecture is put forward by Specht [4] , and is composed of input layer, hidden layer and output layer. It is a one-pass learning algorithm with a highly parallel structure [5] . In the hidden layer, the output of the weighted input neuron is calculated through the Gaussian function. GRNN neural network needs only one simple smoothing factor. The bigger smoothing factor is, the smoother approximation process of the network is; the smaller the smoothing parameter is, the stronger approximation performance of the network is. So, it is needed to try to get the best value continually.
Particle Swarm Optimizing Algorithm
The particle swarm optimizing algorithm (PSO algorithm) is a parallel evolutionary computation technique put forward by Kennedy and Eberhart [6] . At first, we initialize a population array of particles with random locations
in the search space. Then we get the optimal solution through the iterative search particles. From initial to the current searching iteration times, the optimal solution of particles is the particle's individual extremism p best . Particle population current optimal solution is called global extremism g best . The particle i through the two extreme updates its l id and v id .
Where, c 1 f . This article gets fitness values according to the error of particle in every iterative.
GRNN Based on Particle swarm algorithm
Using PSO algorithm training GRNN neural network, we definite the particle swarm vector elements were smoothing factor σ and GRNN neural network connection weights W. Algorithm process is as follows:
(1)Extract target input vector, and do the normalized processing as follows. (5)Determine whether the requirements are met. If maximum iterations or mean square error is the initial value, then end particle search. Or, turn to (3).
(6) Output the optimal particle position, recording best g , map each individual's component for smoothing factor and weights of GRNN neural network, and forecast the neural network's input data.
(7) End particle search.
MATLAB Training and Prediction
We train the three sets of data with PSO-GRNN model and GRNN model respectively. In PSO-GRNN neural network model momentum factor takes α=0.05, β=0.55. Particle population scale is 20, particle dimension is 12, learning factor c 1 =c 2 =2, the initial inertia weight value 9 . 0 0  w , the iteration number is 250 times. In order to test the generalization ability of the neural network, we introduce three kinds of evaluation index [9] :
Root mean square error: value is, the greater the prediction error is; MSE can better forecast effect, the smaller MSE value is, the better prediction effect is.
After training, the contrast results of two kinds of models see in table 1. Table 1 shows that, in the circumstances of the same initial factor, the prediction precision to the same sample of PSO-GRNN model is obviously superior and stronger generalization ability than the GRNN model. Through the results， we can see that PSO-GRNN model's stability is obviously superior to the GRNN model's stability. Particle swarm optimization (PSO) algorithm improved GRNN neural network, and through the search renewal process for smoothing factor and the right value of the automatic optimization, can achieve better effect. On the basis of the same training samples, PSO-GRNN model has better accuracy, better stability and stronger generalization ability than the GRNN model.
