Abstract. This study presents the combination of Computational Fluid Dynamics (CFD) and soft computing techniques to provide a viewpoint for two-phase ow modelling and accuracy evaluation of soft computing methods in the three-dimensional ow variables prediction in curved channels. Arti cial Neural Network (ANN) and Support Vectors Machines (SVM) models with CFD are designed to estimate velocity and ow depth variables in 60 sharp bend. Experimental results for 6 di erent ow discharges of 5, 7.8, 13.6, 19.1, 25.3, and 30.8 l/s to are used to train and test ANN and SVM models. The results of numerical models are compared with experimental values and the accuracy of models is con rmed. Evaluation of the results shows that all the three models of ANN, SVM, and CFD perform well in ow velocity prediction with correlation coe cients (R) of 0.952, 0.806, and 0.680 and ow depths (R) of 0.999, 0.696, and 0.614, respectively. ANN model, with Mean Absolute Relative Errors (MAREs) of 0.055 and 0.004, is the best model in prediction of both velocity and ow depth variables. Then, SVM and CFD models with MAREs of 0.069 and 0.089 in velocity prediction and CFD and SVM models with MAREs of 0.007 and 0.011 in ow depth prediction are the best models, respectively.
Introduction
Arti cial channels and rivers, with di erent sizes, geometries, and hydraulic characteristics, are rarely direct routes and have many curves in the path. Flow in curves is under the in uence of longitudinal pressure gradient and the centrifugal force, which make the ow pattern in curved path di erent from that in direct path. The interaction of these two forces creates a secondary ow. These ows cause changes in the velocity distribution and water surface depth pro les [1] . Therefore, understanding the ow pattern in the bend is necessary to study the river behaviour. In recent years, many researchers have focused on numerical and observational studies of the ow behaviour of the curved paths. Shukry [2] was the rst researcher who carried out several experimental studies on the ow pattern in bends. Then, Rozovskii [3] studied the velocity distribution and shear stress in sharp and mild bends, and recommended keeping the maximum velocity position constant from inside to the end of the bend. DeVriend and Geoldof [4] investigated the distribution of water surface pro les in bends and evaluated the superelevation in the cross section and non-linearity of bends. Bergs [5] performed wide experimental studies on the ow pattern in a U-shaped ume. He pointed to spiral ows and stated that the rotating ows within 3-5 m of entry were strengthened and, during the exit from the bend, disappeared. Ye and McCorquodale [6] carried out extensive studies on mild and sharp bends. They referred to the presence of super-elevation and secondary currents from the beginning of the bend up to the internal cross section. Blanckaert and Graf [7] conducted experimental studies on turbulent ow in a movable bed with a 120 sharp bend. Barbhuiya and Talukdar [8] conducted an experimental study on scour pattern in a 90 bend. The results showed that the maximum measured velocity was larger than the mean velocity. Ramamurthy et al. [9] and Gholami et al. [10] performed extensive experimental studies on the 90 sharp bend and evaluated the velocity and ow depth pro les in bend. The locations of maximum velocity and nonlinearity of water surface transverse pro les were important. In addition to experimental studies, there are numerical studies on the ow pattern in the curved channels. They are carried out by Computational Fluid Dynamics (CFD) or new common soft computing methods. In the eld of CFD, Leschziner and Rodi [11] performed extensive studies on the sharp and mild bends. It was observed that the main factor of maximum velocity component transferring forward to the outer wall at the end of sharp bend was the longitudinal pressure gradient, whereas in mild bends (like the numerical model used in [12] ), the main displacement cause was the secondary ow. The results indicated that, unlike in the mild bends that maximum velocity in most parts of the channel was in the outer bend, in sharp bends, it was in the internal bend. DeMarchis and Napoli [13] numerically investigated the velocities and ow depth pro les distribution in a threedimensional ow in a 270 bend within channel and declared that at the nal cross section of the bend, the velocity value in the outer channel wall would be the largest. Bodnar and Prihoda [14] , using the nite volume method, investigated the water surface pattern in a 90 bend and focused on the non-linearity slope of water surface. Gholami et al. [15] extensively studied the pattern of ow depth changes in 120 sharp bend using a numerical model. They referred to nonlinearity of transverse water surface pro les in different cross sections. They presented two relationships of the maximum and minimum ow depths with the normal depth in curved channel. Bonakdari et al. [16] , using the CFD model, studied the bend e ect on the velocity pattern in a circular section channel. Zeng et al. [17] evaluated ow in a curved open channel with a 193 sharp bend using eddy simulation and showed satisfactory results for velocity distribution in the main and secondary ows in cross sections. Through channel depth analysis, it was shown that there was erosion around the outer bend. Gholami et al. [18] simulated the complete ow pattern in 60 sharp bend using Finite Volume Method (FVM) based on the available experimental model. They referred to high accuracy and low error of the numerical model in predicting ow variables in 60 bend.
In recent decades, the use of soft computing methods to reduce cost and computational time in hydrology and hydraulics science has been increased [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . The application of these methods to the study of the ow pattern in bends can be summarized as follows: the ability of ANN model and Genetic Algorithm (GA) in the evaluation of velocity pro les in 90 mild bend was investigated by Bonakdari et al. [36] ; their results showed high accuracy of the ANN model in estimating the ow variable values. Sahu et al. [37] pointed out the ability of the ANN model in the study of velocity pro les in the meanders. ANN and CFD results were compared with the analytical solution by Gholami et al. [38] ; also, Fenjan et al. [39] evaluated the ability of CFD and ANN models in comparison with experimental results in the study of ow pattern in a 90 sharp bend. Moreover, they emphasized the accuracy of ANN model in ow pattern prediction, especially for the distribution of water surface pro les. ANN model, due to the reduced time and computational costs in comparison with the CFD model, is preferred. Gholami et al. [40] showed the ability of Gene Expression Programming (GEP) model in the prediction of ow patterns in a 90 sharp bend at 5 di erent discharges in ow velocity eld evaluation. Gholami et al. [41] evaluated the ow pattern in sharp bends using classi cation methods associated with ANN models. They referred to the increase in accuracy of the classi cation method in comparison with formal Multi-Layer Perceptron (MLP) and Radial Basis Functions (RBF) models.
The main goal of this paper is assessing the CFD method performance in comparison with Arti cial Intelligence (AI) techniques in 60 sharp bend that, to the best of the authors' knowledge, has not been considered in previous studies. Therefore, three numerical models including CFD model (based on FLUENT software) and two AI techniques (ANN and SVM) are utilized and evaluated in the prediction of velocity and ow depth in 60 sharp bend. Experimental results for 6 di erent discharge ows of 5, 7.8, 13.6, 19.1, 25.3, and 30.8 (l/s) achieved by Akhtari et al. [42] are used for training and testing AI models. All the three models are veri ed in comparison with the observed results in velocity and ow depth prediction. Various statistical indices are used to evaluate and compare the models and the superior model will be introduced.
Material and methods

Experimental model
Akhtari et al. [42] conducted a thorough experimental Figure 1 . Six di erent hydraulic conditions are considered in the experiments in this paper, as shown in Table 1 . A one-dimensional propeller velocity-meter and a micrometer (mechanical bathometer) are used to read the axial velocities and water surface depth, respectively, in the ume. The precision of the micro-meter is 0.1 mm and the precision of the propeller is 2 cm/s. The velocity-meter is located by Vernier ruler and analog caliper in the transverse direction with precision of 0.5 mm and depth direction with precision of 0.1 mm, respectively [43] . Finally, the propeller measures the velocity in ow direction (axial velocity or radius velocity). Also, in internal bend cross sections (e.g., 10 , 20 , 30 , 40 , 50 , and 60 cross sections), the ow velocity is read in channel axis direction by velocitymeter. In internal cross sections, the longitudinal and transversal velocities (V x and V y ) are found using the velocity obtained by velocity-meter, which is broken in X and Y directions. [44] . In order to complete the preparation process of the numerical model, the \PRESTO" plan is used for expanding the pressure, the \PISO" plan for velocity-pressure coupling, the \Quick" plan for momentum and volume fraction, and the \Second Order Upwind" for separating the displacement sentences. Also, relaxation coefcients below one are used for pressure, momentum, turbulence kinetic energy (k), and turbulence kinetic energy dissipation rate (") to prevent the divergence of the solution. The essential time step for solving the equations is considered to be equal to 0.001 with regards to the divergence process of this simulation.
Gambit software is used to create the geometry and meshing of the solution eld. To adjust the meshing in bend, the grid near the oor, walls, interior of the bend, and the interface surface between two phases, ner and coarser grids in the rest of the network is considered. Overall, the considered grid sizing has 225000 nodes (50 50 90 nodes in width, depth, and length, respectively) for a 60 bend. Figure 2 shows a view of the gridding 60 bend model. Also, the dimensions of the used mesh in CFD are presented in Figure 2 in detail.
In the present paper, the \Velocity Inlet" boundary condition is used separately for water and air in the inlet as the air velocity is considered to have a very small value (0.0001 m/s), and ow velocity is applied in accordance with each laboratorial setup (Table 1) . Furthermore, the \Pressure Outlet" is considered for the outlet and free surface of channel as boundary condition. Also, in the channel inlet the \Pressure Inlet" is considered as boundary condition for two phase ow of uid and air (with atmospheric pressure value). The oor and walls of the channel undergo the \Wall" boundary condition using standard wall function. A scheme of the computational scope and the boundary conditions governing the 60 bend is presented in Figure 3 .
Overview of arti cial neural network model
Arti cial neural networks were inspired by the performance system of human brain. The most important component of these networks is named neuron. The ANN models are arranged in three di erent input, hidden, and output layers. Generally, there are only one input layer, one output layer, and one or more hidden layers. In the present paper, the arti cial intelligence tool in MATLAB software is used to design a Multi-Layer Perceptron Neural Network (MLP NN) model in prediction of ow variables in curved channel. of input layer are collected by hidden neurons using weighted summation. Also, the activation function is used to make nonlinear mapping between input and output layers. In the present paper, the MLP model uses sigmoid activation function [29,45, and 46] . The numbers of input and output model variables are considered as the neuron numbers of input and output layers, respectively. Determination of weight coe cient in MLP model is named training. In this study, the \back propagation" algorithm is used for training process through Levenberg-Marquardt (LM) method [47] . The \stop" training for the criteria is considered to consist in 100 epochs, which is achieved when the model converges completely [19, 48] . The error level between ANN model and the observed data is considered to determine the number of the epochs (iterations). Model convergence should be achieved for each number of iterations. In this study, the number of iterations is considered 100 for MLP model.
Moreover, for water surface depth prediction, the numbers of neurons in input and output layers are considered 3 and 1, respectively. Also, two hidden layers are selected associated with 10 neurons in each layer. In the velocity prediction model, the neurons numbers in input, one hidden, and output layers are considered 3, 40, and 1, respectively.
Overview of Support Vector Machines (SVM)
model Support Vector Machines (SVM) modeling was rstly introduced by Vapnik [49] based on statistical learning theory. The SVM is utilized in classi cation and regression problems known as SVC and SVR (in current study), respectively. The SVM maps the sample space to a high-dimensional feature space to discover an optimal segregating hyper plane [50] . It avoids the curse of dimensionality and over-tting that occur in traditional machine learning techniques such as Arti cial Neural Network (ANN). The calculation of error through SVR modelling is based on structural risk minimization principle, which is di erent from empirical risk minimization principle employed in conventional neural networks [49] . Therefore, SVR models reduce the generalization error rather than the training error.
The main objective in modelling by SVR is the estimation of functional dependency, f (x), a set of data points, X = (x 1 ;x 2; :::;x l ) 2 R n , and target variable Y = (ỹ 1 ;ỹ 2; :::;ỹ l ) (y i 2 R). By assuming that all samples are produced from an unknown function of probability distribution P (x; y): F = ffjf (x) = (w;x) + B :w 2 R n ; R n ! Rg ; (1) where B andw are coe cients which are di erent for each problem. The function f(x), which minimizes the risk function, should be determined. It is de ned as:
where l is the loss function utilized to calculate the deviation between estimated f(x) and target values. Considering the unknown probability distribution function of P (x; y), R [f (x)] cannot be minimized directly. Thus, the empirical risk function is calculated as:
This approach is not recommended without any regularization. Thus, a regularized risk function with the smallest sharpness among the whole functions, which minimizes the empirical risk function, is utilized as follows:
where is a positive constant. The additional term in the above-mentioned equation decreases the model space and then, controls the complexity of the problem solution. Therefore, this expression can be considered in the following form:
where C is a positive constant parameter, which is known as penalty factor (additional capacity control), and should be determined beforehand. The parameter C shows the in uence of the trade-o between weight vector jjwjj and an approximation error. Increase in this parameter penalizes larger errors, leading to reduction of estimation error, which is attained through increasing the regression vector. The loss function, which is known as "-intensive loss function, is considered as follows:
This function has the bene t that it does not require all the input data for explanting the regression vector w. When the function is synthesized with the regularization term 0:5 kwk 2 , it behaves as a biased estimator. Determination of " is simpler than C and it is mostly given as the favourable percentage of the output values (y i ). Therefore, the nonlinear function is given through a function that minimizes Eq. (5), subject to Eq. (6), in the following form [49] :
where a i and a i are the Lagrange multipliers, K(x; x i ) is the kernel function, and B is the bias. Assuming that the average of data is zero, which can be attained by pre-processing, the bias is dropped. The kernel function provides operations which act in the input space rather than in the potential feature space. Thus, a kernel function in the input space is comparable with an inner product in the feature space. Generally, the kernel functions handled by the SVM are linear Radial Basis Functions (RBF) in sigmoid and polynomial models. RBF is the most commonly used kernel function, which leads to accurate prediction as well as simplicity and credibility with the hydraulic problems [51] [52] [53] [54] . This kernel function is employed in this study, which is computed as follows:
where is the kernel parameter and equal to 1=(2 2 ). Choosing , ", and C parameters a ects the prediction accuracy, which is made by RBF kernel function.
The optimum values of constant parameters in the developed SVM for ow depth and velocity eld are (C = 8; " = 0:005; = 0:01) and (C = 3; " = 0:05; = 0:01), respectively, which are obtained by trial and error.
Datasets
The input variables for predicting water surface and velocity are 3 numbers that are coordinates of points in the X and Y directions, and ow discharge (Q) and the output variables are the corresponding velocity and water surface depths of these points.
The axial velocity or radial velocity is measured by experiments in all cross sections. Before the bend cross section (40 cm before the bend), in similar experimental measurements, the velocity predicted by CFD is axial velocity (velocity in ow direction), V x , of which the corresponding experimental data is considered for SVM modelling. After the bend cross sections (40 cm and 80 cm after the bend) and internal cross sections (e.g., 10 , 20 , 30 , 40 , 50 , and 60 ), the velocities in X and Y directions (V x and V y ) are predicted by CFD model; then, the catching up of these two velocities (V x and V y ) is calculated and V T (total velocity or obtained axial velocity) is considered for drawing velocity pro le distributions. In these sections, the axial velocity measured by the experimental model in each transversal point is considered for ANN and SVM modelling.
In velocity and water depth prediction models, 130 experimental data are selected for each discharge in 13 transverse points located on 10 di erent cross sections, namely 40 cm before the bend; on 0 , 10 , 20 , 30 , 40 , 50 , and 60 ; and 40 and 80 cm after the bend. Thus, in 6 discharges ((Q): 5, 7.8, 13.6, 19.1, 25.3, and 30.8 (l/s)), there are a total of 780 (130 6) data for each velocity and ow depth prediction.
In the present paper, out of 780 data, 546 data (70% of the whole data) and 234 data (30% of the whole data) are chosen for training and testing models, respectively, in each velocity and ow depth prediction. Other methodologies such Genetic Algorithm (GA) and a Self-Organizing Map (SOM) for dividing data are suggested, which reduce the error indices in the conventional data division techniques [55] . The used velocity values are depth averaged velocity in each point. Figure 5 shows the coordinates of transverse points and di erent cross sections used for measurement of velocity and water surface in 60 bend.
Statistical measurement of model performance
In order to evaluate the di erence between the obtained and actual values, there are many methods to calculate the error: absolute error indices such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Relative Error (MARE), and Mean Absolute Percentage Error (MAPE). These indices represent the di erences between observational and modeled parameters in the same units and scales.
The closer the values of these indices to zero, the higher the accuracy of the models will be. Correlation coe cient (R) is an index of descriptive statistics, which describes the degree to which two variables are correlated and the direction of the correlation. The more homogeneous the changes of the two variables, the higher the values of the correlation coe cients will be. The absolute value of the correlation coe cient, that is, the correlation coe cient without the sign (+ or { ), indicates the strength of the correlation of the two variables. Generally, the closer the value obtained by the model to 1, the closer it will be to the actual value and the better the performance of the model will be. Another index, namely, Bias, is applied to determine the performance of the model in estimating the values in comparison with observational data (overestimation or underestimation). The negative and positive values of Bias index represent the underestimation and overestimation of model performance, respectively. The mentioned indices are calculated in accordance with the following equations:
jX obsi X esti j;
X obsi is the observed parameter in the abovementioned equations, X esti is the parameter estimated by the models, X obsi is the mean observed parameter, X esti is the mean parameter estimated by the model, and N is the number of the parameters.
3. Results and discussions 3.1. Performance evaluation of velocity prediction models Figure 6 shows the scatter plot graphs for the velocity values predicted by FLUENT, SVM, and ANN models in comparison with the experimental values. It can be seen that the results of all the three models have an acceptable level of consistency with the observational values. All the data are within 20% range of the error line for all the three models. However, studying this gure carefully will make it clear that most of the data are around the exact line in the ANN model and they are not widely scattered. The data are more scattered in FLUENT and SVM models. Almost all of them are between the exact line and 20% error line in the FLUENT model and between the +20% and 20% error lines in the SVM model. Most of them are concentrated around the exact line in the FLUENT model and the SVM results are located farther from the exact line. Therefore, the SVM model is less precise than the other models.
All the di erent statistical indices for predicting the velocity parameters and comparing the FLUENT, ANN, and SVM models are shown in Table 2 . Note that all these indices are related to the whole datasets (train + test dataset) for SVM and ANN models. Regarding the velocity-predicting models, it is clear that the MARE relative error index of the ANN model, which is equal to 0.055, is smaller than those of the rest of the models. It is followed by SVM with a relative error of 0.069 and then comes the FLUENT model with a relative error of 0.089. The MARE index, In velocity prediction models, the ANN model with the smallest RMSE value (almost 3.5 cm) performs more e ciently than other models. The FLUENT model with the highest RMSE value (4.5 cm) represents the weakest performance among all models, especially with high data values. The R value presents the correlation between the data of the model and the experimental values, and the correlation of two variables as well as the direction of the correlation. This value is greatest in the FLUENT model among all of them (R = 0:952). However, it can be seen from Figure  6 (a) that the predicted data by FLUENT model are scattered between the exact line and the 20% error line. In this model, the trend line is parallel to the exact line, and despite the fact that the R value in this model is close to one, it cannot be said that this model is the most accurate model in prediction of the ow velocity.
Considering the large error values in 
Performance evaluation of water surface depth prediction models
The scatter plot graphs of the water depths predicted by these models are shown in Figure 7 . The water surface depth values predicted by all the three models have an acceptable agreement with the observed data. The data are concentrated around the exact line in all the three models. However, careful examination of the images will clarify that all the data are within the 5% error line range in the ANN model. After that, in the FLUENT model, a few data fall outside the +5% error line and then, in the SVM model, more data exceed this error line. The error indices are gathered in Table 3 for making better comparison between all models for the whole datasets. It could be seen in the ow depth predicting models that the di erence between the predicted values and the experimental values is smaller for the ANN model than for the other models (MAE = 0:052 cm). The SVM and FLUENT models have smaller absolute error values, respectively, after the ANN model (0.105 cm and 0.169 cm for FLUENT and SVM models, respectively). Also, as in the velocity prediction, the relative error is smaller in the ANN model than in the other models when predicting the water depth (MARE = 0:004). The relative error index in ANN model is improved almost 43% and 64% in comparison with the FLUENT and SVM models, respectively. In comparison with the velocity prediction models, the ANN model has the smallest absolute RMSE value (RMSE = 0:074). Therefore, this model also has an acceptable e ciency in prediction of high ow depth values. On the other hand, the correlation coe cient (which is described as the relationship between the predicted and observed values) in ANN model has high values (almost close to 1) that con rm the high accuracy of ANN model. Thus, it can be concluded that the ANN model with the lowest error index is the best model in ow depth prediction among all the models. The FLUENT and SVM models predict the water surface with underestimation and the ANN model predicts the water surface with overestimation. The Bias value in ANN model is close to 1, which approves the high accuracy of this model in ow depth prediction. The R values of FLUENT and SVM models are smaller (0.914 and 0.696) than that of the ANN model (0.999). In SVM model, the R index value is described as the weakness of the model in water depth prediction.
3.3. Transverse depth-averaged velocity pro les Figure 8 shows the transverse pro les of the depth averaged velocity in 25.3 l/s discharge in di erent transverse cross sections by all the three models. It could be seen in these graphs that all the three models, i.e. ANN, SVM, and FLUENT, perform well in predicting the velocity. All the three models are very well able to simulate the longitudinal velocity values in various cross sections in such a manner that the maximum velocity is placed, and maintained, in the inner wall of the channel up to the nal cross sections of the bend. At the 60 cross section, the maximum velocity gradually separates from the inner wall of the channel and transfers to the channel axis; then, it is totally placed outside the channel in the cross sections located after the bend. It could be seen in these gures that all the three models perform well in predicting the velocity pattern, but they are somehow di erent when it comes to predicting the velocity values. Table 5 , with smaller error values (RMSE = 0:380 and MAP E = 0:07%), the ANN model performs better than the other two models as well as the velocity models. FLUENT and SVM models perform at an acceptable level after ANN (MAP E = 0:128% and 0.212%, respectively). The lower RMSE value in ANN model (almost under 0.1 cm) illustrates the high accuracy of this model in predicting of all amounts of ow depth, especially before the cross sections and in the internal cross sections of the bend (20 and 30 cross sections). The SVM and FLUENT models have high relative errors, almost 67% and 45% higher than that of the ANN model, respectively, which show their lower accuracy. The FLUENT model with more RMSE values (almost higher than 0.1 cm) has lower e ciency in predicting of high values of ow depth than the other model. In general, the ANN model with a very small relative error index (0.07%) and lower RMSE value (high performance in estimating ow depths with high amounts) is the best model in this section. Figure 9 shows the error contours in the bend plan as e = (h exp h model =h exp ) in percentage for predicting the water depth by the all three models in comparison with the experimental results. The error range is smaller in the ANN model than in the other two models in the entire bend (-1.2 to 1.6). The error value is lower in the inner wall in the ANN model than in the SVM and FLUENT models in such a manner that the ANN model is the best model in the cross sections within the bend, enjoying an error value of approximately zero. The FLUENT model comes after with an error value of almost 1% and then comes the SVM model with an approximate error value of 3-4%. The error value is smaller in the outer wall (contraction zone) than in the inner wall (separation zone) in all the three models (it is almost half that in the inner wall in the FLUENT model, almost one third in the SVM model, and 0.4 in the ANN model). Therefore, it could be stated that the error values in the zones with maximum velocities are higher than those in the zones with minimum velocities. Also, in three ANN, SVM and FLUENT models, the lower error values in the sections after the bend can be negligible. The error value is insigni cant in the cross sections after the bend in all the three models in such a manner that it is between 0:4 and 0.4 in the ANN model and it is almost zero in the cross sections near the exit. In all models, the error values in initial bend cross sections are almost equal to zero. The error contours are more concentrated in the inner wall than in the outer wall of the channel in all three models, which is due to the density of the streamlines in this wall.
Conclusion
In this study, two numerical techniques, namely computational uid dynamics and soft computing, were investigated in the prediction of the three-dimensional ow pattern on curves. Also, due to the complexity of the ow pattern in sharp curves, a 60 sharp bend was chosen and extensive experimental research by the authors was performed on it. The advantage of this study is that experimental studies were done in 6 di erent hydraulic conditions and the experimental results were used for training and testing the arti cial intelligence models. The results showed that, compared to experimental values, all the three ANN, SVM, and CFD models performed well with acceptable errors in prediction of two velocity and water depth variables. ANN model predicted both the velocity and water surface variables with lower error value and was the superior model. FLUENT model estimated velocity values with errors about 10-20% and showed the lowest accuracy. In despite of this, it gave us the certainty that this model in velocity prediction in the curved channels had a certain achievement. However, FLUENT model, following the ANN model, was the best, because using turbulence model nonlinear, k " (RNG), led to more accurate prediction of the water free surface. In general, ANN and SVM methods, with lower time and cost than the expensive experimental methods and CFD model, are more appropriate. However, the CFD model, because of complex Navier-Stokes equations governing the ow curves, and experimental methods, due to the governing physics in the ow, are important as well. Other data division methods have been proposed to decrease and increase the error values and model accuracy, respectively. 
