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ABSTRACT 
 
Phytoplankton account for at least half of all primary production in estuarine waters and 
are at the center of biogeochemical cycles and material budgets. Environmental managers use 
water column chlorophyll-a (chl-a) concentrations as a basic water quality indictor, as the 
problems of eutrophication and hypoxia are intrinsically linked to excessive phytoplankton 
growth. Evidence suggests that the distribution and frequency of harmful algal blooms may be 
increasing worldwide. 
For the most part, phytoplankton communities follow a standard seasonal pattern, with 
specific groups dominating the assemblage during the time of year when environmental 
conditions correspond to their requisites for growth. However, climate change will result in 
incremental but consistent shifts in some environmental factors known to affect phytoplankton 
production and biomass accumulation.  Mean surface temperatures in North American mid-
Atlantic coastal and estuarine regions are steadily rising, and the frequency and severity of 
drought and storm events are projected to fluctuate, potentially increasing the severity of extreme 
weather events. Anthropogenically-induced nutrient loading, especially from non-point sources, 
is one of the largest consistent contributors to coastal marine eutrophication. The consequences of 
changes in these environmental factors to estuarine ecosystems and phytoplankton community 
dynamics are unclear.  
Because different phytoplankton groups respond to environmental changes in distinctive 
ways, some classes thrive during periods of environmental stability and others at times of 
temporary or sustained disturbance. To predict how phytoplankton and therefore water quality 
might respond to changes in climate and land use, we built mathematical phytoplankton kinetics 
sub-models that differentiate phytoplankton groups using taxonomic classes with well-defined 
functional characteristics. Then we integrated them into a reduced-complexity estuarine 
ecosystem model. The sub-models were designed to simulate daily biomass of diatoms, 
dinoflagellates, cyanobacteria, and raphidophytes in the New River Estuary, NC. We calibrated 
and validated the model using data collected from 2007 – 2012 through the Aquatic Estuarine 
monitoring module of the Defense Coastal/Estuarine Research Program. The model was a 
relatively good predictor of total chl-a and primary production, and a fair predictor of group 
dynamics.  
The model was employed in heuristic simulations of changes in temperature, nutrient 
loading, and freshwater delivery to predict their effects on overall phytoplankton biomass, 
productivity, and community composition. Increases in temperature had a modest effect on mean 
daily simulated phytoplankton production and chl-a, but considerably decreased the relative 
abundance of diatoms and simultaneously increased the relative abundance of cyanobacteria. The 
seasonal phenology of phytoplankton abundance also shifted in response to increased 
temperatures: chl-a concentrations were larger in the winter and spring and smaller in the summer 
and fall. The model was most sensitive to changes in the watershed nutrient load. Nutrient influx 
had a dramatic effect on the temporal and spatial extent of phytoplankton blooms. The relative 
abundance of dinoflagellates and raphidophytes increased in response to elevated nutrient 
loading, regardless of whether load was increased directly as in nutrient simulations or indirectly 
as in freshwater simulations. Initially, greater freshwater discharge increased total chl-a, 
productivity, and the frequency of phytoplankton blooms. However, these relationships leveled 
off or were reversed as flow continued to increase due to greater rates of flushing and light 
attenuation.  
Results demonstrated how models like this can be important tools for both heuristic 
understanding and environmental management. A benefit of this model is how easy it is to update 
to other estuarine systems through the re-parameterization of the phytoplankton groups. 
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INTRODUCTION 
Estuaries are thoroughfares connecting rivers to oceans. They are locations where 
physical and biogeochemical forces interact, transporting energy and matter between land 
and the sea. Intensive study has been devoted to understanding the parts and processes of 
estuarine ecosystems, from the microbially-mediated removal and regeneration of 
nitrogen to the aggregation and physical dynamics of flocculated particles. In order to 
create an estuarine ecosystem model one must step back to look through the macroscope 
to see which sources, sinks, and transformations are most integral to one’s objective 
(Odum, 2007). Nearly every estuarine model requires the inclusion of a phytoplankton 
component. Phytoplankton account for more than half of primary production in estuarine 
and coastal waters and play a significant role in ecosystem metabolism (Cloern and 
Jassby, 2010; Paerl et al., 2010). These autotrophic drifters are a central component of 
estuarine food webs and material budgets (Paerl et al., 2010). The concentration of 
chlorophyll-a (chl-a) in the water column is a standard indicator of water quality; 
eutrophication and hypoxia are intrinsically linked to excessive phytoplankton growth 
(Kemp et al., 2005). 
Estuarine Phytoplankton 
Shallow-water estuaries provide fertile growing conditions for phytoplankton due 
to the seasonal influx of terrestrial nutrients into small volumes of water and tight 
benthic-pelagic coupling supporting nutrient recycling (Nixon, 1981). Phytoplankton 
growth is based on autotrophic production regulated by irradiance, nutrient 
concentrations, and temperature, and many species demonstrate generalizable patterns of 
response to changes in those environmental conditions (Reynolds, 2006; Paerl and Justić, 
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2013). Nutrient enrichment results in increased growth until reaching a saturation point 
(Monod, 1949). Increases in temperature and light stimulate production until an optimum 
value is reached, after which growth stagnates or becomes inhibited (Steele, 1962; 
Eppley, 1972; Jassby and Platt, 1976).  
Phytoplankton community assemblages in temperate, shallow, coastal plain 
estuaries follow a seasonal pattern and are correlated to temperature, nutrient 
concentrations, and riverine discharge (Mallin et al., 1991; Pinckney et al., 1998; Paerl et 
al., 2007; Rothenberger et al., 2009; Paerl et al., 2013; Hall et al., 2013). The general 
temporal succession of phytoplankton species begins with the input of nutrients resulting 
in a community dominated by small-celled diatoms (Margalef, 1958; Reynolds, 2006). 
These initial species grow rapidly and have high surface area-to-volume ratios enabling 
them to exploit the influx of nutrients. Over time populations of large-celled diatoms and 
dinoflagellates begin to increase (Margalef, 1958). Once nutrients become scarce, 
oligotrophically adapted species like picocyanobacteria and some types of dinoflagellates 
become dominant (Margalef, 1958). Slow growth rates and the ability to fix nitrogen 
support the subsistence of some species of phytoplankton in oligotrophic environments. 
However, due to other controls on N2 fixation, estuarine pelagic rates may not be great 
enough to compensate for limited nutrient supplies (Pearl et al. 2014). 
Diatoms and some dinoflagellate species have been found to dominate winter and 
spring phytoplankton assemblages in shallow coastal systems, while cyanobacteria and 
other species of dinoflagellates are most abundant during summer (Pinckney et al., 1998; 
Rothenberger et al., 2009). During some years cyanobacteria remain the dominant group 
into fall (Rothenberger et al., 2009). Dinoflagellates may be as abundant as diatoms 
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during winter and spring periods with low nitrogen concentrations and high salinities, 
coinciding with periods of low riverine discharge. Diatoms dominate the spring bloom 
under the opposite conditions (Rothenberger et al., 2009). Diatom biomass is positively 
related to mixing and nutrient additions, contrasting with cyanobacteria biomass, which is 
positively related to static conditions (Pinckney et al., 2001).  
The successive dominance and relative abundances of phytoplankton groups are 
in part due to physical and functional differences among the groups. Most species of 
diatoms grow faster than other taxonomic classes, allowing them to capitalize on swift 
increases in nutrient concentration, like those associated with the spring freshet 
(Reynolds, 2006). Unlike those of other groups, diatom cells are covered by a silica 
frustule, making silicon an additional nutrient requirement. The hard shell reduces cell 
buoyancy, increasing the rate at which diatoms sink from the water column to the 
sediments (Reynolds, 2006). Diatoms are a good food source for grazers (Reynolds, 
2006).  
Dinoflagellates dominate phytoplankton communities at times when their 
relatively slow growth rates are not a liability (Reynolds, 2006). Dinoflagellates are a 
diverse group. Some species are notably responsive to increases in light level, while 
others are mixotrophic and can survive in resource-limited conditions (Litaker et al., 
2002; Reynolds, 2006). The whirling flagella that give them their name enable 
movement. Dinoflagellates benefit from the ability to migrate vertically to exploit both 
the higher light levels of the surface layer and the higher nutrient concentrations of the 
bottom (Hall and Paerl, 2011). Dinoflagellates are commonly grazed upon; however, this 
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group also contains toxic species associated with harmful algal blooms (HABs), 
including species found in shallow coastal plains estuaries (Paerl et al., 2013).  
Marine cyanobacteria are mostly small in size and generally have low growth 
rates and nutrient demands compared to other groups, allowing them to thrive in 
oligotrophic waters (Reynolds, 2006). Some freshwater species, however, are high-
nutrient adapted and can form chains or filamentous colonies large enough to been seen 
by the naked eye. Common estuarine species are well suited to periods of low flow, and 
their peak biomass correlates with long residence times (Paerl et al., 2013; Hall et al., 
2013). Like most phytoplankton, their growth increases with temperature; however, 
cyanobacteria can withstand warmer waters than other groups before their growth 
becomes inhibited (Paerl and Huisman, 2008). Some species of cyanobacteria are 
diazotrophs; the ability to fix N2 into biologically functional ammonia allows them to 
compete in nitrogen-limited conditions (Reynolds, 2006). Freshwater cyanobacteria are 
associated with HABs; however, marine species are generally regarded as innocuous 
(Reynolds, 2006) and are grazed upon in some systems (N. Hall, personal 
communication, 2014).  
Raphidophyte blooms mostly occur during warm summer months (Hall et al., 
2013). In shallow estuaries, blooms correspond with increases in the concentration of 
inorganic nitrogen (Rothenberger et al., 2009). Temperature is an important control of 
raphidophyte growth (Paerl et al., 2013). Some raphidophyte species are diel vertical 
migrators (Smayda, 1998). Raphidophytes have been associated with HABs responsible 
for fish kills, but not all blooms have toxic effects (Smayda, 1998).  
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Natural and Anthropogenic Impacts on Phytoplankton 
Deviations in phytoplankton succession and community composition can be 
expected from persistent disturbances in the physical environment and changes in the 
frequency of destabilization events that restart traditional phytoplankton succession 
(Levasseur et al., 1984). Eutrophication, an “increase in the rate of supply of organic 
matter to an ecosystem,” is a major ecological change occurring in estuaries (Nixon, 
1995, 2009). Eutrophication may involve not only an increase in primary production, but 
also a change in the relative contribution of producers (Nixon, 2009). The type of nutrient 
enrichment influences what algal groups are likely to be stimulated and by what 
magnitude (Altman and Paerl, 2012). Inputs of dissolved organic nitrogen may enhance 
dinoflagellate and cyanobacteria production over that of other groups (Altman and Paerl, 
2012). Cyanobacteria populations also may be preferentially promoted by dissolved 
inorganic nitrogen enrichment (Altman and Paerl, 2012). Anthropogenically-induced 
nutrient loading from agricultural activities, point sources, or atmospheric deposition is 
regarded as the most common cause of coastal marine eutrophication; however, organic 
carbon may accumulate under a variety of environmental scenarios, such as reduced 
grazing pressure or increased water clarity or residence time, which could also affect 
phytoplankton community composition (Nixon, 2009).  
Climate change will also result in incremental but consistent shifts in the 
environmental factors known to affect phytoplankton net production and bioaccumulation 
(Winder and Sommer, 2012). The unabated emission of anthropogenically derived 
greenhouse gases is driving both press and pulse disturbances. Mean surface temperatures 
in North American mid-Atlantic coastal and estuarine regions are steadily rising (IPCC, 
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2014). Precipitation patterns are projected to fluctuate, but the changes in the frequency 
and severity of future drought and extreme storm events are ultimately unknown (Najjar 
et al., 2009; IPCC, 2014). The overall consequences of these environmental changes to 
estuarine ecosystems are also unclear.  
Changes in temperature will affect both primary production and respiration, as 
both processes are temperature dependent. Respiration may increase at a greater rate than 
production, shifting the metabolic balance of aquatic ecosystems (Nixon, 2009; Yvon-
Durocher et al., 2010). Because phytoplankton groups have different optimum 
temperatures for growth, temperature increases could also change the structure of 
phytoplankton assemblages. Diatoms and green algae, for example, reach their maximum 
growth potentials at lower temperatures than cyanobacteria, and diatom growth often 
becomes inhibited at higher temperatures when cyanobacteria growth peaks (Paerl and 
Huisman, 2008). Increased temperatures may also change the phenology or timing of 
annual bloom events such as the spring flowering, or collapse of the bloom altogether 
(Nixon et al. 2009; Lake & Brush 2015). 
Changes in precipitation and freshwater delivery will alter irradiance level, 
estuarine stratification and circulation, and nutrient loading. Riverine discharge has 
spatial and temporal effects on phytoplankton biomass and community assemblage 
(Lancelot and Muylaert, 2011; Hall et al., 2013; Paerl and Justić, 2013). High flow rates 
deliver nutrients and create stratification but also shorten residence times. Phytoplankton 
groups demonstrate varied responses to such changes (Paerl et al., 2013). Although 
cyanobacteria can thrive in low nutrient environments, they are spatially constrained at 
times of high flushing (Paerl and Justić, 2013). Some species of dinoflagellates and 
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raphidophytes are also better suited to periods of low flow. Long flushing times under 
conditions of low flow create relatively saline conditions that suit marine species and 
groups with slow growth rates (Rothenberger et al., 2009; Hall et al., 2013). Conversely, 
large precipitation events that stimulate high flow rates deliver nutrients which stimulate 
the fast growing phytoplankton groups, like diatoms, capable of net growth despite the 
quick flushing time. However, periods of high flow introduce fluvial deposits, terrestrial 
and riverine organic matter, and other optically active substances which can increase light 
attenuation thereby limiting primary production despite elevated nutrient concentrations 
(Anderson et al. 2014). 
 Oscillatory and vectored changes in climate affect algal growth, blooms, and 
eutrophication (Nixon et al. 2009; Paerl et al., 2010, 2014) and should be considered 
alongside nutrient loading when determining anthropogenic impacts on estuaries and 
coastal systems. It is difficult to predict the divergent responses of phytoplankton groups 
to forecasted environmental changes; however, it is likely there will be consequences to 
seasonal phytoplankton community structure and succession, along with biomass 
accumulation and phenology, which could affect the net productivity and function of 
estuarine ecosystems.  
Simulation Models 
Mechanistic simulation models of phytoplankton growth are important tools for 
determining the effects of predicted changes in climate and nutrient loading on primary 
production, phytoplankton assemblages, and eutrophication dynamics. Therefore, 
phytoplankton are an integral component of any estuarine simulation model (ESM). In 
addition to providing a conceptual framework for a system, such models are used to 
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garner understanding of the interplay between physical and environmental forces acting 
on an estuary (Haefner, 2005; Brush and Harris, 2016). Models may also be used to 
predict the conditions that result in reduced water quality, eutrophication, hypoxia, and 
toxic algal blooms, and provide managers with tools for testing potential solutions to 
those problems. 
Most ESMs aggregate phytoplankton production and biomass into a single or 
double compartment sub-model that classifies all groups of phytoplankton as either 
“small” or “large” (e.g. Kremer and Nixon, 1978; Brush, 2002; Keller and Hood, 2013). 
Oceanic phytoplankton models have gone further in differentiating phytoplankton into 
three or four key taxonomic or functional groups (e.g. Moore et al., 2002; Litchman et al., 
2006; Salihoglu and Hofmann, 2007). However, these models are generally zero-
dimensional and do not include a physical component. The Chesapeake Bay Program 
water quality model includes a sub-model of primary production that incorporates three 
phytoplankton groups, differentiated by a combination of seasonality and taxonomy 
(Cerco et al., 2010; Cerco and Noel, 2013). Because the composition of phytoplankton 
communities shifts in response to physical and chemical changes in the environment 
(Levasseur et al., 1984; Reynolds, 2006; Cloern and Jassby, 2010), the inclusion of 
multigroup functional phytoplankton sub-models in ESMs enables the prediction of these 
changes and allows for the determination of the subsequent effects on processes such as 
secondary production, nutrient cycling, dissolved oxygen concentration, net metabolism, 
and carbon storage.  
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Objectives 
The objectives of this project were to create a mechanistic phytoplankton kinetics 
sub-model that captures the major groups that comprise the phytoplankton community 
assemblage in the New River Estuary (NRE), NC, and to use that model to predict the 
impacts of changes in nutrient loading and climate on the phytoplankton community. The 
sub-model is composed of four state variables representing the four principal 
phytoplankton groups responsible for blooms in the NRE: diatoms, dinoflagellates, 
cyanobacteria, and raphidophytes (Paerl et al., 2013). It has been integrated into an 
existing ESM (Brush, 2013) and calibrated and validated using monitoring data collected 
over a five-year period spanning 2007 – 2012 (Paerl et al., 2013).  
The expansion of the phytoplankton state variable enhances the overall ESM 
utility. It can be employed as a predictive tool for examining phytoplankton community 
response to nutrient loading and climate change. Data from the simulations were used to 
examine predicted shifts in the phytoplankton assemblage in the context of the other 
biochemical and physical processes captured by the model. Shifts in the seasonal 
phytoplankton community composition are expected in response to persistent 
disturbances in the physical environment, such as increased annual temperature 
(Levasseur et al., 1984). The modeled biomass of the phytoplankton groups from the 
heuristic simulations was expected to differ from that of an average year due to 
differences in the growth and loss rates of the modeled phytoplankton groups. Specific 
objectives and hypotheses were as follows:  
 11 
 
Objective 1: To formulate and parameterize a multi-group phytoplankton kinetics 
model representative of the annual and seasonal composition of the NRE 
phytoplankton assemblage. 
Objective 2: Use the model to simulate changes in temperature, nutrient loading, 
and freshwater delivery to predict changes in phytoplankton biomass and gross 
primary production (GPP), shifts in the annual phytoplankton community 
composition, and changes in the frequency of phytoplankton blooms (Appendix 
1).  
o Hypothesis 1: Simulated increases in temperature will result in increases 
in the relative abundances of cyanobacteria and raphidophytes and 
decreases in the relative abundance of diatoms, thus shifting the 
contribution of these groups to total phytoplankton chl-a and production 
predictions. 
o Hypothesis 2: Simulated increases in nutrient loading will increase total 
predicted phytoplankton chl-a, phytoplankton production, and the number 
of bloom events during the model run (chl-a > 40 mg m-3). Simulated 
decreases in nutrient load will have the opposite effect. 
o Hypothesis 3a: Simulated increases in freshwater delivery will decrease 
the relative abundance of cyanobacteria and increase the relative 
abundance of diatoms in the modeled system, thus shifting the contribution 
of these groups to total phytoplankton chl-a and production predictions.  
o Hypothesis 3b: Simulated decreases in freshwater delivery will increase 
the relative abundance of cyanobacteria and dinoflagellates and decrease 
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the relative abundance of diatoms in the modeled system, also shifting the  
contribution of these groups to total phytoplankton chl-a and production 
predictions.  
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METHODS 
Site Description 
The NRE, located in Onslow County in southeastern North Carolina, is a semi-
lagoonal estuarine system (Figs. 1 & 2). The opening of the NRE to the Atlantic Ocean is 
partially restricted by a series of barrier islands. The NRE is relatively small and shallow, 
with a surface area of approximately 64 km2 and an average depth of less than two meters 
(Brush, 2013). The estuary is microtidal (20 – 45 cm range) and has a median flushing 
time of around 70 days (Brush, 2013). Flushing is a function of freshwater flow and 
varies dramatically in different regions of the system and at different times of the year. 
The lower and middle portions of the NRE are flanked by Marine Corps Base 
Camp Lejeune (MCBCL). Most of the MCBCL is forested land, although there are large 
swaths of impervious surface (Brush, 2013). The city of Jacksonville, NC lies at the head 
of the estuary, and the upper watershed is dominated by agricultural activities, including 
row crops and concentrated animal feeding operations (Brush, 2013). The system is 
nutrient limited, predominantly though not exclusively nitrogen-limited (Altman and 
Paerl, 2012; Hall et al., 2013). Prior to sewage treatment facility upgrades on the base and 
in the city of Jacksonville in 1998, the NRE had a history of hypoxia, harmful algal 
blooms, and eutrophication (Mallin et al. 2005). Current nutrient inputs enter the system 
via atmospheric deposition, tidal exchange with Onslow Bay, the MCBCL sewage 
treatment plant, and the riverine discharge from the surrounding watershed through 
creeks, drainage, runoff, and groundwater (Paerl et al., 2013). Phytoplankton are 
responsible for approximately 57% of total primary production and are a food source for 
zooplankton and shellfish (Paerl et al., 2013). Benthic microalgal production and salt 
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marsh production make up the remainder (40% and 3%, respectively; Anderson et al., 
2013). 
The phytoplankton community assemblage in the NRE is comprised of a variety 
of species, but blooms are dominated by four primary taxonomic groups: diatoms, 
cyanobacteria, dinoflagellates, and raphidophytes (Hall et al., 2013). As in similar 
systems, the abundance and composition of the NRE phytoplankton community shifts 
seasonally, following hydrological events that affect freshwater discharge and nutrient 
loading, and in response to changes in water temperature (Hall et al., 2013; Paerl et al., 
2013). Characteristics that are thought to be influential to the NRE phytoplankton 
community include vertical migration by phytoflagellates, suspension of benthic diatoms 
into the water column, and the diffusion of remineralized nutrients from the sediment 
(Hall and Paerl, 2011; Anderson et al., 2013; Hall et al., 2013). 
Phytoplankton Kinetics Sub-model  
Well-established formulations of phytoplankton growth and loss were combined 
to create a mathematical process-based simulation model of the NRE phytoplankton 
community, represented by four separate state variables for each of the primary groups 
(Fig. 3). The model captures daily diatom, dinoflagellate, cyanobacteria, and 
raphidophyte biomass in gC m-2. It was formulated using nonlinear first order differential 
equations with complex functional parameters representing phytoplankton kinetics. The 
change in biomass over time (dB/dt) is based on the difference between phytoplankton 
daily growth (G, d-1) and loss (L, d-1) functions. The foundation of the formulation comes 
from the mechanistic primary production model utilized in the Chesapeake Bay Program 
water quality model (Cerco and Noel, 2004; Cerco et al., 2010; Cerco and Noel, 2013).  
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Growth is determined using a maximum production rate (PMAX, gC g
-1chl-a d-1) 
normalized to the carbon-to-chlorophyll ratio (C:CHL, gC g-1chl-a) and modified by 
dimensionless functional response curves to account for the limiting effects of irradiance 
(Ilim) temperature (Tlim), and nutrient availability (Nlim): 
𝐺 =
 𝑃𝑀𝐴𝑋 ∗ 𝐼lim ∗ 𝑇𝑙𝑖𝑚 ∗ 𝑁𝑙𝑖𝑚
𝐶: 𝐶𝐻𝐿
 
Irradiance limitation is a function of mean water column irradiance level (Iav, E m
-
2 d-1) and the relationship between irradiance and phytoplankton production (Tett, 1998): 
𝐼𝑙𝑖𝑚 =  
𝐼𝑎𝑣
√𝐼𝑎𝑣2 + 𝐼𝐾
2
 
IK (E m
-2 d-1) is the saturation parameter computed as PMAX divided by the initial slope of 
the photosynthesis-irradiance curve (α, gC g-1chl-a (E m-2)-1): 
𝐼𝐾 =
𝑃𝑀𝐴𝑋
𝛼
 
Iav is determined using an exponential function of incident photosynthetically active 
radiation (I0, E m
-2 d-1) and the product of light attenuation (Kd, m
-1) and average depth 
(Z, m; Riley, 1946): 
𝐼𝑎𝑣 =
𝐼0(1 − 𝑒
−𝐾𝑑𝑍)
𝐾𝑑 ∗ 𝑍
 
 The attenuation coefficient is determined using an empirically derived function based on 
total chl-a concentration (mg chl-a m-3), turbidity (NTU), and chromophoric dissolved 
organic matter (CDOM) (Anderson et al., 2014). 
Temperature (T) limitation is a piecewise exponential function defined by group-
specific effects of temperature (KT1 and KT2, °C-2) on growth when it is below or above 
the optimum temperature for growth (Topt, °C) (Cerco and Noel, 2004): 
Eq. 1 
Eq. 2 
Eq. 3 
Eq. 4 
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𝑇𝑙𝑖𝑚 = 𝑒
−𝐾𝑇1(𝑇−𝑇𝑜𝑝𝑡)
2
    𝑇 ≤  𝑇𝑜𝑝𝑡 
𝑇𝑙𝑖𝑚 = 𝑒
−𝐾𝑇2(𝑇𝑜𝑝𝑡−𝑇)
2
     𝑇 > 𝑇𝑜𝑝𝑡   
Nutrient limitation is determined by applying Liebig’s Law of the Minimum to 
dissolved inorganic nitrogen and phosphorus saturation functions defined by the nutrient 
concentrations (DIN and DIP, μmol l-1) and the half-saturation constants (KN and KP, 
μmol l-1) (Monod, 1949): 
𝑁𝑙𝑖𝑚 = min ( (
𝐷𝐼𝑁
𝐾𝑁 + 𝐷𝐼𝑁
) , (
𝐷𝐼𝑃
𝐾𝑃 + 𝐷𝐼𝑃
)) 
Daily potential primary production of each group (PPpot, gC m
-2 d-1) is determined by 
multiplying daily G by the stock of phytoplankton, modeled as group biomass (B, gC m-
2). 
Phytoplankton loss terms include daily respiration (R, d-1), grazing (GRZ, d-1), 
and sinking (S, d-1): 
𝐿 = 𝑅 + 𝐺𝑅𝑍 + 𝑆 
Respiration is formulated as 10% of daily growth combined with a temperature-
dependent basal metabolic rate (BM, d-1;Cerco and Noel, 2004). This daily rate is then 
multiplied by group B to determine loss of organic carbon due to respiration (gC m-2 d-1): 
𝑅 = 0.10 ∗ 𝐺 + 𝐵𝑀 ∗ 𝑒0.069(𝑇−20) 
Daily grazing rate covaries with both temperature and phytoplankton biomass. It 
is calculated by multiplying a group-specific rate (PR, m2 g-1C d-1) by an exponential 
function of T similar to respiration and a quadratic function of B: 
𝐺𝑅𝑍 = 𝑃𝑅 ∗ 𝑒0.032(𝑇−20) ∗ 𝐵2 Eq. 9 
Eq. 8 
Eq. 7 
Eq. 6 
Eq. 5 
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Lastly, sinking is a function of a group-specific sinking rate (W, m d-1) divided by 
Z. This daily rate is then multiplied by B to determine carbon loss due to sinking to the 
sediments: 
𝑆 = 𝑊/𝑍 
The nutrients associated with phytoplankton B that is respired, grazed, or deposited to the 
sediments are remineralized back to the water column. 
Group B is converted to a chl-a biomass by multiplying by the group-specific 
C:CHL ratio. Those values are then aggregated and divided by the thickness of the water 
column for comparison to empirical observations. 
Model Parameterization 
The sub-models were parameterized to simulate daily concentrations of diatoms, 
dinoflagellates, cyanobacteria, and raphidophytes in the NRE. Model parameters were 
initially set based on a literature synthesis of growth and loss rates of estuarine 
phytoplankton species, focusing on species that are endemic to the NRE and the 
surrounding region. The parameterization depicts the small but meaningful variations in 
the growth and loss patterns of the functional response formulations outlined in the 
section above. An initial review of the literature was conducted to find well-established 
taxonomic group differences in growth and loss rates that could be used to constrain the 
parameters. Then species and genus specific parameters for algae known to bloom in the 
NRE were collected (Table 1). The review includes data from other multi-group 
phytoplankton models and multiple meta-analyses. In both cases the parameter values 
collected were group specific, rather than species specific.  
Eq. 10 
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Data on the species composition of the diatoms and dinoflagellates that are 
abundant in the system were collected during the initial phase of the Defense 
Estuarine/Coastal Research Program (DCERP, Paerl et al., 2013). However, the species 
composition of cyanobacteria and raphidophytes in the NRE are unreported. The 
cyanobacteria in the nearby shallow Neuse River Estuary (NeuRE) are not typical 
freshwater species, but instead are predominantly marine picoplankton similar to 
Synechococcus species (Paerl et al., 2010). The parameters for the cyanobacteria group 
are focused on rates and values reported for that genus. Parameter values for the 
raphidophyte sub-model primarily come from literature about the species Heterosigma 
akashiwo, a species identified as contributing to raphidophyte blooms in the NRE (N. 
Hall, personal communication, 2014). The parameter values from meta-analyses of other 
flagellate groups were also included in the raphidophyte review in an attempt to associate 
the less abundant NRE phytoplankton groups, such as chlorophytes, cryptophytes, 
chrysophytes, and euglenophytes, with one of the modeled groups.  
When necessary, numerical data were extracted from figures using the application 
WebPlotDigitizer (http://arohatgi.info/WebPlotDigitizer/). Many of the parameter values 
are reported directly in the literature; initial values for these terms were determined using 
the mean of the data collected. The group values of KT1 and KT2, however, were 
determined using a nonlinear least squares analysis to fit Eq. 5 to corresponding 
temperature and production data collected from the literature. The grazing term PR was 
treated as the closure term for this model. Final values were determined during model 
calibration by adjusting parameters within the reported ranges to obtain the best possible 
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fit as described below to observed NRE data, while retaining appropriate differences 
among phytoplankton groups.  
Estuarine Ecosystem Model 
The four phytoplankton sub-models were programmed in the software STELLA 
(Fig. 4) and then integrated with an existing estuarine ecosystem model of the NRE (Fig. 
5). This ESM is a reduced-complexity numerical model of eutrophication and nutrient 
cycling that was first applied to the system during the initial phase of DCERP (Brush, 
2013). The four mechanistic simulation sub-models described above replaced an 
empirically derived function that calculated phytoplankton B as a single state variable. 
This approach, while ideal for achieving previous model goals, cannot account for 
ecological disturbances brought about by shifts in the NRE phytoplankton assemblage.  
In addition to phytoplankton, the ESM includes state variables for water column 
pools of DIN and DIP, for pools of labile organic carbon and associated nitrogen (N) and 
phosphorus (P) in the water column and sediments, for benthic microalgae (BMA) 
modeled as carbon with associated N and P, and for dissolved oxygen (DO) 
concentration. 
The phytoplankton sub-models were connected to the modeled pools of DIN and 
DIP, modeled Kd to account for the effect of self-shading, modeled sediment pools of 
organic carbon to account for deposition, and modeled DO. The sub-models were also 
integrated into the physical structure of the ESM, enabling the physical exchange of each 
phytoplankton group in, out, and around the estuarine system. The DCERP ESM is 
implemented in a two-dimensional Officer (1980)-box model applied to the surface and 
bottom layers of seven spatial elements—or boxes—down the mainstem of the NRE and 
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to two of its eastern tributaries (Fig. 2). The simplified physical component incorporates 
horizontal and vertical water movement due to riverine discharge, tidal exchange, and 
estuarine circulation—determined using a salt balance approach based on forced fresh 
water inputs and salinity distribution. By incorporating the kinetics sub-models into the 
physical Officer-box model, daily input and loss due to water exchange throughout the 
system were added to the sub-model formulation.  
Phytoplankton production is constrained by the availability of nutrients, and 
uptake by phytoplankton is only one of many nutrient cycling processes occurring in 
estuarine waters. The model also simulates the following competing processes: uptake by 
BMA, conversion of available nitrogen via denitrification, and exchange across box 
boundaries. To account for the potential reduction of PPpot due to limited availability of 
DIN or DIP, modeled nutrients are partitioned among the four phytoplankton groups and 
the BMA pool based on maximum nutrient uptake rates (Vmax , μmol g-1 dry weight hr-1) 
adjusted by saturation functions (Eq. 6). Denitrification potential is determined by an 
exponential temperature function, and exchange potential is based on the sum of all flows 
out of each model box.  
The DCERP ESM runs in the software STELLA. Daily values for each state 
variable are solved using the Runge-Kutta 4 integration method and a time-step of 45 
minutes. A realistic but conservative initial value of B = 0.1 g C m-2 was utilized for all 
phytoplankton groups. Daily values for water temperature, NTU, and salinity came from 
linear interpolations of monthly water quality data collected from 2007 through 2012 via 
the Aquatic Estuarine monitoring component of DCERP (Paerl et al., 2013). Daily I0 
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came from long-term NOAA monitoring station #312517 in Durham, NC. The model 
was run for a 2,190 day period, simulating six-years from 1/1/2007 – 12/31/2012.  
Model Calibration & Validation 
Model parameters were assessed, calibrated, and verified primarily using 
comparisons between the total chl-a output in each box and DCERP monitoring data 
collected by Paerl et al. (2013) at eight stations stretching down the mainstem of the NRE 
at monthly intervals from October 2007 through 2012 (Figs. 1 & 2). This period includes 
both drought and hurricane conditions, creating diverse environmental scenarios for the 
model to capture. Data from 2007 to 2010 were used in the visual calibration, while data 
from the entire study period were included in the validation analyses described below. 
There are no sampling stations in the NRE regions covered by boxes 1, 8, and 9. Boxes 8 
and 9 are small shallow tributary creeks (Fig 2) and were also excluded from all reported 
system-wide averages. Boxes 2 and 7 contain two DCERP sampling stations. The data 
from these stations were averaged for the comparisons with model output. 
The output of aggregated phytoplankton chl-a in boxes 2 – 7 was qualitatively 
compared with observed total chl-a concentration to tune parameters. Graphs of model 
output from box 2 were used in supplementary visual calibrations of the parameter values 
of each sub-model. The seasonal cycle, growth and loss outputs of each group, and the 
limitation terms of each group were examined (Appendix 2). Box 2 was chosen because 
it is in the most productive region of the system. Visual comparisons between model 
output and observational data for NPP, DIN, DIP, Kd, and DO were conducted to ensure 
the ESM was continuing to produce reasonable outputs for these terms (Appendix 3).   
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Model validation was achieved using a four-pronged approach. First, statistical 
metrics including mean and median absolute error, mean and median percent error, and 
root mean squared error were computed to compare the observed chl-a in each box with 
the model output for the corresponding day (Stow et al., 2009; Fitzpatrick, 2009). It is 
more realistic—and just as valuable—for the model to capture the general temporal and 
spatial patterns of phytoplankton dynamics than to accurately predict the exact 
concentration of chl-a on any given day. Therefore, in addition to comparing observed 
values to model output from the specific day that a sample was taken, observations were 
also compared—using the same statistical tests—to the closest model output from a one-
week period either before or after the corresponding sample collection date (Brush and 
Nixon, 2010; Lake and Brush, 2015).  
To determine if the model was accurately capturing seasonality, the volume-
weighted, estuary-wide average annual cycles of modeled chl-a (mg chl-a m-3) and 
phytoplankton production (gC m-3 d-1) were visually compared to the volume-weighted, 
estuary-wide annual cycles of WC chl-a concentration and 14C productivity rates 
calculated using linearly-interpolated observational data. Observations of daily 
production rates were obtained from four-hour, mid-day incubations conducted as part of 
the Aquatic Estuarine monitoring component of DCERP (Paerl et al., 2013). The 14C-
method can estimate GPP or net primary production (NPP), depending on incubation 
length. The four-hour incubation period used to calculate DCERP observations, measures 
an intermediate value between GPP and NPP. This value was compared to model 
predicted GPP. It was then scaled up to daily rates assuming that 32% of primary 
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production occurred during the incubation period, based on photosynthesis-irradiance 
curves developed for the NRE by Brush (unpublished data). 
The third prong of model validation involved qualitative visual comparisons 
between contour plots of model output of individual group chl-a biomass and observed 
diagnostic accessory photopigment concentrations that correspond to specific 
phytoplankton groups. The photopigment concentrations were collected via the Aquatic 
Estuarine monitoring program described previously and analyzed using high performance 
liquid chromatography. Phytoplankton classes were categorized by accessory 
photopigments as outlined in the DCERP final report (Paerl et al., 2013) and in additional 
examinations of the NRE phytoplankton assemblage (Altman and Paerl, 2012; Hall et al., 
2013). The pigment peridinin was used for comparison to modeled dinoflagellate 
biomass, the pigment zeaxanthin was used for comparison to modeled cyanobacteria 
biomass, and the pigment fucoxanthin was used for comparisons to modeled diatom and 
raphidophyte biomass (Paerl et al., 2003; Paerl et al., 2013; Hall et al., 2013). There is 
ambiguity in these comparisons, preventing the use of quantitative metrics, since 
accessory photopigments are not specific to certain species within phytoplankton 
functional groups but are shared across multiple taxonomic classifications (Fig. 6). Also, 
there is no evidence that the pigment-to-chlorophyll or pigment-to-carbon ratios are 
constant. However, there is precedence for their use as a diagnostic tool to monitor 
phytoplankton communities in shallow coastal plain systems and as biomarkers to 
interpret seasonal and environmental patterns in assemblages (Pinckney et al., 2001; 
Paerl et al., 2007; Paerl et al., 2010).  
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The final component of model validation utilized the limited cell count data 
collected when bloom events (chl-a > 40 mg m-3) were identified during the initial study 
period (N. Hall, unpublished data). There are 20 dates and locations for which these data 
were available. These data were supplemented with cell counts collected periodically at 
two stations in the upper and mid-estuary by the North Carolina Division of Water 
Resources (NCDWR, Fig. 1). The cell counts had been converted to biovolume by the 
phycologists who collected the data. Biovolume estimates were then converted to 
biomass using the density of seawater, a dry-to-wet weight ratio of 0.25:1, and a carbon-
to-dry weight ratio of 0.45:1 (Duarte, 1992; Reynolds, 2006). The observed biomass 
estimates for each group were linearly regressed against the closest model output during a 
two-week period either before or after the corresponding sample collection date. 
Model Simulation 
Once the model had been validated, it was used to run heuristic simulations of 
changes in climate, including temperature and freshwater delivery, and nutrient loading 
to predict the effects on the NRE phytoplankton community. Temperature simulations 
were run by increasing water temperature by one, two, three, four, and five °C, based on 
the range of predictions from the Intergovernmental Panel on Climate Change 2014 
report (IPCC, 2014). To simulate changes in nutrient loading, forced watershed inputs of 
DIN and DIP were reduced by half, reduced by 25%, increased by half, and doubled. 
These same changes were made to freshwater inflow to simulate changes in freshwater 
delivery. In order to account for changes in salinity when running the freshwater 
simulations, salinities were adjusted based on regressions between freshwater input from 
the upper watershed and salinity (M. Brush, personal communication, 2016).  Changes in 
 25 
 
flow resulted in concomitant changes in nutrient loading and CDOM. To analyze the 
effect of these environmental changes on model output, cross-simulation comparisons of 
volume-weighted, estuary-wide daily chl-a concentration, production, and group-specific 
surface chl-a were made. The number of bloom events was also computed for each box 
during the model simulation runs.  
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RESULTS 
Model Parameterization & Calibration 
The model parameters capture some of the shared and specific functional 
characteristics that affect community assemblage, such as size, growth rate, optimal 
temperature, and grazer preference. The initial parameter values were adjusted within the 
range of values found in the literature review to achieve the best possible visual fit 
between modeled total chl-a output and monthly observation data collected from October 
2007 to December 2010 (Fig. 7). Key patterns of growth characteristics across groups are 
evident in the final parameter values (Table 2). The PMAX parameter was predominantly 
based on daily maximum growth rates (d-1) for each group, as these values are more 
commonly reported and utilized by multiple other multigroup phytoplankton model 
formulations. The calibrated maximum growth rates, equivalent to PMAX normalized to 
the C:CHL ratio, were 4.2, 3.9, 2.2, and 2.6 d-1 for the diatom, dinoflagellate, 
cyanobacteria, and raphidophyte models, respectively. Similar to other phytoplankton 
models, maximum growth rates were derived from the upper range of reported values. 
The sensitivity of modeled daily production to changes in irradiance is in part 
determined by the value of α used in the model. The final α values were 11, 9, 10, and 5 g 
C g-1 chl-a (E m-2)-1 for the diatom, dinoflagellate, cyanobacteria, and raphidophyte 
models, respectively; they were adjusted slightly upwards from the mean values reported 
in the literature but maintained the same sequence. The TOPT parameter did not require 
much calibration, only a 1°C increase in the value used in the dinoflagellate model (Table 
2). The final values were 22°C, 25°C, 30°C, and 27°C for the diatom, dinoflagellate, 
cyanobacteria, and raphidophyte models, respectively. The nitrogen half-saturation 
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constant is another parameter that was only adjusted for the dinoflagellate model; 
however the value was reduced by nearly 50% (Table 2). The final KN values were 1.6, 
2.8, 1.0, and 1.8 μmol l-1 for the diatom, dinoflagellate, cyanobacteria, and raphidophyte 
models, respectively. Phytoflagellates in the NRE utilize vertical migration as a 
competitive advantage for growth, as it increases their access to both light and nutrients 
(Hall et al., 2016). Since this function is not captured by the model, it was compensated 
for by increasing the growth rates of the dinoflagellate and raphidophyte groups and 
decreasing their half-saturation constants (Table 2). The dinoflagellate nitrogen half-
saturation constant may also have required such a large downward adjustment due 
mixotrophic functioning not captured by the model. Some dinoflagellate species found in 
the NRE are capable of heterotrophic as well as autotrophic production (Litaker et al., 
2002). Diatoms had the largest Vmax, 700 μmol g-1 dry weight hr-1; the remaining groups 
shared an uptake rate of 400 μmol g-1 dry weight hr-1. 
Diatoms and raphidophytes were assigned slightly larger BM respiration rates 
than the other groups because of their generally larger cell size (Table 2). These groups 
also had larger sinking rates. The sinking rates used in the dinoflagellate and 
raphidophyte models were adjusted downward to account for the ability of these groups 
to vertically migrate. Values for the PR parameter used in the predation loss function also 
were set lower for the dinoflagellate and raphidophyte groups due to the potential toxicity 
of some species of these groups in the NRE. 
Model Output & Skill: Total Chlorophyll & Productivity 
The phytoplankton model successfully reproduced observed chl-a concentrations 
throughout the estuary as well as the typical seasonal cycle of chl-a, with varied 
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dynamics each year as a result of different environmental conditions (Fig 7). Simulated 
chl-a concentrations were consistently highest in the upper estuary (boxes 1, 2, and 3), 
and decreased downstream with the lowest values in boxes 6 and 7, respectively, in line 
with observations. The volume-weighted average daily surface concentration of chl-a in 
the NRE was 15.9 mg m-3 according to the ESM output (Table 3) compared to 15.6 mg 
m-3 based on the interpolated observational data. In general, modeled chl-a concentration 
was lowest in winter, on average in January, and highest in spring with another prominent 
peak in the late summer, on average in April and September, respectively (Fig. 8). The 
primary exception to this pattern was a major bloom in the fall of 2010, evident in both 
the model and observations, which produced the highest chl-a concentrations for every 
group that year. This bloom formed shortly following Tropical Storm Nicole.  
The average annual cycles of modeled and observed chl-a (mg m-3) overlap within 
two standard deviations of one another for most of the year (Fig. 9). The quality of the fit 
varies by season; it appears to be particularly good during winter and early spring as well 
as during late summer and most of the fall. However, the average estuary-wide seasonal 
cycle based on interpolated DCERP observations falls below two standard deviations 
from mean model output at the end of April through the beginning of May. The mean 
interpolated cycle is within two standard deviations of the mean model output for 90% of 
the year or 327 days. Conversely, the average model output is within two standard 
deviations of the interpolated mean 95% of the year or 347 days.  
The average annual cycles of modeled and observed primary production (gC m-3 
d-1) follow a similar pattern, with modeled values falling within the range of the 
observations for most of the year, although the model appears to overestimate production 
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during some parts of the year. Some difference between observed and predicted 
production is to be expected since model predictions represent GPP while observed 
values lie between GPP and NPP. The comparison also is dependent on the assumptions 
used to convert the observed productivity data into daily units. Production incubations 
were conducted for approximately four hours around noon, with samples rotating through 
multiple irradiance levels (Paerl et al., 2013). Scaling up to daily values requires 
assumptions about the in situ light environment and fraction of daily production 
occurring during the incubation period. Given that, it is as important to match the correct 
seasonal pattern as the absolute magnitude of production; the model appears to correctly 
reproduce the seasonal pattern with the exception of elevated rates during spring.  
 Model predictions of total chl-a were within the range of DCERP observations 
across all mainstem boxes. When comparing observed chl-a across the 64 sampling dates 
(2007 – 2012) to the model output on the same days, mean absolute error, mean percent 
error, and root mean squared error were 11.0 mg m-3, 96.5%, and 17.3 mg m-3, 
respectively for the entire system (n=364). Skill metrics improved when the median 
values were used (Table 4) and when observations were compared to the closest model 
output within one week of each sampling date (7.8 mg m-3, 82.4%, and 14.4 mg m-3, 
respectively).  
Model Output: Group Biomass 
Modeled diatom biomass contributed most to total chl-a, more than 41%, 
followed by dinoflagellates, cyanobacteria, and raphidophytes, which contributed just 
over 24%, 21%, and 13%, respectively (Table 3). Diatom concentrations were predicted 
to peak in late winter and early spring and reach their minimum each summer, generally 
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in August. Simulated dinoflagellate concentration was highest in mid-to-late spring, but 
there was also a late summer peak, more prominent in some years than in others. The 
dinoflagellate and cyanobacteria sub-models both predicted their lowest concentrations in 
early-to-mid winter. Modeled cyanobacteria concentrations were the converse of 
dinoflagellates with a high most years in the late summer and a substantial peak in the 
late spring. Simulated raphidophyte concentration was also highest in late summer, and 
lowest in the late winter and early spring.  
The model was able to capture some of the spatial and temporal distributions of 
the NRE phytoplankton community based on comparisons to photopigment observations, 
though the matches are imperfect. The resemblance between the plot of modeled diatom 
and raphidophyte biomass and the plot of observed fucoxanthin was the most ambiguous 
(Fig. 10). The late summer peak in dinoflagellate chl-a simulated by the model 
corresponded to elevated concentrations of peridinin that in some years spanned the 
length of the estuary (Fig. 11). The most equivalent observable patterns were between the 
plots of modeled cyanobacteria biomass and observed zeaxanthin concentrations (Fig. 
12). Simulated peaks of cyanobacteria chl-a corresponded to elevated zeaxanthin 
concentrations in the fall of 2007, the spring and summer of 2008, the summer and fall of 
2010, and the spring and summer of 2012. The comparison was less strong in 2009, and 
in 2011 there was an elevated midyear zeaxanthin concentration that was not matched by 
the model output.  
Linear regressions of modeled biomass (gC m-3) of each group versus biomass 
calculated using cell count data collected via DCERP (Hall, unpublished data) during 
bloom periods (n=20) tell a contrasting story (Fig. 13). Except for the diatom regression 
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(R2=.90), predicted group biomass was not correlated with observational data. Based on 
the DCERP regressions and regressions between modeled biomass and NCDWR biomass 
data (Appendix 4), the model was determined to be particularly poor at predicting the 
largest values of observed biomass. Therefore, regressions were conducted between 
modeled group biomass and group biomass based on cell counts from DCERP and 
NCDWR with bloom values, grams of carbon equivalent to > 40 mg chl-a m-3, removed 
from the observed dataset (Fig. 14). This improved the fit between the predicted and 
observed biomasses of the dinoflagellate and raphidophyte groups, although not for 
cyanobacteria, with observed and modeled values for the other three groups within the 
same range. 
Model Simulations 
 Simulations with increasing temperature above that of the standard model run 
resulted in a small initial increase in both total chl-a and daily production, followed by 
similarly-sized decreases once temperatures were warmed by 4°C and  5°C, respectively 
(Fig 15). The contribution of diatoms to total chl-a concentration was predicted to decline 
steadily with each incremental increase in temperature, while the contributions of the 
other groups generally grew. The number of bloom days experienced throughout the 
estuary also increased with temperature, though only slightly. 
Simulation with altered watershed nutrient loading had a much larger effect on 
total chl-a and daily production than the temperature simulations (Fig. 16). Predicted chl-
a biomass of all groups increased with nutrient loads, but the cyanobacteria sub-model 
was the least sensitive and did not respond to the influx or depletion of nutrients as 
strongly as the other groups. Predicted blooms were markedly reduced to only a week 
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when the current nutrient load was cut in half, while blooms were predicted to last more 
than half the year when the watershed load was doubled.  
Simulations with altered freshwater inflow had a similar but moderated effect on 
predicted daily production, total chl-a, and group chl-a compared with the nutrient 
simulations. The cyanobacteria sub-model remained the least sensitive to the changes 
(Fig. 17). The number of predicted bloom days increased with flow as for nutrient loads, 
but only to a point. With twice the standard inflow of freshwater, predicted bloom days, 
primary production, and group chl-a concentrations either leveled-off or began to decline.  
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DISCUSSION 
The model is a relatively good predictor of total chl-a and phytoplankton 
production in the NRE. The water column-averaged, simulated mean daily chl-a 
concentration for the NRE was approximately 18 mg m-3 and varied from the DCERP 
observations across the five-year sampling period by a median error of 7 mg m-3. Model 
error was greatest in the upper estuary where the observed water column (WC) chl-a 
concentration is also greatest (Paerl et al., 2013; Anderson et al., 2014); and like observed 
WC chl-a, model error decreased steadily downstream (Table 4). Additionally, annual 
mean simulated surface chl-a concentrations compared favorably to previously reported 
estimates based on seasonal surveys conducted at shallow water sites along the shore of 
the NRE from 2007 to 2011 (Anderson et al., 2014; Table 5a). Though limited, this is a 
positive comparison of predicted model output with observations independent from the 
data used in the model calibration and skill assessment.  
Average annual GPP predicted by the model also matched productivity estimates 
scaled up from DCERP monitoring data (154 vs. 150 gC m-2 yr-1, respectively; Paerl et 
al., 2013). However, the model does not capture the full range of the variability in 
observed production from year to year (Table 5b). There is a 7% difference between the 
annual phytoplankton production across the whole estuary as determined during the 
initial phase of DCERP (gC y-1; Paerl et al., 2013) and the total phytoplankton production 
predicted by the model for the same period (Table 5b). A notable feature of the NRE is 
that phytoplankton production accounts for approximately 57% of total GPP; this 
percentage is larger in the upper estuary (58%) but decreases and is outpaced by benthic 
microalgae (BMA) production in the lower estuary (26%; Anderson et al., 2013; Paerl et 
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al. 2013). Simulated phytoplankton production replicated this spatial gradient in WC 
production across the NRE.  
Despite the overall agreement between modeled and observed chl-a and 
productivity, the model appears to over-predict both values during spring (Fig. 9). This 
issue occurs when diatoms were predicted to be most abundant (Fig. 8). The predicted 
spring bloom occurs nearly two months later than the observed bloom (Fig 9). There are 
probably multiple reasons for this disconnect. It may indicate the need to revisit the 
parameters for the diatom model. The dinoflagellate model also may not account for the 
role Heterocapsa triquetra plays in the NRE late winter bloom (Hall et al., 2013). This 
species can germinate and then exploit the increases in light as winter turns to spring 
(Litaker et al., 2002). However, data for this species found in the literature review were 
limited to nutrient and growth rate parameters.  
The NCDWR determines concentrations of chl-a below 40 mg m-3 to be 
“acceptable” according to state water quality standards (NCDENR, 2007). The linearly 
interpolated chl-a DCERP observations exceeded this limit in at least one region of the 
NRE on 21% of days in 2007 through 2012. The daily chl-a concentrations predicted by 
the model exceeded the water quality standard 19% of days for the same period (based on 
output from boxes 2 – 7 corresponding to the monitoring locations). The modeled blooms 
originated in the upper estuary (boxes 1, 2, or 3) and spread downstream; this spatial 
dynamic has been noted in previous studies of the NRE (Tomas et al., 2007; Hall et al., 
2013).  
The multigroup phytoplankton kinetics model provided satisfactory representation 
of the aggregated NRE phytoplankton community and reproduced a typical seasonal 
 35 
 
succession in temperate estuaries: diatoms dominated the spring bloom and cyanobacteria 
were the most prevalent group during the summer. Dinoflagellates and raphidophytes 
were dominant in the late spring and late summer. The model captures some previously 
observed NRE phytoplankton community dynamics. For example, raphidophytes are 
known to bloom during summer when temperatures are warmest (Hall et al., 2013), and 
this is when simulated raphidophyte chl-a reached its annual maximum. However, the 
model may better represent the conventional successional pattern of phytoplankton than 
of the NRE-specific phytoplankton seasonal assemblage. Specifically, the model may 
underestimate the role of dinoflagellates, raphidophytes, and other microflagellate groups 
that often dominate NRE phytoplankton blooms (Hall et al., 2013). Evidence of regular 
diel vertical migration in the NRE may be indicative of a competitive functional 
advantage of these groups not captured by the model (Hall et al., 2013). There are 
dinoflagellate species in the NRE, like H. triquetra, that are mixotrophic and can utilize 
this metabolic capability to their advantage when nutrient concentrations are low. This is 
another biological function not included in the current version of the model. 
In contrast to the model’s ability to reproduce aggregated dynamics and the 
conventional successional pattern, its ability to reproduce group-specific dynamics 
specific to the assemblage in the NRE was more limited. Its use as a predictor of group-
specific phytoplankton dynamics is adequate, but comparisons between the group-
specific model output and group-specific observational data are inconsistent. The contour 
plots of predicted diatom and raphidophyte chl-a and of observed fucoxanthin do not 
appear to match (Fig. 10), but the regressions of predicted and observed diatom carbon 
biomass showed a moderate-to-strong correlation depending on the observational dataset 
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(Figs. 13 & 14). Conversely, the plot of predicted cyanobacteria chl-a matched the plot of 
observed zeaxanthin well (Fig. 12), but there was no correlation between simulated 
cyanobacteria carbon biomass and observed cyanobacteria biomass (Fig. 13 & 14; 
Appendix 4). The observed biomass values were estimated from biovolume data based on 
the assumptions that the groups shared the same density, dry weight-to-wet weight ratio, 
and carbon-to-dry weight ratio. There is uncertainty associated with these assumptions 
and with the relationship between group chl-a and accessory photopigment 
concentrations, as explained above.  
Heuristic Simulations  
 
Across the five degree temperature simulation average daily phytoplankton 
production increased by 9% (Fig. 15a). The maximum increase in average phytoplankton 
chl-a was 6% during the +2°C and +3°C model runs, but the average value for the +5°C 
run was only 1% greater than for the standard run. As predicted in hypothesis 1, the 
relative abundances of cyanobacteria and raphidophytes increased with temperature from 
21% and 13% of total chl-a to 27% and 16%, respectively, after a 5°C increase. The 
relative abundance of diatoms fell, also as predicted, from 41% of total chl-a to 30% after 
a 5°C increase. The predicted shifts in the relative abundances of diatoms and 
cyanobacteria are reflective of the difference between the Topt parameter values utilized in 
their sub-models and reported in the literature (Paerl et al., 2014). These results are in 
agreement with previously reported positive relationships between temperature and pico-
cyanobacteria in the NRE and neighboring Neuse River Estuary (Paerl et al., 2010; Hall 
et al., 2013) as well as anticipated global increases in cyanobacterial blooms (Paerl & 
Huisman, 2008). 
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The disparity between predicted changes in chl-a biomass and production with 
temperature may be a result of the decrease in diatom biomass and increase in biomass of 
the other groups, cyanobacteria in particular (Fig. 15b).  The cyanobacteria model utilizes 
the highest C:CHL ratio; therefore, cyanobacteria production per unit carbon contributes 
least to WC chl-a (Table 2). The C:CHL ratio used in the diatom model is nearly the 
smallest; therefore, the loss of their carbon biomass is moderated by increases from other 
groups, but not all their lost chl-a is recouped. It is also possible that increased biomass 
from increased production is being lost to respiration. Temperature is a controlling factor 
of both production and respiration. However, the responses of these metabolic processes 
to changes in temperature are not equal because of their different energy requirements 
(Harris et al., 2006). Respiration may increase twice as fast as production with every 
degree-increase in temperature (Harris et al., 2006). Therefore, continued increases in 
temperature will ultimately have a net negative effect on producer biomass. 
Although increases in temperature do not cause dramatic changes to predicted 
total chl-a biomass or production, there was a shift in the simulated phytoplankton 
community towards groups known to include HAB species. Increased temperature also 
had a subtle positive impact on the frequency of bloom events. Bloom concentrations 
were predicted during 23% of days during the +5°C model-run compared to 19% of the 
standard run (Fig 15c). The model predicts changes to the seasonality of the NRE annual 
phytoplankton cycle as well. A 5°C increase in temperature consistently caused higher 
simulated surface chl-a concentrations in the winter and early spring and decreased 
concentrations in summer and fall (Fig. 18). The potential for increased temperatures to 
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alter the phenology of phytoplankton annual cycles has been reported elsewhere and may 
alter bottom-up ecosystem functioning (Nixon et al., 2009; Lake & Brush, 2015). 
Simulations indicated that the NRE phytoplankton community was more sensitive 
to changes in nutrient and freshwater inputs than to temperature, which corresponds to 
previous findings that hydrological forcing and nutrient loading have a greater degree of 
control on NRE phytoplankton chl-a than temperature (Hall et al., 2013). A simulated 
reduction in the nutrient load entering the NRE from the watershed by half resulted in a 
35% decrease in predicted chl-a and a 39% decrease in predicted production (Fig. 16a). 
Doubling the nutrient load increased predicted chl-a by more than 60% and predicted 
production by more than 75%.  
The predicted chl-a biomass of all phytoplankton groups increased and decreased 
directly with corresponding changes in nutrient load (Fig.16b). The raphidophyte model 
was most sensitive to nutrient loading, followed by the dinoflagellate, diatom, and 
cyanobacteria models respectively. Both the cyanobacteria and raphidophyte models 
utilize lower growth rates than the other groups; however, the cyanobacteria model also 
utilizes the lowest half-saturation constant of the four models, while the raphidophyte 
model utilizes the third-highest. The sensitivity of the raphidophyte model may be due in 
part to its greater nutrient limitation than the cyanobacteria and diatom groups. Doubling 
the nutrient load more than tripled the predicted number of days with a bloom, and the 
bloom extent spread further downstream (Fig. 16c). These findings confirm the 
predictions made in hypothesis 2.  
Simulated chl-a and production decreased by about a third when the freshwater 
inflow input to the model was reduced by half (Fig. 17a). Decreased freshwater discharge 
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increased the relative abundance of cyanobacteria, from 21% of total chl-a to 27%, and 
decreased the relative abundance of diatoms, from 40% to 39%, in accordance with the 
predictions of hypothesis 3b. These results also are in agreement with previous findings 
that longer flushing times in the NRE correspond to increased cyanobacteria biomass and 
decreased diatom biomass (Hall et al., 2013). However, the relative abundance of 
dinoflagellates decreased from 25% to 24% rather than increasing as was originally 
expected. This unanticipated result may be due to the increase in the PMAX parameter 
value utilized in the dinoflagellate model following its calibration.  
Simulated production increased by nearly 20% when freshwater inflow was 
doubled, and predicted chl-a increased by less than 10%. As was predicted in hypothesis 
3a, increased freshwater delivery resulted in a slight decrease in the relative abundance of 
cyanobacteria, from 21% to 20%, and a slight increase in the relative abundance of 
diatoms, from 40% to 41%.   
Not unlike the nutrient simulations, changes in freshwater inflow had the least 
effect on predicted cyanobacteria chl-a (Fig 17b). Predicted raphidophyte chl-a was most 
sensitive to reductions in freshwater inflow, and predicted dinoflagellate chl-a was the 
most sensitive to increases in freshwater inflow. The simulated 50% reduction in 
freshwater discharge resulted in approximately a fourth of the number of days with 
bloom level chl-a concentrations compared to the standard run (Fig 17c). When 
freshwater discharge was increased by 150%, the predicted number of bloom days 
increased. However, there were fewer predicted bloom days when 200% of inflow was 
simulated. This pattern of diminishing returns with increasing freshwater discharge can 
also be seen in the leveling off of predicted total chl-a; and it echoes a previous finding 
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that the relationship between chl-a and flushing time in the NRE is illustrative of a 
changing balance between phytoplankton growth and loss (Peierls et al., 2012). The 
spatial extent of the predicted blooms also spread when inflow was increased.  
The sensitivity of the model, particularly the dinoflagellate and raphidophyte 
groups, to changes in nutrient load and freshwater inflow—which subsequently increases 
nutrient delivery to the system—agrees with what is known about NRE phytoplankton 
community nutrient dynamics, i.e., that the system is primarily nutrient-limited and that 
dinoflagellates and raphidophytes are strongly coupled to riverine nutrient input (Altman 
& Paerl, 2012; Hall et al., 2013). The greater sensitivity of the model to changes in 
nutrient loading than to changes in freshwater discharge is indicative of the contradictory 
effects freshwater input can have on phytoplankton growth. Increased riverine discharge 
delivers nutrients to the system but also increases advection rates, limiting the time 
phytoplankton have for uptake and growth (Peierls et al., 2012; Hall et al., 2013). 
Increased riverine inputs of CDOM increase light attenuation, limiting its availability to 
support growth. Freshwater input can also determine the salinity gradient, thereby 
affecting stratification and circulation. The diminished returns in predicted biomass and 
production at the higher freshwater discharge rate may be the result of the effects of 
increased flushing and CDOM overtaking the effects of nutrient stimulation. 
The relatively small predicted changes in the NRE phytoplankton community 
composition must be considered in the context of the model uncertainty. The model did 
not appear to be sensitive to changes in the initial biomass value utilized for each group 
or the influx of phytoplankton biomass from the Atlantic. However, the range of values 
found in the literature was quite large for some model parameters (Appendix 5). 
 41 
 
Additionally, phytoplankton chlorophyll-to-carbon ratios, like the accessory pigment-to-
carbon ratios, vary seasonally, while the C:CHL parameter utilized by the model was 
fixed for each group. The uncertainty associated with the parameter values is 
compounded by the complexity of the mechanistic formulation. A sensitivity analysis of 
each major parameter value would allow for the comparison of predicted changes to 
parameter uncertainty. 
A different modeling approach, a Bayesian Belief Network (BBN), has previously 
been applied to the NRE using some of the same DCERP monitoring data (Nojavan et al., 
2014). A BBN is a statistical model that uses the interconnected probabilistic 
relationships between chosen functional components of an ecosystem to predict how 
those functional components might change under different environmental conditions. The 
findings from BBN model simulations are limited by the network pathways included in 
the model; however, many of the BBN predictions concurred with the results of the 
heuristic simulations described above (Nojavan et al., 2014). Increased temperature 
resulted in a predicted increase in the likelihood that dinoflagellates and raphidophytes 
were present in the estuary. Reduced DIN significantly reduced predicted WC chl-a and 
the probability of a bloom event. A reduction in freshwater delivery decreased 
stratification and nutrient loading, which ultimately led to a lower predicted WC chl-a 
concentration. The probability of a bloom event was also reduced by a small but 
significant amount. The opposite effect was found when freshwater discharge was 
increased; stratification and nutrient load, particular the delivery of nitrogen to the 
system, were predicted to increase, as was light attenuation. These environmental 
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changes resulted in a tempered but substantial increase in predicted WC chl-a and a 
greater probability of a bloom event.  
Conclusions 
Based on the simulation results, climate change has the potential to affect the 
overall structure and function of the NRE phytoplankton community. Predicted increases 
in temperature may initially increase phytoplankton biomass and production, however, as 
temperatures continue to climb biomass and production are predicted to peak and then 
begin to fall. The implication of these predicted changes may be an eventual shift in the 
ecosystem metabolism of the NRE towards increasing net heterotrophy. Rising 
temperatures will also shift the NRE phytoplankton community composition towards 
groups that are commonly associated with HABs. The results of the freshwater inflow 
simulations indicate that extended periods of drought will reduce phytoplankton biomass 
and production and shift community composition towards dominance by cyanobacteria, 
at the expense of other phytoplankton groups. Inversely, increased storm events and the 
subsequent increase in freshwater delivery, will have a smaller effect on the overall 
composition of the NRE phytoplankton assemblage as well as mean phytoplankton chl-a 
and production. Smaller storms may increase the frequency of phytoplankton blooms, but 
larger storms that dramatically decrease the flushing time of the system may only extend 
the range of phytoplankton blooms in the NRE. The freshwater discharge scenarios were 
not realistic simulations of expected changes in freshwater delivery as they do not capture 
the dynamic nature of expected changes in precipitation. When more precise predictions 
of future precipitation patterns become available, the model can be used to examine the 
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combined effects of increased temperature and extreme weather events on the NRE 
phytoplankton community. 
Changes in how humans interact with the environment, for better and for worse, 
are interminable. Continued work by environmental managers to reduce point and 
nonpoint source nutrient loading could result in further reductions to the amount of 
nitrogen and phosphorus entering the system from the watershed. Based on our 
simulation, such a change would result in improved water quality through fewer 
phytoplankton blooms. It would also favor diatoms and cyanobacteria over 
dinoflagellates and raphidophytes, indicating there could be a positive effect on reducing 
blooms of harmful algae. Increased development and agricultural activities within the 
NRE watershed would result in increases to the amount of nutrients entering the estuary, 
promoting both phytoplankton production and biomass accumulation and shifting the 
composition of the phytoplankton community towards groups associated with HABs, in 
particular raphidophytes.  
The chief limitation of this multigroup model is its exclusive focus on the primary 
biological functional relationships between phytoplankton growth and loss and 
environmental conditions. The dynamics of group-specific secondary functional 
characteristics, like mixotrophy and ability to vertically migrate, are not taken into 
account. This increases the uncertainty of our model predictions even though the model 
was a relatively good predictor of total phytoplankton chl-a and production. However, the 
simplicity of the biological formulations used in this model makes it easy to adapt to 
other estuarine systems. Model groups might need to be adjusted and the sub-models 
would require re-parameterization to focus on native species. Because the phytoplankton 
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community of the NRE is similar to that of the neighboring Neuse River Estuary, an 
interesting next step would be to integrate the phytoplankton model in its current form 
into a version of the ESM that has previously been applied to the Neuse. 
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TABLES 
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Table 1. A breakdown of the orders, genera, and/or species used to parameterize each 
phytoplankton group. Listed in the right-hand column are the number of documents that 
provided specific values used in the model parameterization. See Literature Review 
References for a complete list of included documents. 
  
Taxa # of documents 
Diatoms 
General 28 
Cyclotella sp. 3 
Dinoflagellates 
General 22 
Gymnodinoid 4 
Gyrodinium instriatum 1 
Akashiwo sanguinum 1 
Heterocapsa triquetra 3 
Prorocentrum minimum 1 
Cyanobacteria 
General 6 
Synechococcus sp. 13 
Raphidophytes 
General 8 
Heterosigma akashiwo 8 
Flagellate general 3 
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Table 2. Model parameters by group. Initial values were determined based on the literature review. Final values were set during the 
model calibration. See Appendix 5 for the ranges of each parameter value found in the literature. 
 
   Diatom  Dinoflagellate Cyanobacteria Raphidophyte  
   Initial  Final  Initial  Final  Initial  Final  Initial  Final  
PMAX (gC g-1chl-a d-1) 96 192 83 195 120 154 38 99 
C:CHL (gC g-1chl-a) 40 40 55 50 75 70 38 38 
α (gC g-1chl-a (E m-2)-1) 10 11 7 9 9 10 4 5 
KT1 (°C-2) 0.005 0.005 0.006 0.006 0.003 0.003 0.01 0.01 
KT2 (°C-2) 0.02 0.02 0.012 0.012 0.005 0.005 0.004 0.004 
Topt (°C) 22 22 24 25 30 30 27 27 
KN (μmol N l-1) 1.6 1.6 5.3 2.8 1 1 1.8 1.8 
KP (μmol P l-1) 0.7 0.8 1.6 1.4 0.6 0.6 1.5 1.2 
BM (d-1) 0.06 0.1 0.05 0.05 0.05 0.05 0.05 0.1 
PR (m2 g-1C d-1)   0.4   0.2   0.3   0.1 
W (m d-1) 0.5 0.25 0.2 0.1 0.1 0.1 0.2 0.15 
VMAX (μmol g-1 dry weight hr-1) 700 700 300 400 400 400 400 400 
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Table 3. The water column-averaged, surface layer, and group mean daily chl-a model 
output volume-weighted across the NRE. Values were calculated based on entire model 
run. Phytoplankton group values are from the surface layer.  
 
  
Mean chl-a 
(mg m-3) 
% of 
total 
Water column 17.6   
Surface layer 15.9   
Diatom 6.5 41.1% 
Dinoflagellate 3.9 24.4% 
Cyanobacteria 3.4 21.4% 
Raphidophyte 2.1 13.2% 
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Table 4. Surface-layer model skill assessment by box and estuary-wide. The absolute mean and median error (ABS Error), percent 
mean and median error (% Error), root mean squared error (RMS Error), and number of model-data pairs (n) using (a) the model 
output on the exact date each observational sample was collected and (b) the closest model output within a ±1 week period around the 
date samples were collected. Units of ABS and RMS Error are mg chl-a m-3. 
 
(a) 
 
exact date     Box 2 Box 3 Box 4 Box 5 Box 6  Box 7 All Sites 
ABS Error Mean   19.2 14.7 12.2 9.4 7.1 3.6 11.0 
  Median   13.4 12.2 9.1 8.3 5.0 3.0 7.3 
% Error Mean   119.2 133.4 110.8 80.8 80.4 54.6 96.5 
  Median   60.4 54.5 57.2 53.6 52.4 49.5 54.0 
RMS Error     28.2 19.2 18.4 13.4 9.9 4.9 17.3 
n =      64 64 64 64 64 64 384 
 
(b) 
 
closest +/-7 days     Box 2 Box 3 Box 4 Box 5 Box 6  Box 7 All Sites 
ABS Error Mean   13.6 9.8 8.6 6.8 5.4 2.8 7.8 
  Median   7.5 7.8 5.5 5.0 3.7 1.9 4.2 
% Error Mean   78.6 95.6 82.6 60.4 57.2 35.7 82.4 
  Median   31.9 29.2 35.2 31.8 43.5 31.0 39.1 
RMS Error     23.5 14.9 16.3 10.8 8.3 4.1 14.4 
n =      64 64 64 64 64 64 384 
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Table 5. Comparisons between model predictions and previously reported DCERP 
observations. (a) Predicted and observed values of water column-integrated, surface area-
weighted annual GPP were compared by year (Paerl et al., 2013). (b) Predicted mean 
surface chl-a values by box were compared to mean water column chl-a observations 
based on data collected from six shallow water sites across the NRE seasonally from 
2008 to 2011 (Anderson et al., 2014). 
 
(a) 
Annual Phytoplankton GPP Year 
Model 
Predictions 
DCERP 
Estimates 
surface-area weighted  (gC m-2 yr-1) 2008 144 102 
surface-area weighted  (gC m-2 yr-1) 2009 146 154 
surface-area weighted  (gC m-2 yr-1) 2010 147 156 
surface-area weighted  (gC m-2 yr-1) 2011 160 186 
surface-area weighted  (gC m-2 yr-1) 2008-2011 154 1501 
TOTAL NRE GPP (*106 gC yr-1) 10/2007-12/2011 12,848 11,954 
 
(b) 
Mean chl-a (mg m-3) 
  
Box # 
Model 
Predictions 
DCERP 
Estimates 
1 41.3 50.4 
2 27.7 16.5 
4 20.5 14.4 
5 15.1 13.8 
7 4.2 11.62 
 
 
 
 
 
                                                 
1 This value was adjusted from the original value of 146, which included three months of data from 2007. 
These data were excluded, and GPP from 2008 to 2011 was averaged.  
2 This value was the mean of two sites both within box 1. 
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Figure 1. Google Earth image of the NRE. Pins are placed at the stations where observational data were collected for 
model calibration and validation.  
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Figure 2. GIS map of the NRE divided into the nine model boxes, identified by numbered 
squares. The DCERP monitoring stations are also identified by colored points (AE-CL 1-
8).    
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Figure 3. A diagram of the phytoplankton kinetics model. The forced physical and chemical variables are contained in circles. Growth 
is affected by interactions with light, temperature, and nutrient concentration. The formula for light attenuation accounts for the effect 
of self-shading. Respiration and grazing are affected by temperature, and flushing is determined based on freshwater flow and salinity. 
The nutrients associated with phytoplankton loss due to respiration, grazing and sinking are remineralized and made available for new 
growth.  
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Figure 4. A picture of the diatom sub-model programmed in STELLA
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Figure 5. A diagram of the DCERP ESM from Brush, 2013. The modeled state variables and processes are enclosed within the 
primary box. The physical and environmental variables that are forced into the model with observational data are represented by the 
circles outside of the box. The state variables are represented by the tank and producer symbols.  Each arrow represents a potential 
pathway in the cycling of carbon, nitrogen, phosphorus, and oxygen through the estuary. The DIC and subaquatic vegetation 
submodels were not incorporated into the version of the ESM used in this project.  
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(a) 
 
 
(b) 
 
 
Figure 6. A diagram of the relationships between accessory photopigments and the 
phytoplankton groups most commonly found in the NRE as reported in Paerl et al., 2013. 
(a) All commonly found groups. (b) Primary pigments associated with model groups. 
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Figure 7. The chl-a surface layer calibration by box. The blue line represents the model 
output and the blue circles represent DCERP monitoring data (provided by H. Paerl). 
Only data from the period before the red dotted lines were used in the model calibration.  
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Figure 8. Volume-weighted mean chl-a concentration (mg m-3) for the NRE according to the model output. The estuary-wide average 
includes the surface and bottom layers of boxes 1 – 7. The surface and group averages are also based on model output from boxes 1 – 
7. Group averages come from the model output of the surface layer.
0
10
20
30
40
50
60
J-07 J-08 J-09 J-10 J-11 J-12
m
g
 m
-3
Date
Volume-weighted predicted chlorophyll-a (2007 - 2012)
Estuary-wide Surface Dia Dino Cyano Raphido
  
61 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Water column average annual cycles of NRE chl-a and phytoplankton 
production from the model output and interpolated monitoring data. (a) A graph of the 
annual average chl-a cycle based on model output (blue line +/- 2 standard deviations), 
overlaid by the annual average chl-a cycle based on linearly interpolated DCERP station 
data, volume-weighted by model-layer (red line +/- 2 standard deviation). (b). A graph of 
the annual average phytoplankton production cycle based on model output (blue line +/- 
2 standard deviations), overlaid by the annual average water column 14C production cycle 
based on linearly interpolated station data, volume-weighted by model-box (red line +/- 2 
standard deviations).  
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Figure 10. Contour graphs of concentration of the observed diagnostic accessory photopigment fucoxanthin in the surface layer of the 
NRE (Paerl et al., 2013) and the corresponding modeled diatom and raphidophyte chl-a surface concentration across the system and 
through time.   
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Figure 11. Contour graphs of concentration of the observed diagnostic accessory photopigment peridinin in the surface layer of the NRE 
(Paerl et al., 2013) and corresponding modeled dinoflagellate chl-a surface concentration across the system and through time.   
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Figure 12. Contour graphs of concentration of the observed diagnostic accessory photopigment zeaxanthin in the surface layer of the 
NRE (Paerl et al., 2013) and the corresponding modeled cyanobacteria chl-a surface concentration across the system and through time.
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Figure 13. Linear regressions of modeled surface biomass (gC m-3) versus observed 
estimates based on cell count and biovolume data collected from DCERP stations during 
bloom periods (Hall, unpublished data). (a) diatoms. (b) dinoflagellates. (c) 
cyanobacteria. (d) raphidophytes.  
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Figure 14. Linear regressions of modeled surface biomass (gC m-3) versus observed 
estimates based on cell count and biovolume data collected from DCERP stations during 
bloom periods (Hall, unpublished data) combined with cell count and biovolume data 
collected periodically by NCDWR. Bloom values or values equivalent to > 40 mg m-3 
chl-a have been removed from this dataset. See Appendix 4 for regression against 
composite dataset with bloom values included. (a) diatom. (b) dinoflagellates. (c) 
cyanobacteria. (d) raphidophytes. 
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Figure 15. Temperature simulation scenarios. (a) Mean daily water column-averaged chl-
a concentration and mean daily water column-integrated phytoplankton primary 
production (PP) rate (gC m-3 d-1) at the current temperature and with 1°C, 2°C, 3°C, 4°C, 
and 5°C increase. (b) Average daily surface chl-a concentration by group under each 
temperature scenario. (c) Percent of days out of the 2,190 day model run that a bloom 
(chl-a > 40 mg m-3) occurred in the surface layer of boxes 2 - 7 under each temperature 
scenario; boxes that did not experience blooms were not plotted.  
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Figure 16. Nutrient simulation scenarios. (a) Mean daily water column-averaged chl-a 
concentration and mean daily water column-integrated phytoplankton primary production 
(PP) rate at 50%, 75%, 100%, 150%, and 200% of the current nutrient load. (b) Average 
daily surface chl-a concentration by group under each nutrient scenario. (c) Percent of 
days out of the 2,190 day model run that a bloom (chl-a > 40 mg m-3) occurred in the 
surface layer of boxes 2 - 7 under each nutrient scenario; boxes that did not experience 
blooms were not plotted. 
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Figure 17. Freshwater inflow simulation scenarios. (a) Mean daily water column-
averaged chl-a concentration and mean daily water column-integrated phytoplankton 
primary production (PP) rate at 50%, 75%, 100%, 150%, and 200% of the current 
freshwater discharge. (b) Average daily surface chl-a concentration by group under each 
inflow scenario. (c) Percent of days out of the 2,190 day model run that a bloom (chl-a > 
40 mg m-3) occurred in the surface layer of boxes 2 - 7 under each inflow scenario; boxes 
that did not experience blooms were not plotted. 
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Figure 18. A comparison of the volume-weighted daily (boxes 1 – 7) surface chl-a concentration (mg m-3) in the NRE during the 
standard model run and with a 5°C increase in daily temperature.
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APPENDIX 1 
 
Table summarizing study hypotheses. 
 
A “*” indicates that we expected a shift in the relative contribution of each group to chl-a and 
GPP. Blank spaces indicate the potential for the simulated changes to have contradictory effects 
on the predicted outcome.  
 
Simulated Change Chl-a GPP 
Bloom 
Events 
Relative 
Group 
Abundance 
Increased 
Temperature 
* * increase shift 
Increased Nutrient 
Loading 
increase increase increase  
Decreased Nutrient 
Loading 
decrease decrease decrease  
Increased 
Freshwater Delivery 
* *  shift 
Decreased 
Freshwater Delivery 
* *  shift 
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APPENDIX 2 
 
Examples of box 2 model output graphs used in the model calibration. 
 
PPpot - daily potential primary production calculated by the model; PPact - daily actual primary 
production based on nutrient availability; GRZact - daily group carbon grazed calculated by the 
model; RESPact - daily group carbon respired calculated by the model; SINKact - daily group 
carbon lost due to sinking calculated by the model 
 
Irr Lim – daily irradiance limitation; Nut Lim – daily nutrient limitation; Temp Lim – daily 
temperature limitation; Total Lim – daily combined growth limitation accounting for the effects 
of irradiance, nutrient, and temperature.  
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APPENDIX 3 
 
Comparisons between model output (blue lines) for state variables other than phytoplankton and DCERP monthly observations (blue circles) used 
in the model calibration. 
 
PP – Phytoplankton production (model output is based on gross production and monthly observations are between gross and net production) 
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DIN – dissolved inorganic nitrogen 
 
 
  
82 
 
DIP – dissolved inorganic phosphorous 
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Kd – light attenuation coefficient 
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Surface O2 Box 2 
Surface O2 Box 4 
Surface O2 Box 6 Surface O2 Box 7 
Surface O2 Box 5 
Surface O2 Box 3 
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APPENDIX 4 
 
Linear regressions between predicted carbon biomass by group and observed carbon biomass by 
group based on cell count and biovolume data collected by NCDWR 
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APPENDIX 5 
 
Range of parameter values found in the literature review 
 
Model Parameters Diatom  Dinoflagellate Cyanobacteria Raphidophyte  
PMAX (gC g-1chl-a d-1) 40 - 300 25 - 450 41 - 200 23 - 114 
C:CHL (gC g-1chl-a) 17 - 107 27 - 80 30 - 176 19 - 67 
α (gC g-1chl-a (E m-2)-1) 3 - 16 3 - 10 3 - 12 3 - 6 
Topt (°C) 16 - 25 20 - 30 28 - 34 20 - 30 
KN (μmol N l-1) 0.6 - 2.3 1.4 - 8.8 0.1 - 1.0 0.3 - 2.6 
KP (μmol P l-1) 0.1 - 1.1 0.1 - 3.1 0.1 - 1.0 1.0 - 2.0 
BM (d-1) 0.01 - 0.2 0.01 - 0.05 0.01 - 0.06 0.05 - 0.1 
W (m d-1) 0.2 - 1.0 0.2 - 0.5 0 - 0.1 0.2 
VMAX (μmol g-1 dry weight hr-1) 700 - 1200 100 - 400 400 400 - 550 
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