which has been applied in Rosen [1984a] to study the n-fold intersections of the path W. The measure a(.) is called the n-fold intersection local time.
If we drop the condition infltjin (1.3), a(.) 'blows up'. The main contribution of this paper is the following theorem which tells how to 'renormalize' (1.2). We use the notation {X} = X -E(X). For n = 2, this theorem goes back to Varadhan [1969] and has recently seen several alternate proofs, see Rosen [1984b] , Yor [1985a] , L198bb], Le Gall [1985] and Dynkin [1985] .
For n = 3 this theorem has recently been established independently by H. Yor and the present author using stochastic integrals.
A different type of renormalized local time has recently been obtained for general n by E. Dynkin. A full proof of Theorem 1 is given in Section 2. For general n the notation becomes fairly complicated, so that we felt it would be useful to illustrate our method of proof by looking carefully at the case n = 2.
We use the Fourier representation (1. 
Since |~ -e') I max (l+~,l+~') we always have and studied in Rosen [1984] . The limit of I~(x,T) 0 is a renormalized version of the occupation density, and we would like to know that with probability one it is continuous in x,T -as is known to be true when n = 2, see Rosen [1984b] , Le Gall [1985] . Unfortunately, the bounds we find in the proof of Theorem 1 do not suffice to establish (pathwise) continuity.
The next theorem refers to the known case n = 2. The proof given here is new, and related to the proof of Theorem 1. It is offered in the hope that it will lead to a proof for general n -and be useful in studying other processes with an independence structure similar to Brownian motion, e.g. Levy processes and Brownian sheets. Tt THEOREM 2.
IE(x,T) _ 00
x)}dsdt converges as to a limit process I(x,T) which is jointly continuous in x and T.
Let us now define a(n~(T) e = ~ ~ without brackets, so that we know 03B1(n)~(T) ~ ~ as e ~ 0.
In case n = 2 or 3 we can be more explicit.
03B1 (2) It would be nice to have a similar asymptotic expansion for a(n)(T) for general n. We have not yet succeeded in finding this, but mention that E. Dynkin has found such an expansion for his renormalized local time.
Proof of Theorem 1
Our proof for general n is similar to the proof for n = 2 given in the introduction. We first integrate over isolated variables where the 'bracket' is essential.
Here are the details. Let Note that the 'brackets' in (2.1) assure us that our inteqral will vanish unless 1, 2n-1 are not in I.
In (2.1) we expand the bracket, {X} = X -E(X) for all non-isolated intervals, obtaining many terms, each of which will be bounded separately. 
E(I~(B) -I ~(B))2 C~~ -~~IB
for some 8 > 0, by following Remark 3 of the introduction.
Proof of Theorem 2
The reader is advised to go through the proof of Lemma 2 in Rosen [1983] We note again that 1, 2m -1 are not in I.
We now expand the 'brackets' in (3.4) for all non-isolated intervals [Sj,tj] .
We obtain many terms, of which we first consider (3.7)
... dsdt dp (1-e-(|x'|2-|x|2)/2(l+~))e-|x|2/2(l+~)|u|03B4|x|03B4 l + - 
