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We study the exact number of positive solutions of the Dirichlet problem for the one-
dimensional prescribed mean curvature equation
−
(
u′√
1+ u′2
)′
= λ(up + uq), u(0) = u(1) = 0,
where λ > 0 is a parameter and p, q satisfy either 1 < p < q < +∞ or 0 < p < q < 1.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Consider the nonlinear boundary value problem of the one-dimensional prescribed mean curvature equation⎧⎨
⎩−
(
u′√
1+ u′2
)′
= f (u), u > 0 in (0,1),
u(0) = u(1) = 0.
(1.1)
Such type of prescribed mean curvature equations both in one and in higher dimension with various nonlinearities have
been studied by many authors (see, for instance, [3–7,11,12,14–18]).
In a recent paper [8], for the nonlinearity f (u) = λup , it was proved that if 0 < p < 1 then there exist λ∗ and λ∗ with
0 < λ∗ < λ∗ such that (1.1) has exactly one solution for λ ∈ (0, λ∗] ∪ {λ∗}, exactly two solutions for λ ∈ (λ∗, λ∗), and no
solution for λ ∈ (λ∗,+∞); if p = 1 then there exists λ∗ with 0 < λ∗ < λ∗ = π2 such that (1.1) has exactly one solution for
λ ∈ (λ∗, λ∗) and no solution for λ ∈ (0, λ∗] ∪ [λ∗,+∞); if p > 1 then there exists λ∗ > 0 such that (1.1) has no solution
for λ ∈ (0, λ∗] and exactly one solution for λ ∈ (λ∗,+∞). Multiplicity results were also given in [8] for the nonlinearity
f (u) = max(λup,μuq) and for min(λup,μuq), where 0 < p < 1 < q and λ,μ > 0 are two parameters.
Inspired by [8], we study in the present paper the exact number of solutions of the problem⎧⎨
⎩−
(
u′√
1+ u′2
)′
= λ(up + uq), u > 0 in (0,1),
u(0) = u(1) = 0,
(1.2)
where λ > 0 is a parameter and p, q satisfy either 1 < p < q < +∞ or 0 < p < q < 1. We shall prove the following two
theorems.
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(i) for any λ > 0, (1.2) has at most one solution;
(ii) there exist 0 < λ1 < λ2 < +∞ such that (1.2) has no solution for 0 < λ < λ1 and has exactly one solution for λ > λ2;
(iii) if, in addition,
q p − 2+
√
p2 + 20p + 20
2
, (1.3)
then there exists 0 < λ∗ < +∞ such that (1.2) has no solution for λ λ∗ and has exactly one solution for λ > λ∗ .
Theorem 1.2. Assume 0 < p < q < 1. The following conclusions hold:
(i) for any λ > 0, (1.2) has at most two solutions;
(ii) there exist 0 < λ1 < λ2 < +∞ such that (1.2) has exactly one solution for 0 < λ < λ1 and has no solution for λ > λ2;
(iii) if, in addition,
p 
(
π + 2√
2 ln(
√
2+ 1) + 2
)1/2
− 1, (1.4)
then there exist λ∗ and λ∗ , 0 < λ∗ < λ∗ < +∞, such that (1.2) has exactly one solution for λ ∈ (0, λ∗] ∪ {λ∗}, exactly two
solutions for λ ∈ (λ∗, λ∗), and no solution for λ ∈ (λ∗,+∞).
Remark 1.3. If p = q, then (1.2) reduces to the case which has been well studied in [8] as mentioned above. In the present
case, even though the nonlinearity is either concave (0 < p < q < 1) or convex (1 < p < q < +∞), the argument in [8]
cannot be simply adjusted to give exact multiplicity results for (1.2). We shall use the time-map method as in [8,13] and
develop techniques for estimates concerning the time-map associated with (1.2).
Remark 1.4. (a) The conclusion in Theorem 1.2(iii) is in sharp contrast to a conclusion for Eq. (1.5) which states that if
0 < p < q < 1 then for any λ > 0 Eq. (1.5) has exactly one solution.
(b) It would be interesting to prove the conclusion in Theorem 1.1(iii) without the assumption (1.3).
(c) The number on the right side of the inequality in (1.4) is approximately equal to 0.2585. We believe the conclusion
in Theorem 1.2(iii) still holds without the assumption (1.4), but we cannot give a proof right now.
(d) It would be very interesting to study exact number of solutions of (1.2) if p, q satisfy 0 < p < 1 < q < +∞, a case
in which the problem involves concave and convex nonlinearities. In this case, the problem concerning exact number of
solutions of the semilinear equation
−u′′ = λ(up + uq) and u > 0 in (0,1), u(0) = u(1) = 0 (1.5)
was proposed in [2] and related problems have since been studied by many authors; see, for example, [1,13,19,21]. Related
results in high dimension were obtained in many papers; here we only mention [9,10,20]. In particular in [20], it was
proved that if 0 < p < 1 < q  (N + 2)/(N − 2), N  3, then there exists λ∗ > 0 such that the semilinear Dirichlet problem
−u = λ(up + uq) in B with u = 0 on ∂B where B is the unit ball in RN has two positive solutions for λ ∈ (0, λ∗), exactly
one positive solution for λ = λ∗ , and no positive solutions for λ > λ∗ .
Remark 1.5. Denote p∗ = (p − 2 +√p2 + 20p + 20 )/2. For λ > 0, let the number α(λ) and the function Tλ be as in the
beginning of Section 2. Assume 1 < p < q p∗ and let λ∗ be the unique positive number deﬁned as in Remark 2.4, that is,
Tλ∗ (α(λ∗)) = 12 . Let uλ be the unique solution of (1.2) for λ > λ∗ . Then the bifurcation diagrams of (λ,uλ( 12 )) and (λ,u′λ(0))
are shown in Fig. 1. See Remark 2.6 for detailed discussions.
Remark 1.6. Denote p0 = ( π+2√2 ln(√2+1)+2 )1/2 −1 and assume p0  p < q < 1. Let λ∗ , λ∗ be the two positive numbers deﬁned
in Remark 3.3. In this case, the bifurcation diagrams are shown in Fig. 2. See Remark 3.4 for detailed discussions about the
bifurcation diagrams.
2. Proof of Theorem 1.1
As in [8,13], we shall use the time-map method to prove Theorems 1.1 and 1.2. We denote, for t  0 and λ > 0,
fλ(t) = λ
(
t p + tq), Fλ(t) = λ
(
t p+1 + t
q+1 )
.p + 1 q + 1
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Fig. 2. The case p0  p < q < 1.
Set α = α(λ) = F−1λ (1) and deﬁne T : (0,α] → (0,+∞) as
Tλ(r) =
r∫
0
1− (Fλ(r) − Fλ(t))√
(Fλ(r) − Fλ(t))(2− (Fλ(r) − Fλ(t))) dt, r ∈ (0,α].
For simplicity, we will write T (r) instead of Tλ(r) if λ is ﬁxed in the context. We denote
ξλ(r, s) = Fλ(r) − Fλ(rs) = λ
[
rp+1
p + 1
(
1− sp+1)+ rq+1
q + 1
(
1− sq+1)],
and write ξ for ξλ(r, s). Then
T (r) = r
1∫
0
1− ξ√
ξ(2− ξ) ds. (2.1)
We ﬁrst study properties of T (r).
Lemma 2.1. T (r) has continuous derivatives up to the second order in (0,α], and
T ′(r) =
1∫
0
(1− ξ)ξ(2− ξ) − λ[rp+1(1− sp+1) + rq+1(1− sq+1)]
[ξ(2− ξ)]3/2 ds, (2.2)
T ′′(r) = 3
r
1∫
0
(1− ξ)λ2[rp+1(1− sp+1) + rq+1(1− sq+1)]2
[ξ(2− ξ)]5/2 ds
−
1∫
0
λ[(p + 2)rp(1− sp+1) + (q + 2)rq(1− sq+1)]
[ξ(2− ξ)]3/2 ds. (2.3)
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1− s 1− sν+1  (ν + 1)(1− s)
holds for 0 < s < 1 and ν > 0, there exists a positive constant C = C(r1, p,q, λ) depending only on r1, p, q and λ such that
if r1  r  α and 0  s  1 then the absolute value of each integrand in (2.1)–(2.3) is less than C(1 − s)−1/2. This implies
that each singular integral in (2.1)–(2.3) converges uniformly with respect to r1  r  α. Therefore, T (r) has continuous
derivatives up to the second order in [r1,α] and a direct computation shows that T ′(r) and T ′′(r) have the expression
in (2.2) and (2.3), respectively. Since 0 < r1 < α is arbitrary, we obtain the result. 
Lemma 2.2. Let 1 < p < q < +∞ and λ > 0. Then T (r) has the following properties:
(i) limr→0+ T (r) = +∞;
(ii) T (α) > 0;
(iii) T ′(r) < 0 for r ∈ (0,α].
Proof. The result (i) is easily seen from the calculation
lim
r→0+
T (r) = lim
r→0+
r
1−p
2
1∫
0
1− ξ√
λ[ 1p+1 (1− sp+1) + r
q−p
q+1 (1− sq+1)](2− ξ)
ds
= +∞.
For r = α and 0 < s < 1, the numerator of the integrand in (2.1) satisﬁes
1− ξ = 1− Fλ(α) + Fλ(αs) = Fλ(αs) > 0,
which implies T (α) > 0 and proves (ii).
The numerator of the integrand in (2.2) is estimated as, for 0 < r  α and 0 < s < 1,
(1− ξ)ξ(2− ξ) − λ[rp+1(1− sp+1)+ rq+1(1− sq+1)] 2ξ − λ[rp+1(1− sp+1)+ rq+1(1− sq+1)]
= λ
[
1− p
p + 1 r
p+1(1− sp+1)+ 1− q
q + 1 r
q+1(1− sq+1)]< 0.
Then the result (iii) follows. 
Lemma 2.3. Let η(λ) = Tλ(α(λ)). Then η(λ) has the following properties:
(i) for 0 < p < q < +∞, η(λ) is continuous in (0,+∞);
(ii) for 0 < p < q < +∞,
α(λ)
1∫
0
sp+1√
1− s2p+2 ds > η(λ) > α(λ)
1∫
0
sq+1√
1− s2q+2 ds,
and furthermore, limλ→0+ η(λ) = +∞ and limλ→+∞ η(λ) = 0;
(iii) if
0 < p < q p∗ = p − 2+
√
p2 + 20p + 20
2
,
then η(λ) is strictly decreasing in (0,+∞).
Proof. Since
ξλ(α, s) = Fλ(α) − Fλ(αs) = 1− λ
(
(αs)p+1
p + 1 +
(αs)q+1
q + 1
)
,
using (2.1) we have
η(λ) = α
1∫
λ(α
p+1
p+1 s
p+1 + αq+1q+1 sq+1)√
1− λ2(αp+1 sp+1 + αq+1 sq+1)2
ds =
1∫
ζ(λ, s)ds, (2.4)0 p+1 q+1 0
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ζ(λ, s) = λ(
αp+2
p+1 s
p+1 + αq+2q+1 sq+1)√
1− λ2(αp+1p+1 sp+1 + α
q+1
q+1 sq+1)2
.
It is obvious that, for λ ∈ (0,+∞) and s ∈ (0,1),
1− s2p+2 < 1− λ2
(
αp+1
p + 1 s
p+1 + α
q+1
q + 1 s
q+1
)2
< 1− s2q+2, (2.5)
which implies that
λ(α
p+1
p+1 s
p+1 + αq+1q+1 sq+1)√
1− λ2(αp+1p+1 sp+1 + α
q+1
q+1 sq+1)2
<
sp+1√
1− s2p+2 .
It follows that the singular integral in (2.4) converges uniformly with respect to 0 < λ < +∞. Therefore, η(λ) is continuous
in (0,+∞) and (i) holds.
Since, for 0 < λ < +∞ and 0 < s < 1,
α
sp+1√
1− s2p+2 > ζ(λ, s) > α
sq+1√
1− s2q+2 ,
we obtain
α
1∫
0
sp+1√
1− s2p+2 > η(λ) > α
1∫
0
sq+1√
1− s2q+2 ,
which implies limλ→0+ η(λ) = +∞ and limλ→+∞ η(λ) = 0. This proves (ii).
Denote ζ(λ) = ζ(λ, s). The derivative of ζ with respect to λ is
ζ ′(λ) = (
1
p+1 (αs)
p+1 + 1q+1 (αs)q+1)α
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]3/2
+ λ(
p+2
p+1 (αs)
p+1 + q+2q+1 (αs)q+1)α′
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]3/2
+ −λ
3( 1p+1 (αs)
p+1 + 1q+1 (αs)q+1)3α′
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]3/2
.
We decompose the second fraction into two fractions in such a way that the new numerators are λ((αs)p+1 + (αs)q+1)α′
and λ( 1p+1 (αs)
p+1 + 1q+1 (αs)q+1)α′ and then we recombine the terms. Thus we can write ζ ′(λ) as
ζ ′(λ) = (
1
p+1 (αs)
p+1 + 1q+1 (αs)q+1)α + λ((αs)p+1 + (αs)q+1)α′
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]3/2
+ λ(
1
p+1 (αs)
p+1 + 1q+1 (αs)q+1)α′
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
= [(
1
p+1 + 1q+1 (αs)q−p) + (1+ (αs)q−p) λα α′]αp+2sp+1
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]3/2
+ λ(
1
p+1 (αs)
p+1 + 1q+1 (αs)q+1)α′
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
.
Since λ(α
p+1
p+1 + α
q+1
q+1 ) = 1, we have α′ = −1/λ2(αp + αq) and therefore
ζ ′(λ) =
[( 1p+1 + 1q+1 (αs)q−p) − 1+(αs)
q−p
λ(αp+1+αq+1) ]αp+2sp+1
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]3/2
−
1
p+1 (αs)
p+1 + 1q+1 (αs)q+1
λ(αp + αq)[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
.
Using the fact that λ(α
p+1
p+1 + α
q+1
q+1 ) = 1 again, we see that
1
p + 1 +
(αs)q−p
q + 1 −
1+ (αs)q−p
λ(αp+1 + αq+1) =
1
p + 1 +
(αs)q−p
q + 1 −
1+ (αs)q−p
αp+1 + αq+1
(
αp+1
p + 1 +
αq+1
q + 1
)
= α
q(q − p)(1− sq−p)
(αp + αq)(p + 1)(q + 1) .
Then it follows that
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p+q+2(q − p)(1− sq−p)sp+1
(αp + αq)(p + 1)(q + 1)[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]3/2
−
1
p+1 (αs)
p+1 + 1q+1 (αs)q+1
λ(αp + αq)[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
.
Since q (p−2+√p2 + 20p + 20 )/2, we have q 3p+2 and thus 1− sq−p  1− s2p+2. By this, (2.5) and the last equation,
we arrive at
ζ ′(λ) < μ
λ2(αp+1 + αq+1)[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
, (2.6)
where
μ = λ
2αp+q+3(q − p)sp+1
(p + 1)(q + 1) − λ
(
αp+2sp+1
p + 1 +
αq+2sq+1
q + 1
)
.
Since
λ2αp+q+2
(p + 1)(q + 1) 
1
4
λ2
(
αp+1
p + 1 +
αq+1
q + 1
)2
= 1
4
,
we deduce that
μ (q − p)αs
p+1
4
− λ
(
αp+2sp+1
p + 1 +
αq+2sq+1
q + 1
)
. (2.7)
For any r > 0, we have
1∫
0
sr+1
(1− s2r+2)1/2 ds =
+∞∑
n=0
(2n)!
22n(n!)2((2n + 1)(r + 1) + 1) ,
which implies
a
r + 2 <
1∫
0
sr+1
(1− s2r+2)1/2 ds <
a
r + 1 ,
with a being the number
a =
+∞∑
n=0
(2n)!
22n(n!)2(2n + 1) .
Then since
1∫
0
sp+1 ds
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
<
1∫
0
sp+1 ds
(1− s2p+2)1/2 <
a
p + 1
and
1∫
0
sq+1 ds
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
>
1∫
0
sq+1 ds
(1− s2q+2)1/2 >
a
q + 2 ,
we have
1∫
0
sq+1 ds
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
>
p + 1
q + 2
1∫
0
sp+1 ds
[1− λ2( 1p+1 (αs)p+1 + 1q+1 (αs)q+1)2]1/2
.
By the last inequality, (2.4) and the fact that λ(α
p+1
p+1 + α
q+1
q+1 ) = 1, we have
1∫
αsp+1√
1− λ2(αp+1 sp+1 + αq+1 sq+1)2
ds <
q + 2
p + 1η(λ).0 p+1 q+1
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In view of the deﬁnitions of η(λ) and ζ(λ) and by (2.6) and (2.7), we arrive at
η′(λ) =
1∫
0
ζ ′(λ)ds
<
1
λ2(αp+1 + αq+1)
( 1∫
0
(q − p)αsp+1
4
√
1− λ2(αp+1p+1 sp+1 + α
q+1
q+1 sq+1)2
ds − η(λ)
)
<
1
λ2(αp+1 + αq+1)
(
(q − p)(q + 2)
4(p + 1) − 1
)
η(λ).
Note that, in the case q > p,
(q − p)(q + 2)
4(p + 1) − 1 0
is equivalent to
q p∗ = p − 2+
√
p2 + 20p + 20
2
.
Hence η(λ) is strictly decreasing in (0,+∞) under the assumption of (iii) and we obtain the result (iii). 
Remark 2.4. The graph of T (r) (0 < r  α(λ)) is drawn in Fig. 3 above in the case 1 < p < q. It is clear that the minimum of
T (r) is η(λ) = T (α(λ)) = Tλ(α(λ)). The graph of η(λ) (0 < λ < +∞) is displayed in Fig. 4 in the case 0 < p < q p∗ . Let λ∗
be the unique number deﬁned by η(λ∗) = 12 . From Figs. 3 and 4 we see that if 1 < p < q  p∗ then for λ > λ∗ there exists
a unique r = r(λ) in (0,α(λ)) such that T (r) = 1/2 while for λ λ∗ there is no r in (0,α(λ)) such that T (r) = 1/2.
Proof of Theorem 1.1. Let u(x) be a solution of (1.2). Then it is easy to see that u(x) achieves its maximum at 1/2, u(x)
is symmetric with respect to 1/2, u′(x) > 0 for 0 x < 1/2 and u′(x) < 0 for 1/2 < x 1. Hence (1.2) is equivalent to the
problem:⎧⎪⎨
⎪⎩
−
(
u′√
1+ u′2
)′
= λ(up + uq), u > 0 in (0,1/2),
u(0) = u′(1/2) = 0.
(2.8)
Set v = u′√
1+u′2 . If u(x) is a solution of (2.8) with r = u(
1
2 ) then (u, v) is a solution of the following problem deﬁned in
[0, 12 ]:
u′ = v√
1− v2 , v
′ = − fλ(u), u(0) = 0, u
(
1
2
)
= r, v
(
1
2
)
= 0.
Since the function H deﬁned by
H(x) =
√
1− v2(x) − 1− Fλ
(
u(x)
)
satisﬁes
dH(x)
dx
= −v(x)√
2
(
v ′(x) + fλ
(
u(x)
))≡ 0
1− v (x)
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Fλ(r) − Fλ(u) = 1− 1√
1+ u′2 . (2.9)
Therefore,
u′ =
√
(Fλ(r) − Fλ(u))(2− (Fλ(r) − Fλ(u)))
1− (Fλ(r) − Fλ(u)) , (2.10)
and
1− (Fλ(r) − Fλ(u))√
(Fλ(r) − Fλ(u))(2− (Fλ(r) − Fλ(u))) du = dx.
Integrating the last equation from 0 to 12 , we obtain
Tλ(r) =
r∫
0
1− (Fλ(r) − Fλ(u))√
(Fλ(r) − Fλ(u))(2− (Fλ(r) − Fλ(u))) du =
1
2
. (2.11)
Choosing x = 0 in (2.9), we see that Fλ(r) < 1 and
0 < r < α(λ). (2.12)
Therefore, if u(x) is a solution of (2.8) with r = u( 12 ) then r satisﬁes (2.11) and (2.12). Conversely, for a given λ, if r
satisﬁes (2.11) and (2.12), then (2.10) together with the initial data u(0) = 0 deﬁnes a function u(x) in [0, 12 ] which satisﬁes
u( 12 ) = r and u′( 12 ) = 0, and then it is easy to see that u(x) is a solution of (2.8) with r = u( 12 ). Therefore the number of
solutions of (1.2) is equal to the number of r satisfying (2.11) and (2.12). The assertions of Theorem 1.1 then follow from
Lemmas 2.2 and 2.3. 
Remark 2.5. If we consider the equation in (1.2) in an arbitrary ﬁnite interval (a,b) instead of (0,1) then Theorem 1.1 also
holds. Observe that the number λ∗ from Theorem 1.1(iii) is strictly decreasing with respect to the length of the interval.
Remark 2.6. Assume 1 < p < q p∗ and λ > λ∗ and let r(λ) be the number deﬁned in Remark 2.4. According to the proof of
Theorem 1.1, (1.2) has a unique solution, denoted by uλ , satisfying uλ( 12 ) = r(λ). Since 0 < r(λ) < α(λ) and limλ→+∞ α(λ) =
limλ→+∞ F−1λ (1) = 0, we have
lim
λ→+∞uλ
(
1
2
)
= lim
λ→+∞ r(λ) = 0.
Since η(λ∗) = Tλ∗ (α(λ∗)) = 12 and Tλ(r(λ)) = 12 for λ > λ∗ , the implicit function theorem together with Lemma 2.2(iii)
implies that
lim
λ→λ+∗
uλ
(
1
2
)
= lim
λ→λ+∗
r(λ) = α(λ∗).
Differentiating the identity Tλ(r(λ)) = 12 yields, for λ > λ∗ ,
∂
∂λ
Tλ(r)
∣∣∣∣
r=r(λ)
+ ∂
∂r
Tλ(r)
∣∣∣∣
r=r(λ)
r′(λ) = 0.
Note that
∂
∂λ
Tλ(r) = −r
1∫
0
1
λξ1/2(2− ξ)3/2 ds < 0.
This fact and Lemma 2.2(iii) yield r′(λ) < 0 and thus uλ( 12 ) is decreasing for λ > λ∗ . Since 0 < ξ < 1, we have
ξ(2− ξ) ξ  r
p+1
p + 1λ
(
1− sp+1).
Consequently,
1
2
= r(λ)
1∫
1− ξ√
ξ(2− ξ) ds (p + 1)
1
2 λ−
1
2 r(λ)−
p−1
2
1∫
ds√
1− sp+1 ,
0 0
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and (2.10) imply
lim
λ→+∞u
′
λ(0) = lim
λ→+∞
√
Fλ(r(λ))(2− Fλ(r(λ)))
1− Fλ(r(λ)) = 0.
As a consequence of the fact that limλ→λ+∗ r(λ) = α(λ∗),
lim
λ→λ+∗
u′λ(0) = lim
λ→λ+∗
√
Fλ(r(λ))(2− Fλ(r(λ)))
1− Fλ(r(λ)) = +∞.
Therefore, the bifurcation diagrams of (λ,u(1/2)) and (λ,u′(0)) look like what are in Fig. 1.
3. Proof of Theorem 1.2
In this section, we always assume that 0 < p < q < 1.
Lemma 3.1. T (r) has the following properties: for ﬁxed λ > 0,
(i) limr→0+ T (r) = 0;
(ii) limr→0+ T ′(r) = +∞;
(iii) T (α) > 0;
(iv) T ′′(r) < 0 for r ∈ (0,α];
(v) if p  p0 = ( π+2√2 ln(√2+1)+2 )1/2 − 1, then T ′(α) < 0.
Proof. In view of (2.1) and (2.2), we see that
lim
r→0+
T (r) = 0, lim
r→0+
T ′(r) = +∞,
which prove (i) and (ii). The result (iii) is proved in the same way as in Lemma 2.2(ii).
Denote a = rp+1(1 − sp+1) and b = rq+1(1 − sq+1). Combine the two integrals in (2.3) into one integral in such a way
that the integrand of the new integral is a single fraction whose denominator is r[ξ(2 − ξ)]5/2. Then the numerator of the
integrand is
3λ2(a + b)2
[
1− λ
(
a
p + 1 +
b
q + 1
)]
− λ[(p + 2)a + (q + 2)b][2− λ( a
p + 1 +
b
q + 1
)]
λ
(
a
p + 1 +
b
q + 1
)
= λ2
[(
3− 2p + 4
p + 1
)
a2 +
(
6− 2
(
q + 2
p + 1 +
p + 2
q + 1
))
ab +
(
3− 2q + 4
q + 1
)
b2
]
+ λ3
(
a
p + 1 +
b
q + 1
)[(
p + 2
p + 1 − 3
)
a2 +
(
q + 2
p + 1 +
p + 2
q + 1 − 6
)
ab +
(
q + 2
q + 1 − 3
)
b2
]
< 0.
So T ′′(r) < 0 for 0 < r  α. This gives (iv).
Since sq+1 < sp+1 for 0 < s < 1 and Fλ(α) = 1, from (2.2) we obtain
T ′(α) =
1∫
0
λ(
(αs)p+1
p+1 + (αs)
q+1
q+1 )
[1− λ2( (αs)p+1p+1 + (αs)
q+1
q+1 )2]1/2
ds −
1∫
0
λ[αp+1(1− sp+1) + αq+1(1− sq+1)]
[1− λ2( (αs)p+1p+1 + (αs)
q+1
q+1 )2]3/2
ds
<
1∫
0
sp+1
(1− s2p+2)1/2 ds −
1∫
0
λ[αp+1(1− sp+1) + αq+1(1− sq+1)]
[1− λ2( (αs)p+1p+1 + (αs)
q+1
q+1 )2]3/2
ds.
Since p + 1 < q + 1 and Fλ(α) = 1, we arrive at
T ′(α) <
1∫
0
sp+1
(1− s2p+2)1/2 ds −
1∫
0
(p + 1)[1− λ( (αs)p+1p+1 + (αs)
q+1
q+1 )]
[1− λ2( (αs)p+1p+1 + (αs)
q+1
q+1 )2]3/2
ds
=
1∫
sp+1
(1− s2p+2)1/2 ds −
1∫
p + 1
[1− λ( (αs)p+1p+1 + (αs)
q+1
q+1 )]1/2[1+ λ( (αs)
p+1
p+1 + (αs)
q+1
q+1 )]3/2
ds.0 0
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T ′(α) <
1∫
0
sp+1
(1− s2p+2)1/2 ds − (p + 1)
1∫
0
ds
(1− sq+1)1/2(1+ sp+1)3/2 . (3.1)
The ﬁrst integral in (3.1) can be estimated as
1∫
0
sp+1
(1− s2p+2)1/2 ds =
1
p + 1
1∫
0
s d arcsin
(
sp+1
)
= π
2(p + 1) −
1
p + 1
1∫
0
arcsin
(
sp+1
)
ds
<
π
2(p + 1) −
1
p + 1
1∫
0
s arcsin
(
s2
)
ds = π + 2
4(p + 1) .
For the second integral in (3.1), we see that
1∫
0
ds
(1− sq+1)1/2(1+ sp+1)3/2 >
1∫
0
ds
(1− s2)1/2(1+ s)3/2
= 2
1∫
0
dt
(2− t2)2 =
√
2 ln(
√
2+ 1) + 2
4
,
where the transformation t = (1− s)1/2 has been used. These estimates together with (3.1) imply that if
p + 1
(
π + 2√
2 ln(
√
2+ 1) + 2
)1/2
,
then T ′(α) < 0. This proves (v). 
Lemma 3.2. Denote ω(λ) = sup{Tλ(r) | 0 < r  α(λ)}. Then
(i) ω(λ) is strictly decreasing in (0,+∞);
(ii) ω(λ) is continuous in (0,+∞);
(iii) limλ→0+ ω(λ) = +∞, limλ→+∞ ω(λ) = 0.
Proof. According to Lemma 3.1, we have
ω(λ) = max{Tλ(r) ∣∣ 0 < r  α(λ)}.
Let 0 < λ1 < λ2 < +∞. From the deﬁnitions of α(λ) and ξλ(r, s), we obtain
α(λ2) < α(λ1)
and, for 0 < r  α(λ2) and 0 < s < 1,
ξλ1(r, s) < ξλ2(r, s).
It follows that, for 0 < r  α(λ2),
r
1∫
0
1− ξλ2(r, s)√
ξλ2(r, s)(2− ξλ2(r, s))
ds < r
1∫
0
1− ξλ1(r, s)√
ξλ1(r, s)(2− ξλ1(r, s))
ds,
namely,
Tλ2(r) < Tλ1(r).
Hence ω(λ2) < ω(λ1), which implies that ω(λ) is strictly decreasing in (0,+∞). Therefore, (i) holds.
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Fλ(r) = λ
[
rp+1/(p + 1) + rq+1/(q + 1)]< 3
2
.
It follows that ξλ(r, s) < 3/2 for 0 λ λ0 + δ, 0 r  α(λ0) + δ, and 0 s 1. Deﬁne
ψ(λ, r) =
1∫
0
1− ξλ(r, s)√
[ 1p+1 (1− sp+1) + r
q−p
q+1 (1− sq+1)](2− ξλ(r, s))
ds. (3.2)
Then the absolute value of the integrand is no more than
√
2(p + 1)/(1− sp+1). It follows that the singular integral in (3.2)
converges uniformly in [0, λ0 + δ] × [0,α(λ0) + δ], and hence ψ(λ, r) is continuous in [0, λ0 + δ] × [0,α(λ0) + δ]. Using (i),
we have
lim
λ→λ−0
ω(λ)ω(λ0) lim
λ→λ+0
ω(λ). (3.3)
We shall see equalities hold in (3.3). If this is not the case then we may assume, for instance,
lim
λ→λ−0
ω(λ) > ω(λ0). (3.4)
Choose an increasing sequence {λn} ⊂ (0, λ0) satisfying limn→+∞ λn = λ0 and then choose rn ∈ (0,α(λn)] such that
α(λn) < α(λ0) + δ, ω(λn) = Tλn(rn).
Since limn→+∞ α(λn) = α(λ0), we may assume there exists r0 ∈ [0,α(λ0)] such that limn→+∞ rn = r0. Then using the con-
tinuity of ψ(λ, r), we have
lim
n→+∞ω(λn) = limn→+∞ Tλn (rn)
= lim
n→+∞
√
r1−pn /λnψ(λn, rn)
=
√
r1−p0 /λ0ψ(λ0, r0)
= Tλ0(r0)ω(λ0),
which contradicts (3.4). Hence limλ→λ−0 ω(λ) = ω(λ0). Similarly, we have limλ→λ+0 ω(λ) = ω(λ0). So ω(λ) is continuous
at λ0. This proves (ii).
Note that limλ→+∞ α(λ) = 0 and, for any λ > 0, 0 < r  α(λ), and 0 < s < 1, the integrand in (3.2) is less than or equal
to
√
(p + 1)/(1− sp+1), and this implies the integral in (3.2) is bounded. Therefore,
lim
λ→+∞ω(λ) = limλ→+∞ max0<rα(λ) Tλ(r) = limλ→+∞ max0<rα(λ)
√
r1−p/λψ(λ, r) = 0.
Fix 0 < λ1 and 0 < r1 < α(λ1). For λ < λ1, the deﬁnition of ω(λ) and the fact that α(λ1) < α(λ) imply
ω(λ) Tλ(r1) =
√
r1−p1 /λψ(λ, r1).
Since
lim
λ→0+
ψ(λ, r1) =
1∫
0
1√
2[ 1p+1 (1− sp+1) +
rq−p1
q+1 (1− sq+1)]
ds,
letting λ → 0+ in the last inequality, we obtain
lim
λ→0+
ω(λ) = +∞.
This ﬁnishes the proof of (iii). 
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Remark 3.3. Recall that p0 = ( π+2√2 ln(√2+1)+2 )1/2 − 1. The graph of T (r) (0 < r  α(λ)) is sketched in Fig. 5 in the case
p0  p < q < 1. The graph of ω(λ) (0 < λ < +∞) is outlined in Fig. 6 in the case 0 < p < q < 1. According to Lemma 2.3(iii)
and Lemma 3.2(i), both η(λ) and ω(λ) are strictly decreasing in λ ∈ (0,+∞). From Figs. 4 to 6 we see that if p0  p < q < 1
then the two numbers λ∗ deﬁned by η(λ∗) = 12 and λ∗ by ω(λ∗) = 12 satisfy λ∗ < λ∗ and the equation T (r) = 1/2 has a
unique solution in (0,α(λ)) for λ ∈ (0, λ∗] ∪ {λ∗}, has exactly two solutions in (0,α(λ)) for λ ∈ (λ∗, λ∗), and has no solution
in (0,α(λ)) for λ > λ∗ .
Proof of Theorem 1.2. From the proof of Theorem 1.1, we know that the number of solutions of (1.2) is equal to the number
of solutions of the equation T (r) = 1/2 for r ∈ (0,α(λ)). The assertions of Theorem 1.2 follow then from Lemmas 2.3, 3.1,
and 3.2. 
Remark 3.4. Assume p0  p < q < 1. Let λ∗ , λ∗ be the two numbers deﬁned in Remark 3.3. Denote by r1(λ) the unique
solution of the equation Tλ(r) = 12 for λ ∈ (0, λ∗] ∪ {λ∗} and the smaller solution for λ ∈ (λ∗, λ∗), and by r2(λ) the larger
solution for λ ∈ (λ∗, λ∗). For λ ∈ (0, λ∗] the solution of (1.2) corresponding to r1(λ) is denoted by uλ,1, and for λ ∈ (λ∗, λ∗)
the solution corresponding to r2(λ) by uλ,2. Thus uλ,1( 12 ) = r1(λ) and uλ,2( 12 ) = r2(λ). Since
1− ξ  1− λ
(
rp+1
p + 1 +
rq+1
q + 1
)(
1− sq+1) sq+1
and
ξ(2− ξ) 2λ
(
rp+1
p + 1 +
rq+1
q + 1
)(
1− sq+1),
it follows that
1
2
 r1(λ)
1∫
0
sq+1√
2λ( (r1(λ))
p+1
p+1 + (r1(λ))
q+1
q+1 )(1− sq+1)
ds.
This last inequality implies that
lim
λ→0+
uλ,1
(
1
2
)
= lim
λ→0+
r1(λ) = 0.
Consequently
lim
λ→0+
u′λ,1(0) = lim
λ→0+
√
Fλ(r1(λ))(2− Fλ(r1(λ)))
1− Fλ(r1(λ)) = 0.
Since Tλ∗ (α(λ∗)) = 12 and r2(λ) is the larger solution of the equation Tλ(r) = 12 for λ∗ < λ < λ∗ , the implicit function
theorem together with Lemma 3.1(v) implies that
lim
λ→λ+∗
uλ,2
(
1
2
)
= lim
λ→λ+∗
r2(λ) = α(λ∗),
and thus
lim
λ→λ+∗
u′λ,2(0) = lim
λ→λ+∗
√
Fλ(r2(λ))(2− Fλ(r2(λ)))
1− Fλ(r2(λ)) = +∞.
Therefore the bifurcation diagram of (λ,u(1/2)) and (λ,u′(0)) look like what are in Fig. 2.
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