We propose a method 1 for learning the neural network architecture that based on Genetic Algorithm (GA). Our approach uses a genetic algorithm integrated with standard Stochastic Gradient Descent(SGD) which allows the sharing of weights across all architecture solutions. The method uses GA to design a sub-graph of Convolution cell which maximizes the accuracy on the validationset. Through experiments, we demonstrate this method's performance on both CIFAR10 and CI-FAR100 dataset with an accuracy of 96% and 80.1%. The code and result of this work available in GitHub:https://github.com/haihabi/GeneticNAS.
Introduction
Neural networks produced outstanding results in many fields such as computer vision and language models with a wide variety of tasks such as classification, object detection, segmentation, etc. The design of neural network architectures for a specific task or dataset requires a large amount of knowledge and experience. The use of Network Architectures Search (NAS) has shown a lot of success in the design of architectures for image classification and language models [1] [2] [3] [4] .
In NAS, a recurrent neural * haivictorh@mail.tau.ac.il 1 This project was done during Deep Learning Course (0510725501) in Tel Aviv University in Dec, 2018 . network (RNN) controller is trained to generate a candidate network architecture (e.g. child model) which is then trained to converge. Once the training is complete, a measure of performance is taken using the trained network architecture on the desired task or dataset. The controller uses the performance measurement as a signal for finding a better architecture, this process is repeated over many iterations, which are computationally expensive. In recent year several studies [5] [6] used the idea of weight sharing across all child models to reduce much of the computational effort of the search, where weight sharing has shown prominent result using refinement based method [6] and gradient based method [5] .
In this work, we present a genetic network architecture search (GeneticNAS) a method based on genetic algorithm which optimized the network architecture for finding a good architecture on the validation-set. Our work utilizes the search space, defined by [6] which presents a convolution cell as a directed acyclic graph (DAG) with a fixed length list of integers that are used to describe the DAG structure. Furthermore, the use of evolution based method for NAS has been used by [7] [8] [9] , but without weight sharing . In this work we show for the first time a weights sharing with evolution base for convolution architecture search.
This work, organized as follows: In Section 2, we provide an overview of the related works in the field. In Section 3, we provide full details on the data set used in this study. In Section 4, we describe the network architecture search method and the search space. Section 5 describes the experiments and the results, while Section 6 provides conclusions and a discussion.
Related Work
NAS has shown promising results in image classification and language modeling tasks but with highly computationally expensive. In the last year multiple studies have shown the use of weight sharing a cross candidate model that reduces the need for training each child from the beginning thus removing most of the computationally expenses. The works that utilize weight sharing is divided into two methods. The first is efficient neural architecture search via parameter sharing (ENAS) [6] . This is base on reinforcement learning which use a RNN to generate candidate architecture. The second method:is a differentiable architecture search (DARTS) [5] which is base on gradients where each connection has a probability function that is updated by the gradient.
A genetic algorithm is a search method which is base on natural selection and genetics, GAs are built on four key components: selection, cross-over, mutation and replacement. All the operations are performed on an encoding of the search space called 'chromosome', where each value in a chromosome is called a 'genotype' (gen) and a specific solution is referred on to 'individual'. An other key concept of GAs is a 'population' which is used for generating new candidate solutions. In each iteration a new generation is created using the three step selection, cross-over and mutation process. The new generation is then inserted into the population using the replacement step. The algorithm starts with a random population which is evaluated at the onset. There are several works (e.g. [8] [9] ) which utilize the evolution method for neural architecture searching but without weight sharing.
Data
The data used in the experiment is CIFAR10, and CIFAR100 datasets [10] which contain 50000 training images and 10000 validation images. In both datasets we use the same preprocessing and augmentation procedures that have been used in a previous work [11] . We preprocess the data by normalizing all images. Additionally, we augmented the data by padding the image with 4 pixels on each side, and a 32x32 crop is randomly sampled from the padded image. We also use random horizontal flips on this 32x32 cropped image. Finally we apply CutOut [12] on the flipped image. An example image post augmentation is shown in Figure 1 . 
Method
The main idea of GeneticNAS is the combination of ENAS with an evolution search. Additionally we have used the ENAS search space that represents a network cell as DAG where each node represents an operation and the edges represent a tensors. The key property of ENAS -weight sharing across all child networks is applied in GeneticNAS as well.
CNN

Search Space
The convolution search space is based on the idea that the same cell is repeated several times, which is common practice in the design of a neural network (e.g [11] [13] [14] [15] [16] etc). The cell is inspired by [6] which uses the DAG representation that include N b blocks, where each block contains two inputs, two operators and ends with a merge operation. In this work, we select add as a merge operation. The block structure is shown in Figure 3 . Each block has four integer representations for the operation and connectivity to the other blocks in the cell. The first two integers i A , i B represent the input of the block, where the second two integers j A , j B represent the operation type of each input. Moreover, the input integer describes each possible connection to the block including the input of the DAG -where each block can only receive input from the block below. For example, the second block can receive input from blocks 0 ,1 and the DAG input. The DAG is represented by a list of integers as shown in Figure 2 . The final DAG operation is a concatenation of all blocks that are not used as input to any other block. The concatenation operation is followed by a 1x1 convolution that align the number of output channels to the number of channels in the DAG operation. Furthermore all operations in the DAG have the same number of channels. The operations selected for this work are same as the ones selected by [6] and are presented in the list below:
• identity
• 3x3 max pooling
• 3x3 average pooling
• 3x3 depth wise-separable convolution
• 5x5 depth wise-separable convolution
The pooling operations start with ReLU non-linear then followed by an average or max pooling. The operation output has the same shape as the input using a zero padding and stride one. The depth wise-separable convolution has the following structure which is ReLU, depth-wise convolution, batch-normalization [17] (BN) then ReLU, point-wise convolution and BN. This structure is repeated twice in-order to achieve a greater depth. Moreover, all convolution operations output have the same shape as the input using a zero padding and stride one. Similar to ENAS we have introduced weight sharing between models where each input has a separate set of weight per operation as shown by Equation 1 which describes the output of Block n.
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Network Architecture
The network architecture is built with three type of cells. An input cell, a Normal Cell and a Reduction Cell.The network structure begins with an Input Cell, followed by 3 sets of cells. Each set built using N cell or N cell − 1 normal cells, that followed by a reduction cell aside from the last set. The network structure is presented in Figure 5 . The Normal Cell and Reduction Cell have two inputs, h n from previous cell output and h n−1 from previous cell input. The current cell has a single output h n+1 . In addition all cell types have a Squeeze and Excitation block [18] with residual connection [11] as presented in Figure 5 . The Input Cell different due to its use as the first cell of the network where there is no bypass connection from the previous cell. Furthermore, the Input Cell performs a 3x3 convolution on his input for expanding the number of channels from RGB to N c . The Reduction Cell used after every dimensions reduction. The dimensions reduction uses average pooling with stride two that followed by a 1x1 convolution which expanding the number of a channel by a factor of two. 
Architecture Search
The architecture search is built on a GA integrated into stochastic gradient descent (SGD) that utilizes weight sharing across all network architecture, which described in section 4.2.5. For GA we will define all the components of the search (Selection, Crossover, Mutation and Replacement) that described in the following section.
Selection
Selection use the fitness f i of each individual in the current population in-order to calculate the probability of an individual, normalized by the sum of all individual fitness.
We than randomly select N p individuals from the current population using the probability calculated by Equation 2.
Cross-over
The cross-over operation takes two individuals that called 'parents', then produce a two new individuals that called 'offsprings'. In this work we have used two types of cross-over methods. The first method is a unifrom cross-over, commonly used with GA, where the second cross-over is a block cross-over which is specifically designed for the representation of network architecture.
Uniform Cross-over The uniform cross-over is a common cross-over operation used in GAs. It begins by generating a random binary vector in the size of the chromosome. The second parent gene swap with the first parent gene if the binary vector equal to one, otherwise the gene is taken from the first parent. The first offspring produced by this process, while the second offspring produced by the same process after applying not on the binary vector. An example is presented in Figure 6 . Block Cross-over Block cross-over utilizes the fact that a cell type is built with N b block. We begin by defining the cross-over blocks by generating a random binary status vector with size N b . The process for producing the first offspring is as follows: If the status equals one, the first parent swaps its block with the second parent, otherwise the block is taken from the first parent. The second offspring is produced by the same process after applying not on the binary vector. 
Mutation
Mutation modifies the individual representation randomly. For each generation a random value, zero or one, is generated, where the probability for one is p m . This random value indicates which gene is to be mutated. If a gene is selected to be mutated then we randomly add +1 or −1 to its representation with equal probability. 
Replacement
One of the key properties of GA is a population, where in each iteration a set of a new generation of individuals is inserted in to the population and a current set of the individuals, (within the current population) is removed. This ensures the same population size of N p . There are several known replacement methods for GA as shown in [19] . We have chosen a steady-state-no-duplicates method. This method ensures that the population is comprised of the best N p individuals derived from the current population and the new generation.
Integration
We integrated the GA search with a Stochastic Gradient Descent (SGD) algorithm, for efficient architecture search. Weight sharing was utilized which reduces the need to train all child networks from the beginning. The weight sharing requires the model coefficient to be adaptable to network architecture change. This requires an update of all the weights. In-order to achieve this update, in each batch we sample a different architecture from the current population. The sampling process contains three stages:randomly selecting two individuals from the current population, cross-over followed by a mutation that applied to the first offspring and returned as a result. The sampling process is presented by Algorithm 1. After the training process of a single epoch is complete, a new generation is created from the current population using the following three stages: selection, cross-over and mutation. Each individual is then evaluated on a subset of the validation set of size N v . Once all individuals are evaluated, the current population is then update using the replacement 
Experiments
In this section, we describe a set of experiments performed with GeneticNAS. The experiments begin with an ablation study of genetic search methods using CIFAR10 dataset. We present the performance of GeneticNAS on CIFAR10 and CIFAR100 datasets, begin with an architecture search, following a final training stage on the search solution. All the experiments are performed with a single NVIDIA GTX 1080Ti graphics processing unit (GPU). In all experiments we used the following learning schedule: Beginning from 0.1, which is divided by 10 at 0.5 * N e and divided by 10 again at 0.75 * N e . We have also applied weight decay of 0.0001 with dropout [20] with probability of 0.2. The batch size is set to 128 images per gradient update.
Ablation study
The ablation study was performed on CIFAR10 dataset with a small model of N cell = 2. The number of channels of the first cell is N c = 20. The optimizer used is SGD with Nesterov momentum [21] which is set to 0.9. The training is performed over 310 epochs. The generation size is set to N g = 20 where each individual is evaluated over 1000 images that are randomly selected from the validation set. The number of blocks used to construct the convolution cell is N b = 5. Figure 9 shows the result of a search with different population sizes. A higher population leads to poor performance which is caused by high variability of population. However, low population size also leads to poor performance which reduces the ability of GA to explore a new solution. Table 1 presents a comparison between the uniform Cross-over and block Cross-over accuracy. The results indicates that using the block structure of the cell has increase in accuracy benefit of 2%. This result can be explained by the fact that block cross-over has less variability of the network architecture which allows the search to exploit the search space more efficiently as well as to utilize the structure of the DAG representation. Final search result over different mutation probability Figure 10 shows the result of a search with different mutation probabilities p m . This shows the trade of between exploration and exploitation, where a high mutation probability leads to poor performance caused by high variability of the network architecture and similarly for a low mutation probability which reduce the ability of GA to explore for better solutions. Both Figures 9, 10 and Table 1 present the exploitation vs exploration trade-off. This not only affects the genetic search but also thet SGD optimization due to the fact that for each gradient update we sample a different architecture from the current population. The sampling of different architectures during training acts as a regularization method, that resembles [22] and drop-path [23] . The regularization is parameterized by the genetic search.
CIFAR10 Result
We start with an architecture search for the CIFAR10 dataset using GeneticNAS. The hyper-parameters selected are base on the ablation study, where the mutation probability p m = 0.02 and population size of 20. The rest of the hyper-parameters are the same as in the ablation study. The resulting architecture is presented in Figure 14 which show the all three cell results. , where in most of the epochs, the GA population has an update. Once we have found an architecture we run a final training stage which uses the search's best result. Training is started from scratch and trained for 630 epochs. The model in the final stage has N cell = 4 cells and the number of channels is increased to N c = 48. For regularization we apply drop-path with a drop probability of 0.9. The result of the final training is presented in Table 2 which compares the result on CIFAR10 on a set of different human designed networks and a set of search algorithms. we achieved an accuracy of 96% on the validation-set of CIFAR10 dataset. 
CIFAR100 Result
We performed the same search on CIFAR100. A final training stage with the same hyperparameter as used on CIFAR10 was performed. except the number of channels in the search which increased to N c = 48 and the batch size reduced to 64 in-order to fit into the GPU memory. This result took twice the run time compared to the CIFAR10 dataset. Comparing the accuracy of the population on a subset of the validation-set vs the accuracy of the best model on the entire validation-set, performed on CI-FAR100 dataset Figure 13 presents a small difference between the max accuracy of the population that is measured on a subset of the validation-set and the best accuracy which is measured on the entire validation-set. The small difference indicates that measurement on the subset of the validation set is an acceptable prediction for the accuracy over the entire validation-set.
Once we have found a architecture we run a final training stage with the same parameter used in CI-FAR10 dataset. The result of the final training is 80.1%.
Conclusion
In this work, we have studied the use of genetic algorithms as a search method of neural network architectures. Additionally we used the weight sharing in order to reduce the search time. The ablation study focuses on exploration vs exploitation trade-off of the genetic algorithm. This has shown a large affect on the validation accuracy which can be addressed as regularization. We have shown that a GeneticNAS works well on both CIFAR10 and CIFAR100 datasets and achieved a final accuracy of 96% and 80.1% . GeneticNAS's key contribution is the integration of genetic search method into the training process that applies architecture learning during training.
