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We have found a strongly pulsating regime of dissipative solitons in the laser model described by the complex
cubic-quintic Ginzburg-Landau equation. The pulse energy within each period of pulsations may change more
than two orders of magnitude. The soliton spectra in this regime also experience large variations. Period doubling
phenomena and chaotic behaviors are observed in the boundaries of existence of these pulsating solutions.
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I. INTRODUCTION
The concept of dissipative soliton is related to solitary
waves in a medium in presence of gain and loss [1]. The con-
cept can be equally well applied to either optical [2–4] or matter
waves [5–8] as well as to the description of combined models
when optical and matter waves are involved on equal basis [9].
One particular example of applicability of such a concept is the
passively mode-locked laser [10]. The dissipative soliton con-
cept is universal and can be applied to a large class of solid state
lasers [11,12], semiconductor oscillators [13], fiber lasers [14–
18], and even to microresonators [19]. The usefulness of
the concept is demonstrated with the development of mode-
locked fiber lasers with unprecedented output power levels
[20,21].
One of the main techniques used in the theory of pas-
sively mode-locked lasers is the so called master equa-
tion approach [22]. This approach was first suggested by
Haus [23,24], and later developed into a cubic-quintic
Ginzburg-Landau equation (CGLE) as the equation of minimal
complexity [25] that admits stable soliton solutions, thus
allowing us to describe pulse generation phenomena by optical
oscillators. The presence of several parameters in the CGLE
makes the dynamical system highly complicated [26]. Each
equation parameter can be related to actual parameters of a
particular laser system [12] although the relation depends on
the particular laser model and varies significantly from one
model to another.
Although some solutions of the CGLE can be written
in analytical form [27,28], there is no way to give a com-
plete description of all solutions. Various methods can be
used to study isolated localized solutions. These are either
numerical simulations or analytical approximations based
on the reduction of a given infinite-dimensional dynamical
system into a finite-dimensional one [29]. The latter methods
allow us to find approximate solutions which still need to be
confirmed with direct numerical simulations. In any case, the
numerical integration remains the main tool in obtaining new
solutions [30].
Depending on their propagation properties, localized so-
lutions of the CGLE may belong to several major classes,
namely, stationary, pulsating, and chaotic [26]. Each of them
can be categorized into subclasses with more complicated
evolution [31]. Stationary solitons are the easiest objects to
model and to search using either approximate or numerical
tools. Pulsating solitons are no less important than stationary
ones. In the parameter space, pulsating and stationary solitons
usually exist in areas with common borders [26].
In contrast to solitons of Hamiltonian systems [32,33],
dissipative solitons do exist whether the average dispersion
in the cavity is normal or anomalous. This happens because of
the composite balance required for dissipative solitons. This
balance involves dispersion and nonlinearity and gain and loss
rather than just dispersion and nonlinearity as for Hamiltonian
solitons [33]. Consequently, dispersion can have any sign for
the total balance to remain effective for a localized solution.
Generally, anomalous dispersion provides easier conditions for
this balance because it is matched with the balance achieved
for the Hamiltonian solitons. Accordingly, the soliton temporal
profile and spectrum are often close to sech functions. On the
other hand, when dealing with normal dispersion cavities, we
may expect more exotic solutions.
The master equation approach allows us to study com-
plicated dynamics of passively mode-locked lasers within the
frame of a single partial differential equation. This might seem
simpler than operating with the complete set of laser equations.
However, the analysis of the whole set of equation parameters
where soliton solutions can be found is a tedious task. In
this work, we present pulsating soliton solutions. The main
feature of these solitons is their unusually high amplitude of
pulsations, namely, the ratio of maximal energy of the pulse to
the minimal energy within a period may exceed two orders of
magnitude. Such large variations happen in the normal disper-
sion regime of the laser cavity. These kinds of pulsations were
not observed in the past in the studies of dissipative solitons
either in the anomalous [26] or normal dispersion regimes.
Most of the pulselike solutions of the CGLE found in
numerical simulations have been observed experimentally
in various passively mode-locked laser configurations. For
example, the pulsating solutions predicted in [26] have been
experimentally verified in a fiber ring laser [34], and a highly
complex solution like the exploding soliton predicted in [31]
has been observed experimentally in two completely different
laser setups [35,36]. These two examples show that the
master equation approach is a useful tool for predicting new
phenomena in laser systems. As such, it guides and stimulates
experimental work. The pulsating solutions that we have found
in this work may and deserve to be observed experimentally.
II. MODEL
To be specific, we deal with the cubic-quintic complex
Ginzburg-Landau equation (CGLE), which in its standard form
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reads as [10]
iψz + D2 ψtt + |ψ |
2ψ + ν|ψ |4ψ
= iδψ + i|ψ |2ψ + iβψtt + iμ|ψ |4ψ , (1)
where for passively mode-locked lasers, t is the normalized
time in a frame of reference moving with the group velocity,
ψ is the complex envelope of the optical field, and z is
the propagation distance along the unfolded cavity. The
meaning of the equation parameters on the left-hand side
is the following: D denotes the cavity dispersion, being
anomalous when D > 0 and normal if D < 0, and ν is
the quintic refractive index coefficient. Dissipative terms are
written on the right-hand side of (1), and the meaning of the
corresponding parameters is the following: δ denotes linear
gain and loss, β is the gain bandwidth coefficient, and 
and μ are the cubic and quintic gain and loss coefficients,
respectively.
Several types of periodic solutions to this equation with
unusual behaviors have been obtained in the past in the
anomalous dispersion regime [31]. Contrarily to the present
case, those solutions experienced periodic changes mostly
in their width, while keeping almost constant their peak
amplitude. Here, it is the peak amplitude that largely changes
periodically rather than the width. We consider these amplitude
variations to be extreme. In fact, this specific type of evolution
requires a special care in numerical procedures.
To make sure that the numerical results we are presenting
here are correct, we used two different programs and three
different computing platforms. We obtained identical results
in all cases. Namely, we used a split-step technique with a
fourth-order Runge-Kutta algorithm for solving the nonlinear
part of the equation, while the linear part was solved in Fourier
space. Modifications of this technique [37] have also been
used. We used step sizes, small enough to be sure that the parts
of the solution with sharply growing amplitudes are finely
discretized along both z and t axes. Namely, for the most
extreme cases we used up to 524 288 mesh points in transverse
direction to sample the t interval up to [−200,200], that is
sufficiently large to have practically zero values of the envelope
function at its edges. With this choice, the spectrum of the
localized solutions is also well sampled in Fourier domain.
In general, it was sufficient to use 16 384 points to scan a 10
times smaller temporal interval. In the longitudinal direction
we used a step length as small as 10−6, although the use of
an adaptive step-size technique relieved the requirements and
allowed us to use bigger step sizes.
III. PULSATING SOLITONS
Figure 1(a) shows a typical example of the solutions we
have found numerically for the set of parameters given in the
caption. It shows pulsations of a single pulse. The unusual
feature of these pulsations is that they lead to a recurrent sharp
growth of the amplitude of the pulse followed by an even
sharper drop. The solution can be considered as a periodic
sequence of spikes. The duration of the extra-high amplitude
spikes is significantly shorter than the period of pulsations.
In this example, the pulse amplitude increases five times

























FIG. 1. (Color online) (a) Periodic emergence of spikes by the
pulsating soliton found for the following set of parameters of
Eq. (1): D = −1.0, ν = 0.1, δ = −0.1, β = 0.125,  = 0.95, and
μ = −0.001. (b) The evolution of the spectrum for the same
simulation. The spectrum expands approximately eight times when
the pulse reaches its highest amplitude. Another specific feature of
the spectrum is the set of sidebands at fixed frequencies generated
after the spike.
spike creates two side pulses that diverge and extinguish soon
on further propagation. The spectrum evolution of the pulse
is shown in Fig. 1(b). The spectrum naturally widens at the
position of the spike creating subsequently discrete sidebands
symmetrically located at each side. The latter gradually decay
before the next spike is generated.
To illustrate further the pulse evolution, Fig. 2 shows one






FIG. 2. (Color online) Pulse profile evolution of the same solu-
tion as in Fig. 1 during one period. The pulse experiences a sharp
amplitude increase while keeping its width nearly constant. The
spike then decays and two smaller pulses leave the central one
symmetrically on each side. They gradually vanish. This can be seen
more clearly in Fig. 1(a).
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FIG. 3. Pulse peak amplitude evolution for the same solution as
in Fig. 1. The two vertical dotted lines are the boundaries of the z
interval of evolution in Fig. 2. The highest amplitude ≈12.5 exceeds
approximately five times the lowest amplitude that is ≈2.7.
The spike grows from a background pulse that has to be of
certain minimal amplitude. If the amplitude drops below a
critical value, the pulse will experience loss and will decay
to zero. Explanations for this can be found in [38]. The
two characteristic continuous wave solutions (CW) for the
chosen set of parameters have amplitudes A1 = 0.3245 and
A2 = 30.82, respectively. These numbers provide approximate
values for the potential peak amplitudes (see Figs. 2 and 3 of
Ref. [38]).
In our case, the minimal peak amplitude of the soliton
exceeds slightly 2, and it is well above A1. The pulses with
amplitude smaller than A1 decay because the coefficient δ in
front of the linear gain and loss term is negative. Consequently,
all solutions below the critical value that we estimate to be
around 0.3245 will disappear. The limit is actually slightly
higher because of the presence of the spectral loss term: the
coefficient β being positive, increases this limit. To give an
example of such dissipation, the two side pulses around the
main soliton, with amplitudes smaller than the critical value,
decay as it can be seen from Figs. 1 and 2.
Figure 3 shows the evolution of the peak amplitude of the
soliton at its center, t = 0. This figure shows once again the
quick increase of the pulse amplitude and its subsequent quick
decay. Pulsating solitons are not unusual for the CGLE as we
know from previous works [26,31]. However, the ratio of the
maximal amplitude to the minimal one in these works was far
from the values shown in this example. Moreover, the ratio
here is still far from the maximal one that we can obtain for
other values of the parameters, as we will see in the following.
The main characteristic of pulses measured in the optics
experiments is their energy. We have calculated the total pulse





The evolution of Q along z is shown in Fig. 4. The variation of
energy in each period of oscillations is even higher than for the
amplitude. The peak energy in each period exceeds 15 times
the minimal energy. Comparing the location of peaks in Figs. 3
and 4, we can see that the growth of energy is related to the
growth of the central part of the solution. However, the exact
maxima of the peak amplitude are slightly delayed relative to








FIG. 4. Pulse energy evolution for the same solution as in Fig. 1.
The strong variations of the pulse parameters are far from
being a general feature of the pulsating solitons. Variations are
found to be stronger in the normal dispersion regime, i.e., when
D is negative. Figure 5 shows the variation of the maximal and
minimal values of energy when the dispersion parameter D is
changed in the interval [−1,0]. The dashed red line shows the
maxima of energy QM , while the dotted blue line represents
the minima Qm. The presence of two separate curves for QM
and Qm is an indication that we are dealing with pulsating
solutions. The solid green curve in Fig. 5 shows the ratio of
QM to Qm. Although the maximal energy mostly decreases
when we move towards D ≈ −0.5, the ratio of maximal energy
to the minimal one steadily increases. The absolute maximum
of this ratio occurs at the point D ≈ −0.5 as the green solid
curve shows. According to this plot, the ratio of QM to Qm may
reach values of up to 120. There are four segments of D where
we have found pulsating solitons. The right-hand side interval
continues into the region of positive D. The ratio QM to Qm
is smaller in other intervals of pulsating soliton existence. The
three gray areas of this plot indicate the values of D for which
any localized solution disappears on propagation.
Figure 5 does not have sufficient resolution to show the
fine structure of the diagram near the borders with the
gray areas. In order to see this fine structure, we plot, in












FIG. 5. (Color online) Bifurcation diagram representing the
maximal QM (red dashed line) and minimal Qm (blue dotted line)
values of the energy of the periodic solution vs D. Other parameters,
written in this figure, are the same as in Fig. 1. The ratio QM/Qm
versus D is shown by the solid green curve on the same dimensionless
scale as Q. In the gray vertical areas, solutions vanish on propagation,
no matter what kind of initial conditions are used.
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FIG. 6. (Color online) Magnification of a small part of the bifur-
cation diagram of Fig. 5 near the first gray stripe. Only maxima of the
energy QM are plotted in this diagram. Period doubling bifurcation
of solitons occurs at D ≈ −0.503. It follows by period quadrupling
at D ≈ −0.50245. Chaotic evolution can be observed in a narrow
region of D around ≈ − 0.5022.
Fig. 6, the maximal values of the energy with a much
smaller separation of D values than in Fig. 5. This higher
resolution plot shows that the maximal energy QM splits into
two branches at D ≈ −0.50295. The maximum of energy
takes one of the two alternative values every second period.
This switch corresponds to a period doubling bifurcation for
pulsating solitons. The two branches of energy split into four
at D ≈ −0.50245. This is a transition into the region of
period quadrupling of pulsating solitons. Although we cannot
resolve the whole sequence of period doubling bifurcations, we
observe that the pulse evolution enters the chaotic regime in the
narrow region around ≈ − 0.5022. This is seen in this figure in
the form of two continuous vertical lines of dots. Each dot is a
realization of random value of maximal energy in consecutive
periods of pulsations. The dots fill continuously the two finite
intervals along the two vertical lines at the right-hand side of
the plot.
We studied the pulse evolution more carefully at the point
D = −0.5032 located at the left-hand side of the first period
doubling bifurcation. The pulse center amplitude evolution
at this point is shown in Fig. 7. It is similar to the previous
diagram in Fig. 3. However, the ratio of maximal amplitude
to the minimal one here is much higher. It is close to 20. The
ratio of the period to the duration of the spike is also much
higher. For the sets of parameters that we studied here, this is
one of the highest ratios that we obtained within the interval
[−1 < D < 0].
The periodic energy evolution for this case is shown in
Fig. 8. The ratio of highest energy to the minimal one is also
significantly larger here. It reaches the value of 115. This
is much higher than at D = −1. Moreover, the peak energy
QM is much higher than the energy averaged over z. The
latter is shown by the dashed blue line in Fig. 8 above the
gray area. This is an interesting result by itself. In terms of
laser applications, it means that the pulse periodically can
reach exceptionally high energies leaving the average energy
inside the laser cavity at relatively low values. This would
be beneficial for generating record high energy output pulses





FIG. 7. Central amplitude evolution of the soliton at the point
D = −0.5032 of the bifurcation diagram of Fig. 6, i.e., to the left
of the point of period doubling bifurcation. This is an example of
the most extreme oscillations: the maximum of the peak amplitude
exceeds almost 20 times the minimum amplitude. The period is also
larger than in the case of Fig. 3 while the spatial width of the spike is
significantly smaller than the period.
while keeping the average powers within the equipment below
dangerously high values.
Figure 9(a) shows the pulse amplitude profiles at the points
of maximal and minimal amplitudes. We can see that the pulse
width remains almost the same while the pulse amplitude
varies more than an order of magnitude within the period.
Figure 9(b) shows the pulse spectrum at these two points. The
changes of the spectrum are especially impressive. Both the
width and the height of the spectrum increase many times.
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FIG. 8. (Color online) The energy evolution of the soliton for the
same data as in Fig. 7. This is an example of the most extreme
pulsations: the maximum energy exceeds the minimum energy more
than 115 times. The average energy is shown by the blue dashed line
above the gray area in this plot.
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FIG. 9. (Color online) Extreme changes of (a) the shape and (b)
the spectrum that the pulse experiences in a single period for D =
−0.5302. The two profiles in (a) are shown for the pulse when it has
the maximum amplitude (blue dashed curve) and minimal amplitude
(red area). The two spectra in (b) correspond to the same profiles.
The spectrum of the pulse widens significantly and splits into several
sidebands with each one stronger than the spectrum shown in red.
is contained within several side lobes of the spectrum. Each
side lobe is larger than the original spectrum at the point of
minimum shown in red. Side lobe positions have roughly fixed
frequencies during evolution as it can be seen from Fig. 1(b).
This shows that the four-wave mixing is playing the main role
in the formation of the spectrum. The phenomenon of spectrum
widening can be beneficial in laser applications where the
generation of the widest possible spectrum is required.
We have also constructed bifurcation diagrams for some
other values of μ, keeping the rest of the parameters fixed.
Figure 10 shows the corresponding bifurcation diagram for
μ = −0.003. In this case, in addition to pulsating solitons, we
obtained stationary solitons with fixed profile and therefore
fixed amplitude. The black solid line in this diagram shows the
amplitude of the stationary solitons. These solutions become
= - 0 . 0 0 3
= 0 . 9 5 ,  = - 0 . 1 , = 0 . 1 2 5





FIG. 10. (Color online) Bifurcation diagram vs D when param-
eter μ = −0.003. The solid black line represents the energy Q of
stationary solutions while the red dashed line (blue dotted line)
represents the maxima (minima) of the energy of pulsating solitons.
periodic at the bifurcation point D ≈ −0.63. To the right of
this point, the dashed red line represents the maximum energy
QM of periodic solutions while the dotted blue line shows
their minimum energy Qm. We have not observed any period
doubling for these parameters. The energy oscillations are also
smaller here in comparison with the previous case. However,
they increase when we increase μ (decrease |μ|).
Figure 11 shows a bifurcation diagram for the same set
of parameters as before but now we have taken μ to be μ =
−0.002. The energy oscillations now occur from Qm = 8 to
QM = 60 at D = −0.8. As in the previous case, there are
no period multiplications here. However, the diagram shows a
discontinuity around D = −0.227. In the process of increasing
the absolute value of D, starting from D = 0, the solution
= - 0 . 0 0 2
= 0 . 9 5 ,  = - 0 . 1
= 0 . 1





FIG. 11. (Color online) Bifurcation diagram vs D. Parameter
μ = −0.002. The solid black line represents the energy Q of
stationary solutions while the red dashed line (blue dotted line)
represents the maxima (minima) of energy of the pulsating solitons.
This diagram has a discontinuity: when moving from the left
(increasing D) the solution vanishes at D = −0.226. Another branch
of pulsating solutions with smaller amplitudes starts at slightly larger
D. When reaching the discontinuity point from the right, the solution
jumps directly to the left-hand side branch. This transition is indicated
by the black arrow.
022926-5
CHANG, SOTO-CRESPO, VOUZAS, AND AKHMEDIEV PHYSICAL REVIEW E 92, 022926 (2015)
D = - 1 , = 0 . 1 2 5
= 0 . 9 5 , = 0 . 1




FIG. 12. (Color online) Bifurcation diagram vs μ. The soliton is
stationary with fixed energy Q on the left-hand side of μ ≈ −0.002.
The soliton becomes periodic to the right-hand side of this value. The
minimal Qm (dotted blue curve) and maximal QM (dashed red curve)
values of Q quickly diverge with the increase of μ. The dashed black
vertical line corresponds to the example in Fig. 1. The upper limit of
QM at μ ≈ −0.0004 seems to be unlimited.
jumps from one branch of periodic solitons to another one
at D ≈ −0.22. Moving in the opposite direction in D, the
periodic solution vanishes when reaching the same point.
In order to see the μ dependence in more detail, we
fixed D = −1.0 and varied μ in the interval from −0.006
to −0.0004. The bifurcation diagram along the μ axis is
shown in Fig. 12. The solid black horizontal line here






























FIG. 13. (Color online) Evolution of (a) the profile, (b) the
spectrum, and (c) the energy of the pulsating soliton very close to































FIG. 14. (Color online) Evolution of (a) the profile, (b) the
spectrum, and (c) the energy of the pulsating soliton at the point
μ = −0.0005 of the bifurcation diagram in Fig. 12. Pulsations are
highly nonlinear.
is approximately constant Q = 38 although the profile changes
with μ. At μ = −0.002, stationary solitons are transformed
into pulsating ones with quickly diverging values of minimal
and maximal energies.
An example of pulsating soliton at μ = −0.002 slightly







FIG. 15. (Color online) Areas of existence of (red) stationary and
(blue) pulsating solitons on the (D,μ) plane. Solutions disappear
in the black spots. The thick pink dots correspond to the solutions
given in the figures above labeled with the same number. The vertical
and horizontal dashed lines are chosen to construct the bifurcation
diagrams shown above. The solutions cannot be resolved numerically
for values of μ that are too small as in the white stripe on top of this
plot.
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are small and the soliton profile and spectrum are changed only
by a small amount. The changes of energy are also small and
oscillations are almost harmonic. This can be seen in Fig. 13(c).
However, when increasing μ, the soliton oscillations become
larger. This is shown in Fig. 14. The energy here changes in a
much larger interval, namely, from 5 to almost 200. The whole
dynamics now resembles the one in Fig. 1 although the energy
oscillations are much higher here. Moreover, the amplitude
of the energy oscillations did not reach its highest possible
value as we can see from the bifurcation diagram Fig. 12. In
principle, the energy difference in a period can reach even
higher values.
A broader picture of soliton transformations could be
seen from two-dimensional existence diagrams. The areas of
existence of stationary and pulsating solitons on the (D,μ)
plane are shown in Fig. 15. Bifurcation diagrams above are
obtained on a vertical or horizontal straight line across this
plot. These lines are marked with dashed yellow lines in this













FIG. 16. (Color online) (a) Soliton energy evolution in the area
of chaotic dynamics with μ = −0.0007 and D = −0.637. The false
color plot in (b) shows the soliton splitting and merging at around the
point z ≈ 110 in (a).
solutions presented above are marked by thick pink dots. The
numbers next to these dots correspond to the numbers of the
figures where they are shown. The smallest possible values
of μ when numerical simulations still provide reliable results
are bounded by the white horizontal stripe in Fig. 15. For
μ inside this white area, the soliton amplitude becomes too
high and simulations may not describe stable solutions. Black
spots in this diagram are the areas where solutions vanish on
propagation. The boundaries around these spots are the regions
where soliton solutions may become chaotic. An example of
such transformation is shown in Fig. 6 above.
Another interesting example of chaotic soliton evolution
is shown in Fig. 16. The evolution is mostly periodic but the
period is not well defined and changes from one burst of energy
to another. The periodicity is completely wrecked at around
z ≈ 110. The reason for this is the splitting of the soliton into
two, followed by its division in a number of smaller pulses that
subsequently merge into one. There is only one such event in
the interval of z from 0 to 200. However, this happens many
times during the evolution for longer propagation distances.
IV. XFROG DIAGRAM
A powerful method of short pulse investigations is the
cross-correlation frequency-resolved optical gating (XFROG)
technique developed in [39]. In order to facilitate the compari-
son of our results with potential experiments, we calculated the
XFROG diagram for the pulses in Fig. 1. One such diagram is
shown in Fig. 17. It is calculated for the pulse when the spike
reaches the maximum amplitude. The spectrum in this case
is close to be the widest and similar to the example shown in
Fig. 9(b). An interesting detail in this XFROG diagram is that
all side lobes at the negative and positive frequencies of the
spectrum are related to the left-hand and right-hand side trails
of the pulse, respectively.
The complete progressing of the XFROG diagram during
the pulse evolution can be seen in the video attached as
Supplemental Material [40]. The video shows the sharp
expansion of the spectrum when the pulse amplitude takes












FIG. 17. (Color online) The XFROG diagram of the pulse when
its maximal amplitude is about to be reached. The spectrum of the
pulse widens significantly and splits into several highly energetic
sidebands. The sidebands on each side are specifically related to one
of the trails of the pulse in the time domain.
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extremely high values. This effect can be potentially used
for pulse generation with extra-wide spectra directly by the
laser oscillator without the need of special “supercontinuum
generating” fibers.
V. CONCLUSIONS
In conclusion, based on the master equation approach, we
have found some regimes of operation where laser oscillators
may generate pulsating solitons with extreme ratios of maxi-
mal to minimal energies in each period of pulsation. This may
happen when the laser has average normal cavity dispersion.
We have found the parameters of the master equation that allow
this to happen. Within the range of parameters considered in
our work, we have found a particular case when the maximal
energy in the period may exceed the minimal energy by more
than two orders of magnitude. The highly energetic spikes
repeatedly emitted by the soliton are much narrower than the
period of pulsations. The highest spike energy is significantly
larger than the average energy of the soliton. This phenomenon
could be useful in choosing the regimes of laser operation with
extreme bursts but small average powers within the cavity.
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