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Abstract
We provide a characterization of the Arf property in both the nu-
merical duplication of a numerical semigroup and in a member of a
family of quotients of the Rees algebra studied in [2].
Introduction
Let R be a Noetherian one-dimensional local domain, I be an ideal of
R and t be an indeterminate. Let R[It] =
⊕
n∈N I
ntn be the Rees algebra
associated with R and I. In [2] the authors, looking for a unified approach
to the Nagata’s idealization and the amalgamated duplication of a ring (see
[4]), studied the following family of quotients of the Rees algebra for every
a, b ∈ R
R(I)a,b =
R[It]
(t2 + at + b) ∩ R[It]
,
showing that the Nagata’s idealization is obtained for a = b = 0 and the
amalgamated duplication for a = 1, b = 0. A remarkable fact about this
family of rings is that we can always find domains among its members, if
the original ring R is itself a domain. In particular, it was shown in [2]
that this ring construction can be connected to a semigroup construction
called numerical duplication (see [5]). More precisely let S be a numerical
semigroup, E be a semigroup ideal, and m ∈ S be an odd integer. For
any set of integers A ⊆ Z we set 2 · A = {2a : a ∈ A}. Then we define the
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numerical duplication S ⋊⋉m E of S with respect to E andm as the numerical
semigroup
S ⋊⋉m E = 2 · S ∪ (2 · E +m).
Now, if we start with an algebroid branch R and b ∈ R with v(b) odd, the
member of the family of the type R(I)0,−b has its value semigroup equal to
the numerical duplication of v(R) with respect to v(I) and v(b). In this paper
we show that this is true in general for every Noetherian, one-dimensional,
analytically irreducible, local domain R.
In [1] Arf solved the classification problem of singular branches, using
their multiplicity sequence. Later, inspired by the work of Arf, Lipman in
[10] introduced the notions of Arf ring and Arf closure of a ring. These rings
share the same multiplicity sequence. Hence the idea is to calculate the Arf
closure of the coordinate ring of a curve and then its value semigroup, which
is an Arf numerical semigroup, in order to obtain its multiplicity sequence.
In this paper we provide a characterization of the Arf property in both
the numerical duplication and the family of rings R = R(I)0,−b. More pre-
cisely, in Section 1 we recall all the basic notions on numerical semigroups
and Arf rings. In Section 2, we prove the characterization of the Arf property
for the numerical duplication (Theorem 2.4). In Section 3, we show that R
is a Noetherian, one-dimensional, analytically irreducible, local domain and
its value semigroup is v(R) ⋊⋉v(b) v(I) (Theorem 3.1), then we prove a series
of technical results for the purpose of proving Theorem 3.9, that is the ex-
tension to R of the previous numerical characterization.
Several computations are performed by using the GAP system [11] and,
in particular, the NumericalSgps package [7].
1 Preliminaries
A numerical semigroup S is an additive submonoid of N with finite com-
plement in N. The multiplicity of S is µ(S) = min(S \ {0}). The Frobenius
number of S is F (S) = max(N\S) and the conductor of S is c(S) = F (S)+1.
A semigroup ideal of S is a subset E ⊆ S such that E + S ⊆ E. We
call e˜ = minE; then the integral closure of E in S is the semigroup ideal
E = {s ∈ S : s ≥ e˜}, if E = E then E is integrally closed. We say that E is
stable if E + E = E + e˜.
An Arf numerical semigroup is a numerical semigroup S in which for
every x, y, z ∈ S, such that x ≥ y ≥ z, it results x+ y − z ∈ S; equivalently
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S is Arf if and only if every integrally closed semigroup ideal is stable (see
[10, Theorem 2.2]).
Given an Arf numerical semigroup S = {0 = s0 < s1 < s2 < . . .} the
sequence (e0, e1, e2, . . .), with ei = si+1− si, is the multiplicity sequence of S.
Note that e0 corresponds to the multiplicity of S.
We call an Arf sequence a non-increasing sequence of positive integers
(e0, e1, e2, . . .) such that
1. exists n ∈ N such that ek = 1 for all k ≥ n,
2. for every i ∈ N exists k ≥ 1 such that ei =
∑k
j=1 ei+j .
A sequence of positive integers (e0, e1, e2, . . .) is an Arf sequence if and only
if it is a multiplicity sequence of an Arf numerical semigroup, that is S =
{0, e0, e0 + e1, e0 + e1 + e2, . . .}, see for instance [8, Proposition 1].
From the Arf numerical semigroup S we can construct a chain of Arf
numerical semigroups S0 ⊆ S1 ⊆ S2 ⊆ . . . with S = S0 and Si+1 = (Si \
{0})− ei, namely the blow up of Si. The multiplicity of Si is ei and Sn = N
for n large enough.
Let (R,m) be a Noetherian one-dimensional local domain and R its inte-
gral closure in its field of fractions Q(R). We assume that R is analytically
irreducible, that is its completion Rˆm is a domain, or, equivalently, R is a
discrete valuation ring (DVR) and a finitely generated R-module. Since the
integral closure R is a DVR, every non zero element of R has a value as an ele-
ment of R. The set of values v(R) is a numerical semigroup. The multiplicity
of R is equal to the multiplicity of its value semigroup µ(R) = µ(v(R)).
For any two R-submodules E, F of R set
(E : F ) = {x ∈ R : xF ⊆ E}.
The blow up of R is L(R) =
⋃
n∈N(m
n : mn). If we fix R = R0 and Ri+1 =
L(Ri) then the multiplicity sequence of R is the sequence (µ(R0), µ(R1), . . .).
We will also assume that R is residually rational, namely its residue field
k = R/m is isomorphic to the residue field of R. With this assumption, for
any x, y ∈ R such that v(x) = v(y) there exists an invertible element u ∈ R
such that v(x − uy) > v(x) = v(y). Furthermore, for any fractional ideals
I, J of R such that J ⊆ I, it results λ(I/J) = |v(I) \ v(J)|.
An element x ∈ R is said to be integral over the ideal I if x satisfies a
relation
xn + a1x
n−1 + . . .+ an−1x+ an = 0
with aj ∈ I
j for j = 1, 2, . . . , n. The set I of all elements of R which are
integral over I is an ideal of R (see [10] or [9]), called the integral closure of
I in R.
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In our setting, the integral closure of an ideal I is equal to
I = IR ∩ R = {x ∈ R : v(x) ≥ min v(I)},
(see [9, Proposition 1.6.1, Proposition 6.8.1]). If I = I then I is integrally
closed. It follows that the ideal I is integrally closed if and only if the
semigroup ideal v(I) is integrally closed. The necessity easily follows from
the definitions. For the sufficiency we have λ(I/I) = |v(I) \ v(I)| = 0, then
I = I. Notice that here the assumption that R is residually rational is
needed.
If I and J are two ideals of R, then either min v(I) ≥ min v(J) or
min v(I) < min v(J). If I and J are integrally closed, from the previous
observations it follows that either I ⊆ J or J ( I.
The conductor of R is C = (R : R). The conductor is an ideal both
of R and R. The conductor of v(R) is min v(C). Note that RC = C, so
v(C) = v(RC) = v(C) +N = min v(C) + N, therefore C is integrally closed.
In particular, if J is an integrally closed ideal of R, then either J ⊆ C or
C ( J . We will frequently use this fact in Section 3.
Let x ∈ I be such that v(x) = min v(I). The ideal I is stable if I2 = xI,
or, equivalently, if (I : I) = x−1I. The ring R is an Arf ring if every integrally
closed ideal is stable. The ring R is Arf if and only if its value semigroup v(R)
is an Arf numerical semigroup and the multiplicity sequence of R coincides
with the multiplicity sequence of v(R) (see [3, Theorem II.2.13]).
Proposition 1.1. Let J be an integrally closed ideal of R. If J ⊆ C then J
is stable.
Proof. Let x ∈ J such that v(x) = min v(J), we show that J2 = xJ . Clearly
xJ ⊆ J2. Let i, j ∈ J then
v(j) ≥ v(x)⇒ v(j)− v(x) = v(jx−1) ≥ 0⇒ jx−1 ∈ R.
Since i ∈ J ⊆ C, it results i(jx−1) ∈ R, so
v(ijx−1) = v(i) + v(jx−1) ≥ v(i) ≥ v(x)⇒ ijx−1 ∈ J,
therefore ij ∈ xJ .
Proposition 1.2. Let J be an integrally closed ideal of R. If C ⊆ J and
x ∈ J is an element of minimum value in J then JC ⊆ xJ .
Proof. Observe that x−1J ⊆ R, hence
JC = x(x−1J)C ⊆ xRC = xC ⊆ xJ.
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2 Arf property in the numerical duplication
In this section S = {0 = s0 < s1 < s2 < . . .} will be a numerical
semigroup, E a semigroup ideal of S and m ∈ S an odd integer. Recall that
the quotient of S by a positive integer d is
S
d
= {x ∈ N : dx ∈ S}.
Proposition 2.1. For every d > 0, if S is Arf so is S
d
.
Proof. Let x, y, z ∈ S
d
with x ≥ y ≥ z, then we have dx, dy, dz ∈ S with
dx ≥ dy ≥ dz and since S is Arf it follows that
d(x+ y − z) = dx+ dy − dz ∈ S,
hence x+ y − z ∈ S
d
.
By definition of numerical duplication it is clear that (S ⋊⋉m E)/2 = S,
hence we immediately get the following
Corollary 2.2. If S ⋊⋉m E is Arf so is S.
Lemma 2.3. If S ⋊⋉m E is Arf then E is integrally closed.
Proof. Suppose by contradiction that E is not integrally closed. Then there
exists i ∈ N such that si ∈ E and si+1 /∈ E. Consider 2si+1, 2si +m, 2si ∈
S ⋊⋉m E, since 2si+1 ≥ 2si, 2si +m ≥ 2si and S ⋊⋉
m E is Arf, we have
2si+1 + 2si +m− 2si = 2si+1 +m ∈ S ⋊⋉
m E,
which means si+1 ∈ E, contradiction.
Let S be an Arf numerical semigroup, and let (e0, e1, e2, . . .) be its mul-
tiplicity sequence. Fix n ∈ N to be the smallest integer such that ek = 1 for
every k ≥ n. We recall that e0 = minS\{0} = s1, and that si+1 = e0+. . .+ei,
in particular sn+1 = sn + 1 and sn = c(S) is the conductor of S.
In the proof of the following result we will use the fact that for an Arf
numerical semigroup S, if x, x+ 1 ∈ S then x+N ⊆ S (see for instance [12,
Lemma 11]).
Theorem 2.4. The numerical duplication D = S ⋊⋉m E is Arf if and only
if S is Arf with multiplicity sequence (e0, e1, . . . , en−1, 1, 1, . . .), en−1 6= 1, E
is integrally closed and, if min(E) < c(S), e0 = e1 = . . . = en−1 = m.
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Proof. Necessity. From Corollary 2.2 and Lemma 2.3, S is Arf and E is
integrally closed. Now if min(E) < c(S) = sn then sn−1 ∈ E. Suppose that
m ≥ 2en−1 = 2(sn − sn−1), then
2sn−1 +m ≥ 2sn.
Since 2sn−1 +m+ 1 is even and sn is the conductor of S we obtain 2sn−1 +
m + 1 = 2sk for some k ∈ N. Setting x = 2sn−1 +m we have x, x + 1 ∈ D
which is Arf, hence x+ N ⊆ D, and so x+ 2 ∈ D; this means
2sn−1 +m+ 2 = 2(sn−1 + 1) +m ∈ D ⇒
⇒ sn−1 + 1 ∈ S ⇒ sn = sn−1 + 1⇒
⇒ en−1 = sn − sn−1 = 1,
which is a contradiction. Therefore m < 2en−1, hence 2sn−1+m < 2sn, since
D is Arf, this implies
2sn + 2sn − (2sn−1 +m) = 2sn + 2en−1 −m ∈ D.
Furthermore 2sn + 2en−1 −m is odd and
2sn + 2en−1 −m ≥ 2sn > 2sn−1 +m.
It follows that
2sn + 2en−1 −m ≥ 2sn +m
⇒ m ≤ en−1 ≤ e0.
Since m ∈ S and it is odd, we must have m = e0 = e1 = . . . = en−1.
Sufficiency. If min(E) ≥ sn, then E = x + N with x ≥ sn, so it results
D = 2S ∪ ((2x+m) + N) and it is easy to check that D is Arf.
Otherwise if min(E) < sn and m = e0 = e1 = . . . = en−1, then S =
e0N ∪ (ne0 +N) and E = {ie0, (i+ 1)e0, . . . , (n− 1)e0} ∪ (ne0 +N) for some
i ≤ n. Hence, if D = {0 = d0 < d1 < . . . < dk < . . .} then after some easy
calculations it results
(dk+1 − dk : k ∈ N) = (2e0, 2e0, . . . , 2e0︸ ︷︷ ︸
i times
, e0, e0, . . . , e0︸ ︷︷ ︸
2(n−i) times
, 2, 2, . . . , 2︸ ︷︷ ︸
e0−1
2
times
, 1, . . .),
which is an Arf sequence, so D is Arf.
Example 2.5. Let S = 〈3, 7, 8〉 = {0, 3, 6,→}, S is Arf and its multiplicity
sequence is (3, 3, 1, . . .), so n = 2. Let E = S \{0} and m = 3, E is integrally
closed, min(E) = 3 < 6 = sn and m = e0 = e1. The numerical duplication is
S ⋊⋉m E = 〈6, 9, 14, 16, 17, 19〉 = {0, 6, 9, 12, 14,→},
and it is an Arf numerical semigroup.
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Remark 2.6. In the case min(E) < c(S) of Theorem 2.4, the elements of
D = S ⋊⋉m E smaller than the conductor of D are multiples of m, so they
are of the form km for some k ∈ N.
Recall that the Arf closure Arf(S) of a numerical semigroup S is the
smallest Arf numerical semigroup that contains S (see [12]). Let E˜ be the
integral closure in Arf(S) of the ideal generated by E in Arf(S). More
explicitly, if e˜ = minE, then E˜ = {s ∈ Arf(S) : s ≥ e˜}.
Proposition 2.7. With the notation introduced above we have
Arf(S) ⋊⋉m E˜ ⊆ Arf(S ⋊⋉m E).
Proof. Since S = (S ⋊⋉m E)/2 ⊆ Arf(S ⋊⋉m E)/2 and, by Proposition 2.1,
Arf(S ⋊⋉m E)/2 is Arf, we got
Arf(S) ⊆
Arf(S ⋊⋉m E)
2
;
it follows that 2 · Arf(S) ⊆ Arf(S ⋊⋉m E). Now if e ∈ E˜, then 2e ≥ 2e˜ and
2e˜+m ≥ 2e˜, and, since Arf(S ⋊⋉m E) is Arf and 2e, 2e˜, 2e˜+m ∈ Arf(S ⋊⋉m E),
we have
2e+ 2e˜+m− 2e˜ = 2e +m ∈ Arf(S ⋊⋉m E).
So, 2E˜+m ⊆ Arf(S ⋊⋉m E) and therefore Arf(S) ⋊⋉m E˜ ⊆ Arf(S ⋊⋉m E).
Theorem 2.4 gives us sufficient conditions so that the inclusion of Propo-
sition 2.7 is an equality. Recall that E is the integral closure in S of the
semigroup ideal E.
Corollary 2.8. If one of the following conditions holds
1. min(E) ≥ c(S),
2. S is Arf and m = e0 = e1 = . . . = en−1,
then E = E˜ and Arf(S) ⋊⋉m E = Arf(S ⋊⋉m E).
It is easy to see that the previous equality is not true in the general case.
In particular, the following example shows that neither the equality
Arf(S) =
Arf(S ⋊⋉m E)
2
holds true in general.
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Example 2.9. Let S = 〈5, 8, 11, 12, 14〉 = {0, 5, 8, 10,→}, E = S \ {0} and
m = 5. Note that S is Arf, so S = Arf(S). The numerical duplication of S
with respect to E and m is
S ⋊⋉m E = {0, 10, 15, 16, 20, 21, 22, 24,→}.
Since 15, 16 ∈ S ⋊⋉m E, its Arf closure is Arf(S ⋊⋉m E) = {0, 10, 15 →};
moreover 9 ∈ Arf(S ⋊⋉m E)/2, but 9 /∈ Arf(S) = S.
A couple of questions naturally arise.
Question 2.10. Are there any sufficient and necessary conditions so that
the inclusion of Proposition 2.7 is an equality? Is there a way to express
Arf(S ⋊⋉m E) in terms of S, E and m?
3 Arf property in R
In this section (R,m) will be a Noetherian, analytically irreducible, residu-
ally rational, one-dimensional, local domain with char(R) 6= 2; v : Q(R)→ Z
will denote the valuation on Q(R) associated to R. Let I be an ideal of R
and let t be an indeterminate; the Rees algebra (also called Blow-up algebra)
associated with R and I is the graded subring of R[t] defined as
R[It] =
⊕
n∈N
Intn.
Let b ∈ R such that v(b) = m is odd, we define
R =
R[It]
(t2 − b) ∩R[It]
.
Then R is a subring of R[α] with α = t+ (t2 − b). Furthermore R and R[α]
have the same integral closure R and the same field of fractions Q(R)[α] (see
[2, Corollary 1.8]). Since α is integral over R, the integral closure R
Q(R)[α]
of
R in Q(R)[α] is the same as the integral closure of R. The extension field
Q(R) ⊆ Q(R)[α] is finite and since char(R) 6= 2, it is also separable.
Theorem 3.1. The ring R is a Noetherian one-dimensional local domain
analytically irreducible and residually rational. If v′ : Q(R)[α] → Z is the
extension on Q(R)[α] of the valuation of R, then v′|Q(R) = 2v, v
′(α) = m and
v′(R) = v(R) ⋊⋉v(b) v(I).
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Proof. From [2] we know that if R is Noetherian, one-dimensional and local
so is R. Moreover, since v(b) is odd, the polynomial t2 − b is irreducible in
Q(R)[t], then, from [6, Corollary 1.3], R is a domain.
Now we prove that R is analytically irreducible. It is enough to prove that
R is local and a finitely generated R-module. Let x ∈ R be an element of
valuation 1, k = m−1
2
and β = α
xk
∈ Q(R)[α]; then β2 = b
xm−1
∈ R since
v( b
xm−1
) = 1 > 0, so β is integral over R. We prove that R = R + Rβ.
The inclusion R + Rβ ⊆ R follows from the fact that R ⊆ R and that β is
integral over R. Conversely, let p + qα ∈ R = R
Q(R)[α]
, where p, q ∈ Q(R),
q 6= 0. Then, since Q(R) ⊆ Q(R)[α] is algebraic, from [9, Theorem 2.1.17]
the coefficients 2p and p2 − q2b of the minimal polynomial of p + qα over
Q(R) are in R. In addition, v(p2) = 2v(p) is even and v(q2b) = 2v(q) +m is
odd, then v(p2) 6= v(q2b), therefore
0 ≤ v(p2 − q2b) = min{2v(p), 2v(q) +m}
⇒
{
v(p) ≥ 0⇒ p ∈ R
2v(q) +m ≥ 0⇒ v(q) ≥ −k ⇒ qxk ∈ R.
Hence p + qα = p + qxkβ ∈ R + Rβ. Now if we denote by m the maximal
ideal of R, the ring R+Rβ is local with maximal ideal M = m+Rβ; indeed
the inverse of p + qβ ∈ R + Rβ with p ∈ R \m, is p−qβ
p2−q2β2
, in fact p2 − q2β2
is invertible since 0 = v(p2) 6= v(q2β2) = 2v(q) + 1 and
v(p2 − q2β2) = min{v(p2), v
(
q2β2
)
} = v(p2) = 0.
It follows that R = R +Rβ is local.
Now we prove that R is a finitely generated R-module. The field exten-
sion Q(R) ⊆ Q(R)[α] is finite and separable, then, by [9, Theorem 3.1.3], the
integral closure of R in Q(R)[α], which is equal to R
Q(R)[α]
= R, is a finite
module over R. Now R and R ≃ R + Iα are finite modules over R, so R is
a finite module over R.
Now let v′(Q(R)) = dZ for some d ∈ N. It results v′(x) = d and b ∈
(xm) \ (xm+1), namely b = uxm with u ∈ R invertible. It follows that v′(b) =
mv′(x); in addition from α2 = b we obtain 2v′(α) = v′(b) = mv′(x) = md.
Since
v′(Q(R)[α]) = v′(Q(R) +Q(R)α) = v′(Q(R)) ∪ [v′(Q(R)) + v′(α)] =
= dZ ∪ (dZ+ v(α)) = Z,
it must be d = 2, so v′|Q(R) = 2v and also v
′(α) = m. It easily follows that
v′(R) = v(R) ⋊⋉v(b) v(I) = S ⋊⋉m v(I).
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Finally we show that R is residually rational. Recall that m is the max-
imal ideal of R and M = m + Rβ is the maximal ideal of R. From [2,
Proposition 2.1] the maximal ideal of R is M = m+ Iα. Thus
R/M =
R +Rβ
m+Rβ
≃ R/m ≃ R/m ≃
R + Iα
m+ Iα
= R/M.
In the following, v′ will denote the extension on Q(R)[α] of the valuation
of R.
Proposition 3.2. If R is Arf, so is R.
Proof. Let J be an integrally closed ideal of R and let x ∈ J such that
v(x) = min v(J). Fix J˜ = {y ∈ R : v′(y) ≥ v′(x)}, J˜ is an integrally
closed ideal of R, so it is stable, namely (J˜ : J˜) = x−1J˜ . Furthermore,
since R ∩ R = R, we have J = J˜ ∩ R = J˜ ∩ R. It suffices to prove that
(J : J) = x−1J . It is clear that (J : J) ⊆ x−1J , in fact, if j ∈ (J : J), then
by definition xj ∈ J , so j ∈ x−1J . Conversely let j ∈ x−1J and j′ ∈ J , we
have
j ∈ x−1J ⊆ x−1J˜ = (J˜ : J˜)
j′ ∈ J ⊆ J˜
}
⇒ jj′ ∈ J˜ .
Further
j ∈ x−1J ⊆ R
j′ ∈ J ⊆ R ⊆ R
}
⇒ jj′ ∈ R,
it follows that jj′ ∈ J˜ ∩R = J , so j ∈ (J : J).
Now our aim is to prove the extension of Theorem 2.4 to R, that is R is
Arf if and only if R is Arf, I is integrally closed and a similar condition on the
multiplicity sequence. For the necessity, from Proposition 3.2 R is Arf, then
the multiplicity sequences of R and v(R) coincides. Therefore we can directly
apply Theorem 2.4 (see the proof of Theorem 3.9). For the sufficiency, from
Theorem 2.4 we have that v(R) ⋊⋉v(b) v(I) is an Arf numerical semigroup,
but this is not enough to prove that R is Arf. In order to prove necessity,
we need a series of technical results.
For this purpose we introduce some more notation. We fix an integrally
closed ideal J˜ of R; set J = J˜ ∩ R and j˜1 = min v
′(J˜), j1 = min v
′(J). We
denote the conductor of R with C = (R : R), and the conductor of R with
CR = (R : R). Note that the inclusion CR ∩ R ⊆ C may be strict. In
addition, we will suppose that CR ( J˜ .
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Proposition 3.3. The ideal J is integrally closed in R. Further
1. If x+ yα ∈ J˜ then x ∈ J and yα ∈ J˜ .
2. If j˜1 is even then j1 = j˜1 and there exists x ∈ J such that v
′(x) = j˜1.
3. v′(J) = v′(J˜) ∩ v′(R).
4. If j˜1 < min v
′(Iα) then j˜1 is even.
Proof. We have
J˜ = {x ∈ R : v′(x) ≥ j˜1}, J = J˜ ∩R = {x ∈ R : v
′(x) ≥ j˜1},
then j1 ≥ j˜1; since for any x, y ∈ R v(x) ≥ v(y) if and only if v
′(x) ≥ v′(y),
J ⊆ J , i.e. J is integrally closed.
Let z = x + yα ∈ J˜ , with x ∈ R and y ∈ I. Now v′(x) = 2v(x) is even
and v′(yα) = 2v(y) +m is odd, therefore v′(x) 6= v′(yα) and it results
v′(x) ≥ min{v′(x), v′(yα)} = v′(z) ≥ j˜1.
It follows that x ∈ J˜ ∩ R = J and consequently yα = z − x ∈ J˜ .
Now, if j˜1 is even, let z = x + yα ∈ J˜ such that v
′(z) = j˜1. From
the previous observations it must be j˜1 = v
′(z) = v′(x) ≥ j1 ≥ j˜1, hence
v′(x) = j1 = j˜1 with x ∈ J .
Since J ⊆ J˜ and J ⊆ R, we have v′(J) ⊆ v′(J˜) and v′(J) ⊆ v′(R), so
v′(J) ⊆ v′(J˜) ∩ v′(R). Conversely let z = x + yα ∈ R such that v′(z) ∈
v′(J˜) ∩ v′(R); J˜ integrally closed implies z ∈ J˜ , for what we have proved so
far x ∈ J . Since v′(z) ∈ v′(R), it is even, thus v′(z) = v′(x) ∈ v′(J).
Now if j˜1 < min v
′(Iα), assume by contradiction that j˜1 is odd. Let
z = x + yα ∈ J˜ such that v′(z) = j˜1, then j˜1 = v
′(z) = v′(yα) ∈ v′(Iα),
contradicting j˜1 < min v
′(Iα).
Lemma 3.4. If I ⊆ C then Iα ( CR and j˜1 is even.
Proof. Recalling that v′(R) = v(R) ⋊⋉v(b) v(I), from [5, Proposition 2.1] we
obtain
min v′(CR) = 2min v(I) + v(b)− 1 = min v
′(I) + v′(α)− 1 =
= min v′(Iα)− 1 < min v′(Iα).
Hence min v′(CR) < min v
′(Iα), so Iα ( CR (CR is integrally closed).
Now, since CR ( J˜ and both CR and J˜ are integrally closed, we have
j˜1 < min v
′(CR) < min v
′(Iα), from Proposition 3.3, j˜1 is even.
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Lemma 3.5. If I ⊆ J then Iα ( J˜ and j˜1 is even. Further, if R is Arf and I
is integrally closed, then JIα ⊆ xJ˜ , where x ∈ J is such that v′(x) = j1 = j˜1.
Proof. For every i ∈ I it follows that v′(iα) = v′(i) + v′(α) > v′(i), then
min v′(Iα) > min v′(I). Moreover I ⊆ J ⊆ J˜ , hence
min v′(Iα) > min v′(I) ≥ min v′(J) ≥ j˜1.
It follows that Iα ( J˜ (J˜ is integrally closed), and from Proposition 3.3 j˜1
is even.
Now suppose that R is Arf and I is integrally closed. The choice of x ∈ J
is allowed by Proposition 3.3. Let i ∈ I and j ∈ J , then ij ∈ IJ ⊆ J2 = xJ
(R is Arf, J is integrally closed and x is of minimum value in J), so there
exists j′ ∈ J such that ij = xj′, furthermore
v′(j′) = v′(ijx−1) = v′(i) + v′(j)− v′(x) ≥ v′(i),
hence j′ ∈ I (I is integrally closed). Finally jiα = xj′α ∈ xIα ⊆ xJ˜ ,
therefore JIα ⊆ xJ˜ .
Remark 3.6. Recall that min v(C) is the conductor of v(R). Note that if I
is integrally closed, the condition min(v(I)) < min v(C) = c(v(R)) (similar
to the one of Theorem 2.4) is equivalent to C ( I.
Recall that, if R is Arf, then the multiplicity sequences of R and of v(R)
coincides. In this case, we will denote the multiplicity sequence of R (and of
v(R)) with (e0, e1, . . . , en−1, 1, 1, . . .), en−1 6= 1.
Lemma 3.7. If J ⊆ I, then Jα ⊆ J˜ . Further, if R is Arf, I is integrally
closed and v(b) = e0 = e1 = . . . = en−1, then J
2 ⊆ xJ˜ and J2α ⊆ xJ˜ , where
x ∈ J˜ is an element of minimum value in J˜ .
Proof. If j ∈ J then jα ∈ Jα ⊆ Iα ⊆ R, moreover v′(jα) ≥ v′(j) ≥ j˜1. It
follows that jα ∈ J˜ , therefore Jα ⊆ J˜ .
Now suppose that R is Arf, I is integrally closed and v(b) = e0 = e1 =
. . . = en−1. If j˜1 is even, from Proposition 3.3 we can choose x ∈ J ; it follows
that J2 = xJ ⊆ xJ˜ and J2α = xJα ⊆ xJ˜ .
On the other hand, if j˜1 is odd we can choose y ∈ I such that x = yα ∈ J˜ .
In this case it must be C ( I, otherwise if I ⊆ C (I is integrally closed),
then from Lemma 3.4 j˜1 can not be odd. Therefore, since CR ( J˜ the value
of yα is less than min v′(CR), which is the conductor of v
′(R), from Remark
2.6 we have v′(yα) = kv(b) for some k ∈ N odd. From Proposition 3.3 it
follows that the minimum of v′(J) is equal to (k + 1)v(b), hence
(k + 1)v(b) = kv(b) + v(b) = v′(yα) + v′(α) = v′(yb) = j1.
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Since yb ∈ R, yb = xα is an element of minimum value in J , therefore
J2 = xαJ ⊆ xJ˜ and J2α = xα2J = xbJ ⊆ xJ ⊆ xJ˜ .
Lemma 3.8. Suppose that R is Arf, I is integrally closed and v(b) = e0 =
e1 = . . . = en−1, and let i ∈ I. If iα ∈ J˜ \ CR with v
′(iα) > j˜1, then i ∈ J .
Proof. Note that we can assume C ( I, otherwise if I ⊆ C from Lemma 3.4
Iα ⊆ CR, so Iα ∩ (J˜ \ CR) = ∅.
In view of Theorem 2.4 and Theorem 3.1, since iα /∈ CR we have v
′(iα) =
kv(b) for some k ∈ N odd. Moreover, v′(iα) > j˜1, so (k − 1)v(b) ∈ v
′(J˜),
therefore
v′(i) = v′(iα)− v′(α) = kv(b)− v(b) = (k − 1)v(b) ∈ v′(J˜).
Hence v′(i) ≥ j˜1 with i ∈ I ⊆ R, so i ∈ J˜ ∩ R = J .
Now we are ready to prove Theorem 3.9, so we no longer hold the as-
sumptions made on J˜ .
Theorem 3.9. R is Arf if and only if R is Arf with multiplicity sequence
(e0, e1, . . . , en−1, 1, 1, . . .), en−1 6= 1, I is integrally closed and if C ( I then
v(b) = e0 = e1 = . . . = en−1.
Proof. Necessity. From Proposition 3.2 R is Arf, therefore the multiplic-
ity sequences of R and v(R) coincides. Since R is Arf, v(R) ⋊⋉v(b) v(I) is
an Arf numerical semigroup, so from Theorem 2.4 v(I) is integrally closed,
equivalently I is integrally closed. Furthermore, if C ( I, equivalently if
min v(I) < c(v(R)), then v(b) = e0 = e1 = . . . = en−1.
Sufficiency. Let J˜ be an integrally closed ideal of R. From Proposition 1.1
applied to J˜ and R, if J˜ ⊆ CR then J˜ is stable, so suppose that CR ( J˜ . We
denote with J = J˜ ∩ R, from Proposition 3.3 J is an integrally closed ideal
of R, so it is stable. Let x ∈ J˜ be an element of minimum value, we want to
prove that xJ˜ = J˜2, the inclusion xJ˜ ⊆ J˜2 is clear, so it is suffice to prove
that J˜2 ⊆ xJ˜ . Now the two ideals I and C of R are both integrally closed,
so one is contained in the other.
If I ⊆ C from Proposition 3.3 and Lemma 3.4 we can choose x ∈ J and
it results J˜ ⊆ J + Iα ⊆ J + CR. In the view of Proposition 1.2 applied to J˜
and R we obtain
J˜2 ⊆ (J + CR)
2 = J2 + JCR + C
2
R ⊆ xJ + J˜CR + J˜CR ⊆ xJ˜.
If C ( I in this case we have v(b) = e0 = e1 = . . . = en−1. Again I and
J are two integrally closed ideal of R and we distinguish two cases.
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If I ⊆ J then from Proposition 3.3 and Lemma 3.5 we can choose x ∈ J
and we have JIα ⊆ xJ˜ . It follows
J˜2 ⊆ (J + Iα)2 = J2 + JIα + I2b ⊆ J2 + xJ˜ + J2 = xJ + xJ˜ ⊆ xJ˜.
If J ⊆ I then let x1 + y1α, x2 + y2α ∈ J˜ . For k = 1, 2 we distinguish three
cases.
1. v′(ykα) = j˜1. In this case set ykα = x.
2. ykα ∈ J˜ \CR with v
′(ykα) > j˜1. In this case, from Lemma 3.8, yk ∈ J .
3. ykα ∈ CR.
In view of Lemma 3.7 and Proposition 1.2 we have to verify six different
cases.
(1, 1) Set y1α = x. Since v
′(y1α) = v
′(y2α) = j˜1 and R is residually rational,
there exists a unit u ∈ R such that v′((y2 − uy1)α) > j˜1, thus for the
element (y2 − uy1)α we can proceed as in the cases 2 or 3:
(x1 + y1α)(x2 + y2α) = x1x2 + x1(y2 − uy1)α+ y1α(ux1 + x2 + y2α) ∈
∈ J2 + (y2 − uy1)αJ + xJ˜ ⊆ xJ + (y2 − uy1)αJ + xJ˜ ⊆
⊆ (y2 − uy1)αJ + xJ˜.
Now if (y2 − uy1)α ∈ J˜ \ CR, then from Lemma 3.8 (y2 − uy1) ∈ J
so (y2 − uy1)αJ ⊆ αJ
2 ⊆ xJ˜ . Otherwise if (y2 − uy1)α ∈ CR, then
(y2 − uy1)αJ ⊆ CRJ˜ ⊆ xJ˜ .
(1, 2)
(x1 + y1α)(x2 + y2α) = x1(x2 + y2α) + y1α(x2 + y2α) ∈
∈ J(J + Jα) + xJ˜ ⊆ J2 + J2α + xJ˜ ⊆ xJ˜.
(1, 3)
(x1 + y1α)(x2 + y2α) = x1(x2 + y2α) + y1α(x2 + y2α) ∈
J(J + CR) + xJ˜ = J
2 + JCR + xJ˜ ⊆ xJ + J˜CR + xJ˜ ⊆ xJ˜.
(2, 2)
(x1 + y1α)(x2 + y2α) ∈ (J + Jα)
2 = J2 + J2α + J2b ⊆
⊆ xJ˜ + xJ˜ + J2 ⊆ xJ˜.
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(2, 3)
(x1 + y1α)(x2 + y2α) ∈ (J + Jα)(J + CR) =
= J2 + JCR + J
2α + JαCR ⊆ xJ˜ + J˜CR + xJ˜ + J˜CR ⊆ xJ˜.
(3, 3)
(x1 + y1α)(x2 + y2α) ∈ (J + CR)
2 = J2 + JCR + C
2
R ⊆
⊆ xJ˜ + J˜CR + J˜CR ⊆ xJ˜.
This proves that J˜2 ⊆ xJ˜ .
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