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Abstract
Image segmentation and 3D pose estimation are two key
cogs in any algorithm for scene understanding. However,
state-of-the-art CRF-based models for image segmentation
rely mostly on 2D object models to construct top-down
high-order potentials. In this paper, we propose new top-
down potentials for image segmentation and pose estima-
tion based on the shape and volume of a 3D object model.
We show that these complex top-down potentials can be eas-
ily decomposed into standard forms for efficient inference
in both the segmentation and pose estimation tasks. Exper-
iments on a car dataset show that knowledge of segmenta-
tion helps perform pose estimation better and vice versa.
1. Introduction
Given a 2D image, we would like to understand the scene
it captures. This involves identifying the objects present in
the scene and their spatial extent. This can be done purely
in 2D by solving the semantic image segmentation problem
(labeling every pixel of the image as belonging to a certain
class). However, this is not very informative if say we want
to drive an autonomous car without hitting other cars on the
road. To a certain extent, true scene understanding requires
us to reason about the 3D object shape and scene layout.
In this paper, we present a small step toward solving this
extremely challenging problem. Given a single image, such
as that shown in the left of Figure 1, we concentrate on
the problem of segmenting the car (car vs. background)
and estimating its 3D pose. Instead of treating 2D seg-
mentation and 3D pose estimation as individual problems,
we develop new CRF models for solving both tasks. Our
first contribution is to introduce new CRF potentials for se-
mantic segmentation that depend on a 3D object category
model. In particular, we use the 3D wireframe model in-
troduced in [43], which generalizes 2D HOG features [5] to
3D. Specifically, the wireframe model is a collection of 3D
points, edges, and surface normals that, when rotated, trans-
lated, and projected, resemble a 2D HOG template. Given a
wireframe model, we construct two top-down categoriza-
tion potentials, called respectively the shape and volume
costs, which measure how well:
Figure 1: 3D model superimposed in image and 2D segmentation.
Figure 2: Wireframe model of the class car (taken from [43]). A
single edge primitive consists of the point location (in green), edge
direction (in black) and two surface normals (in red and blue).
1. The projected wireframe model matches the HOG fea-
tures inside the segment corresponding to the object.
2. The projection of the volume occupied by the wire-
frame model matches the area occupied by the object
in the image (and similarly for the background).
Notice that both costs depend on the 2D segmentation
and the 3D object pose. Therefore, the joint 2D segmenta-
tion and 3D object pose estimation tasks require the mini-
mization of this energy (properly augmented with standard
bottom-up segmentation costs). The energy minimization
problem is a challenging mixed continuous and discrete op-
timization problem, where the energy is non-convex and
non-smooth with respect to the pose variables. Our sec-
ond contribution is to propose an algorithm for solving this
problem. In particular, when the object pose is fixed, we
show that the top-down costs can be decomposed into stan-
dard unary and pairwise terms allowing for efficient im-
age segmentation. Conversely, when the segmentation is
fixed, we show that the pose estimation problem, while non-
convex and non-smooth, can be efficiently solved using a
Branch and Bound (B&B) algorithm. In particular, we ex-
ploit the geometry of the pose space to derive efficiently
computable bounds for the shape and volume costs. While
the joint segmentation and pose estimation problem could,
in principle, proceed in an alternating minimization manner,
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a key challenge is that B&B does not produce an exact pose
estimate, but rather an optimal pose cell. Therefore, if one
chooses an arbitrary pose in the optimal cell, the cost func-
tion is not guaranteed to decrease and alternating minimiza-
tion might fail. We address this issue through a simple pose
cell refinement procedure, which guarantees a decrease of
the cost. Figure 1 shows the output of our method for one
image, where the 3D model is superimposed in the image
to visualize its pose. Our experiments on a car dataset will
show how segmentation information can be used to improve
pose estimation and vice versa.
2. Related Work
3D pose estimation and image segmentation are very old
problems, which have been studied in great detail. We thus
restrict our review to the most relevant literature.
The CRF model for image segmentation proposed in
[33, 34] is defined on a pixel graph and uses costs based on
shape, texture, color, location and edge cues. [21, 28] ex-
tended the CRF approach to include long-range interactions
between non-adjacent nodes in the graph by using costs de-
fined over larger cliques and in a hierarchical manner. [10]
extended the CRF approach to a superpixel graph, where
an energy consisting of unary and pairwise potentials cap-
tures appearance over superpixel neighbourhoods and local
interactions between adjacent superpixels. [36, 16] also in-
troduced new top-down costs based on the bag-of-features
classifier [4], which captures interactions between all re-
gions of an image that have the same label.
However, while the top-down costs described above in-
volve large cliques, they are not truly global in the sense that
they do not reason at the object or image level (much larger
cliques). New top-down costs based on 2D object models
can be used instead like in [42, 22, 27, 9, 7, 38]. All these
works use the output of object detectors like Deformable
Part Models (DPM) [8, 11] or Exemplar SVM [25] as part
of the energy function. Some [12, 7, 27, 42] also use 2D
shape priors to capture object information. These capture
longer interactions between different parts of the image and
reason at the object level. However, the object models/shape
priors used are 2D and hence viewpoint-dependent.
3D object models have been used for fine pose estimation
and have shown to improve 2D detection also significantly.
They are mainly of three kinds: obtained by combining
2D object detectors [14, 37], extending 2D object detectors
to 3D [30, 31] or explicit 3D representations [15, 24, 43].
However very few algorithms, like level-set based methods
[29, 6], use 3D object models for image segmentation. 3D
models are very commonly used for segmenting 3D point
clouds (robotics) and medical images. But our approach
differs from these in that we formulate both pose estimation
and image segmentation as energy minimization problems
rather than geometric, registration based problems.
3. CRF Models for 3D Pose Estimation and 2D
Image Segmentation
A CRF-based approach to image segmentation involves
defining a graph G = (V, E) over the image and an energy
on the graph. The image segmentation is then obtained as
the labelling that minimizes the energy. We often define V
as the set of all superpixels in the image and E indicates
an edge between two superpixels that share a boundary. A
standard energy function defined on this graph is given by
Eu+p(X; I)=w1
∑
i∈V
φi(xi; I)+w2
∑
(i,j)∈E
ψij(xi, xj ; I). (1)
The unary term φi(xi; I) captures the likelihood of a su-
perpixel being assigned a class label, i.e., φi(xi; I) is the
cost of assigning label xi to superpixel i. These are usually
appearance based and are often the score of a classifier ap-
plied to features extracted from the superpixel. Hence, they
predict the class label of a superpixel without using any ad-
ditional information. The pairwise term ψij(xi, xj ; I) is a
smoothing term, which penalizes assigning different labels
to two adjacent superpixels that have a similar appearance.
The main disadvantage of using Eu+p for segmentation
is that the unary and pairwise terms are local in nature as
they capture only the interactions between adjacent super-
pixels. To capture higher order information and long-range
interactions between different parts of an object, we often
need top-down object categorization costs. In §3.2 and §3.3,
we present two new top-down costs that capture such long
range interactions using 3D object models. The first one is a
shape cost that measures how well the projection of the ob-
ject’s 3D shape matches its 2D appearance, and the second
is a volume cost that measures how well the projection of
the object’s 3D volume matches its 2D segmentation. Be-
fore presenting these new top-down costs, we need to dis-
cuss the 3D object model used to construct them.
3.1. The Wireframe Model
The 3D wireframe model (shown in Figure 2) was intro-
duced in [43] for the tasks of 2D object detection and 3D
pose estimation. The model is a generalization of the 2D
HOG features [5] to 3D in which the object is represented as
a set of 3D edge primitivesM = {pm, em, nm1 , nm2 }Mm=1,
where pm is the location of the primitive in 3D in an object
coordinate system, em is the 3D edge direction at that point,
and nm1 and n
m
2 are the two surface normals at point p
m. In
[43], a car wireframe model was learned from car blueprints
in 4 canonical directions (top, front, back and side). Given
the model, the car’s 3D pose in an image is estimated by
maximizing a score that measures how well the projection
of the model at a given pose matches the extracted 2D HOG
features. The maximization is done using B&B
More specifically, the score f(T, z; I) for estimating the
pose T (rotation and translation of the object with respect
to the camera) of an object of class z in image I is given by
fdet(T, z; I) =
Mz∑
m=1
ν(pmz , n
m
1z , n
m
2z |T )H(rm(T, z)). (2)
Here, Mz is the total number of primitives in a model for
class z. ν(pmz , n
m
1z , n
m
2z |T ) ∈ {0, 1} measures whether the
3D primitive is visible or not. A primitive is considered
visible in the image if at least one of its surface normals is
opposite to the viewing direction. H are normalized quan-
tized HOG features [43] extracted from image I , where
rm(T, z) = (u(pmz |T ), v(pmz |T ), w(pmz , emz |T )) is the in-
dex of the HOG bin to which them-th primitive is projected
under pose T . The spatial index (u, v) depends only on the
3D location pmz but the orientation index w depends also on
the 3D edge direction emz . The score simply projects each
3D edge primitive onto the image and adds the HOG score
at the projected location if that primitive is visible.
3.2. Shape Cost
We extend the wireframe model to use segmentation in-
formation. We do this by defining a shape score that is iden-
tical to the matching score defined in Eqn. (2), except that
now we use only HOG features extracted from regions in
the image that belong to the desired class. Let sm(T, z) be
the index of the superpixel containing the projected location
of them-th 3D primitive of model z under pose T . Note that
r and s are related such that, if r = (u, v, w), then s is the
superpixel containing (u, v). The shape score is defined as
fseg(X,T, z; I) =
Mz∑
m=1
H¯(rm(T, z))δ(xsm(T,z) = z), (3)
where we write H¯ = νH from Eqn. (2) to simplify notation
and the δ-Dirac term takes the segmentation into account.
The shape score in Eqn. (3) is combined with the stan-
dard CRF energy defined in Eqn. (1) to get the shape model
Eshape(X,T, z; I) = Eu+p(X)− w3fseg(X,T, z). (4)
The additional shape cost (negative of shape score) aims to
minimize the energy with a higher matching score between
the edges in the model and those in the image.
3.3. Volume Cost
The shape cost measures how well the 3D edges of the
wireframe model match 2D HOG features. However, it is
often not enough to just match the edges/boundaries and we
also need to match the interior regions. This can be done by
measuring the compatibility of the segmentationX with the
2D segmentation induced by the 3D volume corresponding
to the pose of the object. For example, we can measure the
area of their intersection, |X ∩ pi(T, z)|, where pi(T, z) is a
hull of the projection of the wireframe model of class z at
pose T .1 Notice, however, that the intersection alone is not
a good metric as it can be maximized by either assigning
all superpixels to the foreground, or choosing the object’s
pose arbitrarily close to the camera so that the 3D model
projects to the whole image. To address this issue, we also
include the term |Xc ∩ pic|, which measures the area of the
intersection for the background. The volume model is then:
Evolume(X,T, z; I) = Eu+p(X)− w3fseg(X,T, z)
− w4|X ∩ pi| − w5|Xc ∩ pic|. (5)
where we call both |X∩pi| and |Xc∩pic|, as the volume cost.
As an alternative to the sum of the intersections, we could
have used the intersection over union metric. However, the
sum of the intersections is easier to optimize, as we will see.
4. Pose Estimation and Image Segmentation
Given the model and its parameters, we would like to
estimate the image segmentation X and 3D pose T . This is
equivalent to solving the following optimization problem
(Xˆ, Tˆ ) = argmin
X,T
E(X,T, z; I), (6)
where we do not solve for z as we restrict ourselves to cars.
In principle, this is a challenging mixed continuous and dis-
crete optimization problem, where the energy is non-convex
and non-smooth with respect the pose variables. Nonethe-
less, we show that this problem can be tackled using alter-
nating minimization, where we estimate 3D pose given cur-
rent segmentation, and then estimate segmentation given 3D
pose till we reach convergence, i.e.,
Tn+1 = argmin
T
E(Xn, T, z; I) (7)
Xn+1 = argmin
X
E(X,Tn+1, z; I). (8)
We now discuss how to solve each sub-problem for the two
models (shape model and volume model).
4.1. Segmentation Given Pose
The approach we use to solve Eqn. (8) is to reformulate
the energy into standard unary and pairwise terms, so that
we can minimize it efficiently using graph cuts [2, 1]. More
specifically, we show that the shape cost and volume costs
can be decomposed into standard unary and pairwise terms.
Shape cost. Let r = (u, v, w) denote an arbitrary HOG bin,
where (u, v) denotes the pixel coordinates and w is the ori-
entation bin. Let s be the superpixel corresponding to pixel
1In what follows we simply use pi to indicate pi(T, z) for easy reading.
(u, v) and recall that rm(T, z) is the HOG bin associated
with the m-th primitive projected under pose T . We can
rewrite Eqn. (3) in terms of (u, v, w) to get Eqn. (9). Sum-
ming over m and w first, we get Eqn. (10) and then the sum
over all pixels in the image is rewritten using superpixels
{Si}. Since, we assign the same label to all pixels inside a
superpixel, we replace the δ(xs = z) term with δ(xi = z)
for the i-th superpixel. This shows that fseg for a given pose
T can be written down as a unary term as per Eqn. (11).
fseg(X,T, z; I) =
Mz∑
m=1
H¯(rm(T, z))δ(xsm(T,z) = z)
=
Mz∑
m=1
∑
u,v,w
H¯(u, v, w)δ((u, v, w)=rm(T, z))δ(xs=z) (9)
=
∑
u,v
H1(u, v)δ(xs = z) (10)
=
∑
i∈V
∑
(u,v)∈Si
H1(u, v)δ(xs=z)=
∑
i∈V
H2(i)δ(xi=z).(11)
Volume cost. For the volume cost, we have the terms |X ∩
pi| and |Xc∩pic|. These are easily decomposed into pairwise
terms between X and z as per the following equations:
|X ∩ pi(T, z)| =
∑
i∈V
|Si ∩ pi(T, z)|δ(xi = z), (12)
|Xc ∩ pic(T, z)| =
∑
i∈V
|Si ∩ pic(T, z)|δ(xi 6= z). (13)
4.2. Pose Given Segmentation
As we will show below, we can reformulate the pose-
given-segmentation sub-problem in Eqn. (7) as a maximiza-
tion problem of the form: Tˆ = argmaxT∈T f(T,X, z; I)
with corresponding score f . This is a highly non-convex
problem with a large search space. Prior work [43] used
a B&B strategy to address the pose estimation without
any segmentation information, which involves maximizing
f = fdet in Eqn. (2). More generally, B&B algorithms
have been used extensively in the computer vision literature
[23, 18, 32, 26] to obtain the global maxima of non-convex
problems in an efficient manner. The key idea behind B&B
methods is to start with the whole search space and succes-
sively refine it while maintaining a priority queue of candi-
date solutions till the desired resolution is achieved. Each
solution corresponds to a region in the search space, which
we refer to as a pose cell. The queue is maintained using
the upper bound of the score in each cell. This works be-
cause a pose cell containing the global maxima is expected
to have a higher upper-bound compared to other cells. We
refer the reader to [43] for more details on how B&B is
applied to the pose estimation task without any segmenta-
tion information. The key takeaway for us is that we can
find the global maxima efficiently as long as we can find
an upper bound f¯ for any given pose cell T in the search
space. This corresponds to Eqn. (14). In our case, the pose
T consists of the azimuth a, the elevation b, the camera-
tilt c, the depth d and a 2D translation in the image plane
(u, v). A corresponding pose cell T is then of the form
T = [a1, a2]×[b1, b2]×[c1, c2]×[d1, d2]×[u1, u2]×[v1, v2].
f¯ ≥ max
T∈T
f(T ) = max
(a,b,c,d,u,v)∈T
f(T =(a, b, c, d, u, v)). (14)
Shape model. Solving Eqn. (7) for the shape model is
equivalent to solving the following problem:
Tˆ = argmin
T
Eshape(X,T, z; I)
= argmin
T
Eu+p(X; I)− w3fseg(X,T, Z)
= argmax
T
fseg(X,T, Z). (15)
This problem is identical to the one solved in [43] except
that now we have the HOG features extracted only from the
foreground because of the δ(xsm(T ) = z) term in Eqn. (3).
Volume model. Solving Eqn. (7) for the volume model
gives us Eqn. (16) where λ1 = w4w3 and λ2 =
w5
w3
.
Tˆ = argmin
T
Evolume(X,T, z; I)
= argmin
T
Eu+p(X; I)− w3fseg(X,T, z)
− w4|X ∩ pi(T, z)| − w5|Xc ∩ pic(T, z)|
= argmax
T
fseg(X,T, Z) + λ1|X ∩ pi(T, z)|
+ λ2|Xc ∩ pic(T, z)| (16)
We can define the upper bound ¯fvol as the sum of bounds
over each of the three terms individually, i.e.,
¯fvol ≥ max
T∈T
fseg(T ) + λ1 max
T∈T
|X ∩ pi(T )|
+ λ2 max
T∈T
|Xc ∩ pic(T )|. (17)
We now discuss how to find bounds for each term.
– First term: The first term is identical to the one in the
shape model and its upper bound is computed the same way.
(a) X (b) combined mask
Figure 3: Computing upper bound of |X ∩ pi(T )|.
– Second term: Given a cell T = [a1, a2] × [b1, b2] ×
[c1, c2]× [d1, d2]× [u1, u2]× [v1, v2], we want to find an up-
per bound for the overlap |X ∩ pi(T )| between the segmen-
tation, X , and the projection of the car, pi(T ). Higher over-
lap is obtained if the projected car is bigger, so we choose
the parameters (aˆ, bˆ, cˆ, dˆ) to maximize the projection of the
car. The car is bigger when viewed from the side, so we
choose aˆ = 0, −180 or 180 if it lies in [a1, a2], or else
aˆ = a1, a2, whichever is closest to 0,−180 or 180. A larger
car is observed also from a higher elevation, so we choose
bˆ = max(b1, b2). A bigger car is observed also when it is
closer to the camera, so we choose dˆ = min(d1, d2). The
camera tilt c does not affect car size and is chosen as cˆ =
min(c1, c2). Once, we obtain (aˆ, bˆ, cˆ, dˆ), we project it onto
the image at (u, v) = [(u1, v1), (u1, v2), (u2, v1), (u2, v2)]
to get four masks. These are combined together to get Fig-
ure 3b. The green rectangle bounds the spatial extent in
which the projection might lie in pose cell T.
Now, the problem is to find a bound of the overlap allow-
ing all possible projections inside the green rectangle. This
is the same as finding an overlap between the rectangle and
the circle in Figure 4, where the circle is allowed to lie any-
where inside the green boundary. Let s1 be the number of
pixels in the rectangle inside the boundary (shown in orange
color) and s2 be the number of pixels in the circle. An up-
per bound on the intersection |orange ∩ blue| is obtained
as the minimum of these two numbers. This is depicted in
the two rectangles with orange and blue bars indicating the
number of foreground pixels of each figure inside the green
boundary. We use the green rectangle and the segmentation
X (Figure 3a) to get score s1. Choosing (u, v) = (0, 0)
and projecting onto the image gives us a mask of the largest
projected car. s2 is the number of foreground pixels in this
mask. The desired bound on |X ∩ pi(T )| is min(s1, s2).
Figure 4: Bound computation (best seen in color).
– Third term: Note that an upper bound for this term can be
obtained from a lower bound for the union term |X∪pi(T )|:
max
T∈T
|Xc ∩ pic(T )| = max
T∈T
(|I| − |X ∪ pi(T )|)
= |I| −min
T∈T
|X ∪ pi(T )|. (18)
To minimize the union between X and pi(T ) we need the
smallest possible projection of the car. This is obtained by
choosing the parameter a˜ = −90, 90 if it lies in [a1, a2] or
choosing from a1, a2 whichever is closest to one of−90, 90.
b˜ = min(b1, b2), c˜ = min(c1, c2) and d˜ = max(d1, d2)
are chosen to get the smallest projection. A similar proce-
dure to the one described for the intersection term is fol-
lowed (shown in Figure 5). The difference now is that we
want to minimize the union. Let s3 be the number of fore-
ground pixels outside the green rectangle, s4 be the number
of foreground pixels inside the blue rectangle in segmenta-
tion X , and s5 be the number of foreground pixels in the
projected model at (a˜, b˜, c˜, d˜, 0, 0). The smallest union is
obtained when one lies completely inside the other and is
given by max(s4, s5) to give the lower bound on the union
as s3 + max(s4, s5). The corresponding upper bound on
|Xc ∪ pic(T )| is |I| − [s3 + max(s4, s5)].
(a) X (b) combined mask
Figure 5: Computing lower bound of |X ∪ pi(T )|.
Bound Analysis. The upper bounds discussed here are
based on the simple inequalities |A ∩ B| ≤ min(|A|, |B|)
and |A ∪ B| ≥ max(|A|, |B|). For an empirical analysis
of how tight these bounds actually are (short answer: pretty
tight), we refer the reader to supplementary material.
5. Learning the model parameters
We need to learn the parameters of the energy functions
Eshape and Evolume. In our case, the energy functions are
linear in their parameters w, i.e., Eshape = wTshapeΨ
shape
and Evolume = wTvolumeΨ
volume. We follow the max-
margin approach to learn the parameters as:
w = argmin
w≥0
λ
2
‖w‖22 +
1
N
N∑
i=1
ξi s.t. ∀(i,Xi, Ti),
E(Xi, Ti)− E(X∗i , T ∗i ) ≥ ∆(Xi, X∗i , Ti, T ∗i )− ξi. (19)
Here, X∗i and T
∗
i are the ground truth segmentation and
ground truth pose of image i respectively, Xi is any pos-
sible segmentation and Ti is any possible pose. The opti-
mization problem in Eqn. (19) is similar to the Structural
SVM problem [39, 17] and we solve it using the Block
Coordinate Frank Wolfe algorithm [20]. The only differ-
ence from the standard Structural SVM problem is that we
need non-negative weights. This is to keep the energy func-
tion sub-modular (for efficient inference using graph cuts).
Non-negativity is enforced by adding a thresholding step
in the algorithm described in [20]. Now, since the num-
ber of constrains in Eqn. (19) is exponentially large, it is
customary to solve the problem by adding one constraint at
a time. We find the most violated constraint by solving a
loss-augmented inference problem which is identical to the
optimization problems shown in §4.1 except that we now
have additional unary terms introduced by the loss function
∆(X,X∗, T, T ∗) = ∆1(X,X∗) + ∆2(T, T ∗). We use the
standard hamming loss for the segmentations and azimuth
error loss (min(|a−a
∗|,360◦−|a−a∗|)
360◦ ) for the pose.
6. Results
We report results on three sets of experiments to demon-
strate the power of our proposed models:
1. Estimate segmentation given ground truth pose.
2. Estimate pose given ground truth segmentation.
3. Estimate both pose and segmentation using the alter-
nating minimization (AM) procedure in Eqns. (7)-(8).
The first two sets of experiments aim to verify our hypothe-
sis: knowledge of segmentation can help improve pose esti-
mation and knowledge of pose can help improve segmenta-
tion, while the third one applies our models to data without
any ground truth information and evaluates performance.
Datasets. We fix object class label z to the class ‘car’.
Therefore, the problem is to segment the image into car re-
gions (foreground) and non-car regions (background). We
use the Pascal VOC dataset, which has annotations for both
image segmentations and 3D fine pose. Pose annotations for
Pascal VOC2011 images were provided as part of the Pas-
cal 3D+ dataset [44]. Image segmentations were obtained
from the Semantic Boundary dataset [13], which annotated
all Pascal VOC2012 trainval images. We use the splits rec-
ommended for the Pascal VOC2011 challenge and use the
val data for testing. Restricting ourselves to just car images
that have one car, we have 670 images in total with 504 im-
ages for training and 166 images for testing. We also test
the pose estimation given ground-truth segmentation exper-
iments on 480 car images of the 3DObject dataset [30].
Object model. We use the car wireframe model M from
[43], which was trained using 10 blueprints of sedan cars.
Projection. We use alpha-shapes with the circumradius as
the 95th percentile of the edges in the Delaunay triangu-
lation to generate pi(T ). This is closer to how a car looks
compared to a convex-hull, which discards the car’s shape.
Superpixel Graph. Superpixels were generated by the
Quickshift algorithm [3, 41] using the VL-feat library [40].
Bottom-up potentials. The unaries φi(xi; I) are learnt us-
ing Textonboost [35] (code provided by densecrf [19]). We
do not use the DPM detector output, as recommended, to
generate purely bottom up unaries. A standard pairwise po-
tential of the form ψij(xi, xj ; I) =
Lij
1+γ‖Ii−Ij‖δ(xi 6= xj)
is used. Here, Lij is the length of the common boundary be-
tween superpixels i and j. Ii and Ij are the mean intensities
of the superpixels in the LUV color space.
6.1. Segmentation Given Ground Truth Pose
We assume we know the ground truth 3D pose and es-
timate the segmentation using our two models. We com-
pare with some standard baselines generated using the Joint
Categorization and Segmentation framework [36] with their
unary+pairwise and unary+pairwise+linear-top-down mod-
els. These baselines are all image-based as they do not in-
clude any kind of 3D pose information. We also report some
results from the Pascal 3D+ dataset paper [44] for compar-
ison. [44] used CAD models of 10 kinds of cars to anno-
tate the 3D pose of cars in the image. They reprojected the
CAD model onto the image at the annotated pose and gen-
erated a segmentation. This is an upper bound on the best
segmentation performance we can achieve (shown in red in
Table 1). For the Viewpoint DPM (VDPM-16) results, they
fixed the depth, elevation, camera-tilt and image-translation
parameters to their ground truth values and estimated the
azimuth using a variation of DPMs. Then, they projected
the CAD model at the estimated pose to generate a segmen-
tation. We generate one more baseline by projecting the
wireframe model of [43] onto the image using the ground
truth pose and generate a candidate segmentation.
Learning. Model weights are learnt using Eqn. (19) with
constraints E(Xi, T ∗i )− E(X∗i , T ∗i ) ≥ ∆1(Xi, X∗i )− ξi.
Method Bg. Cars Mean
Unary [36] 87.53 51.51 69.52
Unary+Pairwise [36] 89.17 54.60 71.88
U+P+Linear-Top-down [36] 88.05 54.54 71.29
Projected CAD Model [44] - 67.30 -
VDPM-16 [44] - 51.9 -
Projected Wireframe Model [43] 91.04 61.90 76.47
Shape model (ours) 89.96 59.08 74.52
Volume model (ours) 91.46 64.60 78.03
Table 1: Segmentation results (Intersection over Union - I/U score)
for segmentation-given-ground-truth-pose experiments. The best
results are in bold. See text for more details.
As can be seen in Table 1, using only image informa-
tion we get upto 54.60 I/U score for the foreground (class
cars). Projecting the wireframe model onto the image and
not using any image information gives us pretty good results
(61.90 I/U score). However, the best results are obtained
for the volume model at 64.60 I/U score by combining both
the bottom-up information contained in unary and pairwise
terms and the top-down information contained in the 3D ob-
ject models. This experiment also demonstrates that while
the shape model does better than pure bottom-up models, it
needs the volume cost to compete with the projection base-
lines. Overall, our result of 64.60 I/U is the closest to the
best possible achievable segmentation obtained by project-
ing the true 3D model with the true 3D pose.
6.2. Pose Given Ground Truth Segmentation
In this set of experiments, we estimate the 3D pose of
the object present in the image given the ground truth seg-
mentation. We use the parameter ranges for the pose pa-
rameters as mentioned in Table 2. Elevation and depth are
measured from the center of mass of the car model. Image-
plane translation (u, v) is in degrees assuming the width of
the image corresponds to a field of view of 55◦.
Learning. Model weights are learnt using Eqn. (19) with
constraints E(X∗i , Ti)− E(X∗i , T ∗i ) ≥ ∆2(Ti, T ∗i )− ξi.
Parameter Range Resolution
Azimuth [−180◦, 180◦] 5.62◦
Elevation [0.0m, 3.0m] 0.75 m
Camera-Tilt [0◦, 0◦] 0
Depth [4m, 50m] 1.44m
Image-Trans [−27.5◦, 27.5◦] 3.44◦
Table 2: Parameter ranges and highest resolution passed to the
branch and bound algorithm for pose estimation
We also do a pre-processing step in some experiments
(indicated by -DPM) to restrict the pose ranges based on
the output of a ‘car’ DPM detector trained on ImageNet
data. Given detected bounding box, we check over ranges
of depth to restrict the search to only those depths where
the projected model has some overlap with the bounding
box (> 0.5 intersection over union score). We also restrict
the search over image translations (u, v) to be ±5◦ around
the center of the detected bounding box.
Figure 6 shows 2D object detection results of the 3D
pose estimation task, where the model is projected onto the
image at estimated 3D pose to get a 2D bounding box de-
tection. We show detection accuracy (percentage of images
where the car was detected correctly) and average preci-
sion score for different models and detection thresholds (I/U
score between detected and ground-truth bounding boxes).
As can be seen in Figure 6a, the pose estimation task
done without any segmentation (yellow) gives the worst re-
sults. Performance slightly improves if we use the shape
model (green). A noticeable improvement is observed when
we restrict the pose search-space using the output of a DPM
for both the no-segmentation (blue) and shape models (vi-
olet). However, the best performance is observed by the
volume model, both without any restriction in pose-space
(cyan) and with restricted pose-space (pink). The DPM out-
put is shown in red. Observe that DPM performs worse at
the typical 0.5 I/U threshold, and better at higher thresholds.
Similar trends are observed in Figure 6b. Overall, using a
simple 3D model and well-designed scores, we achieve a
performance on par with a highly specialized 2D detection
system trained on lots of images. In Figure 7, we test the
shape and volume models on the 3Dobject dataset. The best
(a) Detection accuracy (b) Average Precision
Figure 6: Evaluation of pose estimation given ground-truth seg-
mentation using 2D object detection metrics
(c) Detection Accuracy (d) Average Precision
Figure 7: Object detection results for 3Dobject dataset. Weights
for the volume model are same as learnt from VOC data
performance is observed for the volume model with compa-
rable performance for the shape and no-seg models.
The 3Dobject dataset has 480 car images, with 10 cars
shown at 8 azimuths, 2 elevations and 3 depths each. Per-
formance of 3D pose estimation can be evaluated by com-
puting the azimuth classification accuracy (into 8 discrete
labels/directions). As can be seen in Table 3, the volume
model performs the best. For the case of VOC data where
we have fine 3D pose annotations, we compute oriented
detection accuracy, which is similar to standard object-
detection metrics, except that we call a detection valid if
it has significant I/U overlap (> 0.5) with the ground-truth
bounding box and an azimuth error (estimated azimuth -
ground-truth azimuth) below a threshold (20◦). As can be
seen from Table 4, similar trends are observed as in the ob-
ject detection results.
Model No-Seg Shape Volume
Accuracy 78.13 85.42 91.67
Table 3: Classification accuracy for azimuth on 3Dobject dataset
Method Accuracy Method Accuracy
No-Seg 11.45 No-Seg-DPM 19.28
Shape 13.86 Shape-DPM 23.49
Volume 27.11 Volume-DPM 28.31
Table 4: Oriented detection accuracy for pose estimation experi-
ments on VOC2011 data using ground-truth segmentation
6.3. Joint Segmentation and Pose Estimation Using
Alternating Minimization
We now present the results of pose estimation and seg-
mentation using the AM procedure in Eqns. (7)-(8). We
initialize X0 as the output of the Unary+Pairwise problem
(purely bottom-up segmentation) and T 0 as the output of
the No-Segmentation-DPM problem (3D pose estimation
without any ground-truth segmentation with pose search-
space restricted by DPM output). At every step of the AM
procedure we require that E(Xn+1, Tn+1) ≤ E(Xn, Tn).
Note that we require point estimates of pose Tn whereas
B&B gives us a pose cell. This difficulty is overcome
by maintaing a best pose estimate during the B&B pro-
cedure. This is given as (Xˆ = argminX E(X, Tˆ ), Tˆ )
where Tˆ is the center of the pose cell being evaluated in the
B&B queue. We refine the pose search-space till we obtain
E(Xˆ, Tˆ ) < τE(Xn, Tn) for some suitably chosen thresh-
old parameter τ . The AM procedure is said to converge
when segmentation doesn’t change, i.e. |X
n∩Xn+1|
|Xn∪Xn+1| > 0.98.
Method Segmentation Detection
Bg. Cars Mean Obj. Oriented
B1-Shape 89.17 54.60 71.88 45.78 18.67
B1-Volume 89.17 54.60 71.88 43.98 10.24
B2 -Shape 87.97 54.19 71.08 53.01 19.28
B2 -Volume 83.52 45.06 64.29 53.01 19.28
AM-Shape 87.69 54.29 70.99 53.01 21.69
AM-Volume 86.42 50.75 68.58 56.02 22.29
Table 5: Segmentation results (I/U score) and pose estimation re-
sults (object detection accuracy and oriented object detection ac-
curacy) for the joint experiments
We compare our results with two baselines, B1 :
(X,T ) = (X0, argminT E(X
0, T )) and B2 : (X,T ) =
(argminX E(X,T
0), T 0). These are essentially the AM
procedure stopped after 1 iteration. As can be seen in Ta-
ble 5, for the Shape model, the AM procedure leads to simi-
lar segmentation and detection results but marginally better
oriented detections. There is trade-off in the volume model,
where it loses some segmentation accuracy for better pose
estimation. This is to be expected as we are trying to de-
scribe complex images in the VOC data with significant
intra-class shape variation, occlusion and truncation using
a simple sedan car model.
7. Conclusion
We introduced two new top-down costs based on 3D ob-
ject models that capture the consistency between 3D shape
and 2D appearance, and 3D volume and 2D segmenta-
tion. We demonstrated that these costs can be decomposed
into standard unary and pairwise terms for inference us-
(a) Image (b) GT Segmentation
(c) Segmentation using GT pose
under shape model
(d) Segmentation using GT pose
under volume model
(e) Segmentation after 5 itera-
tions of AM under shape model
(f) Segmentation after 8 iterations
of AM under volume model
(g) Pose using GT segmentation
under shape model
(h) Pose using GT segmentation
under volume model
(i) Pose estimate after 5 iterations
of AM under shape model
(j) Pose estimate after 8 iterations
of AM under volume model
Figure 8: The output of various experiments for one image
ing graph-cuts. We also computed upper-bounds for these
costs allowing efficient pose estimation using branch-and-
bound algorithms. We demonstrated good performance on
estimating segmentation given ground truth pose and es-
timating pose given ground truth segmentation. We also
observed slight improvement in 3D pose estimation when
solving for both pose and segmentation. However, this
comes at the cost of reduced accuracy in segmentation. Ar-
guably this is because of the use of a simple rigid model for
sedans, which is not able to capture the intra-class variabil-
ity. Nonetheless, the overall results are quite promising, and
will only improve with the availability of better 3D models.
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