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Pour qu’une technologie réussisse, la réalité doit précéder sur les
relations publiques, car la nature ne peut pas être dupée.
Richard P. Feynman [1]
Lorsqu’une entreprise s’engage contractuellement à fournir des équipements et
services conformes aux spécifications établies, le déploiement d’un correctif de
sécurité prend du temps et engendre des coûts [2]. Quand le nombre de vulnéra-
bilités critiques découvertes devient trop important il est difficile de réagir rapi-
dement. Ainsi, de nombreux équipements et logiciels peuvent rester vulnérables
longtemps après la découverte d’une vulnérabilité et encore plus longtemps si le
correctif empêche la conformité du produit avec ses spécifications.
Pourtant, lorsqu’un client investit dans un équipement ou un service, celui-ci
s’attend à ce que le produit acheté soit sûr et sécurisé. Que l’on soit un État 1,













2 CHAPITRE 1. INTRODUCTION
garantir la confidentialité et l’intégrité de ses données sensibles est le même. Le
fait que cette garantie soit dépendante de l’arrivée hypothétique d’un correctif
de sécurité n’est donc pas acceptable.
La nécessité de déployer des mécanismes de protection qui peuvent garantir
automatiquement l’application de propriétés de sécurité [3] afin de contrer dy-
namiquement l’exploitation de vulnérabilités [4], connues ou non, apparaît alors
comme une évidence.
1.1 Apports de la thèse
Dans l’offre d’Alcatel-Lucent et celle d’autres fournisseurs, beaucoup de services
et de middleware applicatifs sont basés sur Java. Ainsi les problèmes liés à Java
affectent directement la sécurité et les coûts de maintenance des produits et
services industriels 5 de ces entreprises. Or il n’existe pas de protection satisfai-
sante pour Java et encore moins de méthode pour calculer automatiquement les
politiques de sécurité nécessaires. C’est pourquoi, cette thèse propose de définir,
modéliser et implémenter une nouvelle approche de protection dédiée à Java.
Pour être déployée dans un contexte opérationnel, cette protection doit répondre
à trois objectifs : efficacité, maintenabilité et performance. Si la littérature en
vigueur incite à la mise en œuvre d’un contrôle d’accès obligatoire pour Java, la
difficulté d’écriture des politiques de sécurité dans ce cadre est le frein principal
à l’adoption de cette technologie. En effet, les approches obligatoires autorisent
une granularité de contrôle très fine ce qui peut conduire à une politique compo-
sée de plusieurs dizaines de milliers de règles. En pratique, une telle complexité
d’écriture n’est pas gérable manuellement et est difficilement maintenable. De
plus, les développeurs/concepteurs industriels sont naturellement opposés à inté-
grer une solution qui ruinerait les performances de leur produit. Or une politique
avec un tel niveau de complexité ne peut qu’avoir un impact important sur les
performances. Sans oublier que la complexité de la politique n’est pas syno-
nyme d’une bonne prise en compte des objectifs de sécurité. Ces trois difficultés
majeures représentent les défis abordés par cette thèse.
Ainsi, pour être efficace, il est essentiel que cette protection satisfasse les ob-
jectifs de sécurité. En pratique, elle doit donc a minima contrer les malwares
Java traditionnels, c’est à dire ceux exploitant des vulnérabilités de l’API Java
ou de la JVM. Mais elle doit aussi pourvoir contrer des malwares jusqu’alors
inconnus et qui visent soit des 0-day 6 Java, soit des défauts d’isolation dans les
produits industriels pour lesquels il n’y a pas toujours de diffusion au public d’un
5. http://arstechnica.com/security/2013/02/facebook-computers-compromised-by-
zero-day-java-exploit/
6. Il s’agit de vulnérabilités non-connues de l’éditeur.
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rapport de vulnérabilité. Cela revient à développer un mécanisme de contrôle
qui va au-delà du modèle de sécurité standard de Java ou même de celui d’un
anti-virus.
Ensuite, pour être utilisable, il est essentiel que les efforts de configuration et de
maintenance soient minimalistes. Parce que nous faisons le choix d’une approche
par contrôle d’accès obligatoire, la politique de sécurité doit pouvoir se définir de
façon fiable et sûre par rapport aux objectifs de sécurité. Cela implique que les
politiques doivent se calculer dynamiquement à partir des requis de sécurité de
l’application qui évoluent au cours de l’exécution de celle-ci. Cet objectif va au-
delà des approches existantes qui consistent le plus souvent à traduire l’exécution
observée d’un programme en politique de sécurité (principe de l’apprentissage)
sans tenir compte des différents besoins de sécurité qui évoluent selon les états
de l’application.
Enfin, pour être déployable dans un contexte opérationnel, la question des per-
formances est critique. En effet, les produits industriels exigent des mécanismes
de protection qui présentent un surcoût acceptable. Cela signifie que la pro-
tection et le calcul dynamique des politiques ne doivent pas impacter significa-
tivement les performances pour autoriser un passage à l’échelle d’un système
industriel.
Au final, le choix de Java a pour origine un besoin industriel fort et un vide
technologique avéré. Cette thèse propose :
— Un modèle de contrôle d’accès obligatoire pour systèmes à objets et no-
tamment Java ;
— Un procédé de calcul dynamique des politiques de sécurité obligatoires
généralisé et supportant les environnements Java ;
— Un moyen de réutiliser les politiques de sécurité existantes qui caracté-
risent les objectifs de sécurité comme, par exemple, les spécifications des
besoins de sécurité Java ;
— La démonstration de l’efficacité pratique de l’approche via l’utilisation
d’un logiciel professionnel de cyberattaque.
1.2 Plan du mémoire
Pour présenter ces quatre contributions, la thèse s’articule de la façon suivante :
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1. Nous proposons un état de l’art en chapitre 2 qui illustre les vulnérabilités
Java ainsi que le modèle standard de sécurité Java. Ensuite, nous intro-
duisons les différents travaux de recherche visant à améliorer la sécurité de
Java. Cela montre un manque en matière de protection obligatoire pour
Java bien que la méthode Java Authentication & Autorization Services
(JAAS) soit pertinente pour spécifier les besoins de sécurité. Cependant,
l’absence d’un véritable moniteur de référence garantissant le respect des
politiques fragilise l’approche JAAS.
2. Dans le chapitre 3, nous partons du constat précédent et montrons qu’il
n’existe pas de modèle général satisfaisant pour contrôler les relations au
sein des systèmes à objets. C’est pourquoi nous proposons un modèle gé-
néral de systèmes à objets et montrons qu’il supporte les grandes classes
de systèmes (langages non-objets, à classes, à prototypes, et à objets ré-
partis). Ce modèle permet de typer dynamiquement les objets et ainsi
leur attribuer un contexte de sécurité nécessaire pour exprimer/appli-
quer les règles de contrôle d’accès obligatoire. Cette modélisation permet
aussi de couvrir un large ensemble de contextes tout en offrant une gra-
nularité de contrôle très fine. Nous montrerons que ce modèle couvre
effectivement les systèmes à classes, à prototypes et à objets répartis. Ce
chapitre se poursuit par une définition exhaustive des relations entre ob-
jets qu’il est possible de contrôler. Nous distinguons ainsi les notions de
références, d’interactions et trois types de flux (d’informations, de don-
nées et d’activités). Nous proposons un modèle de logique général qui
utilise ces différents types de relations. L’idée directrice est celle d’une
spécification des besoins de sécurité sous la forme d’un automate qui uti-
lise ces relations.
3. Le chapitre 4 continue en montrant qu’il est possible de projeter le mo-
dèle JAAS sous la forme de nos automates afin de réutiliser les objectifs
de sécurité définis dans Java. Ainsi, nous rendons explicites pour notre
contrôle d’accès obligatoire les besoins de sécurité spécifiés au moyen de
JAAS. Aussi, nous commençons par rappeler les limitations de JAAS en
termes de garantie et proposons les algorithmes pour calculer l’automate
qui va contrôler l’exécution de l’application. On illustre ainsi que l’uti-
lisation d’automates dépasse largement la notion classique de contrôle
d’accès puisque l’on peut, par ce biais, garantir dynamiquement différents
objectifs d’exécutions de l’application à des relations complexes entre ob-
jets du système. Par la suite, nous reprenons le modèle d’attaque défini
dans notre état de l’art et montrons que nous pouvons effectivement les
prévenir au moyen de nos automates. Enfin, nous montrons que notre
modèle définit au chapitre 3 se projette bien sur un modèle de contrôle
d’accès obligatoire de type Domain & Type Enforcement (DTE). Ainsi,
nous passons d’un modèle de contrôle abstrait à un modèle de contrôle
concret qui peut être piloté par nos automates. Afin d’illustrer la gé-
nération automatique de politiques, nous établissons une méthode de
traduction dynamique des politiques JAAS en politique DTE.
4. Le chapitre 5 présente le prototype de recherche que nous avons déve-
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loppé au cours de cette thèse. Pour cela, nous commençons par présenter
les avantages et inconvénients de différentes techniques d’instrumenta-
tion d’une machine virtuelle Java (JVM) dont le développement ou la
modification d’une JVM, l’utilisation d’un agent JVMTI et l’injection de
bytecodes Java. Nous en concluons que la première approche est la mieux
adaptée pour intégrer un véritable moniteur de référence dans la JVM
bien que celle-ci nécessite un effort de développement conséquent. Les
autres approches sont quant à elles plus simples à mettre en œuvre mais
au prix d’une moins bonne intégration au sein de la JVM. Nous conti-
nuons ensuite en présentant les principaux composants logiciels de notre
moteur de décisions qui inclut une logique multi-niveaux (MLS), une lo-
gique DTE et notre approche par automates pour traduire les politiques
JAAS en politique DTE. Nous continuons ce chapitre par le contrôle d’un
malware Java tout en détaillant, à chaque étape de son exécution, les cal-
culs et actions de notre moteur de décisions. Enfin, nous terminons cette
thèse en présentant les résultats obtenus avec plusieurs autres malware
Java.
Pour faciliter la lecture de cette thèse, le lecteur trouvera en page 209 un index
de nos hypothèses, notations et suggestions.
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La vulnérabilité croissante des systèmes est une autre classe de
problèmes non résolus. Les systèmes deviennent plus gros, plus ra-
pides, et cela laisse de plus en plus de place pour que quelque chose
tourne mal. Nous pourrions essayer de contenir les incidents, ce qui
n’est pas une tâche triviale car par leur structure ces systèmes peuvent
propager le moindre bit de confusion à la vitesse de la lumière. [· · · ]
Nous sommes maintenant confrontés à ce problème à large échelle et
il ne s’agit plus d’un problème de gestion mais d’un défi scientifique.
Edsger W. Dijkstra [5]
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2.1 Historique des vulnérabilités Java
Java est une technologie très répandue que l’on retrouve dans de nombreux
équipements tels que les machines de bureau, les serveurs et les mobiles. Mais
on en trouve aussi dans les équipements multimédia, les systèmes avioniques 1
et les cartes à puce pour ne citer que eux. Oracle, l’éditeur principal de Java,
avance même le chiffre de 5 milliards d’équipements sur son site officiel 2.
Première conséquence de cette popularité : tous les équipements, produits et
services basés sur Java sont automatiquement affectés par les problèmes de
sécurité liés à cette technologie. Seconde conséquence : l’existence d’une vulné-
rabilité Java exploitable présente un intérêt majeur pour un attaquant désireux
de compromettre un maximum de machines.
C’est pour ces raisons que l’on peut observer des vagues de cyber-attaques visant
explicitement des vulnérabilités Java. L’auteur de [6] propose un historique sur
la découverte de ces vulnérabilités dont nous nous permettons de reprendre les
graphiques dans les figures 2.1 et 2.2. On y observe tout d’abord une accélération
dans le nombre de vulnérabilités Java découvertes (cf. figure 2.1) qui semble
se poursuivre avec les chiffres disponibles pour le premier trimestre 2013 (cf.
figure 2.2). Cela montre bien l’intérêt grandissant des cyber-attaquants pour
les problèmes de sécurité liés à Java depuis la sortie de la première version en
1996.
Ces statistiques mettent également en lumière un pic de découvertes de vulnéra-
bilités en 2009 puis un autre en 2012/2013. Ces pics coïncident avec les audits de
sécurité qui ont eu lieu après la découverte respective des vulnérabilités CVE-
2008-5353 3 et CVE-2012-4681 4. Ces deux vulnérabilités sont connues pour avoir
engendré des vagues de cyber-attaques massives du fait de leur portabilité et de
leur taux d’exploitabilité de 100%.
Par ailleurs, au regard de l’intensité des cyber-attaques visant Java en 2012
et des difficultés d’Oracle à proposer des correctifs de sécurité pérennes, le dé-
partement de la sécurité intérieure des États-Unis avait fortement recommandé
d’abandonner la technologie Java 5. Malheureusement cela nécessiterait de se
débarrasser des téléviseurs, cartes bleues, smartphones, serveurs d’applications,
systèmes avioniques et d’une bonne partie des infrastructures informatiques ac-
tuelles au profit d’une technologie concurrente pas nécessairement plus efficace
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Figure 2.1 – Vulnérabilités Java découvertes entre 1996 et 2013
Figure 2.2 – Vulnérabilités Java découvertes entre février 2009 et février 2013
10 CHAPITRE 2. ÉTAT DE L’ART
C’est pourquoi il est nécessaire de proposer un mécanisme de sécurité intégré à la
machine virtuelle Java, complétant les mécanismes Java existants et supportant
les applications Java existantes sans que cela nécessite de les recompiler.
2.2 Modèle d’attaques Java
Étant donné que l’objectif est au minimum de prévenir les vulnérabilités Java
connues, nous commençons par analyser les types de vulnérabilité identifiés dans
Java. Nous présentons les raisons pour lesquelles ces types d’attaque restent
d’actualité.
2.2.1 Corruption de mémoire
Par nature, certaines vulnérabilités reposent sur un bug informatique qui en-
traîne un problème de sécurité. De nombreux bugs informatiques consistent en
une corruption de la mémoire c’est-à-dire une mauvaise modification de la mé-
moire (ex : mauvaise initialisation de pointeurs, débordement de tampons, etc.).
L’espace mémoire des applications est protégé de ces corruptions par les vérifi-
cations que fait la machine virtuelle. Cependant l’hyperviseur Java qui contrôle
les objets Java n’est pas protégé de ces corruptions.
Statistiquement, la probabilité d’apparition de bugs et in-fine de vulnérabilités
dans une implémentation de l’hyperviseur Java (JRE) n’est pas nulle. C’est
pourquoi on découvre parfois des vulnérabilités liées à Java mais que l’on pensait
spécifiques aux applications natives telle que la CVE-2010-0842 6.
En pratique ce type d’attaque au niveau de l’hyperviseur Java est relativement
rare car sa taille est petite en comparaison avec la taille d’un noyau de système
d’exploitation traditionnel tel que Windows ou Unix. Étant donné que les pro-
blèmes au niveau de l’hyperviseur sont bien maîtrisés nous considérons que ce
type d’attaque sort du cadre de notre étude. Cependant, nous nous intéressons
à prévenir les corruptions mémoire qui existent au niveau de l’espace mémoire
Java. En effet, même si la machine virtuelle contrôle bien l’espace Java, il reste
une probabilité importante de corruption de l’espace Java violant l’intégrité de
celui-ci. Notre étude visant à améliorer l’intégrité de l’espace mémoire Java,
nous allons citer des types d’attaques sur celui-ci.
6. http://www.rapid7.com/db/modules/exploit/windows/browser/java_mixer_
sequencer
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2.2.2 Confusion de type
Java est un langage fortement typé et l’utilisation d’une machine virtuelle pour
exécuter des programmes Java (JVM) apporte la possibilité de réaliser des véri-
fications à la volée (cf. section 2.3.1). Parmi ces vérifications, il existe un contrôle
strict sur le forçage de types entre deux objets Java. L’attaque par confusion
de type consiste alors à exploiter un bug dans l’implémentation de cette vérifi-
cation ou une erreur matérielle [7] afin de contourner les limitations imposées
sur la visibilité des membres d’une classe privilégiée de l’application ou de l’API
Java [8].
L’illustration la plus simple d’une telle attaque est l’usurpation (spoofing) d’une
classe Java système. Si l’attaquant usurpe le type d’une instance de cette classe
système en le forçant en un type dont tous les membres sont de visibilité pu-
blique, alors cet attaquant pourra accéder sans restrictions à tous les membres
de cet objet système. Par exemple, les auteurs de [9] réalisent une analyse de
la vulnérabilité CVE-2012-0507 dont l’exploitation repose sur le principe de
confusion de type.
On peut assimiler ce type d’attaque à une corruption mémoire de l’espace Java.
Nous en concluons que contrôler plus finement l’espace mémoire Java, c’est à
dire là où résident les objets Java, devrait permettre d’empêcher ce type de
vulnérabilité.
En pratique ce type d’attaque est difficile à contrer car intimement lié à une
implémentation de la JVM. Toutefois, les privilèges de la classe usurpatrice
peuvent tout de même être limités en contrôlant finement ses interactions avec
les autres objets Java.
2.2.3 Défaut de contrôle d’accès
Le langage Java propose des notions de protection (public/private/protected/-
default) pour les objets Java qui s’appliquent aux méthodes et aux champs.
Ces attributs de sécurité lorsqu’ils sont positionnés sur les objets participent à
la garantie de l’intégrité et de la confidentialité des données et fonctionnalités
sensibles d’une application.
Pour contrôler finement l’accès à ces éléments, le développeur se doit alors d’ap-
peler des fonctions de contrôle d’accès vérifiant les privilèges de l’appelant vis
à vis de l’objet appelé et de ses méthodes via l’API Java Authentication and
Autorisation Services (cf. section 2.3.4). Le développeur doit donc écrire une
partie des fonctions de contrôle d’accès.
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En pratique, même s’il est du ressort de l’administrateur de la machine de définir
les objectifs de sécurité, étant donné que le développeur participe à la garantie de
ces objectifs, des développeurs défaillants ou malicieux peuvent compromettre
la confidentialité et/ou l’intégrité de l’environnement Java voire éventuellement
prendre le contrôle du système d’exploitation hôte. Selon [10], il s’agit ici de la
principale origine des problèmes de contrôle d’accès dans Java.
L’objectif de notre étude est donc de prévenir les développeurs défaillants ou
malicieux en garantissant les objectifs définis par l’administrateur indépendam-
ment des contrôles fait par programmation. Nous détaillerons dans la suite de
cet état de l’art le principe de JAAS avec les liens entre le rôle de l’administra-
teur et du programmeur puisque celui-ci est au cœur de la majorité des attaques
sur Java.
2.2.4 Abus de l’inspection de pile
Les auteurs de [11] expliquent que l’obtention d’une référence sur un objet pri-
vilégié de la JVM n’est pas problématique en soit. En effet, il peut être légitime
qu’un objet non privilégié puisse appeler un objet privilégié. Mais les vérifica-
tions de privilèges réalisées par l’inspection de pile se limitent dans certains cas à
l’objet privilégié, ce qui fait que l’objet appelant non privilégié peut ainsi élever
ses privilèges. Ce comportement est confirmé par la documentation officielle de
Oracle [12]. Ainsi ces mêmes auteurs détaillent plusieurs méthodes génériques
pour abuser de cette faiblesse du contrôle d’accès de Java en appelant des mé-
thodes privilégiées de l’API Java.
Par exemple, l’API de réflexion permet d’accéder à des méthodes privilégiées.
Ceci est confirmé par [10] qui souligne l’aspect sensible de cette API système
car capable de contourner les restrictions d’accès via les objets privilégiés de la
JVM.
En pratique, un mécanisme d’inspection de pile plus élaboré que celui de la JVM
existante devrait être capable de contrôler ces élévations de privilèges.
2.3 Modèle de sécurité standard de Java
Conceptuellement il n’y a pas de différence entre une machine virtuelle Java
(JVM) et une machine virtuelle Virtualbox, VMWare ou autre. Ce sont toutes
des implémentations logicielles d’un processeur abstrait, d’un gestionnaire de
mémoire et d’un contrôleur d’entrées/sorties. Ainsi la JVM est constituée d’un
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hyperviseur, de classes Java systèmes et de classes invitées. La différence prin-
cipale avec un système d’exploitation invité, via Virtualbox par exemple, est
qu’un invité de l’hyperviseur Java est constitué de classes Java et non pas de
binaires.
La licence attachée à Java autorise n’importe quel éditeur à proposer son implé-
mentation de JVM à condition de respecter les spécifications techniques de la
machine virtuelle [13] et du langage [14]. Ainsi, tout programme Java est com-
patible avec la machine virtuelle de Sun/Oracle (Hotspot) mais aussi avec celle
d’éditeurs tiers comme Avian 7, Apple 8 ou encore IBM 9. L’hyperviseur Java de
Google pour Android (Dalvik 10 [15]) ne respecte pas entièrement les spécifica-
tions de la machine virtuelle [13] mais supporte bien le langage Java [14].
Cette section propose une analyse des différents mécanismes de sécurité présents
en standard dans les machines virtuelles Java. Une analyse plus détaillée du
fonctionnement interne d’une JVM est disponible dans [16].
2.3.1 Sécurité du langage
Le langage Java est souvent considéré comme sûr par la communauté de déve-
loppeurs car il n’y a pas, par exemple, de gestion explicite de la mémoire ni de
manipulation directe des pointeurs contrairement aux langages C et C++. De
plus, l’utilisation d’une machine virtuelle permet de vérifier à la volée certaines
opérations dangereuses et détecter par exemple les débordements de tampon ou
le formatage de chaînes de caractères non contrôlées (cf. figure 2.3).
1 import java.io.*;
2
3 public class FormatString {
4 public static void main(String [] argv) {
5 System.out.printf(argv [0]); // <-- argv [0] == "%s"
6 }
7 }
Figure 2.3 – Exemple d’une vulnérabilité de type Format String non exploitable
dans les environnements Java.
Une exception de type MissingFormatArgumentException est levée si %S est passée en ar-
gument. Il s’agit ici d’une exception silencieuse qui n’est pas gérée par le programme.
Pourtant, un langage sûr n’implique pas nécessairement du code exempt de bugs
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dans la découverte de vulnérabilités liées à Java. Cette tendance est confirmée
en regardant le rythme des contributions dans les bases d’exploits publiques
(Metasploit 11, 1337day 12, etc.).
C’est pourquoi, l’Agence Nationale pour la Sécurité des Systèmes d’Informa-
tion (ANSSI) propose un ensemble de recommandations liées à l’utilisation et
au développement d’applications Java [10]. Cependant, l’usage stricte de ces
recommandations semble difficile en pratique. Il est donc préférable d’avoir des
méthodes de protection en profondeur au sein de la JVM afin de pallier les
erreurs de programmation.
2.3.2 Chargeurs de classes et isolation mémoire
Afin de compartimenter l’espace d’adressage de la JVM, différents chargeurs de
classes (classloader [13, 16]) sont utilisés. En pratique l’espace d’adressage est
ainsi subdivisé en différentes zones mémoire qui sont isolées entre elles. Cepen-
dant des interactions existent entre ces différents espaces mémoire. Par exemple,
un objet de la zone application peut appeler un objet de la zone système.
Un chargeur de classe (classloader) importe à la volée les classes Java en vérifiant
au-préalable le format du .class importé, le typage, les références à d’autres
classes. En pratique, un classloader garantit l’unicité des classes dans l’espace
de nom dont il a la responsabilité [17]. En standard, la JVM implémente trois
classloaders [13] qui peuvent être étendus en fonction des besoins :
— BootstrapClassloader pour charger les classes nécessaires au démar-
rage et au fonctionnement de la JVM (les classes noyau) ;
— SystemClassloader pour charger les extensions de l’API Java et les
classes systèmes ;
— ApplicationClassloader pour charger le programme Java de l’utilisa-
teur.
L’isolation mémoire offerte par le classloader est au cœur du modèle de sécurité
de Java. La section 2.3.3 détaille ce lien entre le classloader Java et les méca-
nismes d’autorisation de Java faisant parties de JAAS. Cependant, des attaques
existent sur le mécanisme de chargement qui passent généralement par des dé-
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2.3.3 Java Authentification & Authorization Services
La Java Authentication & Authorization Services (JAAS) est une API de sé-
curité en standard depuis Java 1.1, qui implémente des primitives d’authentifi-
cation et de contrôle d’accès [18]. Seule la partie authorization de JAAS nous
intéresse car, comme nous l’avons vu, les faiblesses de Java reposent essentielle-
ment sur les fragilités du contrôle d’accès.
JAAS s’appuie sur un contrôle d’accès traditionnel puisqu’il permet à un ad-
ministrateur d’écrire facilement des règles du type Sujet {Permissions}−−−−−−−−−→ Objet
. Cependant, la mise en œuvre du contrôle nécessite une intervention des pro-
grammeurs sur la base d’une spécification. C’est cette intervention qui constitue
une des sources d’erreurs et fragilise la garantie du respect des politiques.
Avec JAAS, l’administrateur définit des capacités (C) pour les différents sujets
(S), ce qui correspond à une partie de la règle de contrôle soit S −→ C . Par
ailleurs, le programmeur a la charge de réutiliser des spécifications, définissant
à quoi correspondent les capacités soit C :{P1 −→ O1, P2 −→ O2, ... }, afin de
coder le contrôle d’accès correspondant au sein des objets (O1, O2, ...).
Ainsi, par la combinaison du travail de l’administrateur et de l’implantation
par le programmeur du contrôle d’accès nécessaire aux capacités (cf. figure 2.4),
JAAS permet de définir et de garantir des règles de contrôle d’accès élaborées
S {P1}−−−→ O1 , S {P2}−−−→ O2 , ...
Administrateur︷ ︸︸ ︷
(Sujet JAAS) {Capacité}−−−−−−−→(Objet Java)︸ ︷︷ ︸
Développeur
Figure 2.4 – Répartition des responsabilités dans la définition des politiques
Java
Les politiques Java reposent sur des capacités. Le développeur traduit les capacités définies
dans les spécifications en points de contrôle dans le corps des méthodes Java. L’administra-
teur utilise ces capacités pour autoriser des sujets JAAS à accéder à des ressources ou des
fonctionnalités de l’application.
On peut déjà faire trois remarques.
Premièrement, le travail de l’administrateur est facilité puisque celui-ci manipule
seulement des capacités et n’a donc pas à connaître le détail des règles de contrôle
d’accès associées aux capacités. Il bénéficie ainsi d’une factorisation des règles
S {P}−−→ O sous la forme S −→ C qui se fait au détriment d’un manque de
finesse et de visibilité.
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Deuxièmement, le détail du contrôle d’accès associé à une capacité peut évoluer
facilement puisque les politiques des administrateurs ignorent ce détail. Ainsi,
l’administrateur n’aura pas à changer ses règles si la spécification évolue. Ce-
pendant, les évolutions doivent être connues de l’administrateur afin qu’il sache
si ses objectifs de sécurité restent satisfaits. On voit que la facilité d’évolution
n’est pas favorable à la visibilité du contrôle requis.
Troisièmement, la satisfaction des règles de contrôle d’accès est du ressort du
programmeur. En effet, c’est lui qui a la charge de placer les points de contrôle
dans les différents objets concernés par la capacité. Par exemple, il devra placer
un point de contrôle dans la méthode P1 de l’objet O1 et un point de contrôle
dans la méthode P2 de l’objet O2. Ainsi, la garantie est faible car dépendante
du programmeur.
Administration des besoins de protection
L’administrateur de la machine hôte peut définir les capacités des sujets. Les
sujets sont définis au moyen de différentes informations (signedBy, codeBase
et principal). Une capacité est définie au moyen d’un attribut permission. La
figure 2.5 donne la syntaxe correspondante. Ainsi, l’administrateur autorise
(grant) un signataire, une localisation du code (codeBase), une identité (princi-
pal) ou les trois à accéder à une fonctionnalité c’est à dire lui donne une capacité
(permission). JAAS applique le principe du moindre privilège [19] c’est-à-dire
que tout ce qui n’est pas explicitement autorisé est interdit. L’administrateur
n’a donc qu’à autoriser un ensemble de capacités, les capacités restantes étant
naturellement interdites selon ce principe. On voit que JAAS repose sur une
bonne pratique de sécurité.
1 grant signedBy "signer_names", codeBase "URL",
2 principal principal_class_name "principal_name",
3 principal principal_class_name "principal_name",
4 ... {
5
6 permission permission_class_name "target_name", "action",
7 signedBy "signer_names";




Figure 2.5 – Syntaxe des fichiers de politique JAAS
Le rôle du classloader est essentiel puisque c’est lui qui a la responsabilité de cal-
culer, au chargement des classes, les sujets et les permissions associés à chaque
classe. Ainsi, le contexte de sécurité JAAS de la classe de même que ses privi-
lèges sont stockés dans un objet de type java.security.ProtectionDomain 13
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Dans la terminologie Java le sujet est appelé domaine de protection et com-
prend le signataire du .jar, l’URL du .jar/.class et l’identité des principaux
Java. Certaines classes ne sont pas soumises au contrôle parce qu’il s’agit de
classes privilégiées telles que les classes système ou noyau. C’est la raison pour
laquelle elles sont chargées par des classloaders dédiés qui bien que n’effectuant
pas de contrôles garantissent une isolation mémoire de ces classes privilégiées.
1 public class ProtectionDomain {
2
3 /* CodeSource */
4 private CodeSource codesource ;
5
6 /* ClassLoader the protection domain was consed from */
7 private ClassLoader classloader;
8
9 /* Principals running -as within this protection domain */
10 private Principal [] principals;
11
12 /* the rights this protection domain is granted */
13 private PermissionCollection permissions;
14
15 /* if the permissions object has AllPermission */
16 private boolean hasAllPerm = false;
17
18 /* the PermissionCollection is static (pre 1.4 constructor)
19 or dynamic (via a policy refresh) */
20 private boolean staticPermissions;
21 }
Figure 2.6 – Source de la classe java.security.ProtectionDomain
Les champs de l’objet représentant le domaine de protection de la classe conformément à la
syntaxe des politiques Java (cf. figure 2.5). De plus, on note la présence d’une référence sur
le classloader afin d’indiquer dans quel espace d’adressage se situe la classe (kernel, système,
application, ...).
En pratique, un domaine de protection Java contient les informations de haut
niveau qui abstraient les mécanismes internes tels que la signature de code,
l’authentification d’utilisateurs et les capacités. Cette abstraction facilite la dé-
finition des politiques Java. Cependant, l’utilisation et la mise en œuvre de ces
abstractions ne sont pas immédiates ni complètement sûres. Notamment, nous
l’avons vu, la satisfaction des capacités est à la charge du programmeur des
classes correspondant aux objets.
2.3.4 Définition et satisfaction des capacités
Comme expliqué précédemment, une capacité abstrait un ensemble de privi-
lèges sur différents objets. Par exemple, les spécifications de sécurité pour Java
1.7 [20] définissent la capacité java.lang.RuntimePermission "loadLibrary"
comme permettant d’appeler les méthodes load() et loadLibrary() des classes
java.lang.Runtime et java.lang.System. Le développeur de ces deux classes
doit alors coder les méthodes load() et loadLibrary() en vérifiant que le sujet
du code appelant possède bien la capacité nécessaire ; ici la capacité "loadLibrary",
par exemple.
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Ces spécifications montrent également que l’accès à une méthode peut être
autorisé par différentes capacités qui sont sélectionnées au moyen d’une lo-
gique associée à cette méthode. Par exemple, la méthode send() de la classe
java.net.DatagramSocket est associée à une logique qui sélectionne la capa-
cité java.net.SocketPermission "accept,connect" si l’adresse d’envoi est
de type multicast ou la capacité java.net.SocketPermission "connect" pour
une adresse unicast. Ainsi, la capacité requise pour la méthode send() varie.
Il revient donc aux spécifications de définir la logique d’association entre les
capacités et les objets concernés. Cependant, le point intéressant est que cette
logique est avancée puisqu’elle peut utiliser l’expressivité du langage Java pour
affiner encore. Par contre, il est du ressort du développeur de mettre en place
cette logique au sein des méthodes des objets concernés. Ce qui laisse la place à
des erreurs de codage. Ainsi l’extrait de code du contrôle d’accès à la méthode
load() de java.lang.Runtime montre que le programmeur doit faire un appel
explicite à JAAS via l’objet SecurityManager (cf. figure 2.7). Nous présentons
le rôle du SecurityManager, c’est à dire du contrôleur JAAS, dans la section
suivante.
L’approche est extensible car elle permet à un développeur de définir par pro-
grammation une nouvelle capacité. Pour cela, le programmeur définit le nom de
la capacité, une liste de permissions et les ressources concernées. Par exemple,
le développeur crée une classe java.io.FilePermission définissant le nom de
la capacité, la liste de permissions (read, write, ...) qui sera contrôlée par cette
classe ainsi qu’un type de ressource ici un nom de fichier. Une capacité peut être
directement une fonctionnalité de la JVM ou de l’application et dans ce cas la
capacité se réduit à un nom.
1 public void load(String filename) {
2 SecurityManager security = System.getSecurityManager ();






9 ClassLoader.loadLibrary(fromClass , filename , true);
10 }
Figure 2.7 – Code de la méthode load protégée par la capacité "loadLibrary".
Security Manager
Comme présenté ci-dessus, les développeurs posent des points de contrôle dans
les objets concernés par une capacité en faisant un appel à l’objet de type
java.lang.SecurityManager. Celui-ci est un proxy de la classe java.security.
AccessController qui vérifie les privilèges pour chaque domaine de protection
présent dans la pile d’appels.
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1 SecurityManager security = System.getSecurityManager ();
2 if (security != null) {
3 security.checkXXX(argument , . . . );
4 }
Figure 2.8 – Code de référence pour invoquer JAAS
Cette portion de code est généralement placée en entête de la méthode à protéger, de manière
à constituer les premiers bytecodes exécutés au moment de l’appel. Le développeur précise
la permission Java que le code appelant doit posséder pour continuer l’exécution. Si le code
appelant ne possède pas le privilège demandé par le développeur alors une exception de type
java.lang.SecurityException est levée.
En plaçant le contrôle d’accès hors de portée de l’utilisateur de l’application,
JAAS suit clairement une approche obligatoire puisque l’utilisateur final n’a pas
la possibilité de définir ou modifier la politique. Par contre, la méthode mise en
œuvre par JAAS pour garantir cette politique ne respecte pas entièrement les
critères d’un moniteur de référence de Anderson [21] car le moniteur de référence
de JAAS est désactivable par programmation 15. C’est pourquoi les développeurs
doivent vérifier si un SecurityManager est bien présent (cf. figure 2.8). En
conséquence, JAAS ne propose pas de réel moniteur de référence ce qui ne
permet pas d’en faire une approche obligatoire satisfaisante.
Inspection de pile
Comme décrit précédemment, le SecurityManager de JAAS utilise la classe
java.security.AccessController qui réalise une inspection de la pile d’exé-
cution (Stack Based Access Control - SBAC). Un tel mécanisme s’appuie sur
une analyse en profondeur du contenu de la pile d’exécution du thread au mo-
ment du contrôle d’accès, d’où le nom de cette approche. Apparue initialement
avec Netscape, les machines virtuelles comme Java [22, 23] ou les environne-
ments d’exécution comme CLR [24] utilisent l’inspection de pile pour empêcher
les élévations de privilèges non contrôlées.
En pratique, la classe java.security.AccessController construit une copie
de la pile dans java.security.AccessControlContext 16 qui contient la liste
des domaines de protection de la pile d’appels. Ainsi, la classe vérifie que tous
les contextes de la pile ont bien les privilèges demandés par l’objet en haut de
la pile. Ainsi, on évite les élévations de privilèges d’une méthode non-privilégiée
qui appelle une méthode privilégiée.
Cependant en pratique, il est nécessaire d’autoriser certaines élévations de privi-
lèges pour des raisons fonctionnelles. Par exemple, un objet non privilégié qui né-
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doPrivileged() pour autoriser une élévation de privilège. Toutes les actions
passées en paramètre de cette méthode 17 seront exécutées avec les privilèges
de l’objet appelant immédiat. En d’autres termes, cela ordonne à JAAS ne pas
inspecter la pile d’exécution au delà de l’objet ayant appelé doPrivileged().
Comme l’indique la documentation officielle [12], cette fonctionnalité de JAAS
induit un risque d’élévation de privilèges non contrôlé puisqu’elle désactive tous
les contrôles à un certain niveau de la pile. Dans l’exemple simplifié qui suit on
voit que le contrôle s’arrête au niveau de o1 ce qui autorise une élévation non
contrôlée et potentiellement malveillante pour l’objet o0 qui obtient le privilège







Figure 2.9 – Illustration du fonctionnement de doPrivileged().
o0 appelle o1, puis o1 appelle o2 qui appelle o3.
En conséquence ; pour certaines interfaces de programmation comme l’API de
réflexion Java [11], les risques induits sont difficilement maîtrisables comme le
rappel l’ANSSI [10] ou le CERT [25].
Bien qu’il existe différentes limitations sur l’inspection de pile dont nous parle-
rons ultérieurement, une des fragilités de l’approche JAAS nous semble être la
possibilité de la désactiver à partir d’un certain niveau de la pile. Cela peut être
pertinent si le comportement du programme est maîtrisé et présente un certain
niveau de sécurité mais cette désactivation de l’inspection de pile reste risquée.
2.4 Amélioration de la sécurité Java
Il existe plusieurs façons de contrôler les flux d’information à l’intérieur d’une
application Java dont certaines sont des transpositions à Java d’approches pré-
17. http://docs.oracle.com/javase/7/docs/api/java/security/PrivilegedAction.html
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sentes dans les systèmes d’exploitation étant donné que la JVM a une architec-
ture proche. Cette section se propose de passer en revue les approches relatives
à l’amélioration du modèle de sécurité de Java.
2.4.1 Inspection de pile augmentée
L’inspection de la pile d’exécution est une méthode de contrôle d’accès qui
détermine si un fil d’exécution (thread) peut appeler une méthode privilégiée
en tenant compte des appels précédents. L’implémentation d’un tel mécanisme
s’appuie principalement sur l’analyse des privilèges des éléments contenus dans
la pile d’exécution du thread, d’où son nom.
La difficulté de l’approche est d’être en mesure de capturer les appels aux mé-
thodes à protéger. Dans le cas de Java, le développeur a la responsabilité d’ins-
trumenter son programme avec du code Java en charge de déclencher l’inspection
de la pile (cf. section 2.3.4). L’inconvénient majeur de s’en remettre à l’exper-
tise du développeur est que cela enlève à l’expert en sécurité toute flexibilité
sur le choix des méthodes à contrôler et sur les privilèges à vérifier. Ainsi, la
mise en oeuvre du contrôle n’est pas sous la responsabilité d’un réel moniteur
de références.
D’ailleurs, les auteurs de [26] expliquent que l’inspection de pile ne tient pas
compte des méthodes dont le contexte d’exécution a disparu de la pile d’appels
(cf. figure 2.10) ce qui peut potentiellement contourner la politique de sécurité.
La solution des auteurs est de garder en mémoire tout l’historique d’exécution
d’un thread afin de traiter l’aspect transitif des propriétés de sécurité. Mais il ne
peut y avoir d’utilisation réaliste de cette solution car l’historique peut grandir
jusqu’à une saturation de la machine virtuelle Java. De plus, cette approche a
pour inconvénient que l’appel à une méthode moins privilégiée empêchera tout
appel ultérieur à une méthode privilégiée. Cela ne répond donc pas à la nécessité
d’autoriser certaines élévations de privilèges.
Dans [27], les auteurs considèrent les flux d’information entre méthodes plutôt
que les privilèges du code précédemment exécuté. Avec une approche par preuve
formelle et de l’analyse dynamique de code, ils montrent qu’ils sont en mesure
de garantir des propriétés d’intégrité pour chaque fil d’exécution. Cependant, la
complexité algorithmique de leur solution ne semble pas satisfaire à une mise
en œuvre réaliste.
Au final, on constate que l’inspection de pile est certes en mesure de contrôler
quelques élévations de privilèges mais pas toutes. Certaines élévations sont même
très difficiles à contrôler comme celles impliquant plusieurs threads.















































Figure 2.10 – Exemple d’un flux non-détectable par inspection de pile
Si M1 appelle M2 (a), puis M1 appelle M3 (b) alors la stack frame de M3 écrase celle de M2.
Il s’agit ici d’un flux indirect entre M2 et M3 (c) qui n’apparaît pas dans la pile d’exécution
du thread.
2.4.2 Analyse de programmes
Le but de l’analyse de programmes est de pouvoir prédire les flux d’informations
non-sûrs soit à partir des sources du programme soit durant son exécution. De
façon générale, il existe une intense activité de recherche autour de l’analyse
de programmes où l’auteur de [28] compte par exemple plus d’une centaine de
publications sur le sujet. La littérature en vigueur s’appuie essentiellement sur
les flux de données entre composants du programme. Un état de l’art sur les
méthodes d’analyse des bytecodes Java est d’ailleurs proposé par [29].
Cependant le théorème de Rice [30] démontre que la garantie de propriétés de
sécurité à partir de l’analyse des sources d’un programme est un problème indé-
cidable. En d’autres termes, il n’existe pas d’algorithmes en mesure de certifier
l’application d’une propriété de sécurité en un temps et un espace fini avec cette
méthode.
1 // RICE theorem illustration
2 int main(int argc , char * argv []) {
3 int x = 1;
4 printf("(%d %d %d)\n", x++, x, ++x);
5 }
Figure 2.11 – Illustration du théorème de H.G. Rice
L’incrémentation de la variable entière x se fait lors de l’appel à la fonction printf. En
pratique cette fonction affichera soit (1 2 3) soit (2 2 2) car l’ordre d’évaluation de ses
arguments est à la discrétion du compilateur [31].
Ainsi, ce type d’approche se limite souvent à la vérification de quelques flux
comme ceux sortant du programme. Les effets de bord sont multiples (cf. lis-
ting 2.11) et il est difficile en pratique de garantir des propriétés de sécurité à
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l’échelle d’un programme complet. C’est pourquoi la JVM se limite à garantir
la conformité des .class par rapport aux spécifications techniques de Java.
2.4.3 Coloration dynamique
L’idée de la coloration dynamique est de suivre la propagation d’une donnée
au travers du programme et ainsi surveiller les flux de l’application [32, 33]. Le
principe est d’attribuer une étiquette, appelée couleur, à chaque variable du
programme. Puis, pendant l’exécution du programme, chaque entité qui réalise
une opération de lecture sur cette variable est contaminée par la couleur qui lui
est associée. Par transitivité, le programme est ainsi coloré suivant la propaga-
tion de l’information ce qui permet, en théorie, de traiter les flux d’informations
indirects.
Très populaire dans le domaine de l’analyse de malware [34], cette technique est
parfois utilisée pour garantir l’application d’objectifs de sécurité. Par exemple
les auteurs de [35–37] s’appuient sur l’approche Blare [38, 39] pour garantir la
cohérence d’accès aux objets de la Machine virtuelle Java ou Dalvik vis à vis
d’une politique de sécurité centrée sur les flux directs. Pour cela, ils demandent
de spécifier une politique pour chaque objet de la JVM et, si besoin, une colo-
ration initiale de sorte que tout accès indirect qui ne serait pas autorisé par la
politique d’accès direct soit considéré comme malveillant et donc illégitime.
Blare est représentatif de ce type d’approche où la logique de contrôle est basée
sur le fait qu’un sujet d’une couleur donnée ne peut accéder qu’aux objets de
la même couleur que lui. On remarque immédiatement que le nombre de cou-
leurs utilisées influence directement la granularité de contrôle. Ainsi si le nombre
de couleurs utilisées est trop faible, il devient difficile de distinguer avec préci-
sions certains flux d’informations. À l’opposé, si le niveau de coloration est trop
élevé, la propagation des couleurs sera telle que chaque entité sera progressive-
ment coloriée avec les mêmes couleurs, annihilant ainsi la possibilité de garantir
l’application de propriétés de sécurité. Une mauvaise coloration conduit alors à
une sur-approximation/sous-approximation des flux d’informations légitimes et
induit donc des faux-positifs/faux-négatifs.
Prenons l’exemple de JBlare, l’implémentation de Blare pour Java [35]. Ses
auteurs illustrent le cas d’un serveur web compromis qui tente d’accéder au ré-
pertoire personnel des utilisateurs du système. Ces répertoires et le serveur web
étant colorés différemment, Blare détecte la violation de la politique et bloque
donc l’opération d’accès. Cependant la politique Blare n’utilise que deux cou-
leurs dans cet exemple, bleu et jaune respectivement. Ainsi, il n’est pas possible
d’autoriser le serveur web à accéder de façon légitime au dossier d’un utilisateur
qui souhaite le partager. Dans ce cas, JBlare lève un faux-positif lorsque le ser-
veur web accède au dossier partagé. Par ailleurs, JBlare autorise implicitement
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toutes opérations entre les répertoires personnels des utilisateurs du système ce
qui n’est pas nécessairement légitime (cas des répertoires /root et /home/user).
Pour corriger ce défaut, il faudrait donc augmenter considérablement le nombre
de couleurs avec au moins une couleur par utilisateur, et là encore le partage
entre utilisateurs est problématique. Dans [40], ils visent à permettre un par-
tage via des processus multicouleurs, cependant cette approche tend soit à tout
colorer par des couleurs multiples soit à ce que les couleurs multiples soient
inaccessibles pour éviter la contamination.
Les travaux initiés par [41] proposent un moniteur de référence pour la machine
virtuelle Java basé sur la coloration [42], idée reprise par [32], avec les limitations
en termes de performance et d’expressivité des politiques que cela implique.
La littérature en vigueur comme par exemple [43] s’accorde à dire que la com-
plexité des algorithmes de coloration et de vérification est telle qu’il est obli-
gatoire de réduire les couleurs disponibles pour ne pas nuire aux performances.
Ainsi, beaucoup d’implémentations basées sur la coloration doivent se limiter
afin de passer à l’échelle. De plus, elles sur-approximent les flux d’informations
car elles n’offrent pas de possibilité de logique de contrôle avancée comme le
permet JAAS. En conséquence, toutes les implémentations des techniques de
coloration pour Java ou Android, telles que JBlare [35] et AndroBlare [36, 37],
souffrent de ce défaut.
Au final, les approches par coloration ne sont applicables que pour des petits
programmes tels qu’un malware et ne conviennent pas à des applications de
plus grande envergure. De plus et bien qu’il soit possible de définir la politique
de sécurité, c’est à dire les relations entre couleurs, le langage utilisé permet
difficilement d’exprimer un large panel d’objectifs de sécurité.
2.4.4 Prédicats de sécurité
Un prédicat de sécurité est une fonction booléenne qui évalue les autorisations
d’accès aux endroits clefs d’un programme. Son principal avantage est qu’il
apporte une preuve formelle de l’application des propriétés de sécurité qu’il
garanti.
Les cartes à puce sont le domaine d’application de prédilection de ce type d’ap-
proche [44]. On note toutefois certains travaux de recherche pour des applica-
tions plus génériques tels que Haskell [45], Caml [46] ou Java [47].
En dehors des problèmes liés aux contraintes de licence et au contournement des
mesures de protection [48] pour les applications non ouvertes, ce type d’approche
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requiert en pratique un long travail d’instrumentation qui nécessite d’avoir accès
au code source de l’application. De plus, elles sont proches des méthodes de
vérification [49,50] et ne sont applicables que dans des environnements restreints.
Ainsi, ce type d’approche est lié à du développement de code sûr. Cela pose
des problèmes de passage à l’échelle et n’est pas accessible à un administrateur
système qui souhaiterait déployer des applications Java ou du code mobile.
2.4.5 Contrôle d’accès
Le contrôle d’accès s’intéresse principalement à garantir deux propriétés de sécu-
rité : la confidentialité et l’intégrité des informations contenues dans le système.
Pour cela, l’approche consiste à vérifier qu’une entité Sujet (généralement un
utilisateur) possède les droits nécessaires lorsque celle-ci souhaite accéder à une
entité Objet (généralement une ressource du système). La définition de la po-
litique ainsi que le contrôle peuvent se faire soit de façon discrétionnaire (les
droits d’accès sont à la "discrétion" de l’utilisateur) soit de façon obligatoire
(indépendamment de la volonté de l’utilisateur). Les approches discrétionnaires
sont réputées pour être plus faibles que les approches obligatoires [51]. C’est
pourquoi nous nous intéressons ici qu’aux seules approches obligatoires dispo-
nibles pour Java.
Contrôle d’accès multi-niveaux/multi-catégories
Historiquement, les approches multi-niveaux (MLS) sont l’application à l’in-
formatique des principes de classification de l’information issus du domaine
militaire. L’idée fondamentale est d’attribuer à chaque entité et ressource du
système un niveau de sensibilité (SL) puis de réaliser une comparaison arithmé-
tique pour en déduire les autorisations. La politique de sécurité correspondante
est alors codée en dur dans l’implémentation MLS et découle directement de
la propriété de sécurité à garantir. Par exemple, les implémentations de type
Bell-Lapadula [52,53], Biba [54] et Mandatory Integrity Control (MIC) [55] ont
respectivement pour but de garantir la confidentialité, l’intégrité et la disponi-
bilité (cf. table 2.1).
Les approches multi-catégories (MCS) sont orthogonales à MLS. Elles sont ba-
sées sur l’utilisation de catégories de sensibilité (SC) attribuées à chaque entité
et ressource du système. Les autorisations sont ensuite calculées en fonction des
relations qui existent entre les catégories du Sujet et celles de l’Objet.
Bien que souvent limités à la garantie d’une seule propriété de sécurité, les
modèles de type MLS/MCS ont cependant l’avantage d’être performants et









Table 2.1 – Principales politiques de sécurité MLS
faciles à implémenter car ils ne font intervenir que des opérations booléennes.
Les auteurs de [56] proposent ainsi de propager le label MLS/MCS des contextes
SELinux dans les applications Java ; le but étant de renforcer l’isolation des flux
d’informations "en transit" dans la JVM. Mais cela ne suffit pas à garantir un
contrôle fin de tous les flux d’information d’une application car la politique MLS
appliquée reste limitée aux seules règles de la littérature.
Autre exemple notable, Laminar [57] s’appuie sur une logique MLS pour contrô-
ler les flux d’informations à la fois au niveau système et au niveau applicatif. Il
s’agit ici d’un modèle de contrôle des flux décentralisé (DIFC) [58] duquel s’ins-
pire des implémentations de contrôle au niveau langage [59] et système [60]. Le
principe est de considérer que la signification d’un niveau de sécurité est iden-
tique au niveau système et applicatif. Cette hypothèse permet une approche
globale pour contrôler tous les flux d’informations. Néanmoins, Laminar impose
de réécrire les applications à protéger et ne tient pas compte des propriétés de
sécurité exprimées par les politiques Java ce qui limite grandement l’utilité pra-
tique de cette approche. Plus généralement, les approches de type DIFC sont
connues pour induire une sur-approximation [61] des flux d’information ce qui
limite encore plus leur intérêt pratique.
En pratique, les modèles MLS autorisent une entité à changer temporairement
de niveau pour répondre à des contraintes fonctionnelles comme par exemple
les mécanismes de déclassification de l’information dans les implémentations de
type Bell-Lapadula ou bien le User Access Control (UAC) deWindows NT6 18. A
terme, cela revient à faire migrer progressivement toutes les entités du système
vers le niveau de sécurité minimal (Bell-Lapadula) ou maximal (Biba, MIC),
rompant ainsi l’isolation offerte par la protection.
Contrôle d’accès basé sur les types
Le contrôle d’accès basé sur les types (TE) propose d’étiqueter chaque entité et
ressource du système avec un identifiant défini par politique. La politique établit
les règles d’accès entre types ce qui permet de factoriser les règles de contrôle
18. Windows Vista, Windows Seven, Windows 8
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pour les entités de même nature (i.e. ayant le même type). Cette étiquette (ou
label) est extensible et peut contenir des informations complémentaires comme,
par exemple, des attributs RBAC et MLS/MCS dans le cas d’un label SELi-
nux [62]. Le Domain & Type Enforcement (DTE) étend l’approche TE en tenant
compte des cas d’usage des entités et ressources du système [63].
Le principal avantage de ces approches est que la granularité du contrôle d’accès
peut être ajustée en faisant varier la granularité des règles de typage. De même,
en contrôlant les relations entre types il est possible d’ajuster les autorisations.
Il s’agit d’une approche fine avec comme défaut principal la difficulté de calcul
des politiques.
Les auteurs de [64, 65] proposent d’étendre le contrôle d’accès SELinux du sys-
tème à Java. Cependant, la machine virtuelle Java n’implémente pas de moni-
teur de référence capable d’appliquer ce type de politique. En conséquence, ces
approches se limitent à contrôler les flux entrant et sortant de la JVM.
L’inconvénient majeur de l’approche DTE est que la richesse d’expressivité du
langage induit obligatoirement une complexité des politiques de sécurité qui
est bien au delà des capacités humaines. En pratique, une politique DTE est
donc soit très permissive soit trop restrictive ce qui nécessite des politiques
complémentaires [4, 66]. Même avec deux niveaux de politique, le problème de
la complexité de leurs définitions reste entier et ces approches statiques couvrent
mal des besoins dynamiques contrairement à des systèmes extensibles comme
JAAS.
Les auteurs de [67] proposent de contrôler les sessions HTTP par une approche
de type TE afin de renforcer l’isolation des flux d’informations dans la couche
métier des services web. L’originalité de l’approche est que les règles de contrôle
d’accès peuvent être calculées automatiquement en fonction de la spécification
des processus métiers [3]. Il s’agit donc à la fois d’une approche fine du type DTE
mais dont les politiques sont calculables automatiquement pour des processus
métiers dont le code est généré dynamiquement. En conséquence, le calcul des
politiques TE se trouve complètement automatisé et respecte les objectifs de
sécurité des processus métiers.
2.5 Conclusion et présentation du besoin
Nous avons présenté les modèles d’attaques existants sur Java en distinguant la
corruption de l’espace mémoire Java incluant la confusion de type qui permet de
violer l’intégrité de l’espace Java et les défauts de contrôle d’accès qui conduisent
à un contournement de JAAS et la désactivation de l’inspection de pile. Nous
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pensons que ces deux types d’attaques peuvent être prévenus en réalisant un
contrôle fin des privilèges entre objets.
JAAS propose un modèle solide et extensible avec la possibilité de définir de
nouvelles capacités, une logique avancée et ouverte de contrôle des capacités. Le
problème essentiel de JAAS est la fragilité de son moniteur de référence car re-
portant certaines responsabilités sur le programmeur. Une des conséquences est
que le contournement du contrôle, réalisé par JAAS, des élévations de privilèges
est rendu aisé.
Des approches complémentaires visent des alternatives à JAAS. Elles sont ba-
sées sur l’analyse de programme ou des prédicats, sur la coloration ou sur un
contrôle d’accès obligatoire. Les deux premières classes de solution n’offrent pas
la possibilité de moduler les objectifs de sécurité et présentent des problèmes
de passage à l’échelle. Les approches obligatoires sont peu développées dans le
monde Java. Il manque notamment des solutions du type DTE pour contrô-
ler finement les interactions entre les objets Java. Cependant, le problème de
complexité de calcul des politiques DTE est de façon générale ouvert mais des
travaux montrent que dans certains cas ce problème peut être résolu.
Au final, notre étude vise donc à proposer un modèle du type DTE qui manque
pour Java en montrant son efficacité sur des cas pratiques de sécurité. Ainsi, nous
montrerons qu’une telle approche peut être pertinente pour améliorer la sécurité
des applications Java. Nous essaierons de proposer une solution pour résoudre le
problème du calcul des politiques DTE afin d’obtenir une approche autonome
qui supporte a minima le modèle JAAS. Ainsi, nous couvrirons trois besoins
essentiels, un modèle de contrôle fin du type DTE, une façon d’automatiser
et optimiser les politiques et une compatibilité complète avec le modèle JAAS
puisque celui-ci est largement utilisé en pratique de part son extensibilité.
Efficacité Passage à l’échelle Maintenabilité
JAAS ++ +++ ++
Analyse de programme - - - 1 - 3 ++
Coloration dynamique + - - 2 +
Approche formelle ++ - - - 2 - - 3
Contrôle d’accès DTE ++ +++ - - 4
Notre objectif +++ +++ +++
Table 2.2 – Notre point de vue général sur l’état de l’art.
1 L’analyse de programme est prouvée comme faible (cf. section 2.4.2) ; 2 La coloration
dynamique et les approches formelles ont une complexité algorithmique limitant leur applica-
bilité (cf. sections 2.4.3 et 2.4.4) ; 3 Cette dernière avec l’analyse de programme nécessite un
accès direct au code source du programme ce qui n’est pas toujours possible (cf. sections 2.4.2
et 2.4.4) ; 4 Les approches de type DTE sont limitées par la difficulté de définir et maintenir
des politiques de sécurité (cf. section 2.4.5).
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La clef pour concevoir de grands systèmes extensibles réside plus
dans la façon dont ses modules communiquent que sur les données et
comportements internes de ces modules.
Alan Kay [68]
Notre état de l’art montre qu’il n’existe pas de modèle de protection obliga-
toire satisfaisant pour Java. Le fait que JAAS s’appuie sur des capacités pour
contrôler les flux d’informations entre objets Java nous semble pertinent. Mais,
en pratique, l’implémentation par JAAS de l’inspection de la pile d’exécution
ne permet pas de contrôler efficacement les élévations de privilèges. Plus globa-
lement, la question est de savoir comment contrôler les privilèges entre objets
pour que la protection soit plus efficace que JAAS et de type obligatoire. L’ap-
proche générale proposée doit bien sûr s’appliquer à Java, mais nous souhaitons
aussi un cadre conceptuel plus large afin que l’approche soit extensible à des
systèmes à objets autre que Java.
C’est pourquoi, ce chapitre propose un modèle de contrôle général pour les
systèmes à objets tels qu’ils ont été initialement définis par les travaux de Ole-
Johan Dahl, Kristen Nygaard et Alan Kay [69]. Le concept de l’objet est apparu
au milieu des années 60 avec le langage Simula et s’applique aujourd’hui à des
domaines variés tels que les systèmes distribués, la modélisation ou encore le
génie logiciel (cf. tableau 3.1). De tous les environnements à objets qui existent,
nous nous intéressons principalement à celui des langages de programmation
(POO) et plus particulièrement aux langages basés sur les classes où figure
Java. Nous traiterons également le cas des environnements à prototypes même
si ce paradigme est très éloigné de notre problématique principale qui est Java
et les systèmes à objets basés sur les classes. De même, nous montrerons que le
modèle de contrôle que nous proposons est généralisable à des systèmes à objets
répartis basés sur le principe des appels de procédures distantes (RPC).
Objets répartis Langages à classes Langages à prototypes





Table 3.1 – Exemples de systèmes à objets
Par nature, les environnements orientés objets (OO) ne contiennent que des ob-
jets. Les notions communes de système d’exploitation telles que thread, proces-
sus, fichier ou appel système sont représentées par des objets. Ainsi en contrôlant
les relations entre objets il semble possible de garantir des propriétés de sécurité
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à la fois pour les objets métiers et les objets du système d’exploitation. Contrai-
rement aux approches telles que SELinux qui se limitent aux seuls objets du
système d’exploitation nous proposons une approche plus profonde, c’est à dire
permettant aussi le contrôle entre objets internes à un processus.
Nous faisons donc l’hypothèse que le contrôle doit porter sur les objets et leurs
relations. Cela implique de disposer d’une modélisation des systèmes à objets
et de leurs relations. Il existe de nombreux travaux dans la littérature pour
modéliser les systèmes à objets dont la notation UML [70–72] ou les approches
formelles tels que [73, 74]. Néanmoins, les modèles proposés ont souvent pour
but la conception ou la vérification de systèmes. Ils sont donc, de fait, soit trop
graphiques, soit trop abstraits, soit trop détaillés comme [75] qui s’appuie sur
400 pages de modélisation. Il est donc nécessaire de proposer une modélisation
plus adaptée au contrôle basé sur un modèle général d’objets et sur les relations
entre ces objets.
Figure 3.1 – Approche globale et organisation de ce chapitre
Ainsi, nous commençons ce chapitre par une modélisation générale des éléments
d’un système à objets en nous appuyant principalement sur une notation ensem-
bliste. Puis, nous étendrons ce modèle avec les éléments propres à trois types
de système à objets : les langages à classes, les langages à prototypes et les
systèmes à objets répartis (cf. tableau 3.1). Ensuite, nous formaliserons les dif-
férentes relations entre les objets afin d’en déduire un modèle de contrôle pour
chaque type de système considéré. La figure 3.1 représente graphiquement le
raisonnement global suivi par ce chapitre.
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3.1 Modèle général de système à objets
Un objet doit être vu comme une entité indépendante établissant des relations
avec les autres objets. Par exemple considérons deux objets : porte et individu.
Ces deux objets sont en relation car un individu peut ouvrir la porte. Pour
cela, il pourra accéder à des attributs de la porte telle que la poignée et à des
méthodes telles que appuyer_sur_poignée() et tirer_porte(). Nous proposons
donc ici une notation pour les différents éléments constituant les objets. Dans
la section suivante nous définirons les relations entres objets au moyen de la
notation définie dans cette section.
De façon générale, il existe des données de nature élémentaire que l’on qualifie
de type primitif. À partir de types primitifs on construit des types plus éla-
borés appelés types structurés car constitués de types primitifs ou structurés.
L’objet est par définition une entité de type structuré dont chaque élément, ap-
pelé membre, contient différents éléments primitifs. Nous distinguons dans cette
section deux types de membres que sont le champ et la méthode.
Par exemple, en langage Java, l’ensemble des types primitifs comprend l’en-
tier, le booléen, le flottant, le caractère, l’énumération et la référence. De même
l’objet java.lang.Integer est principalement constitué d’un champ du type
primitif "entier" et de méthodes. La suite de cette section formalise ces différentes
notions : les types primitifs ; les objets ainsi que leurs noms et leurs types ; les
membres des objets comprennent les champs et les méthodes. Nous proposons
aussi la notion de localisation des objets, celle-ci permettant ensuite de définir
la notion de référence qui est à la base des relations entre objets. Dans la for-
malisation que nous proposons, comme illustrée par le dessin (cf. figure 3.2), on
voit que tous les membres d’un objet sont aussi des objets.
3.1.1 Objets et représentation d’objets
Notation 3.1 (Objets) Soit O l’ensemble des objets du système.
Ainsi tout objet ok du système appartient à l’ensemble O, ok ∈ O.
Dans la notation UML, on représente graphiquement un objet à l’aide d’un
rectangle où le nom et le type de l’objet apparaissent soulignés. Néanmoins
UML offre des détails de modélisation qui ne nous intéressent pas et, à l’inverse,
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Figure 3.2 – Représentation graphique des éléments structurant d’un objet
Figure 3.3 – Ensemble de cinq objets
Ce système est composé de 5 objets. c’est à dire O = {o1, o2, o3, o4, o5}
34CHAPITRE 3. FORMALISATION D’UNMODÈLE ÀOBJETS POUR EXPRIMER DES RÈGLES ET POLITIQUES DE SÉCURITÉ
sont trop flous notamment sur les noms et les types qu’un objet peut posséder.
C’est pourquoi nous proposons une représentation graphique plus adaptée car
plus précise notamment sur les noms, types et localisation d’objet (cf. figure 3.3).
Nous détaillons ces notions dans la suite du document.
3.1.2 Noms des objets
Dans la vie courante, nos noms et prénoms permettent de nous désigner in-
dépendamment de notre localisation géographique. Il en va de même pour les
objets qui, comme nous, peuvent posséder un ou plusieurs noms. Bien entendu,
le nom d’un objet n’est pas unique mais l’ensemble des noms d’un objet par-
ticipe à la désignation de celui-ci. Il est possible de définir des relations entre
objets, par exemple entre Fille et Réfrigérateur. Ces relations doivent pouvoir
s’exprimer au moyen des noms mais aussi servir de politique de contrôle d’ac-
cès. C’est pourquoi nous définissons l’une des caractéristiques d’un objet qui est
l’ensemble de ses noms.
Notation 3.2 (Noms) Soit O un environnement à objets et N l’ensemble
des noms d’objets du système. On définit l’application Noms qui pour un
objet ok ∈ O renvoie le(s) nom(s) de l’objet ok tel que :
∀ok ∈ O, ∃ nomsk ⊂ N ,
Noms : O −→ N




2 , · · · , nomkn
}
Dans notre modèle et contrairement à la notation UML où les objets ne peuvent
avoir au maximum que deux noms, nous considérons un ensemble plus large.
Selon notre notation, le(s) nom(s) d’un objet est une chaîne de caractères qui
apparaît soulignée dans la représentation graphique de l’objet. Par exemple, si
nous reprenons les objets de la figure 3.3, nous pouvons calculer :
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Nous pourrions ainsi exprimer une politique autorisant ou non une relation entre
Chloé et Jus d’orange.
3.1.3 Types des objets
L’objet est, par définition, une entité qui regroupe des données et les traitements
sur ces données ; chaque objet pouvant éventuellement être en rapport avec une
chose tangible du monde réel. Calculer le type d’un objet permet selon nous de
connaître la nature de cet objet et d’en déduire ses privilèges. Par ce biais, il
est possible d’exprimer une politique de sécurité qui tient compte des types des
objets.
Le type d’un objet peut être déduit des données et méthodes qui le compose 1.
Par exemple, si un objet Python définit les méthodes __getitem__(self, key)
et __setitem__(self, key, item) alors cet objet contient des données indexées,
c’est à dire qu’il s’agit d’un tableau ou d’une table de hachage, par exemple. À
l’inverse, le type d’un objet caractérise la structure de l’objet et la manière de
l’interpréter. Par exemple, un objet de type CoordonnéeCartésienne doit définir
au moins deux membres : x_axis et y_axis.
Notation 3.3 (Types) Soit O un environnement objets et T l’espace des
types du système. On définit l’application Types qui pour un objet ok ∈ O
renvoie le(s) type(s) de l’objet ok tel que :
∀ok ∈ O, ∃ typesk ⊂ T ,
Types : O −→ T




2 , · · · , typekt
}
Selon la figure 3.3 ci-avant, nous savons que l’objet o1 est associé au nom géné-
rique "Maçon" qui traduit le type auquel o1 appartient. Cela signifie alors que
Types(o1) ≡ {"Maçon"}, ou plus simplement Types("Jean-Claude") ≡ {"Maçon"}.
Bien entendu, tous les "Jean-Claude" ne sont pas forcément "Maçons" et tous les
1. "Si ça ressemble à un canard, si ça nage comme un canard et si ça cancane comme
un canard, c’est qu’il s’agit sans doute d’un canard." - James Whitcomb Riley (1849-1916),
postulat du test du canard repris par Alan Turing dans [76]
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"Maçons" ne s’appellent pas "Jean-Claude". L’objet o1 représente juste un "Ma-
çon" particulier qui se nomme "Jean-Claude". Plus généralement, nous pouvons
calculer :
O ≡{o1, o2, o3, o4, o5}
Types(o1) ≡{"Maçon"}
Types(o2) ≡{"Réfrigérateur", "Appareil Ménager"}
Types(o3) ≡{"Fille"}
Types(o4) ≡{"Jus de Fruit"}
Types(o5) ≡{"Alcool", "Boisson"}
Il est à remarquer que notre modélisation considère qu’un objet peut avoir
plusieurs types, par exemple via la coercition. Mais cette considération apporte
surtout des facilités de modélisation que nous verrons par la suite.
1 java.lang.Object obj = "toto tata tutu"; /* cast String vers Object */
2 java.lang.String str = (java.lang.String)obj; /* cast Object vers String */
Figure 3.4 – Exemple de coercition en Java.
La chaîne de caractères à droite de la première affectation est un objet Java de type String.
Celui-ci est successivement affecté à deux variables distinctes via une coercition de String vers
Object puis de Object vers String. Cela revient pour obj à avoir deux types : java.lang.Object
et java.lang.String.
3.1.4 Types primitifs
Le contenu d’une donnée, c’est à dire sa valeur, doit être interprété selon son
type qui peut être soit primitif soit structuré. Les types primitifs servent à créer
des données de base à l’aide de littéraux. Par exemple, l’affectation int value
= 4 correspond à la création d’une donnée entière dont la valeur est 4.
Notation 3.4 (Types primitifs) On définit Tprimitif ⊂ T l’ensemble des
types primitifs du système et primk un élément de cet ensemble.
Par exemple, les types number, boolean et string sont les seuls types primitifs
définis par les spécifications Javascript. C’est à dire que l’ensemble des types Ja-
vascript primitifs est Tprimitif ≡ {”number”, ”boolean”, ”string”}. À l’inverse,
les types Number et String ne sont pas primitifs en Java.
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Figure 3.5 – Comment différentier ces deux objets ?
Ce système est composé de deux objets réels identiques mais parfaitement distincts ; c’est
à dire O ≡ {o1, o2}. Pour différentier l’objet o1 de l’objet o2, il suffit de regarder où chacun
d’entre eux se situent. C’est à dire, calculer Localisation(o1) et Localisation(o2). Ainsi, si
Localisation(o1) ≡ ”droite” et Localisation(o2) ≡ ”gauche” alors nous savons que le feutre
de gauche est l’objet o2 et celui de droite est l’objet o1.
3.1.5 Localisation d’un objet
Chaque objet, qu’il soit concret, abstrait ou virtuel, possède une existence phy-
sique et réside à un endroit précis de son environnement. L’emplacement phy-
sique d’un objet est par essence unique car deux objets distincts ne peuvent
exister à la fois au même endroit. Pour s’en convaincre, nous pouvons prendre
l’exemple de deux objets a priori distincts comme ceux illustrés sur la figure 3.5.
Si les informations de localisation de ces deux objets sont identiques alors nous
avons la garantie qu’il s’agit, en réalité, d’un seul et même objet. Dans le cas
contraire, il s’agit effectivement de deux objets distincts. Ainsi, la localisation
d’un objet nous apporte la garantie d’unicité de l’objet contrairement à son nom.
Il est important d’en tenir compte puisque cette information unique permet un
contrôle précis.
Notation 3.5 (Localisation) Soit O un système à objets et L l’espace
des emplacements d’objet possibles dans O.
On définit l’application Localisation qui pour un objet ok ∈ O renvoie l’em-
placement dans O de l’objet ok telle que :
∀ok ∈ O, ∃! lock ∈ L, Localisation : O −→ L
ok 7−→ lock
En pratique, l’application Localisation n’est pas bijective car un emplacement
donné ne contient pas nécessairement un objet. Par contre, un objet possédera
toujours une localisation.
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3.1.6 Membres d’objet et valeurs
L’objet définit des éléments qui renseignent sur le(s) type(s) et la localisation
de chaque donnée qui le compose. Ces éléments structurant de l’objet sont les
membres de l’objet. Dans la pratique, un membre est un objet dont la localisa-
tion se trouve à l’intérieur de l’objet auquel le membre appartient. La notion de
membre est importante selon nous car celle-ci rentre en jeux dans les relations
entre objets et le fait de pouvoir qualifier un membre précis d’un objet autorise
la définition de règles de contrôle à grain fin.
Notation 3.6 (Membres) Soit O un système à objets.
1. On définit l’application Membres qui pour un objet ok ∈ O renvoie
les objets membres mki ∈M de l’objet ok ∈ O telle que :
∀ok ∈ O, ∃ membresk ⊂M ,
Membres : O −→M
ok 7−→ membresk ≡ {mk1 ,mk2 , · · · ,mkj }
2. On note ok :: mi un membre particulier de l’objet ok tel que :
∀ok ∈ O,∃!mki ∈Membres(ok), ok :: mi ≡ mki
1 typedef struct {
2 uint32_t ip_version : 4;
3 uint32_t internet_header_length : 4;
4 uint32_t type_of_service : 8;
5 uint32_t total_length : 16;
6
7 uint32_t id : 16;
8 uint32_t flags : 3;
9 uint32_t fragment_offset : 13;
10
11 uint32_t time_to_live : 8;
12 uint32_t protocol : 8;
13 uint32_t checksum : 16;
14
15 uint32_t source_address : 32;
16 uint32_t destination_address : 32;
17
18 uint32_t options [];
19 } ip_header_t;
20
21 ip_header_t ip_packet; /* --> o_1 */
Figure 3.6 – Exemple d’implémentation en C d’une entête de paquet IP.
Par exemple, la structure C de la figure 3.6 contient treize membres, tous de
type primitif. La dernière ligne de ce programme montre la déclaration d’un
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objet de type ip_header_t qui est donc constitué de treize membres ; soit un
total de quatorze objets en tout pour le système considéré. En pratique, la
localisation de chacun des membres de cet objet ip_header_t est une distance
qui sépare le membre considéré du premier octet de l’objet (c-à-d un offset).
Ainsi, le membre id de cette structure indique que le membre qui contient la
donnée d’identification d’un paquet IP se situe 4+ 4+ 8+ 16 = 32 bits après le
premier bit de l’objet. Plus particulièrement, nous pouvons alors calculer :
O ≡{o1, o2, o3, o4, o5, o6, o7, o8, o9, o10, o11, o12, o13, o14}
Noms(o1) ≡{”ip_packet”}
Types(o1) ≡{”ip_header_t”}
Membres(o1) ≡{m11 = o2,m12 = o3, · · · ,m113 = o14}
Noms(m11) ≡Noms(o1 :: m1) ≡ Noms(o2) ≡ {”ip_version”}
Types(m11) ≡Types(o1 :: m1) ≡ Types(o2) ≡ {”uint32_t”}
Localisation(m11) ≡Localisation(o1) + 0 bits
Membres(m11) ≡∅
Noms(m12) ≡Noms(o1 :: m2) ≡ Noms(o3) ≡ {”internet_header_length”}
Types(m12) ≡Types(o1 :: m2) ≡ Types(o3) ≡ {”uint32_t”}
Localisation(m12) ≡Localisation(o1) + 4 bits
Membres(m12) ≡∅
...
Ainsi, c’est la notion de membre qui définit comment sont assemblées les données
d’un objet. Un objet qui ne contient qu’une seule et unique donnée primitive doit
être considéré comme un cas particulier. On qualifie ce genre d’objet d’enveloppe
pour un type primitif ou, plus simplement, objet enveloppe.
Notation 3.7 (Valeurs) Soit O un système à objets.
1. On définit les ensembles V [primk] constitués des valeurs possibles
pour une donnée primitive de type primk ∈ Tprimitif .
Exemples pour Javascript :
V [number] ≡ {1, 2,
√
7, pi, · · · } ≡ R
V [boolean] ≡ {true, false}
V [string] ≡ {”a”, ”abcd”, ”baba”, · · · }
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2. On définit l’application Valeur qui pour un objet ok ∈ O renvoie
l’ensemble des valeurs primitives vki ∈ V composant les données de
l’objet ok telle que : ∀ok ∈ O, ∃ valeurk ⊂ V ,
Valeur : O −→ V
ok 7−→ valeurk ≡ {vki |vki ∈ V [Tprimitif ]}
Prenons l’exemple du tableau d’entiers int array[]={ 7, 2, 4, 9 }. Un ta-
bleau n’étant pas un type primitif, il s’agit donc d’un objet contenant des don-
nées indexées où chaque membre est un objet enveloppe de type entier. Notre
notation nous permet alors de connaître la valeur de chacun de ces membres,
c’est à dire les données que contient le tableau :
O ≡ {o1, · · · }
Noms(o1) ≡ ”array”
Types(o1) ≡ {”tableau”, ”entier”}
Membres(o1) ≡ {m11,m12,m13,m14}
Types(m11) ≡ ”entier”, V aleur(m11) ≡ v11 = 7
Types(m12) ≡ ”entier”, V aleur(m12) ≡ v12 = 2
Types(m13) ≡ ”entier”, V aleur(m13) ≡ v13 = 4
Types(m14) ≡ ”entier”, V aleur(m14) ≡ v14 = 9
V aleur(o1) ≡ {v11 , v12 , v13 , v14}
≡ {7, 2, 4, 9}
3.1.7 Champs et méthodes d’objet
Les membres d’un objet peuvent être rangés en deux ensembles. Le premier
ensemble correspond aux champs 2, c’est à dire les membres qui contiennent
de l’information. Le second ensemble est celui des méthodes, c’est à dire des
membres qui contiennent du code.
Certains systèmes à objets font une distinction franche et claire entre les champs
et lesméthodes comme PHP ou Java par exemple. A contrario, d’autres systèmes
2. ou "attribut" pour les francophones.
3.1. MODÈLE GÉNÉRAL DE SYSTÈME À OBJETS 41
tels que Javascript ou Python considèrent que les notions de champs et de
méthodes n’ont de sens qu’au moment de leur utilisation.
Notation 3.8 (Champs) Soit O un système à objets.
On définit l’application Champs qui pour un objet ok ∈ O renvoie les champs
aki ∈ A ⊂M de l’objet ok ∈ O telle que :
∀ok ∈ O, ∃ champsk ⊂ membresk,
Champs : O −→ A
ok 7−→ champsk ≡ {ak1 , ak2 , · · · , akj }
Notation 3.9 (Méthodes) Soit O un système objets.
On définit l’application Méthodes qui pour un objet ok ∈ O renvoie les
méthodes fki ∈ F ⊂M de l’objet ok ∈ O telle que :
∀ok ∈ O, ∃ méthodesk ⊂ membresk,
Méthodes : O −→ F
ok 7−→ méthodesk ≡ {fk1 , fk2 , · · · , fkj }
Ainsi, l’ensemble des membres d’un objet donné est représenté par l’union
des champs et des méthodes de cet objet. Par exemple, les champs de l’objet
ip_packet de la figure 3.6 ci-avant peuvent être calculés en listant les champs
et méthodes de cet objet. C’est à dire :




≡{a11 = o2, a12 = o3, · · · , a113 = o14} ∪ {∅}
Noms(a11) ≡{”ip_version”}, T ypes(a11) ≡ {”uint32_t”}
Membres(a11) ≡Champs(a11) ∪Méthodes(a11) ≡ ∅
Noms(a12) ≡{”internet_header_length”}, T ypes(a12) ≡ {”uint32_t”}
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Membres(a12) ≡Champs(a12) ∪Méthodes(a12) ≡ ∅
...
Néanmoins, il faut remarquer que le calcul des membres d’un objet méthode
diffère d’un objet traditionnel. En effet, une méthode représente du code exé-
cutable, c’est à dire que les données d’une méthode correspondent aux instruc-
tions de la méthode. Or, du fait d’un résultat d’impossibilité sur l’analyse de
programme [30], nous avons pour contrainte de ne pas nous intéresser à ce que
réalise une méthode. Nous imposons donc qu’un objet méthode possède certes
des données exécutables mais pas de membres. Une méthode est par conséquent
un membre terminal.
Propriété 3.1 (Membres d’une méthode) Soit O un système à objets.
∀ok ∈ O, ∀fki ∈ Méthodes(ok), Membres(fki ) = ∅
Il est à noter également qu’une méthode se distingue d’un champ par le fait qu’il
s’agit d’un membre exécutable. C’est à dire qu’un objetméthode possède un type
implicite qui est "exécutable". Certains systèmes comme Python 3 font d’ailleurs
cette considération. De plus, une méthode se caractérise par l’ensemble des types
des données qu’elle accepte en entrée (IN ), en sortie (OUT ) et en entrée/sortie
(INOUT ).
Propriété 3.2 (Types d’une méthode) Soit O un système à objets.
∀ok ∈ O, ∀fki ∈ Méthodes(ok), {”exécutable”} ∈ Types(fki )
Types(fki ) ≡{”exécutable”}
∪ TypesIN (fki )
∪ TypesOUT (fki )
∪ TypesINOUT (fki )
avec :
TypesIN (fki ) ≡{typeIN1 , · · · , typeINi }
TypesOUT (fki ) ≡{typeOUT1 , · · · , typeOUTo }
TypesINOUT (fki ) ≡{typeINOUT1 , · · · , typeINOUTio }
3. https://docs.python.org/3.4/library/functions.html#callable
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1 var lapin = {};
2 lapin.parler = function(tirade) {
3 print("Le lapin dit ’", tirade , "’");
4 };
5
6 lapin.parler("Eh bien , maintenant c’est vous qui me le demandez.");
Figure 3.7 – Exemple d’objet Javascript.
(crédits : http://fr.eloquentjavascript.net/chapter8.html
Prenons l’exemple du code Javascript de la figure 3.7. Celui-ci consiste à créer un
objet lapin puis à le faire muter en lui ajoutant la méthode parler. Il faut savoir
que Javascript est un système faiblement typé du fait du principe de mutation
que nous expliquons dans la suite du document. En conséquence, cette méthode
parler ne peut imposer de contraintes sur les types de son paramètre. De fait,
elle accepte donc des objets dont le type n’est pas défini :
O ≡{o1, o2}
Noms(o1) ≡”lapin”, T ypes(o1) ≡ ”objet”
Membres(o1) ≡{m11 = o2}
Noms(m11) ≡”parler”
Types(m11) ≡{”exécutable”, typeINOUT1 = ”non-défini”}
Membres(m11) ≡∅
3.1.8 Signature des objets
La signature est un élément d’information propre à chaque objet qui permet
l’identification de ces objets. Contrairement aux noms, qui peuvent être arbi-
traires (cf. notation 3.2), la signature d’un objet se calcule à partir des éléments
qui participent à son identification. En pratique, la signature d’un objet se dérive
à partir de ses noms et de ses types.
Notation 3.10 (Signature) Soit O un environnement objets et ok un ob-
jet de O.
On définit l’application Signature qui pour un objet ok ∈ O renvoie tous les
couples (nomki , typekj ) tels que :
∀ok ∈ O, ∃ signaturek ⊂ N × T ,
Signature : O −→ Noms(ok)× Types(ok)
ok 7−→ signaturek ≡ nomsk × typesk
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Signature(ok) ≡Noms(ok)× Types(ok)
≡{nomk1 , nomk2 , · · · , nomkn} × {typek1 , typek2 , · · · , typekt }
≡

(nomk1 , typek1), (nomk1 , typek2), · · · , (nomk1 , typekt ),
(nomk2 , typek1), (nomk2 , typek2), · · · , (nomk2 , typekt ),
...
... . . .
...
(nomkn, typek1), (nomkn, typek2), · · · , (nomkn, typekt )

Plus concrètement, la signature permet surtout de lever les homonymies entre
objets comme dans le cas de la surcharge de membres. Par exemple, la classe
Java Integer déclare trois méthodes valueOf qui ne diffèrent que par les para-
mètres qu’elles acceptent en entrée. Ainsi, leurs noms n’est pas suffisant pour
les distinguer mais leur signature respective si :
Noms(o1) ≡”Integer”
Types(o1) ≡”Classe”
Méthodes(o1) ≡{· · · , f15 , f16 , f17 · · · }
Noms(f15 ) ≡”valueOf”, T ypes(f15 ) ≡ {”exécutable”, ”Integer”, ”String”, ”entier”}
Noms(f16 ) ≡”valueOf”, T ypes(f16 ) ≡ {”exécutable”, ”Integer”, ”String”}
Noms(f17 ) ≡”valueOf”, T ypes(f17 ) ≡ {”exécutable”, ”Integer”, ”entier”}
Signature(f15 ) ≡{”valueOf”} × {”exécutable”, ”Integer”, ”String”, ”entier”}
Signature(f16 ) ≡{”valueOf”} × {”exécutable”, ”Integer”, ”String”}
Signature(f17 ) ≡{”valueOf”} × {”exécutable”, ”Integer”, ”entier”}
On remarquera que les spécifications de la machine virtuelle Java [77] utilise
une approche similaire mais propose d’encoder la signature avec une chaîne
de caractères. Ainsi les signatures Java des méthodes de notre exemple sont
respectivement :
SignatureJava(f15 ) ≡”valueOf(Ljava/lang/String; I)Ljava/lang/Integer; ”
SignatureJava(f16 ) ≡”valueOf(Ljava/lang/String; )Ljava/lang/Integer; ”
SignatureJava(f17 ) ≡”valueOf(I)Ljava/lang/Integer; ”
Ainsi, la notion de signature est très utile pour lever les ambiguïtés dans la
désignation des objets. Le système à objets lui même s’appuie dessus, généra-
lement pour des raisons fonctionnelles. Pour nous, cette notion offre surtout la
possibilité d’écrire des règles de contrôle applicables à des objets similaires.
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En pratique néanmoins, la localisation sera généralement la seule information
immédiatement accessible lors du contrôle. Parce que nous voulons déterminer
les règles à appliquer à chaque objet, nous pouvons nous demander par exemple
comment calculer la signature d’un objet C++ quand on ne dispose que d’un
pointeur sur une suite d’octets. C’est pourquoi, nous introduisons une fonction
qui associe à la localisation sa signature, c’est à dire les noms et types de l’objet
à cet emplacement. Le contexte de sécurité de l’objet permet ansi de retrouver
en pratique la signature et les règles à satisfaire pour celle-ci.
Notation 3.11 (Contexte de sécurité) Soit O un système à objets.
On définit l’application Contexte qui pour un objet ok ∈ O renvoie la signa-
ture de l’objet ok à partir de sa localisation telle que :
Contexte : L −→ N × T
Localisation(ok) 7−→ contextek ≡ nomsk × typesk
≡ Signature(ok)
Au final, la notion de signature sert à définir des règles de contrôle et la notion de
contexte est nécessaire pour retrouver les règles à satisfaire. Nous verrons dans
le chapitre concernant l’implémentation, que la mise en œuvre de cette fonction
repose sur un dialogue avec le système à objets considéré afin de retrouver la
signature et les règles associées.
3.2 Systèmes à objets particuliers
La formalisation que nous avons proposée dans la section précédente est suffi-
sante pour traiter un système à objets dans le cas général. Mais en pratique,
chaque système dispose de ses propres particularités comme par exemple les sys-
tèmes à objets répartis où chaque objet peut être physiquement isolé des autres.
C’est pourquoi, nous proposons dans cette section de formaliser les notions par-
ticulières des trois systèmes à objets que nous considérons : les langages à classes,
les langages à prototypes et les systèmes à objets répartis (cf. tableau 3.1).
3.2.1 Systèmes basés sur les classes
Dans les environnements de programmation orientée objets il existe principale-
ment deux stratégies pour construire les objets du système : l’approche basée sur
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les classes et celle sur les prototypes. Nous détaillons l’approche par prototypes
dans la sous-section suivante.
De façon générale, la notion de classe symbolise le "plan de fabrication" d’un
type d’objet particulier. Ainsi, la classe doit être vue comme un objet qui définit
l’ensemble des caractéristiques communes aux objets de même nature, c’est à
dire la définition de leurs champs et méthodes. Cela implique alors que le classe
représente le type d’un ou plusieurs objets ce qui revient à considérer que les
types d’un objet sont égaux aux noms de sa classe. Nous verrons que la notion
de classe est indissociable de la notion d’instance.
Notation 3.12 (Classe) Soit O un système à objets. Soit C ⊂ O l’en-
semble des classes connues de O.
1. On note ck ∈ C la classe d’un objet ok tel que :
Types(ok) ≡ Noms(ck)
2. On définit l’application Classe qui pour un objet ok renvoie la classe
ck de l’objet ok telle que :
∀ok ∈ O, ∃!ck ∈ C,
Classe : O −→ C
ok 7−→ ck
1 class Chat:
2 count = 0
3
4 def __init__(self):
5 Chat.count += 1
6 self.id = Chat.count
7
8 def hello(self):
9 print ("I’m the %d th cat among %d" % (self.id, Chat.count , ))
Figure 3.8 – Exemple d’une classe en Python
Par exemple, le code python de la figure 3.8 déclare une classe Chat contenant
un champ count ainsi que deux méthodes _init_ et hello. C’est à dire qu’il s’agit
d’un objet de type Classe nommé Chat et, selon notre notation, nous pouvons
alors calculer :
C ≡ {c1}, O ≡ C ∪ {o2, o3, o4}
Noms(c1) ≡”Chat”
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Types(c1) ≡”Classe”
Champs(c1) ≡{a11 = o2}
Méthodes(c1) ≡{f11 = o3, f12 = o4}
Signature(c1 :: a1) ≡(”count”, ”entier”)
Membres(c1 :: a1) ≡∅
Signature(c1 :: f1) ≡{(”_init_”, ”exécutable”), (”_init_”, ”non-défini”)}
Membres(c1 :: f1) ≡∅
Signature(c1 :: f2) ≡{(”hello”, ”exécutable”), (”hello”, ”non-défini”)}
Membres(c1 :: f2) ≡∅
Dans un système à objets basé sur les classes, les objets sont construits à par-
tir d’une classe par un processus appelé instanciation. Il s’agit de la composi-
tion de deux opérations, l’allocation et l’initialisation, qui sont représentées par
deux méthodes particulières nommées respectivement "constructeur" et "initiali-
sateur" (cf. section 3.4.2). Deux instances d’une même classe sont distinguables
entre elles via un identifiant implicite appelé numéro d’instance qui est unique
tout au long de la vie de l’objet.
Ainsi, chaque objet de ce type de système est obligatoirement soit une instance
soit une classe ; la classe étant elle même l’instance d’une classe "Classe". Nous
verrons dans la suite de ce chapitre ce que la notion de classe induit sur les
relations entre objets.
Notation 3.13 (Instances) Soit O un système à objets.
On définit l’application Instance qui renvoie la liste des objets oki ∈ O ins-
tances d’une classe ck ∈ C telle que : ∀ck ∈ C, ∃instancesk ⊂ O,
Instances : C −→ O
ck 7−→ instancesk ≡ {oi ∈ O | Classe(oi) ≡ ck}
La figure 3.9 reprend l’exemple Python précédent mais en y ajoutant une mé-
thode main (if _name_ == "_main_" : ...). La classe Chat déclare un champ
count utilisé par la méthode _init_ pour compter le nombre d’objets de type
Chat instancié. Cette méthode, aussi appelée initialisateur, ajoute un champ id
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1 class Chat:
2 count = 0
3
4 def __init__(self):
5 Chat.count += 1
6 self.id = Chat.count
7
8 def hello(self):
9 print ("I’m the %d th cat among %d" % (self.id, Chat.count , ))
10
11 if __name__ == "__main__":
12 chat1 = Chat()




Figure 3.9 – Exemple Python d’un champ partagé
pour chacun des objets Chat instancié dont la valeur est fixée à celle, incrémen-
tée de 1, du champ count de la classe. À l’exécution de ce programme, deux
instances de la classe Chat sont créées et pour lesquelles la valeur du champ
id est respectivement fixé à 1 puis 2. En résumé, le champ count est commun
à toutes les instances de la classe Chat et le champ id est particulier à chaque
instance. Par rapport à l’exemple précédent, nous avons donc quatre objets sup-
plémentaires qui correspondent aux deux instances créées par la méthode main
et à leur champ id respectif. Ainsi selon notre notation, nous pouvons calculer :
C ≡ {c1}, O ≡ {c1, c1 :: a1, c1 :: f1, c1 :: f2, o5, o6, o7, o8}
Instances(c1) ≡{o5, o6}
Classe(o5) ≡Classe(o6) ≡ c1
Noms(o5) ≡”chat1”
Types(o5) ≡Noms(Classe(o5)) ≡ Noms(c1) ≡ ”Chat”
Champs(o5) ≡{a51 = c1 :: a1, a52 = o7}
Méthodes(o5) ≡{f51 = c1 :: f1, f52 = c1 :: f2}
Signature(o5 :: a2) ≡(”id”, ”entier”)
Signature(o5 :: f1) ≡Signature(c1 :: f1)
≡{(”_init_”, ”exécutable”), (”_init_”, ”non-défini”)}
Signature(o5 :: f2) ≡Signature(c1 :: f2)
≡{(”hello”, ”exécutable”), (”hello”, ”non-défini”)}
Noms(o6) ≡”chat2”
Types(o6) ≡Noms(Classe(o6)) ≡ Noms(c1) ≡ ”Chat”
Champs(o6) ≡{a61 = c1 :: a1, a62 = o8}
Méthodes(o6) ≡{f61 = c1 :: f1, f62 = c1 :: f2}
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Signature(o6 :: a2) ≡(”id”, ”entier”)
Signature(o6 :: f1) ≡Signature(c1 :: f1)
≡{(”_init_”, ”exécutable”), (”_init_”, ”non-défini”)}
Signature(o6 :: f2) ≡Signature(c1 :: f2)
≡{(”hello”, ”exécutable”), (”hello”, ”non-défini”)}
Au final, nous voyons que notre modèle général permet de définir les notions de
classe et d’instance en utilisant simplement la notation proposée. Des contrôles
spécifiques peuvent ainsi être proposés pour tous les objets d’une classe donnée
ou pour une instance particulière par exemple.
3.2.2 Systèmes basés sur les prototypes
Un prototype est un objet modèle qui peut être cloné pour fabriquer de nouveaux
objets. Contrairement aux classes qui fournissent une définition statique des
objets, un prototype est par essence incomplet, non définitif et peut être amené
à évoluer et s’enrichir en fonction des besoins. Ainsi, n’importe quel objet d’un
environnement à prototypes peut s’auto-modifier ou modifier d’autres objets.
Cela se traduit principalement par l’ajout, la suppression ou la modification
de membres. Les nouveaux objets y sont alors créés par clonages et mutations
successives.
Notation 3.14 (Prototype) Soit O un système à objets.
1. On note pk ∈ O le prototype d’un objet ok tel que :
Types(pk) ⊂ Types(ok) et Noms(pk) ⊂ Noms(ok)
2. On définit l’application Prototype qui pour un objet ok renvoie le
prototype pk de l’objet ok. C’est à dire :
∀ok ∈ O,∃!pk ∈ O,
Prototype : O −→ O
ok 7−→ pk
En pratique, les systèmes à prototypes doivent être vu comme une généralisa-
tion des systèmes basés sur les classes où chaque objet peut servir à construire
de nouveaux objets. Par abus de langage, ces nouveaux objets ne sont alors
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plus instances d’une classe mais instances d’un prototype. Nous verrons dans la
suite de ce chapitre ce que la notion de prototype, et plus particulièrement la
mutation, induit sur les relations entre objets.
Le langage de programmation Python est, par exemple, souvent présenté comme
un langage à classes bien qu’en réalité ce soit un langage à prototypes. En effet,
chaque objet est implémenté sous la forme d’un dictionnaire où chaque membre
est indexé selon son nom 4 ce qui permet de modifier la définition de n’importe
quel objet ; aspect caractéristique des langages à prototypes. Ainsi le programme
Python de la figure 3.8 fait apparaître une mutation des instances de la classe
Chat par la méthode _init_ qui ajoute un champ id à chaque nouvelle instance.
Selon notre notation, nous avons alors :
C ≡ {c1}, O ≡ {c1, c1 :: a1, c1 :: f1, c1 :: f2, o5, o6, o5 :: a2, o6 :: a2}
Instances(c1) ≡{o5, o6}
Classe(o5) ≡Classe(o6) ≡ c1
Prototype(o5) ≡Prototype(o6) ≡ c1
Les capacités offertes par les langages à prototypes permettent à Python de
simuler plusieurs paradigmes de programmation comme les langages à classes.
L’exemple que nous avons choisi exploite cet aspect pour illustrer que notre
notation s’applique sans difficultés aux langages à classes et aux langages à pro-
totypes. Là encore, nous voyons que notre modèle général supporte directement
et simplement les langages à prototypes et permet donc des règles de contrôle
pour ces langages.
3.2.3 Systèmes à objets répartis
Lorsque l’on traite des systèmes à objets sans autre précision, nous faisons im-
plicitement l’hypothèse que les objets du système résident tous dans une seule
et même entité physique. Dans le cas d’un système à objets répartis, cette hy-
pothèse n’est plus vraie car les objets d’un tel système ne résident plus sur
une seule machine mais sont plutôt distribués/répartis sur plusieurs machines
distinctes. Cette ségrégation physique des objets impose certaines propriétés à
notre modèle général. En effet, si deux objets sont physiquement distants l’un
de l’autre alors leur espace de localisation respectifs sont totalement disjoints.
4. voir la documentation Python sur les membres _slots_ et _dict_ (cf. https://docs.
python.org/3/reference/datamodel.html#objects-values-and-types)
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Propriété 3.3 (Localisation d’objet répartis) Soit O un système à
objets répartis.
1. On définit L ≡ ⋃ni=1 Li l’espace des localisations d’objet possibles de
O tel que : ∀Li, Lj ⊂ L,Li ∩ Lj ≡ ∅
2. Soit deux objets o1, o2 ∈ O tels que : Localisation(o1) ∈ L1 ⊂ L et
Localisation(o2) ∈ L2 ⊂ L.
Si L1 6= L2 alors o1 et o2 sont deux objets distants. Si L1 ≡ L2 alors
o1 et o2 sont deux objets centralisés.
3. Soit Lk ⊂ L, ∀ok ∈ O, Localisation(ok) ∈ Lk −→
Localisation(Membres(ok)) ∈ Lk
Ainsi, la localisation physique des objets du système induit des contraintes de vi-
sibilité sur les objets répartis. Dès lors, il convient d’affiner notre modèle général
en distinguant trois situations : les systèmes centralisés, les systèmes parallèles
et les systèmes répartis.
Un système centralisé s’assimile à un seul processus qui s’exécute sur une seule
machine physique. Il s’agit du cas le plus simple car les objets résident dans
un seul et même espace de localisation constitué d’un unique environnement
physique. Dans une telle configuration les objets sont naturellement tous visibles
les uns par rapport aux autres et il n’existe donc pas de limitations particulières
pour qu’un objet ne soit pas accessible. Notre modèle général y reste donc valide.
Un système parallèle peut se voir comme plusieurs processus qui s’exécutent sur
une seule et même machine. Les objets y sont distribués sur plusieurs espaces
de localisation distincts mais appartenant tous au même environnement phy-
sique. Aussi, il suffit d’utiliser un mécanisme de type mémoire partagée pour
qu’un objet distant soit visible par les autres objets du système ce qui permet
d’exporter à la fois méthodes et champs d’objet. Néanmoins l’utilisation d’un
tel mécanisme doit être explicite et par conséquent, les objets qui n’y ont pas
recours, ne seront pas visibles par des objets distants. Par rapport à notre mo-
dèle général, cela signifie qu’un objet partagé appartient à plusieurs espaces de
localisation. Notre modèle général reste donc là encore valide.
Un système réparti par contre doit être vu comme plusieurs processus qui s’exé-
cutent sur plusieurs machines physiques. Les objets y sont distribués sur plu-
sieurs espaces de localisation répartis sur plusieurs environnements physiques
distincts reliés par un réseau. Dans une telle configuration il n’est donc plus
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possible de faire appel à de la mémoire partagée pour rendre visible un objet
distant. En conséquence, il n’est pas possible pour un objet d’accéder à l’espace
d’un objet distant. La littérature sur les objets répartis contourne ce problème
à l’aide d’un "contrat" qui liste les signatures des membres qu’un objet distant
doit implémenter. Ce contrat est ensuite mis à disposition des autres objets pour
que ceux-ci aient connaissance des membres disponibles pour cet objet distant.
Il s’agit du concept d’interface (cf. figure 3.10). En pratique, une interface se
traduit par un accord entre un client et un serveur où chacun d’entre eux implé-
mente un objet de type interface en charge de sérialiser/désérialiser les appels
de procédures distantes.
Notation 3.15 (Interface) Soit O un système à objets et I l’ensemble
des interfaces connues de O.
1. On définit l’application Interface qui pour un objet ok ∈ O renvoie
une interface ik ∈ I correspondant à l’ensemble des signatures des
membres mki ∈M exportés par l’objet ok telle que :
∀ok ∈ O, ∃ik ⊂ I,
Interface : O −→ I
ok 7−→ ik ≡ {Signature(mki )|mki ∈Membres(ok)}
2. Soit L ≡ ⋃ni=1 Li l’espace des localisation d’objet possibles de O.
∀ok ∈ O, ∀Li, Lj ⊂ L,
Si Li ∩ Lj ≡ ∅ alors Interface(ok) ∈ Li, Lj
En pratique, les systèmes centralisés et les systèmes parallèles bénéficient des
avantages d’un environnement physique commun ce qui autorise les interfaces
à intégrer des signatures de champs comme c’est le cas avec Java par exemple.
Mais dans le cas d’un système réparti il ne peut y avoir d’accès direct à la
mémoire de l’objet distant et par conséquent les interfaces n’intègrent que des
signatures de méthodes. Ainsi, notre modèle général couvre parfaitement ces
trois familles de système pour peu que l’on tienne compte de la distance via la
notion d’interface.
3.3 Modèle général de relations entre objets
Jusqu’à présent, nous nous sommes surtout intéressés aux éléments structurant
des systèmes à objets. Or les objets sont par essence des entités qui s’échangent
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(a) Représentation conceptuelle
(b) Mise en oeuvre
Figure 3.10 – Illustration du principe d’interface
oclient et oserveur sont deux objets distants. Ils partagent un même contrat correspondant à
l’interface abstraite de oserveur. Celle-ci est projetée sous forme d’une interface concrète côté
client et côté serveur (resp. iproxy et iskeleton). L’interface cliente utilise un proxy applicatif
pour transmettre les appels de procédure distante au squelette de l’interface serveur.
54CHAPITRE 3. FORMALISATION D’UNMODÈLE ÀOBJETS POUR EXPRIMER DES RÈGLES ET POLITIQUES DE SÉCURITÉ
des données, communiquent et coopèrent pour accomplir les fonctions et fonc-
tionnalités du système. Le but de cette section est donc de modéliser les diffé-
rentes relations possibles entre objets. Ainsi nous pourrons évaluer et formaliser
de façon précise ce qu’il est possible de contrôler.
Hypothèse 3.1 (Relations contrôlable) Seules les relations réellement
observables peuvent être contrôlées.
La figure 3.11 présente la réflexion que nous avons suivie pour atteindre cet
objectif. Nous sommes partis de l’idée que seules les relations observables entre
objets pouvaient être formalisées et contrôlées. En pratique, nous pouvons obser-
ver un objet ayant accès à un autre objet (relation de référence), les opérations
de lecture/écriture/exécution entre deux objets (relation d’interaction) et enfin
les transferts d’informations et de contrôle entre les objets du système (relation
de flux). En analysant les travaux antérieurs dont [78], nous proposons une lo-
gique de contrôle basée sur les relations observables. Nous faisons l’hypothèse
que cette logique puisse être traduite en un algorithme implémentable sous la
forme d’un automate de contrôle.
Figure 3.11 – Hiérarchisation des relations entre objets et organisation de cette
section
Dans cette section nous ferons également des propositions pour contrôler les
relations que nous formalisons. Dans les faits, l’utilité d’une politique nécessite
de pouvoir observer ce que l’on veut contrôler. L’idée directrice est d’utiliser
la même formalisation pour à la fois modéliser ce que l’on observe et pour
exprimer les règles de contrôle. Pour cela, nous utiliserons d’un côté les contextes
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de sécurité pour représenter les relations observées et de l’autre les signatures
d’objet pour exprimer les politiques (cf. tableau 3.2).
Relation observée Règle exprimée
Relations de référence :
Contexte(lock) 99K Contexte(locr) Signature(ok) 99K Signature(or)
Relations d’interaction :
Contexte(lock)
read−−−→ Contexte(locr) Signature(ok) read−−−→ Signature(or)
Contexte(lock)
write−−−→ Contexte(locr) Signature(ok) write−−−→ Signature(or)
Contexte(lock)
invoke−−−−→ Contexte(locr) Signature(ok) invoke−−−−→ Signature(or)
Contexte(lock)
return−−−−→ Contexte(locr) Signature(ok) return−−−−→ Signature(or)
Relations de Flux :
Contexte(lock) =⇒ Contexte(locr) Signature(ok) =⇒ Signature(or)
Contexte(lock)
data==⇒ Contexte(locr) Signature(ok) data==⇒ Signature(or)
Contexte(lock) . . Contexte(locr) Signature(ok) . . Signature(or)
Avec lock ≡ Localisation(ok) et locr ≡ Localisation(or)
Table 3.2 – Liens entre une relation et l’expression de sa règle de contrôle
3.3.1 Relations de référence
Pour accéder à un objet de l’environnement, il est nécessaire de connaître au
préalable sa localisation. C’est à dire qu’un objet donné doit être capable de
localiser de façon précise l’objet avec lequel il souhaite interagir. Cette connais-
sance, appelée référence, permet à cet objet d’accéder aux membres d’un autre
objet ; soit en vue d’un appel de méthode, soit pour une lecture/écriture sur
un champ. En pratique, une référence est une donnée de type primitif dont la
valeur est égale à la localisation de l’objet référencé.
Notation 3.16 (Références) Soit O un système à objets et ok, or deux
objets de O.
1. Soit R l’ensemble des références de O. On définit l’application
Références qui renvoie toutes les références que possède un objet
ok ∈ O sur un objet or ∈ O telle que :
∀ok ∈ O,∃!or ∈ O,
Références : O ×O −→ R
ok, or 7−→ {refk,ri ∈ R|V aleur(refk,ri ) ≡ Localisation(or)}
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2. On note ok 99K or le fait qu’un objet ok possède au moins une réfé-
rence sur l’objet or :
ok 99K or ≡ Références(ok, or) 6= ∅
Dans un système informatique, un objet réside en mémoire et est utilisable par
d’autres objets du même programme ou d’un programme distant lorsque l’on
s’intéresse à des systèmes à objets répartis. En l’occurrence, la localisation de
l’objet référencé peut être une adresse physique en mémoire, un indice dans un
tableau, ou un triplet plateau/secteur/cluster lorsque l’on parle d’un emplace-
ment sur des disques magnétiques, ou encore une référence réseau telle qu’une
URL.
Par ailleurs, nous devons remarquer que lorsqu’un objet obtient une référence
sur un autre objet du système, ce premier objet devient en capacité d’interagir
avec l’objet référencé. La relation de référence ne signifie donc pas que deux
objets vont effectivement interagir l’un avec l’autre mais plutôt que ceux-ci sont
en mesure de le faire. Cela implique que l’existence d’une relation de référence
entre deux objets ne présente pas un risque de sécurité immédiat. Néanmoins,
l’obtention d’une référence peut ne pas être légitime car elle donne à l’objet
référent le privilège implicite d’utiliser l’objet référencé. Ainsi et même si il n’y
a pas d’accès effectif entre ces deux objets, l’objet référent obtient un privilège
qu’il convient de contrôler.
C’est pourquoi, nous proposons de contrôler les relations de référence si le sys-
tème considéré nous permet techniquement de remplir trois critères. C’est à dire,
s’il est possible d’observer l’établissement de relations de référence ; d’identifier
de façon unique les objets de cette relation ; et enfin s’il existe un moyen tech-
nique de bloquer cette mise en relation.
Suggestion 3.1 (Contrôle des références) Soit O un système à ob-
jets et ok, or deux objets de O tels que Localisation(ok) ≡ lock et
Localisation(or) ≡ locr.
La relation de référence ok 99K or est contrôlable si :
1. La relation est techniquement observable.
2. Les entités Sujet et Objet (resp. ok et or) sont identifiables tel qu’il
soit possible de calculer :
ok 99K or ≡ Contexte(lock) 99K Contexte(locr)
3. Il est possible d’appliquer une règle de contrôle de la forme :
deny/allow Signature(ok) 99K Signature(or)
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Certains systèmes sont en mesure de limiter nativement l’obtention de références
entre objets. En effet, la notion de référence est très liée à la notion de visibilité
car si un objet n’est pas visible, il ne peut être référencé. Ainsi les contraintes
physiques des systèmes répartis impliquent qu’aucun champ distant n’est réfé-
rençable. Par ailleurs Java, comme d’autres environnements de programmation,
propose un langage de politique basé sur les mots clefs private/public pour
contrôler l’accès aux objets du système 5.
1 #include <stdio >
2
3 typedef struct {




8 static fille_t Pierette = { 15, false };
9
10 int main(int argc , char* argv []) {
11
12 fille_t & ma_fille = Pierette;
13 fille_t & la_voisine = ma_fille;
14
15 la_voisine.a_des_nattes = true;




Figure 3.12 – Exemple d’utilisation des références en C++.
Ce programme C++ montre la création d’un objet de type fille_t appelé Pierette. Il s’en
suit la déclaration d’une référence ma_fille sur cet objet, puis la déclaration d’une seconde
référence la_voisine.
Supposons que nous soyons en mesure d’observer l’exécution du programme
C++ de la figure 3.12. Lorsque les instructions correspondant aux lignes 12 et
13 sont exécutées, nous pouvons identifier que l’objet principal o7 (main) obtient
une référence sur un objet o4 du système (Pierette) via deux variables de type
référence. C’est à dire :
o7 99K o4 ≡Contexte(loc7) 99K Contexte(loc4)
≡Signature(o7) 99K Signature(o4)
≡Noms(o7)× Types(o7) 99K Noms(o4)× Types(o4)
≡(”main”, ”exécutable”) 99K (”Pierette”, ”fille_t”)
Avec : loc7 ≡ Localisation(o7) et loc4 ≡ Localisation(o4)
Ainsi nous pouvons modéliser cette relation de référence au moment de son éta-
blissement. Il ne nous reste donc plus qu’à comparer cette relation avec une poli-
tique de sécurité afin de trouver une règle de la forme deny/allow (”main”, ”exécutable”) 99K
(”Pierette”, ”fille_t”).
5. http://docs.oracle.com/javase/tutorial/java/javaOO/accesscontrol.html
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3.3.2 Relations d’interaction
Dans un système à objets, chaque objet coopère avec les autres afin de réaliser
les fonctions et fonctionnalités du système. Le comportement global du système
dépend alors des interactions entre les objets qui le composent. Ces interactions
ont alors pour effet de produire une modification de l’état des objets qui inter-
agissent. C’est à dire soit un échange de données entre objets, soit le passage
de contrôle du système d’un objet vers l’autre, soit les deux. Plus particulière-
ment, les interactions possibles entre deux objets correspondent aux opérations
élémentaires que sont la lecture, l’écriture et l’exécution.
Types d’interactions entre objets
Imaginons une situation de la vie courante où une personne saisit un stylo posé
sur une table. Nous pouvons aisément admettre que cette personne décide d’elle
même de saisir ce stylo mais qu’elle a besoin de sa main pour réaliser l’action
correspondante. Les objets agissent exactement de la même manière, c’est à dire
que chaque objet du système interagit avec les autres par l’intermédiaire de ses
membres. Bien entendu, nous faisons là une hypothèse anthropomorphique mais,
selon nous, peu importe si les objets répondent à une logique de programmation
ou non, ce qui est important c’est ce qu’ils font.
Hypothèse 3.2 (Aspect anthropomorphique des objets) Que ce
soit par programmation, intelligence ou autre, un objet réalise des actions
et il utilise ses membres pour les mettre en application.
Ainsi, si les opérations de lecture/écriture correspondent effectivement à un
transfert de données entre deux objets, l’exécution est quant à elle la compo-
sition de deux opérations que sont l’appel et le retour de procédure. Il s’agit
respectivement du transfert du contrôle du programme de l’appelant vers l’ap-
pelé puis de l’appelé vers l’appelant. C’est pourquoi nous avons besoin de définir
l’ensemble des objets qui possèdent le contrôle du système et dont la particula-
rité est qu’il contient autant d’objets qu’il y a d’activités dans le système.
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Notation 3.17 (Lecture) Soit O un système à objets et ok, or deux objets
de O.
1. On définit la fonction Lecture qui copie les valeurs d’un membre mrj
de l’objet or ∈ O vers un membre mki de l’objet ok ∈ O telle que :
∀ok, or ∈ O,∀mki ,mrj ∈M,∃refk,r ∈ Références(ok, or),
Lecture : (O ×M)2 −→ V
(ok,mki , or,mrj) 7−→ {V aleur(mki ) = V aleur(mrj)}
2. On note ok
mki read m
r
j−−−−−−−−→ or une opération de lecture initiée par l’objet




j−−−−−−−−→ or ≡ Lecture(ok,mki , or,mrj)
Notation 3.18 (Appel) Soit O un système à objets et ok, or deux objets
de O.
1. Soit l’ensemble S ⊂ O des objets qui possèdent le contrôle du
système. On note •ok un objet ok de cet ensemble.
2. On définit la fonction Appel qui passe le contrôle du système d’un
objet ok ∈ O à un objet or ∈ O lorsque le membre mki de ok
appel/invoque le membre mrj de or telle que :
∀ok, or ∈ O,∀mki ,mrj ∈M,∃refk,r ∈ Références(ok, or),
Appel : (S ×M)× (O ×M) −→ O × S
( •ok,mki , or,mrj) 7−→ (ok,
•
or)
3. On note ok
mki invoke m
r
j−−−−−−−−−→ or une opération d’appel initiée par l’objet




j−−−−−−−−−→ or ≡ Appel( •ok,mki , or,mrj)
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Notation 3.19 (Écriture) Soit O un système à objets et ok, or deux ob-
jets de O.
1. On définit la fonction Écriture qui copie les valeurs d’un membre
mki de l’objet ok ∈ O vers un membre mrj de l’objet or ∈ O telle
que :
∀ok, or ∈ O,∀mki ,mrj ∈M,∃refk,r ∈ Références(ok, or),
Écriture : (O ×M)2 −→ V
(ok,mki , or,mrj) 7−→ {V aleur(mrj) = V aleur(mki )}
2. On note ok
mki write m
r
j−−−−−−−−→ or une opération d’écriture initiée par l’objet




j−−−−−−−−→ or ≡ Écriture(ok,mki , or,mrj)
Notation 3.20 (Retour) Soit O un système à objets et ok, or deux objets
de O.
1. Soit l’ensemble S ⊂ O des objets qui possèdent le contrôle du
système. On note •ok un objet ok de cet ensemble.
2. On définit la fonction Retour qui passe le contrôle du système d’un
objet or ∈ O à un objet ok ∈ O lorsque le membre mrj de or met fin
à son exécution pour retourner au membre d’appel mki de ok telle
que :
∀ok, or ∈ O,∀mki ,mrj ∈M,∃refk,r ∈ Références(ok, or),








3. On note or
mrj return m
k
i−−−−−−−−−→ ok une opération de retour initiée par l’ob-
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Discussions
Contrôler les interactions entre objets est possible si et seulement si le système le
permet techniquement. C’est à dire que, comme pour les relations de référence,
nous devons être en mesure d’observer ces interactions et d’y appliquer des règles
de contrôle d’accès.
Suggestion 3.2 (Contrôle des interactions) Soit O un système à ob-
jets et ok, or deux objets de O tels que Localisation(ok) ≡ lock et
Localisation(or) ≡ locr.
Toute interaction ok −→ or est contrôlable si :
1. La relation est techniquement observable.
2. Les entités Sujet et Objet (resp. ok et or) sont identifiables telles
qu’il soit possible de calculer :
ok −→ or ≡ Contexte(lock) −→ Contexte(locr)
3. Les membres source et cible (resp. mki et mrj) sont identifiables tel
qu’il soit possible de calculer :
Signature(mki ) et Signature(mrj)
4. Il est possible d’appliquer une règle de contrôle de la forme :
deny/allow Signature(ok) −→ Signature(or)
Ces quatre points se factorisent de manière à formaliser l’interaction obser-
vée et/ou la règle de contrôle exprimée entre deux objets du système comme
par exemple :
Contexte(lock)
Signature(mki ) invoke Signature(m
r
j )−−−−−−−−−−−−−−−−−−−−−−−−−→ Contexte(locr)
Cependant, nous avions établi dans la section précédente qu’un membre pouvait
être soit un champ, soit une méthode, ce qui implique que nous devons distinguer
quatre grands cas d’interaction entre objets :
— Les interactionsMéthode/Méthode (fki −→ frj ) correspondent le plus sou-
vent à une méthode qui en exécute une autre. C’est à dire la composition
d’un appel de méthode suivi d’un retour. Les opérations de lecture/écri-
ture sont également possibles entre méthodes sous réserve qu’au moins
une des deux mute en un champ. Ainsi, l’interactionfki
read−−−→ frj est pos-
sible si la méthode fki mute implicitement en un champ aki , par exemple.
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— Les interactions Méthode/Champ (fki −→ arj) sont également un cas tri-
vial puisqu’il s’agit le plus souvent d’une opération de lecture/écriture
sur des données. L’exécution d’un champ est également possible mais
fait que le champ mute implicitement en une méthode. Ainsi, l’interac-
tion fki
invoke−−−−→ arj est possible si le champ arj mute implicitement en une
méthode frj , par exemple.
— Les interactions Champ/Champ (aki −→ arj) correspondent généralement
à une affectation entre deux champs. Indirectement, une opération de
lecture suivie d’une écriture via une même méthode correspond aussi à
une affectation mais qui est à rapprocher du cas précédent comme, par
exemple, une interaction fzp
read−−−→ arj suivie de fzp write−−−→ aki [79]. Les opé-
rations d’exécution sont possibles entre deux champs sous réserve que ces
deux champs mutent en deux méthodes ce qui est à rapprocher du pre-
mier cas considéré. Par exemple, l’interaction aki
invoke−−−−→ arj est possible si
le champ aki (resp. arj) mute implicitement en une méthode fki (resp. frj ).
— Les interactions Champ/Méthode (aki −→ frj ) sont théoriquement pos-
sibles dans notre modèle mais nous n’avons pas pu identifier de cas
concret qui illustre ce type d’interaction. Plus vraisemblablement, nous
pensons que ce cas force la mutation des membres concernés pour cor-
respondre à l’un des trois cas précédents.
Or, bien que notre modèle supporte quatre cas d’interactions possibles, la plu-
part du temps nous observerons surtout des interactions Méthode/Méthode ou
Méthode/Champ. Par ailleurs, beaucoup de systèmes à objets tels que Java consi-
dèrent que le fait d’accéder directement à un champ est une mauvaise pratique
et favorise en conséquence l’utilisation de méthodes du genre accesseur/muta-
teur. Au final, notre modèle traitera donc principalement les interactions de
type Méthode/Méthode.
Cas d’étude : Appel de procédure distante
Illustrons ce type de relation à l’aide du code python de la figure 3.13. Ce
programme réalise un appel de procédure distante d’un objet oclient sur un
objet oserveur via une interface XML-RPC 6. Cette interface induit la création
d’un objet iproxy côté client qui sérialise les appels reçus et d’un objet iskeleton
côté serveur qui transmet les appels reçus par iproxy à l’objet oserveur.
Supposons que nous ne soyons pas en mesure d’analyser le réseau entre les
machines qui exécuteront respectivement ces deux programmes. Nous pouvons
observer l’appel de procédure distante directement depuis ces deux systèmes au
6. C’est à dire l’utilisation d’XML pour la sérialisation des données et HTTP pour le
transport.
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1 from xmlrpc.server import SimpleXMLRPCServer
2
3 def is_even(n):
4 return n%2 == 0
5
6 if __name__ == "__main__":
7
8 # Registering skeleton interface
9 server = SimpleXMLRPCServer (("localhost", 8000))
10 server.register_function(is_even , "is_even")
11 print("Listening on port 8000...")
12
13 # Waiting for remote procedure calls
14 server.serve_forever ()
(a) Serveur XML-RPC
1 from xmlrpc.client import ServerProxy
2
3 if __name__ == "__main__":
4
5 # Registering proxy interface
6 proxy = ServerProxy("http :// localhost :8000/")
7
8 # Making remote procedure calls
9 print("3 is even: %s" % str(proxy.is_even (3)))
10 print("100 is even: %s" % str(proxy.is_even (100)))
(b) Client XML-RPC
Figure 3.13 – Exemple d’appel de procédures distantes en Python
(crédits : https://docs.python.org/3/library/xmlrpc.client.html)
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moment de l’exécution des lignes 9 et 10 du client XML-RPC. C’est à dire que















1 ) invoke Signature(f
serveur
2 )−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Signature(iproxy)
≡”Client XML−RPC” ”main” invoke ”is_even”−−−−−−−−−−−−−−−−→ ”proxy”
Pour satisfaire au principe d’interface, toute interaction reçue par l’objet iproxy















1 ) invoke Signature(f
serveur
2 )−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Signature(oserveur)
≡”server” ”main” invoke ”is_even”−−−−−−−−−−−−−−−−→ ”Serveur XML−RPC”
Enfin, lorsque l’objet oserveur termine l’exécution de la méthode is_even, nous
















2 ) return Signature(f
client
1 )−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Signature(iskeleton)















2 ) return Signature(f
client
1 )−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Signature(oclient)
≡”proxy” ”is_even” return ”main”−−−−−−−−−−−−−−−−→ ”Client XML−RPC”
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Ainsi, nous voyons que nous sommes en mesure de représenter les interactions
entre objets et grâce à cela nous pouvons appliquer des règles pour contrôler le
système à objets considéré. Mais plus encore, cet exemple montre aussi que dans
le cas d’objets distants, la représentation d’une même interaction est possible
entre deux systèmes distants. Par exemple, le cas d’étude donné par [80] utilise
notre modèle de relation pour suivre une interaction entre deux applications
Android. Ainsi, nous pouvons appliquer pour une même interaction soit des
règles de contrôle communes aux deux systèmes ou bien appliquer des règles
différentes en fonctions des objectifs de sécurité.
3.3.3 Relations de flux
Quel que soit le système considéré, la notion de flux correspond à une relation
abstraite qui s’établit entre les objets en fonction de la nature de leurs interac-
tions. On distingue généralement trois types de flux : le flux de contrôle, le flux
d’information et le flux de données. De façon générale, les flux d’un système à
objets ne sont pas nécessairement légitimes/voulus et c’est pourquoi nous nous
proposons de les contrôler. Il serait dommageable, par exemple, qu’un objet du
système fasse fuiter de l’information confidentielle via un flux caché et/ou non
contrôlé.
Flux d’activité
Nous pouvons d’abord remarquer que lorsque deux objets interagissent, ceux-
ci s’échangent implicitement le contrôle du système pour mettre en œuvre les
opérations demandées. Ainsi, un objet appelé conserve le contrôle du système
jusqu’à ce que celui-ci opère une opération de retour vers l’objet ayant initié
l’appel. De fait, le contrôle du système doit être effectué à l’échelle de chaque
objet en fonction des différentes interactions et non de façon globale (c’est à
dire à l’échelle du thread ou du processus). Afin d’éviter toute confusion entre
les termes nous préférerons l’expression flux d’activité pour qualifier ce type de
flux.
Notation 3.21 (Flux d’activité) Soit O un système à objets et ok, or
deux objets de O.
On note ok .. or le transfert de contrôle du système de l’objet ok vers l’objet
or tel que :
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Prenons l’exemple d’une méthode o2 :: f1 qui calcule la somme de deux entiers.
Lorsque cette méthode sera exécutée par une méthode o1 :: f1, cette dernière
arrête momentanément son exécution pour donner la main à la méthode appelée
et ainsi réaliser le calcul demandé. Puis lorsque la méthode o2 :: f1 retourne une
fois le calcul effectué, la méthode o1 :: f1 reprend son exécution. Nous pouvons









1−−−−−−−−→ o1 implique o2 . . o1
Flux d’information
Bien que deux objets peuvent interagir sans s’échanger de données, certaines
interactions induisent un transfert effectif d’information entre objets. Lorsque
c’est le cas, une relation abstraite s’établit où au moins l’un des deux objets
de l’interaction est source d’information pour l’autre. C’est ce que la littérature
appelle flux d’information. En pratique, un flux d’information est indépendant
du sens de l’interaction et de fait il peut être soit dans un sens opposé à l’inter-
action, soit dans le même sens, soit dans les deux sens. En effet, une opération
de lecture par exemple (ok
read−−−→ or) induit un transfert de données de l’objet lu
(or) vers l’objet lecteur (ok). De même, une opération d’écriture (ok
write−−−→ or)
induit un transfert de données de l’objet ayant initié cette opération (ok) vers
celui qui la reçoit (or). Enfin, l’exécution d’une méthode (ok
invoke−−−−→ or) peut
quant à elle induire un transfert d’information dans les deux sens (d’abord de
ok vers or puis de or vers ok).
Notation 3.22 (Flux d’informations) Soit O un système à objets et
ok, or deux objets de O.
1. On note ok =⇒ or un flux d’informations de l’objet ok vers l’objet
or tel que :
∀ok, or ∈ O,∀mki ,mrj ∈M,∃ok −→ or,
ok =⇒ or ≡

Écriture(ok,mki , or,mrj) 6= ∅
ou
Appel(ok,mki , or,mrj) 6= ∅
2. On note ok ⇐= or un flux d’informations de l’objet or vers l’objet
ok tel que :
3.3. MODÈLE GÉNÉRAL DE RELATIONS ENTRE OBJETS 67
∀ok, or ∈ O,∀mki ,mrj ∈M,∃ok −→ or,
ok ⇐= or ≡

Lecture(ok,mki , or,mrj) 6= ∅
ou
Retour(ok,mki , or,mrj) 6= ∅
Remarque : Nous utilisons ici une définition plus large que celle de [78] car
cette dernière se limite aux seuls objets du système d’exploitation.
Prenons l’exemple de la méthode qui calcule la somme de deux entiers. Lorsque
la méthode o1 :: f1 appelle la méthode o2 :: f1, nous pouvons observer un flux
d’information bidirectionnel entre les objets o1 et o2. D’abord un flux de l’objet
o1 vers l’objet o2 pour le passage des paramètres puis un flux d’information de









1−−−−−−−−→ o1 induit o2 =⇒ o1 car TypesOUT (f21 ) ≡ {”entier”}
Flux de données
Ainsi, si nous sommes en mesure de détecter certaines interactions entre deux
objets alors nous pouvons contrôler les flux d’information entre ces deux objets.
Par contre, la limite de cette relation est qu’elle ne tient pas compte de la va-
leur des données échangées ce qui entraîne une approximation sur la légitimité
des données du flux. Par exemple, il peut être légitime d’autoriser un flux d’in-
formation entre deux objets sauf lorsque les données échangées sont de nature
confidentielle. C’est pourquoi nous nous proposons de nous intéresser également
à la valeur des données transférées de sorte à lever toute ambiguïté sur la nature
des informations lorsque cela s’avère nécessaire.
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Notation 3.23 (Flux de données/valeurs) Soit O un système à objets
et ok, or deux objets de O.
1. On note ok
data==⇒ or l’écriture d’une donnée data de l’objet ok vers
l’objet or telle que :




data = Écriture(ok,mki , or,mrj)
ou
data = Appel(ok,mki , or,mrj)
2. On note ok
data⇐== or la lecture d’une donnée data de l’objet or vers
l’objet ok telle que :




data = Lecture(ok,mki , or,mrj)
ou
data = Retour(ok,mki , or,mrj)
Ainsi, continuons avec notre exemple sur la somme de deux entiers. En analysant
la valeur des paramètres au moment de l’appel puis la valeur retournée à la fin
de l’exécution, nous pouvons observer les données échangées entre les objets o1
et o2. C’est à dire que si la méthode o2 :: f1 est appelée pour calculer la somme








1−−−−−−−−→ o1 porte le flux de données o2 {42}==⇒ o1
Discussions
En pratique, le contrôle des flux du système offre une meilleure précision que
celui des interactions entre objets. Par exemple, en utilisant les flux de données,
nous pouvons déterminer la légitimité d’un appel de méthode en fonction de la
valeur des paramètres ce qui évite d’avoir à bloquer tout appel à cette méthode.
Par contre, le contrôle des flux induit une étape de formalisation supplémentaire
qui aura forcément un impact sur les performances. Nous pensons cependant
que les bénéfices sont suffisamment intéressants pour justifier la pertinence de
ce type de contrôle.
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Suggestion 3.3 (Contrôle des flux d’activité) Soit O un système à
objets et ok, or deux objets de O.
Tout flux de contrôle ok . . or est contrôlable si :
1. Le flux est techniquement observable.
2. Les entités Sujet et Objet sont identifiables tel que :
ok . . or ≡ Contexte(ok) . . Contexte(or)
3. Il est possible d’appliquer une règle de contrôle de la forme :
deny Signature(ok) . . Signature(or)
Suggestion 3.4 (Contrôle des flux d’information) Soit O un système
à objets et ok, or deux objets de O.
Tout flux d’information ok =⇒ or est contrôlable si :
1. Le flux est techniquement observable.
2. Les entités Sujet et Objet sont identifiables tel que :
ok =⇒ or ≡ Contexte(ok) =⇒ Contexte(or)
3. Il est possible d’appliquer une règle de contrôle de la forme :
deny Signature(ok) =⇒ Signature(or)
Suggestion 3.5 (Contrôle des flux de données/valeurs) Soit O un
système à objets et ok, or deux objets de O.
Tout flux de données ok
data==⇒ or est contrôlable si :
1. Le flux est techniquement observable.
2. Les entités Sujet et Objet sont identifiables tel que :
ok
data==⇒ or ≡ Contexte(ok) data==⇒ Contexte(or)
3. Il est possible d’appliquer une règle de contrôle de la forme :
deny Signature(ok)
data==⇒ Signature(or)
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Cas d’étude : Modèle producteur/consommateur
Illustrons ce type de relation en prenant l’exemple du modèle producteur/con-
sommateur. Il s’agit d’un patron de conception qui permet à plusieurs objets
de se transmettre de l’information de façon asynchrone par l’intermédiaire d’un
objet tampon partagé. En pratique il se traduit par la mise en œuvre d’au moins
trois objets : celui qui produit la donnée, celui qui la reçoit et celui qui en assure
la transmission. La figure 3.14 montre le résultat de l’exécution du programme
Java de la figure 3.15 qui implémente ce patron de conception.
Figure 3.14 – Sortie du producteur/consommateur en Java
À l’exécution de ce programme, nous pouvons observer la création de deux fils
d’exécutions correspondants respectivement à une activité producteur et une
activité consommateur se partageant un même objet de type Queue (cf. lignes
12/13). Au moment de l’exécution de ces deux activités, nous pourrons observer
les appels à l’objet partagé sharedQueue (cf. lignes 33 et 51). Ainsi, les flux
d’activité montrent que l’objet partagé sharedQueue obtient temporairement le
contrôle du système :













≡”prodThread” ”run” invoke ”put”−−−−−−−−−−−−→ ”sharedQueue”
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1 import java.util.concurrent.BlockingQueue;
2 import java.util.concurrent.LinkedBlockingQueue;
3 import java.util.logging .*;
4
5 public class PCPattern {
6
7 public static void main(String args []){
8 // Creating shared object
9 BlockingQueue sharedQueue = new LinkedBlockingQueue ();
10
11 // Creating Producer and Consumer Thread
12 Thread prodThread = new Thread(new Producer(sharedQueue));
13 Thread consThread = new Thread(new Consumer(sharedQueue));
14






21 class Producer implements Runnable { // Producer Class in java
22
23 private final BlockingQueue sharedQueue;
24
25 public Producer(BlockingQueue sharedQueue) {




30 public void run() {
31 for(int i=0; i<10; i++) try {
32 System.out.println("Produced: " + i);
33 sharedQueue.put(i);
34 } catch (InterruptedException e) {





40 class Consumer implements Runnable { // Consumer Class in Java
41
42 private final BlockingQueue sharedQueue;
43
44 public Consumer (BlockingQueue sharedQueue) {




49 public void run() {
50 while(true) try {
51 System.out.println("Consumed: " + sharedQueue.take());
52 } catch (InterruptedException e) {




Figure 3.15 – Modèle producteur/consommateur en Java
Cette implémentation du modèle producteur/consommateur a s’appuie sur trois objets. Le
premier produit des données sous forme de nombre. Un deuxième objet récupère ces données










≡”sharedQueue” ”put” return ”run”−−−−−−−−−−−−→ ”prodThread”













≡”consThread” ”run” invoke ”take”−−−−−−−−−−−−−→ ”sharedQueue”













≡”sharedQueue” ”take” return ”run”−−−−−−−−−−−−−→ ”consThread”
≡”sharedQueue” . . ”consThread”
Par ailleurs, sachant que les méthodes put et take acceptent respectivement un
paramètre en entrée et un paramètre en sortie, nous pouvons observer un flux
d’information correspondant au fonctionnement du modèle producteur/consom-
mateur. En effet :



























≡”sharedQueue” ”take” return ”run”−−−−−−−−−−−−−→ ”consThread”
≡”sharedQueue” =⇒ ”consThread”
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Dit autrement, nous observons alors un flux d’information de l’objet prodThread
vers l’objet consThread via l’objet sharedQueue :
”prodThread” =⇒ ”sharedQueue” =⇒ ”consThread”
Plus particulièrement, si l’on s’intéresse à la valeur des données transférées, nous
observons que lorsque l’objet prodThread produit un entier, ce même entier est
automatiquement envoyé à l’objet consThread ce qui est conforme au modèle
producteur/consommateur :
”prodThread” 1=⇒”sharedQueue” 1=⇒ ”consThread”
”prodThread” 2=⇒”sharedQueue” 2=⇒ ”consThread”
”prodThread” 3=⇒”sharedQueue” 3=⇒ ”consThread”
...
Au final, on voit qu’en précisant la nature des flux de chaque interaction nous
faisons ressortir des détails de plus haut niveau et que l’on peut contrôler. Nous
pourrions ainsi définir des règles qui, par exemple, forcent les données émises
par un objet prodThread à transiter par un objet sharedQueue avant d’être uti-
lisées par un objet consThread. Une telle règle offre une bien meilleure précision
que de simplement interdire à un objet prodThread d’accéder directement à un
objet consThread. Nous verrons dans la sous-section suivante comment mettre
en œuvre une telle logique.
3.3.4 Logique de relation
Dans la sous-section précédente, nous avons pris l’exemple du modèle produc-
teur/consommateur qui s’appuie sur trois objets pour transmettre de l’infor-
mation. Nous y avons alors mis en lumière l’existence d’un flux d’information
entre un objet dit producteur et un objet dit consommateur. En réalité, lorsque
l’on s’intéresse à la chronologie des flux, comme nous l’avions implicitement fait
dans cet exemple, nous pouvons construire une logique. Cette logique peut uti-
liser non seulement des relations de flux mais aussi les relations de référence
et d’interaction. Ainsi nous pourrons utiliser une logique de flux d’information
comme dans [78, 79] mais notre logique va au delà puisqu’elle inclut également
des relations de flux d’activité et de données ainsi que les relations de référence
et d’interaction.
Afin d’aller plus loin et d’élargir [78, 79], nous proposons de structurer les re-
lations à satisfaire en relations élémentaires (référence, interaction, flux) et de
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les décrire par des automates où les états sont les objets à surveiller et les tran-
sitions représentent les privilèges requis pour passer d’un objet à l’autre. Nous
verrons dans le chapitre suivant comment construire de tels automates.
Hypothèse 3.3 (Automates de contrôle) À partir des travaux de Von
Neumann sur les machines universelles, s’il existe un algorithme pour dé-
crire la logique d’une relation inter-objets alors il existe un automate qui
implémente cette logique. Si un tel automate existe alors nous serons en
mesure de reconnaître et contrôler des relations complexes.
Il s’agit bien là d’un élargissement des travaux antérieurs sur au moins deux
points. D’une part, nous couvrons des contrôles fins entre objets d’un même es-
pace d’adressage. D’autre part, nous proposons une formalisation plus générale
et plus simple des relations comme la référence, l’interaction ainsi que les diffé-
rents types de flux et d’automates. Nous verrons que ces notions couvrent entre
autres le cas de Java et le modèle de sécurité de celui-ci tout en permettant une
meilleure garantie de sécurité.
3.4 Relations spécifiques entre objets et poli-
tiques spécialisées
Le modèle de relations que nous avons établi est suffisant pour traiter le cas
général. Mais comme nous l’avons vu dans la section 3.2, beaucoup de systèmes
à objets apportent leurs lots de spécificités. Cette section propose d’étudier
l’impact de ces spécificités sur les relations entre objets afin de formaliser plus
précisément ces cas particuliers si nécessaire.
3.4.1 Héritage
L’un des concepts clefs des systèmes basés sur les classes est la notion d’héritage.
Celle-ci est à la base du mécanisme de polymorphisme qui permet la surcharge
et la redéfinition de membres de classes. Il s’agit d’une relation par laquelle
une classe réutilise la définition d’une ou plusieurs classes existantes appelées
"classes parentes". Cette nouvelle classe représente alors un sous-type de ses
classes parentes et par conséquent elle possède les noms de ces dernières. Cer-
tains langages comme C++ utilisent le terme de "dérivation" afin de souligner le
fait qu’une classe implémente une définition étendue/dérivée des membres des
classes parentes.
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Notation 3.24 (Héritage) Soit O un système à objets et ck une classe
de C.
1. On définit l’application Parents qui renvoie l’ensemble des classes
parentes d’une classe ck telle que :
∀ck ∈ C,
Parents : C −→ C
ck 7−→ {cp ∈ C, Noms(cp) ⊂ Noms(ck)}
2. On définit la fonction Super qui renvoie une référence sur une classe
parente d’une classe ck telle que :
∀ck ∈ C,∃cp ∈ Parents(ck),
Super : C × C −→ R
ck, cp 7−→ refk,p ∈ Références(ck)
3. On note ck _ cp l’héritage d’une classe cp par une classe ck tel que :
∀ck, cp ∈ C, ck _ cp ≡ cp ∈ Parents(ck)
En pratique, l’héritage est surtout une relation structurelle qui symbolise la
spécialisation d’une classe par rapport à une autre et, de fait, elle ne peut
être réciproque. Par exemple le type chat est une spécialisation du type animal
de compagnie ce qui se traduit par un lien d’héritage entre ces deux types.
L’héritage a un impact sur les politiques de sécurité car un chat est aussi un
animal de compagnie et de fait les privilèges qui s’appliquent pour la classe
animal de compagnie peuvent aussi s’appliquer à la classe chat, si besoin.
Le point positif de cette considération est que l’héritage nous permet alors de
calculer les droits d’accès pour tout types d’objet qui ne figureraient pas dans
la politique de sécurité. Par exemple, nous pouvons autoriser les objets de type
humain à appeler la méthode adopter des objets de type animal de compagnie ;
ce qui inclut les objets de type chat, chien, furet, etc. À l’inverse, cette trans-
mission automatique de privilèges via les relations d’héritage peut ne pas être
souhaitable. C’est pourquoi, les politiques de sécurité doivent obligatoirement
fournir un moyen de désactiver un privilège particulier pour des objets d’un type
donné, bloquant ainsi l’héritage du privilège correspondant. D’où la nécessité de
supporter les règles de type deny de façon à ce que la règle la plus restrictive
s’applique [19].
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3.4.2 Instanciation
L’instanciation et la destruction d’objet sont deux processus nécessaires au cycle
de vie des objets d’un système à classes. Le premier fait appel à deux opérations,
l’allocation et l’initialisation, qui sont implémentées sous la forme de méthodes
particulières ; la destruction de l’objet étant elle aussi implémentée sous la forme
d’une méthode de cette classe (cf. figure 3.16).
(a) Construction (b) Initialisation (c) Destruction
Figure 3.16 – Cycle de vie d’un objet de type "maison"
L’objet "maison" est d’abord construit afin d’exister dans le système (a). Immédiatement
après, celui-ci est initialisé pour être prêt à être utilisé (b). Enfin, cet objet est détruit lorsqu’il
devient inutile (c). Chacune de ces étapes est implémentée par trois méthodes particulières :
le constructeur, l’initialisateur et le destructeur.
L’objectif d’un constructeur est donc de construire un objet à partir de sa classe.
Ainsi lorsque le constructeur est appelé, un nouvel objet est créé dans le sys-
tème dont la stratégie de construction dépend du système considéré. Dans un
système informatique, par exemple, la construction d’un objet se traduit par
son allocation en mémoire. On notera que l’existence d’un constructeur peut
être implicite, comme c’est le cas avec le langage Java ou explicite comme avec
C++ (redéfinition de l’opérateur new 7) ou Python (méthode __new__ 8).
L’initialisateur est la toute première méthode à être exécutée par l’objet nou-
vellement créé. Son but est de fixer les valeurs initiales de l’objet en fonction
des différents paramètres passés en entrée. Les relations d’héritage de la classe
font qu’un initialisateur donné ne peut initialiser les données des membres hé-
rités. De fait, lorsque un initialisateur est appelé, celui-ci appelle d’abord les
initialisateurs définis dans les classes parentes. La majorité des langages à ob-
jets définissent un initialisateur explicite par classe comme Python (méthode
__init__ 9) mais la plupart l’assimile, par abus, au constructeur de la classe
comme Java (Méthodes <init> et <clinit> 10).
Enfin, le destructeur a pour effet de détruire un objet lorsque celui-ci n’est plus
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par un objet avant qu’il disparaisse du système. Comme pour le constructeur,
chaque système définit lui même sa stratégie de destruction d’objets. Des lan-
gages de programmation comme Java ou Javascript s’appuient sur un ramasse
miettes par exemple. Mais certains langages offrent la possibilité de maîtriser
cette opération comme C++ (redéfinition de l’opérateur delete 11) ou Python
dans une certaine mesure (méthode __del__ 12). Du fait des relations d’héri-
tage, lorsqu’un destructeur est appelé, celui-ci appellera aussi les destructeurs
des classes parentes de l’objet.
Au final, le processus d’instanciation utilise simplement des méthodes d’objet
particulières. De fait notre modèle basé sur la notion de méthodes s’applique et
permet de contrôler le cycle de vie des objets sans notation supplémentaire.
3.4.3 Mutation
La notion de mutation d’objet est propre aux langages à prototypes. Le plus
souvent elle est silencieuse pour l’objet considéré car celui-ci n’a pas connais-
sance des mutations qu’il subit. Par définition, il s’agit d’une opération basée
sur l’insertion, la suppression et la substitution de données qui a pour effet de
modifier la définition d’un objet. En particulier, l’objet qui initie la mutation
peut induire la création ou la suppression de membres de même qu’un change-
ment de types. En pratique la mutation s’appuie surtout sur l’introspection et
l’intercession pour respectivement observer et modifier les données d’un objet.
En pratique, la mutation n’est qu’une opération de lecture/écriture un peu par-
ticulière que nous savons décrire avec notre notation. De fait si nous sommes en
mesure d’observer ce type d’interaction alors nous pourrons autoriser un objet à
muter ou non. Par contre, en termes de contrôle, aucun objet ne pourra posséder
de privilèges fixes car ceux-ci sont susceptibles de changer au gré des différentes
mutations. Nous pourrions alors imaginer une logique de contrôle supplémen-
taire basée sur la nature des mutations qu’un objet subit. Une telle approche
permet alors d’exprimer les politiques de sécurité en fonction des mutations
possibles et non plus en fonction de la nature des objets.
3.4.4 Clonage
Par définition, le clonage a pour effet de dupliquer un objet existant pour créer
un nouvel objet. Contrairement à l’instanciation, un clone d’objet n’a pas be-
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processus fait intervenir deux opérations : l’allocation et la copie. Comme pour
l’instanciation, ces deux opérations sont implémentées dans chaque objet sous
la forme de méthodes spécialisées telles que la méthode Clone en Java 13. Là
encore il n’est pas nécessaire d’introduire de la notation supplémentaire pour
contrôler le clonage d’un objet puisque cela repose sur la notation des méthodes
que nous savons formaliser et contrôler.
En pratique, le clonage est une relation d’objets qui lie un clone à son prototype.
On ne parle plus d’héritage, puisqu’il ne s’agit pas d’une spécialisation, mais de
lignage. C’est à dire que tous les objets d’une même lignée se considèrent comme
descendants d’un ancêtre commun, connu et nommé 14. En termes de politique
de sécurité il y a donc ici aussi transmission des privilèges d’un prototype à sa
lignée. Nous ferons donc le même constat que pour l’héritage : la politique de
sécurité doit permettre de désactiver des privilèges précis pour des objets en
particulier.
3.5 Conclusion
L’objectif de ce chapitre était de comprendre le fonctionnement des systèmes à
objets en modélisant les différentes entités qui les composent. Il nous est apparu
que les notations déjà existantes étaient trop limitées pour être exploitables.
Nous avons donc fait le choix d’en définir une nouvelle mais plus simple à mettre
en œuvre car majoritairement basée sur des notations ensemblistes.
Ainsi, nous sommes partis d’une modélisation générale des systèmes à objets et
avons projeté ce modèle sur trois systèmes particuliers que sont les langages à
classes, les langages à prototypes et les systèmes répartis. Mais plus globalement,
la notation que nous proposons supporte des langages au delà des langages à
objets. En effet, parmi les exemples que nous avons donnés, certains sont des
systèmes qui décrivent des objets mais dont le langage n’est pas objet. Cela
signifie que quelque soit le système considéré, s’il est possible d’assimiler les
entités qui le composent à des objets, alors notre notation devrait s’appliquer
moyennant, peut être, quelques adaptations pour tenir compte des particularités
du système en question. Bien entendu, il ne s’agit que d’une hypothèse de travail
mais qui semble tout de même se vérifier en pratique.
Nous étions conscients des limites imposées par le théorème de Rice [30] et
de fait nous avons orienté notre notation sur l’idée des relations observables
dynamiquement et non statiquement. Notre modèle décrit ainsi les relations
observables entre objets ; c’est à dire les références, les interactions et les flux.
13. http://docs.oracle.com/javase/8/docs/api/java/lang/Object.html#clone--
14. Il s’agit de la définition donnée par le Larousse.
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La notion de référence n’implique pas nécessairement une opération d’accès car
un objet peut être référencé sans jamais être utilisé. Par contre, celle-ci est
un prérequis nécessaire avant toute interaction d’un objet avec un autre. Nous
sommes arrivés à la même conclusion que Edsger Dijkstra [5] sur la nature
anthropomorphique des objets qui, dans notre modèle, est de penser que les
objets décident des actions mais que ce sont leurs membres qui les réalisent. Nous
avons ainsi pu établir quatre types possibles d’interactions entre membres et
pour chacune d’entre elle la possibilité de réaliser une lecture, une écriture ou une
exécution. Mais dans les faits les interactions entre objets sont principalement
de l’ordre de l’appel de méthode et de l’accès à un champ.
Par ailleurs, nous avons expliqué que l’échange de données entre objets n’était
possible que si ces deux objets interagissent l’un avec l’autre. Nous avons montré
que cet échange n’allait pas obligatoirement dans le même sens que l’interaction
comme c’est le cas avec les opérations de lecture. De même une interaction n’est
pas nécessairement synonyme d’échange de données comme lors d’un appel de
méthode sans paramètre. Cela nous a alors permis d’établir trois types de flux : le
flux d’activités, le flux d’information et le flux de données lorsque l’on s’intéresse
à la valeur de l’information échangée.
Ainsi, nous avons considéré que si l’on est dans la capacité technique d’observer
ces différentes relations alors nous pouvons contrôler chacune d’entre elles. Pour
cela, nous avons proposé d’exprimer les règles de contrôle à l’aide du même
formalisme que notre modèle de relations. Par cette approche, les relations ob-
servées sont exprimées en fonction des contextes de sécurité et les politiques en
fonction des signatures. La signature étant incluse dans l’expression du contexte
de sécurité de l’objet, il devient alors facile de réaliser une comparaison entre
les deux et donc d’appliquer une politique de sécurité.
Les expériences que nous avons réalisées ont montré la pertinence et l’effica-
cité de cette approche sur des environnements Java [80, 81]. Malheureusement,
comparer les relations une à une avec une politique de sécurité impose d’écrire
autant de règles qu’il y a de relations. Au regard du nombre d’objets différents
dans un système et de la combinatoire des relations possibles, il est très difficile
d’écrire et de maintenir ces politiques.
Par contre, la littérature et notamment [78] montre qu’il est possible de construire
une logique de contrôle élaborée à partir de l’observation du flux dans un sys-
tème. Cette logique a alors pour effet d’augmenter la pertinence des règles
de contrôle. À l’inverse des travaux antérieurs [78, 79], nous ne sommes pas
contraints par une logique particulière. En effet, nous ne considérons que les
opérations élémentaires associant les objets et pouvant être utilisées dans tout
langage, toute logique ou toute grammaire d’automates. Ainsi nous réduisons la
formalisation à un noyau minimal pouvant être utilisée par tout système logique
existant. Nous montrerons l’efficacité de cette approche dans le cas de la logique
de contrôle JAAS associée à Java.
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Ainsi nous avons eu l’intuition de réduire la logique à un automate d’états.
Pour cela nous sommes partis de l’idée d’exprimer chaque flux élémentaire sous
la forme d’une capacité permettant au flux observé de progresser dans cet au-
tomate ; chaque état dudit automate étant un objet du système. Le chapitre
suivant traite des spécifications fonctionnelles nécessaires à un tel contrôle et le
dernier présente une application pratique de celui-ci.
Chapitre4
Contrôle d’accès basé sur les
automates pour Java
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Le chapitre précédent propose un formalisme pour modéliser les systèmes à
objets et plus particulièrement représenter les relations entre objets. Nous avons
établi qu’il existait trois relations possibles que sont la référence, l’interaction
et la logique de flux. Ainsi la référence est le fait, pour un objet, de désigner et
d’obtenir un accès à un autre objet du système dans le but éventuel de l’utiliser.
Ainsi, l’interaction est une action effective permettant au premier objet d’utiliser
l’objet référencé. Enfin, nous avons expliqué qu’il était possible de construire une
logique portant sur les échanges d’informations entre objets et nous avons émis
l’hypothèse de mettre en œuvre des automates pour implémenter cette logique.
Nous commencerons donc ce chapitre par étudier cette hypothèse.
Le théorème de Rice [30] montre qu’il n’est pas possible de déterminer à l’avance
les relations entre objets. C’est pour cette raison que notre approche est cen-
trée sur les relations observables d’un système à objets en cours de fonction-
nement. Or, nous savons que les attaques sur Java que nous avons identifiées
(cf. section 2.2) peuvent avoir un impact sur les objets de la JVM et plus par-
ticulièrement sur les relations entre ces objets. C’est pourquoi, nous souhaitons
confronter le modèle que nous avons défini avec le modèle d’attaque établi dans
l’état de l’art.
Par ailleurs, il faut proposer un moyen de garantir la politique de sécurité qui
utilise notre modèle grâce à un modèle de contrôle obligatoire (MAC) à grain fin.
Nous sommes conscients que la définition de politiques à grain fin est très difficile
et limite l’utilisation réaliste de ce type d’approche. Néanmoins des travaux
récents [3,67] laissent entendre qu’il ne s’agit pas d’un problème insoluble. C’est
pourquoi nous proposons dans ce chapitre de projeter les fondamentaux du
contrôle d’accès obligatoire à grain fin sur les systèmes à objets et d’en proposer
des spécifications fonctionnelles pour Java. Nous terminerons ce chapitre sur une
méthode pour transcrire les politiques JAAS en politique obligatoire à grain fin.
La figure 4.1 représente les trois principales contributions de ce chapitre.
4.1 JAAS Vs Inspection de pile par automates
Le cas d’étude proposé par [83] est idéal selon nous pour traiter les problèmes
de sécurité dans une machine virtuelle Java. Notamment, il met en lumière la
possibilité pour un objet non-privilégié de réaliser un accès privilégié sur un
objet protégé car le scénario proposé se place dans le cas où, pour des raisons
fonctionnelles, une élévation de privilèges est nécessaire. Néanmoins, celui-ci
ayant un but éducatif, il ne reflète pas entièrement la réalité. C’est pourquoi nous
commencerons cette section par présenter un cas d’étude légèrement enrichi par
rapport à l’original.
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Figure 4.1 – Approche globale et principales contributions de ce chapitre
1 Nous utilisons des automates pour décrire la dynamique des relations et ainsi exprimer
des objectifs de sécurité avancés. 2 Nous garantissons ensuite ces besoins de façon obligatoire
via une projection dynamique de ces automates en une politique de sécurité centrée sur les
seuls objets pertinents à contrôler. Cela a notamment pour effet de réduire mécaniquement le
"bruit" de la politique, ce qui améliore d’autant la qualité de la protection. 3 Enfin, nous
savons réutiliser les objectifs de sécurité existants en retrouvant dynamiquement les automates
correspondants à partir d’une politique. Ces trois contributions conjuguées permettent ainsi
de garantir la politique JAAS de n’importe quelle application Java de façons transparente,
obligatoire et totalement autonome.
Grâce à cela, nous pourrons montrer que JAAS peut facilement être mis en
défaut lorsque il s’agit de mettre des élévations de privilèges. Nous proposerons
ensuite une approche alternative qui est d’implémenter la logique de contrôle
JAAS à l’aide d’automates. Pour cela, nous expliquerons comment construire
un automate de contrôle dans le cas général grâce au modèle que nous avons
défini dans le chapitre précédent. Puis nous montrerons comment utiliser ces
automates pour reconnaître des flux par inspection de pile.
4.1.1 Présentation du cas d’étude
Nous proposons un cas d’étude largement inspiré de [83] qui repose sur trois
objets : un maçon, une petite fille et un réfrigérateur. L’objectif est de contrôler
l’accès à l’objet réfrigérateur selon les mêmes termes définis dans le cas d’étude
original 4.2. Nous introduisons un quatrième objet qui est l’apprenti du maçon
dont le seul privilège est de pouvoir dialoguer avec le maçon. Nous identifierons
ces quatre objets par oa, or, of et om respectivement.
O ≡{oa, or, of , om}
Types(oa) ≡ ”Apprenti” Types(om) ≡ ”Maçon”
Types(of ) ≡ ”Fille” Types(or) ≡ ”Réfrigérateur”
Selon ce cas d’étude nous souhaitons garantir quatre objectifs de sécurité que
nous décrivons sous la forme d’une politique de sécurité utilisant notre modèle.
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Figure 4.2 – Illustration du cas d’étude proposé
Nous souhaitons contrôler l’accès au réfrigérateur. La petite fille est autorisée à y prendre
une boisson. Ni le maçon, ni l’apprenti ne peuvent se servir eux mêmes. La petite fille peut
donner une boisson au maçon lorsque son travail est terminé.
La règle 4.1 traduit l’idée que le maçon peut demander une boisson à la petite
fille qui à son tour en demande une au réfrigérateur. La règle 4.2 correspond à
l’obtention de la dite boisson. La règle 4.3 autorise l’apprenti à interagir avec
le maçon. Enfin, La règle 4.4 interdit explicitement à l’apprenti d’accéder au
réfrigérateur.
allow Signature(om) =⇒ Signature(of ) =⇒ Signature(or)
≡allow ”Maçon” =⇒ ”Fille” =⇒ ”Réfrigérateur” (4.1)
allow Signature(or)
bière===⇒ Signature(of ) bière===⇒ Signature(om)
≡allow ”Réfrigérateur” bière===⇒ ”Fille” bière===⇒ ”Maçon” (4.2)
allow Signature(oa)
invoke−−−−→ Signature(om)
≡allow ”Apprenti” invoke−−−−→ ”Maçon” (4.3)
deny Signature(oa) −→ Signature(or)
≡deny ”Apprenti” −→ ”Réfrigérateur” (4.4)
Ajoutons également deux objets anonymes, ox et oy, dont le but sera de générer
du bruit dans l’observation des relations entre objets du système. Notre but
sera de contrôler par inspection de pile la séquence d’interactions suivante qui
traduit le fait que l’apprenti demande une bière au maçon, qui à son tour la
demande à la petite file qui l’obtient du réfrigérateur.
oa
invoke−−−−→ om invoke−−−−→ ox invoke−−−−→ of invoke−−−−→ oy invoke−−−−→ or
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4.1.2 Approche JAAS : la difficulté de l’élévation de pri-
vilège
Nous savons que JAAS utilise le principe de l’inspection de pile pour vérifier les
privilèges des objets présents dans une pile d’exécution afin d’autoriser ou non
l’accès à un objet protégé. Nous allons montrer ici, avec notre cas d’étude, que
l’implémentation par JAAS de l’inspection de pile n’est pas sans défauts. Pour
les besoins de chacun de ces scénarios, nous considérerons la politique JAAS
suivante exprimée à l’aide de notre modèle :
allow Signature(om)
invoke−−−−→ Signature(of ) (4.5)
≡allow ”Maçon” invoke−−−−→ ”Fille” (4.6)
allow Signature(of )
invoke−−−−→ Signature(or) (4.7)
≡allow ”Fille” invoke−−−−→ ”Réfrigérateur” (4.8)
allow Signature(oa)
invoke−−−−→ Signature(om) (4.9)
≡allow ”Apprenti” invoke−−−−→ ”Maçon” (4.10)
Scénario : Le maçon demande à la fille de prendre une bière dans le
frigo
Ignorons dans un premier temps l’existence de l’objet apprenti et plaçons nous
dans la même situation que le troisième scénario de [83] afin d’analyser le fonc-
tionnement "normal" de JAAS. Nous considérerons donc, pour l’instant, juste
la séquence :
om
invoke−−−−→ ox invoke−−−−→ of invoke−−−−→ oy invoke−−−−→ or
Les objets de types Réfrigérateur font un appel explicite à JAAS pour réaliser
une inspection de pile et ainsi vérifier que tous les objets appelant ont le droit
de prendre une boisson. Ainsi, selon cette séquence d’interactions, JAAS ana-
lyserait les privilèges de l’objet oy, puis de l’objet of , puis de ox, et enfin de
om. Par optimisation, JAAS ignore en réalité les objets n’ayant pas de domaine
de protection, c’est à dire dont le contexte de sécurité et/ou les privilèges ne
seraient pas connus. Cette méthode permet à JAAS d’éliminer le "bruit" de son
processus d’inspection et de fait la séquence d’interaction observée est perçue
par JAAS comme :
om
invoke−−−−→ of invoke−−−−→ or
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Or, selon la règle 4.6 de la politique JAAS considérée, un objet de type Maçon
possède le privilège d’accéder à un objet de type Fille mais pas de type Ré-
frigérateur. De fait, JAAS interdira l’accès à l’objet or et bloquera la dernière
interaction de cette séquence. Mais cela va à l’encontre de l’objectif fonctionnel
du scénario qui est d’autoriser un objet de type Maçon à accéder au Réfrigéra-
teur en passant par un objet Fille.
Scénario : Le maçon demande à la fille de prendre une bière dans le
frigo de façon privilégiée
Ignorons encore l’existence de l’objet apprenti mais plaçons nous cette fois dans
la même situation que le cinquième scénario de [83] et conservons la séquence
d’interactions précédente :
om
invoke−−−−→ of invoke−−−−→ or
Comme expliqué par les auteurs de [83], la documentation Java 1 fournit des
éléments de programmation pour marquer l’objet Fille comme privilégié, ordon-
nant ainsi à JAAS une élévation de privilèges dans la séquence d’interactions
observée. En réalité, cette technique force JAAS à interrompre son inspection
lorsqu’il atteint le niveau de l’objet Fille. Les bonnes pratiques imposent alors
de vérifier au niveau de l’objet Fille que l’élévation de privilèges demandée est
légitime ce qui se traduit en pratique par une inspection de pile en deux temps :
1ère inspection︷ ︸︸ ︷
om
invoke−−−−→ of invoke−−−−→ or︸ ︷︷ ︸
2ème inspection
La première inspection révèle que l’objet om possède le privilège nécessaire pour
accéder à l’objet of selon la règle 4.6. En accord avec la règle 4.8, la seconde
inspection valide également l’accès de l’objet of à l’objet or. Ces deux autorisa-
tions combinées permettent alors au maçon de demander une boisson à la fille
qui à son tour peut la demander au réfrigérateur sans pour autant autoriser un
accès direct du maçon au réfrigérateur.
Intuitivement nous pourrions penser que la règle 4.1 est vérifiée. Cependant
JAAS vérifie dans le cas présent la règle allow ”Maçon” invoke−−−−→ ”Fille” puis la
règle allow ”Fille” invoke−−−−→ ”Réfrigérateur” indépendamment, ce qui ne garantit
pas la règle 4.1.
Mais le plus important à noter est que l’élévation de privilèges au niveau de
l’objet Fille a désactivé la protection qu’offre JAAS sur une partie de la pile
d’exécution. Si à première vue cela ne semble pas poser de problèmes, nous
verrons avec notre objet apprenti que ce n’est pas le cas.
1. http://docs.oracle.com/javase/7/docs/technotes/guides/security/doprivileged.
html
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Scénario : L’apprenti demande une bière au maçon
Réintroduisons donc l’objet apprenti dans notre séquence d’interactions telle
que :
oa
invoke−−−−→ om invoke−−−−→ of invoke−−−−→ or
L’objet fille étant toujours privilégié, l’inspection de pile par JAAS se ferait
alors en trois temps ; d’abord la règle 4.3 puis la règle 4.1 :
2ème inspection︷ ︸︸ ︷
oa




En accord avec la règle 4.10, la première inspection de pile révèle que l’objet
Apprenti peut effectivement accéder à l’objet Maçon. Par contre la seconde ins-
pection de pile montre que l’objet Apprenti ne possède pas le privilège pour
accéder à l’objet Fille et, de fait, JAAS bloquera cet appel. La troisième inspec-
tion de pile n’a pas lieu puisque le programme ne s’exécute pas jusque là. De
fait, ce comportement est conforme avec ce que l’on attend de JAAS.
Scénario : L’apprenti demande une bière au maçon de façon privilé-
giée
Conservons notre objet apprenti ainsi que notre séquence d’interactions :
oa
invoke−−−−→ om invoke−−−−→ of invoke−−−−→ or
Supposons que l’objet Maçon soit privilégié ; c’est à dire qu’il implémente un
bloc doPrivileged comme spécifié dans la documentation Java 2. Puisque cela a
pour effet de désactiver l’inspection de pile au niveau de l’objet Maçon, Nous
obtenons une inspection de pile toujours en trois temps mais bien différente :
oa
invoke−−−−→
2ème inspection︷ ︸︸ ︷
om
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Dans ce cas précis, la première inspection autorise l’objet Apprenti à accéder à
l’objet Maçon conformément à la règle 4.10. La seconde inspection s’arrête au
niveau de l’objetMaçon du fait de l’élévation de privilèges et, conformément aux
règles 4.6 et 4.8, JAAS autorise donc cet objet à accéder au réfrigérateur par
l’entremise de l’objet Fille. Or indirectement, c’est comme si l’apprenti avait
demandé une bière au maçon, qui lui-même l’avait demandé à la fille qui l’a
obtenu du réfrigérateur alors même que le besoin de sécurité représenté par
la règle 4.4 l’interdit ! Résultat : la politique de sécurité est contournée et les
besoins ne sont pas satisfaits.
Lorsque l’on analyse les raisons de cette mise en défaut de JAAS, on doit d’abord
remarquer que la règle 4.4 ne peut être exprimée avec le langage de politique
JAAS car celui-ci ne supporte pas les règles de type deny. Pour rappel, une règle
de ce type interdit explicitement les accès correspondant même si une règle de
type allow l’y autorise. Ce qui est différent d’un deny implicite lors de l’absence
de règles allow comme réalisée par JAAS.
Plus généralement, la séquence d’interactions que nous avons considérée avec
l’apprenti, le maçon, la fille et le réfrigérateur correspond à une élévation de
privilèges via plusieurs objets privilégiés intermédiaires (ici le maçon et la fille).
Or ce type d’élévation de privilèges est difficilement maîtrisable lorsque l’on
suit une approche purement par programmation comme le fait JAAS. Pour
bien faire, il aurait fallu que l’élévation de privilèges se décide par une politique
de sécurité plus globale que simplement localisée sur un objet en particulier.
Intuitivement on se rend bien compte qu’il est très difficile pour l’objet fille de
déterminer si la demande provient effectivement du maçon ou bien d’un autre
objet qui utiliserait le maçon comme intermédiaire car, de sa vision, la demande
provient toujours du maçon.
Pour information, cette construction de pile d’exécution qui met en échec JAAS
est caractéristique des principaux exploits 3 Java où l’apprenti est une applet,
le maçon une classe vulnérable, la petite fille une classe système. Nous invitons
nos lecteurs à regarder le programme Java que nous avons mis en annexe B et
qui implémente ce cas d’étude.
4.1.3 Construction d’un automate de contrôle
Dans le chapitre précédent, nous avions émis l’hypothèse d’utiliser des auto-
mates pour implémenter une logique de contrôle capable de reconnaître des
relations complexes pour mieux les contrôler. Le cas d’étude que nous propo-
sons ici s’inscrit dans ce cas de figure où l’objectif est donc d’apporter a minima
le même niveau de sécurité que JAAS mais surtout d’aller au delà de ce que
3. Il s’agit d’un élément de programme dont le rôle est d’exploiter une vulnérabilité.
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JAAS est capable de garantir. Nous reprenons donc ici les règles considérées
précédemment :
allow ”Maçon” =⇒ ”Fille” =⇒ ”Réfrigérateur” (4.1)
allow ”Réfrigérateur” bière===⇒ ”Fille” bière===⇒ ”Maçon” (4.2)
allow ”Apprenti” invoke−−−−→ ”Maçon” (4.3)
deny ”Apprenti” −→ ”Réfrigérateur” (4.4)
Nous avions remarqué dans le chapitre précédent qu’une règle exprimée dans
notre langage représente la progression d’une relation, tel qu’un flux, au travers
de plusieurs objets parfaitement identifiés. Par exemple, la règle 4.1 autorise la
progression d’un flux d’information depuis un objet de type Maçon vers un objet
de type Réfrigérateur au travers d’un objet de type Fille. Notre idée est donc
de décomposer chacune de ces règles en un ensemble d’étapes et de conditions
à vérifier pour que la relation progresse d’objet en objet.
Or chacune des règles à transcrire met en lumière les objets importants à sur-
veiller et donc les différentes étapes de l’automate correspondant. Sachant que
ces règles de contrôle sont exprimées en fonction de signatures d’objet, les étapes
seront également fonction de ces signatures. De même, chaque relation expri-
mée traduit une condition de transition, c’est à dire le privilège qu’un objet à
une étape donnée doit posséder pour que le flux progresse vers l’étape suivante.
L’automate pouvant alors décrire soit une autorisation soit une interdiction.
En suivant l’algorithme 1 nous pouvons alors calculer tous les éléments dont nous
avons besoin pour construire nos automates. Il est d’ailleurs facile de vérifier
qu’en calculant P2 ◦ P1(”Maçon”), par exemple, nous retrouvons bien le flux
d’information exprimé dans la règle 4.1. Ainsi, Décomposons les règles 4.1 à 4.4
en relations élémentaires applicables à un Sujet q quelconque :
P1(q) = q =⇒ ”Fille”







P6(q) = q −→ ”Réfrigérateur”
Grâce à cela, nous pouvons alors décrire un automate par un ensemble Q d’états
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Entrées : Un ensemble de besoins de sécurité exprimés par des relations
inter-objets.
Données : Soit l’ensemble Q des étapes connues et qk ≡ Signature(ok) un
élément de cet ensemble;
Soit l’ensemble P des privilèges connus et Pk(q) un élément de cet ensemble;
Résultat : Un automate par règle avec étapes et transitions. Un ensemble de
privilèges.
pour chaque règle faire
pour chaque signature d’objet faire
Créer une étape qi (q0 étant l’étape initiale);
Ajouter qi à l’ensemble Q;
fin
pour chaque relation élémentaire faire
si relation élémentaire ≡ qi 99K qj alors
Ajouter à P le privilège Pk(q) ≡ q 99K qj ;
sinon si relation élémentaire ≡ qi −→ qj alors
Ajouter à P le privilège Pk(q) ≡ q −→ qj ;
sinon si relation élémentaire ≡ qi . . qj alors
Ajouter à P le privilège Pk(q) ≡ q . . qj ;
sinon si relation élémentaire ≡ qi =⇒ qj alors
Ajouter à P le privilège Pk(q) ≡ q =⇒ qj ;
sinon si relation élémentaire ≡ qi data==⇒ qj alors
Ajouter à P le privilège Pk(q) ≡ q data==⇒ qj ;
sinon
Ajouter à P le privilège Pk(q) correspondant à la relation exprimée;
fin
Créer une transition entre les étapes qi et qj ;
Ajouter la condition Pk(q) à cette transition;
fin
si la règle est de type "allow" alors
Créer une action finale qui accepte la relation reconnue;
sinon si la règle est de type "deny" alors
Créer une action finale qui rejette la relation reconnue;
sinon
Créer une action finale correspondant à l’objectif de la règle;
fin
fin
Algorithme 1 : Décomposition d’une règle de contrôle en un automate
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et un ensemble P de transitions, soit la figure 4.3 :
Q ≡{
q1 = ”Maçon”, q2 = ”Fille”,
q3 = ”Réfrigérateur”, q4 = ”Apprenti”
}
P ≡{
P1(q1) = q1 =⇒ q2 = ”Maçon” =⇒ ”Fille”,
P2(q2) = q2 =⇒ q3 = ”Fille” =⇒ ”Réfrigérateur”,
P3(q3) = q3
bière===⇒ q2 = ”Réfrigérateur” bière===⇒ ”Fille”,
P4(q2) = q2
bière===⇒ q1 ==⇒ ”Fille” bière===⇒ ”Maçon”,
P5(q4) = q4
invoke−−−−→ q1 = ”Apprenti” invoke−−−−→ ”Maçon”,
P6(q4) = q4 −→ q3 = ”Apprenti” −→ ”Réfrigérateur”
}
q1
P1(q) ≡ q =⇒ ”Fille”
q2
P2(q) ≡ q =⇒ ”Réfrigérateur”
q3 Accept
allow ”Maçon” =⇒ ”Fille” =⇒ ”Réfrigérateur”
(a) Automate 4.1
q3
P3(q) ≡ q bière===⇒ ”Fille”
q2
P4(q) ≡ q bière===⇒ ”Maçon”
q1 Accept
allow ”Réfrigérateur” bière===⇒ ”Fille” bière===⇒ ”Maçon”
(b) Automate 4.2
q4
P5(q) ≡ q invoke−−−−→ ”Maçon”
q1 Accept
allow ”Apprenti” invoke−−−−→ ”Maçon”
(c) Automate 4.3
q4
P6(q) ≡ q −→ ”Réfrigérateur”
q3 Reject
deny ”Apprenti” −→ ”Réfrigérateur”
(d) Automate 4.4
Figure 4.3 – Automates Grafcet du cas d’étude
Bien entendu, il est nécessaire de donner à chaque objet les permissions requises
pour que les flux progressent dans leurs automates respectifs. Par exemple, dans
l’automate 4.2, pour que le flux de données progresse de l’étape q3 à q2 il faut
que la condition P3(q) soit remplie. C’est à dire que tout objet correspondant
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à l’état q3 doit être en mesure d’accéder aux objets correspondant à l’état q2
et uniquement au travers de la relation P3(q) exprimée dans la condition. Plus
simplement, si nous donnons le privilège P3(q) aux objets de l’étape q3, nous
permettrons les flux de données de la forme P3(q3) ≡ ”Réfrigérateur” bière===⇒
”Fille” de progresser vers l’étape q2. Nous pouvons tenir le même raisonnement
pour toutes les étapes non finales de chacun de ces automates.
Entrées : Un automate et l’ensemble de tous les privilèges connus.
Résultat : Un automate avec une politique locale à chaque étape.
pour chaque étape qi non finale faire
pour chaque privilège Pk(q) connu faire
si Pk(qi) conditionne une transition sortante alors
Ajouter une action "explicit allow Pk(qi)" à l’étape qi;
sinon




Algorithme 2 : Définition de la politique locale à chaque étape non finale d’un
automate de contrôle
En pratique cela se traduit par créer des actions aux étapes non finales des au-
tomates dont l’objectif est de donner des privilèges précis via une règle explicite
de type allow. De plus si l’on applique le principe de tout ce qui n’est pas explici-
tement autorisé est implicitement interdit, nous devons dès lors créer également
des actions similaires pour désactiver les privilèges non nécessaires. C’est à dire
que tout privilège de l’ensemble P qui ne représente pas une condition de tran-
sition devient automatiquement une règle implicite de type deny. En suivant
l’algorithme 2 nous pouvons alors définir les politiques locales à chaque étape
non finale de ces automates (cf. figure 4.4).
Par contre, une telle construction peut engendrer des conflits de règles entre
celles de type allow et celles de type deny. C’est pourquoi il est nécessaire de
définir un ordre de priorité afin de connaître quelles règles l’emportent sur quelles
autres.
Suggestion 4.1 (Ordre de priorité des règles) Quelque soit la rela-
tion considérée,
1. En application du principe de moindre privilège, on favorise toujours
la règle la plus restrictive.
2. En application du principe de tout ce qui n’est pas autorisé est in-
terdit, on favorise toujours la règle la plus explicite.
3. En conformité avec les deux principes précédents, nous définissons
l’ordre de priorité des règles de contrôle comme suit :
implicit allow < implicit deny < explicit allow < explicit deny
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Au final nous obtenons un ensemble d’automates, un par règle, où les actions
décrites dans chaque étape enrichissent la politique de contrôle des objets tra-
versés par la relation exprimée dans la règle. Nous pouvons vérifier l’exactitude
de cette transformation en remplaçant chaque étape par la signature de l’objet
exprimé par la règle puis de calculer la politique donnée par chaque action. Nous
pouvons d’ailleurs remarquer dans les automates 4.1 et 4.2 de la figure 4.4 deux
règles, deny P1(q2) et deny P3(q2), qui renforcent l’objectif d’un flux uniquement
en transit dans les objets de type Fille.
Nous verrons en suivant comment utiliser ces d’automates pour améliorer l’ins-
pection de pile.
4.1.4 Reconnaissance de flux par inspection de pile
Avec notre cas d’étude, nous avons introduit deux objets dont le but est de gé-
nérer du bruit. De façon générale, ce que nous qualifions de "bruit" désigne tous
les éléments du système, que ce soit des objets ou des relations, qui ne sont pas
pertinents à surveiller mais pour lesquels il faut tout de même apporter une dé-
cision de contrôle d’accès car ceux-ci sont observables et donc contrôlés. Il s’agit
là de la faiblesse principale des approches obligatoires puisque, par nature, elles
reposent sur l’idée de tout contrôler y compris ce qui n’est pas pertinent et
cela impacte automatiquement la difficulté de définir des politiques de sécurité
ainsi que leurs tailles. De fait, le bruit perçu lors du contrôle est indirectement
reporté sur les politiques de sécurité du système qui deviennent donc soit illi-
sibles car comportant un trop grand nombre de règles non-pertinentes, soit trop
permissives pour éviter l’explosion de la politique.
Dans la section précédente, nous avions fait remarquer que si JAAS n’était pas
en mesure de calculer le contexte de sécurité d’un objet donné et encore moins
ses privilèges, cet objet était automatiquement écarté du processus de contrôle
(cf. listing 4.5). Ainsi, dans la séquence d’interactions que nous considérons
depuis le début, les objets ox et oy sont considérés comme du bruit par JAAS
et sont donc écartés du processus de contrôle.
1ière analyse︷ ︸︸ ︷
oa






Cependant, nous ne souhaitons pas dans notre cas écarter ces objets car les flux
qui les traversent deviendraient alors difficilement qualifiables. Nous pourrions
éventuellement suivre la méthode proposée par [78] basée sur une logique dédiée
mais introduisant une forte combinatoire. Afin de permettre à l’approche de
passer à l’échelle, nous proposons d’ignorer ces objets "parasites" sans pour
94CHAPITRE 4. CONTRÔLE D’ACCÈS BASÉ SUR LES AUTOMATES POUR JAVA






P1(q) ≡ q =⇒ ”Fille”






P2(q) ≡ q =⇒ ”Réfrigérateur”
q3 Accept
allow ”Maçon” =⇒ ”Fille” =⇒ ”Réfrigérateur”
(a) Automate 4.1






P3(q) ≡ q bière===⇒ ”Fille”






P4(q) ≡ q bière===⇒ ”Maçon”
q1 Accept
allow ”Réfrigérateur” bière===⇒ ”Fille” bière===⇒ ”Maçon”
(b) Automate 4.2






P5(q) ≡ q invoke−−−−→ ”Maçon”
q1 Accept
allow ”Apprenti” invoke−−−−→ ”Maçon”
(c) Automate 4.3






P6(q) ≡ q −→ ”Réfrigérateur”
q3 Reject
deny ”Apprenti” −→ ”Réfrigérateur”
(d) Automate 4.4
Figure 4.4 – Automates Grafcet enrichi du cas d’étude
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1 JVM_ENTRY(jobject , JVM_GetStackAccessControlContext(JNIEnv *env , jclass cls))
2 JVMWrapper("JVM_GetStackAccessControlContext");
3 if (! UsePrivilegedStack) return NULL;
4
5 ResourceMark rm(THREAD);
6 GrowableArray <oop >* local_array = new GrowableArray <oop >(12);
7 JvmtiVMObjectAllocEventCollector oam;
8
9 // count the protection domains on the execution stack. We collapse
10 // duplicate consecutive protection domains into a single one , as
11 // well as stopping when we hit a privileged frame.
12
13 // Use vframeStream to iterate through Java frames
14 vframeStream vfst(thread);
15
16 oop previous_protection_domain = NULL;
17 Handle privileged_context(thread , NULL);
18 bool is_privileged = false;
19 oop protection_domain = NULL;
20
21 for(; !vfst.at_end (); vfst.next()) {
22 // get method of frame
23 methodOop method = vfst.method ();
24 intptr_t* frame_id = vfst.frame_id ();
25
26 // check the privileged frames to see if we have a match
27 if (thread ->privileged_stack_top () && thread ->privileged_stack_top ()->
frame_id () == frame_id) {
28 // this frame is privileged
29 is_privileged = true;
30 privileged_context = Handle(thread , thread ->privileged_stack_top ()->
privileged_context ());
31 protection_domain = thread ->privileged_stack_top ()->protection_domain
();
32 } else {




36 if (( previous_protection_domain != protection_domain) && (
protection_domain != NULL)) {
37 local_array ->push(protection_domain);
38 previous_protection_domain = protection_domain;
39 }
40





46 oop result = java_security_AccessControlContext :: create(h_context ,
is_privileged , privileged_context , CHECK_NULL);
47
48 return JNIHandles :: make_local(env , result);
49 JVM_END
Figure 4.5 – Code source original de la fonction en charge de l’inspection de
pile dans OpenJDK 1.7
La fonction JVM_GetStackAccessControlContext définie par la JVM a pour mission d’ins-
pecter la pile d’exécution du thread courant et de retourner la liste des contextes de sécurité
JAAS présents dans celle-ci. Les commentaires aux lignes 9 à 13 donnent l’algorithme général.
La seconde condition au test de la ligne 36 exclut l’objet courant du contrôle s’il n’a pas été
possible de trouver un contexte de sécurité pour cet objet.
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autant ignorer les flux qui transitent par eux grâce à une règle particulière dans
la politique.
L’idée est de remarquer qu’une règle de type implicit allow permettrait à n’im-
porte quel objet de participer à tout type de relations sans pour autant être
en contradiction avec d’éventuelles autres règles. En effet, au titre de la sug-
gestion 4.1, une règle de type implicit allow sera toujours évaluée en dernier
par rapport à une règle explicite ou bien un implicit deny. Nous verrons dans
la section 4.3 sur le calcul automatisé des politiques comment utiliser au mieux
cette idée qui est, selon nous, plus élégante que de soustraire brutalement des
objets au contrôle d’accès comme le fait JAAS.
Suggestion 4.2 (Suppression du bruit de contrôle) Soit un privilège
Pall(q) qui autorise tout objet à réaliser n’importe quelle relation. Pour tout
objet du système, il existe une règle par défaut telle que :
implicit allow Pall(q)
Continuons ainsi notre exemple avec les objets apprenti, maçon, petite fille et
réfrigérateur. Nous avons déjà calculé précédemment les automates de contrôle
relatifs à ce cas d’étude (cf. figure 4.4, page 94). L’objectif est maintenant de
faire reconnaître à ces quatre automates la séquence d’interactions du début
en suivant le principe des machines de Turing. La séquence où l’apprenti de-
mande une bière au maçon qui en demande une à la petite fille qui la prend au
réfrigérateur correspond à un programme pour nos automates.
oa
invoke−−−−→ om invoke−−−−→ ox invoke−−−−→ of invoke−−−−→ oy invoke−−−−→ or
Ainsi, nous commençons par définir la politique initiale de manière à réduire le
"bruit" dans le processus de décision selon la suggestion 4.2. Puis en appliquant
l’algorithme 3 sur cette séquence en partant des appels les plus anciens vers les
plus récents, nous obtenons les décisions suivantes :
Préparation de l’inspection
Il n’existe pas d’étape active pour l’instant :
Étapes actives ≡∅
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Entrées : Une séquence d’interactions représentant une pile d’appel;
Données : Soit State(autox, qactive, ostate) l’étape active qactive d’un
automate autox activée par un objet ostate;
Soit Policy la politique utilisée lors de l’inspection de pile;
Output : Acceptation ou rejet de la séquence;
pour chaque appel de méthode osource
invoke−−−−→ otarget faire
// 1°) On recherche les automates à utiliser
pour chaque automate autox faire
si Signature(osource) représente une étape initiale qinit alors
Créer l’étape active State(autox, qinit, osource);
Mettre à jour Policy avec les règles de qinit;
fin
fin
// 2°) On applique la politique de sécurité




// 3°) On vérifie si il y a un changement d’étape
pour chaque étape active State(autox, qactive, ostate) faire
si Signature(ostate)
invoke−−−−→ Signature(otarget) représente une
condition de transition de qactive vers qnext alors
// On rend effectif le changement d’étape
Mettre à jour State(autox, qactive, ostate) telle que qactive = qnext et
ostate = otarget;
// On applique la décision de l’automate
si qnext est une étape finale alors
si qnext accepte la relation alors
Ne rien faire;
sinon si qnext rejette la relation alors
retourner Rejet;
sinon
Appliquer la décision de l’étape qnext;
fin
sinon





// 4°) Aucun automate n’a rejeté la séquence
retourner Accept;
Algorithme 3 : Inspection de pile par automate
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invoke−−−−→ om ≡ ”Apprenti” invoke−−−−→ ”Maçon”
Les automates 4.3 et 4.4 possèdent une étape initiale q4 qui est Apprenti :




Nous mettons la politique à jour en conséquence :
Politique ≡ {
allow Pall(∗)
deny P1(q4) ≡ deny ”Apprenti” =⇒ ”Fille”
deny P2(q4) ≡ deny ”Apprenti” =⇒ ”Réfrigérateur”
deny P3(q4) ≡ deny ”Apprenti” bière===⇒ ”Fille”
deny P4(q4) ≡ deny ”Apprenti” bière===⇒ ”Maçon”
allow P5(q4) ≡ allow ”Apprenti” invoke−−−−→ ”Maçon”
allow P6(q4) ≡ allow ”Apprenti” −→ ”Réfrigérateur”
}
La politique de sécurité autorise l’interaction ”Apprenti” invoke−−−−→ ”Maçon” donc
on continue.
La relation ”Apprenti” invoke−−−−→ ”Maçon” que nous observons correspond à une
condition de transition dans l’automate 4.3 :
State(4.3, q4, oa) = State(4.3, q1, om)
Par cette transition, nous atteignons une étape finale et nous appliquons donc
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Analyse de om
invoke−−−−→ ox ≡ ”Maçon” invoke−−−−→ ”Objet”
L’automate 4.1 possède une étape initiale q1 qui est Maçon :





Nous mettons la politique à jour en conséquence :
Politique ≡ {
allow Pall(∗)
deny P1(q4) ≡ deny ”Apprenti” =⇒ ”Fille”
deny P2(q4) ≡ deny ”Apprenti” =⇒ ”Réfrigérateur”
deny P3(q4) ≡ deny ”Apprenti” bière===⇒ ”Fille”
deny P4(q4) ≡ deny ”Apprenti” bière===⇒ ”Maçon”
allow P5(q4) ≡ allow ”Apprenti” invoke−−−−→ ”Maçon”
allow P6(q4) ≡ allow ”Apprenti” −→ ”Réfrigérateur”
allow P1(q1) ≡ allow ”Maçon” =⇒ ”Fille”
deny P2(q1) ≡ deny ”Maçon” =⇒ ”Réfrigérateur”
deny P3(q1) ≡ deny ”Maçon” bière===⇒ ”Fille”
deny P4(q1) ≡ deny ”Maçon” bière===⇒ ”Maçon”
deny P5(q1) ≡ deny ”Maçon” invoke−−−−→ ”Maçon”
deny P6(q1) ≡ deny ”Maçon” −→ ”Réfrigérateur”
}
La politique de sécurité autorise l’interaction ”Maçon” invoke−−−−→ ”Objet” donc on
continue (application de la règle par défaut). L’interaction que nous observons
ne correspond à aucune condition de transition.
Analyse de ox
invoke−−−−→ of ≡ ”Objet” invoke−−−−→ ”Fille”
Aucun automate ne possède une étape initiale correspondant à Objet. Les étapes
actives restent identiques :
Étapes actives ≡ {





Il n’est pas non plus nécessaire de mettre à jour la politique. La politique de
sécurité autorise l’interaction ”Maçon” invoke−−−−→ ”Fille” car il s’agit d’un flux
d’information ”Maçon” =⇒ ”Fille” donc on continue.
La relation ”Maçon” =⇒ ”Fille” que nous observons correspond à une condition
de transition dans l’automate 4.1 :
State(4.1, q1, om) = State(4.1, q2, of )
Par cette transition, nous atteignons une étape non finale et nous mettons à
jour la politique en conséquence :
Politique ≡ {
allow Pall(∗)
deny P1(q4) ≡ deny ”Apprenti” =⇒ ”Fille”
deny P2(q4) ≡ deny ”Apprenti” =⇒ ”Réfrigérateur”
deny P3(q4) ≡ deny ”Apprenti” bière===⇒ ”Fille”
deny P4(q4) ≡ deny ”Apprenti” bière===⇒ ”Maçon”
allow P5(q4) ≡ allow ”Apprenti” invoke−−−−→ ”Maçon”
allow P6(q4) ≡ allow ”Apprenti” −→ ”Réfrigérateur”
allow P1(q1) ≡ allow ”Maçon” =⇒ ”Fille”
deny P2(q1) ≡ deny ”Maçon” =⇒ ”Réfrigérateur”
deny P3(q1) ≡ deny ”Maçon” bière===⇒ ”Fille”
deny P4(q1) ≡ deny ”Maçon” bière===⇒ ”Maçon”
deny P5(q1) ≡ deny ”Maçon” invoke−−−−→ ”Maçon”
deny P6(q1) ≡ deny ”Maçon” −→ ”Réfrigérateur”
deny P1(q2) ≡ deny ”Fille” =⇒ ”Fille”
allow P2(q2) ≡ allow ”Fille” =⇒ ”Réfrigérateur”
deny P3(q2) ≡ deny ”Fille” bière===⇒ ”Fille”
deny P4(q2) ≡ deny ”Fille” bière===⇒ ”Maçon”
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deny P5(q2) ≡ deny ”Fille” invoke−−−−→ ”Maçon”
deny P6(q2) ≡ deny ”Fille” −→ ”Réfrigérateur”
}
Analyse de of
invoke−−−−→ oy ≡ ”Fille” invoke−−−−→ ”Objet”
Aucun automate ne possède une étape initiale correspondant à Fille. Les étapes
actives restent identiques :
Étapes actives ≡ {




Il n’est pas non plus nécessaire de mettre à jour la politique. La politique de
sécurité autorise l’interaction ”Fille” invoke−−−−→ ”Objet” donc on continue (appli-
cation de la règle par défaut). L’interaction que nous observons ne correspond
à aucune condition de transition.
Analyse de oy
invoke−−−−→ or ≡ ”Objet” invoke−−−−→ ”Réfrigérateur”
Aucun automate ne possède une étape initiale correspondant à Objet. Les étapes
actives restent identiques :
Étapes actives ≡ {




Il n’est pas non plus nécessaire de mettre à jour la politique. La politique de sé-
curité autorise l’interaction ”Fille” invoke−−−−→ ”Réfrigérateur” car il s’agit d’un flux
d’information ”Fille” =⇒ ”Réfrigérateur” et d’une interaction ”Apprenti” −→
”Réfrigérateur”.
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Les relations ”Fille” =⇒ ”Réfrigérateur” et ”Apprenti” −→ ”Réfrigérateur”
que nous observons correspondent à une condition de transition dans les auto-
mates 4.1 et 4.4 :
State(4.1, q2, of ) = State(4.1, q3, or)
State(4.4, q4, oa) = State(4.4, q3, or)
Par ces transitions, nous atteignons des étapes finales et nous appliquons donc






Décision finale et interprétation des résultats
Il n’y a plus d’interactions à observer par inspection de pile. Sur nos quatre
automates, trois ont reconnus la relation qu’ils contrôlent et seul l’automate 4.4
a rejeté la séquence observée. Cela signifie qu’il y a donc violation de la po-
litique du cas d’étude et en conséquence nous devons interrompre la dernière
interaction de cette séquence. Ce résultat est conforme à ce que l’on attendait
car l’automate 4.4 a pour rôle de justement détecter un accès illégitime de l’ap-
prenti au réfrigérateur, accès que JAAS n’avait pas été en mesure de détecter
(cf. section 4.1.2). La raison vient de la conjugaison de trois éléments :
1. Contrairement à JAAS, nous n’arrêtons pas l’inspection au premier objet
privilégié que l’on rencontre. De fait nous analysons donc l’intégralité de
la pile d’exécution ce qui permet à l’automate 4.4 d’identifier l’élévation
de privilège de l’apprenti sur le réfrigérateur.
2. La règle 4.1 exprime une élévation de privilèges de l’objet Maçon, chose
que JAAS ne sait pas exprimer correctement. Pour que l’apprenti puisse
effectivement accéder au réfrigérateur il aurait fallu exprimer une éléva-
tion de privilèges sur le même format que pour le maçon. Ce qui n’est
pas le cas ici, d’où le rejet par l’automate 4.4.
3. Dans l’approche JAAS, chaque objet privilégié du système déclenche une
inspection de pile. Or, avec notre approche par automate, seuls les objets
dont la signature correspond à un état final déclenchent une inspection,
c’est à dire par les objets Maçon et Réfrigérateuur. Nous n’avons présenté
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que la seconde inspection alors qu’une première inspection avait déjà
été acceptée par l’automate 4.3 et dont la décision est confirmée par la
seconde inspection. Ainsi, d’un point de vue qualitatif, nous obtenons
donc un meilleur résultat que JAAS mais avec une inspection de pile en
moins (cf. figure 4.6).
oa
invoke−−−−→ om︸ ︷︷ ︸
1ère inspection
invoke−−−−→ ox invoke−−−−→ of invoke−−−−→ oy invoke−−−−→ or
2ème inspection︷ ︸︸ ︷
(a) Inspections de pile réalisées par automates
oa
invoke−−−−→ om︸ ︷︷ ︸
1ère inspection
invoke−−−−→ ox invoke−−−−→ of invoke−−−−→ oy invoke−−−−→ or
2ème inspection︷ ︸︸ ︷
︸ ︷︷ ︸
3ème inspection
(b) Inspections de pile réalisées par JAAS
Figure 4.6 – Comparaison entre JAAS et les automates
4.1.5 Discussion sur le cas d’étude
Par ce cas d’étude nous voulions mettre en lumière les forces et les faiblesses
de JAAS. Les scénarios du cas d’étude d’origine dont nous nous sommes inspi-
rés [83] sont très biens pour mettre en lumière la logique derrière JAAS. L’idée
de mettre le focus sur uniquement les objets pertinents à contrôler est selon
nous une bonne stratégie car elle permet de concentrer le contrôle sur ce qui est
essentiel. C’est à dire quels sont les objets concernés et les relations entre eux ;
tout autre objet étant alors des intermédiaires participant à ces relations.
Par notre implémentation du cas d’étude original située en annexe, nous at-
testons que JAAS fait exactement ce que l’on attend de lui lorsqu’il y a une
élévation directe des privilèges (via un seul objet privilégié). Mais quand nous
avons introduit un quatrième objet de manière à tester JAAS dans le cas d’une
élévation indirecte (via plusieurs objets privilégiés) nous avons pu observer que
JAAS était totalement inefficace. Notre analyse nous a conduit à penser que
le fait de réaliser une inspection de pile par segments plutôt que globalement,
ajoutée au fait que les élévations de privilèges sont réalisées par du code à des
points fixes du programme, réduit fortement les capacités de JAAS à observer
correctement les relations entre objets.
Notre idée d’utiliser des automates repose justement sur cette nécessité d’ob-
server avec exactitude les relations entre objets. Et en ce sens, nous allons donc
au-delà des capacités de JAAS. En terme d’implémentation, nous avons fait le
choix de réutiliser le principe de l’inspection de pile mais en imposant une ana-
lyse globale. C’est l’inspection de pile qui sert à observer les relations et permet
104CHAPITRE 4. CONTRÔLE D’ACCÈS BASÉ SUR LES AUTOMATES POUR JAVA
de faire avancer les automates. Un véritable moniteur de référence serait cepen-
dant plus adapté mais, comme nous le verrons dans le chapitre suivant, celui-ci
introduit une très grande compléxité tant de mise en œuvre que du point de vue
des politiques. Ainsi, ce que nous proposons n’est pas une simple amélioration
de JAAS mais plutôt une alternative à celui-ci qui réutilise ses points forts et
laisse de coté ses limitations intrinsèques.
La question à se poser maintenant est de savoir comment se comporte notre
logique par automates face au modèle d’attaques que nous avons établi pour
Java. Nous apporterons cette réponse dans la section suivante.
4.2 Évaluation du modèle d’attaques
Fondamentalement Java est un système à objets basé sur les classes. Il est consti-
tué d’un hyperviseur (JRE) et d’une ou plusieurs machines virtuelles (JVM) en
charge d’exécuter les programmes Java compilés. Nous savons que le modèle
général que nous avons est suffisant pour caractériser les relations entre objets
d’un système à classes et par la même d’établir des règles de contrôle liées à
chacune de ces relations [80, 81]. Nous proposons d’analyser ici l’exploitation
de vulnérabilités Java connues afin de déterminer si celles-ci sont observables
et contrôlables par notre logique basée sur les automates. Pour cela, nous nous
placerons d’abord dans un cas général puis dans le cas d’un véritable malware.
4.2.1 Corruption de mémoire
Les attaques par corruption de mémoire consistent à modifier de façon illégi-
time les données stockées en mémoire. Très commune dans les environnements
d’exécution natifs comme C/C++, on y retrouve les vulnérabilités de type dé-
bordement de tampon ainsi que les chaînes de formatage mal formées. L’idée
est d’obtenir le contrôle du système en altérant les données de l’environnement.
Ainsi, ce type d’attaque peut avoir une incidence sur le système à objets sous
réserve que les données modifiées soient celles d’un objet. En effet, nous excluons
ici les cas où l’attaque par corruption de mémoire vise exclusivement le noyau
du système à objets comme l’hyperviseur Java.
Cas général
En pratique, cette attaque se traduit dans le système par l’apparition d’un objet
compromis voir malveillant (cf. figure 4.7). Nous pourrions envisager de chercher
4.2. ÉVALUATION DU MODÈLE D’ATTAQUES 105
à détecter de tels objets parmi les objets sains du système mais nous nous
heurterions au problème des généraux byzantins [84]. Ce problème suppose un
ensemble de généraux (ici nos objets) qui doivent se coordonner pour lancer une
attaque sur l’ennemi (ici remplir les fonctionnalités du système). L’objectif est
de distinguer parmi eux lesquels sont loyaux (c-à-d les objets sains) de ceux qui
agissent pour l’ennemi (c-à-d ceux qui ont été corrompus). Or il a été montré [85]
qu’un tel problème est indécidable, c’est à dire qu’il n’existe aucun algorithme
pour le résoudre. Cela signifie donc qu’il ne sera pas possible d’empêcher la
réalisation de cette attaque.
Figure 4.7 – Représentation d’une attaque par corruption de mémoire.
Par contre, nous pourrions envisager de restreindre les privilèges des objets du
système et ainsi limiter les actions d’un objet compromis. En effet, un objet dont
les données ont été corrompues peut adopter un comportement illégitime voir
malveillant. Par exemple, la corruption de mémoire peut affecter les données
exécutables d’une méthode de cet objet induisant ainsi des embranchements de
code non-prévus et, par conséquent, des interactions anormales entre objets. Or
notre modélisation et notre logique de contrôle par automate sont justement
conçues pour formaliser les relations observables entre objets, qu’elles soient
légitimes ou non, et ainsi appliquer une politique de contrôle d’accès. Dès lors,
peu importe si les objets que l’on contrôle sont sains ou compromis vu que nous
sommes en mesure de les forcer à respecter les objectifs de sécurité établis dans
la politique.
Cas Java
Il est possible de trouver des rapports de vulnérabilité (CVE) relatives à des at-
taques par corruption de mémoire pour les différentes implémentations de Java.
Mais la grande majorité d’entre elles concernent l’hyperviseur et non la mémoire
du système à objets. Par contre, nous pouvons traiter une technique d’instru-
mentation qui consiste à injecter du code dans l’image en mémoire des pro-
grammes en cours d’exécution ; nous pouvons notamment citer la bibliothèque
Microsoft Détours 4 [86] pour les applications natives. Une technique compa-
rable est disponible pour les environnements Java dont le principe est d’utiliser
les API de réflexion afin de modifier les classes chargées en mémoire. L’injection
de données peut être légitime comme dans le cas d’un profilage d’application
avec hprof 5. Mais cela pourrait également permettre à un hébergeur de services
4. http://research.microsoft.com/en-us/projects/detours/
5. http://docs.oracle.com/javase/8/docs/technotes/samples/hprof.html
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web un peu trop curieux d’injecter du code espion dans les applications qu’il
héberge et ce à l’insu de ses clients.
C’est pour cette raison que nous proposons d’étudier le cas d’un screen-logger
Java qui serait injecté dans une application légitime. Il s’agit d’une variante
du key-logger dont le principe est de capturer à intervalles réguliers ce qui est
affiché sur l’écran standard de l’utilisateur. Ce type de malware est très facile à
coder car l’API Java fournit toutes les fonctionnalités nécessaires et, au pire, il
est simple de trouver des composants logiciels clefs en main comme par exemple
ASL 6 pour Android.
Dans le cas de Java, il suffit ainsi de créer une instance de la classe Robot 7 puis
d’appeler la méthode createScreenCapture. Comme précisé pour le cas général,
nous ne pouvons empêcher la corruption de mémoire. Par contre nous pouvons
restreindre l’accès à la classe Robot ainsi qu’à son membre createScreenCapture,
c’est à dire rejeter toute interaction à destination de ce type d’objet et de ce
membre. Ce type de contrainte est facile à transcrire en un automate de contrôle :
Q ≡{q1 = ” ∗ ”, q2 = ”java.awt.Robot”}
q1 explicit allow P1(q1)
P1(q) ≡ q ”∗” invoke ”createScreenCapture”−−−−−−−−−−−−−−−−−−−−−−→ ”java.awt.Robot”
q2 Reject
Ainsi, dans le cas où un objet du système tente de prendre une capture d’écran
de l’utilisateur, cet automate sera en mesure de le détecter et de l’interdire en
conséquence. Il est intéressant de remarquer que JAAS définit des permissions
particulières [20] pour instancier un objet de la classe Robot et appeler la mé-
thode createScreenCapture (createRobot et readDisplayPixels respectivement).
Donc sans nous substituer à JAAS nous pouvons réutiliser ces permissions pour
définir les règles élémentaires telles que P1(q) et les utiliser comme transitions
dans nos automates (cf. tableau 4.1).
4.2.2 Confusion de types
L’attaque par confusion de types consiste à usurper le type d’un objet afin
d’obtenir ses privilèges. Dans les faits il s’agit d’une opération de transtypage
6. https://code.google.com/p/android-screenshot-library/
7. http://docs.oracle.com/javase/7/docs/api/java/awt/Robot.html





(a) Méthodes protégées selon [20]
P1(q) =q
”∗” invoke ”<init>()V ”−−−−−−−−−−−−−−−−→ ”java.awt.Robot”,
P2(q) =q
”∗” invoke ”<init>(java.awt.GraphicsDevice)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.awt.Robot”,
P3(q) =q
”∗” invoke ”setComposite(java.awt.Composite)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.awt.Graphics2d”
(b) Transposition des capacités en relations élémentaires
Table 4.1 – Réécriture des capacités JAAS (AWTPermission, createRobot) et
(AWTPermission, readDisplayPixels)
(cast) sur le type de l’objet directement, et non sur une de ses références. Cela
conduit alors à une élévation de privilèges pour l’objet usurpateur. Celui-ci
gagnant alors les privilèges de l’objet dont il usurpe le type. Il s’agit d’un type
d’attaque relativement rare dans les systèmes à objets actuels car elle impacte
directement la cohérence de tout le système. Cependant, même en étant peu
probable, ce type d’attaque reste possible.
Cas général
Un système à objets ne peut en pratique vérifier le type d’un objet qu’au seul
moment où l’attention de cet objet est requise. Par exemple, si un objet o1
désire appeler une méthode d’un objet o2, les types de ces deux objets ne seront
vérifiés qu’au moment de l’appel et non avant. L’explication provient du résultat
d’impossibilité du théorème de Rice [30] qui implique que le système ne peut
analyser statiquement, donc à l’avance, les flots du système. En conséquence,
un objet peut abuser le système en modifiant ses types.
Prenons l’exemple d’un système constitué de trois objets et supposons une règle
de la forme allow ”A” −→ ”B” qui autorise seulement les objets de type A à
interagir avec les objets de type B. Ainsi, ce système fait apparaître que seul
l’objet oA pourra accéder à l’objet oB car, implicitement, la politique considérée
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n’autorise pas les objets du type de oC à accéder aux objets du type de oB :
O ≡ {oA, oB , oC}
Types(oA) ≡ ”A” Types(oB) ≡ ”B” Types(oC) ≡ ”C”
Toute interaction oA −→ oB est explicitement autorisée.
Toute interaction oC −→ oB est implicitement interdite.
Il s’agit ici d’un résultat conforme à ce qu’exprime la politique considérée. Mais
supposons un défaut du système qui permettrait à l’objet oC de se maquiller
en un objet de type A. Pour qu’un objet usurpe le type d’un autre, ce premier
objet doit au préalable exister dans le système et donc nous connaissons déjà
son type initial. Or et grâce à notre modélisation des systèmes à objets, nous
savons qu’un objet peut posséder plusieurs types et, plus particulièrement, le
fait d’usurper le type d’un autre objet ne fait que lui en rajouter un nouveau.
Ainsi le type calculé de l’objet oC sera à la fois son type d’origine qui est "C" et
le type "A" qu’il a usurpé, c’est à dire : Types(oC) ≡ {”A”, ”C”}.
Déjà nous pouvons remarquer que contrairement à l’attaque par corruption de
mémoire, nous sommes en mesure de détecter la confusion de type. En effet, si
nous nous plaçons dans un système à classes comme Java, nous savons que les
types d’un objet sont toujours égaux aux noms de sa classe (cf. notation 3.12).
Or, cette égalité n’est plus vérifiée lorsqu’il y a une confusion de type d’où,
selon nous, l’importance de conserver les types d’origines de chaque objet et,
surtout, de les calculer le plus tôt possible. Nous pouvons d’ailleurs étendre cette
recommandation à la signature d’objet pour limiter les risques de confusion de
type dans les autres familles de système à objets.
Suggestion 4.3 (Conservation des types) La signature de chaque ob-
jet doit être calculée au moment de sa construction puis conservée tout au
long de la vie de l’objet.
Plus encore, si nous développons la politique considérée, nous savons qu’il existe
une règle implicite de type deny interdisant aux objets de type "C" d’accéder aux
objets de type "B", et ce au titre du principe de tout ce qui n’est pas explicitement
autorisé est interdit :
explicit allow ”A” −→ ”B”
implicit deny ”C” −→ ”B”
Ainsi, lorsque nous observerons une interaction oC −→ oB la première autorisera
l’accès car l’objet o3 possède le type A. Par contre la seconde règle l’interdira
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car l’objet oC possède aussi le type C qui est son type d’origine. Donc sans
règle explicite de type allow, l’objet oC ne pourra pas accéder à l’objet oB et ce
malgré la réussite apparente de l’attaque par confusion de type. Cela renforce
donc d’autant plus la nécessité de conserver les types des objets du système.
Cas Java
Il est difficile de donner un code source Java qui illustre cette attaque car, comme
expliqué dans l’état de l’art, ce type de vulnérabilité est intimement lié à une
implémentation particulière de l’hyperviseur. C’est pourquoi nous allons plutôt
analyser un exploit concret relatif à ce type d’attaque.
Dans [87], Michael Schierl propose une analyse de la vulnérabilité CVE-2012-
1723. Il s’agit d’une vulnérabilité de OpenJDK pour laquelle une optimisation de
l’analyseur de bytecode induit une vérification partielle des instructions d’accès
aux champs d’un objet. Malgré la beauté technique de cette attaque, nous ne
présenterons pas tous les détails de l’exploit proposé. Nous retiendrons juste
qu’il s’appuie sur une condition de concurrence entre l’analyseur de bytecodes
et la mise à jour d’une référence afin d’usurper un champ privé pour un champ
de visibilité publique.
Le principe de l’exploit est de définir une classe arbitraire, ici ConfusedCL,
qui a pour parent le type Classloader. Puis, par confusion de type, l’exploit
maquille le type de son chargeur de classes par celui de cette classe héritée.
L’objectif est de pouvoir appeler la méthode defineClass de visibilité protégée
par son homologue define de même type dans la classe héritée mais de visibilité
publique. Si l’attaque réussit alors le malware pourra ordonner à son chargeur
de classe le chargement de n’importe quelle autre classe.
Ainsi, nous nous retrouvons dans le même cas de figure que pour le cas général.
En effet, le chargeur de classes système, que l’on identifiera par l’objet oS , est
initialement de type Classloader. Puis, à un moment de l’exécution du malware,
cet objet oS obtient un type supplémentaire qui ConfusedCL. Le programme
de la figure 4.8 est adapté de l’exploit original que nous pouvons facilement
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1 public class Attacker extends Applet {
2






9 ConfusedClassLoader cl = Confuser.confuse(getClass ().
getClassLoader ());
10 String [] names = { "msf.x.PayloadX", "msf.x.
PayloadX$StreamConnector" };
11 String [] paths = { "/msf/x/PayloadX.class", "/msf/x/
PayloadX$StreamConnector.class" };
12
13 String port = getParameter("lport");
14 ConfusedClassLoader.define(cl, names , new byte [][] {
loadClass(paths [0]), loadClass(paths [1]) },
getParameter("data"), getParameter("jar"),
getParameter("lhost"), port == null ? 4444 :
Integer.parseInt(port));





(a) Classe principale de l’exploit
1 public class ConfusedClassLoader extends ClassLoader {
2
3 public static void define(ConfusedClassLoader cl, String []
name , byte [][] data , String hexdata , String jar , String
lhost , int lport) {
4 try {
5 Permissions p = new Permissions ();
6 p.add(new AllPermission ());
7 ProtectionDomain pd = new ProtectionDomain(new
CodeSource(null , new Certificate [0]), p);
8
9 Class clazz = cl.defineClass(name[0], data[0], 0, data
[0]. length , pd);











(b) Classe usurpatrice du type ClassLoader
Figure 4.8 – Exploit de la CVE-2012-1723
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formaliser avec notre modèle :
O ≡ {· · · , o5, oS , o7, · · · }, C ≡ {c1, c2, c3, c4}, c4 _ c2,
Noms(c1) ≡ ”Confuser”, Méthodes(c1) ≡ {f11 }
Noms(c2) ≡ ”Classloader”, Méthodes(c2) ≡ {· · · , f27 , · · · }
Noms(c3) ≡ {”Attacker”, ”Applet”}, Méthodes(c3) ≡ {f31 , · · · }
Noms(c4) ≡ {”ConfusedClassLoader”, ”ClassLoader”}, Méthodes(c4) ≡ {f41 }
Noms(f11 ) ≡ ”confuse”, T ypes(f11 ) ≡ {”exécutable”, · · · }
Noms(f27 ) ≡ ”defineClass”, T ypes(f27 ) ≡ {”exécutable”, · · · }
Noms(f31 ) ≡ ”init”, T ypes(f31 ) ≡ {”exécutable”, · · · }
Noms(f41 ) ≡ ”define”, T ypes(f41 ) ≡ {”exécutable”, ”ConfusedClassLoader”, · · · }
Classes(o5) ≡ c1, T ypes(o5) ≡ Noms(c1) ≡ ”Confuser”
Classes(oS) ≡ c2, T ypes(oS) ≡ Noms(c2) ≡ ”Classloader”
Classes(o7) ≡ c3, T ypes(o7) ≡ Noms(c3) ≡ {”Attacker”, ”Applet”}
À l’exécution, nous pouvons observer un premier appel à la classe malicieuse
Confuser :
o7
c3::f1 invoke c1::f1−−−−−−−−−−−−→ o5
≡”Attacker” ”init” invoke ”confuse”−−−−−−−−−−−−−−−→ ”Confuser”
o5
c1::f1 return c3::f1−−−−−−−−−−−−→ o7
≡”Confuser” ”confuse” return ”init”−−−−−−−−−−−−−−−−→ ”Attacker”
Plus particulièrement, si l’on compare les flux de données entre l’appel à la
méthode confuse de l’objet o5 de type Confuser et le retour de cet appel, nous
pouvons apprécier que le type de l’objet oS passé en paramètre est transtypé de
façon illégalle :
o7
oS=⇒ o5 ≡”Attacker” {”Classloader”}==========⇒ ”Confuser”
o5
oS=⇒ o7 ≡”Confuser” {”Classloader”,”ConfusedClassLoader”}===========================⇒ ”Attacker”
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L’observation de ce transtypage est suffisant pour décider de la non-légitimité de
la première interaction. Il s’agit d’ailleurs de la stratégie suivie par le vérificateur
de code de la JVM mais qui, ici, a néanmoins été mis en échec du fait de
la vulnérabilité CVE-2012-1723. Sans un mécanisme de protection adéquat, le
malware est libre de continuer son exécution en injectant des classes malicieuses
dans le noyau de la JVM :
so7
c3::f1 invoke c4::f1−−−−−−−−−−−−→ c4
≡”Attacker” ”init” invoke ”define”−−−−−−−−−−−−−−−→ ”ConfusedClassLoader”
c4
c4::f1 invoke c2::f7−−−−−−−−−−−−→ oS
≡”ConfusedClassLoader” ”define” invoke ”defineClass”−−−−−−−−−−−−−−−−−−−−→ ”Classloader”
Ainsi, notre modèle général nous permet d’observer et donc contrôler les at-
taques par confusion de types dans Java. Remarquons toutefois que cet exploit
Java s’exécute en tant qu’applet, c’est à dire sans privilèges particuliers (cf.
relation d’héritage de la classe Attacker). L’objectif de cet exploit est donc de
s’échapper de la sandbox Java et ainsi obtenir un contrôle total de la JVM.
Traditionnellement, la technique consiste à prendre le contrôle d’un classloader,
comme c’est le cas ici, dans le but d’injecter des classes malicieuses dans le
noyau de la JVM.
Or, selon les spécifications de sécurité de JAAS [20], la création d’un classloader
nécessite une permission particulière qu’une applet Java ne possède pas (permis-
sion createClassloader). Nous savons que l’exploit présenté ici arrive à abuser
JAAS en se servant de son classloader comme classe privilégiée intermédiaire
(cf. conclusions de la section 4.1). Mais il est intéressant de noter que comme
dans le cas de l’attaque par corruption de mémoire, nous identifions là encore
un privilège Java particulier qui limite l’accès à un objet privilégié de la JVM.
Au final, nous pouvons là encore réutiliser une permission JAAS pour définir
des règles élémentaires utilisables comme transitions dans nos automates (cf.
tableau 4.3).
4.2.3 Défaut de contrôle d’accès
La littérature montre que le moniteur de référence de Anderson [21] est un
prérequis nécessaire à la garantie de politiques de sécurité. Celui-ci se définit
en trois critères dont le premier est qu’il doit absolument intercepter toutes les
demandes d’accès ; les deux autres étant qu’il ne doit pas être influençable et






(a) Méthodes protégées selon [20]
P4(q) =q
”∗” invoke ”<init>()V ”−−−−−−−−−−−−−−−−→ ”java.lang.ClassLoader”,
P5(q) =q
”∗” invoke ”<init>(java.lang.ClassLoader)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.ClassLoader”,
P6(q) =q
”∗” invoke ”<init>(∗)V ”−−−−−−−−−−−−−−−−→ ”java.net.URLClassLoader”,
P7(q) =q
”∗” invoke ”<init>(∗)V ”−−−−−−−−−−−−−−−−→ ”java.security.SecureClassLoader”
(b) Transposition de la capacité en relations élémentaires
Table 4.3 – Réécriture de la capacité JAAS (RuntimePermission, createClass-
loader)
que son implémentation soit formellement prouvée par rapport au modèle de
protection.
Ce que l’on nomme "défaut de contrôle d’accès" correspond à la situation où le
moniteur de référence est soit contourné, soit inutile lorsque les privilèges vérifiés
ne sont pas corrects. Bien évidemment nous excluons le cas trivial où il n’existe
tout simplement pas de contrôle d’accès. C’est pourquoi nous allons surtout
traiter l’aspect d’un contrôle d’accès qui ne serait pas appliqué correctement.
Cas général
De façon générale, il existe deux stratégies pour abuser un moniteur de réfé-
rence. Soit l’attaquant utilise un canal caché pour rendre les interactions ma-
licieuses imperceptibles, donc non contrôlables, comme dans le cas de la CVE-
2006-2769 réputée pour avoir mis à mal le détecteur d’intrusion Snort. Soit à
utiliser des séquences d’interactions qui, par une erreur de politique ou d’opti-
misation, échappent au contrôle du modèle de protection. Le second cas est à
différencier du premier sur le fait que les interactions restent observables bien
qu’elles ne soient pas observées.
La difficulté est que notre approche se base exclusivement sur les relations obser-
vables (cf. hypothèse 3.1). Ce qui implique que nous avons besoin d’un véritable
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moniteur de référence pour la mettre en œuvre. En effet, seul un moniteur de
référence qui remplit les trois critères de Anderson apporte les garanties néces-
saires à l’exactitude des relations que l’on observe.
Suggestion 4.4 (Moniteur de référence pour système à objets)
La mise en application des propositions 3.1, 3.2, 3.4, 3.5 et 3.3 sur le
contrôle des relations entre objets nécessite un moniteur de référence de
Anderson [21].
Ainsi, si les critères du moniteur de référence sont bien respectés, une décision
sera prise pour chaque demande d’accès et cette décision sera conforme à ce qui
aura été observé : il ne peut y avoir de contournement du modèle de protection.
Par contre, il est possible que la décision qui est prise ne respecte pas le principe
de moindre privilèges [19]. C’est à dire qu’une erreur dans la politique de sécurité
permet à un objet non privilégié d’accéder à un objet privilégié du système alors
même que cela ne soit pas formalisé par un objectif de sécurité.
Nous allons donc supposer deux objets op et onp. La question est : peut on expri-
mer avec notre modèle général un objectif de sécurité qui autorise ou interdit un
objet non-privilégié onp d’accéder à un objet privilégié op ? Deuxième question :
sommes nous en mesure d’appliquer cet objectif de sécurité ?
La réponse à la première question est triviale car notre modèle général des sys-
tèmes à objets nous permet d’exprimer une relation directe entre op et onp telle
que op −→ onp mais aussi une relation indirecte qui utilise un objet intermédiaire
oi telle que op −→ oi −→ onp. Nous avons d’ailleurs vu dans le cas d’étude sur
le maçon, la petite fille et le réfrigérateur que nous étions en mesure de contrô-
ler ce type de relation à l’aide d’automates. Nous sommes donc en mesure de
contrôler les relations entre un objet non-privilégié et un objet privilégié et de
respecter le principe de moindre privilèges.
Cas Java
Le défaut de contrôle d’accès est un problème récurrent dans Java qui est à
distinguer de l’abus de l’inspection de pile avec lequel il est intimement lié.
Parce que JAAS s’appuie principalement sur du code inséré dans le programme
dont le but est d’appliquer les règles de contrôle (cf. section 2.3.4 de l’état de
l’art), il existe une probabilité non négligeable que le développeur ait fait une
erreur d’implémentation.
Un exemple parlant est celui de la vulnérabilité CVE-2008-5353 dont nous pou-
vons trouver une analyse dans [88]. Il s’agit certes d’une vulnérabilité ancienne
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mais elle reste populaire parmi les pentesteurs 8 car elle a la particularité d’avoir
un taux d’exploitabilité de 100% et d’être multi-platformes. Pour information,
l’éditeur d’antivirus Kaspersky indique des tentatives d’exploitation de cette
vulnérabilité dans ses statistiques d’avril 2012 9.
1 // If there’s a ZoneInfo object , use it for zone.
2 try {
3 ZoneInfo zi = (ZoneInfo)AccessController.doPrivileged(
4 new PrivilegedExceptionAction () {
5 public Object run() throws Exception {
6 return input.readObject ();
7 }
8 });
9 if (zi != null) { zone = zi; }
10 } catch (Exception e) { /* [...] */ }
(a) Code vulnérable de la classe Calendar
1 // If there’s a ZoneInfo object , use it for zone.
2 ZoneInfo zi = null;
3 try {
4 zi = AccessController.doPrivileged(
5 new PrivilegedExceptionAction <ZoneInfo >() {
6 public ZoneInfo run() throws Exception {
7 return (ZoneInfo) input.readObject ();
8 }
9 }, CalendarAccessControlContext.INSTANCE);
10 } catch (PrivilegedActionException pae) { /* [...] */ }
11 if (zi != null) { zone = zi; }
(b) Code corrigé de la classe Calendar
Figure 4.9 – Comparaison entre la CVE-2008-5353 et son correctif
Cette vulnérabilité se situe dans la classe java.util.Calendar et plus précisé-
ment dans la méthode readObject en charge de désérialiser un objet ZoneInfo
à partir d’un flot de données brutes. Pour réaliser cette opération, l’objet qui
appelle cette méthode doit accéder au package sun.util.calendar qui est un pa-
ckage système de l’API Java dont l’accès nécessite le privilège accessClassInPa-
ckage.sun.util.calendar. En temps normal, une applet Java non signée ne dispose
pas d’un tel privilège et une exception de type SecurityException devrait être
levée d’où la nécessité d’exécuter cette portion de code avec une élévation de
privilèges (cf. listing 4.9a).
En pratique, la méthode readObject n’a aucune connaissance sur l’objet à dés-
érialiser. C’est pourquoi, elle se résume à allouer un objet vide en mémoire puis
à y copier le flot de données bit par bit et de retourner cet objet sans en appeler
le constructeur. Or le bloc doPrivileged implique que ces objets sont sérialisés
dans un contexte privilégié et plus particulièrement avec les privilèges de la
classe Calendar car doPrivileged désactive l’inspection de pile. Le but de l’ex-
ploit sera donc de désérialiser un objet malicieux pour que ce dernier échappe
8. Il s’agit du nom donné aux spécialistes des tests d’intrusion.
9. http://newsroom.kaspersky.eu/fr/news/detail/article/statistiques-
mensuelles-sur-les-programmes-malveillants-avril-2012/
116CHAPITRE 4. CONTRÔLE D’ACCÈS BASÉ SUR LES AUTOMATES POUR JAVA
au contrôle de JAAS :
”Applet” invoke−−−−→
Limite de l’inspection︷ ︸︸ ︷
”Calendar” invoke−−−−→ ”Objet privilégié”
Nous pourrions continuer l’analyse de cette vulnérabilité mais ce qui nous inté-
resse se situe justement ici. La suite de l’exploit consiste principalement à utiliser
une particularité d’implémentation de la méthode readObject pour désérialiser
un chargeur de classes afin d’injecter des classes arbitraires dans le noyau de la
JVM. Pour comprendre où se situe le défaut de contrôle, il faut comparer le bloc
doPrivileged du code vulnérable avec celui du code corrigé (cf. listing 4.9b).
Dans la version vulnérable, doPrivileged est appelée sans privilèges particuliers
ce qui, selon la documentation 10, signifie que JAAS utilisera les privilèges de
la classe appelante immédiate. Sachant que Calendar est une classe système, le
code à l’intérieur de doPrivileged s’exécute avec des privilèges systèmes. Il s’agit
donc clairement d’une élévation de privilèges.
Le correctif, consiste à passer le privilège accessClassInPackage.sun.util.calendar
en paramètre de doPrivileged (cf. ligne 9 du correctif). Selon la documentation
officielle, JAAS utilisera ce privilège plutôt que ceux de la classe système Ca-
lendar. Il s’agit donc d’une réduction de privilèges.
Ainsi le défaut de contrôle d’accès apparaît dans le comportement de JAAS.
C’est à dire que lorsque le développeur oublie de préciser les privilèges à utiliser,
JAAS utilisera automatiquement le maximum de privilèges possibles ce qui est
en total contradiction avec le principe de moindre privilège. Le correctif apporté
résout cette vulnérabilité mais uniquement pour cet appel car le problème de
fond est toujours présent. La question est donc de savoir si nous sommes en
mesure d’adresser ce problème de fond.
Pour cela, suivons un raisonnement empirique. À partir de la documentation,
nous savons que la classe Calendar implémente l’interface Serializable d’où
l’existence de la méthode readObject. Toujours selon la documentation 11, cette
interface indique que les objets de type Calendar peuvent être sérialisés et dés-
érialisés. Donc la méthode readObject a pour but de désérialiser des objets de
type Calendar et uniquement de ce type là. En d’autres termes, l’objectif de
sécurité exprimé par le bloc doPrivileged incriminé dans la CVE-2008-5353 est
de ne permettre à un objet de type Calendar de n’accéder qu’aux seuls objets
du même type que lui ; d’où le privilège accessClassInPackage.sun.util.calendar
imposé par le correctif de sécurité. En résumé, il s’agit donc de restreindre l’ac-
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Lorsque l’on inspecte le package Java sun.util.calendar, nous pouvons compter
treize classes différentes ; soit treize règles de contrôle à définir. Pour simpli-
fier les explications, nous allons plutôt considérer une expression régulière pour
identifier toutes les classes de package ce qui permet de ne définir qu’une seule
et unique règle :
allow ”Calendar” −→ ”sun.util.calendar. ∗ ”
Nous décomposons ensuite cette règle en privilèges élémentaires de manière à
construire l’automate correspondant. Nous ajoutons à cette décomposition un
privilège supplémentaire qui correspond à l’accès à une classe privilégiée de la
JVM, de type Classloader par exemple. Nous obtenons ainsi tous les éléments
nécessaires pour construire un automate :
Q ≡{q1 = ”Calendar”, q2 = ”sun.util.calendar. ∗ ”, q3 = ”Classloader”}
P ≡{
P1(q1) = q1 −→ q2 = q −→ ”sun.util.calendar. ∗ ”
P2(q1) = q1 −→ q3 = q −→ ”Classloader”
}
q1 explicit allow P1(q1)
implicit deny P2(q1)
P1(q) ≡ q −→ ”sun.util.calendar. ∗ ”
q2 Accept
Cet automate autorise donc les objets de type Calendar à accéder aux objets
dont la classe appartient au package Java sun.util.calendar. En pratique donc, si
le type de l’objet désérialisé par la méthode readObject appartient à ce package,
l’objet Calendar pourra y accéder. Par contre, s’il s’agit d’un objet privilégié de
la JVM comme un Classloader alors ce même automate interdira tout accès à
cet objet grâce à la règle implicite de type deny définie à l’étape initiale q1 :
implicit deny P2(q1) ≡ implict deny ”Calendar” −→ ”Classloader”
Notre approche par automate permet effectivement de réaliser une réduction de
privilèges pour peu que l’on connaisse à l’avance les objets privilégiés du système
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ainsi que les privilèges qui permettent d’y accéder (ici le privilège P2(q) que nous
avons supposé). Aspect intéressant, la vulnérabilité que nous venons de traiter,
met en lumière le privilège JAAS (RuntimePermission, accessClassInPackage.*)
qui permet de contrôler l’accès à des objets privilégiés de la JVM. Nous pourrions










(a) Méthodes protégées selon [20]
P8(q) =q
”∗” invoke ”getClasses()java.lang.Class[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
P9(q) =q
”∗” invoke ”getFields()java.lang.reflect.F ield[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
P10(q) =q
”∗” invoke ”getMethods()java.lang.reflect.Method[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
P11(q) =q
”∗” invoke ”getConstructors()java.lang.reflect.Constructor[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
P12(q) =q
”∗” invoke ”getField(java.lang.String)java.lang.reflect.F ield”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
P13(q) =q
”∗” invoke ”getMethod(∗)java.lang.reflect.Method”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
P14(q) =q
”∗” invoke ”getConstructor(∗)java.lang.reflect.Constructor”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”
(b) Transposition de la capacité en relations élémentaires
Table 4.5 – Réécriture de la capacité JAAS (RuntimePermission, accessClas-
sInPackage.*)
4.2.4 Abus de l’inspection de pile
L’inspection de pile est une méthode qui consiste à analyser l’historique des
appels de méthodes d’un fil d’exécution afin de déterminer si tous les objets
précédemment appelés possèdent le privilège d’accéder à l’objet suivant. Comme
expliqué dans l’état de l’art, l’implémentation Java de ce mécanisme est efficace
tant qu’il n’existe pas d’objets privilégiés intermédiaires. En effet, la présence
d’un tel objet dans la pile d’appel implique une élévation de privilèges qui a pour
conséquence de désactiver l’analyse de JAAS au-delà de cet objet privilégié.
L’attaque par abus de l’inspection de pile consiste justement à exploiter cette
faiblesse.
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Cas général
La section 4.1 traite déjà du cas général. Nous y avions étudié l’exemple du ma-
çon, de la petite fille et du réfrigérateur [83] pour expliquer l’inspection de pile
telle qu’implémentée par JAAS. Nous avons ainsi attesté que JAAS fonctionnait
correctement lorsque la pile d’exécution contenait au plus une seule élévation
de privilèges. Par contre nous avons également mis en lumière que JAAS était
totalement inefficace lorsque la pile contenait au moins deux élévations de pri-
vilèges.
Le problème provient du fait que l’élévation de privilèges est une notion com-
plexe à garantir qui nécessite une logique de contrôle plus avancée que ce que
réalise JAAS en l’état. En section 3.3.4, nous avons eu l’intuition d’utiliser des
automates pour justement mettre en œuvre une logique avancée qui s’est mon-
trée très efficace pour adresser un cas d’élévation de privilèges que JAAS est
incapable de traiter. Par contre il ne s’agissait là que d’une construction de pile
particulière parmi toutes celles qui doivent être traitées.
C’est pourquoi, nous allons essayer de généraliser ce résultat. Pour cela, nous
remarquerons qu’une pile d’exécution correspond à un chemin particulier dans
un graphe d’appels. Donc, en montrant que notre approche par automate est
applicable à un graphe d’appels général, nous montrerons que nous savons traiter
toutes les constructions possibles de pile d’exécution et, en conséquence, les
attaques sur l’inspection de pile de JAAS ne peuvent qu’échouer.
Ainsi, supposons un objet privilégié oP , un objet non-privilégié oNP , un objet
qui réalise une élévation de privilèges oJAAS et enfin un objet quelconque du
système oI dont le but est d’induire du bruit. La figure 4.10 est un graphe
qui représente tous les appels possibles entre ces quatre objets. Sachant que ce
graphe est totalement cyclique, il existe donc une infinité de piles d’exécution
que l’on peut construire à partir de ces quatre objets. L’objectif sera de montrer
que quelle que soit la pile d’exécution considérée, l’objet oNP ne peut avoir accès
à l’objet oP sans que l’élévation de privilèges correspondante soit exprimée dans
la politique.
Pour cela, nous allons utiliser un outil mathématique qui s’appelle la fermeture
transitive. Il s’agit d’un calcul qui, dans un graphe, détermine s’il existe au moins
un chemin reliant un sommet à un autre. L’avantage de ce calcul est que nous
n’avons pas besoin de connaître tous les chemins possibles entre deux sommets
pour savoir si il existe une connexion logique entre les deux. Dit autrement, la
fermeture transitive abstrait tous les chemins entre deux sommets même si on
ne les connaît pas.
Rapportée à notre cas, il est trivial de déterminer dans notre graphe d’appels
qu’il existe une fermeture transitive entre les objets oNP et oP . C’est à dire, que





Figure 4.10 – Graphe des appels possibles entre quatre objets quelconques
dans le graphe de la figure 4.10 :
Rtrans(oNP , oP ) 6= ∅
Or, nous sommes en mesure de qualifier cette fermeture transitive. En effet, le
graphe d’appels considéré ne contient que des relations inter-objets de type appel
de méthodes. Donc nous pouvons affirmer que l’objet oNP appelle l’objet oP
quelle que soit la pile d’exécution ce qui nous permet d’abstraire Rtrans(oNP , oP )
par :
Rtrans(oNP , oP ) ≡ oNP −→ oP
Ce résultat est important car il signifie que l’accès d’un objet non-privilégié sur
un objet privilégié est non seulement observable mais qu’en plus nous savons
le formaliser. La question est maintenant de savoir si, pour une politique de
sécurité donnée, il existe un automate capable de reconnaître cette relation qui
est valide pour toutes les piles d’exécutions où oNP appelle oP . Or, un automate
se construit comme un graphe où les étapes sont des sommets. Ce qui signifie
que le calcul de fermeture transitive entre deux étapes est faisable. Sachant que
l’on observe une fermeture transitive Rtrans(oNP , oP ) dans le système, notre but
sera donc de trouver un automate pour lequel il existe une fermeture transitive
telle que :
Rtrans(Signature(oNP ), Signature(oP )) 6= ∅
Si on identifie un tel automate alors on applique la décision de cet automate. Si-
non, la relation sera automatiquement rejetée en conformité avec le principe de
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tout ce qui n’est pas explicitement autorisé est implicitement interdit. A contra-
rio, si l’on souhaite autoriser une élévation de privilèges entre les objets oNP et
oP il est obligatoire d’exprimer de façon explicite la fermeture transitive corres-
pondante, c’est à dire
Rtrans(Signature(oNP ), Signature(oP )) ≡ oNP −→ oP
Par exemple, pour les deux automates suivants il n’existe pas de fermeture tran-
sitive entre les objets oNP et oP (états q1 et q4 respectivement) donc l’élévation
de privilèges n’est pas permise (implicitement interdite par le privilège P2(q)).
Par contre dans l’exemple du maçon, de la petite fille et du réfrigérateur une
telle fermeture existe c’est pourquoi l’élévation est possible.
Q ≡{q1 = Signature(oNP ), q2 = Signature(oI),
q3 = Signature(oJAAS), q4 = Signature(oP )}
P ≡{P1(q1) = q1 −→ Signature(oJAAS), P2(q3) = q3 −→ Signature(oP )}
q1 explicit allow P1(q1)
implicit deny P2(q1)
P1(q) ≡ q −→ Signature(oJAAS)
q2 Accept
allow Signature(oNP ) −→ Signature(oJAAS)
q3 implicit deny P1(q3)
explicit allow P2(q3)
P2(q) ≡ q −→ Signature(oP )
q4 Accept
allow Signature(oJAAS) −→ Signature(oP )
Rtrans(Signature(oNP ), Signature(oP )) ≡ ∅
Au final, nous venons donc de montrer que peut importe la pile d’exécution
considérée et quel que soit le nombre d’objets privilégiés intermédiaires, tant
qu’il n’existe pas de règle explicite dans la politique de sécurité qui autorise une
élévation de privilèges alors cette dernière ne sera pas possible. Cela signifie que
nous devons distinguer deux cas :
— Soit l’objet intermédiaire réalise une élévation de privilèges (c-à-d oI =
oJAAS) ce qui crée une fermeture transitive entre les deux automates ;
autorisant de fait les relations de la forme oNP −→ oJAAS −→ oP .
— Soit l’objet intermédiaire est tout à fait quelconque (c-à-d oI 6= oJAAS) et
il n’y a pas de fermeture transitive entre les deux automates ; interdisant
de fait les relations de la forme oNP −→ oJAAS −→ oP .
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Ainsi, cette notion de fermeture transitive permet de vérifier si la politique de
sécurité autorise les élévations de privilèges.
Suggestion 4.5 (Vérification de politiques) Soient deux objets oNP et
oP respectivement non-privilégié et privilégié. Le principe de moindre pri-
vilèges est respecté si quelle que soit la règle de la politique :
Rtrans(Signature(oNP ), Signature(oP )) ≡ ∅
Cas Java
Le principe général de l’inspection de pile est d’analyser les privilèges des ob-
jets appelants présents dans la pile d’exécution. Mais comme stipulée dans la
documentation Java officielle [12], certaines API système utilisent une méthode
de vérification différente où seule l’identité du chargeur de classe de l’appelant
immédiat sera testée.
L’exploitation de la vulnérabilité CVE-2012-4681 s’appuie justement sur cette
particularité pour contourner JAAS. En effet, les objets de type Statement per-
mettent d’exécuter du code Java de façon interprétée ce qui implique de devoir
résoudre les noms des classes et méthodes Java passés en argument. Comme
expliqué dans [89], cette résolution passe par la méthode forName définie dans
Class. Mais la vérification de sécurité à l’intérieur de cette méthode ne vérifie
que le classloader de l’appelant immédiat et non les privilèges des objets de la
pile d’exécution [12]. Sachant que l’appelant immédiat est de type ClassFinder
défini dans le noyau de la JVM sous le package com.sun.beans.finder, les objets
de type Statement peuvent donc résoudre n’importe quelle classe de la JVM y
compris des classes noyaux qui peuvent ainsi être appelées par n’importe quel
objet même non privilégié.
La suite de l’attaque consiste alors à accéder aux API de réflexion de bas niveau
pour réussir un appel privilégié à la méthode setSecurityManager de la classe
System 12. Comme expliqué dans l’état de l’art, la classe SecurityManager sert
d’embrayage : lorsqu’il est présent, JAAS est actif. Ainsi la méthode setSecuri-
tyManager permet non seulement d’activer JAAS mais aussi de le désactiver.
Plutôt que d’empêcher les appels au noyau de la JVM, qui sont obligatoires
pour des raisons fonctionnelles, notre objectif sera donc d’empêcher JAAS d’être
12. http://docs.oracle.com/javase/7/docs/api/java/lang/System.html
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désactivé de façon indue. Pour cela, il est nécessaire de contrôler les appels à la
méthode setSecurityManager ce qui correspond à garantir la règle suivante :
deny ∗ ∗ invoke ”setSecurityManager”−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.System”
Or, dans la section relative à l’attaque par corruption de mémoire, nous avions
dû garantir une règle similaire pour contrôler l’accès à la méthode createScreen-
Capture de la classe Robot. Nous avions statué que la transcription de cette
règle en un automate était faisable et par conséquent nous savions garantir l’ap-
plication de ce type de règle. En conséquence, nous pouvons utiliser la même
approche pour empêcher JAAS d’être désactivé.
Néanmoins nous devons noter que pour appeler la méthode setSecurityManager,
le code appelant doit nécessairement disposer du privilège JAAS éponyme. De
fait, nous garantissons ici encore l’application d’une règle alors même qu’il existe
un privilège correspondant : la capacité JAAS (RuntimePermission, setSecuri-
tyManager). À l’instar des trois cas précédents nous pouvons donc réutiliser
cette permission et créer des transitions dans nos automates (cf. tableau 4.7).
Classe Méthode
java.lang.System setSecurityManager(java.lang.SecurityManager)V
(a) Méthodes protégées selon [20]
P15(q) =q
”∗” invoke ”setSecurityManager(java.lang.SecurityManager)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.System”
(b) Transposition de la capacité en relations élémentaires
Table 4.7 – Réécriture de la capacité JAAS (RuntimePermission, setSecurity-
Manager)
4.2.5 Discussions
Au final, les attaques par corruption de mémoire ainsi que celles par confusion
de types ont lieu à bas niveau. De fait, ces deux familles d’attaques sont donc
plus du ressort du système d’exploitation et du matériel que de celui du système
à objets lui même. Par contre, à partir du moment où l’on contrôle les relations
entre objets, nous pouvons observer les conséquences d’une attaque réussie ;
c’est à dire une élévation de privilèges suivie de la prise de contrôle du système
par l’attaquant. C’est donc sur ces conséquences que nous proposons d’agir en
obligeant les objets du système à ne réaliser que les seules tâches qu’ils sont en
droit d’accomplir. Un exemple un peu extrême : si notre politique de sécurité
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autorise l’objet attaqué à accéder à un ensemble précis d’objets alors il ne pourra
rien faire d’autre.
Ces deux premières catégories d’attaques sont relativement rares aujourd’hui
ce qui n’est pas le cas des deux dernières. En effet, sachant qu’une partie des
politiques JAAS est transcrite en code Java dans le programme, le défaut de
contrôle d’accès provient principalement d’une erreur d’implémentation des ob-
jectifs de sécurité de l’application. Il ne nous est pas possible de corriger du
code par une politique mais nous savons exprimer les mêmes objectifs de sé-
curité dans notre langage. Par ailleurs, ces défauts dans la carapace de JAAS
s’accompagnent généralement d’un abus de l’inspection de pile afin de prendre
le contrôle du système à objets. Or nous savons que ce type d’attaque se traduit
par une élévation de privilèges observable par nos automates. Cela signifie que
dans le cas où JAAS serait mis en défaut, nous savons exprimer une politique
similaire à celle de JAAS et par laquelle nous pouvons autoriser ou non une
élévation de privilèges précise. En d’autres termes, nos automates servent de
gardes fous et respectent les objectifs de JAAS.
Nous avons essayé de mettre en lumière ces réflexions en nous appuyant sur
des malwares Java. Nous avons également montré que le fait de définir des
privilèges JAAS au moyen de capacités est efficace mais son implémentation
n’est pas satisfaisante. En effet, chaque malware Java que nous avons étudié
avait pour but de violer une règle JAAS afin d’obtenir plus de privilèges. Cela
signifie que la réflexion qu’il y a eu sur la sécurité et l’accès aux API Java a
déjà été faite par Sun/Oracle et semble pertinente par rapport aux organes
"sensibles" d’une JVM comme par exemple le chargeur de classes. C’est cela qui
nous a amenée à nous poser la question de réutiliser les politiques Java existantes
comme point d’entrée de nos propres politiques. Nous présentons donc dans la
section suivante, une méthode pour réutiliser les privilèges JAAS afin de les
retranscrire dans une politique de contrôle applicable par nos automates.
4.3 Calcul automatisé de politiques de sécurité
Lorsque l’on contrôle les relations entre objets du système nous constatons assez
vite qu’il est certes possible d’appliquer des règles de contrôle très fines mais
surtout celles-ci peuvent être très nombreuses. En effet, si l’on suppose que tous
les objets du système sont en relation deux à deux, on arrive rapidement à une
explosion du nombre de règles 13 comme l’atteste la figure 4.12. Or, un système
à objets, et plus particulièrement Java, peut être constitué de plusieurs dizaines
de milliers d’objets en pratique. Dès lors, il n’est pas envisageable d’exprimer
manuellement les règles de contrôle et c’est pour cette raison qu’une méthode
automatisée de calcul de politique est nécessaire.
13. Nombre d’arrêtes dans un graphe complet constitué de n sommets : n(n−1)2


















Figure 4.12 – Taille de la politique en fonction du nombre d’objets
Dans ce but, arrêtons nous un instant sur les outils dont nous disposons. Le
chapitre 3 nous fournit un langage abstrait de modélisation grâce auquel nous
pouvons décrire tout système assimilable à un système à objets. Il s’agit, en
quelque sorte d’un méta-modèle de système à objets. Dans ce même chapitre
nous avons alors poussé l’idée de contrôler les relations entre les objets du sys-
tème. Or notre logique de contrôle par automate utilise justement comme entrée
ces relations pour transformer automatiquement chaque règle abstraite en règles
de contrôle (cf. figure 4.14). Il nous suffit alors de proposer un langage concret
de notre modèle relationnel qui servira de sortie à nos automates.
Figure 4.14 – Principe général de calcul de politiques.
Pour cela, nous faisons le choix de transposer les fondamentaux du Domain
& Type Enforcement (DTE) [90] aux systèmes objets dont l’un des principaux
avantages est de factoriser les règles de contrôle ce qui réduira d’autant la taille
de la politique.
Ensuite, nous verrons comment extraire de JAAS les objectifs de sécurité d’une
application Java afin de les transcrire automatiquement en une politique DTE.
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Pour cela, nous proposons une méthode pour traduire dynamiquement le contexte
de sécurité et les privilèges JAAS d’un objet Java en objectifs de sécurité au for-
mat DTE. La figure 4.15 récapitule les différentes étapes de réécriture mises en
œuvre. En construisant les automates correspondants à chacun de ces objectifs
nous pourrons alors calculer dynamiquement les règles de contrôle. Le chapitre
suivant traite de l’implémentation pratique de cette méthode.
Figure 4.15 – Principe de transformation dynamique des domaines de protec-
tion JAAS en objectifs de sécurité au format DTE
4.3.1 Projection de l’approche DTE
Nous avions présenté dans l’état de l’art le concept général du Domain & Type
Enforcement (cf. section 2.4.5). Ici, nous expliquons comment mettre en œuvre
ce concept dans un système à objets. La philosophie du DTE consiste à traiter
séparément l’identification des entités du système et l’expression des règles de
contrôle.
Calcul des contextes de sécurité
Comme l’indique son nom, l’approche DTE s’appuie sur l’utilisation de types
de sécurité. Fondamentalement, un type de sécurité à la même fonction que la
notion de type dans un langage de programmation ; c’est à dire qu’il représente
de façon abstraite la nature de l’entité à laquelle il est associé.
Or, nous avons établi dans notre modèle général sur les systèmes à objets que
la signature d’un objet (cf. notation 3.10) reflète avec exactitude la nature de
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cet objet quel que soit le système à objets considéré (à classes, à prototypes,
...). Ainsi, nous proposons d’étiqueter les objets du système avec un ou plusieurs
types de sécurité qui sont fonction de la signature de l’objet. Cette association
entre la signature d’un objet et ses types de sécurité peut, par exemple, être
décrite au travers d’un fichier texte.
Suggestion 4.6 (Étiquette et contexte DTE des objets) Soit O un
système à objets.
1. On définit l’ensemble DTE des types de sécurité du système.
2. On définit l’application ÉtiquetteDTE qui pour un objet ok ∈ O ren-
voie les types de sécurité dteki associés à la signature de l’objet ok ∈ O
telle que :
∀ok ∈ O, ∃ étiquettek ⊂ DTE,
ÉtiquetteDTE : O −→ DTE
ok 7−→ étiquettek ≡ {dtek1 , dtek2 , · · · , dtekd}
3. On définit l’application ContexteDTE qui pour un objet ok ∈ O
renvoie le contexte de sécurité compatible DTE de l’objet ok à partir
de sa localisation telle que :
ContexteDTE : L −→ DTE
Localisation(ok) 7−→ étiquettek
Par exemple, le tableau 4.9 associe les types primitifs Java ainsi que quelques
classes de l’API avec des types de sécurité abstraits. Pour réaliser cette asso-
ciation, nous avons réutilisé la notation Java sur la signature des objets de la
JVM [77] qui correspond au nom de l’objet lorsqu’il s’agit d’une classe ou bien
à son type dans le cas contraire. Ainsi lorsque nous observerons un objet éti-
queté "boolean_j" nous saurons qu’il est de valeur booléenne que ce soit le type
primitif Z ou bien son objet enveloppe Boolean. À l’inverse, ces objets devront
obligatoirement être étiquetés "boolean_j". Par convention, nous proposons de
suffixer les types de sécurité Java par "_j".
Néanmoins, cette méthode d’étiquetage ne garantit pas que l’on sera toujours
en mesure de trouver au moins un type de sécurité pour chaque objet car il
est tout à fait envisageable de construire un objet pour lequel il n’existe pas de
règle d’étiquetage valide. Pour remédier à cette limitation, la littérature propose
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Signature Java Type Signature Java Type
Ljava/lang/Object ; object_j Ljava/lang/Number ; number_j
Ljava/lang/Class ; class_j Ljava/lang/String ; string_j
Z boolean_j Ljava/lang/Boolean ; boolean_j
B byte_j Ljava/lang/Byte ; byte_j
C char_j Ljava/lang/Character ; char_j
S short_j Ljava/lang/Short ; short_j
I int_j Ljava/lang/Integer ; int_j
J long_j Ljava/lang/Long ; long_j
F float_j Ljava/lang/Float ; float_j
D double_j Ljava/lang/Double ; double_j
V void_j Ljava/lang/Void ; void_j
E enum_j
Table 4.9 – Politique de labelisation minimale pour Java
d’imposer au moins un type de sécurité par défaut. Mais nous proposons une
alternative pour certains systèmes à objets qui apportera une meilleure précision
que cette solution "best-effort".
En effet, selon notre modélisation des systèmes à classes, la notion d’héritage est
une relation de spécialisation d’une classe par une autre (cf. notation 3.24). En
l’occurrence, la signature de la classe fille contient naturellement la signature de
ses classes parentes. Par exemple, un chat de gouttière est avant tout un chat
avant d’être de gouttière. Dès lors, si une classe parente transmet sa signature
à ses classes filles alors les règles d’étiquetages valides pour cette classe parente
s’appliquent aussi aux classes filles. Dit autrement, il existe donc une transmis-
sion naturelle des types de sécurité au travers des différentes relations d’héritage.
Un raisonnement similaire peut d’ailleurs être fait concernant l’instanciation (cf.
section 3.4.2) où les noms d’une classe sont naturellement transmis à ses ins-
tances. Ainsi, il suffit alors d’étiqueter la classe Objet pour que tous les objets
du système possède a minima un type de sécurité au moins aussi pertinent que
celui de ses classes parentes.
Suggestion 4.7 (Transmission des types de sécurité) Soit O un sys-
tème à objets.
1. Les types de sécurité par défaut d’une classe ck ∈ C se transmettent
à ses instances tels que :
∀ck ∈ C, ÉtiquetteDTE(Instance(ck)) ≡ ÉtiquetteDTE(ck)
2. Les types de sécurité par défaut d’une classe ck ∈ C se transmettent
à ses classes filles tels que :
∀ck ∈ C, ÉtiquetteDTE(Parent(ck)) ⊂ ÉtiquetteDTE(ck)
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3. Les types de sécurité par défaut d’un prototype pk ∈ O se trans-
mettent à ses clones tels que :
∀pk ∈ O, ÉtiquetteDTE(Prototype(pk)) ≡ ÉtiquetteDTE(pk)
Ainsi, reprenons le tableau 4.9 et supposons que nous observons un objet Java
de type BigDecimal 14 :
Classe(ok) ≡c1 avec SignatureJava(c1) ≡ ”Ljava/math/BigDecimal; ”
Selon le premier point de la suggestion 4.7, nous estimons que l’étiquette de cet
objet est équivalente à celle de sa classe :
ok ∈ Instance(c1) donc ÉtiquetteDTE(ok) ≡ ÉtiquetteDTE(c1)
Or, nous observons que la classe BigDecimal hérite des classes Java Number et
Object qui, selon le second point de la suggestion 4.7, lui transmettent leurs
types de sécurité. Ce qui nous permet de déduire du tableau 4.9 les types de
sécurité de l’objet que nous sommes en train d’observer :




Donc ÉtiquetteDTE(c1) ≡ÉtiquetteDTE(c1 _ c2 _ c3)
≡{”number_j”, ”object_j”}
Donc ÉtiquetteDTE(ok) ≡{”number_j”, ”object_j”}
Ainsi, l’objet que nous considérons dans cet exemple possède deux types de
sécurité - number_j et object_j - qui indiquent qu’il s’agit d’un objet dont la
valeur est un nombre. Ce résultat est cohérent avec la documentation Java sur
la classe BigDecimal alors même que le tableau 4.9 ne donne pas de type de
sécurité explicite pour cet objet. Cette étiquette renvoie ainsi une information
plus précise qu’un type de sécurité par défaut.
14. http://docs.oracle.com/javase/7/docs/api/java/math/BigDecimal.html
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Conséquences de la transmission des types de sécurité
Néanmoins, notre suggestion 4.7 soulève la question de la légitimité d’un type
de sécurité implicite transmis par un objet du système à un autre.
Prenons pour exemple un système constitué de quatre objets de signatures res-
pectives A, B, C, et D tels que :
O ≡ {oa, ob, oc, od}
Signature(oa) ≡ ”A” Signature(ob) ≡ ”B”
Signature(oc) ≡ ”C” Signature(od) ≡ ”D”
L’objectif sera de contrôler l’accès aux objets de signature D, c’est à dire od dans
notre exemple. Pour cela, nous utiliserons le tableau 4.10 pour rédiger au format
texte des règles de contrôle DTE pour le système que nous considérons. L’idée
est de fournir une approche pragmatique de l’écriture d’une politique DTE.
1 # Labelling rules




6 # Control rules
7 allow foo_j ----> bar_j














(b) Conséquence sur le système
ÉtiquetteDTE(oa) ≡ ”foo_j” ÉtiquetteDTE(od) ≡ ”bar_j”
ÉtiquetteDTE(ob) ≡ ”object_j” ÉtiquetteDTE(oc) ≡ ”object_j”
explicit allow oa −→ od (car ∃ allow "foo_j" −→ "bar_j")
implicit deny ob −→ od (car @ allow "object_j" −→ "bar_j")
implicit deny oc −→ od (car @ allow "object_j" −→ "bar_j")
(c) Politique de contrôle résultante
Figure 4.16 – Scénario n°1 - Privilèges d’un objet sans lignée
En l’état, Le fichier de politique présenté en figure 4.16.a autorise les objets
typés foo_j à accéder aux objets de types bar_j. En l’occurrence, elle autorise
explicitement les objets de signature A à accéder aux objets de signature D qui
permet donc à l’objet oa d’accéder à l’objet od.
Mais si l’on suppose une relation de lignage/héritage entre les objets oa, ob et
oc alors la conséquence sur le système n’est pas la même. En effet, lorsque l’on
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Relation à contrôler Syntaxe de la règle de contrôle
Interaction :
ok −→ or étiquettek −−−− > étiquetter
ok
invoke−−−−→ or étiquettek −−{invoke} − − > étiquetter
Flux d’informations et de données/valeurs :
ok =⇒ or étiquettek ====> étiquetter
ok
data==⇒ or étiquettek == {data} ==> étiquetter
Flux de contrôle et référence :
ok . . or étiquettek >>> étiquetter
ok 99K or étiquettek ...> étiquetter
Table 4.10 – Proposition de syntaxe pour règles de contrôle DTE
regarde de plus près la règle allow définie dans le fichier de politique, il s’avère
que celle-ci est explicite pour un objet d’une signature précise (cf. seconde ligne
du fichier de politique) mais forcément implicite pour les objets de sa lignée ou
de ses classes dérivées car la propagation des types de sécurité est implicite.
1 # Labelling rules




6 # Control rules
7 allow foo_j ----> bar_j














(b) Conséquence sur le système
oc _ ob _ oa
ÉtiquetteDTE(oa) ≡ ”foo_j” ÉtiquetteDTE(od) ≡ ”bar_j”
ÉtiquetteDTE(ob) ≡ ”foo_j” ÉtiquetteDTE(oc) ≡ ”foo_j”
explicit allow oa −→ od (car ∃ allow "foo_j" −→ "bar_j")
implicit allow ob −→ od (car ob _ oa)
implicit allow oc −→ od (car oc _ ob)
Soit, selon notre suggestion 4.1 sur l’ordre de priorité des règles :
allow oa −→ od
allow ob −→ od
allow oc −→ od
(c) Politique de contrôle résultante
Figure 4.17 – Scénario n°2 - Privilèges d’un objet avec une lignée
Notre suggestion 4.7 fait que les objets ob et oc récupèrent implicitement les
privilèges de l’objet oa ce qui leur permet d’accéder à l’objet od.
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Nous pourrions facilement imaginer une situation où nous ne souhaitons pas que
la lignée d’un objet obtienne ses privilèges. Intuitivement nous pouvons alors
ajouter une règle explicite de type deny qui enlèverait aux objets de signature
B les privilèges donnés aux objets de signature A.
1 # Labelling rules





7 # Control rules
8 allow foo_j ----> bar_j
9 deny qux_j ----> bar_j














(b) Conséquence sur le système
oc _ ob _ oa
ÉtiquetteDTE(oa) ≡ ”foo_j” ÉtiquetteDTE(od) ≡ ”bar_j”
ÉtiquetteDTE(ob) ≡ {”foo_j”, ”qux_j”} ÉtiquetteDTE(oc) ≡ {”foo_j”, ”qux_j”}
explicit allow oa −→ od (car ∃ allow "foo_j" −→ "bar_j")
explicit deny ob −→ od (car ∃ deny "qux_j" −→ "bar_j")
implicit allow ob −→ od (car ob _ oa)
implicit deny oc −→ od (car oc _ ob)
implicit allow oc −→ od (car oc _ ob)
Soit, selon notre suggestion 4.1 sur l’ordre de priorité des règles :
allow oa −→ od
deny ob −→ od
deny oc −→ od
(c) Politique de contrôle résultante
Figure 4.18 – Scénario n°3 - Non-propagation des privilèges d’un objet vers
une lignée connue
De fait, cette règle deny explicite désactive effectivement la propagation des pri-
vilèges donnés à l’objet oa. Cette méthode suppose que l’on connaisse à l’avance
la lignée de ce dernier. Cependant, la règle deny exprimée est valide unique-
ment pour cette lignée précise de l’objet oa et pas les autres. Par exemple, si on
suppose un nouvel objet tel que oz _ oa alors cet objet obtiendra automatique-
ment les privilèges de l’objet oa sauf à ajouter une nouvelle règle de type deny.
Il ne s’agit donc pas d’une méthode suffisante pour maîtriser la propagation des
privilèges des objets.
En complément, il faut donc pouvoir désactiver automatiquement un privilège
donné à un objet sans en connaître à l’avance sa lignée. Or, si notre suggestion 4.7
induit que les règles propagées deviennent implicites, notre suggestion 4.1 pour
sa part stipule qu’une règle de type deny est toujours prioritaire sur une règle
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de type allow. Donc pour neutraliser une règle implicite de type allow il suffit
de définir une règle similaire mais de type deny. Dit autrement, en définissant
dans le fichier de politique une règle implicite de type deny qui se propagera
en même temps que la règle explicite allow, on neutralise automatiquement la
propagation de cette dernière.
1 # Labelling rules




6 # Control rules
7 explicit allow foo_j ----> bar_j
8 implicit deny foo_j ----> bar_j














(b) Conséquence sur le système
oc _ ob _ oa
ÉtiquetteDTE(oa) ≡ ”foo_j” ÉtiquetteDTE(od) ≡ ”bar_j”
ÉtiquetteDTE(ob) ≡ ”foo_j” ÉtiquetteDTE(oc) ≡ ”foo_j”
explicit allow oa −→ od (car ∃ explicit allow "foo_j" −→ "bar_j")
implicit deny oa −→ od (car ∃ implicit deny "foo_j" −→ "bar_j")
implicit allow ob −→ od (car ob _ oa)
implicit deny ob −→ od (car ob _ oa)
implicit allow oc −→ od (car oc _ ob)
implicit deny oc −→ od (car oc _ ob)
Soit, selon notre suggestion 4.1 sur l’ordre de priorité des règles :
allow oa −→ od
deny ob −→ od
deny oc −→ od
(c) Politique de contrôle résultante
Figure 4.19 – Scénario n°4 - Non-propagation des privilèges d’un objet vers
toutes ses lignées
Ainsi, nous obtenons le même résultat que précédemment à la différence près
que nous n’avons pas besoin de connaître l’existence de l’objet ob. Par ailleurs,
on remarquera que si l’on souhaite autoriser les objets de signature C à accéder
aux objets de signature D, il suffit d’ajouter une règle allow explicite pour
neutraliser la règle deny implicite. Le résultat serait alors que seuls les objets oa
et oc peuvent accéder à od. De fait, même si les types de sécurité se propagent
d’un objet à l’autre en suivant les lignées et les héritages, nous conservons ainsi
la maîtrise sur l’attribution des privilèges.
On notera que le mot clef final du langage C++ (norme 2011 [91]) induit un
effet analogue à la méthode que nous proposons pour conserver cette maîtrise.
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En effet, une méthode C++11 déclarée final ne peut être redéfinie par une
classe dérivée [91]. Pour cette raison, nous proposons d’employer ce mot clef
pour simplifier la syntaxe des politiques de sécurité de sorte qu’une règle DTE
marquée comme finale, ne se propage pas à la lignée et classes dérivées de l’objet
sur lequel elle s’applique.
1 # Labelling rules




6 # Control rules
7 allow foo_j ----> bar_j
(a) Règle DTE non-finale
1 # Labelling rules




6 # Control rules
7 final allow foo_j ----> bar_j




























(d) Conséquence de (b) sur le système
Figure 4.20 – Comparaison entre une règle finale et une règle non-finale
Expression des politiques de sécurité
Au final, le calcul des types de sécurité d’un objet est assez simple car il suffit
de trouver dans la politique une association entre la signature de cet objet et un
type de sécurité. Dans l’éventualité où il n’est pas possible de trouver de type de
sécurité adapté pour cet objet, il suffit de lui en attribuer un par défaut comme
le prévoit la littérature.
Suggestion 4.8 (Type de sécurité par défaut) Le type de sécurité par
défaut de tout objet d’un système à objets est "object_j".
Dans le cas d’un système à classe, nous recommandons de parcourir l’arbre
d’héritage de l’objet. Cette approche impose alors d’étiqueter obligatoirement
les types primitifs ainsi que la classe Object pour avoir la garantie de toujours
être en mesure de trouver au moins un type de sécurité pour n’importe quel objet
du système. En effet, les travaux sur le parcours des graphes nous indiquent que
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le parcours d’un arbre de ses feuilles jusqu’à sa racine se fait en un temps et un
espace finis. Le problème de trouver un type de sécurité dans un arbre d’héritage
lorsque la/les racines sont typées est donc un problème décidable pour lequel il
est facile de trouver un algorithme (cf. algorithme 4).
Entrées : Un fichier qui associe des signatures de classe à des types de
sécurité;
Une classe ck du système;
Résultat : L’ensemble des types de sécurité associés à la classe ck ;
pour chaque classe cp ∈ {ck} ∪ Parents(ck) faire
Calculer la signature de la classe cp telle que signaturep = Signature(cp);
Calculer les étiquettes de sécurité de la classe cp telles que
étiquettep = ÉtiquetteDTE(cp);
Ajouter à l’ensemble des étiquettes de sécurité de la classe cp à ceux de la
classe ck tel que étiquettek = étiquettek ∪ étiquettep;
fin
Algorithme 4 : Calcul des types de sécurité d’une classe
Pour un système à prototypes il est possible d’appliquer une méthode similaire
en remontant la lignée d’un objet. Il faut néanmoins prendre en compte le fait
que les types de sécurité associés à un objet peuvent évoluer au gré des diffé-
rentes mutations. Cette évolution devant alors être décrite dans un fichier de
politique qui associerait une mutation à un type de sécurité à ajouter ou bien à
enlever. En l’occurrence, la littérature indique que lorsqu’une entité change de
type, elle opère une transition vers un nouvel ensemble de types. Cette transi-
tion étant alors conditionnée non pas à l’état de cette entité mais plutôt à ce
qu’elle fait. Dans le cas d’un système à prototypes, même si la mutation est
une action subie, celle-ci induit un changement suffisamment conséquent pour
justifier d’une transition de types. Étant donné que nous nous sommes surtout
concentrés sur les systèmes à classes, nous n’approfondirons pas ce denier aspect.
Suggestion 4.9 (Type de sécurité par défaut) Chaque mutation
dans un système à prototype peut induire une transition de type sur l’objet
mutant.
Par ailleurs, nous pouvons remarquer que la signature des objets est exprimée
sous la forme d’une chaîne de caractères sur laquelle il serait aisée d’appli-
quer une expression régulière. Nous pourrions alors, avec une seule règle, typer
plusieurs objets de signatures différentes comme typer tous les objets Java du
paquet java.awt.* par graphical_element_j par exemple.
Les règles de contrôle reflètent quant à elles les relations de notre modèle général
que sont la référence, l’interaction, le flux d’activités, le flux d’information et le
flux de données/valeurs. Ces relations n’étant alors plus exprimées en fonction
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de la signature des objets mais plutôt en fonction de leurs types de sécurité.
Ces types de sécurité étant des chaînes de caractères nous pouvons, ici aussi,
mettre en œuvre des expressions régulières pour améliorer la factorisation de la
politique.
Suggestion 4.10 (Expressions régulières) Afin de réduire la taille des
politiques de sécurité,
1. la signature des objets dans une règle de typage peut être une expres-
sion régulière ;
2. les types de sécurité dans une règle de contrôle peuvent être des ex-
pressions régulières ;
Suggestion 4.11 (Mots clefs des règles de contrôle) Les règles de
contrôle peuvent être décorées à l’aide de mots clefs indiquant la nature
de la règle :
1. allow - donne le privilège de réaliser la relation décrite par la règle ;
2. deny - enlève le privilège de réaliser la relation décrite par la règle ;
3. audit - génère une trace quand la relation décrite par la règle est
réalisée ;
4. final - interdit la propagation du privilège décrit par la règle ;
5. explicit - rend explicite le privilège exprimé par la règle ;
6. implicit - rend implicite le privilège exprimé par la règle ;
Ainsi, la projection des fondamentaux du Domain & Type Enforcement sur
notre modèle de contrôle général est plutôt directe. Nous pouvons d’ailleurs
apprécier le potentiel expressif des règles de contrôle au format DTE car elles
tirent ici avantage de l’expressivité de notre modèle général. Néanmoins, si l’ap-
proche DTE permet effectivement de réduire le nombre de règles à définir en les
factorisant, la taille des politiques reste tout de même conséquente.
4.3.2 Transcription de politique JAAS en politique DTE
Nous savons que notre modèle général des systèmes à classes est suffisant pour
modéliser l’environnement d’exécution des machines virtuelles Java. Dès lors
nous pouvons utiliser notre langage de modélisation pour exprimer les objectifs
de sécurité d’une application Java pour les transformer ensuite en règles de
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contrôle DTE et/ou JAAS par le biais d’automates ; cela correspond aux flèches
descendantes de la figure 4.21. La difficulté sera alors de retrouver les objectifs
de sécurité d’une application Java à partir de leurs implémentations, c’est à
dire à partir des règles de contrôle JAAS ; la flèche montante de gauche sur
la figure 4.21 symbolise cette étape. En dernière étape, nous pourrons utiliser
notre logique de contrôle par automate pour transformer ces objectifs en règles
de contrôle au format DTE.
Figure 4.21 – Calcul automatisé de politiques appliqué à Java
L’idée est de s’appuyer sur la documentation officielle et notamment [92] qui
explique qu’une politique Java consiste à associer un triplet (codesource, codesi-
gners, principals) à un ensemble de permissions JAAS. Par analogie avec notre
approche de contrôle, ce triplet représente la signature JAAS d’un objet de la
JVM auquel la politique Java donne un ensemble de privilèges. Or, nous avions
expliqué dans la section 2.3.3 de l’état de l’art que chaque permission JAAS est
en réalité une capacité dont les spécifications sont définies par [20].
Ainsi, nous avons d’un côté l’expression de politiques Java sous la forme d’un
ensemble D de signatures JAAS et un ensemble C de capacités (cf. figure 4.22).
De l’autre, nous avons notre logique de contrôle par automates qui s’appuie sur
un ensembleQ de signatures d’objets et un ensemble P de relations élémentaires.
En d’autres termes, chaque règle d’une politique exprimée en langage JAAS est
fonction d’une variable d qui est la signature JAAS de l’entité Sujet alors que,
dans notre langage, l’entité Sujet dépend d’une variable q qui est la signature
d’un objet. C’est pourquoi, nous devons trouver un moyen de relier une signature
JAAS à une signature d’objet dans notre langage afin de pouvoir réécrire les
capacités JAAS en relations inter-objets.
138CHAPITRE 4. CONTRÔLE D’ACCÈS BASÉ SUR LES AUTOMATES POUR JAVA
D ≡{
d1 = (codesource1, codesigners1, principals1),
d2 = (codesource2, codesigners2, principals2),
· · ·
di = (codesourcei, codesignersi, principalsi)
}
C ≡{C1(d), C2(d), · · · , Cj(d)}







P ≡{P1(q), P2(q), · · · , Pj(q)}
(b) Éléments utilisés par nos automate
Figure 4.22 – Comparaison de langage entre JAAS et nos automates
Signature et contexte de sécurité JAAS
Dans la section 2.3.3 de l’état de l’art nous avons expliqué que lorsqu’une règle de
la politique Java s’applique sur un objet de la JVM, JAAS crée automatiquement
pour cet objet un domaine de protection. Il s’agit d’un objet Java particulier
qui contient cinq informations au sujet de la classe de cet objet : son chargeur
de classe, l’URL de son binaire, la liste des certificats qui valident son intégrité,
l’ensemble des principaux propriétaires de cette classe, et enfin une liste de
permissions JAAS.
Or, par définition, un chargeur de classes est un espace mémoire dédié, ce qui
correspond à une localisation "gros grain" dans la JVM 15. De plus, les trois
champs qui suivent (URL/signataires/principaux) servent à identifier le sujet
d’une règle Java et ont donc par définition le même rôle qu’une signature. Cela
étant, puisque JAAS exprime une information de localisation et une information
de signature, il est facile de déduire que les deux réunis forment un contexte de
sécurité "gros grain" du fait de l’imprécision sur la localisation.
Notation 4.1 (Signature JAAS) Soit O l’environnement objets de la
Machine Virtuelle Java.
1. On définit l’ensemble CLASSPATH constitué des chemins possibles
pour l’accès à une ressource de la JVM.
2. On définit l’ensemble SIGNERS constitué des identités possibles
pour un signataire de code.
15. La mémoire de la JVM peut être vue comme une commode apothicaire où chaque tiroir
est un chargeur de classe : JAAS sait exactement dans quel tiroir se situe une classe et ses
instances mais il ne sait dire où à l’intérieur de ce tiroir.
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3. On définit l’ensemble PRINCIPALS constitué des identités possibles
pour une entité JAAS.
4. On définit l’application SignatureJAAS qui renvoie la signature
JAAS d’une classe ck ∈ C telle que :
SignatureJAAS : C −→ CLASSPATH × SIGNERS × PRINCIPALS
ck 7−→ (codesourcek, codesignersk, principalsk)
Remarque : Les valeurs possibles des éléments des ensembles CLASSPATH,
SIGNERS et PRINCIPALS dépendent de la Machine Virtuelle Java [92].
Notation 4.2 (Contexte de sécurité JAAS) Soit O l’environnement
objets de la Machine Virtuelle Java.
1. On définit l’application LocalisationJAAS qui renvoie le chargeur de
classes classloaderk ∈ O d’une classe ck ∈ C telle que :
LocalisationJAAS : C −→ O
ck 7−→ Classloader(ck)
2. On définit l’application ContexteJAAS qui renvoie le contexte de
sécurité JAAS d’une classe ck ∈ C telle que :
ContexteJAAS : C −→ N × T × CLASSPATH × SIGNERS × PRINCIPALS
ck 7−→ (Signature(Classloader(ck)), SignatureJAAS(ck))
Ainsi quand on observe un objet Java nous pouvons déduire que celui-ci possède
deux contextes de sécurité exprimés dans des langages différents : celui de JAAS
et le nôtre. Le lien entre ces deux contextes étant alors réalisé par l’objet qui
implémente le domaine de protection et dont la valeur est automatiquement
calculée par JAAS au moment du chargement de la classe. Cela signifie que
pour lier ces deux contextes nous pouvons considérer un contexte de sécurité
étendu propre à Java qui intègre ces deux éléments.
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Notation 4.3 (Contexte de sécurité Java étendu) Soit O l’environ-
nement objets de la Machine Virtuelle Java.
On définit l’application ContexteJava qui renvoie le contexte de sécurité
d’un objet ok ∈ O de la JVM à partir de sa localisation telle que :
ContexteJava : L −→ (N × T )× (N × T )× CLASSPATH × SIGNERS × PRINCIPALS
Localisation(ok) 7−→ (Contexte(Localisation(ok)), ContexteJAAS(Classe(ok)))
Prenons l’exemple d’une applet. La méthode standard pour interroger JAAS
sur le domaine de protection d’un objet consiste à appeler la méthode GetPro-
tectionDomain 16 de l’API Java. La figure 4.23 présente un programme Java
autonome qui affiche son propre domaine de protection par ce biais. Les ta-
bleaux 4.11 donnent le résultat de l’exécution de ce même programme en tant
qu’applet Java.
Ainsi, lorsque ce programme est embarqué dans une page HTML [93], on re-
marque rapidement qu’une applet Java est principalement autorisée à lire les
variables d’environnement de la JVM. Les privilèges JAAS getProtectionDomain
et getPolicy ont étés rajoutés par nos soins pour extraire le domaine de protec-
tion du programme ainsi que ses privilèges car les applets Java ne peuvent nor-
malement pas réaliser ce type d’opérations privilégiées. Plus particulièrement,
JAAS nous renseigne surtout sur le contexte de sécurité de la classe principale
de notre programme :
O ≡ {· · · , o1, c1, · · · } Classe(o1) ≡ c1
Signature(o1) ≡SignatureJava(o1) ≡ ”SEJavaProgram”
Contexte(Localisation(o1)) ≡Signature(o1)
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≡(”SEJavaProgram”, ”sun.plugin2.applet.Applet2ClassLoader”,
”file://C:/users/bvenelle/dev/SEJava”, ∅, ∅)
Grâce à ce contexte de sécurité étendu, nous disposons d’un moyen pour connaître
avec précision quel objet de la JVM a le droit d’accéder à quel autre. En effet,
le domaine de protection JAAS attaché aux objets de la JVM nous renvoie éga-
lement une version consolidée de la politique JAAS appliquée à cet objet précis.
Par exemple, le tableau 4.12b nous indique que notre applet dispose des capa-
cités (PropertyPermission, *, read) et (RuntimePermission, accessClassInPa-
ckage.*). À l’aide des spécifications de sécurité de ces deux capacités JAAS [20],
nous pouvons déduire des tableaux 4.13 et 4.5 qu’elles sont les méthodes que
notre applet est en droit d’accéder. La figure 4.24 propose par exemple une ré-
écriture des règles JAAS de type grant correspondantes en règles de contrôle
dans notre langage.
Pour information, nous pourrions intuitivement penser qu’un travail similaire
pourrait être réalisé directement sur les fichiers de politique Java. En effet, le
champ codesource de chaque règle fait référence à une URL pointant vers un en-
semble de fichiers .class qu’il suffit de scanner pour déterminer les classes concer-
nées par la règle. Malheureusement un contexte de sécurité JAAS contient des
informations calculées dynamiquement telles que la liste des principaux et il en
va de même pour les politiques associées à cet objet comme l’atteste l’implémen-
tation de la méthode addDefaultPermissions de la classe Plugin2ClassLoader
dont hérite Applet2ClassLoader. La seule option possible est donc effectivement
de laisser JAAS faire "sa magie" et de s’appuyer sur le domaine de protection
de l’objet comme nous l’avons fait en récupérant dynamiquement le domaine de
protection de chaque objet à l’exécution de l’application Java.
Réécriture des politiques JAAS
Comme expliqué dans la section 2.3.3 de l’état de l’art relative à JAAS, une per-
mission JAAS est l’expression d’une capacité. Les spécifications Java, et plus
particulièrement [20], nous renseignent sur les méthodes de l’API Java protégées
par chacune de ces capacités. Ainsi, lorsque JAAS octroie une capacité à un objet
via son domaine de protection, nous pouvons déduire les relations élémentaires
que JAAS autorise en réalité comme nous l’avons fait précédemment avec les
permissions JAAS (AWTPermission, createRobot), (AWTPermission, readDis-
playPixels), (RuntimePermission, createClassloader), (RuntimePermission, ac-
cessClassInPackage.*), (RuntimePermission, setSecurityManager) et (Proper-
tyPermission, *, read) au travers des tableaux 4.1, 4.3, 4.5, 4.7 et 4.13 respec-
tivement.
Ainsi, la réécriture d’une politique JAAS est plutôt simple à partir du moment
où nous avons accès à ses spécifications. Malgré tout, certaines capacités JAAS
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1 // Import the required Java libraries
2 import java.lang .*;




7 // The program code
8 public class SEJavaProgram extends Applet {
9
10 // Required variables
11 protected String jaas_domain = null;
12
13 public static void main(String [] argv) {
14
15 // Display assigned JAAS protection domain




20 public void paint(Graphics g) {
21
22 // Display assigned JAAS protection domain
23 int offset = 10; for (String line : this.jaas().split("\n"))
24 g.drawString(line , 10, offset += 15);
25 }
26
27 public synchronized String jaas() {
28
29 if (null != this.jaas_domain) return this.jaas_domain;
30
31 // Format JAAS protection domain




36 // Get reference on program ’s class
37 Class program = this.getClass ();
38
39 // Forge JAAS protection domain representation
40 ProtectionDomain domain = program.getProtectionDomain ();
41 this.jaas_domain += domain.toString ();
42
43 // Forge granted JAAS permissions representation
44 //this.jaas_domain += "--------- Active JAAS policy ------------\n";
45 // Policy policy = Policy.getPolicy ();
46 // PermissionCollection permissions = policy.getPermissions(domain);
47 //this.jaas_domain += permissions.toString ();
48
49 } catch(java.lang.SecurityException e) {
50
51 // Some JAAS capabilities are required
52 this.jaas_domain += "Please grant the following permissions :\n"
53 + " java.lang.RuntimePermission \" getProtectionDomain \"\n"
54 + " java.security.SecurityPermission \" getPolicy \"\n";
55 }
56
57 // Job is done




Figure 4.23 – Programme Java qui affiche son propre domaine de protection
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Clé Valeur
Classloader sun.plugin2.applet.Applet2ClassLoader
Codesource file ://C :/users/bvenelle/dev/SEJava
Codesigners n/a
Principals n/a
































SecureCookiePermission origin.file :// :-1




FilePermission /C :/users/bvenelle/dev/SEJava/- read
(b) Privilèges JAAS
Table 4.11 – Exemple de domaine de protection par défaut des applets sous
Java 1.7u15
144CHAPITRE 4. CONTRÔLE D’ACCÈS BASÉ SUR LES AUTOMATES POUR JAVA
{
grant ”SEJavaProgram” jaas.capability(”RuntimePermission”, ”accessClassInPackage. ∗ ”)
grant ”SEJavaProgram” jaas.capability(”PropertyPermission”, ” ∗ ”, ”read”)
} ≡ {
allow P8(”SEJavaProgram”), allow P9(”SEJavaProgram”), allow P10(”SEJavaProgram”),
allow P11(”SEJavaProgram”), allow P12(”SEJavaProgram”), allow P13(”SEJavaProgram”),
allow P14(”SEJavaProgram”), allow P16(”SEJavaProgram”), allow P17(”SEJavaProgram”),
allow P18(”SEJavaProgram”), allow P19(”SEJavaProgram”), allow P20(”SEJavaProgram”),




”∗” invoke ”getClasses()java.lang.Class[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getFields()java.lang.reflect.Field[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getMethods()java.lang.reflect.Method[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getConstructors()java.lang.reflect.Constructor[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getField(java.lang.String)java.lang.reflect.Field”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getMethod(∗)java.lang.reflect.Method”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getConstructor(∗)java.lang.reflect.Constructor”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”
allow ”SEJavaProgram”
”∗” invoke ”setDesignTime(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−→ ”Beans”,
allow ”SEJavaProgram”
”∗” invoke ”setGuiAvailable(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−−→ ”Beans”,
allow ”SEJavaProgram”
”∗” invoke ”setBeanInfoSearchPath(String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”Introspector”,
allow ”SEJavaProgram”
”∗” invoke ”registerEditor(Class,Class)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”PropertyEditorManager”,
allow ”SEJavaProgram”
”∗” invoke ”setEditorSearchPath(String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”PropertyEditorManager”,
allow ”SEJavaProgram”
”∗” invoke ”getProperties()Properties”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”,
allow ”SEJavaProgram”
”∗” invoke ”setProperties(Properties)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”,
allow ”SEJavaProgram”
”∗” invoke ”getProperty(String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”,
allow ”SEJavaProgram”
”∗” invoke ”getProperty(String,String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”
}
Figure 4.24 – Réécriture partielle de la politique JAAS du domaine de protec-
tion du tableau 4.11











(a) Méthodes protégés par la capacité selon [20]
P16(q) =q
”∗” invoke ”setDesignTime(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.beans.Beans”,
P17(q) =q
”∗” invoke ”setGuiAvailable(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.beans.Beans”,
P18(q) =q
”∗” invoke ”setBeanInfoSearchPath(String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.beans.Introspector”,
P19(q) =q
”∗” invoke ”registerEditor(Class,Class)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.beans.PropertyEditorManager”,
P20(q) =q
”∗” invoke ”setEditorSearchPath(java.lang.String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.beans.PropertyEditorManager”,
P21(q) =q
”∗” invoke ”getProperties()Properties”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.System”,
P22(q) =q
”∗” invoke ”setProperties(Properties)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.System”,
P23(q) =q
”∗” invoke ”getProperty(String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.System”,
P24(q) =q
”∗” invoke ”getProperty(String,String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.System”
(b) Capacité réécrite selon notre langage de relation
Table 4.13 – Réécriture de la capacité (PropertyPermission, *, read)
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ne sont pas spécifiées par [20] comme par exemple la permission SecureCoo-
kiePermission donnée par JAAS à notre applet Java précédente. Dans ce cas
précis il nous est donc difficile d’en proposer une réécriture. Nous n’avons pas
résolu cette question mais notre principale piste de réflexion est de surveiller les
permissions vérifiées par JAAS à chacun de ses contrôles. En effet, le moniteur
de référence de JAAS est appelé directement depuis la méthode à protéger (cf.
section 2.3.4 de l’état de l’art), il suffirait donc d’instrumenter ce composant
pour approximer les appels de méthodes concernés par une capacité.
Génération des règles de contrôle
Lorsque nous réécrivons la politique d’un domaine de protection JAAS, nous
mettons surtout en lumière les objectifs de sécurité de ce domaine de protection ;
c’est à dire les seules relations qu’un objet de ce domaine de protection est en
droit de réaliser. Par exemple, lorsque l’on reprend la politique de la figure 4.24
relative à notre applet, nous pouvons construire un automate correspondant
au domaine de protection de notre applet qui utilise soit le langage JAAS (cf.
automate 4.25.a), soit le nôtre (cf. automate 4.25.b).
Or, ces automates sont pour l’instant incomplets car ils ne tiennent compte que
des capacités dont dispose notre applet. C’est pourquoi nous devons ajouter à ces
derniers les capacités qui ont été refusées par JAAS en suivant la même approche
que dans la section 4.1.3 en début de ce chapitre. Pour plus de visibilités, nous
ne considérerons que les capacités (AWTPermission, createRobot), (AWTPer-
mission, readDisplayPixels), (RuntimePermission, createClassloader) et (Run-
timePermission, setSecurityManager). En effet, les spécifications Java [20] dé-
finissent plus de 70 capacités Ci(d) différentes qui donnent lieu à plus de 200
permissions Pj(q) après réécriture et donc des automates assez vastes.
La figure 4.26 donnent les automates de contrôle ainsi obtenus. Nous pouvons
facilement constater que l’automate 4.26a utilise le mot clef refuse pour symbo-
liser le fait que JAAS n’a pas donné les capacités C3 à C6 même si le langage
JAAS ne définit pas ce mot clef. Le second constat est que l’automate 4.26b
est plutôt simple car il n’est constitué que d’un état initial (q1) et de plusieurs
états finaux (q2 à q6). Cela signifie que nous pouvons directement appliquer la
politique de l’état initial q1 pour contrôler les relations de notre applet :
allow ”SEJavaProgram”
”∗” invoke ”getClasses()java.lang.Class[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getFields()java.lang.reflect.Field[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getMethods()java.lang.reflect.Method[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getConstructors()java.lang.reflect.Constructor[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getField(java.lang.String)java.lang.reflect.Field”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getMethod(∗)java.lang.reflect.Method”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,
allow ”SEJavaProgram”
”∗” invoke ”getConstructor(∗)java.lang.reflect.Constructor”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.Class”,






q3 Accept q4 Accept q5 Accept q6 Accept













(b) Automate reflétant les objectifs de sécurité
Q ≡{
q1 = ”SEJavaProgram”, q2 = ”java.lang.Class”,
q3 = ”java.beans.Beans”, q4 = ”java.beans.Introspector”,
q5 = ”java.beans.PropertyEditorManager”, q6 = ”java.lang.System”
}
P ≡{
P8(q1), P9(q1), P10(q1), P11(q1), P12(q1), P13(q1),
P14(q1), P16(q1), P17(q1), P18(q1), P19(q1), P20(q1),
P21(q1), P22(q1), P23(q1), P24(q1)
}
C ≡{
C1(q1) = q1 jaas.capability(”RuntimePermission”, ”accessClassInPackage. ∗ ”),
C2(q1) = q1 jaas.capability(”PropertyPermission”, ” ∗ ”, ”read”)
}
Figure 4.25 – Automates du domaine de protection relatif aux applets Java
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allow ”SEJavaProgram”
”∗” invoke ”setDesignTime(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−→ ”Beans”,
allow ”SEJavaProgram”
”∗” invoke ”setGuiAvailable(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−−→ ”Beans”,
allow ”SEJavaProgram”
”∗” invoke ”setBeanInfoSearchPath(String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”Introspector”,
allow ”SEJavaProgram”
”∗” invoke ”registerEditor(Class,Class)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”PropertyEditorManager”,
allow ”SEJavaProgram”
”∗” invoke ”setEditorSearchPath(String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”PropertyEditorManager”,
allow ”SEJavaProgram”
”∗” invoke ”getProperties()Properties”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”,
allow ”SEJavaProgram”
”∗” invoke ”setProperties(Properties)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”,
allow ”SEJavaProgram”
”∗” invoke ”getProperty(String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”,
allow ”SEJavaProgram”
”∗” invoke ”getProperty(String,String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”System”,
deny ”SEJavaProgram”
”∗” invoke ”<init>()V ”−−−−−−−−−−−−−−−−−→ ”java.awt.Robot”,
deny ”SEJavaProgram”
”∗” invoke ”<init>(java.awt.GraphicsDevice)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.awt.Robot”,
deny ”SEJavaProgram”
”∗” invoke ”setComposite(java.awt.Composite)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.awt.Graphics2d”,
deny ”SEJavaProgram”
”∗” invoke ”<init>()V ”−−−−−−−−−−−−−−−−−→ ”ClassLoader”,
deny ”SEJavaProgram”
”∗” invoke ”<init>(ClassLoader)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”ClassLoader”,
deny ”SEJavaProgram”
”∗” invoke ”<init>(∗)V ”−−−−−−−−−−−−−−−−−−→ ”URLClassLoader”,
deny ”SEJavaProgram”
”∗” invoke ”<init>(∗)V ”−−−−−−−−−−−−−−−−−−→ ”SecureClassLoader”,
deny ”SEJavaProgram”
”∗” invoke ”setSecurityManager(java.lang.SecurityManager)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”java.lang.System”
Le résultat correspond alors à une politique de sécurité exprimée dans notre
langage de contrôle des relations et valide uniquement pour les objets de type
SEJavaProgram. Sa particularité est qu’elle découle directement d’une transfor-
mation de la politique JAAS calculée depuis le domaine de protection relatif aux
applets Java. En conséquence, cette politique est réutilisable pour tout objet de
ce domaine de protection. Par exemple, une applet Java malicieuse ne pourra
pas créer un nouveau classloader pour injecter des classes dans le noyau de la
JVM car les cinq dernières règles l’y interdit ce qui est conforme aux objectifs
de sécurité des applets (cf. figure 4.24).
Transformation des règles de contrôle en règles DTE
Si les automates permettent effectivement de transcrire les objectifs de sécu-
rité JAAS en règles de contrôle, nous devons néanmoins y adapter l’approche
Domain & Type Enforcement pour obtenir une politique exploitable au format
DTE. Cela constitue l’étape suivante de réécriture d’une politique JAAS en une
politique DTE. Or, en accord avec notre projection du Domain & Type Enfor-
cement sur les systèmes à objets établie en section 4.3.1, nous pouvons laisser
l’expression des permissions telle qu’elle. De fait, il ne reste plus qu’à exprimer
les entités Sujet et Objet à l’aide de types de sécurité :
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(a) Automate reflétant la politique JAAS














(b) Automate reflétant les objectifs de sécurité
Q ≡{
q1 = ”SEJavaProgram”, q2 = ”java.lang.Class”,
q3 = ”java.beans.Beans”, q4 = ”java.beans.Introspector”,
q5 = ”java.beans.PropertyEditorManager”, q6 = ”java.lang.System”,
q7 = ”java.awt.Robot”, q8 = ”java.awt.Graphics2d”,




P1(q1), P2(q1), P3(q1), P4(q1), P5(q1), P6(q1),
P7(q1), P8(q1), P9(q1), P10(q1), P11(q1), P12(q1),
P13(q1), P14(q1), P15(q1), P16(q1), P17(q1), P18(q1),
P19(q1), P20(q1), P21(q1), P22(q1), P23(q1), P24(q1)
}
C ≡{
C1(q1) = q1 jaas.capability(”RuntimePermission”, ”accessClassInPackage. ∗ ”),
C2(q1) = q1 jaas.capability(”PropertyPermission”, ” ∗ ”, ”read”),
C3(q1) = q1 jaas.capability(”AWTPermission”, ”createRobot”),
C4(q1) = q1 jaas.capability(”AWTPermission”, ”readDisplayPixels”),
C5(q1) = q1 jaas.capability(”RuntimePermission”, ”createClassloader”),
C6(q1) = q1 jaas.capability(”RuntimePermission”, ”setSecurityManager”)
}
Figure 4.26 – Automates de contrôle du domaine de protection relatifs aux
applets Java
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— Soit au niveau modèle de manière à conserver une représentation du
contexte de sécurité JAAS après la transformation par automate. Cela
implique alors une politique DTE globale pour laquelle nous devons uti-
liser deux types de sécurité par entité - un pour JAAS, un pour notre
langage - afin d’éviter tout conflit de règles.
— Ou bien, au niveau contrôle, de sorte à accélérer le processus de décision
en réduisant la complexité des étiquettes de sécurité au seul type déduit
de la signature de l’objet. Mais la perte d’information liée à l’absence
du contexte JAAS sur lequel s’applique la politique calculée nécessite de
maintenir une politique DTE par objet au prix d’une consommation mé-
moire accrue.
Pour notre part, nous préférons travailler directement sur les objectifs de sé-
curité plutôt que sur leur transcription en règles de contrôle. Cela signifie que
nous devons calculer une étiquette de sécurité pour le contexte de sécurité Java
étendu (cf. suggestion 4.3) qui nous sert de passerelle entre le langage JAAS
et le nôtre. Ainsi, nous devons calculer une étiquette DTE déduite du contexte
JAAS (cf. notation 4.2) et une étiquette DTE déduite de la signature de l’ob-
jet (cf. section 4.3.1). Nous appellerons cette approche Security Enhanced Java
(SEJava) par analogie avec l’approche Security Enhanced Linux (SELinux) :
RBAC︷ ︸︸ ︷
user_u : role_r : type_t
(a) Étiquette de sécurité SELinux
JAAS︷ ︸︸ ︷
domain_d : type_j
(b) Étiquette de sécurité SEJava
Figure 4.27 – Comparaison des étiquettes DTE entre Security Enhanced Linux
et Security Enhanced Java
Nous pouvons alors remplacer les signatures utilisées dans les automates par
des étiquettes SEJava et ainsi obtenir une politique de sécurité au format DTE.
Or, un domaine de protection JAAS regroupe par définition plusieurs objets
de la JVM et les entités Objet des capacités JAAS restent constantes quel que
soit leur domaine de protection. Par déduction, nous avons seulement besoin
de définir un type de sécurité pour le domaine de l’entité Sujet et un type de
sécurité pour les classes protégées par JAAS. Dans notre exemple de l’applet
Java, cela revient à labelliser le domaine de protection des applets par le type
applet_d et à définir un type de sécurité particulier pour les classes protégées
par JAAS (cf. annexe A) ce qui revient à réécrire la politique sous la forme
suivante :
allow ”applet_d/ ∗ _j” ”∗” invoke ”getClasses()java.lang.Class[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/class_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getFields()java.lang.reflect.Field[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/class_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getMethods()java.lang.reflect.Method[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/class_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getConstructors()java.lang.reflect.Constructor[]”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/class_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getField(java.lang.String)java.lang.reflect.Field”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/class_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getMethod(∗)java.lang.reflect.Method”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/class_j”,
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allow ”applet_d/ ∗ _j” ”∗” invoke ”getConstructor(∗)java.lang.reflect.Constructor”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/class_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”setDesignTime(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_beans_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”setGuiAvailable(Z)V ”−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_beans_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”setBeanInfoSearchPath(String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_introspector_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”registerEditor(Class,Class)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_propertyeditormanager_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”setEditorSearchPath(String[])V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_propertyeditormanager_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getProperties()Properties”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_system_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”setProperties(Properties)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_system_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getProperty(String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_system_j”,
allow ”applet_d/ ∗ _j” ”∗” invoke ”getProperty(String,String)String”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_system_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”<init>()V ”−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_robot_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”<init>(java.awt.GraphicsDevice)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_robot_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”setComposite(java.awt.Composite)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/jass_graphics2d_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”<init>()V ”−−−−−−−−−−−−−−−−−→ ” ∗ _d/classloader_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”<init>(ClassLoader)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/classloader_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”<init>(∗)V ”−−−−−−−−−−−−−−−−−−→ ” ∗ _d/classloader_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”<init>(∗)V ”−−−−−−−−−−−−−−−−−−→ ” ∗ _d/classloader_j”,
deny ”applet_d/ ∗ _j” ”∗” invoke ”setSecurityManager(java.lang.SecurityManager)V ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ” ∗ _d/system_j”
Nous pouvons immédiatement remarquer que le passage au langage DTE crée
des doublons de règles, notamment sur les dernières de la politique. En effet, le
type de sécurité "classloader_j" associé à la classe Classloader se propage au-
tomatiquement aux classes URLClassloader et SecureClassloader du fait d’une
relation d’héritage entre celles-ci. En supprimant ces doublons nous pouvons
réduire d’autant la taille de la politique.
Au final, nous sommes donc partis d’un objet de la JVM pour accéder à son
domaine de protection JAAS et avons réécrit dynamiquement les privilèges de
ce domaine en une politique de sécurité au format DTE. Parce qu’un domaine
JAAS regroupe plusieurs objets, la politique ainsi obtenue est valide pour tous
les objets de ce domaine. La dernière étape consiste alors à faire appliquer cette
politique par un moniteur de référence adapté. Nous verrons une application
pratique de cette méthode dans le chapitre suivant.
4.4 Conclusion
Par ce chapitre, nous avons défini une méthode de contrôle complémentaire à
JAAS conservant les points positifs de ce dernier. En effet, le fait que la logique
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de contrôle de JAAS soit centrée sur les seuls objets importants du système,
est pertinent pour éliminer le bruit de nos politiques et ainsi se concentrer sur
l’essentiel. Cependant, il s’avère qu’il existe des faiblesses dans l’implémentation
de JAAS que les malwares Java s’empressent d’exploiter pour contourner cette
logique de contrôle comme le montre notre analyse du modèle d’attaque. Dans
l’état actuel des choses, JAAS est donc de moins en moins capable d’adresser
les futures menaces car c’est son implémentation qui est attaquée.
Nous avons donc défini la possibilité de mettre en œuvre une logique de contrôle
par automate pour servir de "garde fou" à JAAS et donc renforcer son implé-
mentation dans l’éventualité d’une attaque sur celle-ci. Il s’agit là de l’expression
même d’une défense en profondeur car un malware Java devra non-seulement
contourner JAAS, mais il devra échapper également à la vigilance de nos au-
tomates ce qui n’est pas impossible 17 mais peu probable dans l’état actuel
des connaissances en matière d’exploitation de vulnérabilités Java. La première
constatation de cette approche est que nos automates font au moins aussi bien
que JAAS et vont même au delà en gérant les élévations de privilèges de façon
plus rigoureuse.
En vue d’une implémentation de cette logique de contrôle par automates, nous
avons proposé de créer automatiquement une politique dans l’esprit du Domain
& Type Enforcement. L’idée était alors d’utiliser une technique de contrôle obli-
gatoire alimentée par des automates qui calculent des politiques dynamiques. Il
en résulte que la transformation d’objectifs de sécurité en règles DTE est assez
directe puisque nos automates génèrent déjà des règles de contrôle compatibles
avec ce langage. Nous sommes notamment capables de calculer des types de
sécurité à partir des signatures d’objets pour être compatible avec la philoso-
phie du Domain & Type Enforcement et de bénéficier de ses avantages dont la
factorisation de règles.
Ainsi, si nos automates prennent en entrée des objectifs de sécurité pour les
transformer dynamiquement en règles de contrôle, la question était de connaître
les objectifs de sécurité d’une application voir de la JVM. Nous proposons que
ces objectifs de sécurité soient ceux de JAAS car l’analyse de notre modèle
d’attaque a montré qu’un malware Java violait toujours une permission JAAS
pour réaliser une élévation de privilèges. Pour cela, nous transformons chaque
permission JAAS en politique DTE.
De fait, nous nous appuyons sur les connaissances de JAAS rassemblées dans
un objet particulier appelé domaine de protection afin de faire le lien entre le
langage de contrôle JAAS et notre langage. Ainsi, en définissant un contexte de
sécurité "à mi-chemin" entre ces deux langages, et en nous appuyant sur les spé-
cifications techniques des capacités JAAS, nous pouvons retrouver des triplets
(Sujet, Objet, Permission) qui sont à la base de notre langage de contrôle. Grâce
à cela, nous pouvons alors modéliser les objectifs de sécurité des objets Java dont
17. De façon générale, on considère que le risque "zéro" n’existe pas
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on a extrait le domaine de protection ; l’étape finale consistant à projeter ces
objectifs vers le langage du Domain & Type Enforcement et les transformer en
règles de contrôle applicables.
Au final, nous disposons donc d’une logique de contrôle plus avancée que celle
de JAAS sans pour autant lui faire concurrence. Mais nous utilisons un langage
simple qui est celui des capacités JAAS pour les transformer automatiquement
en une politique de contrôle DTE, qui en pratique serait trop difficile à défi-
nir à la main. Le seul prérequis à cela est de fournir une retranscription de
ces capacités en un ensemble de permissions exprimées dans notre langage de
contrôle. Cette retranscription donne alors lieu à plusieurs automates qui ont
pour particularité d’être calculés dynamiquement et d’être réutilisables tant que
les spécifications JAAS n’évoluent pas.
Efficacité Passage à l’échelle Maintenabilité
JAAS ++ +++ ++
Analyse de programme - - - - ++
Coloration dynamique + - - +
Approche formelle ++ - - - - -
Contrôle d’accès DTE ++ +++ - -
Contrôle par automate +++ 1 +++ 2 +++ 3
Table 4.15 – Comparaison de notre logique de contrôle par automate avec les
approches alternatives (cf. tableau 2.2 en conclusion de l’état de l’art).
1 Nous avons montré en section 4.1 que nous maîtrisions mieux les élévations de privilèges
que JAAS mais surtout que nous étions en mesure d’adresser la totalité du modèle d’attaque
établi ; 2 Nous bénéficions ici de la propriété de JAAS qui est d’appliquer un contrôle sur les
seuls objets pertinents ; 3 la maintenabilité est assurée par une traduction automatique des
règles JAAS en règles DTE. Nous disposons cependant d’un avantage sur JAAS car nous avons
seulement besoin de connaître les spécifications des capacités sans pour autant être intrusif
alors que JAAS impose de modifier le code des applications Java pour garantir l’application
de sa politique.
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Le problème avec les langages orientés objets est cet environnent
implicite qu’ils apportent avec eux. Vous vouliez une banane mais
vous avez eu un gorille tenant une banane et toute la jungle autour.
John Armstrong [94]
Nous avons commencé cette thèse en expliquant dans le chapitre 2 qu’il n’exis-
tait pas de protection obligatoire satisfaisante pour les environnements Java.
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Plus particulièrement, les alternatives disponibles abordent le problème en te-
nant compte principalement des aspects langage de programmation et environ-
nement d’exécution de Java alors même qu’il s’agit avant tout d’un système à
objets. C’est donc pour être en rupture avec cette vision réductrice sur Java que
nous avons réalisé une modélisation des systèmes à objets dans le chapitre 3. Le
modèle que nous proposons est suffisamment général pour supporter des lan-
gages au-delà des langages à objets ce qui permet de l’appliquer à tout système
qui décrit des objets même si le langage de ce système n’est pas orienté objet.
Grâce à cette modélisation nous avons pu établir qu’en contrôlant les relations
entre objets du système, nous pouvions, non seulement garantir l’application de
politique de sécurité, mais surtout offrir une logique de contrôle plus automa-
tisée que de simplement comparer un Sujet, un Objet et une Permission à un
ensemble de règles de contrôle. Nous avons décrit et formalisé cette logique de
contrôle par automates dans le chapitre 4 où celle-ci s’avère particulièrement
adaptée pour maîtriser les élévations de privilèges ; aspect sur lequel JAAS, le
modèle de sécurité standard de Java, se révèle peu efficace. Nous utilisons ces
automates pour générer automatiquement des règles de contrôle à partir d’ob-
jectifs de sécurité plus abstraits. Dans ce but, nous avons décrit une méthode
pour transformer les capacités JAAS données aux objets de la JVM en objectifs
de sécurité exprimés dans notre langage de relations inter-objets. Ainsi, en utili-
sant une méthode qui nécessite de coopérer avec JAAS et la JVM, nous savons
comment transformer une politique JAAS en une politique compatible Domain
& Type Enforcement (DTE).
Bien entendu, ce que nous avons présenté jusqu’ici s’appuie sur des résultats
expérimentaux obtenus tout au long de ces années de thèse. C’est pourquoi,
nous proposons dans ce chapitre les éléments techniques que nous avons utilisés
pour instrumenter une machine virtuelle Java et déployer une approche DTE
pour contrôler les objets Java. Nous terminerons ce chapitre en présentant les
résultats que nous avons obtenus en traduisant automatiquement les politiques
Java en politiques DTE.
La figure 5.1 montre l’architecture de notre prototype d’expérimentation. Celui-
ci se compose d’une bibliothèque qui implémente les primitives nécessaires au
contrôle des objets Java et d’une bibliothèque d’instrumentation pour dialoguer
avec la machine virtuelle Java du projet OpenJDK 1. Ces deux composants sont
liés par une interface de programmation C/C++ qui permet de réutiliser notre
bibliothèque logique dans un environnent autre que OpenJDK tel que Dalvik,
la JVM d’Android.
5.1 Instrumentation d’une machine virtuelle Java
Comme expliqué précédemment, Java implémente un système à objets basé sur
les classes. Sa machine virtuelle met en œuvre un système entièrement virtualisé.
1. http://openjdk.java.net
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Figure 5.1 – Architecture fonctionnelle de Security Enhanced Java
La première possibilité sera donc de pénétrer dans le cœur de la JVM pour ob-
tenir un accès sans contraintes à ce système. L’ensemble des relations possibles
à contrôler dépendra alors pour beaucoup des capacités de notre instrumenta-
tion. En effet, notre hypothèse 3.1 établit que nous ne savons contrôler que les
seules relations observables, donc ce contrôle et la garantie des politiques dépen-
dront de ce que nous pourrons observer. En pratique, les relations d’interactions
sont les plus faciles à observer car elles ne font pas intervenir de l’inspection de
données. C’est pourquoi, nous nous concentrerons majoritairement sur celles-ci.
Par ailleurs, nous devons développer un moniteur de référence qui respecte les
critères de Anderson [21]. C’est à dire un composant capable d’intercepter les re-
lations inter-objets de façon transparente tout en étant protégé des influences de
ces derniers. Le troisième critère est celui de la validation formelle du moniteur
de référence par rapport au modèle de contrôle implémenté. Le tableau 5.1 pré-
sente notre appréciation sur trois méthodes d’instrumentation que nous avons
évaluées selon deux critères principaux : L’intégration au sein de la JVM (faci-
lité d’accès aux composants internes, coût sur les performances, ...) et la facilité
de mise en œuvre (effort d’ingénierie nécessaire, compatibilité avec d’autres ma-
chines virtuelles, ...).
Niveau d’intégration Mise en œuvre
Modification d’une JVM + + + +
Instrumentation JVMTI + + + +
Injection de bytecodes + + + +
Table 5.1 – Comparatif de trois méthodes d’instrumentation d’une machine
virtuelle Java
5.1.1 Augmentation d’une JVM existante
L’approche intuitive consiste à utiliser une machine virtuelle Java dont le code
source est disponible telles que OpenJDK 2 ou Avian 3. Pour information, La
2. http://openjdk.java.net
3. http://oss.readytalk.com/avian/
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version française de Wikipédia [95] propose un tableau comparatif des différentes
JVM disponibles. Sans pour autant garantir l’exactitude des informations qui y
sont présentées, ce comparatif constitue un point de départ pour toute personne
désireuse d’évaluer ce type d’instrumentation.
Dans cette section, nous ne donnerons pas de détails techniques tant l’implé-
mentation d’une machine virtuelle Java peut différer d’une version à l’autre.
Toutefois nous nous efforcerons de donner un retour d’expériences sur nos dif-
férentes tentatives de modification d’une JVM existante.
OpenJDK
Ainsi, notre premier choix s’est porté sur OpenJDK 1.7 qui est la JVM de
référence, c’est à dire celle qui possède la meilleure compatibilité avec les spéci-
fications Java. La difficulté majeure est qu’elle est constituée de plusieurs cen-
taines de milliers de lignes de code en grande majorité non commentées, le tout
agrémenté d’un faible support communautaire. Ce choix impose donc un effort
significatif de rétro-ingénierie.
Autre aspect, une JVM implémente généralement deux types de processeurs
Java. Le premier réalise une exécution interprétée des bytecodes Java ce qui
autorise des techniques d’optimisation avancées telles que l’exécution dans le
désordre 4. Le second processeur pratique quant à lui la compilation à la volée
de sorte à exécuter le code Java directement en langage natif et ainsi accélé-
rer l’exécution du programme. La particularité d’Hotspot, le nom de la machine
virtuelle d’OpenJDK, est qu’elle utilise un mode d’exécution hybride où une mé-
thode Java souvent appelée aura plus tendance à être compilée qu’une méthode
rarement utilisée.
En d’autres termes, pour intercepter les appels de méthodes il est nécessaire
de modifier l’implémentation de ces deux processeurs en faisant attention à ne
pas perturber le fonctionnement des différents mécanismes d’optimisation et de
protection. Nous attestons que cela est réalisable mais au prix d’un effort consi-
dérable qu’il serait inutile de détailler ici. Pour mémoire, nous rappelons que
la complexité de fonctionnement d’OpenJDK est parfois à l’origine de vulné-
rabilités comme l’atteste la CVE-2012-1723 que nous avions présentée dans la
section 4.2.2 relative à l’étude du modèle d’attaque.
4. Ce paradigme a pour but de rentabiliser au mieux les ressources du système à chaque
cycle d’exécution.
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Avian
Comme expliqué dans l’état de l’art, Java s’appuie sur une machine virtuelle qui
s’exécute au-dessus d’un hyperviseur. Théoriquement, ce dernier peut exécuter
plusieurs machines virtuelles en parallèle [96] même si, à notre connaissance,
seul Android en est capable en pratique. La machine virtuelle Avian s’appuie
sur cette particularité pour s’exécuter au-dessus d’un hyperviseur Java sur éta-
gère, en l’occurrence celui d’OpenJDK et d’Android, afin de se poser comme une
alternative à Hotspot et Dalvik. Le principal avantage d’Avian est bien évide-
ment une portabilité garantie sur différentes architectures, aussi bien fixes que
mobiles.
Figure 5.2 – Architecture fonctionnelle de OpenJDK
La philosophie de cette machine virtuelle est de limiter son code source au strict
nécessaire de sorte à consacrer un maximum de ressources à l’exécution du pro-
gramme plutôt qu’à son optimisation. Il s’agit ici clairement d’un avantage pour
nous car un code source réduit facilite son analyse et l’intégration de modules
tiers. Malheureusement, cette simplicité fait que Avian ne respecte pas parfai-
tement les spécifications Java et notamment celles portant sur JAAS. Ainsi,
nous avons relevé quelques dysfonctionnements relatifs au calcul des contextes
de sécurité JAAS qui ne nous ont pas permis de pousser plus en avant nos
expérimentations.
Par contre, la communauté Avian semble plutôt active et à l’heure où nous
écrivons ces lignes, une nouvelle version est disponible et pour laquelle de nom-
breux bugs semblent avoir été corrigés. Nous ne serions que conseiller de retenter
l’expérience avec cette machine virtuelle.
Dalvik
Dalvik est la machine virtuelle Java de Android qui a été remplacée récemment
par ART, un runtime d’exécution similaire à .Net. Nous nous sommes intéressés
à Dalvik car nous voulions évaluer notre approche dans un contexte éloigné des
machines virtuelles Java traditionnelles. Ce travail présenté dans [80] confirme
la portabilité de notre approche.
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Discussion
Le fait de travailler à un niveau aussi bas de la machine virtuelle permet d’accé-
der facilement aux organes internes et autorise de fait une bonne intégration de
la mesure de protection au sein de Java. De plus, en se branchant directement au
cœur de l’interpréteur Java nous réduisons mécaniquement les temps de latence
entre l’observation d’un appel de méthode et la prise de décision.
Toutefois, le choix de modifier une machine virtuelle Java implique des étapes
fastidieuses de rétro-ingénierie et de développement de code. Bien qu’il soit pos-
sible de trouver des machines virtuelles légères, cela doit tout de même s’inscrire
dans une stratégie à long terme sous réserve d’une coopération avec la commu-
nauté si elle existe. Notamment pour un industriel, le fait de soumettre un
standard Java 5 sur le thème d’un mécanisme de protection obligatoire appor-
terait un plus stratégique non négligeable. En effet, si le standard est accepté
alors la communauté intégrera et maintiendra le dit standard dans les futures
versions de Java, répartissant ainsi les efforts d’ingénierie requis.
5.1.2 Utilisation d’une interface standard
On comprend assez vite que modifier une machine virtuelle Java existante pour
l’adapter à nos besoins est plutôt difficile. Or, certaines implémentations pro-
posent en standard une interface de programmation pour interroger le système
à objets et en connaître son état ; l’usage premier étant bien entendu le debug
et le profiling d’applications. La plus notable d’entre elles est la Java Virtual
Machine Tool Interface [97].
JVMTI
Il s’agit d’une API Java standard qui s’inscrit en remplacement du standard
Java Platform Debugger Architecture [98]. L’idée est de créer une bibliothèque
de type "agent" qui sera chargée au démarrage de la machine virtuelle. Cet
agent doit ensuite s’inscrire à un ensemble d’événements internes de la JVM
(allocation d’objet, verrouillage, création de fil d’exécution, etc.) et présenter
une fonction de callback pour chacun d’eux. La machine virtuelle émet ensuite
des événements relatifs aux changements d’état du système pendant l’exécution
de l’application que ces agents interceptent et traitent. La nature et le type
d’événement qu’un agent peut traiter diffèrent si celui-ci est écrit en Java ou en
code natif C/C++. [99] donne un tutoriel pour écrire un agent JVMTI natif.
5. https://jcp.org/en/home/index
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Ainsi, l’événement qui nous intéresse est celui levé par l’interpréteur Java pour
signaler un appel de méthode : METHOD_ENTRY. Selon la documentation offi-
cielle [97], le callback correspondant reçoit une référence sur le thread Java qui






Or, pour appliquer notre méthode de contrôle, nous avons besoin de connaître
également la méthode appelante ainsi que les objets appelants et appelés. Pour
cela, nous devons inspecter la pile d’exécution du thread en utilisant les fonctions
GetStackTrace et GetLocalInstance de JVMTI. Ensuite, nous devons obtenir les
signatures de ces quatre objets grâce aux fonctions GetClassSignature et GetMe-
thodName de JVMTI. La figure 5.3 donne une vision globale du fonctionnement
de notre agent JVMTI.
Figure 5.3 – Intégration de SEJava dans OpenJDK via un agent JVMTI
L’agent JVMTI a pour objectif d’intercepter les appels entre une méthode Mα et Mβ ainsi
que les accès au champ Fβ . Les fonctions de l’API JVMTI nous permettent facilement de
retrouver les contextes de sécurité des objets α et β ainsi que la signature des membres
concernés. Grâce à notre approche par automates, la politique DTE appliquée peut être mise
à jour automatiquement à partir des privilèges JAAS donnés à chaque objet selon la méthode
décrite en section 4.3.2.
En soit cette approche fonctionne très bien comme l’atteste notre article [81]
mais elle souffre de deux limitations intrinsèques. D’abord, les fonctions JVMTI
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mentionnées précédemment imposent à la JVM d’annuler ses optimisations afin
de retrouver les informations demandées et plus particulièrement lorsqu’il s’agit
de reconstruire la pile d’exécution. De plus, ces informations ne sont jamais
retournées directement, les concepteurs de JVMTI préférant renvoyer une copie
comme l’atteste, par exemple, le code source de la fonction GetMethodName (cf.
lignes 16, 23 et 36 du listing 5.4). Ces deux raisons font que les échanges entre
la JVM et un agent JVMTI ne sont pas aussi rapides qu’ils pourraient l’être.
1 // method_oop - pre -checked for validity , but may be NULL meaning obsolete
method
2 // name_ptr - NULL is a valid value , must be checked
3 // signature_ptr - NULL is a valid value , must be checked
4 // generic_ptr - NULL is a valid value , must be checked
5 jvmtiError
6 JvmtiEnv :: GetMethodName(methodOop method_oop , char** name_ptr , char**
signature_ptr , char** generic_ptr) {
7 NULL_CHECK(method_oop , JVMTI_ERROR_INVALID_METHODID);
8 JavaThread* current_thread = JavaThread :: current ();
9
10 ResourceMark rm(current_thread); // get the utf8 name and signature
11 if (name_ptr == NULL) {
12 // just don’t return the name
13 } else {
14 const char* utf8_name = (const char *) method_oop ->name()->as_utf8 ();
15 *name_ptr = (char *) jvmtiMalloc(strlen(utf8_name)+1);
16 strcpy (*name_ptr , utf8_name);
17 }
18 if (signature_ptr == NULL) {
19 // just don’t return the signature
20 } else {
21 const char* utf8_signature = (const char *) method_oop ->signature ()->
as_utf8 ();
22 *signature_ptr = (char *) jvmtiMalloc(strlen(utf8_signature) + 1);
23 strcpy (* signature_ptr , utf8_signature);
24 }
25
26 if (generic_ptr != NULL) {
27 *generic_ptr = NULL;
28 Symbol* soop = method_oop ->generic_signature ();
29 if (soop != NULL) {
30 const char* gen_sig = soop ->as_C_string ();
31 if (gen_sig != NULL) {
32 jvmtiError err = allocate(strlen(gen_sig) + 1, (unsigned char **)
generic_ptr);
33 if (err != JVMTI_ERROR_NONE) {
34 return err;
35 }





41 } /* end GetMethodName */
Figure 5.4 – Code source de la fonction JVMTI GetMethodName.
En conséquence, JVMTI convient très bien pour une preuve de concept d’un
moniteur de référence, mais celui-ci n’a jamais été conçu pour cet usage. En
effet, l’approche réduit considérablement les performances globales de la JVM
lorsque nous utilisons JVMTI. La solution serait alors d’ajouter au standard
JVMTI des primitives de sécurité et ainsi fournir un accès direct aux données
dont nous avons besoin sans la lourde mécanique des fonctions standards.
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Augmentation d’une implémentation JVMTI
L’un des rares documents techniques disponibles au sujet de JVMTI [100] donne
une vision globale de son organisation interne. On y découvre notamment que
son implémentation repose en grande partie sur du code généré à partir de sché-
mas XML. L’idée sera donc de déclarer nos primitives de contrôle dans le modèle
de l’interface (jvmti.xml) puis de régénérer JVMTI. Le résultat correspond alors
à un fichier source et une entête C++ (jvmtiEnv.cpp/.h) à placer dans le code
source de OpenJDK et contenant le prototype de nos fonctions.
Cette approche nous permet alors de bénéficier du degré d’intégration de JVMTI
dans la JVM sans en perturber son fonctionnement. Il s’agit là d’une approche
à cheval entre modifier soit même une JVM et utiliser une interface d’instru-
mentation standard. Cependant, nous n’avons pas exploré plus en avant cette
idée par manque de temps et de ressources.
Discussions
Au final JVMTI constitue une bonne option d’instrumentation de JVM du fait
que l’interface de programmation est totalement standard et portable. Néan-
moins on touche rapidement aux limites des capacités de JVMTI lorsqu’il s’agit
d’accéder à des informations très précises du système comme par exemple les
domaine de protection JAAS qui sont pour nous indispensables pour générer
automatiquement les politiques DTE.
En effet, dialoguer avec JAAS impose d’exécuter du code Java ne serait-ce que
pour extraire les contextes de sécurité JAAS dans un format exploitable. De
fait, parce que notre agent JVMTI traite tous les appels de méthodes, on tombe
rapidement dans des situations où cet agent intercepte ses propres appels de
méthodes. En guise de palliatif nous avons utilisé un compteur par thread pour
détecter les appels récursifs à l’agent mais cela ne nous a pas donné entière
satisfaction.
En réalité il s’avère qu’intercepter tous les appels de méthodes de façon exhaus-
tive est problématique car on se retrouve bien souvent à contrôler beaucoup de
bruit alors que le coût du dialogue avec la JVM est grand. C’est donc majo-
ritairement pour cette raison que l’overhead que nous avons constaté dans nos
expériences est aussi considérable (+600% en moyenne). Nous n’avons donc pas
exploré plus en avant l’option JVMTI.
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5.1.3 Interception dynamique d’appels de méthode
JVMTI intercepte donc tous les appels de méthodes sans possibilité de discri-
miner les seuls appels vraiment pertinents à contrôler. Notre idée est alors de
mimer JAAS en interceptant les seuls appels pour lesquels nous savons qu’il
existe une règle de contrôle d’accès, tous les autres étant alors ignorés puisqu’ils
représentent du bruit par rapport à la politique de sécurité considérée. Dans
ce but, nous nous sommes inspirés de [86] qui présente une méthode générique
pour intercepter les appels à n’importe quelle fonction d’un binaire Windows.
L’idée consiste à remplacer les premiers octets de la fonction à instrumenter par
une instruction de saut (jump, call, ...) dans le but de détourner les appels vers
une autre fonction avant de reprendre l’exécution du code original.
Injection de bytecodes Java
Ainsi, notre objectif sera d’injecter en entête des méthodes Java le bytecode
invokestatic qui prend en opérande l’emplacement d’une méthode statique. Dans
notre cas, nous utilisons une méthode statique mais native qui a pour rôle de
servir de moniteur de référence [21]. Lorsque la méthode Java ainsi instrumentée
est appelée, l’exécution est automatiquement détournée sur notre moniteur de
référence depuis lequel nous pourrons retrouver les informations nécessaires à
une prise de décision (objets appelant/appelé et méthodes appelante/appelée).
L’injection peut se faire depuis un agent JVMTI qui intercepte le chargement
de classes Java via l’événement CLASS_FILE_LOAD_HOOK comme illustré sur la
figure 5.5. Cet agent peut être écrit en C/C++ 6 mais nous avons préféré un
agent Java afin de nous appuyer sur la bibliothèque Javassist [101] qui offre
toutes les fonctionnalités nécessaires et pour laquelle il existe de nombreux tu-
toriels [102]. Pour les classes chargées avant l’agent JVMTI, il est nécessaire
d’appeler la fonction RetransformClasses [103].
Contrairement à l’idée d’un agent JVMTI classique présentée en section 5.1.2,
un tel moniteur de référence n’est appelé que lorsque cela s’avère nécessaire et
en cela nous nous rapprochons du fonctionnement du moniteur de référence de
JAAS. Mais contrairement à ce dernier qui nécessite l’accès au code source et
la coopération du développeur, nous intervenons directement sur le binaire des
classes Java avec juste une politique de sécurité qui détermine quelles sont les
méthodes à protéger. Plus particulièrement, lorsque l’on intègre notre logique
de contrôle par automates et la transcription des politiques JAAS en politiques
DTE, toutes les méthodes listées par [20] s’en trouvent alors automatiquement
instrumentées.
6. cf. implémentation de l’exemple java_crw_demo de OpenJDK (http://hg.openjdk.
java.net/jdk7/jdk7/jdk/file/tip/src/share/demo/jvmti/)
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Figure 5.5 – Intégration de SEJava dans OpenJDK via de l’injection de byte-
codes
L’agent JVMTI a pour objectif d’intercepter le chargement de classes dans la JVM. Pour
chacune d’entre elles, la politique de sécurité détermine s’il est nécessaire d’instrumenter les
méthodes que celles-ci définissent ou non. Lorsqu’une méthode Mβ est méthode source d’au
moins une règle, l’API Javassist injecte un bytecode invokestatic en entête de cette méthode
pour que l’interpréteur Java fasse suivre l’appel de méthode à contrôler à notre moniteur de
référence.
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Néanmoins cette technique d’instrumentation possède quelques limites et en
premier lieu le contrôle de l’accès aux champs d’un objet. En effet, on ne peut
injecter des bytecodes que dans le corps d’une méthode et il n’est donc pas
possible d’instrumenter un champ de la même manière. Toutefois, il faut noter
que la communauté Java considère que l’utilisation d’accesseurs est une bonne
pratique de programmation lorsque le champ concerné revêt une importance
particulière par rapport au reste du programme [104]. Sachant que les accesseurs
Java sont implémentés sous la forme de méthodes, il sera tout de même possible
de réaliser du contrôle "best-effort" sur ce type de relation.
La seconde limitation est que nous ne disposons pas de primitives pour retrouver
rapidement et facilement les informations nécessaires à une prise de décision.
C’est pourquoi, nous avons été contraints de nous appuyer sur JVMTI pour
passer la JVM en debug et interroger le système à objets avec tous les problèmes
de performance que cela entraîne. Cette constatation nous confirme une fois de
plus la nécessité d’enrichir la JVM avec des fonctionnalités de contrôle d’accès
bas niveau.
Enfin, la troisième limitation est plutôt un constat : si un agent JVMTI est en
mesure d’injecter du code dans le corps d’une méthode alors un autre agent
peut tout aussi bien enlever ce même code. Plus particulièrement, cette ins-
trumentation peut être réalisée par du code Java et donc rien n’empêche un
objet malicieux de défaire notre instrumentation pour contourner la protection.
Il s’agit là d’une situation purement hypothétique mais JAAS qui suit une ap-
proche analogue avec son SecurityManager peut être désactivé de cette manière.
Donc l’idée d’intercepter dynamiquement les appels de méthodes est bonne mais
l’appliquer par de l’injection de bytecodes n’est pas réalisable si l’on souhaite
respecter tous les critères du moniteur de référence de Anderson [21].
Marquage dynamique des méthodes depuis l’interpréteur Java
Si nous prenons un peu de recul, le fait d’injecter du code dans le corps d’une
méthode correspond indirectement à "marquer" cette méthode pour le contrôle
de son accès. Or, si nous avions la possibilité de marquer les méthodes à protéger
directement depuis l’hyperviseur Java, alors il ne serait plus possible pour un
objet malicieux de désactiver la protection. Cette idée a été explorée par [105]
en modifiant la représentation mémoire des méthodes Java au sein de la JVM.
Il s’agit d’ajouter un bit particulier aux objets internes methodOop de Open-
JDK qui commande à l’interpréteur Java d’appeler notre moniteur de référence
lorsqu’il est sur le point de réaliser un appel de méthode.
Fonctionnellement, le résultat est le même que précédemment sauf qu’il nécessite
un effort d’ingénierie conséquent pour être mis en œuvre. Cependant, que ce soit
par injection de bytecodes ou bien par marquage interne, nos expérimentations
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ont montrées que nous garantissons l’application obligatoire de politiques de
sécurité et maîtrisons les élévations de privilèges là où JAAS se révèle insuffisant.
Mais la particularité de cette variante d’instrumentation est que le bénéfice
obtenu, à savoir un véritable moniteur de référence de Anderson pour Java,
vaut la peine d’investir dans le développement ou la modification d’une machine
virtuelle Java.
5.1.4 Conclusion sur l’instrumentation
Par cette section nous avons voulu présenter les différentes techniques d’instru-
mentations que nous avons testées. Initialement, nous sommes partis sur l’idée
d’augmenter une machine virtuelle Java existante. Mais au regard de la com-
plexité de fonctionnement des organes internes d’une JVM 7, la tâche était trop
compliquée pour être réalisée dans le temps imparti et peu valorisable d’un point
de vue scientifique.
Le fait d’utiliser JVMTI nous a permis de tester notre approche de contrôle
d’accès et d’obtenir rapidement des résultats concrets que nous présentons en
fin de ce chapitre. Les problèmes de performances rencontrés nous ont empêché
d’expérimenter des applications plus complexes qu’une applet Java comme par
exemple un serveur d’applications OSGi.
Dans cette optique nous avons alors cherché à optimiser les temps de contrôle
d’accès en réduisant notamment le nombre d’appels au moniteur de référence.
Pour cela nous avons choisi d’utiliser l’injection de code pour détourner les
seuls appels pertinents à contrôler. Mais en voulant améliorer l’approche par le
développement d’un mécanisme d’interception des appels directement au cœur
de la JVM, nous sommes revenus à l’idée initiale qui réclame un lourd tribut en
matière d’ingénierie.
Au final, après avoir évalué plusieurs stratégies d’instrumentation et poussé cer-
taines d’entre elles au delà de leurs possibilités, nous ne pouvons faire qu’un
seul constat. En effet, un noyau de système d’exploitation propose nativement
l’interception d’appels systèmes et la manipulation d’objets comme les proces-
sus ou les pages mémoires. Ce type de fonctionnalité bas niveau a permis entre
autre de mettre au point l’architecture FLASK [106] qui est au cœur de Security
Enhanced Linux notamment. Mais les hyperviseurs Java actuels ne fournissent
ni la possibilité de développer facilement un module noyau, ni d’intégrer des
mécanismes de sécurité tels que le nôtre ou même un JAAS 2.0, par exemple.
Tout au plus, les éditeurs mettent à disposition des interfaces de debug comme
JVMTI qui ne sont pas conçues pour cet usage. De fait, l’intégration d’un mo-
dule de sécurité dans le noyau de la JVM passe obligatoirement par une uti-
lisation détournée des outils actuellement disponibles. Il en résulte que s’il est
7. environ 800 000 lignes de code pour OpenJDK
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effectivement possible d’appliquer un contrôle d’accès obligatoire à un système
à objets, les machines virtuelles Java actuelles doivent évoluer vers un véritable
noyau de système d’exploitation avec les facilités d’instrumentation. Cependant,
nous verrons qu’en pratique la réécriture des politiques JAAS limite notable-
ment le surcoût et rend plus intéressante l’idée d’une intégration au niveau d’un
hyperviseur Java.
5.2 Intégration de la logique de contrôle
Le rôle du moniteur de référence est d’observer les relations entre les objets du
système, formalisées selon notre modèle général. Mais la responsabilité d’auto-
riser ou non une relation dépend d’un autre composant que nous nommerons
moteur de décisions. Cette section a pour but de présenter les éléments clefs
pour implémenter et utiliser ce composant.
5.2.1 Interface de programmation applicative (API)
Parce que nous avons fait le choix de séparer l’implémentation en deux biblio-
thèques dynamiques, il est nécessaire de définir une interface de programmation
pour que le moniteur de référence puisse dialoguer avec le moteur de décision. La
difficulté est que le moniteur de référence peut être développé en C++ (Open-
JDK), en C (Dalvik) ou tout autre langage. Il est donc nécessaire de définir une
interface qui peut facilement s’adapter à ces environnements de programmation
afin de permettre la réutilisation du moteur de décision dans un autre contexte
que celui de Java.
Figure 5.6 – Interfaces entre le moniteur de référence et un objet du moteur
de décision
Ainsi, nous avons dû mettre en œuvre un patron de conception de type adap-
tateur pour mettre à disposition du moniteur de référence des pointeurs sur les
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objets internes de notre moteur de décision (cf. figure 5.6). Pour que le mo-
niteur puisse appeler des méthodes sur ces objets, nous définissons deux struc-
tures servant d’interfaces C/C++ et dont les membres sont des pointeurs sur les
fonctions qui peuvent être appelées. Il est important que les offset et l’ordre des
membres de ces structures soient rigoureusement identiques pour qu’ils puissent
être utilisé invariablement par du code C et du code C++. Du coté du moteur
de décisions, nous avons définis des wrappers en C dont le rôle est de rediriger
les appels du moniteur de référence vers la véritable méthode de l’objet. Les
listings 5.1 et 5.2 donnent un exemple de cela, tiré de notre prototype.
Cette conception permet une grande portabilité du moteur de décisions. No-
tamment, nous avons pu le réutiliser tel quel pour OpenJDK, JVMTI, Dalvik
et Avian. Cela nous a ainsi permis de tester plusieurs stratégies d’instrumenta-
tion sans changer la logique de contrôle.
5.2.2 Implémentation du contrôle d’accès
Nous avons implémenté trois logiques de contrôle d’accès : du multi-niveaux
(MLS/MCS), duDomain & Type Enforcement (DTE) et notre logique de contrôle
par automate.
Le MLS/MCS a l’avantage d’être rapide et facile à implémenter. Malgré les dé-
fauts inhérents à cette logique, nous avions pour idée de l’utiliser dans le but de
filtrer les élévations grossières de privilèges. En effet, le temps de décision de la
logique DTE est supérieur à celui de MLS/MCS car le premier s’appuie sur de
la comparaison de chaînes de caractères (les types) alors que le second ne fait
intervenir que de la manipulation de masques de bits (1 bit par niveau/caté-
gorie). Grâce à cela, nous espérions gagner en performance mais nous n’avons
pu évaluer cette idée en pratique au regard des faibles performances de notre
moniteur de référence.
La logique DTE consiste à prendre le type de sécurité des entités Sujet et Objet
puis de rechercher dans un fichier texte toutes les règles qui correspondent ;
la dernière étape consistant alors à comparer la permission demandée avec la
permission requise. La difficulté est que cette étape de recherche pèse lourd sur
les temps de décision surtout lorsqu’il s’agit d’utiliser des expressions régulières
(cf. suggestion 4.10). Par ailleurs, notre modèle de contrôle impose de réaliser
quatre comparaisons de chaînes par itération (c-à-d les types du Sujet, de l’Objet
et la signature des membres) voire six si l’on utilise le contexte de sécurité étendu
(cf. suggestion 4.3).
Or, les bases de données sont justement conçues pour indexer et rechercher des
données dont la clef est une chaîne de caractères. C’est pourquoi nous nous
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5 /* Mapping to correct interface */
6 #ifdef __cplusplus
7 typedef struct cpp_interface_t interface_t;
8 #else
9 typedef struct c_interface_t interface_t;
10 #endif
11
12 /* C interface definition */
13 struct sejava_c_interface_t {
14
15 /* Chaque fonction de l’interface retourne un code d’erreur.
16 * La macro SEJAVA_CALL spécifie la convention d’appel utilisé.
17 * Pour els systèmes 32 bits , nous imposons le CDECL pour forcer
18 * l’appellant à nettoyer la pile d’exécution.
19 */
20 sejava_error_t (SEJAVA_CALL * check_invoke) (sejava_t * sejava ,
21 security_context_t * s_context , security_identifier_t * s_member ,
22 security_context_t * t_context , security_identifier_t * t_member);
23 };
24
25 /* C++ interface definition */
26 struct sejava_cpp_interface_t {
27
28 /* Les premiers membres de l’interface C++ doivent être ceux
29 * de l’interface C. En effet , celle ci pourrait être utilisé
30 * par du code C non compilé en C++. Même si l’objet réel est
31 * différent , les membres de l’interface C auront exatement
32 * les mêmes offset dans ces deux structures. En pratique cela
33 * reviens à émuler un héritage entre les deux interfaces.
34 */




39 /* Ici , nous redefinissons les membres de l’interface C au
40 * standard C++. Ceux -ci ne doivent pas être virtuels car cela
41 * activerait la résolution dynamique de type (RTTI) et forcerait
42 * le compilateur à insérer un membre d’identification de type
43 * en entête de cette structure. Pour réduire l’overhead de
44 * l’interface , nous pouvons inliner chaque méthode.
45 */
46 inline sejava_error_t check_execute(
47 security_context_t * s_context , security_identifier_t * s_member ,
48 security_context_t * t_context , security_identifier_t * t_member)
49 {
50 /* On vérifie l’état de l’interface C */
51 if (NULL == this ->functions.check_invoke)
52 return SEJAVA_ERROR_NOT_IMPLEMENTED;
53
54 /* On appelle la méthode éponyme dans l’interface C */
55 return this ->functions.check_invoke(this ,
56 source_context , source_member ,





62 /* Il s’agit maintenant d’exporter les méthodes pour instancier/supprimer
63 * l’objet interne qui implémente ces interfaces.
64 */
65 extern SEJAVA_API sejava_error_t SEJava_Initialize(sejava_t ** sejava);
66 extern SEJAVA_API sejava_error_t SEJava_Release(sejava_t * sejava);
Listing 5.1 – Interfaces C/C++ exportées
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1 #include "sejava -api.h"
2
3 /* ------------------------------------------------------------------- */
4 /* L’idée est d’instancier un objet C++ qui implémente toute la logique
5 * de contrôle. Cet objet est ensuite exporté pour être utilisé par le
6 * moniteur de référence. Sachant que le moniteur peut être développé
7 * dans un langage autre que le C++, nous allons masquerons le type SEJava
8 * en celui de l’interface C++.
9 */
10 class SEJava : public sejava_t {
11 public:
12
13 /* Il s’agit de créer ici les wrappers nécéssaires pour que les appels
14 * sur l’interface C soient redirigés sur les méthodes de l’objet.
15 * Pour cela , nous utilisons des méthodes statiques dont l’addresse
16 * servira à initialiser les membres éponymes de l’interface C.
17 */
18 static sejava_error_t SEJAVA_CALL check_invoke(sejava_t * sejava ,
19 security_context_t * s_context , security_identifier_t * s_member ,
20 security_context_t * t_context , security_identifier_t * t_member) {
21 if (NULL == sejava) return SEJAVA_ERROR_INVALID_ENVIRONMENT;
22
23 /* On appelle la méthode éponyme sur l’objet de type SEJava */
24 return (( SEJava *) sejava)->check_invoke(
25 source_context , source_member ,
26 target_context , target_member);
27 }; \
28
29 /* Maintenant que les appels sont redirigés sur les méthodes de l’objet ,
30 * il ne nous reste plus qu’à définir l’implémentation de ces méthodes.
31 * Celles -ci ne peuvent pas être virtuelles pour éviter le RTTI.
32 */
33 sejava_error_t check_invoke(
34 security_context_t * s_context , security_identifier_t * s_member ,





40 /* Enfin , nous définissons un constructeur C++ pour cet objet




45 /* On initianlise les membres de l’interface C */




50 /* L’ultime étape consiste à exporter l’objet C++ ci -avant. La façon
51 * la plus élégante est encore d’utiliser des méthodes d’allocation
52 * et de déallocation.
53 */
54 SEJAVA_API sejava_error_t SEJava_Initialize(sejava_t ** sejava) {
55 /* On instancie l’objet demandé et c’est fini */
56 if (NULL != sejava) (* sejava) = new SEJava ();
57 return (sejava ? SEJAVA_ERROR_NONE : SEJAVA_ERROR_NULL_POINTER);
58 }
59 SEJAVA_API sejava_error_t SEJava_Release(sejava_t * sejava) {
60 /* On supprimer l’objet passé en paramètre */
61 if (NULL != sejava) delete (( SEJava *) sejava);
62 return (sejava ? SEJAVA_ERROR_NONE : SEJAVA_ERROR_NULL_POINTER);
63 }
Listing 5.2 – Implémentation dans le moteur de décision
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sommes appuyés sur une base SQLite 8 pour stocker la politique DTE lors du
fonctionnement de la JVM. En parallèle, nous avons cherché un moyen pour pré-
calculer les privilèges de chaque objet et ainsi gagner nettement en performance.
L’idée était d’insérer dans le binaire d’une classe Java ses types de sécurité et
ses privilèges. Pour cela, les spécifications de la Machine Virtuelle Java [77]
précisent qu’un compilateur peut ajouter librement à la fin d’un fichier .class
un attribut supplémentaire non défini dans les spécifications. Pour y accéder,
il suffit de mettre à jour les parsers de la JVM ou bien d’utiliser l’événement
JVMTI CLASS_FILE_LOAD_HOOK pour accéder au binaire d’une classe chargée.
Néanmoins, il n’est pas possible de pré-calculer la politique DTE de toutes
les classes Java comme par exemple celles des applets Java. Pour cette raison
nous avons donc conservé les deux systèmes : les tables SQL et l’attribut DTE
supplémentaire dans le .class.
Les listings de la figure 5.7 donnent les fichiers de politique que nous avons
utilisés et qui étaient chargés dans la base SQLite. Les fichiers .vmc et .vmr, pour
Virtual Machine Context et Virtual Machine Rules, donnent respectivement les
règles de labelisation et les règles de contrôle à appliquer. Les règles de contrôle
définies dans le .vmr correspondent à l’application de notre suggestion 4.2 sur
l’élimination du "bruit". L’idée étant de s’appuyer uniquement sur notre logique
de contrôle par automates bien qu’il soit possible d’ajouter manuellement des
règles de contrôle explicites.
Dans le chapitre 4 nous avions présenté une logique de contrôle basée sur des
automates que nous avons notamment utilisée pour transcrire une politique
JAAS en politique DTE. Pour construire de tels automates nous devons définir
les règles de contrôle correspondantes à chacune des capacités JAAS. Ce travail,
nous l’avons réalisé qu’une seule fois à partir des spécifications JAAS [20] et dont
le résultat est donné en annexe A.
En pratique les automates mis en œuvre dans la traduction de politiques JAAS
en SEJava sont certes nombreux mais petits. En effet, ceux-ci ne sont composés
que d’un état initial contenant les règles DTE correspondantes aux capacités
JAAS traduites et d’un état final qui soit accepte la relation si le domaine
possède la capacité JAAS, soit la rejette dans le cas contraire. Sachant que
n’importe quelle transition conduit à une acceptation ou un rejet, nous avons
simplifié l’implémentation en enrichissant la politique DTE générale avec les
règles des états initiaux ; celles-ci étant exprimées en fonction du type de sécurité
du domaine de protection JAAS où elles ont été extraites. Bien entendu, cette
optimisation ne permet pas de gérer les automates plus complexes comme ceux
présentés en début de chapitre 4. Toutefois, cela s’est avéré suffisant dans le
cadre de nos tests.
8. https://www.sqlite.org
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(a) Fichier .vmc définissant les règles de labelisation
1 allow *_j --{ * invoke * }--> *_j
2 allow *_j --{ * write * }--> *_j
3 allow *_j --{ * read * }--> *_j
(b) Fichier .vmr définissant les règles de contrôle
Figure 5.7 – Fichiers utilisés pour définir la politique DTE
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5.2.3 Moteur d’apprentissage
Définir une politique DTE n’est pas aisée et notre première approche a été de
suivre le principe de l’outil audittoallow de SELinux. C’est à dire, lancer l’appli-
cation Java sans règle de contrôle et générer une règle de contrôle de type allow
pour chaque relation observée et interdite. Cette approche fonctionne correc-
tement et permet d’obtenir rapidement une politique de sécurité quoique peu
pratique puisqu’elle correspond à un comportement observé qui n’est pas néces-
sairement légitime. Mais c’était surtout le fait de devoir exécuter une première
fois une application dont on ne savait rien pour en déduire ce qu’elle avait le
droit ou non de faire. Typiquement, cela ne fonctionnait pas lorsque la dite
application était un malware Java.
Grâce à notre méthode pour passer d’une politique JAAS à une politique DTE,
cette problématique n’avait plus lieu d’être. Par contre l’élément clef de cette
traduction est le fait que l’on connaisse les spécifications de chaque capacité
JAAS. De fait, si le développeur Java ne fournit pas cette information, la tra-
duction est impossible. Or, lorsque l’on a commencé à utiliser l’injection de
bytecodes, nous avons rapidement constaté que nous instrumentions des mé-
thodes Java déjà instrumentées par JAAS. Notre idée était alors de développer
un SecurityManager pour intercepter les appels à JAAS et déterminer quelles
capacités JAAS permettent d’accéder à quelles méthodes de l’application. En
somme, essayer de retrouver les spécifications des capacités JAAS simplement
en observant les contrôles de sécurité de ce dernier. Néanmoins nous n’avons
pas pu évaluer cette seconde approche par manque de temps.
Au final, l’implémentation du moteur de décision n’est pas aussi difficile que celle
du moniteur de référence. En effet, on peut rapidement obtenir un composant
fonctionnel en utilisant des briques logicielles sur étagère comme SQLite. Par
contre, une implémentation inspirée de FLASK [106] permettrait d’obtenir de
meilleures performances moyennant un effort d’ingénierie conséquent.
5.3 Résultats expérimentaux
Notre protocole de test repose principalement sur l’utilisation de malware Java.
Nous avons utilisé ceux proposés par Metasploit 9 mais d’autres sont disponibles
dans les bases d’exploits publiques 10. L’idée est de se placer dans le cadre d’un
site web infecté qu’un internaute lambda visiterait. Le navigateur ouvre ce site
internet, identifie une applet Java dans la page HTML et lance la machine
virtuelle de l’internaute pour l’exécuter (cf. figure 5.8).
9. http://www.metasploit.com
10. http://www.1337day.com
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Figure 5.8 – Représentation de notre scénario d’expérimentation
5.3.1 Résultats d’expérimentation sur la CVE-2013-2460
Nous détaillons ici les résultats obtenus avec notre approche dans le cas d’un
malware Java quelconque. En l’occurrence, il s’agit d’un exploit proposé par
Metasploit pour la CVE-2013-2460 11. Nous donnons en section suivante un
vision plus globale en effectuant la même expérimentation mais avec plusieurs
Malware.
Comme nous l’avons plusieurs fois expliqué dans ce document, un malware Java
se présente généralement sous la forme d’une applet malicieuse. Au moment où
le classloader charge les classes de l’applet, JAAS détermine le domaine de pro-
tection le plus approprié pour chacune d’entre elles. C’est à dire soit un domaine
JAAS équivalent à celui d’une application Java standard (peu de restrictions),
soit un domaine aux privilèges limités (sandbox Java). Il est intéressant de noter
que dans la plupart des situations, la machine virtuelle Java se contente de trois
domaines JAAS : un domaine système qui regroupe toutes les classes noyau de
la machine virtuelle Java ; un domaine application pour les applications Java
standard ; et un domaine applet pour le sandboxing des applets.
Ainsi, lorsque la JVM exécute le malware relatif à la CVE-2013-2460, nous
pouvons constater que celui-ci a pour but de désactiver JAAS afin d’instancier
11. https://github.com/rapid7/metasploit-framework/tree/master/external/source/
exploits/cve-2013-2460
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1 public class Exploit extends Applet
2 {
3 InvocationHandler invoc = null;
4 MethodHandles.Lookup look;
5




10 ByteArrayOutputStream localByteArrayOutputStream = new
ByteArrayOutputStream ();
11 byte[] arrayOfByte = new byte [8192];
12
13 InputStream localInputStream = getClass ().getResourceAsStream("
DisableSecurityManagerAction.class");
14 int i;
15 while ((i = localInputStream.read(arrayOfByte)) > 0) {
16 localByteArrayOutputStream.write(arrayOfByte , 0, i);
17 }
18 arrayOfByte = localByteArrayOutputStream.toByteArray ();
19
20 ProviderFactory localProviderFactory = ProviderFactory.
getDefaultFactory ();
21 Provider localProvider = localProviderFactory.createProvider(
ExpProvider.class);
22 this.invoc = Proxy.getInvocationHandler(localProvider);
23 MethodHandles localMethodHandles = MethodHandles.class;
24
25 Method localMethod = localMethodHandles.getMethod("lookup", new Class
[0]);
26 this.look = (( MethodHandles.Lookup)this.invoc.invoke(null , localMethod ,
new Object [0]));
27
28 Class localClass1 = loadClassUnderPrivContext("sun.org.mozilla.
javascript.internal.Context");
29 Class localClass2 = loadClassUnderPrivContext("sun.org.mozilla.
javascript.internal.DefiningClassLoader");
30 Class localClass3 = loadClassUnderPrivContext("sun.org.mozilla.
javascript.internal.GeneratedClassLoader");
31
32 MethodHandle localMethodHandle1 = getMethod(localClass1 , "enter",
localClass1 , new Class[0], true);
33
34 Class[] arrayOfClass = new Class [1];
35 arrayOfClass [0] = ClassLoader.class;
36
37 MethodHandle localMethodHandle2 = getMethod(localClass1 , "
createClassLoader", localClass3 , arrayOfClass , false);
38
39 arrayOfClass = new Class [2];
40 arrayOfClass [0] = Class.forName("java.lang.String");
41 arrayOfClass [1] = new byte [0]. getClass ();
42
43 MethodHandle localMethodHandle3 = getMethod(localClass2 , "defineClass",
Class.class , arrayOfClass , false);
44
45 Object localObject1 = localMethodHandle1.invoke ();
46 Object localObject2 = localMethodHandle2.invoke(localObject1 , null);










56 /* [...] */
57 }
Figure 5.9 – Code source du malware Metasploit pour la CVE-2013-2460, ob-
tenu par rétro-ingénierie via JD-GUI
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un chargeur de classes privilégiées et, par ce biais, de s’évader de la sandbox
Java. En pratique, cela se traduit à terme par un appel au constructeur de la
classe Classloader depuis la classe Exploit comme l’atteste le code source de ce
malware en figure 5.9 (cf. ligne 49). Cela peut alors se traduire par la relation
suivante :
Contexte(loc1)
Signature(o1::f1) invoke Signature(o3::f1)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Contexte(loc3)
≡Signature(o1) Signature(o1::f1) invoke Signature(o3::f1)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Signature(o3)
≡”Exploit” ”<init>” invoke ”<init>”−−−−−−−−−−−−−−−−−→ ”Classloader”
Avec loc1 ≡ Localisation(o1) et loc3 ≡ Localisation(o3)
Quand notre protection est active, nous calculons dynamiquement la signature
des classes chargées en mémoire avant même leur utilisation au titre de notre
suggestion 4.3. Plus particulièrement, nous traduisons également les privilèges
JAAS de ces classes à chaque fois qu’un nouveau domaine de protection est créé.
Bien évidemment, sachant qu’un domaine JAAS regroupe plusieurs objets, nous
mettons en cache les politiques DTE automatiquement générées. Ainsi, lorsque
la JVM charge en mémoire la classe principale du malware - c’est à dire la
classe Exploit - nous calculons immédiatement son étiquette DTE et déduisons
dynamiquement ses privilèges à partir de son domaine de protection ; c’est à
dire le domaine applet que JAAS vient de créer pour cette applet.
Dans ce but, nous interrogeons donc la JVM pour accéder au domaine de protec-
tion de la classe Exploit via un appel à la méthode JAAS GetProtectionDomain ;
Le tableau 5.2 donne le résultat de cet appel. Ce domaine JAAS nous indique
que la classe est chargée par le classloader Applet2ClassLoader et la politique
de labelisation que nous utilisons indique que cela correspond à l’étiquette ap-
plet_d (cf. lignes 41 à 58 du listing A.1 en annexe A). La classe Exploit n’ayant
pas d’étiquette prédéfinie, celle-ci hérite par défaut de l’étiquette de la classe
Objet, soit object_j au titre de notre suggestion 4.8. Il en résulte que ce malware
est automatiquement étiqueté applet_d/object_j juste après son chargement en
mémoire.
Par ailleurs, le domaine JAAS applet nous est inconnu puisque JAAS vient
juste de le créer afin de charger l’applet ; nous ne savons pas pour l’instant si
celle-ci est malicieuse ou non. Ainsi, nous construisons un automate de contrôle
qui reflète les capacités JAAS données au domaine applet (cf. figure 5.10.a) à
partir duquel nous calculons dynamiquement une politique de contrôle DTE
applicable (cf. figure 5.10.b) et dont nous pouvons anticiper les conséquences
sur l’applet vis-à-vis des objets du système (cf. figure 5.10.c). Notamment, nous
pouvons observer que la politique DTE interdit tout accès aux objets de type
Classloader. Bien entendu, nous ne détaillons pas la politique complète pour
plus de lisibilité.





































SecureCookiePermission origin.file :// :-1
SocketPermission localhost :1024 listen,resolve
RuntimePermission accessClassInPackage.sun.audio
RuntimePermission stopThread
FilePermission http ://192.168.0.135/ZomIzI2OT/- read
(b) Privilèges JAAS
Table 5.2 – Domaine de protection du malware Metasploit pour la CVE-2013-
2460
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(a) Automate partiel calculé à partir des capacités JAAS du domaine applet
1 # Labe l l i ng r u l e s
2 # ( de f au l t i s " object_j " )
3 Ljava/ lang /System ; system_j
4 L∗ClassLoader ; c l a s s l o ade r_ j
5 Ljava/beans/Beans ; jaas_beans_j
6 Ljava/beans/ In t r o sp e c t o r ; j aa s_int ro spec to r_j
7 Ljava/beans/PropertyEditorManager ; jaas_propertyeditormanager_j
8
9 jaa s . c l a s s l o a d e r ( " Applet2ClassLoader " ) applet_d
10
11 # Control r u l e s
12 # ==== de f au l t ru l e to ignore JVM’ s no i s e ====
13 al low ∗ −−−−> ∗
14
15 # ==== JAAS capac i ty ( PropertyPermiss ion , ∗ , read ) ====
16 al low applet_d :∗_j −−{ ∗ invoke setDesignTime (Z)V }−−> ∗_d: jaas_beans_j
17 al low applet_d :∗_j −−{ ∗ invoke setGuiAva i lab le (Z)V }−−> ∗_d: jaas_beans_j
18 al low applet_d :∗_j −−{ ∗ invoke setBeanInfoSearchPath ( St r ing { [ ] } )V }−−> ∗_d:
jaas_int ro spec to r_j
19 al low applet_d :∗_j −−{ ∗ invoke r e g i s t e rEd i t o r ( Class , Class )V }−−> ∗_d:
jaas_propertyeditormanager_j
20 al low applet_d :∗_j −−{ ∗ invoke setEditorSearchPath ( St r ing [ ] )V }−−> ∗_d:
jaas_propertyeditormanager_j
21 al low applet_d :∗_j −−{ ∗ invoke ge tPrope r t i e s ( ) Prope r t i e s }−−> ∗_d: system_j
22 al low applet_d :∗_j −−{ ∗ invoke s e tP r op e r t i e s ( Prope r t i e s )V }−−> ∗_d: system_j
23 al low applet_d :∗_j −−{ ∗ invoke getProperty ( St r ing ) St r ing }−−> ∗_d: system_j
24 al low applet_d :∗_j −−{ ∗ invoke getProperty ( Str ing , S t r ing ) St r ing }−−> ∗_d: system_j
25
26 # ==== JAAS capac i ty ( RuntimePermission , createClassLoader , ∗) ====
27 deny applet_d :∗_j −−{ ∗ invoke <in i t >()V }−−> ∗_d: c l a s s l o ade r_ j
28 deny applet_d :∗_j −−{ ∗ invoke <in i t >(∗)V }−−> ∗_d: c l a s s l o ade r_ j






























(c) Conséquence de (b) sur le système
Figure 5.10 – Transcription des privilèges du malware Metasploit en politique
DTE
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Au niveau de l’implémentation, nous appliquons ici une petite optimisation qui
consiste à créer un ensemble de capacités JAAS connues et à y soustraire toutes
les capacités données au domaine de protection pour lequel nous sommes en train
de calculer la politique. Nous obtenons ainsi deux ensembles : celui des capacités
JAAS données au domaine applet et un ensemble de capacités manquantes à ce
domaine qui donnent respectivement lieu à un ensemble de règles de type allow
et un autre de type deny. La complexité de gestion d’un véritable automate étant
alors masqué par une simple soustraction entre deux ensembles (cf. figure 5.11).
Figure 5.11 – Déduction des permissions JAAS manquantes au domaine de
protection applet
Nous rappelons qu’à cet instant, le malware n’est toujours pas exécuté, seules ses
classes ont été chargées par la JVM. Or nous connaissons maintenant les règles
de contrôle DTE à appliquer aux classes du domaine applet. Nous pouvons donc
laisser la JVM exécuter l’applet. Notamment, la JVM commence par créer une
instance de la classe Exploit ce qui se traduit par un appel à sa méthode <init>.
Cette dernière conduit à l’exploitation de la vulnérabilité CVE-2013-2460 et à la
désactivation de JAAS via un appel privilégié à la méthode SetSecurityManager
de l’API Java.
ContexteJava(loc1)
Signature(o1::f1) invoke Signature(o2::f1)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ContexteJava(loc2)
≡ÉtiquetteDTE(o1)
Signature(o1::f1) invoke Signature(o2::f1)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ÉtiquetteDTE(o2)
≡”applet_d/object_j” ”<init>” invoke ”SetSecurityManager”−−−−−−−−−−−−−−−−−−−−−−−−−−→ ”system_d/system_j”
Avec loc1 ≡ Localisation(o1) et loc2 ≡ Localisation(o2)
Nous aurions pu agir à cet instant, mais une erreur de notre part dans la tra-
duction de la capacité JAAS setSecurityManager a fait que nous n’avons pas
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contrôlé correctement cet appel. Cependant, comme mentionné précédemment,
le constructeur de la classe Exploit continue son exécution pour instancier un
objet de type Classloader. Cela se traduit par un appel à la méthode <init> de
la classe ClassLoader depuis la méthode <init> de la classe Exploit :
ContexteJava(loc1)
Signature(o1::f1) invoke Signature(o3::f1)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ContexteJava(loc3)
≡ÉtiquetteDTE(o1)
Signature(o1::f1) invoke Signature(o3::f1)−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ÉtiquetteDTE(o3)
≡”applet_d/object_j” ”<init>” invoke ”<init>”−−−−−−−−−−−−−−−−−→ ”system_d/classloader_j”
Avec loc1 ≡ Localisation(o1) et loc3 ≡ Localisation(o3)
Or l’une des règles DTE calculée pour le domaine applet interdit l’accès au
constructeur de la classe Classloader (cf. lignes 27 et 28 de la figure 5.10.b).
En effet, lorsque l’on compare la relation observée avec cette règle, nous voyons
clairement qu’il y a correspondance entre les deux. Parce que la règle exprimée
est de type deny, nous levons une exception pour bloquer l’appel. Le malware
ne peut alors plus continuer son exécution et est donc contré.
règle de contrôle : deny ”applet_d/ ∗_j” ”∗” invoke ”<init>”−−−−−−−−−−−−−→ ” ∗_d/classloader_j”
relation observée : ”applet_d/object_j” ”<init>” invoke ”<init>”−−−−−−−−−−−−−−−−−→ ”system_d/classloader_j”
Au final, nous ne savons pas si l’applet fournie par Metasploit est malicieuse
ou non. En effet, il pourrait simplement s’agir d’un bogue dans l’applet ou bien
d’un oubli dans la politique JAAS. Par contre, nous avons pu observer que celle-
ci tente une opération privilégiée normalement interdite par le domaine applet.
C’est pourquoi nous l’avons bloquée afin de garantir les objectifs de sécurité
de la sandbox Java. Le fait que nous ayons fait une erreur dans nos règles de
traduction des capacités JAAS montre que même si nous échouons à empêcher
une élévation de privilèges, nous restons en mesure d’empêcher les suivantes.
5.3.2 Résultats d’expérimentation sur une période d’une
année
Nous avons conduit une série d’expérimentations dont le but était de vérifier
l’efficacité de notre approche face à de multiples malwares Java. Pour cela, nous
avons utilisé un système sous Linux CentOS 6.4 i686 et OpenJDK 1.7 update 4
build 20 dans leurs configurations par défaut. Le choix du navigateur importe
peu car celui-ci délègue automatiquement à la JVM l’exécution de l’applet qui
est ici malicieuse. Les malwares utilisés sont donnés par le tableau 5.4 qui couvre
une période d’une année, de juin 2012 à juillet 2013.
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Vulnérabilité Description de la vulnérabilité dans Metasploit
CVE-2012-1723 Field Bytecode Verifier Cache Remote Code Execution
CVE-2012-4681 Java 7 Applet Remote Code Execution
CVE-2012-5076 AverageRangeStatisticImpl Remote Code Execution
CVE-2012-5076 JAX-WS Remote Code Execution
CVE-2012-5088 Method Handle Remote Code Execution
CVE-2013-1488 Driver Manager Privileged toString() Remote Code Execution
CVE-2013-0422 JMX Remote Code Execution
CVE-2013-2423 Reflection Type Confusion Remote Code Execution
CVE-2013-0431 Java JMX Remote Code Execution
CVE-2013-1493 Java CMM Remote Code Execution
CVE-2013-2460 ProviderSkeleton Insecure Invoke Method
Table 5.4 – Malwares Metasploit utilisés
Dans un premier temps, nous avons testé chacun de ces malwares sans notre
solution. Puis, dans un second temps, nous avons relancé le même test mais en
activant notre protection. En cas de défaillance de notre solution le malware
réussit à prendre le contrôle de notre machine de test. Si notre approche s’avère
efficace et empêche le malware de sortir de la sandbox Java alors un message
d’erreur sous Metasploit apparaît indiquant l’échec de l’attaque. Le tableau 5.5
présente les résultats obtenus pour chacun des malwares du tableau 5.4.
Vulnérabilité État de la protection
désactivée (permissive) activée (enforce)
CVE-2012-1723 exploitation réussie Crash de l’application
CVE-2012-4681 exploitation réussie exploitation échouée
CVE-2012-5076 exploitation réussie exploitation échouée
CVE-2012-5076 exploitation réussie exploitation échouée
CVE-2012-5088 exploitation réussie exploitation échouée
CVE-2013-1488 exploitation réussie exploitation échouée
CVE-2013-0422 exploitation réussie exploitation échouée
CVE-2013-2423 exploitation réussie exploitation échouée
CVE-2013-0431 exploitation réussie exploitation échouée
CVE-2013-1493 exploitation échouée exploitation échouée
CVE-2013-2460 exploitation réussie exploitation échouée
Table 5.5 – Résultat des tentatives d’exploitation avec et sans la protection
Ainsi, on constate que lorsque la protection est inactive, l’attaque réussit à
chaque fois. La seule exception concerne la CVE-2012-1493 dont l’exploit ne
fonctionne que sous Windows XP ou Windows 7 alors que notre machine de
test est sous CentOS. Par contre, lorsque l’on active la protection, on constate
qu’aucun malware n’est en mesure de compromettre la JVM alors que la vul-
nérabilité exploitée est bien présente comme le confirme le premier test. Le cas
de la CVE-2012-1723 entraîne un crash de la machine virtuelle Java car notre
moyen de bloquer une interaction est de lever une exception qui ne semble pas
être gérée par la JVM dans ce cas précis.
Au final, cette expérimentation montre les bénéfices concrets de notre approche
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en empêchant un objet malicieux de contourner les restrictions de JAAS. Les
seules règles que nous avons définies pour contrer 1 an de malware Java consistent
à traduire simplement les capacités JAAS en règles DTE ; l’application de ces
capacités étant alors garantie par notre logique de contrôle par automates. Or
sans ces automates, il nous aurait fallu définir des dizaines de milliers de règles
DTE pour obtenir un résultat similaire.
Mais cette expérimentation montre surtout que la garantie du principe de sand-
boxing Java est quasi immédiate. En effet, les objectifs de sécurité d’une sandbox
Java sont plutôt simples et donc sa garantie également. Il serait ainsi intéres-
sant d’améliorer les performances de ce prototype de contrôle pour adresser
des objectifs de sécurité plus complexes comme l’isolation de deux applications
OSGi.
5.4 Discussions
Nous avons organisé ce chapitre en deux axes principaux avec d’une part l’im-
plémentation de notre prototype et de l’autre comment ce dernier ce comporte
face à de véritables malware Java.
Le développement d’un moniteur de référence pour la JVM s’est avéré être la
partie la plus difficile car les relations que nous pouvons contrôler dépendent
directement des possibilités de dialogue avec la JVM. Ainsi nous sommes partis
sur l’idée de modifier une JVM Open Source mais face aux efforts d’ingénierie
à fournir, nous avons préféré utiliser une interface d’instrumentation standard :
JVMTI. Cependant, JVMTI ne nous a pas donné entière satisfaction du fait que
cette interface n’a pas été conçue pour intégrer un module de sécurité au sein
de la JVM. C’est pourquoi nous avons exploré l’idée de l’injection de bytecodes
Java pour détourner les appels de méthode que nous voulions surveiller.
Nous avons pu évaluer autant de méthodes d’instrumentation par le fait que le
moteur de décisions était indépendant du moniteur de référence. Par ce biais,
nous avons pu mettre en commun les composants de notre moteur de décisions
dont la logique de contrôle par automate, le moteur DTE, le moteur MLS/MCS
qui ne nous a pas vraiment servi au final et un embryon de moteur d’apprentis-
sage de règles de contrôle.
Ainsi, notre prototype de recherche nous a permis d’observer ce qu’il se passe
à l’intérieur de la JVM lorsque celle-ci exécute un malware. Pour cela, nous
avons utilisé l’outil Metasploit qui est disponible gratuitement afin de lancer
des attaques contre OpenJDK. Il en ressort que nous sommes effectivement en
mesure de bloquer tous les malware Java sortis sur une période d’une année en
traduisant dynamiquement les politiques JAAS en politique DTE.
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Chapitre6
Conclusion et perspectives
La preuve par l’analogie est une fraude.
Bjarne Stroustrup [107]
Cette thèse a été réalisée dans un contexte industriel, au sein des laboratoires
Bell-Labs d’Alcatel-Lucent. Le besoin de traiter les problématiques de sécurité
de Java est parti du constat que plus de la moitié des produits Alcatel-Lucent
utilisent une Machine Virtuelle Java. En effet, le moindre problème de sécu-
rité lié à Java, impacte directement ces produits aussi bien d’un point de vue
économique qu’en terme d’images auprès des clients de l’entreprise.
Ainsi, notre état de l’art a montré qu’il n’existait pas de mécanisme de protec-
tion satisfaisant pour Java. Notamment le chapitre 2 débute par un historique
des vulnérabilités Java afin d’en dégager un modèle d’attaque aussi générique
que possible. Nous avons alors pu dégager quatre types d’attaques récurrentes
sur Java : la corruption de mémoire, la confusion de types, les défauts de contrôle
d’accès et l’abus de l’inspection de pile. À partir de cette analyse, nous avons
compris que le modèle de sécurité standard de Java était insuffisant pour trai-
ter ces quatre cas. Plus particulièrement, ni les mécanismes de sécurité liés au
langage, ni ceux de la JVM, ni l’approche de contrôle d’accès JAAS n’arrivent
à satisfaire les objectifs de sécurité de la JVM et notamment son principe de
sandboxing des applications. Les recherches scientifiques sur le sujet font égale-
ment ce constat, mais aucune d’entre elles n’apporte une solution satisfaisante.
En effet, l’analyse statique est réputée comme faible par la littérature [30]. La
coloration dynamique et la preuve formelle peuvent difficilement être mises en
œuvre du fait de la complexité algorithmique intrinsèque de ces approches. Et
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enfin, les approches par contrôle d’accès obligatoire se heurtent à la difficulté
de définir une politique de sécurité. Dès lors, il apparaît évident que Java né-
cessite un véritable moniteur de référence à même de garantir l’application de
politiques de sécurité.
C’est pourquoi, nous avons abordé le problème en proposant une modélisation
générique des systèmes à objets. Le chapitre 3 part ainsi sur l’idée que si nous
sommes en mesure d’observer les relations entre objets du système alors nous
saurons les contrôler et, in fine, garantir l’application de politiques. Nous nous
sommes donc intéressés à modéliser les grandes notions des systèmes à objets
que sont l’objet, le membre, la localisation et la signature. De même nous avons
identifié trois types de relations élémentaires exprimables à l’aide de ces notions
de base. Il s’agit de la référence, de l’interaction qui met en œuvre les membres
des objets et les trois grands types de flux (information, données et activité). Il
s’avère que cette formalisation est suffisante pour modéliser les systèmes à objets
particuliers moyennant l’ajout de quelques notions spécifiques comme la classe,
le prototype et l’interface. Ainsi notre modèle couvre les systèmes à classes, à
prototypes, à objets répartis et tout autres systèmes orientés objet.
De cette modélisation, nous faisons apparaître la possibilité d’exprimer les rela-
tions entre objets à l’aide d’automates. Plus particulièrement, nous avons mon-
tré dans le chapitre 4 que l’utilisation d’automates peut se substituer à la lo-
gique JAAS dans le but de mieux gérer les élévations de privilèges. Notamment,
lorsque l’on utilise les objectifs de sécurité de JAAS, nous sommes capables de
traiter les quatre cas du modèle d’attaques établi dans l’état de l’art alors même
que JAAS se révèle inefficace. De ce constat, nous avons donc utilisé ces auto-
mates pour réécrire les privilèges JAAS associés aux objets de la JVM en règles
de contrôle au format DTE. Il en ressort que cette retranscription des politiques
JAAS en politique DTE peut se faire de façon totalement dynamique. C’est à
dire qu’au moment où JAAS crée un domaine de protection nous utilisons nos
automates pour déterminer dynamiquement toutes les relations que les objets
de ce domaine de protection sont en droit de réaliser ou non.
Néanmoins, cette approche de contrôle par automate nécessite un véritable mo-
niteur de référence pour être utilisable en pratique. En effet, les trois relations
élémentaires que nous avons définies sont contrôlables seulement si nous sommes
en mesure de les observer. Ainsi, dans le chapitre 5 nous présentons les diffé-
rentes stratégies d’instrumentation de JVM, classées de la plus difficile à mettre
en œuvre à la plus facile. Nous avons donc testé la possibilité de modifier une
machine virtuelle Java existante afin de l’adapter à nos besoins. Nous avons aussi
regardé du côté de l’interface d’instrumentation standard JVMTI pour dévelop-
per un module de sécurité compatible avec la plupart des JVM. Et enfin, nous
avons évalué la possibilité d’injecter des bytecodes dans le code des classes Java
dans le but de détourner les seuls appels de méthodes pertinents à contrôler. Ces
trois stratégies d’instrumentations ont leurs propres avantages et inconvénients
qui influent sur les possibilités de dialogue avec la JVM et donc sur le contrôle.
Ce point-ci est, de notre expérience, le plus difficile d’un point de vue technique.
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Nous avons présenté en fin de chapitre les résultats obtenus avec notre logique
de contrôle par automates. Notamment, il apparaît que nous sommes en mesure
de contrer tous les malware Java sur une période d’une année.
Au final, le modèle de contrôle basé sur les relations observables entre objets
couplé à l’idée d’utiliser des automates est clairement une avancée par rapport
aux travaux de recherche antérieurs. Notamment, cela permet dynamiquement
de traduire des objectifs de sécurité définis statiquement en relations à contrô-
ler. Le contrôle qui est ainsi réalisé par chaque automate est extrêmement dy-
namique puisque celui-ci se fait à l’échelle de chaque objet du système où les
politiques à appliquer sont automatiquement recalculées à chaque fois que les
besoins de sécurité de l’application évoluent. La clef de ce résultat scientifique
réside en deux points :
— D’une part en travaillant directement sur les objectifs de sécurité, nous
concentrons nos efforts de contrôle uniquement sur ce qui est pertinent
à contrôler. Cela élimine donc naturellement le bruit des politiques fa-
vorisant ainsi la ré-utilisabilité, la facilité de maintenance, etc. En bref,
toutes les qualités que l’on attend d’une bonne politique de sécurité.
— D’autre part, le travail que réalise ces automates consiste essentiellement
à rendre explicites tous les sous-entendus des objectifs de sécurité. C’est
à dire à respecter le principe de tout ce qui n’est pas explicitement auto-
risé est implicitement interdit mais aussi celui qui est de dire que tout ce
qui n’est pas implicitement interdit est implicitement autorisé. Ces deux
principes réunis permettent donc de générer automatiquement les règles
de contrôle qui reflètent avec exactitude les objectifs de sécurité du sys-
tème. Cet aspect là résout à lui seul la limitation historique des approches
obligatoires.
Figure 6.1 – Résumé du principe de fonctionnement des automates de contrôle
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L’avancée de la thèse se mesure aussi à l’étendue des perspectives des résul-
tats. Nous allons citer les principales pistes de recherche qui découlent de nos
propositions.
Les systèmes embarqués peuvent également tirer parti de notre travail. En effet,
nous avons progressé en réduisant le surcoût du contrôle ce qui permet d’envi-
sager d’utiliser nos méthodes dans des systèmes à faibles ressources. Ainsi, les
cartes à puces sont des cibles privilégiées qui peuvent utiliser directement nos so-
lutions étant donnée que l’instrumentation est plus aisée voir immédiate via des
moniteurs de référence embarqués dans la noyau du système d’exploitation de la
carte. Ensuite, les objets connectés tels que des composants mobiles de sécurité
peuvent utiliser nos approches de contrôle d’accès et donc venir compléter les
mécanismes de protection matériels et logiciels existants en exploitant le côté
entièrement dynamique de notre solution. On peut notamment imaginer des
jetons matériels hétérogènes (Hardware Security Modules) qui communiquent
entre eux en échangeant les objectifs de sécurité pour garantir la protection de le
vie privée et des données personnelles partagées. Des premiers résultats ont été
obtenus dans le cadre des systèmes embarqués Android bien que ceux-ci n’aient
pas été développés dans ce document.
L’informatique en nuages repose sur des systèmes dynamiques (cycle de vie des
systèmes virtualisées, des conteneurs et des applications) qui nécessitent une
grande adaptabilité et flexibilité de la part des mécanismes de sécurité. Ainsi,
il semble possible de protéger différentes zones de confiance dans un Cloud en
déléguant des capacités qui peuvent être combinées localement sous la forme
d’automates pour garantir des propriétés de sécurité avancées et réparties. Ces
idées ont notamment été présentées lors d’une conférence invitée à l’atelier sur
la sécurité du Cloud [108].
Les systèmes communicants personnels nécessitent la confiance des utilisateurs.
Pour cela, il faut redonner la maîtrise de leurs données aux utilisateurs. Dans ce
cadre, notre approche par automate est tout à fait adaptée puisque l’utilisateur
peut non seulement piloter ces automates via des langages naturels mais aussi
les visualiser et interagir avec eux pour autoriser ou empêcher dynamiquement
les accès et les partages des données. Là aussi des premiers résultats ont été
obtenus dans le cadre d’Android qui n’ont pas été détaillés ici.
Enfin, il est possible d’utiliser nos automates pour piloter d’autres éléments que
des politiques de sécurité. Il semble en effet envisageable de garantir aussi des
objectifs fonctionnels via notre approche. Nous pourrions, par exemple, créer
dynamiquement des contraintes d’intégrité au sein d’une base de données en
lieu et place des traditionnelles contraintes SQL qui se révèlent trop statiques
dans le contexte du "Big Data". De même, nous pourrions imaginer porter notre
approche par automate à des domaines autres que la cyber-sécurité. En effet,
les processus d’entreprises ont souvent des contraintes contextualisées comme
par exemple un trader qui n’a pas le droit de dépasser son seuil d’investissement
autorisé lorsqu’il s’agit de flux financier.
AnnexeA
Règles de traduction des politique
JAAS en SEJava
Les deux listings ci-dessous contiennent les règles qui permettent d’exprimer
les privilèges donnés à un domaine de protection en un ensemble de règles de
contrôle au formatDomain & Type Enforcement. Les entrées de type jaas.permission
servent à ajouter manuellement des capacités JAAS à un type de sécurité. Les




3 # Well -known JAAS protection domain
4 #
5
6 protection domain {
7
8 # Default jvm permission as defined into java.policy
9 jaas.permission( "Ljava/lang/RuntimePermission;" "stopThread" )
10
11 jaas.permission( "Ljava/net/SocketPermission;" "localhost :1024 -"
"listen" )
12
13 jaas.permission( "Ljava/util/PropertyPermission;" "java.version"
"read" )
14 jaas.permission( "Ljava/util/PropertyPermission;" "java.vendor"
"read" )
15 jaas.permission( "Ljava/util/PropertyPermission;" "java.vendor.url"
"read" )
16 jaas.permission( "Ljava/util/PropertyPermission;" "java.class.version"
"read" )
17 jaas.permission( "Ljava/util/PropertyPermission;" "os.name"
"read" )
18 jaas.permission( "Ljava/util/PropertyPermission;" "os.version"
"read" )
19 jaas.permission( "Ljava/util/PropertyPermission;" "os.arch"
"read" )
20 jaas.permission( "Ljava/util/PropertyPermission;" "file.separator"
"read" )
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21 jaas.permission( "Ljava/util/PropertyPermission;" "path.separator"
"read" )
22 jaas.permission( "Ljava/util/PropertyPermission;" "line.separator"
"read" )
23
24 jaas.permission( "Ljava/util/PropertyPermission;" "java.specification.
version" "read" )
25 jaas.permission( "Ljava/util/PropertyPermission;" "java.specification.
vendor" "read" )
26 jaas.permission( "Ljava/util/PropertyPermission;" "java.specification.
name" "read" )
27
28 jaas.permission( "Ljava/util/PropertyPermission;" "java.vm.
specification.version" "read" )
29 jaas.permission( "Ljava/util/PropertyPermission;" "java.vm.
specification.vendor" "read" )
30 jaas.permission( "Ljava/util/PropertyPermission;" "java.vm.
specification.name" "read" )
31 jaas.permission( "Ljava/util/PropertyPermission;" "java.vm.version"
"read" )
32 jaas.permission( "Ljava/util/PropertyPermission;" "java.vm.vendor"
"read" )
33 jaas.permission( "Ljava/util/PropertyPermission;" "java.vm.name"
"read" )
34
35 # Required java permission to dump security policy
36 jaas.permission( "Ljava/lang/RuntimePermission;" "getProtectionDomain"
)




41 protection domain {
42 jaas.classloader( "Lsun/plugin2/applet/Applet2ClassLoader;" )
43 jaas.classloader( "Lsun/applet/AppletClassLoader;" )
44
45 # Default applet permission as hardcoded into class sun.plugin2.applet.
Applet2ClassLoader
46 jaas.permission( "Ljava/lang/RuntimePermission;" "accessClassInPackage
.sun.audio" )
47 jaas.permission( "Ljava/util/PropertyPermission;" "browser"
"read" )
48 jaas.permission( "Ljava/util/PropertyPermission;" "browser.version"
"read" )
49 jaas.permission( "Ljava/util/PropertyPermission;" "browser.vendor"
"read" )
50 jaas.permission( "Ljava/util/PropertyPermission;" "http.agent"
"read" )
51 jaas.permission( "Ljava/util/PropertyPermission;" "javapi .*"
"read ,write" )
52 jaas.permission( "Ljava/util/PropertyPermission;" "javaws .*"
"read ,write" )
53 jaas.permission( "Ljava/util/PropertyPermission;" "jnlp.*"
"read ,write" )
54 jaas.permission( "Ljava/util/PropertyPermission;" "javaplugin.version"
"read" )
55 jaas.permission( "Ljava/util/PropertyPermission;" "javaplugin.vm.
options" "read" )





60 protection domain {




65 protection domain {
66 jaas.classloader( "<bootstrap -classloader >" )
67
68 jaas.codesource.classpath( "file :*/jre/lib/rt.jar" )
69 jaas.codesource.classpath( "file :*/jre/lib/jce.jar" )
































































Listing A.1 – Règles de labelisation des domaines de protection JAAS
1
2 #
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7 # ===== java.awt.AWTPermission =====
8 #
9
10 jaas.capability( "Ljava/awt/AWTPermission;" "accessEventQueue" ) {




14 jaas.capability( "Ljava/awt/AWTPermission;" "readDisplayPixels" ) {
15 Ljava/awt/Graphics2d; setComposite(Ljava/awt/Composite ;)V
16 }
17
18 jaas.capability( "Ljava/awt/AWTPermission;" "createRobot" ) {
19 Ljava/awt/Robot; <init >()V
20 Ljava/awt/Robot; <init >(Ljava/awt/GraphicsDevice ;)V
21 }
22







28 # If java.awt.AWTPermission "showWindowWithoutWarningBanner" is set ,
29 # the window will be displayed without a banner warning that the window
30 # was created by an applet. It it’s not set , such a banner will be displayed.
31 #
32 #jaas.capability( "Ljava/awt/AWTPermission ;" "showWindowWithoutWarningBanner"
) {




37 # ===== java.io.FilePermission =====
38 #
39
40 jaas.capability( "Ljava/io/FilePermission;" "*" "read" ) {
41 Ljava/io/FileInputStream; <init >(Ljava/lang/String ;)V
42 Ljava/io/FileInputStream; <init >(Ljava/io/File;)V
43
44 Ljava/io/File; exists ()Z
45 Ljava/io/File; canRead ()Z
46 Ljava/io/File; isFile ()Z
47 Ljava/io/File; isDirectory ()Z
48 Ljava/io/File; isHidden ()Z
49 Ljava/io/File; lastModified ()J
50 Ljava/io/File; length ()J
51 Ljava/io/File; list (*)[Ljava/lang/String;
52 Ljava/io/File; listFiles (*)[Ljava/io/File;
53
54 #Ljava/io/RandomAccessFile; <init >(Ljava/lang/String;Ljava/lang/
String ;)Z
55 #Ljava/io/RandomAccessFile; <init >(Ljava/io/File;Ljava/lang/
String ;)Z
56 # (where mode is "r" in both of these)
57
58 Ljava/util/zip/ZipFile; <init >(Ljava/lang/String ;)V
59 }
60
61 jaas.capability( "Ljava/io/FilePermission;" "*" "delete" ) {
62 Ljava/io/File; delete ()Z
63 Ljava/io/File; deleteOnExit ()V
64 }
65
66 jaas.capability( "Ljava/io/FilePermission;" "*" "write" ) {
67 Ljava/io/FileOutputStream; <init >(Ljava/io/File;)V
68 Ljava/io/FileOutputStream; <init >(Ljava/lang/String ;)V
69 Ljava/io/FileOutputStream; <init >(Ljava/lang/String;Z)V
70
71 #Ljava/io/RandomAccessFile; <init >(Ljava/lang/String;Ljava/lang/
String ;)Z
72 #Ljava/io/RandomAccessFile; <init >(Ljava/io/File;Ljava/lang/
String ;)Z
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73 # (where mode is "w" in both of these)
74
75 Ljava/io/File; canWrite ()Z






80 Ljava/io/File; mkdirs ()Z
81 Ljava/io/File; renameTo(Ljava/io/File;)Z
82 Ljava/io/File; setLastModified(J)Z
83 Ljava/io/File; setReadOnly ()Z
84 }
85
86 jaas.capability( "Ljava/io/FilePermission;" "*" "execute" ) {
87 Ljava/lang/Runtime; exec(Ljava/lang/String ;) Ljava/lang/
Process;
88 Ljava/lang/Runtime; exec(Ljava/lang/String ;[ Ljava/lang/String
;)Ljava/lang/Process;
89 Ljava/lang/Runtime; exec([Ljava/lang/String ;)Ljava/lang/
Process;





94 # ===== java.io.SerializablePermission =====
95 #
96






103 jaas.capability( "Ljava/io/SerializablePermission;" "
enableSubclassImplementation" ) {
104 Ljava/io/ObjectInputStream; <init >()Z
105




110 # ===== java.lang.reflect.ReflectPermission =====
111 #
112
113 jaas.capability( "Ljava/lang/reflect/ReflectPermission;" "
suppressAccessChecks" ) {




118 # ===== java.lang.RuntimePermission =====
119 #
120








129 #jaas.capability( "Ljava/lang/RuntimePermission ;" "getClassLoader" ) {
130 # Ljava/lang/Class; forName(Ljava/lang/String;ZLjava/lang/
ClassLoader ;)Ljava/lang/Class;
131 # # (when loader is null , and the caller ’s class loader is not null)
132 #}
133
134 # If the caller ’s class loader is null , or is the same as or an ancestor of
the class loader
135 # for the class whose class loader is being requested , no permission is
needed. Otherwise ,
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136 # java.lang.RuntimePermission "getClassLoader" is required.
137 #
138 #jaas.capability( "Ljava/lang/RuntimePermission ;" "getClassLoader" ) {
139 # Ljava/lang/Class; getClassLoader () Ljava/lang/ClassLoader;
140 #
141 # Ljava/lang/ClassLoader; getSystemClassLoader ()Ljava/lang/
ClassLoader;
142 # Ljava/lang/ClassLoader; getParent ()Ljava/lang/ClassLoader;
143 #




147 # Default checkMemberAccess does not require any permissions if "this" class ’
s classloader is
148 # the same as that of the caller. Otherwise , it requires java.lang.
RuntimePermission "accessDeclaredMembers ".
149 # If this class is in a package , java.lang.RuntimePermission "
accessClassInPackage .{ pkgName }" is also required.
150 #
151 #jaas.capability( "Ljava/lang/RuntimePermission ;" "accessDeclaredMembers *" )
{
152 # Ljava/lang/Class; getDeclaredClasses ()[Ljava/lang/Class;
153 # Ljava/lang/Class; getDeclaredFields ()[Ljava/lang/reflect/
Field;
154 # Ljava/lang/Class; getDeclaredMethods ()[Ljava/lang/reflect/
Method;
155 # Ljava/lang/Class; getDeclaredConstructors ()[Ljava/lang/
reflect/Constructor;
156 # Ljava/lang/Class; getDeclaredField(Ljava/lang/String ;)Ljava/
lang/reflect/Field;
157 # Ljava/lang/Class; getDeclaredMethod (*) Ljava/lang/reflect/
Method;




161 # Default checkMemberAccess does not require any permissions when the access
type is Member.PUBLIC.
162 # If this class is in a package , java.lang.RuntimePermission "
accessClassInPackage .{ pkgName }" is required.
163 #
164 #jaas.capability( "Ljava/lang/RuntimePermission ;" "accessClassInPackage *" ) {
165 # Ljava/lang/Class; getClasses ()[Ljava/lang/Class;
166 # Ljava/lang/Class; getFields ()[Ljava/lang/reflect/Field;
167 # Ljava/lang/Class; getMethods ()[Ljava/lang/reflect/Method;
168 # Ljava/lang/Class; getConstructors ()[Ljava/lang/reflect/
Constructor;
169 # Ljava/lang/Class; getField(Ljava/lang/String ;)Ljava/lang/
reflect/Field;
170 # Ljava/lang/Class; getMethod (*) Ljava/lang/reflect/Method;




174 jaas.capability( "Ljava/lang/RuntimePermission;" "createClassLoader" ) {
175 Ljava/lang/ClassLoader; <init >()V
176 Ljava/lang/ClassLoader; <init >(Ljava/lang/ClassLoader ;)V
177
178 Ljava/net/URLClassLoader; <init >(*)V
179
180 Ljava/security/SecureClassLoader; <init >(*)V
181 }
182
183 jaas.capability( "Ljava/lang/RuntimePermission;" "loadLibrary*" ) {
184 Ljava/lang/Runtime; load(Ljava/lang/String ;)V
185 Ljava/lang/Runtime; loadLibrary(Ljava/lang/String ;)V
186
187 Ljava/lang/System; load(Ljava/lang/String ;)V
188 Ljava/lang/System; loadLibrary(Ljava/lang/String ;)V
189 }
190
191 jaas.capability( "Ljava/lang/RuntimePermission;" "getProtectionDomain" ) {
195




195 jaas.capability( "Ljava/lang/RuntimePermission;" "modifyThread" ) {
196 Ljava/lang/Thread; checkAccess ()V
197 Ljava/lang/Thread; interrupt ()V
198 Ljava/lang/Thread; suspend ()V
199 Ljava/lang/Thread; resume ()V
200 Ljava/lang/Thread; setPriority(I)V
201 Ljava/lang/Thread; setName(Ljava/lang/String ;)V
202 Ljava/lang/Thread; setDaemon(Z)V
203 Ljava/lang/Thread; stop()V
204 Ljava/lang/Thread; stop(Ljava/lang/Throwable ;)V
205
206 Ljava/lang/ThreadGroup; stop()V
207 Ljava/lang/ThreadGroup; interrupt ()V
208 }
209
210 jaas.capability( "Ljava/lang/RuntimePermission;" "modifyThreadGroup" ) {
211 Ljava/lang/Thread; <init >()V
212 Ljava/lang/Thread; <init >(Ljava/lang/Runnable ;)V
213 Ljava/lang/Thread; <init >(Ljava/lang/String ;)V
214 Ljava/lang/Thread; <init >(Ljava/lang/Runnable;Ljava/lang/
String ;)V
215 Ljava/lang/Thread; <init >(Ljava/lang/ThreadGroup ;*)V
216 Ljava/lang/Thread; enumerate ([Ljava/lang/Thread ;)I
217
218 Ljava/lang/ThreadGroup; <init >(Ljava/lang/String ;)V
219 Ljava/lang/ThreadGroup; <init >(Ljava/lang/ThreadGroup;Ljava/
lang/String ;)V
220 Ljava/lang/ThreadGroup; checkAccess ()V
221 Ljava/lang/ThreadGroup; enumerate ([ Ljava/lang/Thread ;)I
222 Ljava/lang/ThreadGroup; enumerate ([ Ljava/lang/Thread;Z)I
223 Ljava/lang/ThreadGroup; enumerate ([ Ljava/lang/ThreadGroup ;)I
224 Ljava/lang/ThreadGroup; enumerate ([ Ljava/lang/ThreadGroup;Z)I
225 Ljava/lang/ThreadGroup; getParent () Ljava/lang/ThreadGroup;
226 Ljava/lang/ThreadGroup; setDaemon(Z)V
227 Ljava/lang/ThreadGroup; setMaxPriority(I)V
228 Ljava/lang/ThreadGroup; suspend ()V
229 Ljava/lang/ThreadGroup; resume ()V
230 Ljava/lang/ThreadGroup; destroy ()V
231 Ljava/lang/ThreadGroup; stop()V
232 Ljava/lang/ThreadGroup; interrupt ()V
233 }
234





239 jaas.capability( "Ljava/lang/RuntimePermission;" "readFileDescriptor" ) {
240 Ljava/io/FileInputStream; <init >(Ljava/io/FileDescriptor ;)Z
241 }
242
243 jaas.capability( "Ljava/lang/RuntimePermission;" "shutdownHooks" ) {
244 Ljava/lang/Runtime; addShutdownHook(Ljava/lang/Thread ;)V
245 Ljava/lang/Runtime; removeShutdownHook(Ljava/lang/Thread ;)Z
246 }
247
248 jaas.capability( "Ljava/lang/RuntimePermission;" "setIO" ) {
249 Ljava/lang/System; setIn(Ljava/io/InputStream ;)V
250 Ljava/lang/System; setOut(Ljava/io/PrintStream ;)V
251 Ljava/lang/System; setErr(Ljava/io/PrintStream ;)V
252 }
253





258 jaas.capability( "Ljava/lang/RuntimePermission;" "setContextClassLoader" ) {
259 Ljava/lang/Thread; setContextClassLoader(Ljava/lang/
ClassLoader ;)V
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260 }
261
262 jaas.capability( "Ljava/lang/RuntimePermission;" "setFactory" ) {
263 Ljava/net/ServerSocket; setSocketFactory (*)V
264
265 Ljava/net/Socket; setSocketImplFactory (*)V
266
267 Ljava/net/URL; setURLStreamHandlerFactory (*)V
268
269 Ljava/net/URLConnection; setContentHandlerFactory (*)V









277 Ljava/rmi/server/RMISocketFactory; setSocketFactory (*)V
278 }
279
280 jaas.capability( "Ljava/lang/RuntimePermission;" "stopThread" ) {
281 #Ljava/lang/Thread; stop()V
282 # If the current thread is trying to stop a thread other than itself.
283
284 #Ljava/lang/Thread; stop(Ljava/lang/Throwable ;)V
285 # If the current thread is trying to stop a thread other than itself or obj





290 jaas.capability( "Ljava/lang/RuntimePermission;" "writeFileDescriptor" ) {




295 # ===== java.security.SecurityPermission =====
296 #
297
298 jaas.capability( "Ljava/security/SecurityPermission;" "
createAccessControlContext" ) {
299 Ljava/security/AccessControlContext; <init >(Ljava/security/
AccessControlContext;Ljava/security/DomainCombiner ;)V




303 jaas.capability( "Ljava/security/SecurityPermission;" "addIdentityCertificate
" ) {
304 Ljava/security/Identity; addCertificate (*)V
305 }
306
307 jaas.capability( "Ljava/security/SecurityPermission;" "
removeIdentityCertificate" ) {
308 Ljava/security/Identity; removeCertificate (*)V
309 }
310
311 jaas.capability( "Ljava/security/SecurityPermission;" "setIdentityInfo" ) {
312 Ljava/security/Identity; setInfo(Ljava/lang/String ;)V
313 }
314
315 jaas.capability( "Ljava/security/SecurityPermission;" "setIdentityPublicKey"
) {




319 jaas.capability( "Ljava/security/SecurityPermission;" "printIdentity" ) {
320 Ljava/security/Identity; toString (*) Ljava/lang/String;
321 }
322
323 jaas.capability( "Ljava/security/SecurityPermission;" "setSystemScope" ) {
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324 Ljava/security/IdentityScope; setSystemScope ()V
325 }
326
327 jaas.capability( "Ljava/security/SecurityPermission;" "getPolicy" ) {
328 Ljava/security/Policy; getPolicy ()Ljava/security/Policy;
329 }
330
331 jaas.capability( "Ljava/security/SecurityPermission;" "setPolicy" ) {
332 Ljava/security/Policy; setPolicy(Ljava/security/Policy ;)V
333 }
334
335 jaas.capability( "Ljava/security/SecurityPermission;" "createPolicy*" ) {















347 jaas.capability( "Ljava/security/SecurityPermission;" "removeProviderProperty
*" ) {




351 jaas.capability( "Ljava/security/SecurityPermission;" "getProperty*" ) {




355 jaas.capability( "Ljava/security/SecurityPermission;" "insertProvider*" ) {





360 jaas.capability( "Ljava/security/SecurityPermission;" "removeProvider*" ) {
361 Ljava/security/Security; removeProvider(Ljava/lang/String ;)V
362 }
363





368 jaas.capability( "Ljava/security/SecurityPermission;" "getSignerPrivateKey*"
) {




372 jaas.capability( "Ljava/security/SecurityPermission;" "setSignerKeypair*" ) {




377 # ===== javax.security.auth.AuthPermission =====
378 #
379





384 jaas.capability( "Ljavax/security/auth/AuthPermission;" "setReadOnly" ) {
385 Ljavax/security/auth/Subject; setReadOnly ()V
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386 }
387
















398 jaas.capability( "Ljavax/security/auth/AuthPermission;" "
getSubjectFromDomainCombiner" ) {




402 jaas.capability( "Ljavax/security/auth/AuthPermission;" "createLoginContext*"
) {
403 Ljavax/security/auth/login/LoginContext; <init >(Ljava/lang/String ;)V
404 Ljavax/security/auth/login/LoginContext; <init >(Ljava/lang/String;Ljavax
/security/auth/Subject ;)V
405 Ljavax/security/auth/login/LoginContext; <init >(Ljava/lang/String;Ljavax
/security/auth/callback/CallbackHandler ;)V





409 jaas.capability( "Ljavax/security/auth/AuthPermission;" "
getLoginConfiguration" ) {



















423 Ljavax/security/auth/login/Configuration; getInstance(Ljava/lang/String ;*
Ljava/lang/String ;) Ljavax/security/auth/login/Configuration;





428 # ===== java.net.NetPermission =====
429 #
430








435 jaas.capability( "Ljava/net/NetPermission;" "setDefaultAuthenticator" ) {
436 Ljava/net/Authenticator; setDefault(Ljava/net/Authenticator ;)V
437 }
438
439 jaas.capability( "Ljava/net/NetPermission;" "specifyStreamHandler" ) {




444 # ===== java.net.SocketPermission =====
445 #
446
447 jaas.capability( "Ljava/net/SocketPermission;" "*" "accept" ) {
448 Ljava/net/MulticastSocket; joinGroup(Ljava/net/InetAddress ;)V
449 Ljava/net/MulticastSocket; leaveGroup(Ljava/net/InetAddress ;)V
450
451 Ljava/net/DatagramSocket; send(Ljava/net/DatagramPacket ;)V
452 Ljava/net/DatagramSocket; receive(Ljava/net/DatagramPacket ;)V
453
454 Ljava/net/ServerSocket; accept ()Ljava/net/ServerSocket;
455 Ljava/net/ServerSocket; implAccept(Ljava/net/ServerSocket ;)V
456 }
457
458 jaas.capability( "Ljava/net/SocketPermission;" "*" "connect" ) {
459 Ljava/net/MulticastSocket; joinGroup(Ljava/net/InetAddress ;)V
460 Ljava/net/MulticastSocket; leaveGroup(Ljava/net/InetAddress ;)V
461
462 Ljava/net/DatagramSocket; send(Ljava/net/DatagramPacket ;)V
463
464 Ljava/net/Socket; <init >(*)V
465 }
466
467 jaas.capability( "Ljava/net/SocketPermission;" "*" "resolve" ) {
468 Ljava/net/DatagramSocket; send(Ljava/net/DatagramPacket ;)V
469 Ljava/net/DatagramSocket; getLocalAddress ()Ljava/net/InetAddress;
470
471 Ljava/net/InetAddress; getHostName ()Ljava/lang/String;
472 Ljava/net/InetAddress; getAllByName(Ljava/lang/String ;)[Ljava/
net/InetAddress;
473 Ljava/net/InetAddress; getLocalHost () Ljava/net/InetAddress;
474 }
475
476 jaas.capability( "Ljava/net/SocketPermission;" "*" "listen" ) {
477 Ljava/net/ServerSocket; <init >(*)V
478
479 Ljava/net/DatagramSocket; <init >(*)V
480




485 # ===== java.sql.SQLPermission =====
486 #
487
488 jaas.capability( "Ljava/sql/SQLPermission;" "setLog" ) {
489 Ljava/sql/DriverManager; setLogWriter(Ljava/io/PrintWriter ;)V




494 # ===== java.util.PropertyPermission =====
495 #
496









504 Ljava/beans/PropertyEditorManager; setEditorSearchPath ([ Ljava/lang/
String ;)V
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505
506 Ljava/lang/System; getProperties ()Ljava/util/Properties;
507 Ljava/lang/System; setProperties(Ljava/util/Properties ;)V















519 Ljava/beans/PropertyEditorManager; setEditorSearchPath ([ Ljava/lang/
String ;)V
520
521 Ljava/lang/System; getProperties ()Ljava/util/Properties;









Listing A.2 – Règles de traduction des capacités JAAS
AnnexeB
Implémentation du cas d’étude
Java
Nous proposons ici une implémentation du cas d’étude présenté dans [83]. Les
listings B.1, B.2, B.3, B.4, B.5, B.7 donnent le code source des classes java de
ce cas d’étude. Les listings B.8 et B.9 sont des scripts windows qui permettent
respectivement de compiler et lancer le cas d’étude. Le listing B.6 donne la
politique Java à utiliser.
Le maçon, la petite fille et le réfrigérateur
Les classes Maçon et Fille implémentent l’interface Personne. La classe Réfri-
gérateur a la responsabilité d’appeler JAAS pour vérifier que le code appelant
est suffisamment privilégié pour y déposer ou prendre un objet.
1 public interface Person {
2 public Object request(Person person);
3
4 public Object take();
5 }
Listing B.1 – Code source de la classe Personne
1 public class Builder implements Person {
2
3 protected Fridge fridge;
4
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5 public Builder(Fridge fridge) {
6 this.fridge = fridge;
7 }
8








Listing B.2 – Code source de la classe Maçon
1 import java.security .*;
2
3 public class Daughter implements Person {
4
5 protected Fridge fridge;
6
7 public Daughter(Fridge fridge) {
8 this.fridge = fridge;
9 }
10




15 public Object take() {
16
17 // Check if current scenario disables JAAS stackinspection or not
18 if (( Usecase.scenario == 5) || (Usecase.scenario == 6)) {
19
20 // Access the fridge with elevated privileges
21 // --> the callstack will be inspected until Daughter ’s frame
22 return AccessController.doPrivileged(new PrivilegedAction () {
23 public Object run() {





29 } else {
30
31 // Access the fridge with no elevated privileges





Listing B.3 – Code source de la classe Fille
1 import java.security .*;
2
3
4 public class Fridge {
5
6 private java.util.Stack <Object > food = new java.util.Stack <Object >();
7
8 public Object take() {
9
10 SecurityManager jaas = System.getSecurityManager ();
11 if (jaas != null) {
12
13 // Invoke JAAS
14 String item = this.food.peek().getClass ().getName ();








22 public Object put(Object article) {
23
24 SecurityManager jaas = System.getSecurityManager ();
25 if (jaas != null) {
26
27 // Invoke JAAS
28 String item = article.getClass ().getName ();
29 jaas.checkPermission(new FridgePermission(item , "put"));
30 }
31




Listing B.4 – Code source de la classe Réfrigérateur
Permission JAAS permettant de contrôler l’accès
au réfrigérateur
La permission FridgePermission a le même fonctionnement que la permission
JAAS PropertyPermission à cela près qu’elle prend en paramètre un nom d’objet
et une action qui peut être take ou put pour respectivement prendre et déposer
un objet dans le Réfrigérateur.
Le listing B.6 donne la politique Java à utiliser. Celle-ci autorise les objets de
l’archive trusted.jar (Fille et Réfrigérateur) à prendre et déposer n’importe quel
objet dans le Réfrigérateur. Les objets de l’archive not-trusted.jar (le Maçon)
peuvent juste y déposer des objets.
1 import java.util .*;
2 import java.security .*;
3
4 public final class FridgePermission extends BasicPermission {
5
6 // Supported privileges
7 private final static int NONE = 0x0;
8 private final static int TAKE = 0x1;
9 private final static int PUT = 0x2;
10 private final static int ALL = TAKE|PUT;
11
12 private int bitmask = NONE;
13 private String actions = null;
14
15 public FridgePermission(String name , String actions) {
16 super(name , actions);
17
18 // Compute privileges
19 if (null != actions) {
20 for (String privilege : actions.split(",")) {
21 if (privilege.equalsIgnoreCase("take")) this.bitmask |= TAKE;
22 if (privilege.equalsIgnoreCase("put")) this.bitmask |= PUT;
23 }




27 public PermissionCollection newPermissionCollection () {
28 return new FridgePermissionCollection ();
29 }
30
31 public boolean implies(Permission p) {
32 // Check permission type
33 if (!(p instanceof FridgePermission)) return false;
34
35 // Check if that permission is a subset of this permission
36 FridgePermission that = (FridgePermission) p;




40 public boolean equals(Object obj) {
41 // Check if same object
42 if (obj == this) return true;
43
44 // Check permission type
45 if (! (obj instanceof FridgePermission)) return false;
46
47 // Check if that permission is a subset of this permission
48 FridgePermission that = (FridgePermission) obj;




52 static String getActions(int bitmask) {
53
54 StringBuilder actions = new StringBuilder ();
55 boolean is_empty = true;
56
57 if (( bitmask & TAKE) == TAKE) {
58 is_empty = false; actions.append("take");
59 }
60
61 if (( bitmask & PUT) == PUT) {
62 if (! is_empty) actions.append(",");
63 is_empty = false; actions.append("take");
64 }
65
66 return actions.toString ();
67 }
68




73 public synchronized String getActions () {
74 if (null == this.actions)






81 final class FridgePermissionCollection extends PermissionCollection {
82
83 // Set of permission names
84 private transient Map <String ,FridgePermission > permissions;
85
86 public FridgePermissionCollection () {
87 this.permissions = new HashMap <String ,FridgePermission >(32);
88 }
89
90 public void add(Permission p) {
91
92 // Check permission type
93 if (! (p instanceof FridgePermission))
94 throw new IllegalArgumentException("invalid permission: " + p);
95
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96 // Check write attribute
97 if (isReadOnly ())
98 throw new SecurityException("attempt to add a Permission to a readonly
PermissionCollection");
99
100 // Check if permission is already known or not
101 FridgePermission permission = (FridgePermission) p;
102 String target = permission.getName ();
103
104 synchronized (this) {
105 FridgePermission found = (FridgePermission) permissions.get(target);
106 if (found != null) {
107 int old_bitmask = found.getBitmask ();
108 int new_bitmask = permission.getBitmask ();
109 if (old_bitmask != new_bitmask) {
110 String actions = FridgePermission.getActions(old_bitmask |
new_bitmask);
111 this.permissions.put(target , new FridgePermission(target , actions))
;
112 }
113 } else {





119 public boolean implies(Permission p) {
120
121 //for (StackTraceElement trace : Thread.currentThread ().getStackTrace ())
122 // System.out.println(trace);
123
124 boolean granted = false;
125
126 // Check permission type
127 if (! (p instanceof FridgePermission)) return false;
128 FridgePermission permission = (FridgePermission) p;
129 String target = permission.getName ();
130
131 // First try : full match search
132 synchronized (this) {
133 FridgePermission found = (FridgePermission) this.permissions.get(target
);
134 if (found != null) {
135 int required = found.getBitmask ();
136 int effective = permission.getBitmask ();




141 // Second try : regexp search
142 if (! granted) synchronized (this) {
143 for(Object key : this.permissions.keySet ().toArray ()) {
144 if (target.matches (( String)key)) {
145 FridgePermission found = (FridgePermission) this.permissions.get(
key);
146 int required = found.getBitmask ();
147 int effective = permission.getBitmask ();
148 granted = (( required & effective) == effective);
149
150 // We found a granted permission









160 public Enumeration elements () {
161 // Convert Iterator of Map values into an Enumeration
162 synchronized (this) {
163 return Collections.enumeration(this.permissions.values ());
164 }
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165 }
166 }
Listing B.5 – Code source de la permission pour accéder au Réfrigérateur
1 grant codeBase "file :./ trusted.jar" {
2 permission FridgePermission ".*", "take ,put";
3 };
4
5 grant codeBase "file :./not -trusted.jar" {
6 permission FridgePermission ".*", "put";
7 // permission FridgePermission "Soda", "take";
8 // permission FridgePermission "Beer", "take";
9 };
Listing B.6 – Politique JAAS du cas d’étude
Classe principale qui implémente le scénario
La classe Usecase configure les 6 scénarii présentés dans [83]. Le choix de l’un
d’entre eux se fait en passant un nombre compris entre 1 et 6 au script de
lancement :
1. La fille prend un jus d’orange au réfrigérateur
2. Le maçon prend une bière au réfrigérateur
3. Le maçon demande à la fille de prendre une bière au réfrigérateur
4. La fille demande aumaçon de prendre un jus d’orange au réfrigérateur
5. Le maçon demande à la fille de prendre une bière au réfrigérateur de
façon privilégiée





4 // Availabe drinks
5 class Drink { }
6 class Beer extends Drink { }
7 class Soda extends Drink { }
8 class Juice extends Drink { }
9
10 // Usecase implementation
11 public class Usecase {
12
13 public static int scenario = 0;
14
15 public static void main(String [] argv) {
16
17 // Parse command line arguments to retrieve scenario ID
18 if (argv.length > 0) try {
19 scenario = Integer.parseInt(argv [0]);
20 } catch(NumberFormatException e) { }
21
22 // Prepare entities
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23 Fridge fridge = new Fridge ();
24 Builder jean_claude = new Builder(fridge);
25 Daughter pierrette = new Daughter(fridge);
26
27 // ===== Usecase Statement =====
28 System.out.println(" Cas d’étude :\n -------------\n");
29 System.out.println(" Pendant mon absence un maçon est occupé à effectuer
des travaux.");
30 System.out.println(" Ma fille est en congé et à la maison au même moment
.");
31 System.out.println(" Le maçon n’a pas la permision d’accéder au frigo
tandis que ma fille bien.");
32 System.out.println("\n (@see http :// wikilabus.steformations.be/wikilabus
/index.php/Contrôle_d %27 accès_en_Java)");
33
34 // ===== Active Policy =====
35 System.out.println("\n Contextes de sécurités :\n
------------------------\n");
36 System.out.println(" Fille ==> " + Daughter.class.getProtectionDomain ())
;
37 System.out.println(" Maçon ==> " + Builder.class.getProtectionDomain ());
38
39 // ===== Scenario Statement =====
40 System.out.println("\n Scénario :\n ----------\n");
41 Object drink = null;
42 switch (scenario) {
43 default: scenario = 1;
44 case 1: { // ===== Scenario #1 =====
45 System.out.println(" Ma fille demande un jus d’orange au frigo .\n");
46
47 // Put some drinks in fridge
48 fridge.put(new Juice());
49
50 // Retrieve a drink from fridge
51 drink = pierrette.take();
52 } break;
53 case 2: { // ===== Scenario #2 =====
54 System.out.println(" Le maçon demande une bière au frigo.\n");
55
56 // Put some drinks in fridge
57 fridge.put(new Beer());
58
59 // Retrieve a drink from fridge
60 drink = jean_claude.take();
61 } break;
62 case 5: System.out.print(" (privileged)");
63 case 3: { // ===== Scenario #3 =====
64 System.out.println(" Le maçon demande à ma fille de prendre une
bière dans le frigo.\n");
65
66 // Put some drinks in fridge
67 fridge.put(new Beer());
68
69 // Retrieve a drink from fridge
70 drink = jean_claude.request(pierrette);
71 } break;
72 case 6: System.out.print(" (privileged)");
73 case 4: { // ===== Scenario #4 =====
74 System.out.println(" Ma fille demande au maçon de prendre un jus d’
orange dans le frigo .\n");
75
76 // Put some drinks in fridge
77 fridge.put(new Juice());
78
79 // Retrieve a drink from fridge




84 // Scenario ends
85 System.out.println(" Boisson obtenue :\n -----------------\n\n " + drink
.getClass ().getName ());
86 }
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87 }
Listing B.7 – Code source de la classe principale





4 chcp 65001 && javac *.java %1
5
6 rem packing
7 for /R . %%F in (*. class) do (
8 set p=%%F
9 setlocal EnableDelayedExpansion
10 if "!p:%__CD__% =!"=="Builder.class" (echo !p:%__CD__% =! >> not-trusted.txt)
11 if not "!p:%__CD__% =!"=="Builder.class" (echo !p:%__CD__% =! >> trusted.txt)
12 endlocal
13 )
14 jar cvf not-trusted.jar @not-trusted.txt






Listing B.8 – Script Windows pour compiler le cas d’étude
1 @echo off
2
3 rem script ’s argument requires a scenario number
4 if %1.==. (
5 echo usage :
6 echo %~n0 ^<scenario^>
7 echo.
8 echo scenario :
9 echo 1: girl --^{ take ^(^) ^}--^> fridge
10 echo 2: builder --^{ take ^(^) ^}--^> fridge
11 echo 3: builder --^{ request ^(^) ^}--^> girl --^{ take ^(^) ^}--^>
fridge
12 echo 4: girl --^{ request ^(^) ^}--^> builder --^{ take ^(^) ^}--^>
fridge
13 echo 5: builder --^{ request ^(^) ^}--^> girl --^{ doPrivileged ^(take
^(^)^) ^}--^> fridge




17 rem launch usecase by forcing UTF8 enconding
18 chcp 65001 && java -cp "trusted.jar;not-trusted.jar;." -Dfile.encoding=UTF-8
-Djava.security.manager -Djava.security.policy=usecase.policy Usecase %1
Listing B.9 – Script Windows pour exécuter le cas d’étude
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Contrôle d’accès obligatoire pour systèmes à objets 
Défense en profondeur des objets Java 
 
Les systèmes à objets sont présents partout dans notre quotidien. Ainsi, une vulnérabilité dans ces 
systèmes compromet amplement la confidentialité ou l'intégrité. Par exemple, Java est un système à objets 
basé sur les classes qui a été la cible de nombreuses cyber-attaques entre 2012 et 2013 au point que le 
département de la sécurité intérieure des Etats-Unis recommande son abandon. 
Dans cette thèse nous proposons de limiter les relations entre objets au moyen d’un contrôle d’accès 
obligatoire. Pour cela nous définissons un modèle général de système à objets supportant notamment les 
langages objets et à prototypes. Puis nous formalisons les relations élémentaires que nous pouvons 
observer et donc contrôler. Celles-ci sont la référence, l’interaction et trois types de flux (d’activité, 
d’information, de données). Nous proposons également une logique basée sur des automates qui permet de 
calculer les privilèges de chaque objet. Ainsi, nous calculons dynamiquement la politique obligatoire 
nécessaire pour satisfaire les objectifs de sécurité exigés. Par là même, nous résolvons d’un seul coup le 
calcul des politiques obligatoires et le problème d’efficacité puisque la politique obligatoire se trouve réduite. 
L’expérimentation propose une application aux objectifs de sécurité JAAS existants dans Java. De fait, nous 
avons été capables d’empêcher les malwares Java correspondant à une année de vulnérabilités au moyen 
de l’outil d’exploitation Metasploit. 
Mots clés : Sécurité, Contrôle d’accès obligatoire, Autonomie, Système à objets, Java. 
 
Mandatory access control for object systems 
Defense in depth for Java objects 
 
Objects based systems are presents everywhere in our life. When such a system presents vulnerabilities, 
confidentiality and integrity are thus widely compromised. For example, Java is an object language 
authorizing many cyber-attacks between 2012 and 2013 leading the US department of homeland security to 
recommend its abandon. 
This thesis proposes to limit the relations between the objects thanks to a mandatory access control. First, a 
general model of objects supporting objects and prototypes languages is defined. Second, the elementary 
relations are formalized in order to control them. Those relations include the reference, interaction and three 
types of flow (activity, information and data). Automata authorize a logic that enables to compute the 
required mandatory policy. At the same time, the computation of the MAC policy and the efficiency are 
solved since the policy is reduced. Experimentations use the JAAS security objectives existing in the Java 
language. Thus, one year of Java vulnerabilities is prevented thanks to the Metasploit framework.  
Keywords: Security, Mandatory Access Control, Autonomous, Objects based systems, Java. 
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