We consider a Timoshenko beam slowly rotating in a horizontal plane. For this model we study the problem of description of all states reachable from a position of rest. This problem is equivalent to a non-Fourier trigonometric problem with respect to a system with two asymptotically close families of exponentials. Technically such a problem can be analyzed in terms of divided differences of the moment sequences. It turns out however that the set of reachable states admits an essentially more convenient analytical description in terms of smoothness of final states.
Introduction and background
The problem of control of vibrating beams has been the subject of several investigations during last decades. A number of publications concentrate on the Euler beam model [4, 5, 7, 12, 13] . At the same time there appear more and more works concerning Timoshenko beam model [6, [8] [9] [10] [11] 15, 18, 20] . In [21] the nonlinear model for a rotating Timoshenko beam in a horizontal plane was derived and the linearization of the problem in the case of a slowly rotating beam was given. This particular model was picked up by Krabs and Sklyar and studied in [8] [9] [10] . In the monograph [10] the detailed spectral analysis of the operators associated with Timoshenko beam model was given (for the case of non-homogenous beam see also [16] ). This allowed statement and studying-for this model-major problems concerning control theory: exact controllability, approximate controllability and stabilizability.
It is well known that the problem of controllability of distributed parameter systems is often reduced to the corresponding trigonometric moment problem (see [14] as one of the first works concerning this issue). In [6] Korobov et al. showed that in the trigonometric moment problem corresponding to the model from [10] there appear two different but asymptotically close families of complex exponentials. Such a problem was earlier studied by Ullrich [19] in 1980s in its abstract form. The conditions of solvability obtained by Ullrich are formulated as convergence of series of divided differences associated with the moment sequences. Later these results were essentially generalized in [2, 3] and others. Applying the Ullrich's approach the conditions of the exact controllability was obtained in the form of convergence of series of divided differences of sequences constructed by some parameters of model operators [6] . The result was developed for some more general model in [11] .
Evaluating the results of [6, 11] one can observe that the condition of controllability in the form of convergence of infinite series is hard to be verified. In this context, we note that the conditions of controllability of vibrating strings and Euler beams which were first formulated as convergence of some series, can also be interpreted as belonging of final states to domains of certain operators and, finally, in terms of smoothness of the states and some boundary conditions [1] . So a natural and important question arisen is: how to interpret controllability conditions of Ullrich type (for particular controllability problems) in the similar way?
1 Of course this problem is quite difficult at least because its statement itself essentially depends on the particular model for which the Ullrich's conditions arise. The present paper is an attempt to answer this question. We recall the dimension-free model from [8] of a homogenous Timoshenko beam rotating in a horizontal plane, whose left end is clamped into the disk of a driving motor. Let r > 0 be the radius of the disk and let θ = θ(t) be the rotation angle as a function of the time t 0. If we denote by w(x, t) the deflection of the center line of the beam at the location x ∈ [0, 1] (the length of the beam is assumed to be 1) and the time t 0 and by ξ(x, t) the rotation angle of the cross section area at x and t and if we assume the rotation to be slow, then w and ξ are governed by the two following differential equations
with x ∈ (0, 1) and
In the above we assumed that γ = 1, where γ
with K the shear modulus, E the Young's modulus and A the cross section area. In addition we have boundary conditions given by
for t 0. Following [6] we consider the following Problem of exact null-controllability. Assume that the beam is in the position of rest at time t = 0, i.e. the initial conditions
with x ∈ [0, 1] are satisfied. Describe the set of the states (
and the solution (w, ξ) of (1)-(2) satisfies the end conditions (2) in the form of the operator model equation
for t > 0. In [8] it was found that A is positive and self-adjoint thus it has a sequence of simple eigenvalues λ j ∈ R such that 0 < λ 1 < λ 2 < · · · < λ j → ∞ as j → ∞ and a corresponding orthonormal sequence of eigenelements
The unique weak solution of Eq. (3) corresponding to initial conditions (2) is then given by 
Hence the end conditions are equivalent to the following moment problem
j ∈ N, and
where a j = b,
, and let us rewrite (4) in equivalent form of a trigonometric moment problem of Ullrich type, namely
j ∈ N. It is known that (6) has at most one solution if T 4 whereas if T > 4 the solution of (6) is not unique (if it exists).
Basing on results of Ullrich the authors of [6] obtained conditions of reachability of end states in terms of convergence of series: 
holds, where
λ j are eigenvalues of A and
θ T ) is null-reachable by the virtue of the system (3) if and only if the condition (7) holds and the end conditions
is the unique solution of (6) which exists provided (7) holds.
In this work we try to show that the conditions from Theorem 1 can be also interpreted in terms of smoothness of final states. In Section 2 we use the fact that the eigenvalues of A form a family of asymptotically close pairs λ 2k−1 , λ 2k .
We present a new basis of H
, where b k is a projection of vector b appearing in the right-hand side of (3) to the subspace S k = Lin{e 2k−1 , e 2k } (by e k we denote normalized eigenvectors of A) and
Then we show that the convergence of divided differences in (7) is equivalent to convergence of some series associated with the projections of the final states to vectors b ⊥ k from B ⊥ . This gives us conditions of null-controllability in the form of convergence not involving divided differences.
In Section 3 we introduce some asymptotic approximationb
Then we consider the spaceB
Observe that the projections of states
to the spaceB ⊥ can be expressed via the functions
Next we show that the conditions of the convergence from Section 2 can be reduced to the convergence of some series connected with projections of
To this end we use a remarkable lemma on approximation of series.
The main results of the paper are given in Section 4. Summarizing the arguments from Sections 2 and 3 we observe that the Ullrich conditions mean:
(a) the additional smoothness of projections of end states to the spaceB ⊥ or, equivalently, of the functions ϕ T ,φ T , and (b) the additional boundary conditions for these projections.
Namely we prove the following theorem which answers the question of the sense of Ullrich conditions in our problem:
θ T ) is null-reachable by the virtue of the system (3) if and only if it fulfills the smoothness conditions of the form
and boundary conditions of the form 
is the unique solution of (4) which exists provided the smoothness and boundary conditions are fulfilled.
Controllability as convergence of series
Let us study the convergence of first two series in condition (7) . Following [8] we recall some notations: σ is an eigenvector of A corresponding to λ, where
(for simplicity we omitted index k in formulas (9)).
Theorem 2. The conditions
respectively, where d k 's are defined by (8) .
Proof. From (9) we infer that
It follows [8, 10] that
Hence
1−tan 1 4 for k ∈ 2N − 1,
for k ∈ 2N, in particular {τ k } is bounded. Taking into account the following asymptotic behavior of eigenvalues (see [8] ):
we find that the convergence of series
Similarly (11) and (12) imply that
and using the same arguments we find that the convergence of series
2 is equivalent to the convergence of
This ends the proof. 2
Remark. Note that the conditions (10) mean that
and
Let us study the behavior of two remaining series in ( 
respectively. On the other hand it follows from (17) that
Proof. Direct calculations show that
The latter two relations together with (12) and (13) imply that the convergence of
is equivalent to the convergence of
Since, due to Theorem 2, the series
is convergent, it is clear that the series
convergent. Similarly we calculate that
b, e 2k b, e 2k−1 and
This immediately implies that the convergence of
This completes the proof of Theorem 3. 
It is easy to see that
forms a Riesz basis in H 2 . We express
in the form:
The first terms of those sums are the projections of . Further on we focus mainly on projections onB ⊥ and denote them by Y ⊥ andẎ ⊥ respectively. It is easy to see that
With this notation we formulate the following theorem.
Theorem 4. Let w T ξ T ∈ D( A) and
) and let the conditions (18), i.e.
hold. Then there exist constants C ,Ċ such that
where
The proof of Theorem 4 is based on the following lemma, which in turn is proved by use of theory of Riesz basis of exponentials from [1] .
Lemma on approximation of series. For an arbitrary y ∈ L 2 (0, 1) the following holds:
where the constant C does not depend on k. From here we infer that there existC C such that
where σ 1 , σ 3 , λ are defined above. That allows us to write the differenceb
where for given m the functions α m,k (x), β m,k (x) are either not depending on k constants
or have the form
and the constants μ, ν satisfy one of the following two inequalities:
then
Now we observe that due to (27) 
In the case when α m,k , β m,k are of the form (26) we first note:
where the functions f α,β m,k (x) are uniformly bounded:
The first series is convergent because function
The second one we estimate as follows:
This completes the proof of the first part of lemma, the proof of the second part is similar. 2
Remark. Note that from the lemma the following assertion follows: For an arbitrary X ∈ H the following relations hold:
and for an arbitrary Z ∈ D( A 1 2 ) the following relations hold:
are defined by (16) , (17) and (20) .
The first two relations are obvious, to prove the two remaining ones, we recall (see [10] ) that for any
the following formula is valid:
and convergence of all three series: From the definition of Y we have that
where e(x) = x, r 1 (x) = −r sin
. Now using the fact that {sin
is a Riesz basis of
is an orthonormal sequence, therefore
Integrating
twice by parts and using (14) we obtain
Now using operator A we can rewrite it as follows:
Then from (29) and (30) we obtain
Hence in order to prove (21) it is enough to show that the series
are convergent. Using (17), self-adjointness of A and the fact that e k is an eigenvector of A corresponding to λ k we have
Now using the arguments from the proof of Theorem 2 we obtain
The latter relation together with (19) gives that
Relations (12) and (13) imply that the convergence of the series
is equivalent to convergence of two series,
that follows from the hypotheses of the theorem. Thus
Next we see that the relation
follows directly from the lemma. Integrating Hence (21) is proved.
To prove the second assertion of the theorem let We notice that conditions (37) and (38) correct the ones given in [17] .
