Two new integral estimators of spatial autocorrelation are put forward and studied. The first is LV (Local Variance), based on the variance of the distribution. It is also an estimator of the average value of the semivariogram within a region. The second, SLV (Semivariogram from the Local Variance), is related to the derivatives of the former. It is an estimator of the semivariogram itself. The behavior of these two estimators is compared to that of the classical semivariogram estimator (CSV) using different data sets. SLV behavior is similar to that of CSV. Both are noisy and present fluctuations that increase with lag distance. Instead, LV is smoother and more resistant to outliers, making it easier to be represented by a theoretical model. Also, LV is less affected by individual values of samples, honoring the general statistics of data.
Introduction
Geostatistics has become a useful tool to model the main features of oil and gas reservoirs. Many stochastic simulation techniques have been applied to describe the spatial structure of rock properties, such as porosity or permeability. A stochastic simulation tool that has proved its adequacy to obtain reservoir descriptions is Simulated Annealing (SA) [1] [2] [3] [4] [5] [6] [7] [8] . SA was introduced in our field for its ability to incorporate different reservoir properties in the objective function 5 . In particular, to characterize permeability distributions, SA uses geostatistical constraints such as a given histogram (or cumulative distribution function, CDF), the autocorrelation and conditioning data values at their locations 8 . The autocorrelation is usually measured by the semivariogram (also called variogram) [2] [3] [4] [5] [6] , which is an estimator of the semivariance. SA is named after the modeling of the process of annealing, a procedure for reducing the temperature of a system to its minimum energy. That minimum is the global optimum for a given objective function [4] [5] . An additional advantage of SA, is its capacity to match any shape of a semivariogram. Deutsch 2 and Deutsch and Journel 3 matched theoretical models of the semivariogram. On the other hand, Ouenes 4 , Sen et al. 7 and Savioli et al. 8 applied experimental semivariograms because oscillations, holes and bumps which are difficult to model may be realities of the reservoir that should be taken into account. In either case, SA achieves a good semivariogram matching.
There are several estimators of the semivariance. The classical estimator (CSV) was first defined by Matheron in 1962 1, 3 . Its main drawback is inaccuracy at large separation distances, because the number of observation pairs decreases as the separation distance increases. The lack of precision also occurs for data sets with a significant proportion of missing measurements. Advantageously, the CSV is unbiased 1 . The estimator's robustness refers to its ability to be unaffected by errors in a small proportion of the data, and its resistance to data sparcity and outliers. Two autocorrelation estimators have been introduced by Li and Lake 9 . Both are integral estimators. Because of this, they are more robust than the previous ones. Their disadvantage is that they take more CPU time than CSV. Elsewhere 10 , we have analyzed the behavior of Li and Lake's integral estimators by comparison with several previous point to point estimators. Also, we have studied the performance of those integral estimators when they are included in the objective function of SA 11 . The first purpose of this paper is to present and study two new autocorrelation estimators. The first is LV (Local Variance), based on the variance of the distribution. It is also , is related to the derivatives of the former. It is an estimator of the semivariogram itself. LV and SLV perform similarly to Li and Lake's integral estimators, and their main advantage is that they are three times faster to compute 12 . The behavior of LV, SLV and CSV estimators is compared here using normally distributed and specific spatial structured data.
The second purpose of this paper is to test the ability of the three estimators to model actual heterogeneity when they are included in the objective function of the Simulated Annealing technique. For each particular data set, that objective function was built applying either an experimental semivariogram or a theoretical model.
Theory
Spatial autocorrelation. Autocorrelation is the degree of similarity between values of the same property Z at different locations i x . A common measure of autocorrelation is the semivariance, defined as,
Under the hypothesis of second-order stationarity, the semivariance becomes a function of a single argument h, the separation or lag distance,
A plot of γ versus h is called the semivariogram. The objective of this paper is to introduce two new estimators of spatial autocorrelation, LV (Local Variance) and SLV (Semivariogram from the Local Variance). To do this, a new autocorrelation measure is defined.
New autocorrelation measure. The dispersion variance of the variable Z in a volume V is defined as To analyze the spatial structure of data in more dimensions, a one-dimensional autocorrelation function can be estimated along each direction of interest.
is an average value of the semivariance within a region , i.e. an integral function. As a consequence, the spatial
is expected to be smoother than the spatial variability of the traditional semivariograms. Eq. 8 may be written as,
To obtain a global estimation of ) h ( 
. (11)
Semivariogram from the local variance (SLV). SLV is a semivariance estimator, computed using LV(h) and Eq. 7,
The numerical approximations of
present stability problems. Those problems increase when the second derivative,
′ , is approximated -more so because that term is multiplied by the square of the distance. To minimize the instabilities, LV derivatives are computed using average values in moving windows. The formula to estimate the first order derivative for equally spaced data is,
Eq. 13 is then applied again to the smooth first derivative to obtain the second derivative. where N(h) is the number of data pairs separated by a distance h. This estimator is unbiased, but it is neither robust nor resistant to contaminated data 1, 3 . Besides, it is very imprecise at moderate to large lag distances. This imprecision arises because N(h) decreases as h increases. Therefore, only the first few points of the semivariogram are really significant. Common practice is to disregard any estimate of CSV for lag distances greater than one half of the sampled interval 1 .
Simulated Annealing. Simulated Annealing is a technique based on a combinatorial optimization scheme for generating stochastic fields. The actual heterogeneity of the formation is simulated honoring the available information by minimizing an objective function OF. The data required by SA are, at least, the Cumulative Distribution Function ( CDF) and an autocorrelation measure. Besides, if there are any property values (e.g. permeability, porosity) available, they may be considered as conditioning points. One possible approach to optimization by SA, the Metropolis Algorithm, is briefly described here, 
accept the change, else reject it. T is a convergence parameter. Repeat steps 2-4 until a specified number of perturbations are accepted. 5. Lower T and repeat steps 2-5 until a convergence criterion is satisfied or a specified number of perturbations exceeded.
In step 2, the property value may be changed following two different criteria: (a) applying swap perturbations (initial permeabilities of two different cells are interchanged) or (b) drawing a new value from the CDF. In option (a), the initial property field is kept during the iterations and SA only rearranges the values to fit the autocorrelation measure. But, a poor estimation result may be obtained if the initial random field does not honor a certain statistical property. Option (b) is more flexible, but the original CDF may be distorted due to the accepting/rejecting criteria 8 . In this work we have chosen option (b), adding a term in the objective function.
The most important issue with SA is the definition of the objective function. The autocorrelation measure has to be included in OF because we want to reproduce the spatial variability of data. But the main advantage of SA is the possibility to include other parameters in the objective function -such as CDF, a mean value of the distribution and/or correlation coefficients. SA combines data from different sources by simply adding more terms in the OF. In this work, the following objective function is minimized: Gaussian distributed data. In a first step, we compare the behavior of the three different autocorrelation measures. Onedimensional synthetic fields are generated using routines of the Sequential Gaussian Simulation from Deutsch and Journel 3 . The Gaussian synthetic fields share the same normal distribution N(0,1) and a spatial structure modeled by an exponential semivariogram 3 . In a second step, we test the ability of the SA technique to generate stochastic fields that reproduce each of the three spatial autocorrelation measures, CSV, LV or SLV.
Comparison of autocorrelation measures. Although we have analyzed many realizations of the synthetic fields, for the sake of simplicity, we only show the results obtained in three cases, A, B and C, in Fig. 1a . This is because all realizations present a qualitative similar behavior. The exponential semivariogram applied to generate the synthetic fields has a dimensionless correlation range a=0.05 and unit sill value, as it is shown in Fig.1b . Fig.1b compares CSV obtained in cases A, B and C with the input model semivariogram. The three CSV not only deviate from the theoretical semivariogram, but also they differ among themselves. This is caused by the high sensitivity of CSV to the particular characteristics of each sample. The same behavior is observed for SLV (Fig. 1d) , with big fluctuations and large deviations from the exponential model. In spite of the fluctuations, CSV and SLV are still able to detect the original spatial range a=0.05, as may be seen in Figs. 1b and 1d . In Fig.1c the same comparison is performed using LV. Here, the theoretical model is computed by integrating the exponential semivariogram applying Eqs.5 and 6. This was done elsewhere 12 . The plots of LV autocorrelation versus separation distances obtained in cases A, B and C are similar. They are much smoother than CSV and SLV semivariograms, and also detect the original spatial range. Moreover, they are a better approximation to the theoretical model. Therefore, there are two main advantages in LV. First, it honors the general statistic properties of the samples, since it is less affected by the particular characteristics of each realization. Second, LV's smoothness provides a more reliable and easier way to represent spatial structures with a theoretical autocorrelation model.
Simulated Annealing behavior. The ability of the SA technique to generate fields that match each of the three autocorrelation measures is analyzed. This is done by minimizing OF1, OF2 and OF3 respectively, and replacing Var act in Eq.15 by the corresponding exponential model. Besides, we also set the parameter ω 1 to 0 because we do not consider any conditioning point.
Figs. 2a, 2c and 2e are the SA representations of the synthetic field. They should be compared with Fig. 1a . Besides, Figs. 2b and 2f show the matching of CSV and SLV autocorrelation measures with the corresponding exponential model, respectively. In Fig. 2d , LV is adjusted to the theoretical model calculated by integration of the exponential semivariogram, as it was mentioned before (Fig. 1c) . As we can see, SA is able to reproduce an autocorrelation model with any of the three autocorrelation measures.
With Gaussian distributed data, SA is able to fit any autocorrelation measure, as it was shown in Figs. 2b, 2d and 2f. Therefore, it is more convenient to feed it with a reliable measure that properly describes the spatial structure of actual data, such as LV. This is the key of our proposal.
With heterogeneous non-Gaussian distributed data, this possibility still has to be proved. So, in the next section, we test the performance of the three autocorrelation estimators in SA with some heterogeneous data that have specific spatial structures.
Non-Gaussian distributed data. In the stochastic simulation of porosity and permeability fields, it is convenient to have a reliable autocorrelation measure to describe the spatial structure of actual data. The simulated data presented in this section are useful to visualize the shape of the three autocorrelation measures in different geological structures. We have chosen a cyclic structure and a staircase structure. These structures are non-Gaussian and have been used to represent common depositional features 1 . We have already studied the behavior of Li and Lake's 9 moving window estimators with these cyclic and staircase structures 10 . Cyclic structure. A field generated with a square-wave and a Gaussian noise is shown in Fig. 3a . It could describe a porosity distribution in a field with two types of rock, one with mean value 10% and noise of N(0,1), and the other with mean value 30% and noise of N(0,3). It could also be proportional to a normalized permeability distribution. Autocorrelation estimators applied to this cyclic structure are shown in Fig.3b (CSV, LV and SLV).
CSV reveals the cyclicity very clearly. At large lag distances the shape is distorted due to the lack of pairs of data contributing to the estimation. CSV relates a property in a point-to-point way. Its general behavior is hardly affected by the Gaussian noise used when generating the data set. This is because the difference between values at two points from a same semiperiod (due only to the Gaussian noise) is less than the difference between values at points from neighbor semiperiods. CSV shows very clearly this semivariance dependence on the mean value variations. The semivariogram of Fig. 3b has the largest values at lag distances where most of the data pairs have the largest different mean values.
On the other hand, LV and SLV consider an average value of all data points within a window. LV is very smooth, although it detects the cyclicity of the data. The slight oscillation amplitudes of LV diminish as the lag distance increases tending to a constant value: the variance of the whole data set.
SLV is an estimator of the theoretical semivariance. As such, it is related to CSV, but also it is related to LV by Eq.12, which restores some variability through the derivatives in the right hand side. Therefore, SLV shows the cyclic pattern as CSV does. Also SLV shows diminishing amplitudes tending to the variance value at large lag distances, as LV does.
Staircase structure. A field generated as a sum of two step functions and a Gaussian noise is shown in Fig.4a . It could describe a porosity distribution in a field with three different types of rock, one with a distribution function N(10,1), another one with N(20,2), and a last one with N(30,3) . The autocorrelation estimators applied to this staircase structure are shown in Fig.4b (CSV, LV and SLV) .
CSV has a very remarkable trend. This is because the more separated the data pairs are, the larger their averaged value difference is (Eq.14). SLV also shows an increasing tendency up to a lag distance of two steps. Beyond this distance, SLV decreases up to the variance value. On the other hand, LV also shows the increasing trend at all lag distances. Although it is smooth, it still shows the existence of three stages.
The remarkable trend of all three estimators shows the non-stationary nature of the data, while the slope change in the last portion of the curves is due to boundary effects.
Simulated Annealing behavior. In this section we test the ability of the SA technique to generate stochastic fields that present the cyclic and staircase structures respectively. We apply each of the three spatial autocorrelation measures CSV, LV and SLV and compare the results. This is done by minimizing OF1, OF2 and OF3 respectively, and replacing Var act in Eq.15 by the corresponding autocorrelation measures already shown in Figs 3b and 4b . In this case, we do not set the parameter ω 1 to 0. This is because, for example in the cyclic case, the autocorrelation has only information about the wave length but not about its phase. Without conditioning points, the realizations might have good cyclic pattern like that of Fig.3a . However, the pattern may appear inverted. This is because the normal and the inverted shape have the same spatial autocorrelation. The same inversion may occur with the staircase structure, since two structures with their steps reversed will have the same autocorrelation measure. Therefore, to avoid the inversion, two conditioning points are included in the objective function.
We only show one realization for each autocorrelation measure because all realizations we have worked on have the same qualitative results.
Figs. 5a, 5c and 5e show the SA representations of the synthetic cyclic structure. They should be compared with Fig.  3a. Besides, Figs. 5b, 5d and 5f show the matching of the three simulated autocorrelation measures with the original autocorrelation shown in Fig. 3b .
Similarly, in Fig. 6 we show the results obtained for the staircase pattern, the fields generated and the corresponding autocorrelation adjustment.
As we can see, all the simulated fields are qualitatively similar among themselves and to the original synthetic fields. SA is not only able to reproduce normally distributed fields but also heterogeneous and specific spatial structures. Besides, this result is independent of the autocorrelation measure considered. Although LV is very smooth compared with CSV and SLV, it still retains the spatial information of the sample.
Conclusions

Conclusions are:
• SLV behavior is similar to that of CSV. Both are noisy and present fluctuations that increase with lag distance. Instead, LV is smoother and more resistant to outliers, making it easier to be represented by a theoretical model. Also, LV is not affected by the individual values of the samples, thus showing the general statistics of data.
• The three autocorrelation estimators have a good performance when they are included in SA.
• SA is able to reproduce actual porosity or permeability fields, even when there is a specific spatial structure (e.g. cyclic or staircase).
• The main advantage of LV is that it still preserves the main features of the spatial structure while it is very smooth. This is shown when LV is included in SA to generate specific structures.
• LV is a more reliable way to describe spatially autocorrelated structures.
• Using SA and LV can be a suitable method to perform a simultaneous modeling of different scale heterogeneities.
Nomenclature a= correlation length CSV= classical semivariogram, Eq. 14 E{}= expectation operator h= lag distance LV= local variance, Eq. 11 m i = number of data in a moving window N(h)= number of data pairs separated by a distance h  N(a,b) 
