We study the hub location and routing problem where we decide on the location of hubs, the allocation of nodes to hubs, and the routing among the nodes allocated to the same hubs, with the aim of minimizing the total transportation cost. Each hub has one vehicle that visits all the nodes assigned to it on a cycle. We propose a mixed integer programming formulation for this problem and strengthen it with valid inequalities. We devise separation routines for these inequalities and develop a branch-andcut algorithm which is tested on CAB and AP instances from the literature. The results show that the formulation is strong and the branch-and-cut algorithm is able to solve instances with up to 50 nodes.
Introduction
In a network where traffic is collected from many origins to be distributed to many destinations, connecting all origins and destinations with direct links is often not justified in economical terms. Hubbing is used to combine traffic demands from many origins to many destinations and route them together.
The classical Single Allocation p-Hub Median Problem (SApHMP) is defined as follows. Let us consider a set of nodes, pairwise traffic demands, routing costs and economies of scale factor. The problem is to select p nodes (called hubs) and assign each node to exactly one of these hubs to minimize the total cost of routing the traffic. The traffic from i to j must traverse at least one and at most two hub nodes. (The traffic can go directly from one node to another when one of them is a hub and the other is assigned to it.) If node i is assigned to hub j and node m is assigned to hub l, then the traffic from node i to node m follows the path i-j-l-m. Hence the traffic traveling from hub node j to hub node l is the traffic from nodes assigned to hub j to nodes assigned to hub l. This traffic is routed through the hub network at a discounted cost due to economies of scale.
In this study, we consider the Hub Location and Routing Problem (HLRP). As in SApHMP, we are given a set of nodes, pairwise traffic demands and routing costs. HLRP consists of selecting p hubs, assigning each node to exactly one of these hubs, and connecting the nodes assigned to each hub with a cycle. Each cycle is limited to at most q nodes. The hub nodes are directly connected by (uncapacitated) links. The aim of the problem is to minimize the total cost of assigning nodes to hubs and the cost of routing the traffic in the network. The traffic between nodes assigned to the same hub is routed on the cycle incident at this hub, whereas the traffic between nodes assigned to different hubs is routed through the hub network and through the cycles. The cost of routing on the cycles is independent of the traffic and is a function of the distance traversed. On the other hand, the routing cost in the hub network is a function of the distance and the traffic. Fig. 1 illustrates a potential HLRP solution for an instance with 4 hubs and 11 non-hub nodes. The solid lines represent the inter-hub complete network. Hubs 1 and 4 have two or more non-hub nodes assigned that are connected to them by a cycle. Hub 2 has only one non-hub node assigned, and hub 3 has none. Then, the traffic going from hub 2 to hub 3 is the sum of the traffic originating at nodes 8 and 2 with destination to node 3. The traffic going from hub 3 to 4 is the sum of the traffic with origin at node 3 and destination to node 4 or to any of the non-hub nodes assigned to it.
HLRP arises in transportation and logistics applications where hubbing is used and nodes do not have sufficient demand to justify direct connections with the hubs (see, e.g. [8, 11, 18, 36, 44] for similar situations). In particular, this situation often appears in postal delivery and cargo delivery applications, where many small branch offices are located in population centers and vehicles collect their traffic and carry them to a hub. One of the largest cargo delivery companies in Turkey operates 844 branch offices, most of which are small in traffic volume. Instead of connecting directly each branch office with a hub, which would be very expensive, hubs have vehicles that collect the parcels from the branch offices and bring them to the hub to be sorted and rerouted.
HLRP is a combination of hub location and multi-depot vehicle routing problems and, consequently, it is a difficult problem. The
Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/caor literature on HLRP is very limited. Here we first briefly review exact approaches for related problems.
If the costs associated with the cycles are zero, then HLRP reduces to SApHMP. O'Kelly [38] models the SApHMP as a quadratic 0-1 problem. Campbell [12] and Skorin-Kapov et al. [43] propose 4-index linearizations. A 3-index linearization for the special case where the routing costs satisfy the triangle inequality is given by Ernst and Krishnamoorthy [22] . Ebery [21] presents a 2-index linearization and a formulation for two or three hubs. Ernst and Krishnamoorthy [23] propose a branch-and-bound method, where shortest-path problems are solved to compute lower bounds. Labbé and Yaman [28] compare two multicommodity formulations and study their projections. Labbé et al. [30] propose another 2-index formulation, derive valid inequalities and use them in a branch-and-cut algorithm.
For a more extensive review of the studies on SApHMP, we refer the reader to the surveys by Campbell et al. [13] , Alumur and Kara [2] , and the recent article by Campbell and O'Kelly [16] . Most of these studies are based on many assumptions, such as the hub network is complete, no fixed costs are incurred for routing, each node is connected to a hub with a direct link, and the traffic cost on a hub link is discounted by a factor that does not depend on the amount of flow. In recent years, there have been quite a number of studies trying to relax these assumptions to make the problem more realistic. O'Kelly and Miller [40] , Nickel et al. [37] , Yoon and Current [50] , Calik et al. [9] and Alumur et al. [3] consider hub location problems where the hub network is not necessarily complete. Labbé and Yaman [29] , Yaman [46] and Yaman and Elloumi [48] consider star hub networks. Contreras et al. [20] study a tree structure and Yaman [47] and Alumur et al. [4] consider hierarchical hub networks. Campbell et al. [14, 15] study the problem of locating a given number of hub arcs with discounted costs rather than locating hubs. Podnar et al. [41] discount the transportation cost on a link if the flow on this link exceeds a threshold. O'Kelly and Brian [39] , Horner and O'Kelly [26] and Camargo et al. [10] relax the assumption of a fixed discount factor on hub links and model economies of scale as a function of flow. Yaman et al. [49] study the problem with stopovers with the aim of minimizing the longest travel time and Yaman [45] studies the r-allocation variant where a node can be allocated to up to r hub nodes. Recent studies are mostly focused on relaxing assumptions related to the hub networks. There are few studies on the design of the networks connecting a hub and the nodes assigned to it. We aim to fill this gap in the hub location literature.
If the cost of routing traffic on the hub network is zero, then HLRP reduces to a variant of the plant-cycle location problem for which Labbé et al. [27] propose a branch-and-cut algorithm. Albareda-Sambola et al. [1] propose a compact formulation defined on an auxiliary network and derive lower bounds. The plant-cycle location problem is a special case of location-routing problem where each facility has one vehicle. In the general location-routing problem, a facility can serve its clients using multiple vehicles. The single facility version of this problem is studied by Laporte and Nobert [31] . Laporte et al. [32, 34] propose exact methods to solve the multiple facility problem with capacitated vehicles and maximum route costs, respectively, and Belenguer et al. [7] present a branch-and-cut algorithm.
Another closely related problem is the multi-depot vehicle routing problem (MDVRP). If the hub locations and the number of cycles incident to hubs are fixed and the routing costs on the hub-to-hub links are zero, then HLRP is a MDVRP. There are few studies on exact methods for this problem. Laporte et al. [33, 34] propose branch-and-bound algorithms. Baldacci and Mingozzi [6] note that MDVRP is a heterogeneous VRP where the vehicles at each depot are seen as different types of vehicles. They propose an exact algorithm for the heterogeneous VRP and present computational results for MDVRP.
Finally we mention related studies on hub location and routing problems. Nagy and Salhi [36] consider a hub location and routing problem with capacity and distance constraints. The objective function is the sum of the fixed costs of installing hubs and the fixed costs on hub-to-hub links and on routes visiting customers. A customer can be visited by two routes, one for pickup and one for delivery. The authors present a model and propose a nested solution methodology. Çetiner et al. [18] study a multiple allocation hub location and routing problem for the Turkish postal services. They assume that the demand nodes allocated to a hub are served by uncapacitated vehicles that start and end their trips at the hub node. Their problem has two objectives, the minimization of the variable transportation cost and of the number of vehicles needed to achieve a given service level. They minimize the first objective by imposing an upper bound on the number of vehicles. They propose an iterative hubbing and routing heuristic and present computational results using Turkish data where they allow tours of at most 450 km (one day travel time). Camargo et al. [11] study the single allocation version of a similar problem where the lengths of cycles are bounded from above to ensure service quality. They propose a solution approach based on Benders' decomposition. Wasner and Zäpfel [44] study another postal service application where they allow direct connections between non-hub nodes and the routing costs depend on the number of vehicles required. The authors propose a heuristic method and present a case study using data from Austria. Different from the studies above, in HLRP, each hub has a single vehicle and each vehicle can service at most q nodes. We summarize the different features of the related studies in Table 1 . Some other variants of hub location and routing problems have been addressed by Aykin [5] , Catanzaro et al. [17] , and Rieck et al. [42] . This paper proposes strong formulations for HLRP and describes an exact solution method. Our study contributes to the literature by proposing a solution methodology that handles decisions on different levels of the network simultaneously to find an optimal solution. The rest of the paper is organized as follows. Section 2 presents the notation, a mixed integer programming formulation and valid inequalities. Section 3 describes a branch-and-cut algorithm. We present the results of our computational experiments in Section 4 and write conclusions in Section 5.
MIP formulation and valid inequalities
We first introduce the notation. Let V be the set of nodes and p be the number of hubs to open. We denote the traffic demand from node i A V to node m A V by w im and the cost of routing a unit of traffic from node jA V to node l A V by c jl . We assume that the routing costs satisfy the triangle inequality. Let o i ¼ ∑ m A V w im be the total amount of demand originating at node i and by a factor of α. We can assign at most q Z 2 nodes (including the hub itself) to a hub. Clearly, we need pq ZjV j for feasibility. Let G ¼ ðV ; EÞ be an undirected graph, with E ¼ f½i; j : i; jA V; i a jg, representing the links that can be in a cycle. For S D V, let δðSÞ be the set of edges with exactly one endpoint in S and E(S) be the set of edges with both endpoints in set S. If S ¼ fig, we simply write δðiÞ instead of δðSÞ. We denote by f e the cost of using the edge e A E in a cycle. A cycle can be defined by two nodes i and j, thus an edge ½i; j can be used twice, and then the cost of the cycle is 2f ij .
We use a factor β to change the relative weight of the cycle edge costs in the objective function. Note that β is not related to the discount factor for collection used in the classical hub location models.
We define z 1 jj to be 1 if node j A V is a hub and no other node is assigned to j, z 1 ij to be 1 if node j A V is a hub and node i A V \fjg is the only other node assigned to it, and z 2 ij to be 1 if node j A V is a hub with at least two other nodes assigned to it and if node i A V is assigned to j. The variables take value 0 otherwise. With these definitions, node j is a hub if
jl represents the amount of traffic that originates at node iA V and travels from hub j A V to hub l A V\fjg. We also use the edge variable x e for each e A E to represent the cycles with at least three edges. For E 0 D E, we define xðE 0 Þ≔∑ e A E 0 x e . The HLRP can be modeled as follows:
The objective function (1) is the sum of the classical objective function in hub location problems (i.e., the cost of assigning nodes to hubs and the cost of routing in the hub network) plus new terms to consider the routing part within a cycle (i.e., the cost of cycles of two edges and the cost of cycles of at least three edges). Constraints (2) impose that a node i is either the only node assigned to another hub (case ∑ j A V\fig z 1 ij ¼ 1), or it is a hub with no other node assigned to it (case z 1 ii ¼ 1), or it is a hub with one other node assigned to it (case ∑ j A V\fig z 1 ji ¼ 1), or it is a hub or is assigned to another hub with at least two other nodes (case ∑ j A V z 2 ij ¼ 1). Constraints (3) are capacity constraints to guarantee that a cycle does not contain more than q nodes. The number of hubs to open is p due to constraint (4). Constraints (5) and (6) are the flow balance constraints for the traffic on the hub network. Constraints (7) state that two edges should be adjacent to a node that is assigned to a hub with at least two other nodes. Constraints (8) ensure the connectivity of the cycles. If a node i A S is assigned to a hub in set V\S, then the cycle that contains node i has to cross the cut defined by subset S and xðδðSÞÞ Z 2. Constraints (9) forbid nodes assigned to different hubs to be on the same cycle. Constraints (10)- (13) are variable restrictions. Note that (1)- (13) is a model for the SApHMP when β ¼ 0, and for the plant cycle location problem when α¼0 and the constraints involving flow variables g i jl are excluded. In the remaining part of this section, we provide several families of valid inequalities. The first family is
Similar inequalities are
stating that if edge ½i; i 0 is part of a cycle and node i 0 is a hub, then node i is assigned to hub i 0 .
Next, we propose a family of valid inequalities that dominate both constraints (9) and the valid inequalities (15). 
is valid for all ½i; i 0 A E and S & V such that i A S and i 0 A V\S.
The first part implies that node i is assigned to a hub in set S, or it is in a cycle of length two, or it is a hub node with no other nodes assigned to it. Similarly, the second part implies that node i 0 is assigned to a hub in set V\S, or it is in a cycle of length two, or it is an isolated hub. In all cases, i and i 0 cannot be in the same cycle and, as a result, edge ½i; i 0 cannot be in a cycle. □ Note that inequalities (16) dominate constraints (9) since
The particular case of inequalities (16) with S ¼ V\fi 0 g is
which is the same as
Observe that the above inequality dominates inequality (15) since
The following family of inequalities is used by Labbé et al. [27] to solve the plant cycle location problem. Let S & V, iA S and i 0 A V\S. The generalized subtour elimination constraint is
Inequalities (17) are stronger than constraints (8) . If
and node i 0 A V\S is assigned to a hub in S. Hence, at least two cycles cross the cut and as a result xðδðSÞÞ Z4. Next, we consider inequalities that take into account the capacity constraints.
is valid for all S D V.
Proof. We first prove that all feasible solutions satisfy
ii ¼ 0 set S contains no hub node that is on a cycle of at least three nodes. In this case it is easy to see that the number of edges of a solution (that is, edges in cycles) inside the set S cannot be more than
For each hub node i A S with z 2 ii ¼ 1 we may have at most one additional edge of a cycle inside S. Then, the inequality is satisfied by all feasible solutions.
Inequality (18) is valid since Using Eqs. (7), inequalities (19) can be written as
These inequalities are stronger than (18) but non-linear. Another alternative to obtain linear inequalities is motivated by the MultiStar inequalities for the Capacitated Vehicle Routing Problem (see Letchford et al. [35] ). Indeed, by simply removing the rounding operator we get the fractional capacity cuts:
which can be strengthened as follows.
Proposition 3.
Proof. A vehicle serving nodes in S must also have capacity to serve the nodes not in S visited immediately after serving a node in S. The number of such nodes is xðδðSÞÞ in general but, since there may be only one node in the vehicles's route outside S, that figure must be divided by two. □
Branch-and-cut algorithm
In this section we describe a branch-and-cut algorithm to solve the HLRP. The branch-and-cut scheme for integer programming problems combines a branch-and-bound method for exploring a decision tree and a cutting plane method for computing bounds. At each node of the search tree, the cutting plane method improves a linear relaxation of the problem. When this is not further possible, the branch-and-bound algorithm proceeds. A key point is to have a mathematical model whose linear relaxation is close to the integer problem, and efficient procedures to solve the separation problems and identify violated inequalities within the cutting plane phase.
We now outline the main features of our branch-and-cut algorithm.
Initial relaxation
At the root node of the branch-and-cut tree we initialize the linear program (LP) model by relaxing constraints (8) and (9) as well as the integrality constraints on the variables of the original formulation. Hence, the initial LP model is (1)- (7) and the continuous relaxation of (10)-(13).
Cutting plane phase
Given a fractional solution ðx n ; z n1 ; z n2 ; g n Þ, the separation routines for constraints (14) - (16), (20) , (8) , and (18) are applied, in this sequence. The violation of constraints (17) is checked only if no other violated cuts have been found. The number of cuts added to the model in each cut generation step is limited to 100.
Separation of inequalities (8)
The subtour elimination constraints for the TSP can be separated in polynomial time by solving a max-flow/min-cut problem on an appropriately defined support graph. We follow the same idea to devise a separation procedure for inequalities (8) , similar to the one used in Labbé et al. [27] . First note that inequalities (8) can be written as
For each given node iA V such that
where s is a dummy node.
The edge set E 0 contains all edges e A E such that x n e 40, plus all edges connecting s with nodes j A V such that z n2 ij 4 0. The capacity of an edge eA E is x n e , and the capacity of an edge ½s; j is 2z We solve each min-cut problem using the path-relabel flow algorithm proposed by Goldberg and Tarjan [25] , which has complexity Oðmn 2 Þ on a graph with n vertices and m edges. So, the overall complexity of our separation procedure is OðjEjjVj 3 Þ.
Separation of inequalities (14)-(16)
We separate constraints (15), despite being dominated by constrains (16), because they have proven to be useful in our computational experiments. Constraints (14) and (15) 
Separation of inequalities (17)
The separation procedure for inequalities (17) is an adaptation of the one used in Labbé et al. [27] . We can rewrite constraints (17) as 
Separation of inequalities (18)
Inequalities (18) are similar to the rounded capacity inequalities for the capacitated vehicle routing problem [35] . We propose to separate them heuristically as follows. We look for the min-cut set S in each of the connected components of a support graph with node set equal to V and edge set obtained from E by selecting all edges eA E with x n e 4 0 and giving them those values as capacity. Then we check whether each S, or its complement within the corresponding connected component, gives a violated inequality (18) . Moreover, we also check the violation of inequalities (18) for all subsets S & V associated with violated constraints (8) and (17) .
The bottleneck of this separation procedure is the min-cut computation, which may be applied at most jVj times. Thus, the complexity of this approach is OðjEjjVj 3 Þ.
Separation of inequalities (20)
Inequalities (20) are separated exactly with a procedure that is also based on the classical separation of the subtour elimination constraints for the TSP. We can rewrite (20) as ii , and all edges connecting nodes i A V with t, each one with capacity
Then, a set S & V 0 with t A S and s = 2 S defines a violated inequality (20) if the capacity of the cut δðSÞ on G 0 is smaller than 2∑ i A V ∑ j A V z n2 ij . Therefore, inequalities (20) can be separated by solving a s À t mincut problem on G 0 . The complexity of the separation method is OðjEjjVj 2 Þ.
Computational results
We coded the branch-and-cut algorithm in C þ þ and ran it on a personal computer with an Intel Core i7 CPU at 3.4 GHz and 16 GB of RAM. We used CPLEX 12.5 as a mixed integer linear programming solver. To solve the min-cut problems we used the implementation of the path-relabel maximum flow algorithm provided by the Concorde TSP solver.
The behavior of the algorithm was first tested on two data sets commonly used in the hub location literature: the US Civil Aeronautics Board (CAB) and the Australian Post (AP) data sets. The CAB data set was introduced by O'Kelly [38] and is based on airline passenger flow among 25 important cities in the US. The AP data set was introduced by Ernst and Krishnamoorthy [22] and is based on postal delivery in 200 postal districts in Sidney, moreover smaller instances can be generated using a code made available by the authors. We generated instances with 25, 40 and 50 nodes. AP data differ from CAB in that the flow matrix of the AP data is not symmetric and flows from a node to itself are positive. Moreover, in AP instances the cost of assigning node i to hub j is set to 3c ij o i þ 2c ji d i and the inter-hub routing cost is discounted with α ¼ 0:75.
For all instances we defined c ij and f ij as the Euclidean distance between nodes i and j, and we made experiments with p ¼ f3; 4; 5g and q ¼ fjVj; ⌈jVj=2⌉; ⌈jVj=p⌉g. In CAB instances we set α ¼ f0:2; 0:4; 0:8g and β ¼ f0:01; 0:05; 0:2g, while in AP instances β ¼ f1; 100; 500; 1000g. The values of parameter α are the ones commonly used in the literature on hub problems. However, the values of parameter β were chosen in order to obtain optimal solutions with increasing percentage of the circular routes' cost over the total cost and to measure the impact of this on solution time and on the locations of hubs. Tables 2-7 show the branch-and-cut results. For each instance, columns r-gap, r-time, nodes, time, nCuts and totalCost report the ratio of the root bound to the optimal value as a percentage, the time spent at the root node, the number of nodes exploited in the branch-and-cut tree, the total solution time in seconds, the total number of cuts added, and the total solution cost, respectively. In the remaining columns we report the assignment, interhub routing, and the cycle costs as a percentage of the total cost, as well as the locations of hubs in the best solutions. We imposed a time limit of two hours for each run. When this time limit is exceeded, we report "t.l." in column time, we show the cost of the best solution at the end of the computation in column totalCost instead of the optimal solution value, and we use that figure to compute the bound in r-gap.
Our separation routines found violated inequalities of all families. Inequalities (14)- (16) have simple separation procedures, while (8) , (17), (18) and (20) require solving min-cut problems. We Table 8 Comparison between the basic and the complete B&C for AP25. decided to apply the separation procedure for (17) only when no other violated cuts are found due to its time consumption. Still, the violated inequalities (17) found were fundamental to solve some instances to optimality within the time limit. We observe that the bounds at the root nodes are strong in most cases. All instances except one of AP40 and six of AP50 are solved to optimality within the time limit. The computational experiments show that, for this data, as q gets smaller, the problem becomes more difficult, more nodes are enumerated to reach optimality, and the total cost increases. Also the instances with large β and p are usually more difficult to solve. Indeed, the instance of AP40 that is not solved to optimality within the time limit has tight capacities and large β and p. Out of six unsolved instances of AP50, four have large β value and five have tight capacities. that, in these instances, increasing β has more impact on the locations when α is large.
We look closely into an instance and observe the changes in the location of hubs as β increases. Figs. 2-4 sketch the optimal solutions of the CAB instances with α ¼ 0:8, p ¼5, q ¼13 and different values of β. When β ¼ 0:01, the solution has five cycles with at least three nodes. As β increases to 0.05, Seattle becomes a hub with no other nodes assigned to it. The 13 cities in the interior are covered by one cycle with a hub located at Chicago. The cities in the east, west and south are covered with three smaller cycles.
When we further increase β to 0.2, we observe that Denver also becomes a hub with no other node assigned to it and the remaining cities are covered with three cycles. Cleveland joins the cycle in the east and Tampa and Miami join the cycle in the interior. As in this instance the cycle costs f e satisfy the triangle inequality, covering all nodes by one cycle is a good solution. However, this is not possible due to capacity restrictions. Hence, the solution is covering 13 nodes with one hub leaving further ones as isolated hubs and covering the remaining nodes with smaller cycles. We note that as β increases from 0.01 to 0.2, the contribution of the cycle costs to the total cost increases from 8.18% to 55.26%. and three isolated hubs. On the other extreme, when the capacity is set to the minimum possible value to ensure feasibility (see Fig. 5 ), the solution is forced to consist of five cycles with five nodes each. Observe that the total computing time needed to solve the instances goes from 9.31 s for q ¼25 to 165.03 s for q ¼5.
To attest the effectiveness of the cuts used in our branch-andcut scheme, we performed an experiment consisting of comparing a basic version of the algorithm that just solves models (1)- (13), with the default CPLEX settings, to the complete algorithm version. Table 8 shows the performance of the algorithms on AP25 instances. It is clear from the results that the separation of the valid inequalities presented in Section 2 markedly reduces the computation times. In fact, for larger AP instances the basic algorithm is unable to find even a feasible solution within the time limit of two hours.
As mentioned in the introduction, if the costs associated with the cycles are zero, HLRP reduces to SApHMP. Table 9 reports the assignment cost, inter-hub cost, total solution value, and the hub locations, for the known optimal SApHMP solutions of some CAB25 instances. The last column displays the optimal cost of the cycles associated with those solutions. From these data it is possible to calculate the value of a heuristic HLRP solution obtained by solving first the SApHMP and then calculating the optimal cycles. The resulting solution values are worse, as expected, than the optimal HLRP solution values. For example, for p¼ 3, α ¼ 0:2, and β ¼ 0:01, the optimal HLRP value is 858.76, while the heuristic solution value is 767:35 þ 0:01n10; 233:68 ¼ 869:69; the locations of the hubs also differ in both solutions. This shows the advantage of jointly tackling the hub and routing parts of the problem.
Finally, we observed that in AP and CAB instances the amount of flow originating at each node is highly variable. In fact, in each of the data set CAB25, AP25, AP40 and AP50, there is one node that generates alone as much flow as approximately 40% of the nodes. So, in these instances a few nodes may have a great influence in the hub location decisions.
To see the effect of the flow structure in the problem solution, we generate three random instances as done in Contreras et al. [19] . All instances have 25 nodes with random coordinates in ½0; 200Â ½0; 200, and the costs c ij and f ij are defined as the Euclidean distance between nodes i and j. We consider three types of nodes: low-level (LL) nodes, with total amount of outgoing flow randomly generated in the interval ½0; 10, medium-level (ML) nodes, with total amount of outgoing flow randomly generated in the interval ½10; 100, and high-level (HL) nodes, with total amount of outgoing flow randomly generated in the interval ½100; 1000. The percentages of nodes of each type (LL-ML-HL) in the instances rand25-s1, rand25-s2 and rand25-s3 are 60%-38%-2%, 35%-35%-30%, and 99%-1%-0%, respectively. We made experiments with p ¼ f3; 4; 5g, q ¼ fjVj; ⌈jVj=2⌉; ⌈jVj=p⌉g, the same α and β values used for AP instances, and a time limit of two hours. The results are reported in Table 10 . The comments done for CAB and AP instances are still valid for the random instances, but we observe that the problem is harder to solve in rand25-s3. As pointed out in [19] , a possible explanation is that for those instances there is not a small set of nodes that generates a large amount of flow, and so the decision on the hub locations gets more difficult.
Conclusions
In this study we have introduced a variant of the hub location and routing problem, and have proposed an exact solution method. The problem is closely related to the single allocation hub location problem, the plant-cycle location problem and the multi-depot vehicle routing problem, all of which are known to be difficult problems.
We have proposed a branch-and-cut algorithm, which succeeds in solving instances of up to 50 nodes. The emphasis of our research was placed on deriving strong valid inequalities to improve the LP relaxations, and on devising efficient separation procedures. The development of heuristics to tackle larger instances could be an interesting future research direction.
Our experiments have shown that, in our test-bed instances, the problem is more difficult to solve when the number of hubs p to be selected increases. This is coherent with results found in other investigations on related problems, like the classical capacitated vehicle routing problem. Indeed, for these instances a column-generation approach could be a promising alternative to our branch-and-cut algorithm.
