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Abstract. Magnetic insulators in the regime of strong spin-orbit coupling
exhibit intriguing behaviors in external magnetic fields, reflecting the frustrated
nature of their effective interactions. We review the recent advances in
understanding the field responses of materials that are described by models with
strongly bond-dependent spin exchange interactions, such as Kitaev’s celebrated
honeycomb model and its extensions. We discuss the field-induced phases and
the complex magnetization processes found in these theories and compare with
experimental results in the layered Mott insulators α-RuCl3 and Na2IrO3, which
are believed to realize this fascinating physics.
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1. Introduction
Research in quantum magnetism has developed into
a number of fascinating directions, many of which
involve new forms of order and disorder [1–3]. An
important ingredient is spin-orbit coupling: For a long
time considered as a minor perturbation, it has become
clear that spin-orbit coupling can generate entirely new
states of matter. In the context of insulating magnets,
key contributions have been a seminal theoretical paper
of Kitaev [4], who presented the exact solution to
a two-dimensional model with exchange frustration
which realizes a Z2 quantum spin liquid, and the
proposal of Chaloupka, Jackeli, and Khalliulin [5,6] on
possible materials realizations of the bond-anisotropic
interactions underlying the Kitaev model.
Subsequently, a number of materials, with 4d
or 5d magnetic ions placed on a layered honeycomb
lattice, have been synthesized and investigated by
a variety of methods [7–10]. Most notable are α-
RuCl3, Na2IrO3, and different polytypes of Li2IrO3:
While these materials display magnetic order at lowest
temperatures (with the exception of H3LiIr2O6 [11]
which, however, appears to be rather disordered [12,
13]), various experimental findings suggest that they
are located in proximity to a genuine spin-liquid
phase [14–17]. In parallel, the minimal microscopic
model relevant to describing these materials, known as
Heisenberg-Kitaev model, has been studied in detail
[18–21].
Both experiment [22–25] and theory [26–29]
indicate non-trivial and highly anisotropic behavior
in an applied magnetic field, originating from the
interplay of magnetic frustration and spin-orbit
coupling. For α-RuCl3, it has been found that a
moderate magnetic field applied parallel to the Ru
honeycomb plane suppresses the magnetic order and
induces a gapped quantum paramagnetic state [30–
36]. In the vicinity of this field-induced transition,
fascinating properties such as excitation continua in
neutron scattering [37] and evidence for additional
intermediate phases [38, 39] have been reported.
Perhaps most intriguingly, for tilted fields, evidence for
an approximately half-quantized thermal Hall response
indicative of a chiral edge mode of Majorana fermions
has been found in an intermediate-field regime [39].
These findings, together with ab-initio calculations
[26, 40–43], have in turn been used to refine the
microscopic modelling of α-RuCl3 [44–46], and to
theoretically study the various field-induced phases and
transitions in the relevant microscopic models [47].
Similar investigations, both experimentally [48,49] and
theoretically [50, 51], have also been performed for
A2IrO3 compounds, with A = Na,Li. In addition,
model variations, both in parameter space [52–55] and
on other lattices [57–62], have been proposed and
studied, which have unraveled exciting phenomenology
and opened a broader view on the physics of spin-orbit-
coupled magnets.
Together, these developments have promoted
Heisenberg-Kitaev physics to a central item in the
field of frustrated magnetism. It is the purpose of
this review article to summarize important insights,
in particular concerning the influence of external
magnetic fields and the associated field-induced
phenomena. On the theory side, the focus will be
on analytical and numerical results for spin models
involving Kitaev interactions; on the experimental side,
we mainly concentrate on α-RuCl3 for which most
extensive data is available, but also mention results
obtained for Na2IrO3.
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1.1. Outline
The body of this article is organized as follows: To
set the stage, the behavior of simple antiferromagnets
in applied magnetic fields is summarized in Sec. 2, to-
gether with general considerations on the modifications
induced by spin-orbit coupling. Sec. 3 is devoted to
theory: It introduces the Heisenberg-Kitaev model and
its extensions, discusses their phase diagrams under the
influence of magnetic fields, and outlines experimen-
tally relevant properties such as anisotropic suscepti-
bilities, magnetization curves, and excitation spectra.
Special emphasis is put on novel field-induced phases.
The following Sec. 4 summarizes important experimen-
tal results on phases, phase transitions, and anisotropic
responses for α-RuCl3 and Na2IrO3 compounds and
confronts them with theoretical predictions. An out-
look, pointing to open questions and possible directions
for future research, closes the paper. A detailed ap-
pendix covers spin-wave theory for the relevant models
in an applied magnetic field, which forms the basis for
a semiclassical analysis.
2. Primer: Canted antiferromagnets and
spin-orbit coupling
To understand the rich phenomenology of Heisenberg-
Kitaev systems in external magnetic fields, it is
instructive to first review the effect of spin-orbit
coupling on the in-field behavior of antiferromagnets.
2.1. Unfrustrated Heisenberg antiferromagnets in a
magnetic field
As a minimal system, consider a nearest-neighbor
Heisenberg model with SU(2) spin symmetry, de-
scribed by the Hamiltonian
HH = J
∑
〈ij〉
Si · Sj , (1)
with an antiferromagnetic coupling J > 0 and the
sum runs over nearest neighbors 〈ij〉 of some bipartite
lattice. Si, i = 1, . . . , N , represents a spin 1/2
located at the i-th lattice site. The response of such a
Heisenberg antiferromagnet to a homogeneous external
magnetic field H is well known: Assume a Zeeman
coupling,
HZ = −h ·
N∑
i=1
Si, (2)
with h ≡ µBµ0gH, where µB is the Bohr magneton
and g the symmetric (but potentially anisotropic)
g tensor. An antiferromagnet has a vanishing
total magnetization m ≡ 1N
∑
i〈Si〉 = 0 at zero
field, and there is an SU(2) degeneracy of ground
states characterized by the direction of the staggered
h = 0 0 < h hc
h
0 < h < hc
h
ϑ ϑ
hc ≤ h
h
(a) (b) (c) (d)
Figure 1. Homogeneous canting of antiferromagnetic
Heisenberg spins (red and blue arrows) in an external magnetic
field h (black arrow). At h = 0 (a), there is an SU(2) degeneracy
that is lifted in the presence of a finite external field, for which
the spins align perpendicular to the field axis (b). At finite fields,
the spins cant towards the field axis (c) and exhibit a continuous
transition towards the high-field polarized phase at h = hc (d).
magnetization mstagg =
1
N
∑
i(−1)i〈Si〉. The
staggered magnetization mstagg is the order parameter
for the simple Ne´el antiferromagnet, which we assume
to be the ground state ofHH. An infinitesimal external
magnetic field h partially lifts the degeneracy and
selects the state that is characterized by the largest
susceptibility. For Heisenberg systems, this means
that the spins will align perpendicular to the field,
mstagg ⊥ h. For finite fields, the spins will cant towards
the magnetic field axis with a homogeneous canting
angle ϑ(h) ≡ ϑi(h) = ∠(〈Si〉,h), with ϑ(h = 0) = pi/2
and monotonously decreasing for h > 0. At some
critical field strength h = hc, there will be a continuous
transition towards the high-field polarized state, in
which all spins are aligned along the magnetic-field
axis, 〈Si〉 ‖ h and ϑ(h ≥ hc) = 0. The canting of
Heisenberg spins is illustrated in Fig. 1.
2.2. Spin-orbit couplings and magnetic field: General
considerations
In the presence of spin-orbit coupling, however, the
SU(2) spin rotation symmetry is typically broken
down to combined discrete spin-lattice rotations. For
instance, on the honeycomb lattice, Heisenberg-Kitaev
systems exhibit at most only a residual C∗3 symmetry
of 2pi/3 spin rotation about the [111] axis in spin
space combined with a 2pi/3 lattice rotation about
one site [47, 63]. For systems with strong spin-orbit
coupling, the response to an external magnetic field
will therefore strongly depend on the field direction.
For instance, a spin alignment perpendicular to a small
applied field, as in SU(2)-symmetric systems, will only
be possible for selected field directions that happen to
be perpendicular to the zero-field ordered moments.
For generic field directions, inequivalent spins will have
different canting angles ϑi, with some of the ϑi > pi/2
for small h. For finite fields, such states will therefore
cant inhomogeneously towards the magnetic-field axis,
see Fig. 2. For strongly frustrated systems, a number
of different states are energetically (nearly) degenerate.
The canted versions of the zero-field ordered states
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h = 0 0 < h h0
h
0 < h < h0
h
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(a) (b) (c)
Figure 2. Inhomogeneous canting of antiferromagnetic spins
in the presence of spin-orbit coupling. At zero field (a), there
is only a discrete set of ground states due to the absence of a
continuous spin rotation symmetry. A perpendicular alignment
of the spins to a small external field is therefore generically not
possible (b). At finite fields, inequivalent spins will have different
canting angles (c). At some higher field h0, there will a transition
towards another ordered or a disordered state (not shown).
that do not allow a homogeneous canting will therefore
compete at finite fields with other states (metastable at
zero field), for which a homogeneous canting is possible.
This leads to interesting quantum phase transitions
and nontrivial field-induced intermediate phases.
In the high-field phase in which all spins are
parallel,1 〈Si〉 ≡ m, the single-magnon state will
no longer be an eigenstate of the Hamiltonian when
SU(2)-breaking terms are present. In spin-orbit-
coupled systems, quantum fluctuations are therefore
present (and potentially sizable) at all finite fields
h < ∞, and the magnetization will only be fully
saturated in the strict limit h→∞. We also note that
in the presence of certain SU(2)-breaking interactions,
the magnetization m in the high-field phase is no
longer parallel to the field itself, as discussed below
(see Sec. 3.3).
In the following, we will argue that Heisenberg-
Kitaev systems offer a promising opportunity to
investigate this rich and novel physics.
3. Theory: Heisenberg-Kitaev models in
external fields
3.1. Honeycomb-lattice Kitaev model
The celebrated honeycomb-lattice Kitaev model de-
scribes a system of spins 1/2 subject to a nearest-
neighbor Ising-type interaction, with the quantization
axis depending on the bond direction [4]. The Hamil-
tonian can be written as2
HK =
∑
γ=x,y,z
Kγ
∑
〈ij〉γ
Sγi S
γ
j . (3)
1In this review, we define the “high-field phase” as the phase
which preserves all symmetries and is adiabatically connected
to the fully polarized state occurring at h → ∞ (in which case
〈Si〉 ‖ h). In the literature, this phase is sometimes also referred
to as “forced-ferromagnetic” or “(partially) polarized” phase.
2Some theory works (including Ref. [4]) define the Kitaev
Hamiltonian in terms of Pauli spin matrices σγi , which are related
to our dimensionless spin-1/2 operators as Sγi ≡ 12σ
γ
i .
Syi S
y
j
Sxi S
x
j
Szi S
z
j
Si Sj
Az
Ax
Ay
B
Kx
Ky
Kz(a) (b)
Figure 3. (a) Three inequivalent nearest-neighbor bonds on
the honeycomb lattice, labeled as γ = x, y, z. On a γ bond, the
Kitaev spin-spin exchange interaction is Hγij = KγSγi Sγj . The
dashed parallelogram denotes the unit cell. (b) Phase diagram
of the Kitaev model on the plane Kx + Ky + Kz = const. The
A phases are gapped, while the B phase has gapless Majorana
excitations at zero external field.
Here, γ = x, y, z labels the three inequivalent nearest-
neighbor bonds illustrated in Fig. 3(a), with Kx, Ky,
and Kz denoting the respective coupling constants on
these bonds. The quantum ground state of this model
is a spin liquid characterized by low-energy Majorana
excitations (“spinons”) that are coupled to a static
Z2 gauge field [4]. While the gauge-field excitations
(“visons”) are gapped, the Majorana spectrum may
be either gapless or gapped, depending on the relative
size of the Kitaev couplings Kx, Ky, and Kz. In the
vicinity of the C∗3 -symmetric point Kx = Ky = Kz,
the band gap closes with a linear dispersion at isolated
points in the Brillouin zone, corresponding to the B
phase in Fig. 3(b). Right at Kx = Ky = Kz ≡ K,
the gap closing occurs at the high-symmetry K and
K′ = −K points, i.e., at the corners of the hexagonal
Brillouin zone, and the gap of a single flux (vison)
is ∆v ≈ 0.038|K| [4].3 By contrast, the Majorana
spectrum is fully gapped if the magnitude of one of the
couplings is larger than the sum of the magnitudes of
the other two, e.g., |Kz| > |Kx|+ |Ky|, corresponding
to the three different A phases in Fig. 3(b). Turning
to finite temperatures, the Kitaev model does not
display a finite-temperature phase transition – this
is a general property of Z2 topological phases. As
studied in detail in Ref. [65], there are two thermal
crossovers at temperatures T ∗ and T ∗∗, where the
higher temperature T ∗∗ ∼ K can be associated with
the fractionalization of spins into mobile Majorana
fermions and Z2 fluxes, while the lower temperature
T ∗ ∼ ∆v corresponds to the freezing of the gauge
fluxes.
In the presence of an external magnetic field h,
phase B acquires a gap as well. For small
fields, the Majorana spectrum can be computed
3Note that a spin flip creates a pair of fluxes on adjacent
plaquettes. Consequently, the excitation spectrum shows
features only above the two-flux gap ∆2v ≈ 0.067|K| [4, 64].
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Figure 4. Thermal transport coefficients in the Kitaev model
in a small external field along the [111] direction as function
of temperature T (in units of the Kitaev coupling denoted
as J), from Quantum Monte Carlo simulations. Longitudinal
conductivity, plotted as κxx/J (a) and κxx/T (b) in units of
k2B/~. Transverse conductivity, plotted as κxy/J (c) and κxy/T
(d). Both the longitudinal and the transverse conductivities
show crossover behaviors at the temperature scales T ∗ and T ∗∗.
The higher scale T ∗∗ can be associated with the fractionalization
of spins into mobile Majorana fermions and Z2 fluxes. Below
T ∗, the fluxes become static. At the lowest temperatures,
the transverse conductivity kxy/T saturates at the half-integer
quantized value pi/12, characteristic for Majorana edge states.
Reprinted from [69].
perturbatively [4], leading to the dispersion
ε(q) ≈
√
3K2|δq|2 + ∆s with ∆s ∝ hxhyhz
K2
, (4)
where we have assumed the symmetric case Kx =
Ky = Kz and δq = q − (±K) denotes the deviation
from the wavevectors at which the gap closes at zero
field. This phase is particularly interesting, as its
effective excitations are characterized by nonabelian
anyonic statistics [4]. In this phase, a spectral Chern
number can be defined, in analogy to the topological
invariant in the integer quantum Hall effect [66]. When
the magnetic field gaps out the Majorana fermions,
the spectral Chern number is finite, which means that
gapless chiral edge modes arise at the boundaries of the
sample [67,68]. In contrast to the electronic Hall effect,
however, in the present spin model, the low-energy
Majorana excitations are charge-neutral, leaving only
FM-K
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Figure 5. Phase diagrams of S = 1/2 Kitaev models in an
external magnetic field for various field directions as obtained
from exact diagonalization on a 24-site cluster. The three axes
correspond to the [112¯], [1¯10], and [111] directions in spin space.
(a) In the antiferromagnetic case, K > 0, a gapless spin liquid
(GSL) appears between the gapped Kitaev spin liquid (KSL) and
the high-field polarized (PL) phase. (b) In the ferromagnetic
case, K < 0, there is a direct transition at comparatively small
fields from the KSL to the PL phase. Reprinted from [71].
a conserved energy current along the edge. As the
number of complex-fermion degrees of freedom is only
half of the number of Majorana fermions, this leads to
a half-integer thermal Hall effect, with a quantized Hall
conductivity κxy/T =
1
2 [(pik
2
B)/(6~)] [4] in the low-
temperature limit. This may be viewed as a unique
signature of chiral Majorana edge modes. At finite
temperatures, the thermal Hall conductivity shows
a crossover behavior [69] at the two characteristic
temperature scales T ∗ and T ∗∗, see Fig. 4. We note
that small perturbations away from the pure Kitaev
limit change the cubic scaling of the gap ∆s ∝ |h|3
into a linear dependence ∆s ∝ |h| [70].
At elevated fields, perturbation theory is no
longer applicable. At some finite h, one expects a
transition to the high-field phase. While at zero field
different signs of the Kitaev couplings are related to
each other by a gauge transformation and therefore
thermodynamically equivalent [4], this does not apply
to the field response. The semiclassical analysis shows
that the antiferromagnetic Kitaev model with K > 0
is much more stable towards the application of a field
than the ferromagnetic Kitaev model with K < 0 [27].
In fact, an early numerical analysis of the K < 0
case indicated a direct transition between the gapped
version of the Kitaev spin liquid B phase and the high-
field phase at a small value of applied field, hc/|K| ≈
0.02 [63], cf. Fig. 5(b).
A number of recent works have focussed on the
antiferromagnetic case K > 0. Exact diagonalization
and density matrix renormalization group studies [54,
71–76], as well as parton mean-field approaches [77,
78], have provided mounting evidence for a new
topological phase located between the low-field Kitaev
spin liquid and the high-field phase, see Fig. 5(a).
For a field along the [111] direction, this intermediate
phase roughly covers the field range 0.39 < h/K <
0.6. Although the extrapolation of the numerical
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Figure 6. (a) Phase diagram of the nearest-neighbor Heisenberg-Kitaev model for S = 1/2 as obtained from exact diagonalization.
The couplings have been parameterized as J = A cosϕ and K = 2A sinϕ. Besides the spin-liquid phases (red) near ϕ = ±pi/2,
there are four magnetically ordered phases, the spin pattern of which are illustrated in the insets. Gray lines connect points in the
phase diagram that are related by a four-sublattice spin rotation. Points with hidden SU(2) symmetry are marked with a black dot.
(b) Classical phase diagram (S → ∞) of the Heisenberg-Kitaev model in an external magnetic field along one of the cubic axes,
h ‖ [001]. While the ordered phases survive in the classical limit, the Kitaev spin-liquid phases shrink to an isolated (red) line at
ϕ = pi/2 and a single (red) point at ϕ = −pi/2. (c) Same as (b) for h ‖ [111]. Near the Kitaev limits, several new ordered phases are
stabilized at intermediate field strength. Phases marked with “∗” denote multi-Q states. Insets show spin patterns of three of the
new phases, with the different colors representing inequivalent spins. The magnetic unit cells are shown dashed. Panel (a) reprinted
from [18]; panels (b,c) adapted from [27].
data to the thermodynamic limit is challenging, the
current consensus is that this intermediate phase is
characterized by gapless spinons that interact via,
potentially also gapless, gauge-field excitations. One
possible scenario is that the intermediate phase realizes
a U(1) spin liquid with a neutral Fermi surface [74–76].
In this picture, the Z2 Kitaev spin liquid at small
fields can be understood as a “Higgsed-out” version of
the U(1) spin liquid, while the high-field phase can be
obtained by monopole proliferation, leading to spinon
confinement [71]. The corresponding quantum phase
transitions in this scenario are continuous and hence
define exotic new quantum universality classes beyond
the standard Landau-Ginzburg-Wilson paradigm.
3.2. Nearest-neighbor Heisenberg-Kitaev model
In real materials, further interactions in addition to
the Kitaev coupling are present. These may stabilize
other interesting ordered and disordered phases. The
simplest extension of the pure Kitaev model takes
the effects of a nearest-neighbor Heisenberg interaction
into account:
HHK = J
∑
〈ij〉
Si · Sj +K
∑
γ
∑
〈ij〉γ
Sγi S
γ
j , (5)
where we have again assumed C∗3 symmetry with K ≡
Kx = Ky = Kz.
This model has been extensively studied at
zero field by means of exact diagonalization [6,
18], density matrix renormalization group [21, 63],
projected entangled pair state simulations [79], and
functional renormalization group [80]. The zero-field
phase diagram is illustrated as a function of the angle
ϕ = arg(2J + iK) in Fig. 6(a). In the vicinity
of the Kitaev limits at ϕ = pi/2 and ϕ = 3pi/2,
respectively, the Kitaev spin liquid remains stable
upon the inclusion of a small Heisenberg coupling
|J |  |K|. For large Heisenberg coupling, |J |  |K|,
the ground state has Ne´el antiferromagnetic order if
J > 0 and ferromagnetic order if J < 0. The phase
diagram consists of two further ordered phases that are
stabilized when J and K have similar magnitudes but
opposite signs. The zigzag ground state occurring for
J < 0 and K > 0 is characterized by zigzag chains of
parallel spins along y and z bonds, z and x bonds, or x
and y bonds. In agreement with the C∗3 symmetry, this
state thus consists of three different domains, which
we refer to as x, y, and z zigzag. In the stripy state
for J > 0 and K < 0, parallel spins form stripes
that are aligned perpendicular to either the x, y, or
z bonds of the honeycomb lattice, representing again
three different domains.
The presence of these further ordered phases can
be established in the vicinity of two distinguished
so-called “Klein” points, marked by black dots in
Fig. 6(a). By employing a four-sublattice spin rotation,
it is possible to map the Heisenberg-Kitaev model at
ϕ = −pi/4 (ϕ = 3pi/4) onto a dual Heisenberg model
with J < 0 (J > 0) [6, 81]. For ϕ = −pi/4, the exact
ground state is therefore obtained by transforming
the ferromagnetic ground state in the rotated basis
back to the original spin basis. If, for instance, the
ferromagnet in the rotated basis points along the x,
y, or z axis, the corresponding state in the original
basis becomes the x, y, or z stripy state [6]. This also
means that the stripy ground state is fluctuation-free
at ϕ = −pi/4, such that the corresponding staggered
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magnetization is fully saturated. An analogous
argument applies to the situation for ϕ = 3pi/4,
thereby establishing the zigzag ground state in the
vicinity of this second Klein point. However, since
the dual Heisenberg model is antiferromagnetic in
this case, the corresponding staggered magnetization
is significantly reduced to about 54% of the classical
value [82–84]. The duality shows that the Heisenberg-
Kitaev model at the two Klein points has a hidden
SU(2) symmetry [85] and the three domains of stripy
and zigzag states, respectively, are consequently part
of a continuous ground-state manifold, all members of
which are energetically degenerate both in the classical
and quantum cases. While the stripy and zigzag states
are collinear single-Q states, this manifold includes
also states that are characterized by noncollinear
or noncoplanar spin patterns and/or multiple Bragg
peaks in the first Brillouin zone (multi-Q states)
[27]. Away from the special points of hidden SU(2)
symmetry, the degeneracy is lifted. It has been shown
that both quantum [6, 18] and thermal fluctuations
[86, 87] generically stabilize the collinear stripy and
zigzag states, respectively, to the detriment of the
other, noncollinear and noncoplanar, states.
An external magnetic field, however, will not
necessarily also favor canted version of collinear states.
This will in particular be true for field directions
that do not allow a homogeneous canting, i.e., when
the direction of the zero-field ordered moments is not
perpendicular to the field axis. For the x, y, and z
stripy states in the present model, for instance, the
spins are aligned along the cubic x, y, and z axes.
Consequently, these states will cant inhomogeneously
towards a field if the latter is not perpendicular to at
least one of the cubic axes. Another member of the
ground-state manifold at ϕ = −pi/4 is the “FM star”
state, which is characterized by an 8-site magnetic unit
cell, see inset in Fig. 6(c). In this state, two spins each
are aligned along the [111], [1¯1¯1], [1¯11¯], and [11¯1¯] axes.
In fact, one can show that this state has the largest
susceptibility among the members of the hidden-SU(2)
ground-state manifold, if the magnetic field is along
the [111] direction [27]. This means that a [111] field
will drive a transition from the zero-field stripy state
towards FM star if ϕ is near−pi/4. This applies both to
the classical and the quantum limit, and a similar field-
induced quantum phase transition should be expected
for ϕ near 3pi/4 in the regime of the zigzag zero-field
ground state. The full quantum phase diagram of
the Heisenberg-Kitaev model in field has so far not
been mapped out, but the classical analysis shows
a variety of further interesting transitions and field-
induced ordered phases for a field in the [111] direction
[27, 28], see Fig. 6(c). On the other hand, if the field
is aligned perpendicular to one of the cubic axes, e.g.,
h ‖ [001] or h ‖ [1¯10], then at least one domain of
both stripy and zigzag states can cant homogeneously
towards the magnetic field axes. In theses cases, no
intermediate field-induced phases are to be expected, in
agreement with the classical calculation, see Fig. 6(b).
3.3. Kitaev-Gamma model
Another interaction that is fully compatible with the
C∗3 symmetry of the Kitaev honeycomb model, and will
therefore also generically be present in real materials,
is the off-diagonal Gamma interaction [19]:
HΓ = Γ
∑
γ
∑
〈ij〉γ
(
Sαi S
β
j + S
β
i S
α
j
)
, (6)
where (α, β, γ) is a permutation of (x, y, z), such that α
and β label the two remaining directions on a γ bond.
In the classical limit, the Gamma-only model HΓ
has an extensive ground-state degeneracy, realizing a
classical spin liquid [52]. Adding an infinitesimal per-
turbation to this Gamma spin liquid drives a transi-
tion towards a magnetically ordered state. The clas-
sical Kitaev-Gamma model with Hamiltonian HKΓ =
HK + HΓ has a 120◦ ground state for K/Γ > 0 [19]
and a multi-Q and/or incommensurate ground state
for K/Γ < 0 [47, 88]. The S = 1/2 Kitaev-Gamma
model has been studied using exact diagonalization [53]
and density matrix renormalization group [54, 55] for
Γ > 0. These works found an extended parameter re-
gion −∞ < K/Γ < 0.32 for which the model does
not exhibit magnetic order at zero temperature. For
K/Γ < −2.5, the disordered ground state appears to
be adiabatically connected to the flux-free Kitaev spin-
liquid state characterized by a unit expectation value
of the plaquette operator, 〈Wˆp〉 = 1. Increasing K/Γ
towards the Gamma-only limit, the plaquette expec-
tation value sharply drops below zero, 〈Wˆp〉 ' −0.35,
suggesting a transition at K/Γ ' −2.5 towards a differ-
ent quantum-disordered phase dubbed Kitaev-Gamma
spin liquid [38,55]. While the transfer matrix spectrum
is suggestive of Majorana fermion excitations [54], the
precise nature of this novel quantum spin liquid and
its characteristic excitations is at present unknown.
In particular, it is not clear whether the state can
be adiabatically connected to the Kitaev ground state
or whether it realizes one of the various possible non-
Kitaev spin liquids [56]. For antiferromagnetic Kitaev
interaction with 0.32 < K/Γ < 7.9, the quantum-
disordered ground state gives way to the 120◦ magneti-
cally ordered state. Note that for K/Γ = 1 with Γ > 0,
the model can be mapped by a six-sublattice trans-
formation onto a ferromagnetic Heisenberg model [85].
The 120◦ state is therefore fluctuation-free at this point
of hidden SU(2) symmetry. Eventually, the antiferro-
magnetic Kitaev spin liquid is stabilized for K/Γ > 7.9.
The classical and quantum phase diagrams for the
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Figure 7. Phase diagrams of the Kitaev-Gamma model for
Γ > 0 (a) in the large-S limit, as obtained from classical Monte-
Carlo simulations [47,88] and (b) for S = 1/2, as obtained from
24-site exact diagonalization and density matrix renormalization
group on a two-leg strip [55, 88]. For K/Γ < 0, the classical
multi-Q and/or incommensurate phases “I” and “II” give way
to the Kitaev spin liquid (KSL) and the Kitaev-Gamma spin
liquid (KΓSL). Points with hidden SU(2) symmetry are marked
with black dots.
Kitaev-Gamma model with Γ > 0 are depicted in
Fig. 7.
In the pure Heisenberg-Kitaev model, the mag-
netic susceptibility χh, as well as the critical field hc
at which the transition to the high-field phase occurs,
depends only weakly on the direction of the external
field. However, when the off-diagonal Gamma interac-
tion is included, a positive Γ > 0 naturally leads to a
small magnetic susceptibility along the [111] direction
in the cubic basis (which in the materials corresponds
to the direction perpendicular to the honeycomb layer,
see Sec. 4.1) and a large susceptibility along the [112¯]
and [1¯10] directions (corresponding to two orthogonal
in-plane directions) [47, 54]. This behavior can be un-
derstood by realizing that Γ > 0 acts as an antifer-
romagnetic coupling for spins that are aligned along
the out-of-plane [111] direction, but as a ferromagnetic
coupling for spins along the in-plane directions. Con-
sequently, in a model with sizable Γ > 0, the out-of-
plane critical field h⊥c above which the high-field polar-
ized state is stabilized is significantly larger than the
in-plane critical field h
‖
c .
Although the Gamma interaction respects the
same crystal symmetries as the Heisenberg-Kitaev
model, the latter possesses a further (accidental)
discrete symmetry that is broken by a finite Γ. For
certain field directions, this has been shown to lead to
a finite transversal magnetization m⊥ ⊥ h in the high-
field phase, i.e., 〈Si〉 ≡ 〈S〉 is not parallel to h for all
h <∞ [47].
For intermediate fields 0 < h < hc, due to
the strong frustration and the broken SU(2) spin
symmetry, one may expect metamagnetic transitions
and novel field-induced phases for field directions that
do not allow a homogeneous canting of the classically
ordered ground states, as discussed in Sec. 2. In the
classical limit, this happens, for instance, if the field
is aligned along the in-plane [112¯] direction [38]. For
the S = 1/2 case, a magnetic field with a significant
component in the out-of-plane [111] direction can
also induce a transition towards a quantum-disordered
phase that appears to be adiabatically connected to the
Kitaev spin liquid [55]. Further types of spin liquids
have also been proposed for other field directions [89].
3.4. Realistic models for α-RuCl3 and Na2IrO3
The materials α-RuCl3 and Na2IrO3 are spin-orbit-
coupled Mott insulators that crystallize in a van-
der-Waals layered structure with the magnetic ions
Ru3+ and Ir3+, respectively, forming two-dimensional
honeycomb lattices, for details see Sec. 4. The majority
of the theoretical literature focusses on genuine two-
dimensional models, assuming that the interlayer
couplings can be neglected. The generic exchange
interaction Hij between two sites i and j of the same
honeycomb layer is constrained by symmetry [7, 9, 19,
42]. Assuming local C2h symmetry of the γ bond
between (not necessarily nearest-neighbor) sites i and
j leads to the form [9]
H(γ)ij = JijSi · Sj +KijSγi Sγj + Γij
(
Sαi S
β
j + S
β
i S
α
j
)
+ Γ′ij
(
Sγi S
α
j + S
γ
i S
β
j + S
α
i S
γ
j + S
β
i S
γ
j
)
, (7)
with Heisenberg interactions Jij , Kitaev interactions
Kij , and symmetric off-diagonal interactions Γij and
Γ′ij . If trigonal distortions can be neglected, Γ
′
ij is
expected to be small [88], and the coupling strengths
Jij , Kij , and Γij , respectively, are the same on bonds
that are related by 120◦ lattice rotations. On the level
of the nearest-neighbor interactions, this leaves us with
three independent couplings J , K, and Γ, which are
the same respectively on all three types of bonds x, y,
and z. This suggests the Heisenberg-Kitaev-Gamma
(HKΓ) model with Hamiltonian
HHKΓ = HHK +HΓ + . . . (8)
as a minimal model in the maximally symmetric situa-
tion with undistorted honeycomb lattices. Here, the
ellipsis denotes possible interactions beyond nearest
neighbors. The relative sizes of the interactions for
α-RuCl3 and Na2IrO3 have been estimated by using
strong-coupling expansion [40, 41, 43] and exact diag-
onalization [42] of the relevant electronic Hamiltonian
obtained from density functional theory, as well as by
employing quantum chemistry computations [26, 90].
Most of these works suggest a dominant ferromagnetic
nearest-neighbor Kitaev interaction for both α-RuCl3
and Na2IrO3, supplemented with a sizable positive
Gamma interaction for α-RuCl3, and (potentially) a
significant third-nearest-neighbor Heisenberg interac-
tion that couples spins on opposite sites of a hexagon.
We note that from these studies, no definite consensus
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Figure 8. Crystal structure of a α-RuCl3 layer with magnetic
Ru3+ ions sitting on the sites of a honeycomb lattice and
nonmagnetic Cl− ions forming edge-shared octahedra. The [111]
axis in the cubic spin-space basis corresponds to the c∗ axis,
which is perpendicular to the honeycomb layer, while the [1¯10]
and [112¯] axes correspond to the two in-plane directions parallel
and perpendicular to a Ru-Ru bond. Reprinted from [47].
has been reached concerning the detailed model pa-
rameters, as the results of ab-initio-based approaches
sensitively depend on details of both the modelling and
the assumed crystal structure; see [9,47] for overviews.
Important insights into the relevant parameter
regions for these interactions comes from the com-
parison with experimental results. At low tempera-
tures and zero field, α-RuCl3 and Na2IrO3 have been
found to display in-plane zigzag antiferromagnetic or-
der [24, 91–93]. There are three different basic mecha-
nisms that are capable to realize this magnetic state:
(1) For a strong antiferromagnetic Kitaev interaction,
K > 0, zigzag order can be stabilized by inclusion of a
weak ferromagnetic Heisenberg interaction, J < 0 [18];
cf. Fig. 6(a). (2) If the Kitaev interaction is ferromag-
netic, K < 0, a sizable antiferromagnetic third-nearest-
neighbor Heisenberg interaction J3 > 0 also induces
zigzag order [42,94]. (3) Zigzag order can furthermore
also be stabilized within a pure nearest-neighbor model
for ferromagnetic Kitaev interaction if a sizable off-
diagonal Gamma interaction Γ > 0 and/or Γ′ < 0 is
present [19,43,45,88].
The response to an external magnetic field deci-
sively depends on the particular zigzag stabilization
mechanism, as well as on the respective field direc-
tion [29, 47]. In α-RuCl3 (Na2IrO3), the cubic ba-
sis vectors ex, ey, and ez, which represent the local
spin quantization axes on the three different types of
bonds in the Kitaev model, connect magnetic Ru3+
(Ir4+) ions with their nonmagnetic Cl− (O2−) neigh-
bors, the latter forming a network of edge-shared octa-
hedra. Without trigonal distortion, there are therefore
three crystallographically inequivalent directions cor-
responding to the two in-plane directions a ‖ [112¯]
and b ‖ [1¯10] (perpendicular and parallel to Ru-
Ru bonds, respectively) and the out-of-plane direction
c∗ ‖ [111]; see Fig. 8. We note that the directions
a, b, and c∗ may or may not coincide with the crys-
tallographic lattice vectors, depending on the actual
three-dimensional crystal structure of the material; cf.
Sec. 4.1. For α-RuCl3, the comparison of the theoreti-
cal results with the various experiments in field points
to a HKΓ model with dominant K < 0 and sizable
Γ > 0 (Scenario 3), in qualitative agreement with the
ab-initio results mentioned above [47]. A candidate
parameter set, which has been successfully applied in
different recent studies of α-RuCl3 is (J,K,Γ, J3) '
(−0.5,−5.0,+2.5,+0.5) meV [29, 33, 46]. Na2IrO3 is
believed to be characterized also by ferromagnetic Ki-
taev interactions, but a significantly smaller Gamma
interaction (Scenario 2) [25,47]. We reiterate, however,
that the precise values of the parameters, as well as the
influence of other couplings and/or bond anisotropies,
remain under debate to date.
If frustration is large, the field may, for some
field directions, induce transitions from the canted
zigzag low-field ground state towards novel ordered
or disordered intermediate phases, before the system
eventually enters the high-field phase at high fields.
This has been shown to occur generically for
strong antiferromagnetic Kitaev interaction K > 0
(Scenario 1) [27, 71, 95] as well as for strong Γ > 0
(Scenario 3) [26, 38]. In the latter case, a field with a
significant out-of-plane component can stabilize a field-
induced spin liquid that appears to be adiabatically
connected to the Kitaev spin liquid [55]; see Fig. 9.
This may be of relevance to the experiment of Ref. [39],
to be discussed in Sec. 4.4.
In order to facilitate quantitative comparisons
between the model calculations and the experimental
data in external fields, knowledge of the g tensor
occurring in the definition of the effective field h ≡
µBµ0gH in terms of the physical external field H
is indispensable. If trigonal distortions are weak,
the g tensor is expected to be isotropic, g ≈
diag (gab, gab, gc∗), with the in-plane component gab
being of approximately the same size as the out-of
plane component gc∗ [96]. If sizable trigonal distortions
are present, it has been argued that the g tensor
is still diagonal in the {a,b, c∗} basis, but with
anisotropic eigenvalues gab 6= gc∗ [44]. For α-RuCl3,
experiments [23, 24, 96] and ab initio calculations [26]
suggest gab/gc∗ & 1, while for Na2IrO3 it is expected
that gab/gc∗ . 1 [97]. However, the debate on
the actual size of the deviation from the isotropic
case has not been settled to date. For α-RuCl3,
for instance, values for gab/gc∗ ranging from 1.1 [96]
to 2.3 [26] have been reported. We note that an
estimate of the g tensor from experimental data is
complicated by the fact that a sizable off-diagonal
Gamma interaction present in realistic models leads
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Figure 9. Results for the S = 1/2 HKΓ model in an external
magnetic field tilted 5◦ away from the [111] axis towards the
[112¯] axis. The model has a zigzag (ZZ) ground state for
low fields h . 0.3 and stabilizes a disordered state that is
adiabatically connected to the Kitaev spin liquid (KSL) at
intermediate fields 0.3 . h . 0.7, before the transition to
the high-field polarized state (PS). (a) Static spin structure
factor in the three different phases. (b) Magnetization (blue)
and magnetic susceptibility (green) as function of h. Here, the
parameters (J,K,Γ) = (0,−0.938, 0.347), supplemented by an
additional Γ′ = −0.03, have been used (all energies in units of√
K2 + Γ2 ≡ 1). Reprinted from [55].
to a significant dependence of the magnetic response
on the field direction, as discussed in Sec. 3.3. This
is exemplified for a realistic model for α-RuCl3 in
Fig. 10, which shows the intrinsic dependence of the
low-temperature magnetic susceptibility on the field
angle. Disentangling this intrinsic anisotropy, which
arises from the bond-dependent interactions, from the
extrinsic anisotropy that arises from an anisotropic g
tensor thus becomes rather model dependent.
3.5. Topological magnons
At sizable fields above a certain critical field strength,
the high-field polarized state is stabilized. While this
phase may still be characterized by strong quantum
fluctuations in the vicinity of the critical field as a
consequence of the broken spin rotation invariance,
quantum fluctuations will be suppressed in the infinite-
field limit. This facilitates a controlled semiclassical
description in terms of weakly interacting magnons. As
the magnetic unit cell in the high-field phase consists
of two sites, the Brillouin zone features two magnon
bands. For a field in the [111] direction, these two
magnon bands in general do not touch each other,
which allows to define a Berry curvature everywhere in
the Brillouin zone [98, 99]. Integration over the Berry
curvature reveals nontrivial Chern numbers ±1 of the
two bands, implying the existence of topologically
d
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Figure 10. Low-temperature susceptibility for a realistic model
for α-RuCl3 as a function of field angle for small fields, neglecting
a possible g tensor anisotropy. For in-plane fields (blue), the
susceptibility shows characteristic three-fold oscillations when
rotating the field from a to −a. When rotating from a to
c∗ (red), the susceptibility decreases significantly. Kinks arise
from domain switching. Here, the parameters (J,K,Γ) =
(−0.5,−5.0,+2.5) meV, supplemented by an additional third-
neighbor Heisenberg interaction J3 = 0.5 meV have been used.
Reprinted from [47].
protected chiral magnon edge modes that connect the
two bulk bands. If the field strength is not too
close to the transition field, the magnon bands remain
well-defined also upon taking magnon interactions
into account, which suggests that their topological
character may be of experimental relevance [98].
Figure 11 displays the finite-temperature behavior
of the thermal Hall response in the ferromagnetic
Kitaev model, which shows a characteristic sign change
resulting from the variation of the Berry curvature
as a function of energy. However, in contrast to the
situation in the spin-liquid phase at low fields shown in
Fig. 4, the topological magnon edge states are gapped,
leading to an exponential suppression of κxy/T in the
low-temperature limit. If the spins are polarized in
a direction away from the [111] axis, such as [001],
the gap between the two magnon bands can be tuned
to close and re-open as a function of the exchange
interactions. This way, one can realize a topological
transition across which the Chern numbers of the two
bands change from 0 to ±1 [99]. Similar topological
transitions have recently also been predicted in the low-
field zigzag phase [100].
3.6. Other lattices and open questions
Extended Heisenberg-Kitaev models can be defined on
every lattice which has a coordination number that is
divisible by three [57], and we list a few examples.
In the Heisenberg-Kitaev model on the trian-
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Figure 11. Transverse thermal conductivity κxy/T in units
of k2B/~ in the high-field phase of the ferromagnetic Kitaev
model in an external field along the [111] direction, with
h/S = 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 3, 4 (in the direction of
the arrow). Inset: Dispersion of the two magnon bands at
h/S = 0.1, with the color indicating the Berry curvature. All
energies in units of |K| ≡ 1. Reprinted from [98].
gular lattice, which may be relevant for the irid-
ium perovskite Ba3IrTi2O9, non-trivial spin textures
emerge [59, 60, 101–103]. Their in-field behaviors re-
main largely unexplored to date.
On the three-dimensional hyperkagome lattice,
bond-dependent Kitaev-like interactions have been
proposed as a model for Na4Ir3O8 [61, 62,104].
The Heisenberg-Kitaev models on the three-
dimensional hyperhoneycomb [105] and stripyhoney-
comb lattices [106] exhibit ground-state phase dia-
grams that are analogous to those of the planar-
honeycomb-lattice model, with three-dimensional
analogs of zigzag and stripy magnetic orders. The
lithium iridate polymorphs β- and γ-Li2IrO3 are spin-
orbit-coupled magnetic insulators that crystallize in
hyperhoneycomb and stripyhoneycomb geometries, re-
spectively. These compounds, however, realize non-
coplanar spiral orders [107–110] that are not cap-
tured by the pure Heisenberg-Kitaev models, similar to
their planar-honeycomb-lattice polymorph α-Li2IrO3
[49, 111]. These incommensurate orders can be re-
alized within an anisotropic model of coupled zigzag
chains [112], or alternatively in a bond-isotropic HKΓ
model with equal magnitude of exchange couplings on
all bonds [113,114].
The incommensurate order in β-Li2IrO3 can
be understood as a twisted version of a nearby
commensurate order [115]. Application of a weak
external magnetic field gradually reduces this order
and simultaneously promotes a superimposed uniform
zigzag order up until a characteristic field strength at
which the incommensurate spiral order is completely
suppressed, leaving behind only the field-induced
canted zigzag order [48]. The intensities of the Bragg
peaks at the incommensurate and zigzag ordering
wavevectors satisfy a sum rule, which may indicate that
the two different states in fact represent intertwined
components of the same order [51].
In α-RuCl3, very recent inelastic neutron scat-
tering experiments have determined the high-field
magnon dispersion along the third, out-of-plane, direc-
tion, suggesting the interlayer spin exchange interac-
tions to be of the order of (at most) a few percent of the
in-plane couplings [116]. A proper three-dimensional
model that takes such interlayer couplings into account
should reveal further interesting insights, in particular
when the effects in external magnetic fields are consid-
ered.
4. Materials: α-RuCl3 and Na2IrO3 in external
fields
The purpose of this section is to discuss experimen-
tal results concerning Kitaev materials in applied mag-
netic fields, and to confront those with theory as de-
scribed in the previous sections. We will restrict our
attention to α-RuCl3 and Na2IrO3, for which exten-
sive experimental data are available. We start with
small-field properties, such as the linear-response sus-
ceptibility and the direction of ordered moments, and
then discuss the behavior at elevated fields.
4.1. Conventions for field directions
At room temperature, α-RuCl3 [24, 117] and Na2IrO3
[91,92] adopt a monoclinic crystal structure with space
group C2/m. The low-temperature structure of α-
RuCl3 has been a matter of some debate [9]. Some
of the most recent samples exhibit a structural phase
transition in the region around 100–150 K [23,118–120],
with the refinement of the neutron diffraction data
indicating a rhombohedral structure with space group
R3¯ at the lowest temperatures [121].
When specifying directions of fields and moments,
we use, for both α-RuCl3 and Na2IrO3, the monoclinic
notation as depicted in Fig. 8 for the example of α-
RuCl3. We alert the reader that as a result of the
confusion concerning the low-temperature structure
of α-RuCl3, different conventions have been used
in the literature to label the directions of magnetic
field and moments. Most of the theory literature as
well as Refs. [24] and [117] employ the monoclinic
notation in which the two orthogonal in-plane axes
a and b correspond to the directions perpendicular
and parallel, respectively, to a nearest-neighbor Ru-
Ru bond, as depicted in Fig. 8. Refs. [37, 38, 120, 121]
instead use a trigonal notation in which the two
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Table 1. Crystallographically inequivalent directions in
different notations. NN bond: Nearest-neighbor Ru-Ru (Ir-Ir)
bonds.
Monoclinic Trigonal Spin Space
(reciprocal)
a (1, 2¯, 0) [112¯] in plane,
⊥ NN bond
b (1, 0, 0) [1¯10] in plane,
‖ NN bond
c∗ (0, 0, 1) [111] out of plane
in-plane basis vectors enclose an angle of 120◦ and
are parallel to next-nearest-neighbor Ru-Ru bonds.
The corresponding reciprocal lattice vectors hence
enclose an angle of 60◦ and are both perpendicular
to edges of the first Brillouin zone. The reciprocal
(1, 2¯, 0) direction in the trigonal notation [which is
symmetry equivalent to (2, 1¯, 0) and (1, 1, 0)] then
corresponds to the a axis in the monoclinic notation of
Fig. 8, while the (1, 0, 0) direction [which is symmetry
equivalent to (0, 1, 0) and (1¯, 1, 0)] corresponds to
the b axis. As third basis vector, we use the c∗
axis, which corresponds to the out-of-plane direction
perpendicular to a and b and agrees with (0, 0, 1) in the
trigonal notation. Note that in the monoclinic crystal
structure, the actual third crystallographic axis c lies in
the ac∗ plane, but is tilted away from the c∗ axis. E.g.,
in Na2IrO3 at room temperature, the angle between c
and a is β = 109.0◦ [91], while c∗ ⊥ a per definition.
Finally, we note that the Kitaev model itself
is formulated in terms of the cubic spin-space basis
vectors ex, ey, and ez, which in α-RuCl3 (Na2IrO3)
connect the central Ru (Ir) ions with the corners of
their surrounding Cl (O) octahedra. The [112¯] and
[1¯10] directions in the spin-space basis correspond to
the two in-plane axes a and b in the monoclinic
notation, while the [111] direction corresponds to the
out-of-plane c∗ axis; see Fig. 8.
The different notations for three crystallographi-
cally inequivalent directions are summarized in Table 1.
4.2. Magnetic order and direction of moments
The materials α-RuCl3 and Na2IrO3 show magnetic
order at low temperatures and zero field. In order to
establish the responses of these materials to an external
magnetic field, it is crucial to understand the types of
order and the directions of the ordered moments.
4.2.1. α-RuCl3. α-RuCl3 displays zigzag antiferro-
magnetic order below TN = 7 K [14,93]. In this single-
Q state, the in-plane propagation wavevector equals
one of the three M points in the Brillouin zone. In
the out-of-plane direction, the magnetic order is frag-
Na2lrO3
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c
z
x
y
Ir
O
z-bond
x-bond
y-bond
Θ
Figure 12. Direction of spins in Na2IrO3. In the z zigzag
domain with antiferromagnetic z bonds, the spins (blue arrows)
lie in the ac plane in the monoclinic basis, with an out-of-plane
angle Θ that turns out to be such that the spins are close to the
[110] axis in the spin-space basis. Reprinted from [125].
ile and easily altered by the formation of stacking
faults. In high-quality single crystals, the magnetic
refinement is consistent with a three-layer periodicity,
dubbed ABC [117,121]. If the as-grown single crystals
are mechanically deformed, a broader second transition
at T ′N = 14 K is induced. Powder sample show only a
single anomaly at 14 K [14]. This 14 K transition is
characterized by the formation of a two-layer period-
icity (“AB”) [14, 24] and it has been associated with
strong stacking disorder [93,117].
The direction of the ordered moments has been
determined by polarized neutron diffraction: It lies in
the ac∗ plane, being tilted away from the a direction
by an angle αm ' 20◦ [122]. This is in reasonable
agreement with the result deduced from the HKΓ
model if one assumes Γ/K ' −0.5 and a g tensor
anisotropy of gab/gc∗ ' 1.8 [38].
4.2.2. Na2IrO3. The known samples of Na2IrO3
exhibit a single transition towards in-plane zigzag
antiferromagnetic order at TN = 15 K [91, 97, 123,
124]. In the out-of-plane direction, the neutron-
diffraction data on single crystals are consistent with
an antiferromagnetic AB stacking [92]. The ordered
moments again lie in the ac∗ plane, but with a larger
out-of-plane component as compared to α-RuCl3.
Using the resonant X-ray scattering data of Ref. [125],
the tilting angle of the ordered moments mi ∝ gSi
away from the in-plane a axis has been estimated as
αm ' 50◦ [44]. This result suggest a significantly
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Figure 13. Low-field susceptibilities as function of temperature in (a) α-RuCl3 (reprinted from [93]) and (b) Na2IrO3 (reprinted
from [97]). In α-RuCl3, the out-of-plane susceptibility χc is much smaller than the in-plane susceptibility χab, while in Na2IrO3
χc > χab.
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Figure 14. Low-temperature susceptibility m/(µ0H) in α-
RuCl3 as a function of the in-plane field angle φ for different
field strengths. Here, φ = 0◦ (φ = 90◦) corresponds to a field
H in the in-plane b (−a) axis. The low-field curve should be
compared with the theoretical result for the HKΓ model (blue
curve in Fig. 10). Reprinted from [38].
smaller off-diagonal Gamma interaction in Na2IrO3 as
compared to α-RuCl3 [47, 126]. The direction of the
spins in Na2IrO3 is illustrated in Fig. 12.
4.3. Magnetic anisotropy
As explained in Sec. 3.3, bond-dependent interactions
naturally lead to a strongly anisotropic magnetic
response.
4.3.1. α-RuCl3. For α-RuCl3, detailed measure-
ments of the magnetic susceptibility at high temper-
ature have been reported in Ref. [120]; corresponding
results at low temperatures are presented in Refs. [38].
Earlier measurements have been communicated in
Refs. [14, 22–24,31,33,93].
The most striking property is that the out-of-
plane susceptibility χc for fields along c
∗ is significantly
smaller than the in-plane susceptibility χab, see
Fig. 13(a): Their ratio is slightly less than 2 at room
temperature, grows to a factor of up to 10 close
to the Ne´el temperature, and levels at around 5–8
deep in the zigzag ordered phase, depending on the
particular in-plane direction [120]. The significant low-
temperature anisotropy is unlikely to be an effect of an
anisotropic g tensor alone, which is expected to have an
anisotropy ratio gab/gc∗ of at most about 2 [26,96], and
therefore must be rooted in the interactions. A natural
explanation is provided by a positive off-diagonal
Gamma term, which acts as an antiferromagnetic
coupling for out-of-plane components of the spins,
but as a ferromagnetic coupling for in-plane spin
components [47]. In the HKΓ model with Γ/K ' −0.5,
this intrinsic anisotropy leads to an additional factor
of about 3–4 in the low-temperature susceptibility,
which, together with a moderate g-tensor anisotropy,
is consistent with the measured values in α-RuCl3.
Similarly, the critical field Hc at which the
quantum transition towards the high-field phase occurs
strongly depends on the field axis. It is significantly
smaller for in-plane fields than for out-of-plane fields, in
qualitative agreement with the low-field susceptibility
[24]. The dependence of Hc as a function of the out-of-
plane field angle has recently been mapped out in detail
[127]. It has a sharp maximum of about 35 T occurring
at an angle of around 10◦ degrees away from the c∗
axis and a broad minimum of less than 10 T occurring
near the ab plane. This result is in semiquantitative
agreement with the theoretical expectation for the
HKΓ model with Γ/K ' −0.5 [47].
For in-plane fields, α-RuCl3 displays a combined
two-fold and six-fold susceptibility anisotropy as a
function of the field angle, as shown in Fig. 14. The six-
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Figure 15. Phase diagrams of α-RuCl3 in in-plane magnetic fields (a) extracted from magnetization measurements down to 0.7 K
(reprinted from [24]) and (b) extracted from specific-heat measurements down to 0.4 K, with color-coded magnetic entropy (reprinted
from [33]). The dashed lines indicate the extracted thermodynamic excitation gap.
fold piece is consistent with the honeycomb structure
and in agreement with the theoretical result for the
HKΓ model shown in Fig. 10, while the two-fold piece
arises from trigonal distortions [120] and, for low fields,
from unequal zigzag domain population [38].
4.3.2. Na2IrO3. In Na2IrO3, the susceptibility
anisotropy is opposite to the one in α-RuCl3, see
Fig. 13(b): The in-plane susceptibility χab is signifi-
cantly smaller than the out-of-plane susceptibility χc∗ ,
with a ratio χab/χc∗ ranging from about 0.6 at room
temperature to a minimum near the Ne´el tempera-
ture of about 0.4 [97]. The largest contribution to this
anisotropy most likely originates from an anisotropy in
the g tensor, which is expected to arise from a trig-
onal crystal field. This in turn is again consistent
with the expectation that the intrinsic anisotropy aris-
ing from the off-diagonal Gamma interaction is sig-
nificantly smaller in Na2IrO3 than in α-RuCl3. In a
finite magnetic field, the magnetization is largely fea-
tureless and increases linearly with field up to 60 T;
magnetic torque measurements show anomalies only
in fields above 30 T [25]. The latter have been inter-
preted as evidence for a dominant ferromagnetic Kitaev
exchange interaction, in agreement with the estimates
from ab-initio calculations [42,90,128,129].
4.4. Field-induced phases and phase transitions in
α-RuCl3
For α-RuCl3, it has been reported early on that the
zigzag magnetic order can be suppressed by applying
a moderate in-plane magnetic field, i.e., the Ne´el
temperature drops to zero with increasing field [24,32,
33], see phase diagram in Fig. 15. The corresponding
critical field Hc is around 7–8 T, its precise value
depending on the in-plane field direction. In contrast,
fields up to 30–40 T applied perpendicular to the plane
appear to leave the zigzag order intact.
For in-plane fields above Hc no thermal transition
is observed, indicating a paramagnetic phase. Numer-
ous observations such as NMR, thermodynamic mea-
surements, and heat transport point to a sizable (spin)
gap which closes at Hc and continuously reopens for
H > Hc, reaching 40–50 K at 15 T [31, 32]. We note
that in specific-heat measurements, temperatures be-
low 1 K are required to see clear signatures of the gap
for fields smaller than 12 T, while the specific heat
above 2 K is consistent with approximate power-law
behavior [33, 34]. The transition at Hc has been an-
alyzed in detail in Ref. [33]: Measurements down to
0.4 K show signatures of an exponentially suppressed
specific heat at low T , indicating an excitation gap
both for H < Hc and H > Hc, with the gap be-
ing minimal (or zero) at Hc ≈ 7 T, see Fig. 15. The
specific-heat data display approximate scaling behav-
ior signifying a quantum critical point at Hc, with ex-
ponents consistent with the Ising universality class in
2 + 1 dimensions.
The destruction of zigzag order at in-plane fields
of about 7–8 T is consistent with theoretical results
for realistic HKΓ models, treated either in the
semiclassical limit [47] or for S = 1/2 [29] (with the
precise value of Hc depending on model parameters
including the g tensor). The field-induced phase above
Hc has been interpreted as a (topological) quantum
spin liquid [31]. This would require the existence
of another quantum phase transition at higher fields
where the spin liquid would give way to the trivial
high-field phase; for in-plane fields such a transition
has not been clearly detected to date and also appears
absent from numerical results.
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Figure 16. Inelastic neutron scattering intensity of α-RuCl3 in the paramagnetic phase as function of energy and wavevector
along (H, 0, 0) in the trigonal notation, corresponding to the b axis in Fig. 8. Left: T = 2 K and µ0H = 8 T with H ‖ a, i.e., near
the QPT at Hc. Right: T = 15 K and µ0H = 0 T. Reprinted from [37].
A detailed analysis of AC susceptibility measure-
ments at low T did find two transitions as function
of applied in-plane field [38]. Here, the upper transi-
tion corresponds to the destruction of antiferromag-
netic order at Hc ≈ 7 T mentioned above, whereas
the lower transition occurs at H ′c ≈ 6 T within the
ordered phase. Both Hc and H
′
c show a character-
istic dependence on the in-plane field direction, with
sixfold periodicity. Hence, α-RuCl3 displays an inter-
mediate ordered phase, and Ref. [38] suggested that
a canted antiferromagnetic state with larger intralayer
unit cell may be realized for H ′c < H < Hc, the ex-
istence of which is triggered by the proximity to the
Kitaev-Gamma model.
4.4.1. Magnetic excitation spectrum. Inelastic neu-
tron scattering has been employed to map out the mag-
netic excitations of α-RuCl3 as function of energy and
momentum, both at zero field [14, 15, 17] and up to
the critical field [37]. The results document highly un-
conventional behavior: The zero-field zigzag-ordered
state displays the expected spin-wave modes near the
M points at low energy, however, in addition a large
scattering intensity is seen near the Γ point over a large
energy range up to 7 meV. Heating above the Ne´el tem-
perature eliminates the spin-wave modes, while the Γ
feature acquires more intensity. Given that this feature
is broad in momentum space, it has been interpreted
in terms of proximate spin-liquid behavior, and com-
parison with the spectrum of the Kitaev model [64] has
been made [14,15].
Remarkably, applying an in-plane magnetic field
has an effect onto the excitation spectrum similar
to raising the temperature: The low-temperature
excitation spectrum at 8 T, i.e., close to Hc, also
displays a strong signal centered at Γ, but essentially
no intensity near the M points, see Fig. 16. This is
noteworthy in two aspects: First, little intensity near
the M points implies that any critical spin dynamics
near M – as a precursor of the low-field ordered state
– must be restricted to energies below 1 meV. Second,
the spectrum indeed indicates close proximity of the
system near Hc to a spin liquid.
The excitation spectrum at zero wavevector has
also been probed using techniques of electron spin
resonance, microwave, and THz absorption [130–133].
These results collectively show low-energy magnetic
excitation modes both above and below Hc. These
modes soften and broaden upon approaching Hc,
indicating an excitation continuum. In addition, a
background continuum reaching down to 0.4 meV has
been reported [133] to exist over a broad field range
below Hc.
4.4.2. Thermal transport and thermal Hall effect.
The longitudinal thermal conductivity, κxx of α-RuCl3
as function of field has been measured in Refs. [30,
36, 134]. At low temperatures, the in-plane thermal
conductivity shows a minimum around Hc and strongly
increases for larger fields. A plausible explanation
is that the thermal transport is phonon-dominated,
with phonon scattering by magnetic excitations being
strongest near Hc where the spin gap is small. Clear-
cut signatures of magnetic heat transport have not
been detected in κxx to our knowledge.
Remarkably, clear indications of magnetic heat
transport have been found, however, in the transverse
thermal conductivity κxy, i.e., the thermal Hall effect.
While κxy is finite in bulk metals and quantized
in conventional quantum Hall states, κxy/T =
nth[(pik
2
B)/(6~)], with nth being the number of heat-
carrying chiral edge modes, κxy in magnetic insulators
is often essentially zero due to the absence of a Lorentz
force. Exceptions to the latter are non-trivial chiral
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Figure 17. Transverse thermal conductivity of α-RuCl3, plotted as κxy/T , as function of magnetic field which is titled by an angle
θ away from the c∗ axis towards the a axis. Over a range of fields κxy/T is approximately quantized, corresponding to nth = 1/2,
i.e., a single chiral Majorana edge mode, see text. Left: θ = 60◦, Right: θ = 45◦. Reprinted from [39].
magnetic states. Therefore it came as a surprise when
a significant κxy was measured in α-RuCl3 for out-of-
plane fields in the paramagnetic phase, i.e., above the
Ne´el temperature [135,136].
The perhaps most exciting observation concerns
the finding of a half-quantized thermal Hall effect in
Ref. [39]: At low temperatures around 3.5–5 K and in
a particular window of magnetic field a thermal Hall
signal corresponding to nth = 1/2 was measured in
α-RuCl3, see Fig. 17. This observation appears tied
to a field titled 45◦ or 60◦ away from the c∗ axis and
emerges at field strengths of 9–10 T. A thermal Hall
effect with nth = 1/2 is expected from a chiral edge
mode of Majorana fermions in the presence of a bulk
gap, and this is indeed realized in the B phase of
the Kitaev model in an applied field, as discussed in
Sec. 3.1. Consequently, the experiment of Ref. [39] has
been interpreted as direct evidence for a field-induced
topological spin-liquid phase with a Majorana edge
mode in α-RuCl3. Subsequent theory work [137, 138]
has argued that the expected quantization of κxy/T [4]
can survive even in the presence of strong phonon
heat conductivity (i.e., small Hall angles). Further
experiments are needed to determine the evolution
of κxy at temperature below 3.5 K and to search for
clear signatures of the quantum phase transition(s)
bounding the topological phase.
5. Outlook
Spin-orbit-coupled magnets in general and Kitaev
materials in particular constitute a highly active field
of condensed-matter research. In this review article,
we have summarized the current understanding of the
behavior of Kitaev magnets in external magnetic fields,
covering both theoretical and experimental results.
We have highlighted the strongly anisotropic magnetic
responses, the occurrence of novel field-induced phases,
and the possibility for topological magnon excitations.
Progress in the field can be expected along dif-
ferent avenues: First, the synthesis and investiga-
tion of novel candidate materials will broaden the
materials base. One interesting case in point is
TbInO3, realizing a spin-orbit-coupled honeycomb
magnet with no detectable magnetic order at low tem-
peratures [139]. Recent suggestions for Kitaev mate-
rials also include YbCl3, which exhibits an interest-
ing field response [140, 141]. Second, careful studies of
low-temperature thermodynamic and transport prop-
erties as function of continuous field strength and angle
are required to uncover the rich phenomenology ex-
pected on theoretical grounds. Third, the progress of
numerical methods for two-dimensional spin systems,
most notably variants of density matrix renormaliza-
tion group approaches, will yield a more comprehensive
picture of quantum phase diagrams in applied fields.
Fourth, conceptual and field-theoretic ideas will help
to understand the quantum phase transitions observed
both in experiment and numerics. Together, this will
pave the way to applications involving, e.g., emergent
Majorana-fermion modes.
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Appendix A. Spin-wave theory in the
high-field phase
High-field limit. Spin-wave theory relies on a semi-
classical expansion with the inverse spin magnitude
1/S serving as a formal control parameter, where S →
∞ corresponds to the classical limit. For S = 1/2, this
is in general not a reliable approach if strong frustra-
tion is present. However, for field strengths h that are
much larger than the relevant exchange interactions,
quantum fluctuations are suppressed for any fixed S,
suggesting 1/h as an alternative control parameter of
the semiclassical expansion. Let us consider the HKΓ
model, with an additional third-neighbor Heisenberg
interaction J3, in an external field h,
HZHKΓ =
∑
〈ij〉γ
[
JSi · Sj +KSγi Sγj + Γ(Sαi Sβj + Sβi Sαj )
]
+
∑
〈〈〈ij〉〉〉
J3Si · Sj − h ·
∑
i
Si, (A.1)
where (α, β, γ) = (x, y, z) on a z bond and cyclically
permuted on x and y bonds. Magnons are the collective
excitations that describe the low-energy quantum
fluctuations about the classical ground state. We
consider a general field direction
h/h = aˆ sinϑh cosϕh+ bˆ sinϑh sinϕh+ cˆ
∗ cosϑh, (A.2)
where aˆ and bˆ are normalized crystal in-plane lattice
vectors in the monoclinic basis and cˆ∗ is the unit vector
in the out-of-plane direction; cf. Fig. 8. ϑh ∈ [0, pi]
and ϕh ∈ [0, 2pi) denote the field’s out-of-plane and in-
plane angles, respectively. In the high-field phase, the
classical ground state is 〈S/S〉S→∞ = n with
n = aˆ sinϑS cosϕS + bˆ sinϑS sinϕS + cˆ
∗ cosϑS . (A.3)
As discussed in Sec. 3.3, the spins’ out-of-plane angle
ϑS is in general not equal to the field angle ϑh in the
presence of a finite off-diagonal Gamma interaction. In
the classical limit, the relation between ϑS and ϑh is
given by the implicit equation [47]
h
S
sin(ϑh − ϑS) + 3Γ
2
sin 2ϑS = 0. (A.4)
Note that ϑS = 0 (ϑS = pi/2) for ϑh = 0 (ϑh = pi/2),
but in general ϑS differs from ϑh. On the other hand,
the in-plane angles are always equal, ϕS = ϕh, such
that the projection of the spin onto the ab plane is
always parallel to the field’s in-plane component.
Holstein-Primakoff bosons. In the spin-wave theory,
each spin operator Si is replaced by bosonic operators
ai and a
†
i , which satisfy the canonical commutation
relations [ai, a
†
j ] = δij and [ai, aj ] = [a
†
i , a
†
j ] = 0. We
employ a Holstein-Primakoff decomposition
S+i =
√
2S
√
1− a
†
iai
2S
ai =
√
2Sai +O(1/
√
S), (A.5)
S−i =
√
2Sa†i
√
1− a
†
iai
2S
=
√
2Sa†i +O(1/
√
S), (A.6)
Sni = S − a†iai. (A.7)
Here, Sni ≡ (S · n) is the spin component along the
classical spin direction n and S±i ≡ (Si ·e)±i[Si ·(n×e)]
are the ladder operators consisting of the orthogonal
spin components, with e being an (arbitrary) unit
vector perpendicular to n. In Eqs. (A.5-A.7), the last
expression respectively corresponds to the linear spin-
wave theory, which leads to the noninteracting magnon
picture.
A straightforward calculation leads to the
quadratic Hamiltonian
HZHKΓ = S2εcl
+
S
2
∑
q
(
~αq
~α∗−q
)†(
K(q) ∆†(q)
∆(q) KT(−q)
)(
~αq
~α∗−q
)
+O(S0), (A.8)
where S2εcl is the classical ground-state energy and
~αq =
√ 2N ∑i∈A e−iq·Riai√
2
N
∑
j∈B e
−iq·Rjaj
 (A.9)
and ~α∗q ≡
(
~αTq
)†
are the vectors of magnon annihilation
and creation operators on the two sublattices A
and B of the honeycomb lattice, with Ri and Rj
corresponding to the respective position vectors and
N the number of sites. In the high-field phase of the
HKΓ model, the 2 × 2 matrices K(q) and ∆(q) have
the form
K(q) =
(
ε0 λ0(q)
λ∗0(q) ε0
)
(A.10)
and
∆(q) =
(
0 λ1(q)
λ1(−q) 0
)
. (A.11)
In terms of the nearest-neighbor vectors δx, δy, and
δz on the x, y, and z bonds of the honeycomb lattice
and the cubic spin-space basis vectors ex, ey, ez (cf.
Fig. 8), one finds for the off-diagonal entries
λ0(q) =
∑
γ
eiq·δγ
{
J +
K
2
[
(e · eγ)2 + ((n× e) · eγ)2
]
+ Γ
[
(e · eα)(e · eβ) + ((n× e) · eα)((n× e) · eβ)
]}
+
∑
γ
e−2iq·δγJ3 (A.12)
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and
λ1(q) =
∑
γ
eiq·δγ
{
K
2
[(e · eγ)− i((n× e) · eγ)]2
+ Γ
[
(e · eα)(e · eβ)− ((n× e) · eα)((n× e) · eβ)
− i(e · eα)((n× e) · eβ)− i(e · eβ)((n× e) · eα)
]}
.
(A.13)
The diagonal entries in K(q) are q independent and
read
ε0 = − 3J − 3J3 −K − 2Γ
∑
γ
(n · eα)(n · eβ)
+
h
S
cos(ϑh − ϑS). (A.14)
The diagonal entries in ∆(q) become finite in the
presence of a second-neighbor Kitaev interaction [47].
We note that O(√S) contributions to HZHKΓ cancel if
and only if ϑS satisfies Eq. (A.4).
Bosonic Bogoliubov transformation. The quadratic
Hamiltonian in the linear spin-wave theory can be
diagonalized by means of a bosonic Bogoliubov
transformation [142,143],(
Ω(q) 0
0 Ω(q)
)
= T †(q)
(
K(q) ∆†(q)
∆(q) KT(−q)
)
T (q)
(A.15)
where Ω(q) = diag
(
ω
(1)
q , ω
(2)
q
)
and the transformation
matrix can be written as
T (q) =
(
U(q) V (q)
V ∗(−q) U∗(−q)
)
. (A.16)
The latter satisfies the orthogonality relations TΣT † =
T †ΣT = Σ, where Σ = diag (1,−1). The spectrum of
the Hamiltonian is given by the eigenvalue equation(
K(q) ∆†(q)
−∆(q) −KT(−q)
)(
~u
(n)
q
~v
∗(n)
−q
)
= ω(n)q
(
~u
(n)
q
~v
∗(n)
−q
)
.
(A.17)
If the eigenvector |n(q)〉 ≡
(
~u
(n)
q , ~v
∗(n)
−q
)T
is normalized
with respect to the inner product involving the
matrix Σ, i.e., 〈n(q)|Σ|n(q)〉 = 1 with 〈n(q)| ≡
|n(q)〉†, then the columns of the matrix T (q) are given
by the two vectors |n(q)〉. Note that the 4× 4 matrix
in the above equation is non-Hermitian, but all four
eigenvalues are real. They come in pairs of opposite
signs and the physical spectrum consists of those two
that are positive and for which the corresponding
transformation matrix T satisfies the orthogonality
relations [142].
Magnetization correction. In the cases when 〈Si〉 ‖ h,
the 1/S correction to the classical magnetization is
simply given by the magnon density 〈a†iai〉,4
m‖
S
=
1
N
∑
i
(
1− 1
S
〈a†iai〉
)
+O(1/S2) (A.18)
= 1− 1
2S
∑
n=1,2
∫
d2q
(2pi)2
∣∣∣~v∗(n)−q ∣∣∣2 +O(1/S2),
(A.19)
where ~v
∗(n)
−q denotes the lower half of the normalized n-
th eigenvector occurring in Eq. (A.17), with positive
energy ω
(n)
q . The momentum integral is over all
wavevectors q = (qx, qy) in the Brillouin zone.
Dynamic spin structure factor. The dynamic spin
structure factor S(q, ω) reflects the time-dependent
spin correlations and is in principle experimentally
accessible by inelastic neutron or X-ray scattering.
In linear spin-wave theory, it can be computed for
finite frequency ω > 0 in terms of the two normalized
eigenvectors
(
~u
(n)
q , ~v
∗(n)
−q
)T
as
S(q, ω) = 1
N
N∑
i,j=1
eiq·(Ri−Rj)
∫ ∞
−∞
dteiωt〈Si(t) · Sj(0)〉
=
S
2
2∑
n=1
2∑
m,m′=1
2piδ(ω − ω(n)q )
×
[
u(n)qmu
∗(n)
qm′ + v
∗(n)
−qmv
(n)
−qm′
]
+O(δ(ω), S0),
(A.20)
where u
(n)
qm and v
∗(n)
−qm are the m-th components of ~u
(n)
q
and ~v
∗(n)
−q , respectively.
Chern number. The topological character of the n-th
magnon band can be computed in terms of the Chern
number [66,144]
C(n) =
1
2pii
∫
d2qF (n)xy (q), (A.21)
where the Berry curvature is F
(n)
xy (q) =
∂Ay(q)
∂qx
− ∂Ax(q)∂qy
and the Berry connection is
(A(n)x (q), A
(n)
y (q)) = 〈n(q)|Σ∇q|n(q)〉, (A.22)
with the eigenvector |n(q)〉 again normalized with
respect to the matrix Σ. A discrete version of the above
definition is given in Ref. [99].
4In the cases when 〈Si〉 ∦ h in the classical limit, i.e., ϑS 6= ϑh,
one also needs to take the quantum correction to ϑS − ϑh into
account.
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Thermodynamic observables. Thermodynamic and
transport quantities in the high-field phase are given
in terms of the spectrum ω
(n)
q and the Berry curvature
F
(n)
xy (q). The specific heat, for instance, can be written
as [33]
Cmag(T ) =
∑
n=1,2
∫
d2q
(2pi)2
∂
∂T
ω
(n)
q
eω
(n)
q /(kBT ) − 1
. (A.23)
The thermal Hall conductivity is given by [98,145]
κxy
T
=
k2B
i~
∑
n=1,2
∫
d2qc2([e
ω(n)q /(kBT ) − 1]−1)F (n)xy (q),
(A.24)
where c2(ρ) =
∫ ρ
0
dt ln2(1 + t−1).
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