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a b s t r a c t
Let G = (V , E) be any finite graph. A mapping c : E → [k] is called an acyclic edge
k-colouring of G, if any two adjacent edges have different colours and there are no
bichromatic cycles in G. The smallest number k of colours, such that G has an acyclic edge
k-colouring is called the acyclic chromatic index of G, denoted by χ ′(G).
In 1978, Fiamčík conjectured that for any graph G it holds χ ′(G) ≤ ∆(G) + 2, where
∆(G) stands for the maximum degree of G. This conjecture has been verified by now only
for some special classes of graphs. In 2010, Borowiecki and Fiedorowicz confirmed it for
planar graph with girth at least 5. In this paper, we improve the above result, by proving
that if G is a plane graph such that for each pair i, j ∈ {3, 4}, no i-face and a j-face share
a common vertex in G, then χ ′(G) ≤ ∆(G)+ 2.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered in this paper are finite, without loops or multiple edges. For a graph G, we denote its vertex set,
edge set, maximumdegree andminimumdegree by V (G), E(G),∆(G) and δ(G), respectively. For a vertex v ∈ V (G), byNG(v)
we denote the set of its neighbours. The degree of v is denoted by dG(v), or simply d(v), when no confusion can arise. The
girth of a graph is defined as the length of its shortest cycle.
Assume thatG is a plane graph and denote its face set by F(G). Let f ∈ F(G).We say that a vertex x (or an edge e) is incident
to a face f , if x (or e) belongs to the boundary of f . By the degree dG(f ) (or simply d(f )) of a face f we mean the number of
incident edges, where each cut-edge is counted twice. A k-face is a face of degree k. As usual, a 3-face is called a triangle. Let
f1, f2 be distinct faces of G. We say that f1 touches f2, if there is at least one vertex which is incident to both f1 and f2.
As usual, [k] stands for the set {1, . . . , k}.
For undefined concepts we refer the reader to [16].
A mapping c : E(G) → [k] is called an acyclic edge k-colouring of a graph G, if any two adjacent edges have different
colours and there are no bichromatic cycles in G. It means, for every pair of distinct colours i and j, the subgraph induced
in G by all the edges which have colours i and j is acyclic. The smallest number k of colours such that G has an acyclic edge
k-colouring is called the acyclic chromatic index of G, denoted by χ ′a(G).
Acyclic edge colourings of graphs were introduced by Fiamčík in 1978, who proved that∆(G) ·(∆(G)−1)+1 is an upper
bound for the acyclic chromatic index of any graph G; see [7]. The first linear, with respect to ∆(G), upper bound on χ ′a(G)
was found by Alon et al. in [1]. Namely, they proved that for any graph G, χ ′a(G) ≤ 64∆(G). This bound was later improved
to 16∆(G) by Molloy and Reed [12]. These bounds are not sharp. In fact, Fiamčík stated the following conjecture, known as
the Acyclic Edge Colouring Conjecture (AECC, for short), and verified it for subcubic graphs [7].
Conjecture 1 (AECC). For any graph G,
χ ′a(G) ≤ ∆(G)+ 2.
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In 2001, Alon et al. restated the AECC and confirmed it for random d-regular graphs and graphs having sufficiently
large girth; see [2]. Conjecture 1 was also verified for some other classes of graphs, including outerplanar graphs [13,10],
2-degenerate graphs [3] and non-regular graphs with maximum degree four [4].
In general, the problem of determining the acyclic chromatic index of a graph seems to be very difficult. Conjecture 1
remains unsolved even for such well known class of graphs as planar graphs. Hence, it would be interesting to prove it for
some special classes of planar graphs or at least to give an upper bound for the acyclic chromatic index. Let us mention
several results in this direction. In [8], Fiedorowicz et al. proved that the acyclic chromatic index of a planar graph G does
not exceed 2∆(G)+ 29 and that for a planar graph Gwith girth at least 4 it holds χ ′a(G) ≤ ∆(G)+ 6. The latter bound was
improved to∆(G)+5 by Dong and Xu in [6]. Independently, Hou et al. proved that χ ′a(G) ≤ max{2∆(G)−2,∆(G)+22} for
any planar graph G; see [11]. Recently, Borowiecki and Fiedorowicz have proved in [5], that Conjecture 1 is true for planar
graphs with girth at least 5 and for planar graphs not containing cycles of length 4, 6, 8 and 9. The first result was also
obtained in [11]. For other results concerning acyclic edge colourings of planar graphs, we refer the reader to [9,15,17].
In this paper, we present the following strengthening of the result given in [5].
Theorem 1. If G is a plane graph such that for each pair i, j ∈ {3, 4} no i-face touches a j-face, then
χ ′a(G) ≤ ∆(G)+ 2.
The rest of the paper is organised as follows. In Section 2, we present structural properties of a 2-connected plane graph G
such that for eachpair i, j ∈ {3, 4}, no i-face touches a j-face. Namely,weprovide a set of configurations,which is unavoidable
in every such graph. The main tool, which we use in the proof, is the discharging method. Based on that result we prove
Theorem 1 in Section 3.
2. Configurations
Let us start by introducing some necessary notations. We call v a k-vertex if d(v) = k. Similarly, v is called a k−- or a
k+-vertex if its degree is at most k or at least k, respectively. Let u be the neighbour of v. If d(u) = k, then we say that u is a
k-neighbour of v. k+- and k−-neighbours are defined similarly. By lk(v)we denote the cardinality of the set of k-neighbours
of v.
The next lemma presents structural properties of a 2-connected plane graph G such that for each pair i, j ∈ {3, 4}, there
is no i-face which touches a j-face.
Lemma 1. Let G be a 2-connected plane graph such that for each pair i, j ∈ {3, 4} no i-face touches a j-face. Then G contains at
least one of the configurations:
A1: a 2-vertex adjacent to a 4−-vertex,
A2: a 3-vertex adjacent to at least two 3−-vertices,
A3: a triangle [x, y, z] such that x is a 4-vertex with l3(x) = 3, y is a 3-vertex and z is a 5+-vertex,
A4: a triangle [x, y, z] such that x is a 5-vertex with l2(x) = 2, y is a 2-vertex and z is a 5-vertex,
A5: a 5+-vertex x adjacent to at least d(x)− 2 vertices of degree at most 3, such that at least one of them is of degree 2,
A6: a triangle [x, y, z] such that both x and y are 3-vertices,
A7: a triangle [x, y, z] such that x is a 3-vertex and both y and z are 4-vertices,
A8: a triangle [x, y, z] such that x, y and z are 4-vertices, l3(x) = l3(y) = 2 and l3(z) ≥ 1,
A9: a triangle [x, y, z] such that x is a 3-vertex, y is a 4-vertex with l3(y) ≥ 2, z is a 5-vertex with l2(z) = 1,
A10: a triangle [x, y, z] such that 3 ≤ d(x) ≤ 4, 4 ≤ d(y) ≤ 5 and z is a 5-vertex with l2(z) = 2,
A11: a triangle [x, y, z] such that x, y and z are 5-vertices and l2(x) = l2(y) = l2(z) = 2,
A12: a 4-face [x, y, z, w] such that x, z are 3-vertices and y, w are 4-vertices, and l3(y) ≥ 3,
A13: a 4-face [x, y, z, w] such that x, y are 3-vertices and z, w are 4-vertices,
A14: a triangle [x, y, z] such that x is a 2-vertex, y is a 5-vertex with l2(y) = 2, z is a 6-vertex with l2(z) = 3.
Remark 1. Configurations A1–A14 are presented in Fig. 1, with the following drawing convention: black vertices do not
have neighbours other than presented in the picture, while white vertices can be adjacent to each other as well as to some
other vertices.
Proof of Lemma 1. We use the discharging method to prove the lemma. Let G = (V , E) be a 2-connected plane graph such
that for each pair i, j ∈ {3, 4}, no i-face touches a j-face. Let F be the set of faces of G. Initially, we define a mapping w on
V ∪ F as follows: for each vertex x ∈ V letw(x) = 3d(x)− 10 and for each face x ∈ F letw(x) = 2d(x)− 10. Euler’s formula
yields 
x∈V∪F
w(x) =

x∈V
(3d(x)− 10)+

x∈F
(2d(x)− 10) = 10(|E| − |V | − |F |) = −20. (1)
In the discharging step, the values ofw are redistributed between adjacent vertices and between incident vertices and faces,
according to the rules described below. In this way we obtain a new mappingw′.
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Fig. 1. Configurations.
First, we present the rules for distributing the values between adjacent vertices.
(R1) If x is a 3−-vertex, then x does not give anything to adjacent vertices or incident faces.
(R2) If x is a 4+-vertex, then x gives 12 to each adjacent 3-vertex.
(R3) If x is a 5+-vertex, then x gives 2 to each adjacent 2-vertex.
The values between incident vertices and faces are distributed according to the following discharging rules.
(R4) Let x be a 4-vertex.
(R4.1) If l3(x) = 0, then x gives 2 to each incident triangle or 1 to each incident 4-face.
(R4.2) If l3(x) = 1, then x gives 32 to each incident triangle or 1 to each incident 4-face.
(R4.3) If l3(x) = 2, then x gives 1 to each incident triangle or 1 to each incident 4-face.
(R4.4) If l3(x) = 3, then x gives 12 to each incident 4-face.
(R5) Let x be a 5-vertex.
(R5.1) If l2(x) = 0 and l3(x) ≤ 4, then x gives 3 to each incident triangle or 2 to each incident 4-face.
(R5.2) If either l2(x) = 0 and l3(x) = 5 or l2(x) = 1, then x gives 52 to each incident triangle or 2 to each incident
4-face.
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(R5.3) If l2(x) = 2, then x gives 1 to each incident triangle or 1 to each incident 4-face.
(R6) Let x be a 6-vertex.
(R6.1) If l2(x) ≤ 1, then x gives 4 to each incident triangle or 2 to each incident 4-face.
(R6.2) If l2(x) = 2, then x gives 3 to each incident triangle or 2 to each incident 4-face.
(R6.3) If l2(x) = 3, then x gives 2 to each incident triangle or 2 to each incident 4-face.
(R7) Let x be a 7-vertex.
(R7.1) If l2(x) ≤ 3, then x gives 4 to each incident triangle or 2 to each incident 4-face.
(R7.2) If l2(x) = 4, then x gives 3 to each incident triangle or 2 to each incident 4-face.
(R8) If x is an 8+-vertex, then x gives 4 to each incident triangle or 2 to each incident 4-face.
After this procedure, each x ∈ V ∪ F has a new value w′(x), but the sums of values of w′ and w, counting over all the
vertices and faces, are the same.We show that ifGdoes not contain any of the configurationsA1–A14, then for each x ∈ V∪F
the valuew′(x) is nonnegative, contrary to the equality (1). We start with three straightforward, but useful, observations.
Observation 1. Let i, j ∈ {3, 4}. From the assumption that in G there is no i-face which touches a j-face, it follows that a vertex
of G cannot be simultaneously incident (and send values) to two distinct faces f and f ′ such that f is an i-face and f ′ is a j-face.
Observation 2. The fact that G does not containA5 implies that if x is a 5+-vertex and l2(x) > 0, then l2(x)+ l3(x) ≤ d(x)−3.
Observation 3. Let x be a 5+-vertex incident to a triangle f . Let s be the amount transferred from x to f in the discharging step.
The discharging rules yields the following:
• if d(x) = 5, then 1 ≤ s ≤ 3;
• if d(x) = 6, then 2 ≤ s ≤ 4;
• if d(x) = 7, then 3 ≤ s ≤ 4;
• if d(x) ≥ 8, then s = 4.
Now we compute the values of vertices of G and prove that for each vertex x, w′(x) ≥ 0. We need to consider several
cases, depending on the degree of x.
If d(x) = 2, then from the fact that G does not contain configurationA1 it follows that w′(x) = −4+ 2 · 2 = 0, by (R1)
and (R3).
If d(x) = 3, then l4+(x) ≥ 2, otherwise configurationA2 occurs. Thusw′(x) ≥ −1+ 2 · 12 = 0, by (R1) and (R2).
Let d(x) = 4. Assume at the beginning, that x is incident to a triangle. Observation 1 yields that x is not incident to any
other i-face, i ∈ {3, 4}. Observe that l3(x) ≥ 3 implies G contains A3 or A6 or A7, which is impossible. If l3(x) = 2, then
w′(x) = 2− 2 · 12 − 1 = 0, by (R2) and (R4.3). If l3(x) = 1, thenw′(x) = 2− 12 − 32 = 0, by (R2) and (R4.2). In the remaining
case, when l3(x) = 0, (R4.1) yields w′(x) = 2 − 2 = 0. Hence we may assume that x is not incident to any triangle. In this
case, if l3(x) ≤ 2, then w′(x) ≥ 2 − 2 · 12 − 1 = 0, by (R2) and (R4). If l3(x) = 3, then w′(x) ≥ 2 − 3 · 12 − 12 = 0, by (R2)
and (R4.4). In the remaining case, when l3(x) = 4, we clearly havew′(x) = 2− 4 · 12 = 0, by (R2).
Assume d(x) = 5. As above, from Observation 1 it follows that x cannot be simultaneously incident to an i-face f
and a j-face f ′, where i, j ∈ {3, 4} and f ≠ f ′. At the beginning we consider the case l2(x) = 0. If l3(x) = 5, then
w′(x) ≥ 5− 5 · 12 − 52 = 0, by (R2) and (R5.2). On the other hand, if l3(x) ≤ 4, thenw′(x) ≥ 5− 4 · 12 − 3 = 0, by (R2) and
(R5.1). Assume now that l2(x) > 0. Hence l2(x)+ l3(x) ≤ 2, by Observation 2. If l2(x) = 1, thenw′(x) ≥ 5− 2− 12 − 52 = 0,
by (R2), (R3) and (R5.2). Otherwise, l2(x) = 2 and hencew′(x) ≥ 5− 2 · 2− 1 = 0, by (R3) and (R5.3).
Let d(x) = 6. Clearly, l2(x) = 0 implies that w′(x) ≥ 8 − 6 · 12 − 4 = 1, by (R2) and (R6.1). Hence we may assume
l2(x) > 0. Thus, l2(x)+ l3(x) ≤ 3, by Observation 2. If l2(x) = 1, thenw′(x) ≥ 8− 2− 2 · 12 − 4 = 1, by (R2), (R3) and (R6.1).
If l2(x) = 2, thenw′(x) ≥ 8− 2 · 2− 12 − 3 = 12 , by (R2), (R3) and (R6.2). Finally, assume that l2(x) = 3. By (R3) and (R6.3),
we clearly havew′(x) ≥ 8− 3 · 2− 2 = 0.
Assume d(x) = 7. Observe that if l2(x) = 0, thenw′(x) ≥ 11− 7 · 12 − 4 = 72 , by (R2) and (R7.1). Let l2(x) > 0. Similarly,
as above l2(x)+ l3(x) ≤ 4. If l2(x) ≤ 3, thenw′(x) ≥ 11− 3 · 2− 12 − 4 = 12 , by (R2), (R3) and (R7.1). In the remaining case,
when l2(x) = 4, (R3) and (R7.2) implyw′(x) ≥ 11− 4 · 2− 3 = 0.
Assume d(x) ≥ 8. If l2(x) = 0, thenw′(x) ≥ 3d(x)−10−d(x)· 12−4 = 52d(x)−14 > 0, by (R2) and (R8). In the remaining
case, if l2(x) > 0, then Observation 2 yields l2(x) + l3(x) ≤ d(x) − 3. Hence, w′(x) ≥ 3d(x) − 10 − (d(x) − 3) · 2 − 4 =
d(x)− 8 ≥ 0, by (R2) and (R8).
It remains to prove, that for each face f ,w′(f ) ≥ 0. Obviously, if d(f ) ≥ 5, thenw′(f ) = 2d(f )− 10 ≥ 0.
At the beginning, we assume that d(f ) = 3. Let f = [y1, y2, y3] and assume d(y1) ≤ d(y2) ≤ d(y3). If d(y3) ≥ 8, then
w′(f ) ≥ −4+4 = 0, by Observation 3. Hencewemay assume d(y3) ≤ 7. Moreover, if d(y2) ≥ 6 (and hence also d(y3) ≥ 6),
then Observation 3 yields w′(f ) ≥ −4 + 2 · 2 = 0. Furthermore, the fact that G does not contain A1 and A6 implies that
d(y2) ≥ 4. Thus, 4 ≤ d(y2) ≤ 5. We consider several cases.
We start with the case when d(y1) = 2. G does not containA1, hence d(y2) = 5. If d(y3) = 5, then l2(y2) = l2(y3) = 1,
since otherwise we get A4 or A5. Thus w′(f ) = −4 + 2 · 52 = 1, by (R5.2). If d(y3) = 6, then l2(y2) = 1 or l2(y3) ≤ 2,
because G does not containA5 andA14. In either case,w′(f ) ≥ 0, either by (R5.3) and (R6.2) or by (R5.2) and (R6.3). In the
remaining case, when d(y3) = 7, Observation 3 yieldsw′(f ) ≥ −4+ 1+ 3 = 0.
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Assume that d(y1) = 3 and d(y2) = 4. Clearly, d(y3) ≥ 5, since G does not contain A7. Moreover, l3(y2) ≤ 2, because
otherwiseA3 occurs in G. Observe that l3(y3) ≥ 1. Hence l2(y3) ≤ d(y3)− 4, from Observation 2. If d(y3) = 5, then either
l2(y3) = 1 or l2(y3) = 0. Assume first that l2(y3) = 1. In this case, l3(y2) = 1, because ofA9. Hencew′(f ) ≥ −4+ 32+ 52 = 0,
by (R4.2) and (R5.2). If l2(y3) = 0, then (R5.1) and (R4) imply w′(f ) ≥ −4 + 1 + 3 = 0, since l3(y3) ≤ 4 and l3(y2) ≤ 2.
Assume now 6 ≤ d(y3) ≤ 7. The fact that l2(y3) ≤ d(y3)− 4 implies thatw′(x) ≥ −4+ 1+ 3 = 0, by (R4) and either (R6)
or (R7).
Assume now that d(y1) = 3 and d(y2) = 5. Observe that l3(y2) ≥ 1 and l3(y3) ≥ 1. Hence l2(y2) ≤ 1 and l2(y3) ≤
d(y3)− 4, by Observation 2. It follows thatw′(f ) ≥ −4+ 2 · 52 = 1, by (R5)–(R8).
Next we consider the case d(y1) = 4. Clearly, l3(y1) ≤ 2, because y1 is adjacent to y2 and y3, which are both of degree at
least 4. Assume first that d(y2) = d(y3) = 4. W.l.o.g., let l3(y1) ≥ l3(y2) ≥ l3(y3). If l3(y1) = 2, then either l3(y2) ≤ 1 and
l3(y3) ≤ 1 or l3(y2) ≤ 2 and l3(y3) ≤ 0, because G does not containA8. In both cases,w′(f ) ≥ 0, by (R4). If l3(y1) ≤ 1, then
w′(f ) ≥ −4 + 3 · 32 = 12 , by (R4.2). Assume now that d(y2) = 4 and d(y3) = 5. Obviously, l3(y2) ≤ 2. Moreover, from the
absence ofA5 andA10 it follows that l2(y3) ≤ 1. Hence,w′(f ) ≥ −4+ 2 · 1+ 52 = 12 , by (R4.3) and (R5.2). Next, consider
the case d(y2) = d(y3) = 5. As above, l2(y2) ≤ 1 and l2(y3) ≤ 1. Thus,w′(f ) ≥ −4+ 1+ 2 · 52 = 2, by (R4.3) and (R5.2). In
the remaining case, if d(y3) ≥ 6, thenw′(f ) ≥ −4+ 2 · 1+ 2 = 0, by (R4.3) and Observation 3.
Finally we consider the case d(y1) = 5. It follows that d(y2) = 5. If also d(y3) = 5, then from the absence ofA5 andA11
we have that there exists i ∈ {1, 2, 3} such that l2(yi) ≤ 1. Therefore, w′(f ) ≥ −4 + 2 · 1 + 52 = 12 , by Observation 3 and
(R5.2). On the other hand, if d(y3) ≥ 6, thenw′(f ) ≥ −4+ 2 · 1+ 2 = 0, by Observation 3.
To finish the proof it remains to consider the case d(f ) = 4. Let f = [y1, y2, y3, y4]. Assume d(y4) = maxi∈[4]{d(yi)}. If
d(y4) ≥ 6, then w′(f ) ≥ −2 + 2 = 0. Hence d(y4) ≤ 5. Moreover, if d(y4) ≤ 3, then we get either A1 or A2, which is
impossible. Thus 4 ≤ d(y4) ≤ 5. We consider two cases.
Assume d(y4) = 4. G does not containA1, hence d(yi) ≥ 3, for i ∈ {1, 2, 3}. If all y1, y2 and y3 are 3-vertices, then we get
A2, which is impossible. Assume for a moment that exactly two of the vertices y1, y2, y3 are of degree 3. It follows that y1
and y3 are 3-vertices and y2 is a 4-vertex, because G does not containA13. Moreover, l3(y2) = l3(y4) = 2, since otherwise
we get A12. Thus w′(f ) ≥ −2 + 2 · 1 = 0, by (R4.3). If exactly one of the vertices y1, y2, y3 is of degree 3, say, d(y1) = 3,
then l3(y2) ≤ 3, l3(y4) ≤ 3 and l3(y3) ≤ 2. Hencew′(f ) ≥ −2+ 2 · 12 + 1 = 0, by (R4). If all vertices y1, y2, y3 are of degree
4, then l3(yi) ≤ 2, for i ∈ [4], andw′(f ) ≥ −2+ 4 · 1 = 2, again by (R4).
Let d(y4) = 5. Clearly, l2(y4) ≤ 2, because ofA5. If l2(y4) ≤ 1, thenw′(f ) ≥ −2+ 2 = 0, by (R5). Hence wemay assume
that l2(y4) = 2. Thus l3(y4) = 0, from Observation 2. Hence d(y1) ≠ 3 and d(y3) ≠ 3. If both y1 and y3 are of degree at least
4, then (R4) and (R5) implyw′(f ) ≥ −2+ 2 · 12 + 1 = 0. In the opposite case, when at least one of y1, y3 is of degree 2, then
d(y2) = 5, because ofA1. Hence,w′(f ) ≥ −2+ 2 · 1 = 0, by (R5). 
3. Proof of Theorem 1
We start this section by introducing notations, which will be frequently use later. Let c be an acyclic edge k-colouring of
a graph G. By c(e)we mean the colour of an edge e ∈ E(G). If v ∈ V (G), then by C(v)we denote the set of colours assigned
by c to the edges incident to v. For a setW ⊆ V (G), we define
C(W ) =

w∈W
C(w).
Assume that v and u are distinct vertices of G. We define
WG(v, u) = {w ∈ NG(v) : c(vw) ∈ C(u)}.
Notice that the setWG(v, u) could be empty and that mostly C(WG(v, u)) ≠ C(WG(u, v)).
For proving our main result, we use the following lemma stated in [8].
Lemma 2 ([8]). Let G be a graph, vu ∈ E(G) and let c be an acyclic edge k-colouring of G− vu. If
|C(v) ∪ C(u) ∪ C(WG−vu(v, u))| < k,
then the colouring c can be extended to an acyclic edge k-colouring of G.
Assume that c is an acyclic edge k-colouring of a graph G. Let u, v ∈ V (G) and P be a path from u to v. Let α, β be distinct
colours. We say that a path P is an (α, β)-path (with respect to c), if the edges of P are alternately coloured by α and β . An
(α, β)-path P is calledmaximal, if it cannot be extended.
The following observation is straightforward and follows directly from the definition of an acyclic edge colouring.
Observation 4. Let c be an acyclic edge k-colouring of a graph G and u, v, w ∈ V (G). Let α, β be distinct colours. If there is a
maximal (α, β)-path P from u to v (with respect to c) andw does not belong to P, then (with respect to c) there is no (α, β)-path
from u tow.
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In the proof of our main theorem we also use the following two results concerning acyclic edge colouring of bounded
degree graphs. It is well known (see [7,14]) that if ∆(G) ≤ 3, then G has an acyclic edge 5-colouring. Recently, Basavaraju
and Chandran have proved a similar result for connected, non-regular graphs of maximum degree 4.
Theorem 2 ([4]). Let G = (V , E) be a connected graph of maximum degree at most 4. If |E| ≤ 2|V | − 1, then χ ′a(G) ≤ 6.
Now we are ready to prove Theorem 1. Let us remind it first.
Theorem 1. If G is a plane graph such that for each pair i, j ∈ {3, 4} no i-face touches a j-face, then
χ ′a(G) ≤ ∆(G)+ 2.
Proof. Assume that G = (V , E) is a minimal, with respect to the number of edges, counterexample to the theorem. It is easy
to observe, that G is 2-connected. Moreover, the above mentioned result concerning acyclic edge colouring of graphs with
maximum degree 3 yields∆(G) ≥ 4. By Lemma 1, G contains one of the configurationsA1–A14. It follows that G cannot be
4-regular. Hence, if∆(G) = 4, thenG satisfies the assumptions of Theorem 2. Thus,χ ′a(G) ≤ 6 in this case. Thereforewemay
assume that∆(G) ≥ 5. Let k = ∆(G)+2.We consider a number of cases, depending onwhich of the configurationsA1–A14
occurs in G. In either case, we show that there exists an acyclic edge k-colouring of G, obtaining an obvious contradiction
with the choice of G.
Case 1.
Assume that G contains a 2-vertex x adjacent to a 4−-vertex y. Let G′ = G− xy. G is a minimal counterexample, hence G′
has an acyclic edge k-colouring c. We may assume w.l.o.g. that d(y) = 4. We consider two cases.
Case 1.1. If |C(x) ∩ C(y)| = 0, then from Lemma 2 it clearly follows that the colouring c can be extended to an acyclic edge
k-colouring of G.
Case 1.2. Assume |C(x) ∩ C(y)| = 1. Let z be the neighbour of x, different from y. Let y1, y2 and y3 be the neighbours of y,
different from x. Assume w.l.o.g. that c(xz) = 1 and c(yyi) = i, for i ∈ {1, 2, 3}. Observe that for each colour α ∈ {4, . . . , k}
there is a maximal (1, α)-path from x to y, passing through y1, since otherwise the colouring c could be extended. Hence
C(z) = C(y1) = {1, 4, . . . , k}. Moreover, for each colour α ∈ {4, . . . , k} there is a maximal (2, α)-path from y to z, passing
through y2, since otherwise we may recolour xz with 2, obtaining such an acyclic edge k-colouring of G′, which could be
extended. Therefore, C(y2) = {2, 4, . . . , k}. We recolour yy1 with 2, yy2 with 1. Clearly, what we obtain is an acyclic edge
k-colouring c ′ of G′. By Observation 4, there is no (1, 4)-path from x to y2 with respect to c ′. Hence we can colour xywith 4,
getting an acyclic edge k-colouring of G.
Case 2.
If G contains a 3-vertex x, adjacent to two 3−-vertices y and y1, then let y2 be the remaining neighbour of x. We may
assume that d(y) = d(y1) = 3. Let G′ = G − xy. As above, by the minimality of G, we have that G′ has an acyclic edge
k-colouring c. Let c(xy1) = 1, c(xy2) = 2. If C(y)∩C(x) = ∅, then from Lemma 2 it follows that we can extend the colouring
c to an acyclic edge k-colouring of G. Otherwise, we have to consider two cases.
Case 2.1. Assume that |C(y) ∩ C(x)| = 1. Observe that ifWG′(x, y) = {y1}, then |C(x) ∪ C(y) ∪ C(WG′(x, y))| ≤ 5 and from
Lemma2 it follows that the colouring c can be extended. Hencewemay assume thatWG′(x, y) = {y2}.W.l.o.g., C(y) = {2, 3}.
Observe that for each colour α ∈ {4, . . . , k} there is a maximal (2, α)-path from x to y, since otherwise the colouring c can
be extended. Hence, C(y2) = {2, 4, . . . , k}. Clearly, |{4, . . . , k} \ C(y1)| ≥ 1, because d(y1) = 3 and k ≥ 7. We recolour xy1
with a colour β ∈ {4, . . . , k} \ C(y1) and xy2 with 1. The obtained colouring c ′ satisfies C ′(x) ∩ C ′(y) = ∅; hence it can be
extended to an acyclic edge k-colouring of G.
Case 2.2. Let |C(y) ∩ C(x)| = 2. Observe that if |C(y1) ∪ C(y2)| < k, then |C(x) ∪ C(y) ∪ C(y1) ∪ C(y2)| < k and Lemma 2
yields that the colouring c can be extended. Therefore, we may assume that |C(y1) ∪ C(y2)| = k. If 1 ∉ C(y2), then there is
a colour α ∉ C(y2) ∪ {1} such that we can recolour the edge xy2 with α and obtain in this way an acyclic edge k-colouring
c ′ of G′ in which |C ′(y) ∩ C ′(x)| ≤ 1. Clearly, we are back in Case 2.1. Thus, we can assume that 1 ∈ C(y2). Hence 2 ∉ C(y1),
because |C(y1) ∪ C(y2)| = k. There is a colour α ∉ C(y1) ∪ {1, 2} such that we can recolour the edge xy1 with α and obtain
in this way an acyclic edge k-colouring c ′ of G′ in which |C ′(y) ∩ C ′(x)| ≤ 1. Thus, Case 2.1 works.
Case 3.
Assume that inG there is a triangle [x, y, z] such that x is a 4-vertex, l3(x) = 3, y is a 3-vertex and z is a 5+-vertex. Let y1 be
the neighbour of y different from x, z. Let y2, y3 be the 3-neighbours of x different from y. Let G′ = G− xy. G being a minimal
counterexample implies that there is an acyclic edge k-colouring c of G′. Assume that c(xz) = 1, c(xy2) = 2, c(xy3) = 3.
Up to symmetry, there are four cases to consider.
Case 3.1. IfWG′(x, y) = ∅ orWG′(x, y) = {y2} orWG′(x, y) = {y3}, then |C(x) ∪ C(y) ∪ C(WG′(x, y))| ≤ 6. Lemma 2 and the
fact that k ≥ 7 imply that the colouring c can be extended to an acyclic edge k-colouring of G.
Case 3.2. Assume that WG′(x, y) = {z}, i.e., c(yy1) = 1 and c(yz) ∉ {1, 2, 3}. W.l.o.g., c(yz) = 4. For each colour
α ∈ {5, . . . , k} there is a maximal (1, α)-path from x to y passing through z, since otherwise we could extend the colouring
c. Hence, C(z) = {1, 4, 5, . . . , k}. We recolour xz with 3, xy3 with a colour α ∉ C(y2)∪C(y3) andwe are back in the previous
case.
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Case 3.3. Assume that WG′(x, y) = {y2, y3}, say, c(yy1) = 2 and c(yz) = 3. If the colouring c cannot be extended, then for
each colour α ∈ {4, . . . , k} there is either amaximal (2, α)-path or amaximal (3, α)-path from x to y. Hence, k = 7.W.l.o.g.,
C(y2) = {2, 4, 5}, C(y3) = {3, 6, 7}. We recolour xy2 with 6, obtaining Case 3.1.
Case 3.4. LetWG′(x, y) = {y2, z}, i.e., c(yy1) = 1 and c(yz) = 2. The fact that the colouring c cannot be extended yields that
for each colour α ∈ {4, . . . , k} there is either a maximal (1, α)-path or a maximal (2, α)-path from x to y. Observe that each
such path passes through z; hence {4, . . . , k} ⊂ C(z). But 1 ∈ C(z) and also 2 ∈ C(z); thus |C(z)| ≥ ∆(G) + 1, which is
impossible.
Case 4.
Assume that G contains a triangle [x, y, z] such that x is a 5-vertex, l2(x) = 2, y is a 2-vertex and z is a 5-vertex. Let
G′ = G− xy. From the choice of G it follows that G′ has an acyclic edge k-colouring c. Let x1 be the 2-neighbour of x, which
is not incident to the triangle [x, y, z]. Assume that C(x) = {1, . . . , 4} and c(xx1) = 1, c(xz) = 2. If c(yz) ∉ {3, 4}, then
Lemma 2 yields that the colouring c can be extended. Otherwise, observe that we cannot extend the colouring c only if k = 7
and C(z) = {2, c(yz), 5, 6, 7}. But then we recolour yz with 1. The obtained acyclic edge k-colouring of G′ clearly can be
extended.
Case 5.
Assume that G contains a 5+-vertex xwhich has at least d(x)−2 neighbours of degree at most 3 and at least one of them,
say y, is of degree 2. Let G′ = G− xy. The choice of G yields G′ has an acyclic edge k-colouring c. Let z be the neighbour of y,
z ≠ x. LetW be the set of 4+-neighbours of x. Clearly, |W | ≤ 2. Let X = {c(xw) : w ∈ W }. We need to consider two cases.
Case 5.1. Assume at the beginning that c(yz) ∉ X . Clearly, |C(x) ∪ C(y) ∪ C(WG′(x, y))| ≤ ∆(G) − 1 + 2 < k. Hence, by
Lemma 2, we can extend the colouring c to an acyclic edge k-colouring of G.
Case 5.2. In the opposite case, when c(yz) ∈ X , it is easy to observe that we can recolour yz with a colour α ∉ C(y)∪C(z)∪X
and we are back in the previous case.
Case 6.
If G contains a triangle [x, y, z] such that d(x) = 3 and d(y) = 3, then let G′ = G− xy. From the minimality of G it follows
that G′ has an acyclic edge k-colouring c. Let x1 be the neighbour of x different from y, z and let y1 be the neighbour of y
different from x, z. We need to consider two cases.
Case 6.1. Assume at the beginning that c(xx1) ≠ c(yy1).
Case 6.1.1. If c(yz) = c(xx1) and c(xz) = c(yy1), then |C(x) ∪ C(y) ∪ C(z)| ≤ k− 2 and we can extend the colouring c to an
acyclic edge k-colouring of G.
Case 6.1.2. Assume that c(yz) = c(xx1) and c(xz) ≠ c(yy1) (or, similarly, c(yz) ≠ c(xx1) and c(xz) = c(yy1)). It follows that
|C(x) ∪ C(y) ∪ C(z)| ≤ 2+ 1+∆(G)− 2 < k and, as above, we can extend the colouring c.
Case 6.1.3. In the case when c(yz) ≠ c(xx1) and c(xz) ≠ c(yy1), Lemma 2 yields that the colouring c can be extended.
Case 6.2. Assume now that c(xx1) = c(yy1). Clearly, c(xz) ≠ c(yz). If c(xz) ∈ C(y1) (or, similarly, c(yz) ∈ C(y1)), then
|C(x) ∪ C(y) ∪ C(y1)| ≤ 2 + 1 + ∆(G) − 2 < k and, by Lemma 2, the colouring c can be extended to an acyclic edge
k-colouring of G. Hence c(xz) ∉ C(y1) and c(yz) ∉ C(y1). We recolour the edge yy1 with a colour c(xz) and we are back in
the previous case.
Case 7.
Assume that G contains a triangle [x, y, z] such that x is a 3-vertex and both y and z are 4-vertices. Let x1 be the neighbour
of x, different from y, z. Consider a graph G′ = G − xy. Clearly, G′ has an acyclic edge k-colouring c. As previously, we may
assume that C(x)∩C(y) ≠ ∅, since otherwisewe could extend the colouring c . Let C(y) = {1, 2, 3}. For convenience, assume
c(yz) = 3. Up to symmetry, there are four cases to consider.
Case 7.1. If c(xx1) = 3, then from the fact that |C(x) ∪ C(y) ∪ C(z)| ≤ 6 it follows that the colouring c can be extended.
Case 7.2. Assume thatWG′(x, y) = {z}. Clearly, Lemma 2 yields that the colouring c can be extended.
Case 7.3. Let c(xx1) ∈ {1, 2} and c(xz) ∉ {1, 2, 3}. W.l.o.g., c(xx1) = 1 and c(xz) = 4. We may assume that for each
colour α ∈ {5, . . . , k} there is a maximal (1, α)-path from x to y, otherwise we could extend the colouring c . Hence,
{5, . . . , k} ⊂ C(x1). If 4 ∉ C(x1), then we recolour xx1 with 4, xz with a colour β ∈ {5, 6, 7} \ C(z), obtaining an acyclic edge
k-colouring c ′ of G′, in which C ′(x) ∩ C ′(y) = ∅. In the opposite case, when 4 ∈ C(x1), i.e., C(x1) = {1, 4, . . . , k}, then we
recolour xx1 with 3, obtaining Case 7.1.
Case 7.4. Assume that C(x) = {1, 2}, w.l.o.g., let c(xx1) = 1 and c(xz) = 2. If 1 ∉ C(z), then we recolour xz with a colour
β ∈ {4, 5, 6} \ C(z) and we are back in the previous case. Otherwise, we may assume w.l.o.g., that C(z) = {1, 2, 3, 4}. If we
cannot extend the colouring c , then for each colour α ∈ {5, . . . , k} there is a maximal (1, α)-path from x to y. Hence, there
cannot be any (1, 5)-path from x to z, by Observation 4. We recolour xz with 5, obtaining Case 7.3.
Case 8.
Assume that G contains a triangle [x, y, z] such that x, y, z are 4-vertices, l3(x) = 2, l3(y) = 2 and l3(z) ≥ 1. Let
G′ = G − xy. From the fact that G is a minimal counterexample it follows that G′ has an acyclic edge k-colouring c . As
above, we may assume C(x) ∩ C(y) ≠ ∅. Let x1, x2 be the 3-neighbours of x, let y1, y2 be the 3-neighbours of y and let z1 be
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the 3-neighbour of z. Assume c(xxi) = i, for i ∈ {1, 2} and c(xz) = 3. Up to symmetry, we need to consider the following
cases.
Case 8.1. Assume at the beginning, that |C(x) ∩ C(y)| = 1.
Case 8.1.1. If c(yz) = 1, then k = 7, since otherwise we could extend the colouring c. Let c(yy1) = 4, c(yy2) = 5. It follows
that C(z) = {1, 3, 6, 7} and 1 ∈ C(z1). W.l.o.g., let c(zz1) = 6. C(y) ∩ C(z) = {1}, hence recolouring yz with 2 yields an
acyclic edge k-colouring c ′ of G′. If we could extend this colouring, then we are done. Otherwise, for each α ∈ {6, 7} there
is a maximal (2, α)-path from x to y under the colouring c ′. Thus C ′(z1) = {1, 2, 6}. We recolour yz with 3, xz with 4 and
colour xywith 6. Obtained colouring is an acyclic edge k-colouring of G, since 4 ∉ C ′(z1).
Case 8.1.2. Assume c(yy1) = 1. W.l.o.g., let c(yy2) = 4 and c(yz) = 5. The colouring c cannot be extended only if k = 7 and
C(x1) = {1, 6, 7}. We recolour xx1 with 5 and we are back in the previous case.
Case 8.2. Assume now, that |C(x) ∩ C(y)| = 2.
Case 8.2.1. Assume that c(yy1) = 1, c(yy2) = 2. W.l.o.g., let c(yz) = 4. Observe that for each colour α ∈ {5, . . . , k} there is
either amaximal (1, α)-path or amaximal (2, α)-path from x to y, since otherwise the colouring c could be extended. Hence
C(x1)∪ C(x2) = {1, 2, 5, . . . , k}. Since x1 and x2 are both of degree 3, it follows that 7 ≤ k ≤ 8. There are at least three such
paths and w.l.o.g. we may assume that there is a maximal (1, 5)-path and a maximal (1, 6)-path from x to y, passing through
x1. Hence, C(x1) = {1, 5, 6}. We recolour xx1 with 7, obtaining Case 8.1.
Case 8.2.2. Assume that c(yy1) = 1, c(yy2) = 3. W.l.o.g., let c(yz) = 4. Clearly, for each colour α ∈ {5, . . . , k} there is
a maximal (1, α)-path or a maximal (3, α)-path from x to y. Hence, 7 ≤ k ≤ 8. There are at least three such paths. It
follows that C(y1) or C(y2) contains two colours from the set {5, . . . , k}. In the first case, we recolour yy1 with a colour
β ∈ {5, . . . , k} \C(y1). In the opposite case, we recolour yy2 with the colour β ∈ {5, . . . , k} \C(y2). In either case, we obtain
an acyclic edge k-colouring of G′, which satisfies the conditions of Case 8.1.
Case 8.2.3. Assume that c(yy1) = 3 and c(yz) = 1. Eachmaximal (1, α)-path and eachmaximal (3, β)-path from x to ymust
pass through z. |C(x) ∪ C(y) ∪ C(z)| ≤ 6. Hence the colouring c can be extended.
Case 8.3. Finally, let |C(x) ∩ C(y)| = 3. Assume w.l.o.g. that c(yy1) = 1, c(yy2) = 3 and c(yz) = 2. It follows k = 7 and
C(z) ∪ C(y1) = {1, . . . , 7}, since otherwise we could extend the colouring c. W.l.o.g., let C(y1) = {1, 6, 7}. We recolour yy1
with 4, obtaining Case 8.2.
Case 9.
Assume that in G there is a triangle [x, y, z] such that x is a 3-vertex, y is a 4-vertex with l3(y) ≥ 2, z is a 5-vertex and
there is a 2-vertex z1 adjacent to z. Let G′ = G− zz1. From the fact that G is a minimal counterexample it follows that G′ has
an acyclic edge k-colouring c. Let z2, z3 be the remaining neighbours of z and let w be the neighbour of z1 different from z.
Assume that c(xz) = 1, c(yz) = 2, c(zz2) = 3 and c(zz3) = 4. As above, if C(z) ∩ C(z1) = ∅, then the colouring c can be
extended. Otherwise, we need to consider several cases, depending on the colour c(z1w).
Case 9.1. Assume that c(z1w) = 1. Observe that |C(z) ∪ C(z1) ∪ C(x)| ≤ 6. Thus Lemma 2 yields that the colouring c can be
extended.
Case 9.2. If c(z1w) = 2, then k = 7, since otherwise we can also extend the colouring c. Moreover, for each colour
α ∈ {5, 6, 7} there is a maximal (2, α)-path from z to z1, passing through y. Hence, C(y) = {2, 5, 6, 7}. W.l.o.g., assume
that c(xy) = 5. Thus, C(x) = {1, 2, 5}. We recolour yz with 5, xy with 3, obtaining an acyclic edge k-colouring c ′ of G′, in
which C ′(z) ∩ C ′(z1) = ∅.
Case 9.3. Finally, assume that c(z1w) ∈ {3, 4}, w.l.o.g., let c(z1w) = 3. If the colouring c cannot be extended, then for each
colour α ∈ {5, . . . , k} there is a maximal (3, α)-path from z to z1. Hence {3, 5, 6, . . . , k} ⊆ C(w). Thus, there is a colour
β ∈ {1, 2} \ C(w). We recolour z1w with β , obtaining one of the previous cases.
Case 10.
If G contains a triangle [x, y, z] such that 3 ≤ d(x) ≤ 4, 4 ≤ d(y) ≤ 5 and z is a 5-vertex which is adjacent to two
2-vertices z1, z2, then consider G′ = G − zz1. G is a minimal counterexample; hence G′ has an acyclic edge k-colouring c.
Assume that C(z) = {1, . . . , 4} and let c(zx) = 1, c(zz2) = 2. Letw be the neighbour of z1 different from z.
Case 10.1. If either c(z1w) ∉ {1, . . . , 4} or c(z1w) = 2, then Lemma 2 yields that we can extend the colouring c.
Case 10.2. Assume now that c(z1w) = 1. Observe that k = 7 and d(x) = 4, since otherwise we could extend the colouring
c. Moreover, C(x) = {1, 5, 6, 7} and {1, 5, 6, 7} ⊆ C(w), and d(w) ≤ 5. If 2 ∉ C(w), then we recolour z1w with 2 and we
are back in Case 10.1. On the other hand, if 2 ∈ C(w), then we recolour z1w with the colour c(yz) and colour zz1 with c(xy).
We obtain an acyclic edge k-colouring of G.
Case 10.3. Finally, we consider the case c(z1w) ∈ {3, 4}. For each colour α ∈ {5, . . . , k} there is a maximal (c(z1w), α)-path
from z to z1, since otherwise the colouring c can be extended. Thus, {5, . . . , k} ⊆ C(w). Hence it is impossible that 1 and 2
simultaneously belong to C(w). If 1 ∉ C(w), then we recolour z1w with 1. Otherwise, if 2 ∉ C(w), then we recolour z1w
with 2. In each situation we are back in one of the previous cases.
Case 11.
Assume that there is a triangle [x, y, z] such that x, y and z are 5-vertices and l2(x) = l2(y) = l2(z) = 2. For i ∈ {1, 2, 3},
let xi (yi) be the neighbours of x (of y) not incident to the triangle [x, y, z]. Assume that for i ∈ {1, 2}, xi, yi are of degree
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2. Let G′ = G − xx1. G being a minimal counterexample implies that G′ has an acyclic edge k-colouring c. Assume that
c(xy) = 1, c(xz) = 2, c(xx3) = 3 and c(xx2) = 4. Let u be the neighbour of x1, different from x. Observe at the beginning,
that if either c(x1u) ∉ C(x) or c(x1u) = 4, then Lemma 2 and the fact that in this case |C(x) ∪ C(x1) ∪ C(WG′(x, x1))| ≤ 5
implies the colouring c can be extended. Otherwise, we need to consider the following cases.
Case 11.1. Assume that c(x1u) ∈ {1, 2}, say, c(x1u) = 1. If k ≥ 9, then Lemma 2 yields that the colouring c can be extended,
since |C(x) ∪ C(x1) ∪ C(y)| ≤ 8. Hence, 7 ≤ k ≤ 8. Observe at the beginning, that for each colour α ∈ {5, . . . , k} there
must be a maximal (1, α)-path from x to x1 (passing through y), since otherwise we could extend the colouring c. Hence,
{5, . . . , k} ⊆ C(y).
Case 11.1.1. First, we consider the case k = 8. Clearly, C(y) = {1, 5, . . . , 8}. Moreover, 1 ∈ C(y1), because there is amaximal
(1, c(yy1))-path from x to x1, passing through y. We recolour yy1 with 3 and xywith c(yy1). The obtained colouring c ′ is an
acyclic edge k-colouring of G′ and c ′(x1u) ∉ C ′(x). Hence the colouring c ′ can be extended.
Case 11.1.2. Now, let k = 7. It is easy to see, that C(y) = {1, 5, 6, 7, β}, where β ∈ {2, 3, 4}. We consider two cases.
Case 11.1.2.1. Assume that c(yy1) = β or c(yy2) = β , w.l.o.g., let c(yy1) = β . We use the fact that there is a maximal
(1, c(yy2))-path from x to x1, passing through y2. Hence 1 ∈ C(y2). If c(yy2) ∉ C(y1), then we recolour yy2 with a colour
γ ∈ {3, 4} \ {c(yy1)} and xy with c(yy2). In the opposite case, when c(yy2) ∈ C(y1), then we recolour yy2 with a colour
γ ∈ {3, 4} \ {c(yy1)}, xywith c(yy2) and yy1 with 1. In either case, the obtained colouring can be extended.
Case 11.1.2.2. If c(yy1) ≠ β and c(yy2) ≠ β , then we may assume c(yy1) = 5 and c(yy2) = 6. From the fact that there is
a maximal (1, 5)-path from x to x1, passing through y1 and there is a maximal (1, 6)-path from x to x1, passing through y2,
it follows that C(y1) = {1, 5} and C(y2) = {1, 6}. We recolour yy1 with 6 and yy2 with 5 and colour xx1 with 5. From the
above and Observation 4 it follows that the obtained colouring is an acyclic edge k-colouring of G.
Case 11.2. If c(x1u) = 3, then we recolour x1uwith any colour α ∉ C(u) and we are back in one of the previous cases.
Case 12.
If G contains a 4-face [x, y, z, w] such that x, z are 3-vertices and y, w are 4-vertices, and l3(y) ≥ 3, then let G′ = G− xy.
From the fact that G is a minimal counterexample it follows that G′ has an acyclic edge k-colouring c. Let x1 (z1) be the
neighbour of x (of z), which is not incident to the 4-face [x, y, z, w]. Let y1, y2 be the neighbours of y, which are not incident
to the 4-face [x, y, z, w]. The fact that l3(y) ≥ 3 implies y1 or y2 is of degree 3. Say, d(y1) = 3. W.l.o.g., assume that
c(yy1) = 1, c(yy2) = 2 and c(yz) = 3. We consider several cases.
Case 12.1. If C(x) ∩ C(y) = ∅ or WG′(y, x) = {y1} or WG′(y, x) = {z}, then Lemma 2 yields that the colouring c can be
extended to an acyclic edge k-colouring of G, because |C(y) ∪ C(x) ∪ C(WG′(y, x))| ≤ 6 and k ≥ 7.
Case 12.2. Assume thatWG′(y, x) = {y2}. We consider two possible cases.
Case 12.2.1. Let c(xw) = 2. W.l.o.g., assume that c(xx1) = 4. Observe that |C(y) ∪ C(x) ∪ C(w)| ≤ 7. Hence, if k ≥ 8, then
we could extend the colouring c . Therefore we may assume that k = 7. The colouring c cannot be extended only if for each
colour α ∈ {5, 6, 7} there is a maximal (2, α)-path from x to y, passing through w. Thus, C(w) = {2, 5, 6, 7}. We recolour
xw with 1, obtaining Case 12.1.
Case 12.2.2. Assume that c(xx1) = 2. W.l.o.g., let c(xw) = 4. For each colour α ∈ {5, . . . , k} there is a maximal (2, α)-path
from x to y, since otherwisewe could extend the colouring c. Hence, C(y2) ⊆ {β, 2, 5, . . . , k}. It is obvious that β ∈ {1, 3, 4}.
We consider each possibility separately.
Case 12.2.2.1. Assume that β = 4.We recolour yy2 with 1. If 3 ∉ C(y1), then recolour yy1 with a colour γ ∉ {1, 2, 3}∪C(y1).
In the opposite, if 3 ∈ C(y1), then recolour yy1 with a colour γ ∉ {1, 2, 3} ∪ C(y1)∪ C(z). Observe that in both cases such a
colour γ exists and that we obtain an acyclic edge k-colouring of G′, which satisfies the conditions of Case 12.1.
Case 12.2.2.2. Assume that β = 1.
If 3 ∉ C(y1), then we recolour yy2 with 3. Further, if 1 ∉ C(z), then we choose a colour γ ∉ {1, 2, 3} ∪ C(z). In the
opposite, we choose γ ∉ {1, 2, 3} ∪ C(z) ∪ C(y1). In either case, we recolour yz with γ and we are back in Case 12.1.
Assume now that 3 ∈ C(y1). Observe that if 4 ∉ C(y1), then we could recolour yy2 with 4, obtaining an acyclic edge
k-colouring of G′ considered in Case 12.2.1. Hence C(y1) = {1, 3, 4}. We recolour yy1 with 2, yy2 with 3 and yz with a colour
γ ∉ {1, . . . , 4} ∪ C(z) and we are back in Case 12.1.
Case 12.2.2.3. Let β = 3. Observe at the beginning, that if 4 ∉ C(z), then we could recolour yy2 with 4, obtaining Case 12.2.1.
Hence, c(zz1) = 4.
Assume that c(zw) ≠ 1. We recolour yy2 with 1. Further, if 3 ∉ C(y1), then we choose any colour γ ∉ {1, 2, 3} ∪ C(y1).
In the opposite, when 3 ∈ C(y1), we choose γ ∉ {1, . . . , 4} ∪ C(y1) ∪ {c(wz)}. We recolour yy1 with γ and we are back in
Case 12.1.
Hencewemay assume that c(zw) = 1, i.e., C(z) = {1, 3, 4}. In this case,we recolour zwwith a colour γ ∈ {5, 6, 7}\C(w)
and we obtain a situation considered above.
Case 12.3. If WG′(y, x) = {y1, z}, then |C(y) ∪ C(x) ∪ C(WG′(y, x))| ≤ 7. If k ≥ 8, then Lemma 2 implies that the colouring
c can be extended. Hence, k = 7. Moreover, for each colour α ∈ {4, . . . , 7} there is either a maximal (1, α)-path or a
maximal (3, α)-path from x to y, since otherwise we could extend the colouring c. Hence C(y1) ∪ C(z) = {1, 3, 4, . . . , 7}
and C(y1) ∩ C(z) = ∅. We recolour yy1 with c(zw) and we are back in Case 12.1.
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Case 12.4. Assume thatWG′(y, x) = {y1, y2}.
Case 12.4.1. Let c(xx1) = 1 and c(xw) = 2. |C(y) ∪ C(x) ∪ C(y1) ∪ C(w)| ≤ 8; hence if k ≥ 9, then the colouring c can be
extended. Thus, 7 ≤ k ≤ 8. Moreover, for each colour α ∈ {4, . . . , k} there is either a maximal (1, α)-path or a maximal
(2, α)-path from x to y, since otherwise we could extend the colouring c. Observe that there are at most three such paths
passing through w, since d(w) = 4. Hence at least one maximal (1, α)-path is passing through y1. W.l.o.g., assume that it
holds for α = 4. Obviously, 4 ∈ C(y1). If 2 ∉ C(y1) and 3 ∉ C(y1), then we recolour yy1 with a colour β ∉ {1, 2, 3} ∪ C(y1)
and we are back in Case 12.2. On the other hand, if either 2 ∈ C(y1) or 3 ∈ C(y1), then there cannot be any (1, α)-path from
x to y, for α ∈ {5, . . . , k}. Hence there must be a maximal (2, α)-path from x to y, for each colour α ∈ {5, . . . , k}. d(w) = 4
implies k = 7 and C(w) = {2, 5, 6, 7}. We recolourwxwith 4, obtaining Case 12.1.
Case 12.4.2. Assume that c(xx1) = 2 and c(xw) = 1.
Case 12.4.2.1. If 2 ∉ C(y1), then we recolour yy1 with a colour α ∉ {1, 2, 3} ∪ C(y1) ∪ C(WG′(y, y1)). Observe that such a
colour exists, since |{1, 2, 3} ∪ C(y1) ∪ C(WG′(y, y1))| ≤ 6. We obtain Case 12.2.2.
Case 12.4.2.2. Assume that 2 ∈ C(y1).
We first consider the case when 3 ∉ C(y1). Observation 4 and the fact that for each α ∈ {4, . . . , k} \ C(y1) there is a
maximal (2, α)-path from x to ywhich implies that there exists a colourβ ∈ {4, . . . , k}\C(y1) such that no (2, β)-path from
y to y1 exists. Hence we may recolour yy1 with β , obtaining an acyclic edge k-colouring of G′ which satisfies the conditions
of Case 12.2.2.
Assume now that 3 ∈ C(y1), i.e., C(y1) = {1, 2, 3}. Observe that for each colour α ∈ {4, . . . , k} there is a maximal
(2, α)-path from x to y, since otherwise the colouring c could be extended. Hence, C(y2) = {2, 4, 5, . . . , k}. We recolour yy2
with 1, yy1 with a colour β ∉ {1, 2, 3} ∪ C(z) and we are back in Case 12.2.1.
Case 12.5. Finally, letWG′(y, x) = {y2, z}.
Case 12.5.1. Assume that c(xx1) = 3 and c(xw) = 2. If the colouring c could not be extended, then for each colour
α ∈ {4, . . . , k} there would be a maximal (2, α)-path or a maximal (3, α)-path from x to y. k ≥ 7; hence we would have at
least four such paths. This is impossible, because d(w) = 4, d(z) = 3 and wz ∈ E(G) imply that there can be at most three
such paths.
Case 12.5.2. Assume that c(xx1) = 2 and c(xw) = 3. If 2 ∉ C(z), then we recolour yz with a colour α ∉ {1, 2, 3} ∪ C(z) ∪
C(WG′(y, z)), obtaining Case 12.2.2. Hencewemay assume2 ∈ C(z). The fact that the colouring c cannot be extended implies
that for each colour α ∈ {4, . . . , k} \ C(z) there is a maximal (2, α)-path from x to y, passing through y2. We recolour yz
with any colour α ∈ {4, . . . , k} \ (C(z) ∪ C(y1)). Observation 4 implies that the obtained colouring is acyclic. We are back
in Case 12.2.2.
Case 13.
Assume that G contains a 4-face [x, y, z, w] such that x, y are 3-vertices and z, w are 4-vertices. Let G′ = G − xy. From
the fact that G is a minimal counterexample it follows that G′ has an acyclic k-colouring c. Let x1 (y1) be the neighbour of x
(of y), which is not incident to the 4-face [x, y, z, w]. Assume that c(yz) = 1 and c(yy1) = 2.
Case 13.1. If C(x) ∩ C(y) = ∅ or WG′(x, y) = {w} or WG′(y, x) = {z}, then Lemma 2 implies that the colouring c can be
extended.
Case 13.2. Assume that c(xx1) = 2 and c(xw) ∉ C(y), w.l.o.g., c(xw) = 3. Observe that for each colour α ∈ {4, . . . , k} there
must be a maximal (2, α)-path from x to y, since otherwise the colouring c can be extended. Thus, C(x1) = {2, 4, 5, . . . , k}.
We recolour xx1 with 1 and we are back in the previous case.
Case 13.3. LetWG′(x, y) = {x1, w}.
Case 13.3.1. Assume that c(xx1) = 2 and c(xw) = 1. Observe at the beginning, that if 1 ∉ C(x1), then we can recolour
xx1 with a colour α ∉ C(x) ∪ C(x1), obtaining Case 13.1. Similarly, if 2 ∉ C(w), then we could recolour xw with a colour
α ∉ C(x)∪C(w) andwewould obtain Case 13.2. Hencewemay assume that 1 ∈ C(x1) and 2 ∈ C(w). If there exists a colour
α ∉ C(x) ∪ C(x1) ∪ C(w), then we can recolour xx1 with α, obtaining Case 13.1. Thus, |C(x) ∪ C(x1) ∪ C(w)| = k. It follows
that C(x1) ∩ C(w) = {1, 2}. For each α ∈ C(w) \ {1, 2} there is a maximal (1, α)-path from x to y, passing throughw, since
otherwisewe could extend the colouring c. Observation 4 implies thatwe can recolour xx1 with any colourα ∈ C(w)\{1, 2},
obtaining Case 13.1.
Case 13.3.2. Assume that c(xx1) = 1 and c(xw) = 2. For each colour α ∈ {3, . . . , k} there must be either a maximal (1, α)-
path or a maximal (2, α)-path from x to y, since otherwise the colouring c can be extended. But this is impossible, since
k ≥ 7, d(w) = d(z) = 4 andwz ∈ E(G).
Case 14.
Assume that G contains a triangle [x, y, z] such that x is a 2-vertex, y is a 5-vertex with l2(y) = 2 and z is a 6-vertex
with l2(z) = 3. Let G′ = G − xy. G′ has an acyclic edge k-colouring c , because G is a minimal counterexample. Let y1 be
the 2-neighbour of y, which is not incident to the triangle [x, y, z]. If either c(xz) ∉ C(y) or c(xz) = c(yy1), then from
Lemma 2 it follows that the colouring c can be extended. Otherwise, |(C(z) ∪ C(y)) \ {c(yy1)}| ≤ ∆(G) + 4 − 2 − 1 < k
and we can recolour xz with a colour α ∉ (C(z) ∪ C(y)) \ {c(yy1)}. We obtain an acyclic edge k-colouring of G′ which can
be extended. 
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