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R E S U M O
A ana´lise ROC (Receiver Operating Characteristic) tem vindo a ganhar muita popularidade,
principalmente na a´rea da medicina, dado que e´ uma ferramenta u´til para avaliar e especi-
ficar problemas no desempenho de um indicador de diagno´stico.
A a´rea abaixo da curva ROC (AUC) e´ um indicador que pode ser utilizado para comparac¸a˜o
de duas ou mais curvas ROC.
Este trabalho, surgiu da necessidade de existeˆncia de softwares que permitem o ca´lculo
das medidas necessa´rias para comparac¸a˜o de sistemas com base nas curvas ROC. Exis-
tem va´rios softwares que efetuam o ca´lculo de medidas associadas a` ana´lise ROC, no en-
tanto apresentam algumas lacunas, nomeadamente no que diz respeito a` comparac¸a˜o para
amostras independentes com diferentes dimenso˜es e na comparac¸a˜o de duas curvas ROC
quando estas se intersetam.
Neste trabalho e´ apresentado uma nova aplicac¸a˜o que se designa por CERCUS. Esta foi
desenvolvida usando a linguagem de programac¸a˜o JAVA e destaca-se pela possibilidade de
comparar duas ou mais curvas ROC.
Este programa tem como principal intuito o ca´lculo de va´rias estimativas ROC, usando
os diferentes me´todos sugeridos no desenrolar do trabalho e fazer a comparac¸a˜o de curvas
ROC, mesmo que haja intersec¸a˜o, quer para amostras independentes ou amostras empare-
lhadas. Permite ainda, a representac¸a˜o no plano unita´rio da curva ROC empı´rica e a a´rea
entre as curvas.
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A B S T R A C T
Receiver Operating Characteristic (ROC) analysis has gained much popularity, especially
in the medical field, as it is a useful tool to assess and specify problems in the performance
of a diagnostic indicator.
The area below the ROC curve (AUC) is an indicator that can be used to compare two or
more ROC curves.
This work emerged from the need for software to allow the calculation of the necessary
measurements to compare systems based on ROC curves.
There are several software that perform the calculation of measures related to ROC analy-
sis, however they present some gaps, particularly as regards the comparison for indepen-
dent samples with different dimensions and in comparing two ROC curves where they
intersect.
In this work a new application is presented that is denominated by CERCUS. This was
developed using the programming language JAVA and stands out by the possibility of
comparing two or more ROC curves.
The main purpose of this program is the calculation of several ROC estimates, using the
different methods suggested along in the dissertation and comparing ROC curves, even
if there is an intersection, for independent samples or paired samples. It also allows the
representation in the unit plane of the empirical ROC curve and the area between the
curves.
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I N T R O D U C¸ A˜ O
1.1 contexto e motivac¸a˜o
Receiver Operating Characteristic (ROC) surgiu entre 1950 e 1960 e e´ uma ana´lise que emergiu
da teoria da decisa˜o, mais concretamente, na teoria de detec¸a˜o de sinal (Braga and Oliveira,
2003; Fawcett, 2006). Esta ana´lise apareceu como resultado da necessidade de identificar
e diferenciar num operador de radar, um sinal fidedigno (aliados, inimigos) de um ruı´do
(nuvens, aves, etc).
Desde esta altura a ana´lise ROC tem ganhado muita popularidade porque para ale´m de
ser uma ferramenta u´til para avaliar o desempenho de um indicador, consegue comparar
diferentes indicadores e selecionar de uma forma pra´tica um limiar o´timo, que representa
a maximizac¸a˜o das deciso˜es corretas (Cheam and McNicholas, 2014).
Esta metodologia tem sido aplicada a va´rias a´reas cientı´ficas e no campo da medicina
tem sido um fator importante em deciso˜es me´dicas, bem como em a´reas da epidemiologia,
testes de diagno´stico, radiologia e bioinforma´tica (Hajian-Tilaki, 2013).
O gra´fico da curva ROC no plano unita´rio e´ uma te´cnica que pode ser usada para organi-
zar e selecionar classificadores avaliando o seu desempenho. Esta te´cnica consiste em uma
representac¸a˜o gra´fica bidimensional que tem como eixo dos “x”, “1- especificidade” e no
eixo dos “y”, “sensibilidade”, que variam de 0 a 1 (Fawcett, 2006; Braga, 2000). Em termos
de dados em medicina, a sensibilidade corresponde a` probabilidade de uma doenc¸a estar
presente, quando na realidade o individuo esta´ doente e a especificidade corresponde a` pro-
babilidade de excluir a doenc¸a, quando na realidade esta esta´ ausente (Braga and Oliveira,
2003).
Para comparac¸a˜o de duas curvas ROC, existe um me´todo que obte´m, a partir do gra´fico
da curva ROC, um escalar que representa a sua performance denominado a´rea abaixo da
curva (AUC). Como a AUC e´ uma porc¸a˜o do plano unita´rio, os seus valores variam entre
0 e 1. Se trac¸ar uma linha na diagonal a partir da origem neste plano, esta representa um
valor de AUC de 0,5 , por isso nenhum classificador realista deve ter uma AUC inferior a
0,5 (Fawcett, 2006). Por este motivo, na pra´tica, o valor de AUC varia entre 0,5 e 1,0. Han-
ley and McNeil (1982) conseguem comparar duas curvas ROC, atrave´s de uma estatistica Z,
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utilizando o indicador da AUC para os dois sistemas a comparar. O ca´lculo deste indicador
pode ser obtido pela a´rea do trape´zio ou pela estatı´stica de Wilcoxon, onde as propriedades
estatı´sticas desta podem ser usadas para prever propriedades da AUC da curva ROC. Para
a comparac¸a˜o de curvas ROC que se intersetam, Braga et al. (2005) apresentam uma me-
todologia que permite esta ana´lise, determinando a´reas parciais em diferentes regio˜es do
espac¸o ROC. Utilizando uma metodologia baseada na comparac¸a˜o de curvas de Pareto em
otimizac¸a˜o multi objetivo o ‘Comp2ROC’, pacote desenvolvido em R (Braga et al., 2016), e´
o resultado desta metodologia.
A ana´lise atrave´s das curvas ROC e´ importante em diferentes campos de aplicabilidade,
no entanto existem poucas aplicac¸o˜es disponı´veis para sistematizar esta ana´lise, nomea-
damente no que diz respeito a` representac¸a˜o gra´fica e comparac¸a˜o de dois sistemas. A
crescente utilizac¸a˜o desta metodologia em diferentes a´reas, como por exemplo na a´rea da
medicina, requer a existeˆncia de uma ferramenta u´nica que englobe as mais importantes
metodologias do estudo das curvas ROC. O desenvolvimento de um software simples e
intuitivo capaz de fazer a analise atrave´s das curvas ROC usando as funcionalidades do
Comp2ROC e´ a grande motivac¸a˜o deste trabalho.
1.2 objetivos
O principal objetivo deste trabalho consiste em desenvolver um programa em JAVA para
comparac¸a˜o de dois sistemas com base em curvas ROC que se intersetam ou na˜o. Com
base neste objetivo principal, foram delineados os seguintes objetivos especı´ficos:
• permitir analisar amostras independentes e emparelhadas;
• trac¸ar as curvas ROC empı´ricas no plano ROC unita´rio assim como os gra´ficos de
diferenc¸a entre a´reas em func¸a˜o das inclinac¸o˜es das linhas de amostragem e os resul-
tados dos testes de comparac¸a˜o das curvas;
• identificar regio˜es da curva onde existe melhor desempenho;
• guardar gra´ficos e resultados em formatos especı´ficos.
1.3 estrutura da dissertac¸a˜o
Esta dissertac¸a˜o esta´ organizada em 6 capı´tulos.
No Capı´tulo 1 da dissertac¸a˜o e´ apresentada uma introduc¸a˜o ao tema com o respetivo
contexto e motivac¸a˜o, os objetivos assim como a estrutura da mesma.
1.3. Estrutura da Dissertac¸a˜o 3
No Capı´tulo 2 apresenta-se o estado da arte, passando por uma revisa˜o bibliogra´fica
das metodologias das curvas ROC, onde e´ descrito tambe´m um pouco da sua histo´ria e os
principais conceitos e definic¸o˜es.
Sera´ tambe´m efetuada uma breve revisa˜o dos programas estatı´sticos para ana´lise ROC.
O Capı´tulo 3 retrata as metodologias aplicadas no desenvolvimento do software. E´ feita
uma pequena descric¸a˜o da linguagem JAVA, da biblioteca Rserve, da base de dados utili-
zada e dos requisitos que o novo programa deve ter.
No Capı´tulo 4 e´ explicada a abordagem proposta, descrevendo a ferramenta informa´tica
que foi desenvolvida. Retrata a sua apresentac¸a˜o e explicac¸a˜o detalhada de todos os ı´cones
e funcionalidades, com uma breve explicac¸a˜o de como o programa compara duas ou mais
curvas ROC.
O Capı´tulo 5 analisa os resultados obtidos pelo aplicativo, comparando-os com outros
softwares disponı´veis. Termina com uma breve discussa˜o e conclusa˜o dos resultados obti-
dos.
No Capı´tulo 6 esta˜o expostas as principais concluso˜es com o desenvolvimento do pre-
sente trabalho e uma pequena ana´lise do trabalho desenvolvido. O capı´tulo termina suge-
rindo aspetos que podem ser melhorados no programa.

2
M E T O D O L O G I A D A S C U RVA S R O C
2.1 histo´ria das curvas roc
A ana´lise ROC teve origem no inicio da de´cada de 50 com a combinac¸a˜o da teoria de
detec¸a˜o de sinal e teoria da decisa˜o estatı´stica (Harvey, 2011; Hajian-Tilaki, 2013). Uma
das primeiras aplicac¸o˜es foi na detec¸a˜o de sinais em radar. Neste caso, uma experieˆncia
origina dois tipos de eventos: um evento de sinal e um evento de ruı´do. Dado que os
eventos de sinal tendem a produzir uma forte impressa˜o em relac¸a˜o aos eventos de ruı´do, o
observador consegue inferir que tipo de evento esta´ presente (Bamber, 1975; Stanislaw and
Todorov, 1999). Para classificar essa decisa˜o em cada acontecimento, Bamber (1975) usa
”sim-na˜o” no problema de detec¸a˜o do sinal: ”sim” na presenc¸a do sinal e ”na˜o” na auseˆncia
do sinal (presenc¸a do ruı´do).
Um exemplo muito pra´tico para explicar este processo e´ a capacidade de identificac¸a˜o e
diferenciac¸a˜o num operador de radar, um sinal fidedigno (aliados, inimigos) de um ruı´do
(nuvens, aves, etc) (Collinson, 1998). Na a´rea da psicologia fazem tambe´m um aprovei-
tamento desta metodologia na determinac¸a˜o da relac¸a˜o entre os atributos da experieˆncia
psicolo´gica com as propriedades dos estı´mulos fı´sicos (Green and Swets, 1966). Neste caso
a decisa˜o dos psico´logos baseia-se na detec¸a˜o de um fraco sinal causado por algum evento
sensorial.
Em meados da de´cada de 60 a ana´lise ROC e´ utilizada em grande escala devido a` necessi-
dade de fazer avaliac¸a˜o do desempenho de testes diagno´sticos (Lusted, 1971). Lusted (1971)
afirma que este me´todo pode ser adotado para decisa˜o me´dica colmatando a limitac¸a˜o da
escolha de um u´nico par de especificidade e sensibilidade.
A ana´lise ROC tem sido uma ferramenta extremamente u´til na avaliac¸a˜o de um teste de
diagno´stico, permitindo a comparac¸a˜o de diferentes testes e selecionando de uma forma
pra´tica um limiar o´timo (Cheam and McNicholas, 2014).
No campo da medicina, esta metodologia tem sido aplicada a va´rias a´reas cientı´ficas,
sendo um fator importante em deciso˜es me´dicas, assim como em a´reas da epidemiologia,
testes de diagno´stico, radiologia e bioinforma´tica (Hajian-Tilaki, 2013).
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2.2 conceitos e definic¸o˜es
Um teste de diagno´stico ou classificador, e´ um mapeamento de certas instaˆncias (estado
da varia´vel) para a previsa˜o de classes/grupos onde o limite de classificac¸a˜o deve ser de-
terminado por um valor (Fawcett, 2006). Sob o ponto de vista processual pode ser algo
simples mas tambe´m complexo. Por exemplo, um teste pode envolver apenas um passo
que resulta em dois resultados possı´veis (positivo ou negativo), como pode envolver uma
ampla sequeˆncia de procedimentos onde o resultado pode ter um vasto leque de possı´veis
classificac¸o˜es. A implantac¸a˜o de um classificador deve ser pre´-condicionada tendo em conta
a praticabilidade e o beneficio de um teste para a classificac¸a˜o ou previsa˜o dos resultados
(Yanyu, 2010).
A exatida˜o de um teste diagno´stico, em termos me´dicos, e´ a correta classificac¸a˜o de uma
doenc¸a como estando presente (ou na˜o) numa dada populac¸a˜o. Resulta na capacidade
de detetar corretamente uma condic¸a˜o quando esta´ verdadeiramente presente e excluir a
condic¸a˜o quando esta´ realmente ausente, comparando os resultados com o estado real da
condic¸a˜o. A natureza das varia´veis dos testes de diagno´stico, pode ser ordinal ou contı´nua
(Martinez et al., 2003). Enquanto que as varia´veis contı´nuas podem tomar qualquer valor
numa escala contı´nua, como por exemplo a idade e a pressa˜o arterial, nas varia´veis ordinais
os valores sa˜o medidos atrave´s de uma ordenac¸a˜o entre as categorias, como por exemplo
no esta´gio da dor (auseˆncia, moderada, severa).
Considerando a classificac¸a˜o bina´ria, onde os resultados sera˜o rotulados como positivo
(presenc¸a da doenc¸a) ou negativo (auseˆncia da doenc¸a), τ-“classificador” corresponde a`
verdadeira condic¸a˜o da doenc¸a.
τ =
〈
0 na˜o Doente
1 Doente
O resultado do teste diagno´stico e´ representado pela varia´vel indicador γ-“instaˆncia”.
γ =
〈
0 Negativo para doenc¸a
1 Positivo para doenc¸a
Dado um classificador e um conjunto de instaˆncias, constro´i-se uma tabela de contingeˆncia
de 2 por 2 (Tabela 1) que tambe´m e´ conhecida como matriz confusa˜o e serve para calcular
medidas de desempenho importantes como, por exemplo, sensibilidade e especificidade
(Collinson, 1998).
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Tabela 1: Matriz Confusa˜o de classificac¸a˜o dos resultados de um teste diagno´stico.
τ=0 τ=1
γ=0 Verdadeiros Negativos Falsos Negativos
VN FN
Erro do tipo I
γ=1 Falsos Positivos Verdadeiros Positivos
FP VP
Erro do tipo II
Observando a Tabela 1 com uma perspetiva estatı´stica, verifica-se que para o classificador
bina´rio existem quatro resultados possı´veis: Verdadeiros Positivos (VP), Falsos Positivos (FP),
Falsos Negativos (FN) e Verdadeiros Negativos (VN).
• VP, classificac¸a˜o de um individuo doente quando ocorre um teste com resultado po-
sitivo para a presenc¸a da doenc¸a;
• FP, classificac¸a˜o de um individuo na˜o doente quando ocorre um teste com resultado
positivo para a presenc¸a da doenc¸a;
• FN, classificac¸a˜o de um individuo doente quando ocorre um teste com resultado
negativo para a presenc¸a da doenc¸a;
• VN, classificac¸a˜o de um individuo na˜o doente quando ocorre um teste com resultado
negativo para a presenc¸a da doenc¸a.
O resultado de um teste de diagno´stico pode ser induzido em erro derivado a uma ma´
classificac¸a˜o do individuo pela equipa me´dica.
Como se pode observar pela ana´lise da Tabela 1, existem dois tipos de erro: erro do tipo
I e erro do tipo II. Em estatı´stica estes erros correspondem respetivamente a` Frac¸a˜o de Falsos
Positivos (FFP) e a` Frac¸a˜o de Falsos Negativos (FFN), sendo o seu valor obtido seguindo as
fo´rmulas a seguir apresentadas:
FFP = P{γ = 1|τ = 0} = P(γ = 1∩ τ = 0)
P(τ = 0)
=
Nu´mero de Falsos Positivos (FP)
Total de Negativos (N)
e na qual
Total de Negativos (N) = Verdadeiros Negativos (VN)+Falsos Positivos (FP) = Total na˜o Doentes
FFN = P{γ = 0|τ = 1} = P(γ = 0∩ τ = 1)
P(τ = 1)
=
Nu´mero de Falsos Negativos (FN)
Total de Positivos (P)
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com
Total de Positivos (P) = Verdadeiros Positivos (VP)+ Falsos Negativos (FN) = Total de Doentes
Se um teste de diagno´stico apresenta a FFP igual a zero e a Frac¸a˜o de Verdadeiros Positivos
(FVP) igual a um, pode-se concluir que este e´ ideal para a detec¸a˜o da doenc¸a. Por outro
lado, se a FFP for igual a FVP, o teste e´ inconclusivo para a presenc¸a da doenc¸a. A sensibili-
dade (FVP) e a especificidade (1-FFP) sa˜o duas medidas de precisa˜o comumente usadas na
a´rea me´dica para avaliar o desempenho de um teste de diagno´stico. Estas medidas esta˜o
vigorosamente relacionadas com os conceitos de erros tipo I e II (Pepe, 2004).
2.2.1 Sensibilidade e Especificidade
Como referido anteriormente, a sensibilidade (FVP) representa a capacidade de classifi-
car corretamente um dado atributo, e a especificidade ou Frac¸a˜o de Verdadeiros Negativos
(FVN) representa a capacidade de classificar corretamente a inexisteˆncia de um dado atri-
buto (Collinson, 1998; Fawcett, 2006; Go¨nen, 2001; Braga, 2000). Quanto maior o valor da
sensibilidade, maior e´ a probabilidade de um teste classificar corretamente a presenc¸a da
doenc¸a e vice-versa. Estas medidas sa˜o, entre si, independentes. No entanto, sensibilidade
e a especificidade, dependem respetivamente dos ”doentes” e dos ”na˜o doentes”, como se
pode analisar pelas as seguintes expresso˜es:
sensibilidade = FVP =
Nu´mero de Verdadeiros Positivos (VP)
Total de Positivos (P)
especificidade = FVN =
Nu´mero de Verdadeiros Negativos (VN)
Total de Negativos (N)
2.2.2 Exatida˜o e Precisa˜o
A exatida˜o de um teste diagno´stico tambe´m pode ser quantificada na efica´cia que um
teste tem para prever o respetivo resultado. Assim, a Exatida˜o e a Precisa˜o, sa˜o tambe´m
importantes medidas de desempenho de um teste diagno´stico. Enquanto que a Precisa˜o
determina se existe concordaˆncia nos resultados quando o teste e´ repetido va´rias vezes, a
Exatida˜o determina a capacidade do teste fornecer resultados muito pro´ximos do verda-
deiro valor do que esta´ a ser medido (Fawcett, 2006; Collinson, 1998).
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Figura 2.1: Sobreposic¸a˜o de duas distribuic¸o˜es hipote´ticas, imagem adaptada de Braga (2000) (Fonte:
(Braga, 2000)).
Um teste ideal e´ aquele que preveˆ idealmente a condic¸a˜o dos pacientes e para isso a FFP
e´ igual a zero e a FVP e´ igual a um. Por outro lado, quando FFP=FVP, o teste na˜o e´ decisivo
sobre a presenc¸a da doenc¸a (Pepe, 2004).
Exatida˜o =
Nu´mero de Verdadeiros Negativos (VN) + Nu´mero de Verdadeiros Positivos (VP)
Total de Negativos (N) + Total de Positivos (P)
Precisa˜o =
Nu´mero de Verdadeiros Positivos (VP)
Total de Negativos (N) + Total de Positivos (P)
2.2.3 Testes contı´nuos de diagno´stico
Segundo Braga (2000), os testes contı´nuos de diagno´stico podem ser modelados como um
problema de testes de hipo´teses em que as varia´veis de decisa˜o sa˜o relacionadas com
as hipo´teses nula e alternativa. Em termos me´dicos, uma dessas hipo´teses representa a
presenc¸a da doenc¸a e a outra representa a sua auseˆncia. Este e´ um me´todo muito utilizado
para a previsa˜o de um resultado num teste de diagno´stico onde:
• H0 = Hipo´tese nula = auseˆncia da doenc¸a
• H1 = Hipo´tese alternativa= presenc¸a da doenc¸a
O valor de corte, c, representado pela linha vertical da Figura 2.1, e´ um valor importante
para a separac¸a˜o dos casos positivos (T+) dos casos negativos (T−) (Metz, 1986). Os valo-
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res que se apresentam a` direita de c, representam a hipo´tese de o indivı´duo ser doente e
os valores que se apresentam a` esquerda de c, representam a hipo´tese de o indivı´duo ser
sauda´vel. Se os valores de c aumentarem, aumenta tambe´m a probabilidade de ocorrerem
casos positivos (Swets, 1996). Na Figura 2.1 verifica-se que ao diminuir FFP aumenta a FFN.
Associado aos testes de hipo´teses, a sensibilidade, especificidade e os erros do tipo I e II sa˜o
descritos em func¸a˜o do valor de corte c, como FVP(c), FVN(c), FFP(c) e FFN(c) respetiva-
mente. Considerando um resultado bina´rio τ e uma varia´vel de decisa˜o X, segundo Braga
(2000)
FVP(c) = sensibilidade = P[X ≥ c|τ = 1]
FVN(c) = especificidade = P[X ≤ c|τ = 1] = (1− FFP)
P(Erro do tipo I) = α = P[rejH0|H0] = P(T+|XN) = P[x > c|τ = 0] = FFP
P(Erro do tipo II) = β = P[rejH0|H1] = P(T−|XA) = P[x < c|τ = 1] = FFN
Um valor de corte para ale´m de definir a regia˜o de rejeic¸a˜o (define as dimenso˜es dos
erros tipo I e II), fixa um par (sensibilidade, especificidade). Estes pares podem ser represen-
tados como valores de coordenadas de um gra´fico, ”y”e ”x”, dando origem a` curva ROC
empı´rica. Resumidamente, em termos de testes de diagno´stico, a representac¸a˜o ROC da´ a
probabilidade de na˜o rejeitar a H0.
2.3 espac¸o roc
2.3.1 Curva ROC
A representac¸a˜o das curvas ROC pode ser entendida como uma te´cnica para selecionar clas-
sificadores e avaliar o seu desempenho. Nesse sentido, os classificadores produzem um par
(FFP, FVP) no espac¸o ROC, como se pode observar na Figura 2.2. Este par esta´ diretamente
relacionado com a variac¸a˜o do valor de corte c, ao longo do eixo de decisa˜o ”x”(Fawcett,
2006; Braga, 2000).
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Figura 2.2: Curva ROC e os crite´rios descritos por Braga (2000) (Fonte: (Braga, 2000))
Uma curva ROC empı´rica e´ uma representac¸a˜o gra´fica da relac¸a˜o entre a poteˆncia de um
teste e a probabilidade de se cometer um erro do tipo I, consoante o valor do corte e sob
uma perspectiva estatı´stica (Metz, 1986).
Uma importante propriedade da curva ROC e´ esta ser crescente dado a relac¸a˜o que tem
com a sensibilidade e a especificidade. Pore´m, se a curva for uma diagonal no plano bidi-
mensional sera´ impossı´vel estabelecer qualquer relac¸a˜o entre essas medidas (Metz, 1978).
A importaˆncia dos pontos da curva ROC varia entre eles no espac¸o ROC, onde a sua
descriminac¸a˜o e´ diferente consoante a sua localizac¸a˜o. Conforme os crite´rios que descre-
vem um ponto na curva ROC, Braga (2000) refere que um crite´rio ”estrito” e´ aquele ponto
na curva ROC que se situa no canto inferior esquerdo, isto e´, aquele que conduz a uma
pequena frac¸a˜o de FP com uma pequena frac¸a˜o de VP. Com a progressa˜o dos pontos ao
longo do espac¸o o crite´rio a ser aplicado vai ser diferente, consequente de uma maior frac¸a˜o
de FP com uma maior frac¸a˜o de VP. A Figura 2.2 representa graficamente a situac¸a˜o que
foi explicada relativa a` curva ROC.
Dado que o ponto (0,0) representa uma estrate´gia que na˜o classifica VP nem FP, o seu
oposto (1,1), retrata uma classificac¸a˜o so´ de VP. Basicamente, os classificadores discretos
mais pro´ximos do ponto (0,0) fazem so´ classificac¸o˜es positivas com uma forte evidencia,
onde este comete poucos erros do tipo I. Ja´ os classificadores mais pro´ximos do ponto (1,1)
fazem so´ classificac¸o˜es positivas com pouca evideˆncia, que por sua vez, comete muitos er-
ros do tipo I (Fawcett, 2006).
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Figura 2.3: Curvas ROC e os treˆs graus de descriminac¸a˜o descritos por Braga (2000) (Fonte: (Braga,
2000))
Por outro lado a linha diagonal y=x, retrata a estrate´gia de adivinhar aleatoriamente a
classe correta, com uma probabilidade associada de 50 % (Fawcett, 2006).
No que diz respeito a uma classificac¸a˜o perfeita no espac¸o ROC, o ponto (0,1) e´ o que
caracteriza melhor esta situac¸a˜o, com um maior valor de FVP e um menor valor de FFP.
Pode-se afirmar enta˜o que para dois sistemas de diagno´stico que na˜o se cruzam, o sistema
com os valores da curva ROC mais pro´ximos do ponto (0,1) apresenta um maior poder
discriminante, porque ha´ um maior valor de FVP do que o valor de FFP. Na Figura 2.3
esta˜o ilustradas treˆs curvas com treˆs graus de descriminac¸a˜o diferentes e a sua diagonal.
2.3.2 A´rea abaixo da curva (AUC)
Para a discriminac¸a˜o de um teste diagno´stico existe um me´todo que obte´m a partir de
um gra´fico ROC, um valor escalar que representa a sua performance denominado a a´rea
abaixo da curva, AUC (Fawcett, 2006). Este e´ um dos ı´ndices mais utilizados para retratar
a “qualidade” da curva (Hanley and McNeil, 1982; Swets, 1996; Metz, 1986).
Segundo Begg (1991) a AUC e´ uma medida que pode ser entendida como a probabili-
dade de um indivı´duo doente ter um resultado de maior relevo do que aquele individuo
na˜o doente. Resumidamente, este me´todo representa uma propriedade estatı´stica impor-
tante, dado que a probabilidade de um classificador escolher, ao acaso, uma instaˆncia posi-
tiva e´ maior do que escolher uma instaˆncia negativa. Swets (1996) citado por Hanley and
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McNeil (1982) refere que a AUC e´ a probabilidade de detetar se o individuo tem ou na˜o
determinado atributo, i.e, a probabilidade de classificar corretamente.
De acordo com Bradley (1997) o desempenho de um classificador num plano bidimensio-
nal e´ dado pela a´rea abaixo da curva, onde produz informac¸o˜es importantes sobre os casos
de estudo. Como a AUC e´ uma porc¸a˜o do plano unita´rio onde os seus valores variam entre
0 e 1, quando se verifica FFP = FVP, a AUC representa um valor de 0,5 (o classificador na˜o
tem poder discriminante). Por isso, nenhum classificador realista deve ter uma AUC infe-
rior a 0,5 (Fawcett, 2006). Por outro lado, quando a AUC atinge o seu valor ma´ximo (AUC =
1), esta´-se perante um classificador com discriminac¸a˜o perfeita, e a curva esta´ posicionada
para o canto superior esquerdo, no qual FVP=1 (Green and Swets, 1966).
Conforme va´rios autores, entre eles Hanley and McNeil (1982) e Braga (2000), os treˆs
me´todos mais utilizados para a estimativa do valor escalar da AUC sa˜o:
• Estatı´stica de Wilcoxon-Mann-Whitney;
• Regra do Trape´zio;
• A´rea Binormal.
Os me´todos atra´s descritos sa˜o aplicados para valores discretos (Bamber, 1975; Bradley,
1997). Para valores contı´nuos, a AUC pode ser obtida a partir da func¸a˜o (Bamber, 1975;
Pepe, 2004):
AUC =
∫ 1
0
ROC(t) dt
o que em termos de probabilidade pode ser escrito como
AUC = P[XA > XN ]
A estatı´stica de Wilcoxon-Mann-Whitney, W, e´ usualmente utilizada para testar se os in-
divı´duos que apresentam alguma caracterı´stica quantitativa x numa populac¸a˜o A (doente),
tendem a ser maiores do que numa segunda populac¸a˜o N (na˜o doente), sem assumir real-
mente que a caracterı´stica esta´ distribuı´da nas duas populac¸o˜es (Hanley and McNeil, 1982).
Considerando uma amostra de tamanho nA a partir de A e uma amostra de tamanho nN a
partir de N o procedimento consiste em fazer todas as comparac¸o˜es possı´veis (nA · nN), en-
tre os valores xA da amostra nA e os valores xN da amostra nN assinalando cada semelhanc¸a
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segundo a regra a seguir descrita:
S(xA, xN) =

1 se xA > xN
1
2 se xA = xN
0 se xA < xN
A estatı´stica W retrata a me´dia de todos os S’s para todas as comparac¸o˜es (nA · nN):
W =
1
nA · nN
nA
∑
1
nN
∑
1
S(xA, xN)
que e´ uma estatı´stica que depende das graduac¸o˜es e na˜o dos valores x, denominada como
estatı´stica de Wilcoxon-Mann-Whitney (Hanley and McNeil, 1982).
O resultado de W estara´ entre 0 e 1 dado a classificac¸a˜o resultante (S(xA, xN)) estar entre
0, 12 e 1. Conforme descrito anteriormente W sera´ a proporc¸a˜o de xA maior que xN (Hanley
and McNeil, 1982).
Quando se varia o valor de corte, obte´m-se um conjunto de pontos pertencentes a` curva
ROC e desta forma consegue-se um me´todo simples para calcular a a´rea abaixo da curva
ROC: a regra do trape´zio (Bradley, 1997). Tendo em conta o gra´fico da curva ROC empı´rica
no plano unita´rio, entre pontos sucessivos da curva, encontram-se representados trape´zios.
A AUC e´ obtida, atrave´s do somato´rio da a´rea dos trape´zios obtidos pela ana´lise dos pontos
FVP e FFP da curva ROC empı´rica, no espac¸o unita´rio, atrave´s da expressa˜o:
AUC =
N
∑
i=1
{
(FVPi−1 · 4FFP) + 12 [4FVP · 4FFP]
}
onde:
4FVP = FVPi − FVPi−1
4FFP = FFPi − FFPi−1
Sendo Φ a func¸a˜o de distribuic¸a˜o da Normal padra˜o, outra forma de estimar a AUC e´
atrave´s do modelo binormal que e´ dado por (Braga, 2000)
AUC = Φ
(
a√
1+ b2
)
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e na qual
a =
µ1 − µ0
σ1
b =
σ0
σ1
Nestes dois quocientes:
• σ0 = desvio padra˜o da distribuic¸a˜o dos valores de xN ;
• σ1 = desvio padra˜o da distribuic¸a˜o dos valores de xA;
• µ0 = me´dia da distribuic¸a˜o dos valores de xN ;
• µ1 = me´dia da distribuic¸a˜o dos valores de xA.
Uma maneira comum de obter uma estimativa mais adequada da a´rea abaixo da curva
ROC e´ estimar tambe´m o erro padra˜o Standard Error (SE) (Jensen et al., 1996). Segundo
Hanley and McNeil (1982), esta medida e´ a mais importante caracterı´stica dado o interesse
de quantificar a varia´vel W. Uma estimativa aproximada de SE(W) pode ser calculada a
partir da AUC da curva ROC:
SE(W) =
√
A(1−A) + (nA − 1)(Q1 −A2) + (nN − 1)(Q2 −A2)
nA · nN (1)
Na expressa˜o (1)
A = AUC
Q1 =
A
(2−A)
Q2 =
2A2
(1+A)
e, nA e nN representam o nu´mero de indivı´duos doentes e na˜o doentes, respetivamente.
A substituic¸a˜o destas expresso˜es na equac¸a˜o (1) conduz ao valor de erro padra˜o esperado
para qualquer valor de A.
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2.4 comparac¸a˜o atrave´s de curvas roc com base na auc
Segundo Pollack and Hsieh (1969) o ı´ndice da a´rea abaixo da curva, AUC, e´ muito im-
portante pois e´ uma medida na˜o-parame´trica e por consequeˆncia na˜o serem necessa´rios
pressupostos sobre as distribuic¸o˜es subjacentes aos dados. A visualizac¸a˜o dos paraˆmetros,
sensibilidade e especificidade, em gra´ficos com duas ou mais curvas ROC associadas a
diferentes testes diagno´sticos contı´nuos, permitem uma imediata comparac¸a˜o dos seus de-
sempenhos (Martinez et al., 2003), mas se duas ou mais curvas sa˜o construidas com base
em diferentes testes de desempenho para o mesmo conjunto de dados, e´ necessa´rio efe-
tuar uma ana´lise estatı´stica das curvas ROC, de forma a obter o teste com um melhor
desempenho (Braga, 2000; Hanley and McNeil, 1983; Delong et al., 1988). Para esse fim,
sera˜o retratadas as diferentes abordagens na˜o parame´tricas para amostras independentes e
amostras emparelhadas.
2.4.1 Em amostras independentes
Para verificar se sa˜o significativas as diferenc¸as entre duas a´reas abaixo da curva ROC
resultantes de duas amostras independentes, aplica-se a raza˜o critica Z definida por Hanley
e McNeil (Hanley and McNeil, 1983)
Z =
A1 − A2√
SE21 + SE
2
2
∼ N(0, 1) (2)
onde as a´reas abaixo das curvas ROC para cada uma das modalidades a comparar esta˜o
representados por A1 e A2, e os erros padra˜o respetivos por SE1 e SE2. Para obter o valor
das a´reas abaixo da curva e´ usada a estatı´stica Wilcoxon-Mann-Whitney, atra´s descrita, e
se o valor destas for superior a 0,5, os erros padra˜o associados a`s a´reas sa˜o obtidos pela
equac¸a˜o 1.
2.4.2 Em amostras emparelhadas
A raza˜o critica Z descrita anteriormente para amostras independentes, aplica-se da mesma
forma para amostras emparelhadas, com a introduc¸a˜o do termo 2rSE1SE2 na raı´z do deno-
minador. A introduc¸a˜o deste termo e´ devida aos dados estarem correlacionados, porque
foram obtidos da mesma amostra. A sua auseˆncia iria causar um denominador de maior
valor e, consequentemente, o valor de Z mais pequeno o que, provavelmente, reduziria a
probabilidade de detetar diferenc¸as significativas entre as duas modalidades (Hanley and
2.4. Comparac¸a˜o atrave´s de Curvas ROC com base na AUC 17
McNeil, 1983):
Z =
A1 − A2√
SE21 + SE
2
2 − 2rSE1SE2
(3)
O paraˆmetro r, coeficiente de correlac¸a˜o entre a´reas, retrata a correlac¸a˜o estimada entre A1
e A2.
Ca´lculo do coeficiente de correlac¸a˜o entre a´reas
O procedimento descrito nesta secc¸a˜o e´ baseado no estudo de Braga (2000). O me´todo
sugerido por Hanley and McNeil (1983) usa uma tabela para a resoluc¸a˜o do coeficiente de
correlac¸a˜o r entre as a´reas A1 e A2, atrave´s do ca´lculo de dois coeficientes de correlac¸a˜o
interme´dios rN , para as classificac¸o˜es dadas para pacientes normais (na˜o doentes) e rA para
as classificac¸o˜es dadas para pacientes anormais (doentes). Existem duas maneiras tradicio-
nais para o ca´lculo destes coeficientes: o me´todo de ca´lculo do produto dos momentos para
a correlac¸a˜o de Pearson e o me´todo tau de Kendall. Como as varia´veis em medicina sa˜o
usualmente obtidas numa escala ordinal, utiliza-se o tau de Kendall para calcular rN e rA.
As entradas que va˜o constituir a tabela construı´da pelos autores Hanley and McNeil
(1983), da qual se retira o valor de r sa˜o:
• o coeficiente de correlac¸a˜o me´dio⇒ rN+rA2 ,
• a a´rea me´dia⇒ A1+A22 .
Por outro lado, os coeficientes de correlac¸a˜o entre a´reas podem tambe´m ser determinados
atrave´s do me´todo sugerido por Delong et al. (1988), que se passa a descrever de acordo
com Braga (2000).
Admitindo que se tem m indivı´duos que apresentam a doenc¸a e n indivı´duos que na˜o
apresentam a doenc¸a, a matriz de covariaˆncias estimada para o vetor estatı´stico de paraˆmetros
θˆ = (θˆ1, θˆ2, ..., θˆk) que representa valores de AUC e na qual k representa o nu´mero de mo-
dalidades a comparar, e´ tal que:
S =
1
m
S10 +
1
n
S01
Sejam {Xri }, {Yrj } (i= 1,2,..., m; j= 1,2,..., n; 1 ≤ r ≤ k) os valores das varia´veis onde o teste
de diagno´stico e´ baseado. As matrizes S10 e S01 com dimenso˜es k× k sa˜o definidas para o
elemento de ordem (r,s) pelas seguintes expresso˜es:
sr,s10 =
1
m− 1
m
∑
i=1
[Vr10(Xi)− θˆr][Vs10(Xi)− θˆs]
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sr,s01 =
1
n− 1
n
∑
j=1
[Vr01(Yj)− θˆr][Vs01(Yj)− θˆs]
Para a r-e´sima estatı´stica θˆr, Vr10 e V
r
01 representam as componentes em X e Y, representa-
das por:
Vr10(Xi) =
1
n
n
∑
j=1
ψ(Xri , Y
r
j ) (i = 1,2,...,m)
Vr01(Yj) =
1
m
m
∑
i=1
ψ(Xri , Y
r
j ) (j = 1,2,...,n)
Com ψ(X, Y) definida atrave´s da expressa˜o da equac¸a˜o:
ψ(X, Y) =

0 Y < X
1
2 Y = X
1 Y > X
Como referido anteriormente, a me´dia desta func¸a˜o conduz a` estimativa da estatı´stica de
Wilcoxon-Mann-Whitney, correspondendo a um estimador θˆ da a´rea abaixo da curva ROC
(Braga, 2000).
2.4.3 Me´todo alternativo para comparac¸a˜o de duas Curvas ROC
Braga et al. (2005) apresentam uma metodologia que permite a comparac¸a˜o de curvas ROC
que se intersetam, atrave´s da determinac¸a˜o de a´reas parciais. Este e´ baseado em otimizac¸a˜o
multi-objetivo onde existe um conjunto de soluc¸o˜es que definem a frente de soluc¸o˜es o´timas
de Pareto (Costa and Fernandes, 2003). Segundo Knowles and Corne (2000) uma curva de
aproximac¸a˜o e´ construı´da de tal forma que divide o espac¸o em duas regio˜es distintas. As-
sim, para um dado conjunto de soluc¸o˜es, uma das regio˜es contera´ todas as soluc¸o˜es que as
dominam e a outra tera´ todas as soluc¸o˜es que sa˜o dominadas por elas. Tendo em conta que
as retas de amostragem partem do mesmo ponto de refereˆncia, as distaˆncias deste ponto
ate´ aos pontos de intersec¸a˜o permitem comparar as curvas em diferentes regio˜es do espac¸o.
Assim, esta metodologia permite determinar e identificar a regia˜o do espac¸o em que uma
curva e´ melhor que a outra.
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A metodologia descrita nesta secc¸a˜o tem por base o trabalho realizado por Braga et al.
(2005). Considerando os pontos de coordenadas (xi,xj), com i = 0, . . . , n e j = 0, . . . , n, em
que (x0,x0)= (0,0) e (xn,xn)= (1,1), enta˜o os n segmentos de reta sj, com j=0,...,n, sa˜o obtidos
por:
sj = yj + mj(x− xj)
onde,
mj =
yj − yj−1
xj − xj−1
A amostragem das curvas ROC e´ feita utilizando K retas de amostragem com declive
varia´vel e que partem de um ponto de refereˆncia (xR,yR):
lk = yR −mk(x− xR)
onde,
mk = tan
(
(K + 1− k)pi
2(K + 1)
)
(4)
em que k = 1,..., K.
De seguida, calculam-se as coordenadas do ponto de intersec¸a˜o da reta de amostragem k
com o segmento j da curva ROC, que sa˜o dadas por:
(xk, yk) =
(
yR − yi + mjxj + mkxk
mk + mj
, yR −mk(x− xR)
)
As distaˆncias euclidianas sa˜o obtidas a partir dos pontos de intersec¸a˜o das retas de amos-
tragem com as curvas ao ponto de refereˆncia:
dk =
√
(xk − xR)2 + (yk − yR)2
Esta distaˆncia dk permite comparar o desempenho das curvas ROC, sendo o desempenho
superior onde a distaˆncia da curva e´ maior.
Por fim, calcula-se a a´rea de cada triaˆngulo definido pelas linhas de amostragem:
Ak =
1
2
dkdk−1 sin
(
pi
2(K + 1)
)
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Figura 2.4: Comparac¸a˜o de duas curvas ROC (Fonte: (Braga et al., 2005))
Uma estimativa da a´rea abaixo da curva ROC pode ser obtida pelo somato´rio da a´rea de
cada triaˆngulo Ak.
Considerando uma amostragem baseada em treˆs retas de amostragem, a Figura 2.4 exem-
plifica o me´todo alternativo descrito por Braga et al. (2005). Com base na observac¸a˜o da
Figura 2.4 verifica-se que a reta R1 interseta a Curva1 num ponto mais pro´ximo que a
Curva2 (desempenho da Curva2 superior ao da Curva1), e as retas R2 e R3 intersetam a
Curva2 num ponto mais pro´ximo que a Curva1 (desempenho da Curva1 superior ao da
Curva2). Dado que para as treˆs retas de amostragem o desempenho da Curva1 foi superior
em duas, verifica-se que a Curva1 tem melhor desempenho do que a Curva2 em termos
globais no espac¸o unita´rio (Braga et al., 2005).
2.5 programas estati´sticos para ana´lise roc/ revisa˜o de literatura
Segundo Braga (2000), Dorfman et al. (1973) apresentam um algoritmo chamado RSCORE
para a obtenc¸a˜o das estimativas de ma´xima verosimilhanc¸a dos paraˆmetros da teoria de
detec¸a˜o de sinal. Este usa uma variante do me´todo de Newton-Raphson, designado por
me´todo de scoring. As estimativas iniciais sa˜o calculadas usando o me´todo dos mı´nimos
quadrados. Em 1973, Dorfman et al. (1973) comparam a eficieˆncia do algoritmo com outras
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sub-rotinas alternativas. Este foi um dos primeiros programas desenvolvidos e foi criado
para MsDOS.
Rifkin et al. (1990) comparam duas te´cnicas de imagem na detec¸a˜o do cancro da pro´stata
em variados esta´gios da doenc¸a. Nesta comparac¸a˜o e´ utilizado o programa CORROC2
especifico para ana´lise ROC para duas amostras correlacionadas e desenvolvidas por Metz
(Braga, 2000).
Jiang Y et al. (1996) utilizam a metodologia ROC, usando o programa LABROC4, para
classificac¸a˜o e comparac¸a˜o de uma te´cnica computorizada de detec¸a˜o de micro calcificac¸o˜es
benignas ou malignas.
Metz et al. (1998) propuseram um novo me´todo generalizado para o ajuste da curva ROC,
que permite aos pesquisadores utilizar todos os dados recolhidos para comparac¸a˜o de duas
modalidades de diagno´stico, mesmo quando os pacientes na˜o tenham sido estudados para
ambas as modalidades. O algoritmo ROCKIT e´ o resultado desta nova metodologia que
tambe´m calcula diferenc¸as estatı´sticas significativas entre curvas ROC. Este dispo˜em da
vantagem de poder representar va´rias curvas num so´ gra´fico mas em contrapartida apre-
senta desvantagens como por exemplo: o programa bloqueia e na˜o tem um bota˜o de ajuda,...
(Braga, 2000).
O programa GraphROC usa o me´todo de Hanley and McNeil (1982, 1983) para calcular
as curvas ROC. Kairisto and Poola (1995) e Stephan et al. (2003) referem que este e´ o u´nico
programa que consegue comparar curvas com certos valores de sensibilidade e especifici-
dade.
Um algoritmo que tambe´m faz uso do me´todo Hanley and McNeil (1982, 1983) e´ o
Analyse-It. Este programa tem a vantagem de ter o Excel integrado e de ser de simples
utilizac¸a˜o pelo outros programas. A desvantagem deste e´ que na˜o consegue comparar
AUC’s se alguma AUC for inferior a 0,7 (Braga, 2000).
Embora o SPSS seja um programa estatı´stico muito usado, na comparac¸a˜o das curvas
ROC ainda apresenta algumas lacunas. Este consegue obter a representac¸a˜o bidimensional
da curva ROC no plano unita´rio, assim como os valores da AUC, sensibilidade, especifi-
cidade e respetivos intervalos de confianc¸a. E´ tambe´m possı´vel calcular os coeficientes de
correlac¸a˜o das a´reas com recurso a` metodologia tau de kendall, mas ainda na˜o consegue
comparar curvas ROC integrando as diferentes metodologias.
No programa estatı´stico R existem va´rios pacotes relativos ao ca´lculo da curva ROC como
por exemplo (Da Cunha and Braga, 2017):
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• Pacote caTools conte´m enumeras func¸o˜es, entre elas a func¸a˜o colAUC que permite o
ca´lculo da AUC pelo me´todo na˜o parame´trico, estatı´stica de Wilcoxon-Mann-Whitney,
e a visualizac¸a˜o das curvas ROC;
• Pacote ROCR e´ uma ferramenta u´til e essencial para a criac¸a˜o bidimensional da curva
ROC. Utiliza va´rios me´todos estatı´sticos e va´rias medidas de desempenho;
• Pacote Comp2ROC (Braga et al., 2016), e´ uma ferramenta utilizada para a comparac¸a˜o
de duas curvas ROC que se cruzam.
O programa ROCNPA, desenvolvido em JAVA, foi elaborado por Braga (2000), com o
intuito de criar uma plataforma que fosse versa´til para a ana´lise ROC. Este permite de-
terminar um ajuste para a curva ROC, avaliar o desempenho do teste de diagno´stico
atrave´s de um ı´ndice de determinac¸a˜o simples e comparar mais que treˆs diagno´sticos quer
para dados independentes quer para correlacionados e pode ser descarregado atrave´s de
http://pessoais.dps.uminho.pt/acb/englacb/feedback.htm.
3
M E T O D O L O G I A S A P L I C A D A S N O D E S E N V O LV I M E N T O D E U M
S O F T WA R E
A metodologia das curvas ROC e´ utilizada para a avaliac¸a˜o de desempenho de sistemas e
comparac¸a˜o dos mesmos, para amostras independentes e emparelhadas. Para o desenvolvi-
mento do aplicativo recorre-se a` te´cnica de algoritmia (programac¸a˜o por objetos), fazendo
uso de bibliotecas ja´ desenvolvidas e disponı´veis em JAVA.
3.1 programac¸a˜o em java
JAVA e´ uma linguagem de programac¸a˜o de computador orientada a objetos que foi original-
mente lanc¸ada em 1995 pela Sun Microsystems (que foi adquirida pela Oracle Corporation).
O co´digo e´ compilado para bytecode que pode ser executado em qualquer ma´quina virtual
JAVA (Java Virtual Machine, JVM), independentemente do sistema operacional (Martins,
2009).
Diferente das outras linguagens de programac¸a˜o, JAVA na˜o e´ apenas uma linguagem que
consiste somente em programac¸a˜o por objetos. Esta tem como base um ambiente atrativo
e apropriado de programac¸a˜o e desenvolvimento de aplicac¸o˜es, especialmente a partir do
sistema JDK (Java Development Kit) (Martins, 2009).
A principal caracterı´stica da linguagem JAVA e´ que inclui um idioma simples que pode
ser programado sem treino extensivo do programador, onde os principais conceitos sa˜o
apreendidos rapidamente.
A robustez e seguranc¸a deste tipo de linguagem consiste em possuir uma extensa verificac¸a˜o
de tempo de compilac¸a˜o, seguida de um segundo nı´vel de verificac¸a˜o de tempo de execuc¸a˜o.
Isto e´, no desenvolvimento de co´digo JAVA o sistema ira´ encontrar erros rapidamente, onde
os principais problemas na˜o sera˜o suspensos ate´ que exista uma atualizac¸a˜o do co´digo. Por
outro lado, o JAVA permite incluir chaves criptogra´ficas no pro´prio co´digo, possibilitando
deste modo a identificac¸a˜o da origem do mesmo (Martins, 2009).
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Basicamente o desenvolvimento de aplicac¸o˜es usando este tipo de linguagem origina
um software de alta seguranc¸a e desempenho que inclui mu´ltiplas arquiteturas, sistemas
operacionais e interface gra´ficas.
Para ale´m disso, os programadores teˆm acesso a bibliotecas ja´ existentes de objetos testa-
dos que fornecem funcionalidades complementares ao novo programa.
3.2 biblioteca rserve
As linguagens de programac¸a˜o, como por exemplo JAVA, sa˜o muito utilizadas para o de-
senvolvimento de aplicac¸o˜es, mas na˜o sa˜o muito eficientes quando se trata de modelac¸a˜o
estatı´stica e matema´tica. Para compensar essa lacuna, temos linguagens como R, que pos-
sui um rico conjunto de bibliotecas de aprendizagem e estatı´stica. Integrando essas duas
tecnologias, podemos criar aplicac¸o˜es baseados em modelac¸a˜o estatı´stica de alta qualidade.
Rserve e´ uma biblioteca disponı´vel em JAVA, que permite estabelecer comunicac¸a˜o entre
JAVA e R, tornando possı´vel a obtenc¸a˜o de resultados estatı´sticos usando func¸o˜es e biblio-
tecas disponı´veis em R.
A interpolac¸a˜o da aplicac¸a˜o com o Rserve e´ realizada atrave´s da incorporac¸a˜o do pro-
grama R no projeto. Com esta operac¸a˜o, na aplicac¸a˜o e´ possı´vel abrir o R, executar o
algoritmo e posteriormente fecha´-lo.
Na Figura 3.1 esta´ ilustrado um esquema, explicando superficialmente o funcionamento
do Rserve com o JAVA.
Figura 3.1: Esquema Rserve interligando Java com R (Fonte: pro´prio).
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3.3 base de dados
Para exemplificar a operacionalidade da aplicac¸a˜o desenvolvida, foram utilizadas bases de
dados referentes a indicadores de gravidade clı´nica neonatal para rece´m-nascidos de muito
baixo peso (peso inferior a 1500g). Estes indicadores de risco, sa˜o escalas ordinais e fazem
parte do estudo incluı´do em Braga (2000).
3.3.1 I´ndices de Gravidade Clı´nica Neonatal para amostras emparelhadas
A medida mais importante de risco neonatal inicial, devido a` facilidade de avaliac¸a˜o, foi
sem du´vida durante de´cadas, o peso do rece´m-nascido. As taxas de mortalidade neona-
tal com base neste estudo, sa˜o um dos indicadores mais importantes para a avaliac¸a˜o do
desempenho dos cuidados de sau´de e de como se encontra o desenvolvimento da pro´pria
sociedade a este nı´vel (Gagliardi et al., 2004; Marshall et al., 2005; Parry et al., 2003).
No entanto, para estas avaliac¸o˜es serem mais precisas, mais fia´veis, comec¸aram a ser
necessa´rias comparac¸o˜es entre os pro´prios servic¸os, regio˜es e paı´ses. Constatou-se que
os rece´m-nascidos de muito baixo peso, menos de 1500 gramas ao nascer, contribuem em
larga escala para as taxas de mortalidade e assim, foram desenvolvidas escalas de gravidade
clı´nica especı´ficas, para este grupo (Marshall et al., 2005). Dessas escalas, salientam-se:
• CRIB (Clinical Risk Index for Babies),
• NTISS (Neonatal Therapeutical Intervention Score System),
• SNAP (Score for Neonatal Acute Physiology),
• SNAP-PE (Score for Neonatal Acute Physiology - Perinatal Extension).
De referir que estes diferentes sistemas de pontuac¸a˜o ordinal implicam a recolha de
varia´veis ao longo de um determinado tempo, que varia entre 6 (CRIB), 26 (SNAP), 29
(SNAP-PE) e 48 (NTISS).
A sobreviveˆncia de rece´m-nascidos de muito baixo peso depende do tempo de gestac¸a˜o
e do peso a` nascenc¸a. As amostras sa˜o recolhidas nas primeiras 24 horas de vida, sendo
que para o CRIB, o perı´odo e´ reduzido para as 12 horas po´s-parto, tornando-se num ı´ndice
de maior facilidade utilita´ria, em termos de tempo (Pollack et al., 2000; Parry et al., 2003).
A amostra utilizada neste estudo e´ proveniente de um hospital em Portugal recolhida
durante o perı´odo de treˆs anos (1992 a 1995). Dos 169 rece´m-nascidos de muito baixo peso,
133 sobreviveram, tendo-se observado 36 o´bitos.
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3.3.2 I´ndices de Gravidade Clı´nica Neonatal para amostras independentes
Tendo por base a taxa de mortalidade nas unidades dos cuidados intensivos neonatais,
ha´ que ter em conta os me´todos aplicados para ajustar as diferenc¸as existentes no risco
inicial dos pacientes e comparar o desempenho destas unidades onde nascem os bebe´s, com
as condic¸o˜es em que sa˜o recebidos os rece´m-nascidos encaminhados de outras unidades,
podendo estes apresentar um risco inicial de sobreviveˆncia muito elevado.
Sendo o peso a` nascenc¸a uma medida importante na determinac¸a˜o do risco neonatal, na˜o
houve necessidade de desenvolver novos sistemas de classificac¸a˜o para estes cuidados, no
entanto ha´ que prever outras diferenc¸as no risco, tais como o grau (risco) inicial da doenc¸a
(Network, 1993).
Tendo por base o CRIB, como medida de risco neonatal inicial, este pode ser utilizado
para comparar os cuidados oferecidos por unidades de cuidados intensivos neonatais de
diversos hospitais. A amostra utilizada para esta ilustrac¸a˜o e´ constituı´da por 234 rece´m-
nascidos de muito baixo peso (inferior a 1500 g) provenientes de 4 hospitais em Portugal
durante o ano de 1995, com a designac¸a˜o:
• Hospital 1 - H1,
• Hospital 2 - H2,
• Hospital 3 - H3,
• Hospital 4 - H4.
3.4 requisitos
Embora existam alguns programas que realizam ana´lise ROC, na˜o existe nenhum que con-
siga contemplar a apresentac¸a˜o gra´fica com a comparac¸a˜o de dois ou mais sistemas ROC.
Para facilitar o processo de informac¸a˜o relativas a estimativas ROC, uma aplicac¸a˜o que
contemple as va´rias metodologias ROC pode ser criada.
Tendo em conta os objetivos delineados para este trabalho, a nova aplicac¸a˜o deve seguir
os seguintes requisitos:
1. O utilizador deve poder criar, abrir e guardar ficheiros de dados;
2. A ferramenta deve permitir ao utilizador editar ficheiros de dados;
3. Deve ser possı´vel importar/exportar ficheiros EXCEL (.xls);
4. A ferramenta devera´ ter comandos ba´sicos como copiar, cortar e colar;
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5. Precisara´ de apresentar os resultados das estimativas ROC de uma forma simples e
intuitiva;
6. Devera´ ser capaz de fazer uma representac¸a˜o gra´fica, que o utilizador podera´ gravar
em ficheiro de imagem (.jpeg);
7. Precisara´ de ter um bota˜o de ajuda, para facilitar a utilizac¸a˜o do novo programa.
3.5 abordagem
A abordagem escolhida foi o desenvolvimento de um software em JAVA que implemente
as metodologias ROC descritas no capitulo 2.
A Figura 3.2 representa um esquema simplificado do novo algoritmo. A classe interface
e´ a principal responsa´vel pela estrutura do programa e para obter resultados ou gra´ficos
tera´ de usar classes como DataFrame e Table. Estas classes permitem recolher valores que
o utilizador fornece ao programa e fazer os ca´lculos das va´rias estimativas ROC, usando
me´todos especı´ficos presentes dentro dessas. Caso haja intersec¸a˜o das curvas ROC, utiliza-
se uma outra classe (Comp2Roc), que faz uso da biblioteca Rserve e do me´todo alternativo
atra´s descrito para ca´lculo das estimativas da curva ROC.
Figura 3.2: Esquema do algoritmo.
O aplicativo deve seguir o esquema e todos os requisitos listados anteriormente.

4
C E R C U S
Comparison Empirical Roc Curves Cross (CERCUS) e´ uma aplicac¸a˜o (software) desenvolvida
em JAVA que facilita a ana´lise atrave´s das curvas ROC, fornecendo os resultados das curvas
e os respetivos gra´ficos.
O nome CERCUS foi obtido usando palavras chaves (”Comparison”, ”Empirical”, ”Roc”,
”Curves”e ”Cross”), num gerador de acro´nimos disponı´vel em: http://acronymcreator.
net/ace.py. O logo´tipo e´ original e foi inspirado na representac¸a˜o das curvas ROC no
espac¸o ROC unita´rio.
A aplicac¸a˜o possibilita a incorporac¸a˜o e edic¸a˜o de dados, sendo possı´vel a comparac¸a˜o
de duas ou mais curvas ROC. O software e´ dividido em treˆs setores, como observado na
Figura 4.1.
Figura 4.1: CERCUS apresentado em 3 setores distintos.
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1. Barra de menus
2. Barra de ferramentas
3. Painel de fundo
4.1 barra de menus
A Barra de Menus foi dividida em quatro grupos:
• “File” e´ um menu pro´prio para abrir, criar e guardar dados.
• “Edit” e´ um menu que consiste na edic¸a˜o dos dados e janelas. Esta encontra-se repre-
sentada na barra de ferramentas.
• “Analyze” e´ um menu que se baseia no ca´lculo das estimativas ROC de suporte a`
metodologia abordada no capitulo 2.
• “Graphs” e´ um menu que refere a ilustrac¸a˜o dos respetivos gra´ficos.
4.2 barra de ferramentas
Figura 4.2: imagem da Barra de Ferramentas.
A barra de ferramentas foi divida em dois setores, sendo estas o setor de edic¸a˜o de da-
dos (situado mais a esquerda da Figura 4.2) e o setor de edic¸a˜o de janelas (situado mais
a direita da Figura 4.2), com excec¸a˜o do bota˜o ajuda “help”. Este bota˜o quando premido
faz surgir um documento em formato pdf, que explica o funcionamento do programa e ira´
estar disponı´vel em 2 idiomas, portugueˆs e ingleˆs.
No grupo de edic¸a˜o de dados, os treˆs boto˜es servem para copiar, cortar e colar valores
na janela de dados. Estes so´ funcionara˜o apo´s a introduc¸a˜o e posterior selec¸a˜o da janela de
dados.
No grupo de edic¸a˜o de janelas, esta˜o disponı´veis dois boto˜es que serve para minimizar
“Minimize all” e fechar “Close all” todas as janelas disponı´veis no painel de fundo da
aplicac¸a˜o.
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4.3 introduc¸a˜o de dados
A introduc¸a˜o de dados no programa pode ser feita de treˆs formas distintas:
• criac¸a˜o de um novo ficheiro de dados que pode ser guardado para edic¸a˜o;
• a partir de um ficheiro previamente guardado na aplicac¸a˜o;
• a partir de um ficheiro EXCEL (.xls).
A Figura 4.3 serve para melhor entender o menu “File” apresentada no CERCUS.
Figura 4.3: Janela de Menu ”File”do CERCUS.
4.3.1 Criac¸a˜o de um novo ficheiro
Para a criac¸a˜o de um novo ficheiro de dados e´ necessa´rio premir o bota˜o “New” do Menu
“File” onde o programa apresentara´ treˆs janelas de dia´logo de definic¸a˜o de varia´veis. A pri-
meira serve para caracterizar a amostra, isto e´, questiona quantas varia´veis esta˜o em estudo
e identifica se trata de dados provenientes de amostras emparelhadas ou independentes,
como exemplificado na Figura 4.4.
Este menu permitira´ definir a estrutura de dados a exibir.
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Figura 4.4: Primeira janela de dia´logo para caracterizac¸a˜o da amostra.
Depois de pressionado o bota˜o “Next”, a segunda janela sera´ apresentada. Esta tera´
como intuito definir o nome das varia´veis tal como ilustrado na Figura 4.5.
Figura 4.5: Segunda janela de dia´logo para a definic¸a˜o de nomes para as varia´veis.
Apo´s a definic¸a˜o de nomes para as varia´veis, uma u´ltima janela de dia´logo sera´ apre-
sentada. Esta permite completar a definic¸a˜o da amostra, isto e´, qual o valor da escala que
corresponde ao teste positivo (se sa˜o os valores maiores ou menores que correspondem ao
teste positivo), demonstrado na Figura 4.6.
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Figura 4.6: Terceira janela de dia´logo para a definic¸a˜o do valor da escala.
4.3.2 Selec¸a˜o de um ficheiro
Para abrir um ficheiro ja´ existente e´ necessa´rio que o utilizador clique no bota˜o “Open”
ilustrado na Figura 4.3. A janela da Figura 4.7 sera´ exibida, fornecendo opc¸a˜o de escolha
e procura. O CERCUS permite o acesso a um ficheiro de leitura cuja extensa˜o, pro´pria do
software, e´ “.cer”, como se pode verificar na Figura 4.3.
Figura 4.7: Janela de dia´logo para abrir um projeto.
34 Capı´tulo 4. cercus
4.3.3 Importac¸a˜o de ficheiros .xls
Para importar um ficheiro EXCEL e´ necessa´rio clicar no bota˜o “Import (.xls)” localizado no
menu “File”, exemplificado na Figura 4.3. A janela da Figura 4.8 sera´ exibida de forma a
que o bota˜o “Open File” fara´ a selec¸a˜o do ficheiro, neste caso limitado pela a extensa˜o “.xls”.
Ainda nesta janela e´ fundamental a selec¸a˜o do tipo de dados. Caso o utilizador prima o
bota˜o “Next” sem a caracterizac¸a˜o da amostra, uma mensagem de erro ira´ aparecer.
Figura 4.8: Janela de dia´logo para importar um ficheiro de EXCELL (.xls).
Uma janela de dia´logo similar a` da Figura 4.6 e´ mostrada, com excec¸a˜o do nome das
varia´veis, caso na˜o ocorra nenhum problema com a importac¸a˜o do ficheiro EXCEL, para
identificar as varia´veis que correspondem ao teste positivo.
Para o ficheiro de EXCEL ser importado corretamente, este deve estar em formato .xls
(Livro de Excell 97-2003) e tambe´m ser preenchido desde a primeira linha e coluna. Isto e´,
na˜o pode haver espac¸os em branco entre colunas na primeira linha. Caso isso acontec¸a a
leitura do ficheiro na˜o sera´ corretamente procedida. Tambe´m e´ preciso ter atenc¸a˜o em que
os nomes devem estar unicamente na primeira linha. Caso o ficheiro encontre caracteres
na˜o nume´ricos apo´s a primeira linha, a importac¸a˜o do ficheiro ira´ ser impossı´vel. Por outro
lado, nos ficheiros para amostras emparelhadas, a u´ltima coluna deve estar destinada a`
varia´vel de resposta (0 ou 1) e nos ficheiros para amostras independentes as varia´veis e a
sua resposta (0 ou 1) devem estar intercaladas.
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A Figura 4.9 ilustra um exemplo de como os dados devem estar distribuı´dos no EXCEL,
podendo estes na˜o estar ordenados.
Figura 4.9: Exemplo de como os dados devem estar representados no EXCEL.
Na Figura 4.10, apresenta-se o aspeto da janela de dados para quatro amostras empa-
relhadas, cujo maior valor da escala corresponde ao teste positivo para todas as varia´veis
com excec¸a˜o do “PESOAG”. Isto e´, o resultado negativo significa sobreviveˆncia (Normal)
e o positivo significa falecimento (Anormal) enquanto no caso do “PESOAG”, os valores
menores da escala indicam valor positivo (falecimento).
Figura 4.10: Janela de dados no CERCUS para um conjunto de quatro varia´veis emparelhadas.
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4.4 guardando e exportando um projeto
Depois de criado o ficheiro de dados, o utilizador pode guarda´-lo ou exporta´-lo para poste-
rior utilizac¸a˜o. Para guardar um projeto de dados o utilizador deve clicar no bota˜o “Save”
ou “Save as” mostrado na Figura 4.3. A janela da Figura 4.11 sera´ exibida solicitando que
seja informada a pasta e o nome do arquivo. Se o projeto se encontrar ja´ guardado o bota˜o
“Save” so´ faz atualizac¸a˜o dos dados para o mesmo nome do arquivo. Caso o utilizador
esteja a trabalhar num projeto previamente guardado pelo programa e queira mudar de
nome do arquivo, necessita de clicar no bota˜o “Save as” onde a janela da Figura 4.11 sera´
mostrada novamente.
Figura 4.11: Janela de dialogo para guardar/exportar um projeto.
Para exportac¸a˜o do projeto o processo e´ muito semelhante ao guardar, onde a u´nica
diferenc¸a e´ a pro´pria extensa˜o do arquivo. No CERCUS o utilizador pode trabalhar em
projetos com a extensa˜o .cer, optar por fazer a devida exportac¸a˜o (.xls) e trabalhar em
ficheiro importados (.xls) e posteriormente guardar em formato pro´prio do programa .cer.
4.5 comparac¸a˜o de duas ou mais curvas roc
O CERCUS permite a comparac¸a˜o de duas ou mais curvas ROC. Sera˜o apresentados va´rios
resultados relativos as informac¸o˜es presentes na janela de dados, quer se trate de dados pro-
venientes de amostras independentes ou emparelhadas. O menu “Analyze” esta´ destinado
para efetuar essa comparac¸a˜o fornecendo ao utilizador duas opc¸o˜es:
• Teste de comparac¸a˜o mu´ltipla tradicional (“Traditional Multiple Comparison Test”),
atrave´s do procedimento descrito da estatı´stica Z (equac¸o˜es 2 e 3)
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• Resultado da amostragem ROC (“Roc Sampling Results”), atrave´s do procedimento
descrito quando duas curvas se cruzam (Braga et al., 2005).
Estas opc¸o˜es so´ sera˜o possı´veis apo´s a introduc¸a˜o de dados e subsequentemente a selec¸a˜o
da janela de dados.
4.5.1 Teste de comparac¸a˜o mu´ltipla tradicional
O teste de comparac¸a˜o mu´ltipla tradicional fornece ao utilizador uma se´rie de estimativas
ROC que sa˜o usadas quando as curvas ROC na˜o apresentam cruzamentos entre si.
Internamente, a operac¸a˜o esta´ dividida em treˆs etapas, sendo estas, o armazenamento da
informac¸a˜o presente na janela de dados, o calculo de estimativas relativas a` curva ROC e
apresentac¸a˜o dos resultados. Comec¸ando por localizar a janela de dados, a informac¸a˜o vai
ser atribuı´da a uma varia´vel interna para posteriormente ser usada como base para ca´lculo
das estimativas relativas a` curva ROC.
Estas sera˜o:
• o ı´ndice da a´rea abaixo da curva ROC (AUC), que e´ determinado pela a aproximac¸a˜o
na˜o parame´trica a` estatı´stica de Wilcoxon-Mann-Whitney;
• os valores dos erros padra˜o (SE), que sa˜o determinados pela rotina sugerida por Han-
ley and McNeil (1982);
• os valores da raza˜o critica (Z), definida por Hanley and McNeil (1983);
• os valores de (p-value), obtidos a partir da distribuic¸a˜o Normal da raza˜o crı´tica Z.
Caso a janela de dados seja para amostras emparelhadas e´ necessa´rio determinar os co-
eficientes de correlac¸a˜o, me´todo aplicado e sugerido por Delong et al. (1988), definido no
capitulo 2.4.2.
Por fim e´ aberta uma nova janela na qual sera˜o apresentadas as estimativas ROC, tal
como exemplificado na Figura 4.12.
A comparac¸a˜o e´ efetuada atrave´s da AUC da curva ROC e por comparac¸o˜es mu´ltiplas
dois a dois, usando a estatistica de teste Z e valores p correspondentes, definida por Hanley
and McNeil (1983) e referida nas expresso˜es (2 e 3) do capitulo 2.4.
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Figura 4.12: Exemplo de representac¸a˜o de dados do Teste de comparac¸a˜o mu´ltipla tradicional, neste
caso so´ para duas varia´veis.
4.5.2 Resultado da amostragem ROC
O resultado da amostragem ROC disponibiliza ao utilizador os resultados analı´ticos da
comparac¸a˜o de duas curvas ROC pelo me´todo proposto por Braga et al. (2005). Esta
opc¸a˜o e´ usada para quando as curvas ROC apresentam cruzamentos entre si resultando
na apresentac¸a˜o de estimativas ROC mais detalhadas.
Intrı´nseca ao programa CERCUS, a biblioteca Rserve e´ utilizada nesta opc¸a˜o para calcular
os respetivos resultados da comparac¸a˜o ROC, usando a livraria “Comp2ROC” (Braga et al.,
2016).
Basicamente, apo´s selecionada a opc¸a˜o “Roc Sampling Results” a janela de dia´logo, exem-
plificada na Figura 4.13, permite a selec¸a˜o das varia´veis que o utilizador quer comparar.
Internamente apo´s a selec¸a˜o da janela de dados, esta retira a informac¸a˜o relativa a`s duas
varia´veis selecionadas na janela de dia´logo (ver Figura 4.13), calcula os resultados usando
a ligac¸a˜o com R (Rserve) e consequentemente apresenta os resultados numa nova janela tal
como se apresenta na Figura 4.14.
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Figura 4.13: Janela de dia´logo de selec¸a˜o das varia´veis.
Nesta opc¸a˜o a comparac¸a˜o pode ser feita na˜o so´ pelo valor de AUC e os teste de diferenc¸as
mas tambe´m pelo ca´lculo da proporc¸a˜o que uma curva ganha a` outra como definido no
trabalho desenvolvido por Braga et al. (2005). Isto e´, quanto maior o valor da proporc¸a˜o,
melhor vai ser o seu desempenho em relac¸a˜o a outra curva, no espac¸o ROC unita´rio.
Figura 4.14: Exemplo de representac¸a˜o de dados no Resultado da amostragem ROC.
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4.5.3 Representac¸a˜o dos gra´ficos
Por fim, o menu “Graphs” esta´ destinado para a representac¸a˜o dos gra´ficos. Esta representac¸a˜o
esta´ dividida em treˆs partes podendo o utilizador posteriormente gravar os gra´ficos em fi-
cheiro (.jpeg):
• Curvas ROC empiricas “Empirical ROC curve(s)”
• Curvas ROC empiricas (2 a 2) “Empirical ROC curves (2 by 2)”
• A´rea entre curvas ROC “Area Between ROC curves”
A Figura 4.15 serve para melhor entender o menu “Graphs” apresentado no CERCUS.
Figura 4.15: Janela de Menu “Graphs” do Cercus.
As curvas ROC empı´ricas sa˜o produzidas pela unia˜o dos pontos coordenados, que cor-
respondem aos pares (1 - especificidade, sensibilidade), calculados para cada caso. Para a
opc¸a˜o “Empirical ROC curves (2 by 2)” primeiramente sera´ solicitado a selec¸a˜o das varia´veis
(ver Figura 4.13) e so´ depois a unia˜o dos pontos coordenados.
Para as a´reas entre curvas ROC, apo´s a selec¸a˜o das variaveis, a aplicac¸a˜o usa o Rserve
para obter os valores de “Lower Bound”, “Upper Bound” e “Degrees”. Usando o me´todo
proposto por Braga et al. (2005) a aplicac¸a˜o calcula a diferenc¸a de a´reas entre as curvas e
procede a unia˜o dos pontos como referencia a varia´vel “Degrees” (corresponde aos declives
das linhas de amostragem definidas, com um valor fixo igual a 100).
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Caso o utilizador queira guardar o respetivo gra´fico, tem de selecionar a janela em que
o gra´fico esta presente e clicar no bota˜o “Save Image” (ver Figura 4.15). Uma janela de
dia´logo ira´ aparecer, similar a` Figura 4.11, onde a u´nica diferenc¸a e´ a sua extensa˜o (.jpeg).
Na Figura 4.16 encontra-se exemplificado o conjunto de janelas de resultados produzidos
pela introduc¸a˜o de cinco amostras emparelhadas (Figura 4.9).
Figura 4.16: Janela de gra´ficos produzidos por um conjunto de dados emparelhados.
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A N A´ L I S E D O S R E S U LTA D O S
Para validar os resultados calculados pelo programa CERCUS, utilizou-se as bases de dados
referidas no capitulo 3. Estas ira˜o ser utilizadas para ana´lise de dados atrave´s das curvas
ROC utilizando alguns programas disponı´veis.
Para ana´lise das me´tricas referentes a` analise ROC, optou-se por utilizar o SPSS 22.0, o
Comp2ROC e o ROCNPA devido a utilizac¸a˜o das mesmas metodologias para o respetivo
ca´lculo, enquanto para ana´lise dos resultados gra´ficos, optou-se por utilizar o Comp2ROC,
sendo este, o u´nico possı´vel para comparac¸a˜o de duas curvas ROC que se intersetam.
A introduc¸a˜o de dados no SPSS e´ relativamente fa´cil e eficaz, dado que este encontra-se
preparado para importac¸a˜o de dados em formato EXCEL. Por outro lado, na obtenc¸a˜o de
resultados analı´ticos para um conjunto de dados independentes o SPSS na˜o esta´ preparado
para fazer ana´lise num conjunto de duas ou mais varia´veis, tendo esta sido realizada uma a
uma. No caso do Comp2ROC foi necessa´rio fazer um pequeno script em R, para obtenc¸a˜o
dos respetivos resultados. Teve que ser criado um ficheiro formato .csv para fornecer os
respetivos dados ao Comp2ROC.
Efetuando a ana´lise no programa ROCNPA foi preciso introduzir os dados diretamente
atrave´s do teclado, onde o processo foi fastidioso e moroso.
5.1 ana´lise de dois conjuntos de dados emparelhados
Para analisar dois conjuntos de dados emparelhados, numa perspetiva ROC, utilizou-se
os dados referentes a`s varia´veis CRIB (Clinical Risk Index for Babies) e NTISS (Neonatal
Therapeutical Intervention Score System), referidas no capitulo 3.3.1.
Trata-se de indicadores que variam em uma escala ordinal entre (0 a 16) para o CRIB
e (6 a 33) para o NTISS na qual o resultado ira´ diferenciar entre 0 e 1. Se a varia´vel
resultado representar o valor zero esta retrata que o rece´m-nascido na˜o ira´ falecer (teste
negativo - ”Normal”) e se a varia´vel resultado apresentar o valor 1 esta demonstra que o
rece´m-nascido ira´ falecer (teste positivo - ”Anormal”). Dos dados relativos aos 169 rece´m-
nascidos de muito baixo peso (menos de 1500g) em estudo, 133 sobreviveram, tendo sido
registados 36 o´bitos.
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Quando se introduz o respetivo ficheiro de dados, ha´ que ter em conta que se trata de
varia´veis cujo maior valor da escala corresponde ao teste positivo.
Em termos de ana´lise de resultados, a Tabela 2 apresenta o resumo dos valores obtidos
em cada um dos programas testados, para a AUC, os erros padra˜o e os respetivos testes de
diferenc¸a.
Tabela 2: Resumo dos valores obtidos para dois conjuntos de dados emparelhados.
SPSS Comp2ROC ROCNPA CERCUS
CRIB A´rea = 0.899 A´rea = 0.899436 A´rea = 0.899436 A´rea = 0.89944
SE = 0.034 SE = 0.033864 SE = 0.033864 SE = 0.03386
NTISS A´rea = 0.845 A´rea = 0.845447 A´rea = 0.845447 A´rea = 0.84545
SE = 0.038 SE = 0.038599 SE = 0.038599 SE = 0.0386
Testes de Diferenc¸as Z = 1.296885 Z = 1.300461 Z = 1.29688
Z p = 0.194671 p = 0.193601 p = 0.19467
Testes de Diferenc¸as
(TS) 0.053989 0.05399
Limite inferior -0.0366568 -0.04560
Limite superior 0.155206 0.15122
nu´mero cruzamentos 1 1
A ana´lise destes valores permite concluir que os resultados da comparac¸a˜o conduzem ao
mesmo tipo de decisa˜o independentemente do teste utilizado.
Em termos de ana´lise gra´fica as Figuras 5.1 e 5.2, traduzem os gra´ficos obtidos no
Comp2ROC e CERCUS para as curvas ROC empı´ricas e a a´rea entre as curvas ROC em
func¸a˜o das linhas de amostragem.
Figura 5.1: Curvas ROC empı´ricas obtidas pelo Comp2ROC e o CERCUS para dados emparelhados.
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Figura 5.2: A´rea entre as curvas ROC, obtidas pelo Comp2ROC e o CERCUS, para dados empare-
lhados.
A ana´lise destes gra´ficos permite concluir que na˜o existem mudanc¸as significativas, para
a representac¸a˜o das curvas ROC empı´ricas e a a´rea entre as curvas ROC.
5.2 ana´lise de dois conjuntos de dados independentes
Para ilustrar a ana´lise de dois conjuntos de dados independentes, numa perspetiva ROC,
utilizou-se os dados referentes a` varia´vel CRIB (Clinical Risk Index for Babies), para os
rece´m-nascidos de muito baixo peso, relativo a dois hospitais (Hospital 1- H1 e Hospital 2-
H2), referidas no capitulo 3.3.2. Esta permite a comparac¸a˜o de desempenho em termos de
cuidados prestados para os dois hospitais, sendo estas varia´veis independentes.
Trata-se de varia´veis que variam em uma escala ordinal entre (0 a 20) na qual o resul-
tado ira´ descriminar entre 0 e 1. Se a varia´vel resultado representar o valor 0 esta retrata
que o rece´m-nascido na˜o ira´ falecer (teste negativo - ”Normal”) e se a varia´vel resultado
apresentar o valor 1 esta demonstra que o rece´m-nascido ira´ falecer (teste positivo - ”Anor-
mal”). Dos dados relativos aos 111 rece´m-nascidos de muito baixo peso em estudo, 90
sobreviveram, tendo sido registado 21 o´bitos.
Quando se introduz o respetivo ficheiro de dados, ha´ que ter em conta que se trata de
varia´veis cujo maior valor da escala corresponde ao teste positivo.
Para obtenc¸a˜o dos resultados para amostras independentes no programa SPSS, teve-se
que ter atenc¸a˜o a` selec¸a˜o individual das varia´veis com o respetivo resultado, dado que
neste programa na˜o e´ possı´vel a representac¸a˜o conjunta das respetivas estimativas ROC
para diferentes indicadores.
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Em termos de ana´lise de resultados, a Tabela 3 apresenta o resumo dos valores obtidos
em cada um dos programas testados, para a AUC, os erros padra˜o e os respetivos testes de
diferenc¸as.
Tabela 3: Resumo dos valores obtidos para dois conjuntos de dados independentes.
SPSS Comp2ROC ROCNPA CERCUS
Hospital 1 A´rea = 0.592 A´rea = 0.523077 A´rea = 0.592308 A´rea = 0.59231
SE = 0.105 SE = 0.108035 SE = 0.108035 SE = 0.10496
Hospital 2 A´rea = 0.7925 A´rea = 0.7925 A´rea = 0.7925 A´rea = 0.7925
SE = 0.076 SE = 0.076257 SE = 0.076257 SE = 0.076
Teste de Diferenc¸as Z = -1.513886 Z = -1.54485 Z = -1.54485
p = 0.130055 p = 0.131043 p = 0.12238
Testes de Diferenc¸as
(TS) -0.200192 -0.20019
Limite inferior -0.503814 -0.51093
Limite superior 0.135768 0.10297
numero cruzamentos 1 1
A ana´lise destes valores permite concluir que os resultados da comparac¸a˜o conduzem ao
mesmo tipo de decisa˜o independentemente do teste utilizado, com algumas diferenc¸as em
termos nume´ricos no valor de AUC e o respetivo erro padra˜o para o Hospital 1 e no valor
de Z.
Em termos de ana´lise gra´fica as Figuras 5.3 e 5.4, traduzem os gra´ficos obtidos no
Comp2ROC e CERCUS para as curvas ROC empı´ricas e a a´rea entre as curvas.
Figura 5.3: Curvas ROC empı´ricas obtidas pelo Comp2ROC e o CERCUS para dados independentes.
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Figura 5.4: A´rea entre as curvas ROC, obtidas pelo Comp2ROC e o CERCUS, para dados indepen-
dentes.
A ana´lise destes gra´ficos permite concluir que na˜o existe mudanc¸as significativas, para
a representac¸a˜o das curvas ROC empı´ricas e a a´rea entre as curvas ROC na globabilidade,
no entanto consegue-se demonstrar que na regia˜o do espac¸o entre as linhas de amostragem
10o e 40o, o H2 apresenta um desempenho significativamente superior quando comparado
com o H1 (LB e UB abaixo do valor zero).
5.3 discussa˜o e conclusa˜o
Como pode ser verificado atrave´s dos resultados obtidos, o CERCUS apresenta pratica-
mente os mesmos resultados analı´ticos e gra´ficos que os restantes softwares, pois tal fato
e´ devido a` utilizac¸a˜o das mesmas metodologias. Nos softwares testados estes usam a
aproximac¸a˜o a` estatı´stica de Wilcoxon-Mann-Whitney para o ca´lculo da AUC e o respetivo
erro padra˜o. No ca´lculo da raza˜o critica Z e p, o Comp2ROC e o ROCNPA, usam a mesma
metodologia definida por Hanley and McNeil (1983). Em termos gra´ficos, apesar de ha-
ver pequenas diferenc¸as em termos visuais, as coordenadas sa˜o obtidas usando as mesmas
metodologias.
Quanto a` capacidade para efetuar uma ana´lise ROC, verificou-se que o CERCUS apre-
senta maior versatilidade, quer para a introduc¸a˜o de dados quer na obtenc¸a˜o de resultados
para amostras emparelhadas e/ou independentes. Isto e´, os resultados alcanc¸ados sa˜o facil-
mente transportadas para qualquer processador de texto, dado que os gra´ficos podem ser
guardados num formato de imagem .jpeg, e a folha de resultados analı´ticos copiada para
um bloco de notas.
Dos programas testados ha´ que referir que o CERCUS e´ uma aplicac¸a˜o gratuita, dado
que o SPSS 22.0 apresenta va´rias licenc¸as nas quais maioritariamente sa˜o pagas. A licenc¸a
utilizada para obtenc¸a˜o destes resultados foi a de utilizac¸a˜o num prazo de 15 dias.
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C O N C L U S O˜ E S E T R A B A L H O F U T U R O
O foco principal deste trabalho foi o desenvolvimento de uma aplicac¸a˜o para computado-
res pessoais que consiga integrar as va´rias metodologias ROC, fazendo a comparac¸a˜o de
dois sistemas com base em curvas ROC que se intersetam ou na˜o, tendo o referido desen-
volvimento sido concluı´do com sucesso. Apesar de identificar visualmente as regio˜es da
curva onde existe melhor desempenho de um sistema em relac¸a˜o ao outro, na˜o foi possı´vel
implementar um algoritmo de conversa˜o de me´tricas para permitir identificar no espac¸o
ROC unita´rio quais os pares (1-especificidade e sensibilidade) correspondentes com essa
regia˜o.
Este trabalho vem dar resposta a` inexisteˆncia de um software capaz de sistematizar a
ana´lise atrave´s das curvas ROC nomeadamente na representac¸a˜o gra´fica e comparac¸a˜o de
dois sistemas quer para dados independentes ou para dados emparelhados.
A elaborac¸a˜o do algoritmo teve por base a estrutura do programa ROCNPA tentando,
dentro do possı´vel, simplificar ao ma´ximo as funcionalidades do programa. Apesar de
ainda haver muitos aspetos a melhorar no interface do CERCUS, este apresenta uma versa-
tilidade e robustez para ana´lise de amostras de qualquer tipo.
No decorrer do trabalho foram encontradas muitas dificuldades, nomeadamente na es-
trutura de co´digo, na pesquisa de livrarias e na obtenc¸a˜o dos resultados. A inexisteˆncia de
bibliotecas em JAVA capazes de realizarem bootstraping, previso˜es de resultados analı´ticos,
levou a uma complicac¸a˜o na realizac¸a˜o desta dissertac¸a˜o, que foi colmatada com o estudo
e compreensa˜o da implementac¸a˜o da biblioteca Rserve.
Muitas idas e vindas, bastante co´digo descartado, pode-se afirmar que os principais re-
quisitos de implementac¸a˜o e abordagem deste trabalho foram cumpridos, deixando no
entanto uma porta aberta, para sugesto˜es de trabalhos futuros que podem ser traduzidos
em melhorias no programa.
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6.1 trabalho futuro
O trabalho desenvolvido pode ser melhorado e complementado. A implementac¸a˜o de um
bota˜o que consiga traduzir os resultados em um ficheiro texto, ajudara´ ao utilizador a fazer
comparac¸a˜o mais detalhada das curvas ROC.
Dado que as janelas na˜o esta˜o disponibilizadas de uma forma intuitiva, a criac¸a˜o de um
menu que disponibiliza as janelas abertas, assistira´ o utilizador a fazer a devida selec¸a˜o.
Para criar viabilidade do software desenvolvido e´ necessa´rio a elaborac¸a˜o de pequenas
func¸o˜es que restringe o utilizador, como por exemplo, na˜o aceder aos menus “Analyze” e
“Graphs” enquanto a janela de dados na˜o estiver selecionada.
Dentro da introduc¸a˜o das varia´veis, deve ser possı´vel a criac¸a˜o de um algoritmo que
consiga determinar o tipo de dados que esta´ presente. Isto leva, a uma menor ocorreˆncia
de erros dentro do programa.
Por fim, a implementac¸a˜o de novas metodologias de ana´lise ROC, como o ajuste da
curva e a apresentac¸a˜o dos intervalos de confianc¸a, ajudara´ no desenvolvimento futuro do
CERCUS.
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