Difference equations with continuous time are popular enough with researches [1] [2] [3] [4] [5] [6] [7] [8] . Volterra equations are undoubtedly also very important for both theory and applications [3, [8] [9] [10] [11] [12] . Sufficient conditions for mean square summability of solutions of linear stochastic difference second-kind Volterra equations were obtained by authors in [10] (for difference equations with discrete time) and [8] (for difference equations with continuous time). Here the conditions from [8, 10] are generalized for nonlinear stochastic difference second-kind Volterra equations with continuous time. All results are obtained by general method of Lyapunov functionals construction proposed by Kolmanovskiȋ and Shaikhet [8, [13] [14] [15] [16] [17] [18] [19] [20] [21] .
Definitions and auxiliary results
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Let {Ω, F, P} be a probability space and let {F t , t ≥ t 0 } be a nondecreasing family of sub-σ-algebras of F, that is, F t1 ⊂ F t2 for t 1 < t 2 , let H be a space of F t -adapted functions x with values x(t) in R n for t ≥ t 0 and the norm x 2 = sup t≥t0 E|x(t)| 2 .
Consider the stochastic difference second-kind Volterra equation with continuous time:
x t + h 0 = η t + h 0 + F t,x(t),x t − h 1 ,x t − h 2 ,... , t > t 0 − h 0 , ( Together with (1.1), we will consider the auxiliary difference equation 
where 
Nonlinear Volterra equation with small nonlinearity: conditions of mean square summability
Consider scalar nonlinear stochastic difference Volterra equation in the form
Advances in Difference Equations
Here r ≥ 0 is a given integer, a j are known constants, the process η is uniformly mean square summable, the function g : R → R satisfies the condition
Below in Theorems 2.1, 2.7, new sufficient conditions for uniform mean square summability of solution of (2.1) are obtained. Similar results for linear equations of type (2.1) were obtained by authors in [8, 10] .
First summability condition.
To get condition of mean square summability for (2.1), consider the matrices
of dimension of k + 1, k ≥ 0, and the matrix equation
with the solution D that is a symmetric matrix of dimension k + 1 with the elements d i j . Put also 
then the solution of (2.1) is uniformly mean square summable.
Remark 2.4.
Suppose that the function g in (2.1) satisfies the condition
where c is an arbitrary real number. Despite the fact that condition (2.10) is a more general one than (2.2), it can be used in Theorem 2.1 instead of (2.2). Really, if in (2.10) c = 0, then instead of a j and g in (2.1), one can use a j = a j c and
In the case c = 0, the proof of Theorem 2.1 can be corrected by evident way (see Appendix A).
Remark 2.5. If inequalities (2.7), (2.8) hold and process η in (2.1) satisfies condition (1.12), then the solution of (2.1) is mean square integrable.
Remark 2.6. From Remark 1.7, it follows that if inequalities (2.7), (2.8) hold, then the trivial solution of (2.1) with η(t) ≡ 0 is asymptotically mean square quasistable.
Second summability condition. Put
α = ∞ j=1 ∞ m=0 a m , β = ∞ j=0 a j ,(2.
11)
Theorem 2.7. Suppose that
Then the solution of (2.1) is uniformly mean square summable.
(For the proof of Theorem 2.7, see Appendix B.)
Remark 2.8. Condition (2.13) can be written also in the form |β| < 1, 1 + β > 2α.
6 Advances in Difference Equations 
Examples
Example 3.1. Consider the difference equation 
In the case k = 1, we have α 0 = |c 1 |(|a| + |b|), α 1 = |c 1 b|, α 2 = 0. Besides (see [19] ),
and d 22 is a positive one by the conditions |c 1 b| < 1, |c 1 a| < 
Following (2.12), put also
Then condition (2.14) takes the form
To obtain another condition for uniformly mean square summability of the solution of (3.5), transform the sum from (3.5) for t > 0 in the following way:
(3.8)
Substituting (3.8) into (3.5), we transform (3.5) to the equivalent form Using representation (3.9) of (3.5) without the assumption |b| < 1, one can show (see Appendix C) that by conditions
the solution of (3.5) is uniformly mean square summable. Regions of uniformly mean square summability given by conditions (3.7) (the green curves), (3.10) (the red curves) are shown on In the linear case (g(x) = x), this result is obtained in [19] . So, here we will stress only the features of nonlinear case.
Suppose that for some k ≥ 0, the solution D of (2.4) is a positive semidefinite symmetric matrix of dimension k + 1 with the elements d i j such that the condition d k+1,k+1 > 0 holds. Following the general method of Lyapunov functionals construction (GMLFC) B. Paternoster and L. Shaikhet 9 [8, [13] [14] [15] [16] [17] [18] [19] [20] [21] represents (2.1) in the form
where
We will construct the Lyapunov functional V for (A.1) in the form
Calculating and estimating EΔV 1 (t) for (A.1) in the form X(t + 1) = AX(t) + B(t), where A is defined by (2.3), B(t) = (0,...,0,b(t)) , b(t) = η(t + 1) + F 2 (t), similar to [19] , one can show that
where μ > 0,
Then (A.3) takes the form
Following GMLFC, choose the functional V 2 as follows:
and for the functional V = V 1 + V 2 , we obtain
Since the process η is uniformly mean square summable, then the function γ satisfies condition (1.9). So if
then the functional V satisfies condition (1.11) of Theorem 1.5. It is easy to check that condition (1.10) holds too. So if condition (A.9) holds, then the solution of (2.1) is uniformly mean square summable. Via (A.7), (A.5), (2.5), we have
then there exists a big μ > 0 so that condition (A.9) holds, and therefore the solution of (2.1) is uniformly mean square summable. It is easy to see that (A.11) is equivalent to conditions of Theorem 2.1.
B. Proof of Theorem 2.7
Represent now (2.1) as follows:
, β is defined by (2.11),
Following GMLFC, we will construct the Lyapunov functional V for (2.1) in the form 2 . Calculating and estimating EΔV 1 (t) via representation (B.1), similar to [8] we obtain then there exists a big μ > 0 so that the functional V satisfies the conditions of Theorem 1.5, and therefore, the solution of (2.1) is uniformly mean square summable. It is easy to check that (B.6) is equivalent to conditions of Theorem 2.7.
C. Proof of condition (3.10)
Following GMLFC, represent (3.9) in the form (1 − a) .
Via (2.9) and Remark 2.3, this condition is equivalent to (3.10).
