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Abstract 
In this thesis, a new stepping procedure based on a local influence mea-
sure to identify multiple multivariate outliers is proposed. The new procedure is 
based on the stepping procedure given in Hadi (1992) and the outlier measure 
and the benchmark given in Poon, Lew k Poon (2000). Two kinds of metrics, 
the sample covariance matrix and the sample robust covariance matrix, are con-
sidered. Moreover, two kinds of methods for developing the stopping criterion 
are examined. The first method uses only observations in the basic subset and 
the second method uses all the observations in the data set. Reported data sets 
from the literature and artificial data sets are used for illustration and simulation 
studies are performed to investigate the performance of the new procedure. It can 
be shown that the second method accompanied with either one of the two met-
rics gives better results while the first method gives unsatisfactory results. The 
stepping procedure involves a selection of so-called initial basic subset by certain 
criteria and a modification of the procedure motivated by Atkinson (1994) that 
selects initial basic subset randomly is considered. Initial basic subset selected 
randomly is likely to contain outliers but results on analyzing several data sets 
by the modified procedure indicate that whether the initial subsets contain out-
liers or not does not affect the performance of the proposed procedure. Finally, 
some aspects of the mentioned procedures are discussed, including a modification 
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In the literature, Mahalanobis distance can be used to distinguish between 
good observations and outliers in multivariate data. It measures the distance from 
each observation to the center of the cloud of observations or the sample mean, 
relative to the sample covariance matrix. Good observations are the majority of 
data coming from a well-behaved population. Outliers are observations that are 
far away from the majority of data. Outliers may be shown by the large values of 
Mahalanobis distances. The Mahalanobis distance is a powerful tool of detecting 
outliers when there is only one outlier. However, Mahalanobis distance is not 
effective in identifying outliers when the number of outliers increases. Masking 
may occur when the number of outliers is greater than one. Several outliers that 
form a point cloud may attract the sample mean towards the point cloud and dis-
tort the sample covariance matrix, causing the Mahalanobis distance to be small. 
Multivariate outliers may be masked and may not be detected as outliers while 
other good observations may be treated as outliers instead. Therefore, robust 
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estimates of location and covariance matrix are used to replace the sample mean 
and the sample covariance matrix in the Mahalanobis distance in the literature. 
The methods of detecting multivariate outliers and regression outliers are 
similar. The Mahalanobis distance or the robust distance is used to identify 
multivariate outliers and the least median of squares (LMS) is used to detect 
regression outliers. Cutoff values are used in both methods to determine which 
observations are the outliers. Here are some methods for detecting multivariate 
outliers by using the Mahalanobis distance or the robust distance and for identi-
fying regression outliers by using the least median of squares. 
Atkinson (1986) uses a two-stage method, including the exploratory stage and 
the confirmatory stage, to detect outliers. In the exploratory stage, elemental sets 
of p observations are sampled repeatedly from the n observations to perform least 
median of squares regression until a clear pattern of outliers is seen, where p is the 
rank of the regression model. In the confirmatory stage, some efficient diagnostic 
methods of least squares regression based on the deletion of the potential out-
liers identified in the exploratory stage are used to confirm the presence of outliers. 
Rousseeuw & van Zomeren (1990) proposed a highly robust regression method 
by least median of squares to detect outliers. A plot of the robust residuals against 
the robust distances is used to find out the leverage points and the regression out-
liers. 
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Hadi (1992) proposed a procedure for identifying multiple outliers in multi-
variate data. In the first step, i.e. Step 0 in his procedure, the data are ordered 
according to a robust measure. The ordered data are then divided into two ini-
tial subsets called a basic subset and a non-basic subset. In the second and third 
steps, i.e. Steps 1 and 2 in his procedure, the observations are rearranged in 
ascending order according to a distance measure which measures the distance 
from each data point to the mean of the basic subset, relative to the covariance 
matrix of the basic subset. The basic subset and the non-basic subset are up-
dated by increasing the number of observations in the basic subset by one and 
decreasing the number of observations in the non-basic subset by one according 
to the ordered observations obtained above. These two steps are repeated until 
a stopping criterion is met, for example, when the number of observations in the 
basic subset m equals the integer part of (n + p + l ) /2 where n is the sample 
size and p is the dimension of the data. The observations in the final non-basic 
subset are declared as the outliers. 
Atkinson & Mulira (1993) considered a forward procedure using Mahalanobis 
distance with a random initial subset. The procedure is similar to that proposed 
by Hadi (1992). However, Atkinson k Mulira's (1993) procedure stops when the 
number of observations m used to calculate the mean and the covariance matrix 
equals the total number of observations n while Hadi's (1992) procedure stops 
when m equals the integer part of (n -hp + l) /2 which is less than n. Atkinson 
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& Mulira (1993) also proposed to use stalactite plot and index plot to provide a 
clear view of the outliers. 
Atkinson (1994) proposed two algorithms for detecting outliers. One uses the 
least median of squares for regression model and the other uses the Mahalanobis 
distance and minimum volume ellipsoid (MVE) for multivariate data. The algo-
rithm for identifying multivariate outliers is similar to Hadi's (1992). However, 
the initial subset in the algorithm of Atkinson (1994) is selected randomly. That 
is, the calculations of robust estimates of location and dispersion at the begin-
ning of the algorithm are not needed. The values of minimum volume ellipsoid 
are recorded and the patterns of outliers are shown in stalactite plots. In order 
to find the most suitable basic subset for identifying outliers precisely, the most 
appropriate basic subset is chosen such that it gives the smallest value of mini-
mum volume ellipsoid. The algorithm for detecting regression outliers resembles 
the one for detecting multivariate outliers but the least median of squares is used. 
For all the procedures as mentioned above, distributional assumption is needed. 
The squared Mahalanobis distance and the squared robust distance follow a chi-
squared distribution with p degrees of freedom when the sample size is large, 
where p is the dimension of the data set. The cutoff point of determining whether 
an observation is an outlier or not is also based on a chi-squared distribution ap-
proximately. However, the distribution of the distances is difficult to obtain when 
the sample size is not large enough. 
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In this thesis, a new stepping procedure of identifying outliers in multivari-
ate case based on a measure developed from the local influence approach, which 
is distributional assumption free, is proposed. The new procedure is based on 
the stepping algorithm of Hadi (1992) and the outlier measure together with the 
benchmark proposed by Poon, Lew k Poon (2000). The outlier measure and 
the benchmark are based on the local influence approach of Cook (1986). The 
particulars of using the stepping algorithm of Hadi (1992) as well as the outlier 
measure and the benchmark of Poon, Lew k Poon (2000) are given in the next 
chapter. 
Here is the framework of this thesis. The details of Hadi's (1992) stepping 
algorithm and Poon, Lew & Poon's (2000) outlier measure together with its 
benchmark are described in Chapter 2. The new stepping procedure of detecting 
multivariate outliers is proposed in Chapter 3 and some reported data sets and 
simulation studies are used to illustrate the procedure. A refinement of the new 
procedure is given in Chapter 4. The refined procedure is based on the robust 
version of the outlier measure and the benchmark. Reported data sets and sim-
ulation are also applied to the revised version of the procedure. In Chapter 5，a 
procedure based on randomly chosen initial subsets which may contain outliers 




The Elements of the New 
Procedure 
Hadi's (1992) stepping algorithm and Poon, Lew & Poon's (2000) outlier 
measure are the basic elements of the new procedure proposed in this thesis. 
These elements are described in the following and the particulars of using them 
are also given. The new procedure based on these elements is given in the next 
chapter. 
2.1 The Stepping Algorithm 
Hadi's (1992) stepping algorithm for identifying multiple outliers in multivariate 
data is as follows: 
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Step 0: Initial Ordering 
1. Define Xnxp be the data set with n observations and dimension p, that is 
( \ ( \ 
Anxp = : = : ： ‘ 
� ^ n y 乂 • • • ^np� 
where Xij is the zth observation of the jth dimension, i = 1 , . . . ,n, j = 
1, . . . and 
/ \ 
Xil 
XI = •： (2.1) 
乂 Xip y 
is the vector containing the zth elements. 
2. Initially rearrange the n observations in ascending order according to a 
robust distance, 
DIICN, SR) = - CRYS^\XI - CR)， i = 1 , …，n , (2.2) 
where CR and SR are robust location and covariance matrix estimators 
obtaining in the following. 
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(b) Compute 
1 “ 
SM = 7 Tlip^I - CM){xi — C M T 
几-1 二 
which is a robust version of the sample covariance matrix. 
(c) Rearrange the observations in ascending order according to the robust 
distance A(CW，*SW) which measures the distance of the ith obser-
vation from the coordinate wise median vector, relative to the robust 
covariance matrix, where 
SM) = \J{XI- CMYS^^XI - CM) ’ I = 
(d) Define the weight function 
z 
1, if z < integer part of (n + p + l)/2, 
Vi= I i = 1,... ,n. 
0, otherwise, 
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Observations that are close to the co-ordinatewise median vector of the 
data relative to the robust covariance matrix are given larger weights. 
The weights for the first integer part of (n + p + l ) /2 ordered observa-
tions with smaller robust distances Di^Cm^Sm) are one. The weights 
for the observations with larger robust distances are zero as the ob-
servations are far away from the co-ordinatewise median vector of the 
data. 
(e) Compute CR the robust location and SR the covariance matrix es-
timators by using the weight function and the ordered observations, 
where 
CR 二 ^n � and SR = y^ n • 
The observations that are close to the co-ordinatewise median vector 
are used to compute CR and SR. This set of observations is unlikely 
to contain outliers. 
3. Divide the observations into two initial subsets: 
• a basic subset containing the first p + 1 observations, and 
• a non-basic subset containing the last n — p — 1 observations. 
The observations are rearranged in ascending order using the robust dis-
tance Di{CR,SR) (equation (2.2)). Outliers are observations with large 
robust distances. Large robust distances indicate that the observations are 
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far away from the subset that contains no outliers. The basic subset is in-
tended to be outlier free. So, observations with small robust distances form 
the basic subset while those with large robust distances form the non-basic 
subset. 
4. Go to Step 3 and check whether the stopping criterion is met before go to 
Steps 1 and 2. 
Step 1 a): Basic Subset of Full Rank 
If the basic subset is of full rank, the corresponding covariance matrix Sb is non-
singular. 
Compute 
扣i — - a )， i = l，...，n, (2.3) 
where Cb and Sh are the mean and covariance matrix of the basic subset. 
Step 1 b): Basic Subset Not of Full Rank 
1. If the basic subset is not of full rank, the eigenvalues of Ai > . . . > 
Ap = 0, and the matrix Vh containing the corresponding set of normalized 
eigenvectors are computed. 
2. Calculate 
^lixi - — C,)， i = l,...,n, (2.4) 
10 
where Wb is a diagonal matrix whose jth diagonal element is 
Wj = 71—TT . J = 1，...，P (2.5) 
max|Aj, Asj-
and As is the smallest non-zero eigenvalue of Sb. 
3. The reason why the eigenvalues and eigenvectors are used is given by 
Hadi (1992) as below: 
If the basic subset is not of full rank, Sb is singular and the inverse of Sb does 
not exist. Therefore, equation (2.3) cannot be used. However, eigenvalues 
and eigenvectors of Sb can be used to compute the inverse of a singular 
covariance matrix as in the following. 
(a) Express Sb as 




Ab = •.. 
� 0 A ” 
is a diagonal matrix containing the eigenvalues oi Sb, Xi > . . . > Xp = 0 
and Vb is the matrix containing the corresponding set of normalized 
eigenvectors. 
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(b) Note that when Sb is non-singular, equation (2.3) can be expressed as 
yj{xi - - a)， i = l,..”n. (2.6) 





does not exist. 
Therefore, the diagonal elements l/\j of A�i，j. = 1，…,p，are mod-
ified as in equation (2.5) and A � i is replaced by Wh as in equation 
(2.4). From equation (2.5), the smallest non-zero eigenvalue of Sh is 
chosen to calculate the jth diagonal element if the jth eigenvalue is 
not positive. 
When Sb is non-singular, equations (2.3), (2.4)，(2.6) are equivalent; 
however, equation (2.3) is preferred as the computations of the eigen-
values and eigenvectors of Sb are not needed. 
Step 2: Increase Size of Basic Subset 
1. Rearrange the observations in ascending order according to either expression 
(2.3) or (2.4) depending on whether Sb is of full rank or not. 
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2. Let r be the number of observations in the current basic subset. 
Divide the observations into two subsets: 
• a basic subset containing the first r + 1 observations, and 
• another subset containing the remaining n — r — 1 observations. 
The number of observations in the basic subset is increased by one while 
that in the non-basic subset is decreased by one according to the ordered 
observations obtained by the distance measure in equation (2.3) or (2.4). 
Steps 1 and 2 are repeated until a stopping criterion in the next step is met. 
Step 3: Stopping Criterion 
1. Compute the robust distance 
Sb) = y/{xi - - a) , i = l,-..,n, 
where 
Cb = Cnprmj/xl,0.50, 
according to Hadi (1992), is a correction factor when the data come from a 
multivariate normal distribution, mj is the 100(/i/n)th percentile of the n 
values in equation (2.3) or (2.4) depending on whether the basic subset is 
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of full rank or not where h is the integer part of (n+p+1) /2 and number of 
good points should be at least h from Lopuhaa & Rousseeuw (1991). Xp,o.5 
is the 0.5 probability point of the chi-squared distribution with p degrees of 
freedom. An appropriate small sample correction factor is 
Cnp一 {1 + ： ^ } , 
where r is the number of observations in the final basic subset. 
Hadi (1994) suggests another correction factor c即 with a modification of 
Hadi's (1992) stepping algorithm where 
( p + 1 1 / 2 
P \ n — p n — h — pj \ n — 1 — 3p n — pj 
and h is defined as before. 
The correction factor depends only on the sample size n and dimension p 
but not the number of observations r in the final basic subset. Hadi (1994) 
compares the performance of the two algorithms by a simulation study when 
dimension p equals 2 or 5. When p 二 2, the algorithm of Hadi (1994) is 
superior to that of Hadi (1992) and is less influenced by masking effect. 
However, the algorithm of Hadi (1992) performs better when p = 5. As 
the two algorithms are not compared at other values of p, it cannot be 
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confirmed that the modified algorithm also works well at other values of p. 
The original algorithm is adopted instead of the modified one to form the 
new procedure as p = 5 or larger values of p will be used in the simulation 
studies, which will give a clear view of the new procedure, in later chapters. 
2. Repeat Steps 1 and 2 until a certain stopping criterion is met. Two stopping 
criteria are 
(a) Stop when 
mm{Di{Cb, Sb)； i € non-basic subset} > Ca 
where the critical value Ca is chosen such that 
Pr[min{A(G),况;i ^ non-basic subset} > C^X contains no outliers 
= 1 — a 
where X is a n x p matrix representing a random sample of size n from 
a ^-dimensional population. 
However, the distribution of Di{Cb,Sb) is difficult to derive and so 
is Ca- This stopping criterion can only be used when Ca is known; 
otherwise, the next stopping criterion is adopted instead. 
(b) Stop when the basic subset contains h observations where h is the 
integer part of (n + p + l)/2. 
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Particulars 
Compare to other procedures available in the literature, Hadi's (1992) pro-
cedure is computationally inexpensive. Most of the procedures require resam-
pling to find the most suitable initial subset; however, only one initial subset 
of observations that contains no outliers is needed to calculate the robust loca-
tion and covariance matrix estimates in the robust distance in the initial step 
of Hadi's (1992) procedure. For other procedures such as Atkinson (1986) and 
Atkinson (1994), the initial subsets are found by resampling for many times. And 
a certain criterion is used to determine the most appropriate basic subset as de-
scribed in the procedure of Atkinson (1994). Hadi's (1992) procedure saves the 
time of finding the initial subset. 
Moreover, Hadi's (1992) procedure takes into account the fact that obser-
vations in the basic subset may be dependent and hence produce estimate of 
covariance matrix that is not of full rank. If the covariance matrix is not of full 
rank, i.e. singular, the inverse of the covariance matrix does not exist and the 
Mahalanobis distance or other robust distances that involve the inverse of the 
covariance matrix cannot be computed. Some authors, for example Rousseeuw 
k, van Zomeren (1990), choose to ignore those initial subsets with singular co-
variance matrix. Hadi (1992) addressed the problem by replacing the inverse of 
the covariance matrix by using the eigenvalues and eigenvectors of the covariance 
matrix as mentioned in equations (2.4) and (2.5). 
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2.2 Outlier Measure and Benchmark 
The outlier measure and the benchmark from Poon, Lew k Poon (2000) 
are adopted in the new procedure. The outlier measure is developed by using 
Cook's (1986) local influence approach and its recent modification by Poon k 
Poon (1999). 
Local Influence Approach 
The local influence approach of Cook (1986) is given as below: 
Let L{0) and L{6\w) be the log-likelihoods for a postulated model and a perturbed 
model, where 6 is a. p x 1 vector of unknown parameters, w = {wi,..., Wn)^ is a 
n X 1 vector in Q of and Q represents the set of relevant perturbations. 
Assume that there is an wq such that for all 0, 
L(6>) = L{0\wo). 
Let 0 and be the maximum likelihood estimator under L{0\iuo) and L{0\w) 
respectively. The likelihood displacement defined by Cook (1986) is 
f{w) = 2(L(0\wo) - L(OJwo)). (2.7) 
Cook (1986) uses the normal curvature Q of the graph of the likelihood dis-
placement function (2.7) along a direction I at the optimal point wq to study 
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characteristics of the influence graph. The local influence is strong if the value of 
Ci is large. 
Outlier Measure and its Benchmark 
Poon, Lew k Poon (2000) use the conformal normal curvature developed from 
the normal curvature as the outlier measure. The conformal normal curvature Bj 
of Poon h Poon (1999) is a one-one function of the normal curvature Q where 
Bj is defined in the following: 
Let V he a,pxp positive definite matrix representing a chosen known metric, the 
location estimate " of " relative to the chosen metric V is obtained by maximizing 
the function 
二 - f ： ( 而 - “ 产 乂 ( 而 ( 2 . 8 ) 
i = l 
Consider the case-weights perturbation given by 
L ( + ) 二 - Wi{xi - / i f V { x i - " ) , (2.9) 
i=l 
where w = {wi,...，Wn)^-
Let fi and pL^  be the maximum likelihood estimators under (2.8) and (2.9) re-
spectively. If an observation is outlying in location, its influence on fi is large. A 
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displacement f{w) is used to assess the influence of an observation to fi, where 
f{w) = 2{L{il\wo) - HMwo))- (2.10) 
Similar to the normal curvature of Cook (1986), the conformal normal curvature 
Bj for the displacement function (2.10) is used to assess the influence of an 
observation j . Strong local influence is indicated by the large value of Bj, where 
饥 巧 - A ) 2 ， i = ( 2 . 1 1 ) 
\ k=l 1=1 L 
where jl is the estimate of the location parameter, V is a chosen known metric, 
and Xi,30j,0Ck and xi are vectors of the form (2.1). 
Poon, Lew Poon (2000) proposed that the largeness of Bj can be assessed by 
a benchmark 2b, where 
n 
一 一 A) 
b — ‘ — , % — 1 , • • • ， 几 • 
(工fc - P'V^i^i - A) 
\k=l1=1L � 
Since b is the value of Bj when the contribution of all Bj,s is uniform, Poon, 
Lew & Poon (2000) consider those observations with Bj values greater than the 
benchmark 2b as outliers. 
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Particulars 
The outlier measure and the benchmark proposed by Poon, Lew Sz Poon (2000) 
which will be used to develop a new stepping procedure have several nice proper-
ties. As the outlier measure and the benchmark are formed by using geometrical 
concept, no distributional assumption on X is needed. The measure assumes 
value between zero and one and it is easier to interpret its magnitude. Differ-
ent metrics V, including robust estimate, can be used to compute Bj as shown 
in Poon, Lew k Poon (2000). When the metric V is chosen appropriately, the 
outlier measure is closely related to the Mahalanobis distance. Specifically, the 




The New Procedure 
In this chapter, a new procedure of identifying multiple outliers in multivariate 
data based on the stepping algorithm of Hadi (1992) and the outlier measure Bj 
and the benchmark 2b from Poon, Lew & Poon (2000) is proposed. The new pro-
cedure inherits the nice properties of the procedures in Hadi (1992) and in Poon, 
Lew & Poon (2000) so that it is computationally inexpensive and geometrically 
orientated. It also has the flexibility of using different metrics and the practica-
bility of handling singular covariance matrix. It is computationally inexpensive 
as Hadi's (1992) stepping algorithm, which is computationally inexpensive as ex-
plained in Chapter 2，is adopted. Moreover, singular covariance matrix can be 
handled by using Hadi's (1992) stepping algorithm as stated in Chapter 2. The 
outlier measure and the benchmark of Poon, Lew & Poon (2000) are used to 
make the new procedure geometrically orientated and has the flexibility of using 
different metrics. Both the outlier measure and the benchmark are geometrically 
orientated as described in Chapter 2. That is, no distributional assumption is 
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needed and whether the sample size is large or not will not affect the validity 
of the new procedure. Different metrics can be applied in the outlier measure, 
including the sample covariance matrix and the robust estimate of the covariance 
matrix, so that the new procedure unifies many other procedures proposed in the 
literature. 
The new procedure is given in the first section of this chapter. The notation Bi 
is used for the proposed procedure instead of Bj from this chapter onwards. Some 
reported data sets are applied to the proposed procedure to see the effectiveness of 
the procedure in the second section. Results of simulation study are presented in 
the third section to give a throughout picture of the performance of the procedure. 
3.1 Procedure 
The new procedure is similar to that of Hadi's (1992). One of the differences 
is that the robust distance and the distance measure are replaced by the outlier 
measure proposed by Poon, Lew & Poon (2000). The other difference is that the 
stopping criterion of the new procedure is not distributionally orientated but geo-
metrically orientated. The benchmark 2b proposed by Poon, Lew & Poon (2000) 
is used in the stopping criterion. The new procedure is proposed as follows: 
22 
Step 0: Initial Ordering 
1. Rearrange the n observations in ascending order according to an outlier 
measure Bi, where 
\k=l 1=1L � 




A= ： , j = 
UJ 
is the estimate of the location parameter, where fij is the mean of the 
elements in the jth column vector 
/ \ 
^IJ 
： , J = 1 ， . - - , P 
、工NJ� 
of Xnxp, and 
/ \ / \ 
T 
工 11 . . . X \p 
入 nxp — ： — ： ： 
义 ^n 乂 乂 • • • ^np 乂 
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is anxp matrix representing a random sample of size n from a p-dimensional 





where Xij is the zth observation of the jth dimension where i = 1,…，n and 
j = 
2. After computing Bi, divide the observations into two initial subsets accord-
ing to the ascending order of the n observations: 
• a basic subset containing the first p-\-1 observations, and 
• a non-basic subset containing the last n — p — I observations. 
3. Go to Step 3 and check the stopping criterion before go to Steps 1 and 2. 
Step 1: Use Basic Subset 
In Step 1，the mean Cr and the sample covariance matrix Sr of the basic subset 
replace the mean ji and the sample covariance matrix S of the whole data set 
respectively in calculating Bi in Step 0. Two cases, depending on whether the 
sample covariance matrix of the basic subset is of full rank or not, are considered 
in calculating the outlier measure Bi (see equations (3.1) and (3.2) respectively). 
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Case 1: Basic Subset of Full Rank 
If the sample covariance matrix Sr of the basic subset is of full rank, compute 
B^ifull) = 2， i = 1，…，n，（3-1) 
� E E h ^ - q 嘴 1(而-cjf 
\ k=l1=1L � 
where Cr and Sr are the mean and covariance matrix of the basic subset. 
Case 2: Basic Subset Not of Full Rank 
1. If Sr is not of full rank, compute the eigenvalues of Sr, > . . . > Kp — 0, 
and the corresponding normalized eigenvectors matrix K. 
2. Compute 
〜 - CrYVrWrVr^iXi 一 C.)]' 
\ k=i 1=1 L 
(3.2) 
where Wr is a diagonal matrix with jth diagonal element, 
1 . 1 
Wrj = rT~~rr ‘ 3 = 
max|Arj, Xrsf 
and Xrs is the smallest non-zero eigenvalue of Sr. 
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Step 2: Increase Size of Basic Subset 
1. Rearrange the observations in ascending order according to equation (3.1) 
or (3.2) depending on whether Sr is of full rank or not. 
2. Let r be the number of observations in the current basic subset. 
Divide the observations into two subsets: 
• a basic subset containing the first r + 1 observations, and 
• a non-basic subset containing the remaining n — r — 1 observations. 
That is, the size of the basic subset is increased by one and that of the 
non-basic subset is decreased by one. 
3. Go to Step 3. 
Step 3: Stopping Criterion 
Compute Bi{r) and b which will be defined later according to two different meth-
ods. If the smallest Bi{r) is greater than 26, that is, if 
MinJ5i(r) > 2b , Vz G non-basic subset, (3.3) 
the procedure is stopped, else go to Steps 1 and 2. Two methods are considered 
in computing the values of Bi{r) and b: 
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Method I: Basic Subset 
All observations in the basic subset are considered in calculating the denomina-
tor and the numerator of b and the denominator of Bi{r). Similar to Step 1，two 
cases, depending on whether the basic subset is of full rank or not, are considered. 
Case 1: Basic Subset of Full Rank 
If the sample covariance matrix Sr of the basic subset is of full rank, compute 
tixj - CrfS;\xj - Cr) 
b = , Vxj, xk.xi G basic subset 
\ k=l 1=1 ‘“ J 
and 
\/xi e non-basic subset, 
Bi{r) = ^ ( ， � r “ r) 2 ， 彻 工 I G basic subset, (3-4) 
\ k=\ 1=1 L � i = l,...,n-r, 
where r is the number of observations in the final basic subset, Cr is the mean 
of the basic subset with r observations and Sr is the sample covariance matrix of 
the basic subset with r observations. 
Case 2: Basic Subset Not of Full Rank 
1. If Sr is not of full rank, compute the eigenvalues of Sr, \ri > … > 入rp = 0, 
and the corresponding normalized eigenvectors matrix K. 
27 
2. Compute 
- CrfVrWrVj{Xj — Cr) 
b = ~ "^ =1 , Vxj, xk,xi e basic subset 
T jzjzkxk — CrVVrWrK^ixi — Cr)T 
\ k=l1=1L � 
and 
\/Xi G non-basic subset, 
{X^ - CrfVrWrVr^jx, - C.) ^^  . “ 
Bi�r ) = I r r 2 , \/xk,xi G basic subset, 
、E Ef(孙-CrYVrWrVr^^Xi 一 Cr)] 
\ k=i 1=1 � i = 
(3.5) 
where Wr is a diagonal matrix with jth diagonal element, 
It; = 1 j = 1 p 
” max{/\”-, Ars}， ， 
and Xrs is the smallest non-zero eigenvalue of Sr. 
Method II: All Observations 
The difference between Method I and Method II is that all observations in 
both basic subset and non-basic subset are considered in calculating the denomi-
nator and the numerator of b and the denominator of Bi{r) in this method. The 
equations of b and Bi{r) are the same as those in Method I, except 
Vxfc, xi e basic subset is changed to ^Xk, xi G set of all observations 
Vxj, Xk.xi 6 basic subset is changed to "ixj, xk.xi G set of all observations. 
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Similar to Method I, two cases are also considered for this method. 
Case 1: Basic Subset of Full Rank 
If Sr is of full rank, compute 
b = ~ "^ =1 , \/xj, xk.xi G set of all observations 
\ k=i1=1L � 
and 
Vxj G non-basic subset, 
… � {XI - CRFS;\XI - Cr) 
Bi(r) — - 7 ^ = ^ = = = = = ^ ^ = ^ = ， \ / x k , x i G set of all observations, 
\ k=i 1=1 ‘- J i = l,...,n-r. 
(3.6) 
Case 2: Basic Subset Not of Full Rank 
If Sr is not of full rank, compute 
- CrfVrWrVj(x^ 一 C.) 
b = = ’ yxj, xk.xi G set of all observations 
n 一 CrVVrWrK^iXi _ Cr)]' 
\ k=i1=1L � 
and 
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\/xi G non-basic subset, 
R , � - CrVVrWrK^jx, - C.) ^ W 11 K r 
= — = = = = = = = = = ^ = = = = = ， \/xk,xi G set oi all observations, 
, - CrYVrWrVr^{Xi - C,)] ' 
\ z=i L � i 二 l ， . . .， n - r -
(3.7) 
The forms of Bi(r) for the two methods are similar to the Mahalanobis dis-
tance but are standardized by constants which are the square root parts of the 
denominators of Bi{r) (see equations (3.4)，(3.5), (3.6)，(3.7)) to make the values 
of Bi{r) between zero and one. The observations from the basic subset and ob-
servations from the set of all observations, which includes both the basic subset 
and the non-basic subset, are used to calculate the constants or the square root 
parts of Bi{r) in Method I and Method II respectively. No observations from the 
non-basic subset are used to calculate the square root parts of Bi{r) because the 
observations are considered as outliers of the whole data set and are not suitable 
for the standardization. 
The observations in the final non-basic subset are considered as outliers if (3.3) 
is satisfied. That is, when the minimum of the distances between observations 
in the non-basic subset and the mean of the basic subset relative to its sample 
covariance matrix is greater than the benchmark 2b, the observations in the non-
basic subset are far away from the majority of data and are declared as outliers. 
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3.2 Examples 
Two C language programs with double precision are written to implement the 
new procedure proposed in Section 3.1. One program is written for Method I 
and the other is written for Method 11. Several reported data sets are applied to 
the new procedure in this section. The new procedure is applied to the following 
data sets: 
1. Hawkins, Bradu and Kass data set from Hawkins, Bradu and Kass (1984) 
2. Brain and body weight data set from Rousseeuw k Leroy (1987, p.58) 
3. Stack loss data set from Brownlee (1965) 
4. An artificial data set from Poon, Lew k Poon (2000) 
5. An artificial multivariate normal data set with sample size n = 200, di-
mension p = 40, fraction of contamination e 二 0.05，constant defining the 
amount of shift for location outliers d = 2. This data set is constructed 
by the method of generating simulation data set proposed by Rocke k 
Woodruff (1996). The method of constructing this data set is described 
below and the details of constructing simulation data set are described in 
the next section. 
The artificial multivariate normal data set is generated by using a C language 
program and the steps of constructing the data set are as follows: 
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1. Put 
sample size ^ — 200, 
dimension P = 40, 
fraction of contamination £ = 0.05, and 
constant defining the amount of shift for close outliers d = 2 
where sample size n is the number of observations of the data set, dimension 
p is the number of variables in the data set, fraction of contamination e is 
the proportion of outliers in the data set and constant d defining the amount 
of shift for close outliers is a constant for constructing close outliers. The 
details of the above terms will be explained in the next section. 
2. Draw n(l — e) good observations from a multivariate normal distribution 
iV(0,1) with zero mean and covariance matrix I where I is an identity ma-
trix, and draw ne bad observations from a multivariate normal distribution 
N{dQp, I) with mean dQ* and covariance matrix I where Q; = yx^.ggg/P 
and Xp,0.999 is the 0.999 probability point of a chi-squared distribution with 
p degrees of freedom. 
The first three reported data sets are chosen as they are typical examples of 
identifying multivariate outliers in the literature. The fourth data set is chosen 
as it is an artificial data set for testing the outlier measure Bi as shown in Poon, 
Lew & Poon (2000). The data set is used to assess the performance of the new 
procedure by using the outlier measure. For the fifth data set, the sample size 
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n, the dimension p, the number of outliers ne and the constant d defining the 
amount of shift are the same as those of the high dimensional artificial data set 
constructed by Poon, Lew k Poon (2000). The data set is used to study whether 
the proposed procedure is effective in dealing with high dimensional data. The 
above data sets are used to compare the performance of the new procedure to 
other algorithms of detecting multivariate outliers in the literature. 
The results are presented by using index plots to show the outlying obser-
vations. Index plot is a plot of the outlier measures BiS of observations versus 
the observation numbers, "o" on the index plot indicates that the observation 
is an outlier. Some of the outliers found by Method II are also labelled by the 
corresponding observation numbers. 
Example 1: Hawkins, Bradu and Kass data set 
The first data set is constructed by Hawkins, Bradu and Kass (1984) with 
sample size n 二 75 and dimension p = 3. The first 14 observations are detected 
as outliers by Rousseeuw k, van Zomeren (1990), Hadi (1992), Atkinson k, Mulira 
(1993) and Poon, Lew k, Poon (2000). The first 10 observations form a group of 
outliers while the other four observations form another group. Figure 3.1 shows 
the index plots of BiS for Method I and Method II. For Method I, all the first 
14 observations are declared as outliers with observations 11 to 14 as the most 
extreme ones as shown in Figure 3.1(a). But other observations, except four 
observations (67，59, 29, 50. All the observations written in this form are ordered 
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in descending order according to Bi), are also treated as outliers. Figure 3.1(b) 
shows that two groups of outliers appear for Method II. The first group of outliers 
includes observations 1 to 10 and observations 11 to 14 form the second group. 
The result of using Method II is what we expected. However, Method I is not 
appropriate in identifying outliers in this example as nearly all the observations 
are declared as outliers. 
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Figure 3.1: Index plot for the Hawkins, Bradu and Kass data using the sample 
covariance matrix and (a) Method I, (b) Method II 
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Example 2: Brain and body weight data set 
Brain and body weight data set is taken from Rousseeuw k Leroy (1987，p.58). 
The data set shows the relationship between the brain weight and the body weight 
of 28 different animals. The data were taken logarithms to the base 10 so that 
the relationship between the brain weight and the body weight can be clearly 
shown as mentioned in Rousseeuw k Leroy (1987). Hadi (1992)，Rousseeuw k 
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Figure 3.2: Index plot for the brain and body weight data using the sample 
covariance matrix and (a) Method I，(b) Method II 
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van Zomeren (1990) and Atkinson k Mulira (1993) declare that observations of 
three dinosaurs 25，6 and 16 are outliers. Observations 14 and 17，which are 
observations of human beings and rhesus monkeys respectively, are considered as 
marginal cases. The index plots of Bi，s are shown in Figure 3.2. Observations 
25, 6，16 are declared as outliers for both methods. However, 23 observations 
including the three outliers mentioned are shown to be outliers by Method I 
in Figure 3.2(a). The five largest values of B,s for Method I and Method II 
are in the order 25, 6’ 20，16，19 (Figure 3.2(a)) and 25，6, 16, 14，17 (Figure 
3.2(b)) respectively. Observations 14 and 17 are not included for Method I but 
for Method II. Method I again identifies too many observations as outliers than 
it should be. 
Example 3: Stack loss data set 
Brownlee's (1965, p.454) stack loss data is used in this example. The data 
set is obtained from operation of a plant for the oxidation of ammonia to nitric 
acid. The three explanatory variables p = 3 with 21 observations are used in 
this example. Hadi (1992) detects four outliers 2，1, 3 and 21 in this order 
but Atkinson (1986) and Atkinson (1994) declare observations 1，3, 4 and 21 as 
outliers. The outliers found by Method I or Method II are not the same as the 
outliers mentioned above. The index plot for Method I is given in Figure 3.3(a). 
Observations 21 and 4 are two of the 15 outliers but they are not among the first 
four most extreme ones. Observations 1 to 3 are treated as good observations 
with smaller values of Bi than other observations. Figure 3.3(b) indicates that 
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^ 
observation 17 is the only outlier by using Method II and observations 21, 2 and 
1 have large values of Bi. Most of the observations that are far away from the 
bulk of data as mentioned in the literature are detected by using Method II but 
more than half of the observations are identified as outliers by using Method 1. 
0.351——I 1 1 1 1 




0.15 - ^ _ 
o o O 
01- o o -
‘ o 
0.05 - o o o -
ol * • • ^ ‘ _ _ ^ ^ i 
1 5 10 15 20 25 
(a) 
0 . 3 5 1 I 1 1 1 ‘ 
0.3 - o 17 
0.25 - “ 
一 0.2- -
0.15 - 拳 _ 
0 . 1 _ 攀 參 眷 鲁 參 參 參 
0.05— 參 . 參 • . 參 争 • 參 參 
QI_I 1 ‘ ‘ 
“ 1 5 10 15 20 25 
(b) 
Figure 3.3: Index plot for the stack loss data set using the sample covariance 
matrix and (a) Method I, (b) Method II 
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Example 4: An artificial data set 
This artificial data set is constructed by Poon, Lew k Poon (2000). Obser-
vations 9 and 10 are constructed as outlying observations. For Method I, seven 
observations 9，10，1，8，2, 7, 3 which are ordered in descending order according 
to Bi are identified as outliers in Figure 3.4(a). For Method II, only observation 9 
is detected as an outlier in Figure 3.4(b). Observations 9 and 10 have the largest 
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Figure 3.4: Index plot for the artificial data using the sample covariance matrix 
and (a) Method I，(b) Method II 
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value and the second largest value of Bi respectively for both methods. Method 
II gives reasonable results but not Method I as Method I detects more than half 
of the observations as outliers. 
Example 5: An artificial multivariate normal data set 
The construction of this artificial multivariate normal data set is described at 
the beginning of this section. The same kind of data set is also constructed by 
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Figure 3.5: Index plot for the artificial multivariate normal data using the sample 
covariance matrix and (a) Method I, (b) Method II 
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Poon, Lew h Poon (2000). The last 10 observations are constructed as outliers. 
They use the data set to show the effectiveness of their outlier measure when 
the value of sparseness n/p is small. The ratio n/p is a measure of the number 
of observations relative to the size of the dimension. When dimension increases, 
the number of observations must be increased to make the ratio n/p large. Out-
liers can be detected more easily when the ratio is large. Figure 3.5 gives the 
index plots of Bi,s. For Method I，159 observations are declared as outliers in 
Figure 3.5(a). Within the 159 observations, nine of the 10 constructed outliers 
are detected as outliers. All the last 10 observations are identified as outliers for 
Method II as shown in Figure 3.5(b). This example shows that the new procedure 
is successful in detecting outliers from high dimensional data by Method II but 
not Method I because too many observations are declared as outliers by using 
Method I. 
From the above examples, it is clear that Method I of the new procedure 
should be rejected because it usually identifies more than half of the observations 
as outliers, leading to a very high misclassification rate which is defined as the 
ratio of the number of good points detected as outliers to the total number of 
good points generated. Since only the observations in the basic subset are used to 
calculate the benchmark 2b for Method I, the value of b is usually very small and 
the stopping criterion (3.3) is likely to be met earlier than expected and hence 
the number of observations in the final basic subset is small. This leads to the 
identification of more than half of the observations as outliers. This situation will 
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be explained further in the discussion. 
3.3 Simulation Study 
In this section, simulation study is performed to assess the performance of 
Method II of the proposed procedure. Method I is not considered here because 
its misclassification rate is very high. We believe that the performance of the 
proposed procedure is affected by a number of factors: the nature of multivariate 
outliers, amount of shift, fraction of contamination, dimension and sample size. 
Some terms related to the simulation study and the factors mentioned above are 
described first in this section. The procedure and the results of the simulation 
study are given in the latter parts of this section. All the distributions in the 
simulation study are multivariate normal distributions. 
3.3.1 Terms and Factors 
Some terms given by Rocke k Woodruff (1996) which are related to the simu-
lation study are summarized as follows: 
• Good data points — are the majority of the data coming from a well-
behaved population, for example, multivariate standard normal population. 
• Bad data points — are the remainders of the data not coming from the well-
behaved population. They may be drawn from a displaced population. In 
other words, they come from a population with the same covariance matrix 
as that of good data but with a shifted mean. 
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• Shape — from definition 3 of Rocke & Woodruff (1996)， 
let X be a n X p matrix representing a sample of n points in R^ where n is 
the sample size and p is the dimension. Let S = — — X) be 
the sample covariance matrix. The shape of X is 
Factors 
Rocke k Woodruff (1996) have demonstrated that several factors would affect 
the performance of location outlier identification procedure. Those factors are 
likely to affect the performance of the proposed procedure and will be considered 
in our simulation studies. They are described as in the following: 
Nature of Multivariate Outliers 
Consider a sample of n points coming from a multivariate normal population 
in R^. Let the good data points come from a multivariate normal population 
Ar(/io,Eo) with mean /JLQ and covariance matrix Eq. Let the bad data points 
come from a multivariate normal population N{fj,o + /i, Q) = + AEq) with 
mean /zq + M and covariance matrix Q = AEq where // is a constant vector and 
入 is a constant. If /xq 二 0, /i is the amount of shift to form a displaced popula-
tion. If A = 1, pure shift outliers generated from iV(/xo+/i, So) form the bad data. 
By Theorem 1 of Rocke & Woodruff (1996), outliers with the same shape as 
the good data are the hardest to find. That is, pure shift outliers are the hardest 
to find. If pure shift outliers can be identified, other kinds of outliers will also 
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be detected. Therefore, pure shift outliers coming from N(JIQ + ^o) and good 
data coming from N(JIQ，Sq) are considered in the simulation study. The amount 
of shift ji and the number of bad data points or fraction of contamination are 
explained in the following. 
Amount of Shift 
The amount of shift fi is measured in terms of Qp. Consider a sphere，which 
contains most of the good data and centers at mean /xq, with radius Qp — yjxl,0.999 
where xl,0.999 is the 0.999 probability point of a chi-squared distribution with p 
degrees of freedom. The amount of shift “ equals dQ* where Q* = yjxl,0.999/P 
and rf is a constant defining the amount of shift. When d is small, outliers are 
considered as close outliers and when d is large, outliers are far away from the 
bulk of data. Far outliers are easier to be detected than close outliers. 
Fraction of Contamination 
Fraction of contamination e is the proportion of outliers in the whole data 
set. Rocke & Woodruff (1996) show that if fraction of contamination e increases, 
the success rate of detecting outliers will decrease. If fraction of contamination is 
greater than ^ where p is the dimension of the data, Rocke & Woodruff (1996) 
reported that most methods of identifying outliers from the literature will break 
down. Rocke & Woodruff (1996) also point out that the number of outliers should 
be less than half of the observations in a data set and more than half of the data 
should come from a well-behaved population. On the other hand, according to 
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Lopuhaa Sz Rousseeuw (1991), the number of good data points should be at 
least = [(n + p + l)/2], the integer part of (n + p + l)/2. Hence, fraction of 
contamination £ should be less than (n - h)/n which is the proportion of bad 
data points. Note that h is the integer part of (n + p + l ) /2 and satisfies 
#{ i : OTi — - t„) < c^ > [！i±|±i] , 
where x = {x i , . . . , XN} is a collection of n � p + 1 points in R^, tn is a location 
estimate based on x，C„ is a covariance estimate, and c is a constant and equals 
X》，0.50 迁 a normal sample is considered. 
tn and Cn determine the center and the covariance structure of the minimum 
volume ellipsoid covering at least [(n + p + l)/2] points so that the fraction of 
outliers will not spoil the estimate of location and covariance matrix as described 
in Lopuhaa Sz Rousseeuw (1991). 
Dimension 
When dimension p increases, the proportion of outliers that can be handled 
decreases even with large sample size. For example, cases with dimension 40 or 
higher will still be manageable if the amount of contamination is small enough 
(20-25%) from Rocke k Woodruff (1996). 
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Sample Size 
Sample size n should increase when dimension p increases. For fixed d and p, 
and all levels of contamination, Rocke k Woodruff (1996) show that the success 
rate of detecting outliers increases with sample size. 
3.3.2 Procedure 
Consider a sample of size n with dimension p, coming from a multivariate 
normal population. Let the good data come from a multivariate standard normal 
population N(JIQ, S。）= N(0,1) with mean "o = 0 and covariance matrix E q = / 
where I is an identity matrix. Let the bad data, which form a fraction E of the 
whole data, come from N(JJLQ + /i, Eq) = N(JJL, I) when pure shift outliers are used. 
The simulation study is conducted according to the following steps: 
1. Choose n and p (< 40) such that n grows with p and n> p. Here we choose 
n = 100，200，400，800 and 
p = 5,10,20. 
2. Choose 
£ = 0.2,0.3,0.4. 
The values of the above e's are greater than the value 击 as described in the 
criterion e: < - t t and less than the value ^ as described in the criterion 
P + i ^ 
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£ < aforementioned. The purpose of choosing these values is to examine 
the performance of the proposed procedure at various contamination rates. 
3. Report 
(a) total number of outliers generated — ne, and 
(b) total number of good points generated = n(l — e). 
4. (a) Use d — Ato get far outliers, 
(b) Use d=2io get close outliers. 
5. Draw n(l — e) good data points from NijiQ, So) = N{0,1) and ne bad data 
points from NijiQ+fi, AEq) = N{dQ*, I), where A : 1 for pure shift outliers, 
Q*p = yjxl,0.999/P and 
mean of bad data 二 a^ o + // 
二 Mo + dQ* 
= 0 + dQ; 
=dQ；. 
6. Apply Method II of the proposed procedure to the above dataset. 
7. Report 
(a) number of data points detected as outliers, 
(b) number of good points detected as outliers, and 
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(c) number of outliers detected without misclassification 
=number of data points detected as outliers — number of good points 
detected as outliers. 
8. Calculate the misclassification rate MFU and the success rate without mis-
classification SRi for each trial i, i = 1,...，50，where 
number of good points detected as outliers in trial i 
total number of good points generated 
and 
number of outliers detected without misclassification in trial i 
CD . _ 
total number of outliers generated 
9. Repeat steps 5—8 for 50 trials for fixed and d. 
10. Calculate the average misclassification rate AMR and the average success 
rate without misclassification ASR, where 
50 
and 
E50 q d 
倾 - 50 • 
3.3.3 Results 
The results by using Method II of the proposed procedure are presented in 
four tables in the Appendix, Table 1 under column (a) to Table 4 under column 
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(a). Tables 1 to 4 carry similar information but they are reorganized to facilitate 
comparison on the effect of a given factor. For each table, three factors from 
71，p, fi (or d) and e are fixed and the effect of the remaining factor can be seen. 
The average misclassification rates and the average success rates without misclas-
sification are given in the tables. 
The procedure is considered to be reliable and satisfactory if the value of the 
average success rate without misclassification ASR is large and the value of the 
average misclassification rate AMR is small. The ASR's are highlighted in each 
row box for both columns (a) and (b) if more than half of the ASRs in each row 
box are greater than 0.8 for either column (a) or (b). We will pay more attention 
to the highlighted ASR's and the corresponding AMR's in the tables. Other 
cases are not emphasized as the ASR's are too small to be reliable. 
Effect of Dimension 
Column (a) of Table 1 shows the effect of dimension p with n, d and e fixed. 
The ASRs are highlighted when e = 0.2 or e = 0.3 and 二 4. Most of the 
highlighted ASRs decrease when p increases which is what we expected, except 
those underlined ASR's showing a slightly increasing trend. However, the un-
derlined ASR's are very large (> 0.99) and the increase in the trend is small 
(< 0.003). We expected that all the underlined values are large and the increase 
in the trend is due to some random effects in generating the simulated data sets. 
Column (a) of Table 1 also shows that the AMRs increase with dimension p for 
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the highlighted cases and the AMRs for the underlined cases are zero correcting 
to the 6 decimal places. Therefore, the slightly increase in the trend is negligible 
and all the underlined ASR^s are considered to be large and reliable. 
Effect of Sample Size 
Column (a) of Table 2 gives the effect of sample size n with d,p and e fixed. 
The highlighted ASRs are those cases with e = 0.2ov£ = 0.3，d = A and p = 5 or 
10. Column (a) of Table 2 shows that the AMR decreases with increasing sample 
size for the highlighted cases. We expected that the ASR increases with sample 
size. All the highlighted ASR's show an increasing trend when the sample size 
increases, except the underlined ASR's. However, all the underlined ASR's for 
p 二 5，c? = 2 and s = 0.2 and those for p = 5, rf = 4 and e = 0.3 are greater than 
0.99 and 0.98 respectively. Both are considered to be large. Besides, the AMR's 
for the underlined cases are small (< 0.0015). We expected that the reason why 
the underlined ASRs do not follow an increasing trend is due to some random 
effects in generating the data sets. Thus, the underlined ASRs are considered 
to be large and the results of all the highlighted cases provide the evidence that 
the ASR increases with sample size. 
Effect of Amount of Shift 
The effect of amount of shift fi shown by the constant d with n, p and e fixed is 
shown in column (a) of Table 3. We expected that the ASR's for far outliers with 
d = 4： are larger than those for close outliers with d = 2. Most of the ASR's with 
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e fixed at 0.2 are highlighted and match with what we expected. The ASRs for 
far outliers and those for close outliers are nearly the same when e is fixed to be 
0.2. The highlighted ASRs for both = 2 and d 二 4 are greater than 0.9 and the 
corresponding AMR's are small. However, the underlined ASR for far outliers is 
slightly less than that for close outliers. As the ASRs for the underlined cases 
are large (> 0.9) and the corresponding AMR's are small (< 0.0015), the slightly 
decrease in ASR's for far outliers is negligible. Therefore, the effect of amount of 
shift on the proposed procedure matches with our expectation. 
Effect of Fraction of Contamination 
Column (a) of Table 4 shows the effect of fraction of contamination e when 
n, d and p are fixed. We expected that the ASR decreases when the fraction 
of contamination increases. Column (a) of Table 4 shows that the highlighted 
ASR's with d = 4： and p 二 5 or 10，and n 二 800，p 二 20 and d = 4： decrease with 
increasing AMR's when e increases with other factors fixed. The results of the 
effect of fraction of contamination match with what we expected. 
From the above outcomes, most of the satisfactory results appear when the 
fraction of contamination e equals 0.2. When e increases, the average success rate 
without misclassification decreases drastically and the average misclassification 
rate increases. This indicates that the fraction of contamination is a significant 
factor in affecting the values of ASR^ and AMRs. 
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Chapter 4 
Robust Version of the New 
Procedure 
The average success rates without misclassification are not satisfactory when 
the fraction of contamination £ increases in the simulation study. Also, sample 
mean and sample covariance matrix are highly affected by outlying observations. 
So, a refinement is made on the proposed procedure in this chapter. Robust 
estimate of the location CM and robust estimate of the sample covariance matrix 
SM are used to replace the sample mean FI and the sample covariance matrix S 
in the outlier measure Bi respectively to eliminate the effect caused by outlying 
observations. The robust version of the procedure is shown in Section 4.1. Similar 
to Chapter 3，some reported data sets and simulation study are used to show the 
effectiveness of the revised procedure in Sections 4.2 and 4.3 respectively. 
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4.1 Procedure 
The revised procedure using the robust estimates is similar to the procedure 
using the sample covariance matrix. The difference is that a co-ordinatewise 
median vector CM is used to estimate the population mean vector in Bi (see 
equations (4.2) and (4.3)). The procedure using the robust estimates is as follows: 
Step 0: Initial Ordering 
1. Compute CM and 5m, where CM is the co-ordinatewise median vector of 
( \ ( \ 
工 1 1 • • • X \P 
Anxp = : 二 ： ： 




CM= \ , (4.1) 
、CMP 
where CMJ is the median of the elements in the vector 
( \ 
XIJ 
； ， j = l，.••，P 
�工 NJ y 
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and 
SM = f > i - CM){XI - CMF- ( 4 . 2 ) 
2. Rearrange the n observations in ascending order according to Bi, where 
^ {xj-CMfSM\x,-CM) i = …，n. (4.3) 
〜 — 垃O r广 Cm)]' 
\j k=l 1=1 L 
3. Divide the observations into two initial subsets according to the ascending 
order of the observations: 
• a basic subset containing the first p-\-l observations, and 
• a non-basic subset containing the last n — p — I observations. 
4. Go to Step 3 and check the stopping criterion before go to Steps 1 and 2. 
Step 1: Use Basic Subset 
In this step, the co-ordinatewise median vector CMT and the sample robust 
covariance matrix SMT of the basic subset are used to replace CM and SM re-
spectively in. calculating Bi (equation (4.3)) in Step 0. Two cases, depending on 
whether the sample robust covariance matrix of the basic subset is of full rank or 
not, are considered in this step. 
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Case 1: Basic Subset of Full Rank 
If the sample robust covariance matrix SMT of the basic subset is of full rank, 
compute 
B.ifull)= (而 一 CMrfS^Mx, - ^M.) ， i = (4.4) 
n n � 12 
CURRSMLIXI — CMT) 
\ K=L1=1L � 
where CMT and SMT are the coordinatewise median vector and the robust co-
variance matrix of the basic subset. 
Case 2: Basic Subset Not of Full Rank 
1. If Smt is not of full rank, compute the eigenvalues of Smt, ^Mri > • > 
XMTP = 0, and the corresponding normalized eigenvectors matrix VMT-
2. Compute 
D / " m (而 -C M R F Y M R W U R V M A ^ I " ^MR) • _ i „ 
BAnot full) = -j= ？ I — I,... ,71, 
n n I" 12 
CMRVVMRWMRV^RI^L 一 CMV) 
\ k=l 1=1L � 
(4.5) 
where Wur is a diagonal matrix with jth. diagonal element, 
1 . 1 
WMRJ = rr T 7， 产1 ,…，P 
max|AMrj, ^MRSF 
and 入Mrs is the smallest non-zero eigenvalue of SMT-
54 
Step 2: Increase Size of Basic Subset 
1. Rearrange the observations in ascending order according to equation (4.4) 
or (4.5) depending on whether SMT is of full rank or not. 
2. Let r be the number of observations in the current basic subset. 
Divide the observations into two subsets: 
• a basic subset containing the first r + 1 observations, and 
• another subset containing the remaining n — r — 1 observations. 
3. Go to Step 3. 
Step 3: Stopping Criterion 
If the smallest ^^(r) is greater than 26，i.e. 
MmBi{r) > 2b , Vz G non-basic subset, (4.6) 
stop the procedure, else go to Steps 1 and 2. 
As Method I is rejected in Chapter 3’ only Method II is used to find Bi{r) and b 
as follows: 
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Method II: All Observations 
Case 1: Basic Subset of Full Rank 
If SMT is of full rank, compute 
EiXj - CMrV{SMr)-\xj — ^Mr) 
n n r 2 
n. (^ fe 一 — CMT) 
\ k=l1=1L 
Vxj, xk.xi G set of all observations 
and 
例 r ) = fe - - ^Mr) 
\ E - CMrnSMr)-H^l - ^Mr)]' 
\ k=ii=iL J 
Vxi G non-basic subset, 
Vxkj xi G set of all observations, 
i = 1 , . . . , n — r, 
where r is the number of observations in the final basic subset, CMT is the median 
of the basic subset with r observations and SMT is the sample robust covariance 
matrix of the basic subset with r observations. 
Case 2: Basic Subset Not of Fall Rank 
1. If Smv is not of full rank, compute the eigenvalues of Smt, ^Mri > • •- > 




- CMR)^VMRWMRVMR{XJ - CMT) 
&二 
71 Tl � 1 2 
(^fc — CMRVVURWMRV^^IXI — CMV) 
\ k=l 1=1 L 
Vxj, Xfc, xi G set of all observations 
and 
^ / N = (Xj — CMrYVMr^MrVMri^i — ^Mr) 
八 J — tTT ~ ^， 
A S (^fc ~ CMRVVMRWMRVMRI^L — ^MR) 
\ fc=i L � 
Vxj G non-basic subset, 
Vxfc, Xi G set of all observations, 
Z — 1，• • •，71/ T", 
where WMT is a diagonal matrix with jth diagonal element, 
1 . 1 
WMRJ = n \ 1 , 3 =、，...，P 
ma,X\AMrj, ^Mrsj-
and Ajwvs is the smallest non-zero eigenvalue of SMT. 




The revised procedure using Method II is applied to the same reported data 
sets used in Chapter 3. The results are also presented by index plots. Here are 
the results: 
Example 1: Hawkins, Bradu and Kass data set 
Similar to the results found in Chapter 3, the index plot in Figure 4.1 shows 
two groups of outliers. The first 10 observations form a group of outliers and 
observations 11 to 14 form another group of outliers. The values of Bi in Figure 
3.1(b) by using the sample covariance matrix are nearly the same as those values 
in Figure 4.1 by using the sample robust covariance matrix. Using Method II， 
both the proposed procedure using the sample covariance matrix and the revised 
procedure using the sample robust covariance matrix are effective in detecting 
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i 
Figure 4.1: Index plot for the Hawkins, Bradu and Kass data using Method II 
and the robust estimate 
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the 14 outliers and the results of both procedures match the results in the liter-
ature. 
Example 2: Brain and body weight data set 
Observations 25, 6 and 16 are declared as outliers as shown in Figure 4.2. 
The outliers found are the same as those found in Chapter 3 as shown in Figure 
3.2(b). Figures 3.2(b) and 4.2 indicate that the values of Bi obtained from the 
two proposed procedures in the last chapter and this chapter are similar. The 
two proposed procedures make no difference to the results. Also, the results are 
consistent with the results in the literature. 
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Figure 4.2: Index plot for the brain and body weight data using Method II and 
the robust estimate 
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Example 3: Stack loss data set 
The index plot of Bi,s is given in Figure 4.3. Observations 2，1，3 and 
17 are declared as outliers. Three more observations 2，1，3 are detected as 
outliers by using the robust estimate while observation 17 is identified as the 
only outlier by using the sample covariance matrix as shown in Figures 4.3 and 
3.3(b) respectively. The three observations 2, 1, 3 have also been detected as 
outliers by Hadi (1992). The value of Bi for observation 17 by using the revised 
procedure is less than that by using the proposed procedure in Figure 3.3(b) but 
it is among the first five largest values (observations 2，1，3, 17, 21) as shown in 
Figure 4.3. Although observation 21 which has been declared as an outlier by 
Hadi (1992) is not detected as an outlier for the two proposed procedures, its value 
of Bi is large comparing to the values of Bi for other observations. Therefore, in 
this example, the revised procedure using the sample robust covariance matrix 
0.351—I 1 i 1 1 
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Figure 4.3: Index plot for the stack loss data using Method II and the robust 
estimate 
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seems more effective than the procedure proposed in Chapter 3 using the sample 
covariance matrix. 
Example 4: An artificial data set 
The index plot in Figure 4.4 shows that observation 9 is the only outlier. 
The outlier detected is the same as that obtained by using the procedure with 
sample covariance matrix as shown in Figure 3.4(b). The values of Bi for both 
the proposed procedure in Chapter 3 and the revised procedure in this chapter 
are similar as shown in Figures 3.4(b) and 4.4 respectively. 
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Figure 4.4: Index plot for the artificial data using Method II and the robust 
estimate 
Example 5: An artificial multivariate normal data set 
Figure 4.5 gives the index plot of JB^ 's by using the revised procedure. The last 
10 observations, which are constructed to be outliers, are identified as outliers. 
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Figures 3.5(b) and 4.5 show that the performance of the two procedures using 
the sample covariance matrix or the sample robust covariance matrix is similar. 
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Figure 4.5: Index plot for the artificial multivariate normal data using Method 
II and the robust estimate 
The performance of the procedures using the robust estimate or the sample 
covariance matrix is similar as shown by the above examples. Therefore, simu-
lation study is carried out to see whether the revised procedure is more effective 
than the procedure proposed in Chapter 3. 
4.3 Simulation Study 
The simulation study in this chapter resembles that in the last chapter. All the 
factor values n, p, d, e are the same as those values used in the previous simulation 
study so that the results from the two simulation studies can be compared. 
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4.3.1 Procedure 
The procedure of this simulation study is similar to the one in Section 3.3.2. 
The proposed procedure in step 6 is replaced by the revised procedure proposed 
in this chapter and the other steps are the same as before. Here are the steps of 
the procedure: 
1. Choose 
n = 100,200,400,800 and 
p = 5,10，20. 
2. Choose 
£ 二 0.2，0.3，0.4. 
3. Report 
(a) total number of outliers generated = ne, and 
(b) total number of good points generated 二 n(l — e). 
4. (a) Use d = 4 to get far outliers, 
(b) Use d = 2 to get close outliers. 
5. Draw n(l - e) good data points from NijiQ, So) 二 N(fi, I) and ne bad data 
points from N(JM) + /i, ASq) = N{dQ*P, I) where Q; = Y^XP,o.999/P-
6. Apply the Method II of the revised procedure to the above dataset. 
7. Report 
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(a) number of data points detected as outliers, 
(b) number of good points detected as outliers, and 
(c) number of outliers detected without misclassification 
=number of data points detected as outliers - number of good points 
detected as outliers. 
8. Calculate the misclassification rate MRi and the success rate without mis-
classification SRi for each trial i,i = 1，...，50，where 
number of good points detected as outliers in trial i 
M 私 — total number of good points generated 
and 
number of outliers detected without misclassification in trial i 
CD . _ • 
— total number of outliers generated 
9. Repeat steps 5-8 for 50 trials for fixed and d. 
10. Calculate the average misclassification rate AMR and the average success 
rate without misclassification ASR, where 
AMR 二 ^ ^ oi) 
and 
E50 C D 
屬 “ 50 • 
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4.3.2 Results 
Similar to the preceding simulation study, the results are also presented in 
four tables, column (b) of Table 1 to column (b) of Table 4，in the Appendix. 
The criterion for highlighting the ASR's is the same as the criterion used in the 
previous simulation study in Chapter 3. 
Effect of Dimension 
Column (b) of Table 1 reports the AMRs and the ASR's for the revised 
procedure when the effect of dimension p is considered. Similar to the results 
given in column (a) of Table 1，most of the highlighted ASR's decrease when p 
increases except for the underlined ones. The underlined ASRs under column 
(b) are the same as those underlined values under column (a). We believe that 
the random effects in generating the data sets cause the underlined ASR's not 
showing a decreasing trend with increasing dimension. Column (b) of Table 1 
also shows that the highlighted ASR's by using the robust estimate are larger 
than those by using the sample covariance matrix. Moreover, the AMR's for all 
the highlighted cases are small and are less than the values in column (a) by using 
the procedure proposed in Chapter 3. The results of the effect of dimension on 
the revised procedure are better than the results found by using the procedure 
with sample covariance matrix. 
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Effect of Sample Size 
The effect of sample size n by using the revised procedure is given in col-
umn (b) of Table 2. The results resemble those in column (a) of Table 2. The 
highlighted ASR's in column (b) increase and the corresponding AMRs decrease 
when sample size increases, except for the underlined ones. Similar to the results 
in column (a), the underlined ASR's in column (b) are all large (> 0.99) and the 
corresponding AMRs are zero correcting to the 6 decimal places. Therefore, the 
underlined ASR's are considered to be satisfactory. Hence, all the highlighted 
ASK's match with our expectation that ASR increases when sample size n in-
creases. Also, the highlighted ASR's in column (b) are greater than those in 
column (a) and the corresponding AMR's in column (b) are smaller than those 
in column (a), indicating that the revised procedure gives better performance. 
Effect of Amount of Shift 
Column (b) of Table 3 gives the results of the revised procedure when the effect 
of amount of shift /x or the constant d related to the amount of shift is considered. 
As expected, all the highlighted ASR's for the far outliers with d = 4 aie greater 
than the corresponding ASRs for the close outliers with d = 2 when n,p and e 
are fixed. The AMR's for the highlighted cases are very small and the largest 
one is 0.000063. The highlighted results are exactly what we expected and are 
better than or equal to the corresponding results by using the sample covariance 
matrix under column (a) of Table 3. 
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Effect of Fraction of Contamination 
The results of the effect of fraction of contamination e on the revised procedure 
are reported under column (b) of Table 4. The highlighted results match with 
our expectation that when the fraction of contamination increases, the ASR de-
creases. The ASR'^ found by using the robust estimate in column (b) are larger 
than those found by using the sample covariance matrix in column (a) while the 
AMR's in column (b) have smaller values than those in column (a). The revised 
procedure gives better results when the effect of fraction of contamination is con-
sidered. 
Prom the above outcomes, similar results are found for the effect of dimension 
p，sample size n, fraction of contamination e and amount of shift /x or the constant 
d related to The average success rates without misclassification by using the 
revised procedure are greater than those by adopting the procedure mentioned in 
Chapter 3. The average misclassification rates by adopting the revised procedure 
are less than those by using the procedure given in Chapter 3. Therefore, the 
revised procedure using the robust estimate gives better performance than the 
procedure proposed in Chapter 3. 
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Chapter 5 
The New Procedure with 
Random Initial Subset 
Atkinson (1994) points out that if the main task is to detect multiple outliers, 
exact calculation of robust estimates is not needed. The outliers will be found 
if the basic subset of the algorithm is outlier free. In order to examine whether 
an outlier free initial subset is crucial to our proposed procedure in Chapter 3, 
the random initial subset and the volume of the ellipsoid of Atkinson's (1994) 
algorithm are adopted to modify our procedure in this chapter. The ideas of the 
random initial subset and the volume of the ellipsoid are given in the first section. 
The modification of the proposed procedure is proposed in the second section. In 
the third section, examples are used to illustrate the modified procedure. 
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5.1 The Elements 
Atkinson's (1994) algorithm is similar to the one of Hadi's (1992). Atkin-
son (1994) uses the random initial subset to replace the initial basic subset of 
Hadi's (1992). The random initial subset is a subset of p points chosen randomly 
from a data set with sample size n where p is the dimension of the data. Then, 
the subset is used to calculate the squared Mahalanobis distance which is the 
outlier measure used by Atkinson (1994). Randomly chosen initial subsets are 
repeatedly searched. The best result with the most appropriate random initial 
subset is determined by the smallest volume of the ellipsoid among the searches. 
For each search, the volume of the ellipsoid is calculated for each iteration of Step 
2 of the procedure. The minimum volume of ellipsoid among the iterations for 
each search is found. The smallest volume of ellipsoid is the smallest value of the 
minimum volumes of ellipsoid among the searches. 
Procedure 
The details of Atkinson's (1994) algorithm with random initial subset are as 
follows: 
Step 1 
Choose a subset of p points randomly from a data set with sample size n, where 
p is the dimension of the data. 
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step 2 
1. Use the subset of r points from the previous step to calculate the squared 
Mahalanobis distance df(r) for observation i, where 
dl{T) 二 (Zi - Crfs;\xi -Cr) i = l ” . . , n 
where Cr is the p x 1 vector of mean of the subset, Sr is the sample covariance 
matrix of the subset and Xi is the vector 
/ \ 
Xil 
• ， Z — 1) • • •，Th 
、^ip y 
where Xij is the zth observation with jth. dimension, j = 1,…，p. 
2. Order in ascending order and the observations according to 
3. Calculate the volume of the ellipsoid v{r) where 
v{r) = {\Sr\dl,4r)}i 
where is the median of the squared Mahalanobis distances df{r), i = 
1，• • • J Tl/ • 
Step 3 
1. The cutoff value to show an observation is an outlier or not is the maximum 
expected value from a sample of n chi-squared random variables on p degrees 
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of freedom, approximated by 
E(max Xp) = Xp,(n-0.5)/n-
If the Mahalanobis distance for observation i, i = 1, . . . ,n, is greater than 
the cutoff value, the observation is declared as a suspected outlier. 
2. If r < n，choose the first r + 1 observations from the sorted observations in 
Step 2 to form a subset and go to Step 2; otherwise, go to Step 4. 
Step 4 
Choose the minimum value of v(r), r = p, ••.,n，and denote it by Va where 
a = l,…，d and a is the index for searches and d is the total number of searches, 
for example, Atkinson (1994) uses d 二 100. 
Step 5 
1. Repeat Steps 1 to 4 d times and get d searches. 
2. The search with the smallest Va gives the best solution. 
3. Plot the stalactite plot of the best solution. 
5.2 Procedure 
The proposed procedure is modified by using the random initial subset and 
the volume of the ellipsoid. The initial basic subset of the proposed procedure 
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is replaced by the random initial subset. The volume of the ellipsoid is used to 
find the best solution and is calculated in Step 1 of the modified procedure. The 
steps of the modified procedure using Method II are given below: 
Step 0 
1. Generate p observation numbers randomly from a discrete uniform distri-
bution U{l,n) without replacement, where p is the dimension of the data 
and n is the sample size. 
2. Regard those p observations as the observations in the basic subset and the 
other n — p observations as the observations in the non-basic subset. 
3. Go to Step 3 and check the stopping criterion before go to Steps 1 and 2. 
Step 1 
1. Compute the sample mean C ” the sample covariance matrix Sr of the basic 
subset and Bi according to the following two cases: 
Case 1: Basic Subset of Full Rank 
If the sample covariance matrix Sr of the basic subset is of full rank, compute 
Biifull) = I , 1 = 1,..(5.1) 
\ k=l 1=1 L � 
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Case 2: Basic Subset Not of Full Rank 
(a) If Sr is not of full rank, compute the eigenvalues of Sr, Xri > • • • > 
Xrp = 0，and the corresponding normalized eigenvectors matrix K-
(b) Compute 
B 一 m 二 (：广⑴〜风乂“^⑴ 2, -1，..） 
. E i Z k x k — CRVVRWRV^^IXI — C.)] ^  
(5.2) 
where Wr is a diagonal matrix with jth diagonal element, 
1 . 1 
WRJ = r r r - ^ , J = max|Arj, KSF 
and Xrs is the smallest non-zero eigenvalue of Sr. 
2. Calculate the volume of the ellipsoid v{r) according to the following two 
cases: 
Case 1: Basic Subset of Full Rank 
If Sr is of full rank, calculate 
v{r) = {\Sr\BmedUull)Y^ (5.3) 
where \Sr\ is the absolute value of the determinant of S” 
med =芸 
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is the integer part of n/2, Bmed{full) is the mediYi Bi{full) (see equation 
(5.1)) and r is the number of observations in the basic subset. 
Case 2: Basic Subset Not of Full Rank 
If Sr is not of full rank, calculate 
v{r) = {\{VrWrK^)-'\Bmed{not full)}^ (5.4) 
where Bmed{not full) is the medth. Bi{not full) (see equation (5.2)). 
Step 2: Increase Size of Basic Subset 
1. Rearrange the observations in ascending order according to equation (5.1) 
or (5.2) depending on whether Sr is of full rank or not. 
2. Let r be the number of observations in the current basic subset. 
Divide the observations into two subsets: 
• a basic subset containing the first r + 1 observations, and 
• a non-basic subset containing the remaining n — r — 1 observations. 
3. Go to Step 3. 
Step 3: Stopping Criterion 
Method II is used as it gives reasonable results in the previous chapters. 
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Method II 
Case 1: All Observations of Full Rank 
If the sample covariance matrix Sr of the basic subset is of full rank, compute 
b = 片 ， \/xj, xk.xi G set of all observations 
\ k=i 1=1 L 
and 
\fxi £ non-basic subset, 
… 、 {Xi - CrfS;\Xi - Cr) 
Bi[r) = I n u 2 ， \/xk,xi G set of all observations, 
」 i 二 l , . . . , n - r , 
where r is the number of observations in the current basic subset, Cr is the mean 
of the basic subset with r observations and Sr is the sample covariance matrix of 
1 
I 




Case 2: All Observations Not of Full Rank 
1. If Sr is not of full rank, compute the eigenvalues of S” A^ i > . . . > A^ p = 0， 
and the corresponding normalized eigenvectors matrix K. 
2. Compute 
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- CrfVrWrV^iXj 一 C,) 
n f： f:\iXk - CrVVrWrK^ixi 一 cA 
\ k=lL � 
Vxj, xk,xi e set of all observations 
and 
胁 ) = fa - CrYVrWrVjiXj _ C.) ， 
� E E [(化—CRYVRWRVR^IXI — CR)X 
Mxi G non-basic subset, 
Vxfc, xi G set of all observations, 
2 ^^ 1，.-.，几一7"， 
where Wr is a diagonal matrix with jth diagonal element, 
1 . 1 
Wrj = 7 - ^ , J = 1, ..,P I max|Arj, Arsf 
and Xrs is the smallest non-zero eigenvalue of S” 
Stopping Criterion 
1. If the smallest Bi{r) is greater than 2b, i.e. 
Min Bi{r) > 2b , Vi E non-basic subset, 
regard r as the number of observations in the final basic subset and the 
observations in the final non-basic subset as the outliers. 
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2. If r < n, go to Steps 1 and 2; otherwise, calculate the volume of ellipsoid 
v{n) when r = n by using equation (5.3) or (5.4) depending on whether Sr 
is of full rank or not and go to Step 4. 
Step 4 
Choose the minimum volume of ellipsoid from i;(r)，s，r = and denote it 
by Va where a = 1，.••，100 is the index for searches. 
Step 5 
1. Repeat the Steps 0 to 3 100 times and get 100 searches. 
2. Choose the search with the smallest Va- The smaller the Va, the better the 
search. i I t 
i 
3. Regard this search as the best solution. 
！ 
4. Plot the stalactite plot of the best solution. 
5.3 Examples 
The first three data sets used in the previous chapters are used to assess the 
performance of the modified procedure. The artificial data set from Poon, Lew k 
Poon (1999) is not used as it contains only 10 observations which are too few to 
obtain random initial subsets for 100 searches. Besides, the artificial multivariate 
normal data set is ignored because it is computationally expensive to use the data 
77 
set for 100 searches. The results are shown in Tables 5.1 to 5.3. 
Stalactite plot is used to show the pattern of outliers of the best solution with 
the smallest volume of ellipsoid. Stalactite plot is a graphical representation of 
the pattern of outliers when the number of observations r in the basic subset 
increases fromp + 1 to n where p is the number of observations in the initial basic 
subset and n is the total number of observations in the data set. The x-axis of the 
stalactite plot shows the observation numbers and the y-axis shows the number 
of observations r in the basic subset. The star，，*，，indicates a suspected outlier 




Whether an outlier is stable or not is also shown on the stalactite plot. If 
j 
an observation is a stable outlier, stars will be shown on the stalactite plot at 
I 
every successive r from r : p + 1 to some larger values of r for the corresponding I 
observation. If the observation is not a stable outlier, stars may not appear for 
some r in between the first star and the final star. That is, the observation is 
not considered as an outlier for some r. Besides, masking effect can be seen from 
the stalactite plot when r approaches n as the basic subset includes all the good 
observations and also outliers. 
Different observations are declared as outliers at different values of r. Atkinson 
& Mulira (1993) suggest that the stalactite plot is most informative when the 
number of observations r in the basic subset equals 80% or 90% of the sample 
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size n. The values of r at which outliers are detected in the following examples 
are between 80% and 90% of the sample size. The dotted lines on the stalactite 
plots indicate the value of r at which the outliers are detected. Here are the 
examples: 
Example 1: Hawkins, Bradu and Kass data set 
The volumes of the ellipsoid for Hawkins, Bradu and Kass data are shown in 
r 1 2 3 4 5 6 7 
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Figure 5.1: Stalactite plot for the Hawkins, Bradu and Kass data using random 
initial subset with the smallest volume of ellipsoid 
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Table 5.1. The 77th search with observations 67, 23，45 as the random initial 
subset gives the best solution with 0.000067 as the smallest volume of ellipsoid 
and all the 14 outliers are detected. Other searches do not produce the smallest 
volume of ellipsoid but all the first 14 observations are also classified as outliers 
in all the searches. Moreover, the searches with random initial subsets containing 
one or more of the expected outliers, namely observations 1 to 14, also give the 
14 outliers. Figure 5.1 gives the stalactite plot for the 77th search. The 14 stable 
outliers are declared when the number of observations in the basic subset equals 
61 as shown in Figure 5.1. The results are consistent with those in the previous 
chapters. 
I 
Example 2: Brain and body weight data set 
Table 5.2 gives the volumes of the ellipsoid for the brain and body weight 
data. The smallest volume of ellipsoid 0.000393 is found at the 5th search and 
the 69th search. Observations 23 and 14 are in the random initial subset for the 
5th search and observations 24 and 8 are in the random initial subset for the 69th 
search. If more decimal places are taken up to 10, the 5th and the 69th searches 
still give the same smallest volume of ellipsoid 0.0003928544. Therefore, both 
searches give the best solution. Table 5.2 also shows that whether the random 
initial subsets for all the 100 searches include one or more of the three expected 
outliers 16，6，25 or not does not affect the identification of the three outliers. The 
stalactite plots for the 5th search and the 69th search are shown in Figures 5.2 
and 5.3 respectively. The patterns of outliers are the same for the two searches 
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regardless the different observations in the random initial subsets. Observations 
16，6，25 are detected as stable outliers when r equals 25 for both searches. The 
outliers found are the same as those in the previous chapters. 
r 1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 
来 * * 来 来 来 • 来 • 来 来 * • 来 来 来 • 来 一 
4 一 来 来 来 来 来 来 • 辛 * * * * 来 来 • 来 来 来 来 来 • 来 睾 * _ 
5 — 来 来 来 来 奈 来 奈 来 来 奈 来 来 来 奈 奈 奈 来 * * 来 奈 • 奈 一 
5 - * * * 奈 奈 来 来 奈 奈 奈 奈 * 来 奈 • 来 奈 奈 辛 来 奈 来 一 
7 - • * 来 来 来 * 来 来 * 来 来 来 睾 * * 辛 来 奈 来 一 
8 — 来 来 来 来 来 来 来 来 来 来 来 来 辛 * * 来 • 来 来 来 一 
9 一 来 * 来 奈 来 • 来 来 • 来 来 奈 奈 来 来 -
1 0 - 睾 来 睾 * • * 睾 来 来 来 -
1 1 _ * 奈 来 来 奈 来 来 来 奈 来 奈 睾 * 睾 * * 来 一 I 
1 2 - * * 来 * 奈 奈 来 奈 奈 奈 * 奈 奈 睾 奈 条 一 
来 来 来 * 来 来 来 * 来 来 来 来 来 辛 来 -
1 4 - 来 * 来 来 * * 来 来 • 辛 睾 来 来 奈 ― 
1 5 - 来 来 来 来 来 * * 来 * • 来 来 * -
1 6 - 来 奈 来 * * * * * * * * * 
ly - 来 * * 辛 • 来 来 * • * * 
1 8 - 睾 来 睾 来 来 来 来 * * * -
* * * 奈 • 奈 睾 
2 0 - 睾 睾 • 奈 来 • 来 睾 一 
2 1 - 来 亲 * * * * * _ 
2 2 - 来 * * * * * -
2 3 - * 来 来 来 • 
2 4 - 来 来 来 * 
Method II: 25 * * ^ 
2 6 - * * 
2 7 - * 
28' 
Figure 5.2: Stalactite plot for the brain and body weight data using the random 
initial subset with the smallest volume of ellipsoid for the 5th search 
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r 1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 
来 来 来 奈 来 * 来 睾 奈 来 奈 来 来 来 来 辛 来 来 * • 来 来 来 来 来 一 
4 一 来 • 睾 • 辛 来 • 来 * * 来 来 睾 • • 来 * • • 来 • 一 
奈 来 来 奈 奈 来 来 • • * 奈 奈 辛 奈 奈 • 来 * * 奈 * • 奈 _ 
奈 来 来 来 奈 奈 奈 来 奈 来 • 来 来 奈 奈 来 奈 奈 • 来 奈 来 一 
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9 - * 来 来 奈 来 • 奈 来 • 奈 来 * 睾 奈 来 奈 睾 辛 奈 -
1 0 一 奈 来 来 来 • 来 来 辛 来 来 来 奈 来 来 • * * • -
睾 奈 来 * • 来 * * 来 来 奈 奈 来 奈 奈 睾 来 _ 
奈 • 奈 来 来 * 来 来 来 • • 奈 • • 来 奈 -
1 3 - * • 来 来 来 来 • • 来 睾 * 奈 来 来 来 一 
1 4 - 来 来 * 来 * * 来 来 来 来 来 来 
1 5 - 奈 睾 奈 * 奈 来 睾 * * • 奈 • 奈 一 
16- * * * * * * • * * * * • -
1 7 - 辛 * 来 睾 睾 来 来 睾 • • • 一 
1 8 - 来 睾 来 * • * * • 辛 奈 -
1 9 - • 来 睾 • 来 来 • 睾 奈 -
20- * * * * * * • • -
2 1 - 来 * * * * * * “ 
22- * * * * * * -
2 3 - * * * * * 
2 4 - 来 来 来 * 
Method II: 25 * * _ 
2 6 - 睾 • -
27- * 
28' 
Figure 5.3: Stalactite plot for the brain and body weight data using random 
initial subset with the smallest volume of ellipsoid for the 69th search 
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Example 3: Stack loss data set 
Table 5.3 shows the volumes of the ellipsoid for the stack loss data. Three types 
of outliers are found as shown in Table 5.3. The first type of outliers includes 
observations 3, 1 and 2 with 53 searches. Observations 17 and 21 form the second 
and the third types of outliers respectively. There are 44 and 3 searches for the 
second and the third types of outliers. The results in the previous chapters show 
that the five observations 3，1，2，17 and 21 are far away from the bulk of data. 
r 1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
来 来 来 来 来 来 来 来 来 来 来 来 来 来 来 来 来 -
来 来 来 来 来 来 来 来 * * * * * * * * -
G - 来 来 来 来 来 来 来 来 来 来 来 来 来 来 
7 - * 来 来 来 来 * * 来 来 来 来 来 来 来 -
8 - 来 来 来 来 * 来 来 来 来 来 来 来 * -
9 - 来 来 来 来 来 来 来 来 来 来 来 来 -
10 - * * * 来 来 * 来 来 来 来 * -
11 - * * * 来 来 来 * 来 来 来 -
12 - * * * 来 来 来 来 来 来 -
1 3 - * * * 来 来 来 来 来 -
14 _ 来 来 来 来 来 来 * -
15 - * * * 来 来 来 _ 
16 - * * * * * -
17 - 来 来 * * “ 
MethodII: 18- 味-务 
19 - * * -
2 0 - * _ 
21' 
Figure 5.4: Stalactite plot for the stack loss data using random initial subset with 
smallest volume of ellipsoid 
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J 
Moreover, the observations are detected as most outlying in all searches regard-
less the outliers in the random initial subsets. The best solution is found at the 
86th search with 0.007726 as the smallest volume of ellipsoid. The random initial 
subset of the best solution contains observations 13, 12 and 9. Figure 5.4 gives 
the stalactite plot for the 86th search. Observations 2, 1 and 3 are identified as 
stable outliers when r equals 18. 
From the above examples, whether the random initial subsets contain the 
expected outliers or not does not affect the performance of the procedure pro-
posed in Chapter 3. Therefore, an outlier free initial subset is not critical to the 
procedure mentioned in Chapter 3. 
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Table 5.1: The volume of the ellipsoid for Hawkins, Bradu and Kass data 
Search number Initial observations ^ Outliers 
1 20 58 43 0.000639 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
2 30 40 3 0.001291 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
3 40 21 37 0.000558 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
4 50 3 71 0.008593 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
5 60 35 31 0.010253 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
6 44 25 12 0.001291 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
7 54 6 47 0.003744 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
8 63 39 6 0.003742 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
9 48 28 62 0.000687 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
10 57 10 22 0.008866 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
11 67 66 56 0.000286 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
12 2 48 16 0.003630 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
13 12 30 50 0.001983 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
14 22 11 9 0.001291 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
15 32 68 44 0.000891 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
16 42 50 3 0.002378 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
17 52 31 38 0.000132 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
18 61 13 72 0.008366 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
19 71 70 31 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
20 6 51 66 0.007862 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
21 16 33 25 0.000546 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
22 26 15 60 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
23 36 71 19 0.000108 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
24 46 53 21 0.000124 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
25 30 18 35 0.000819 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
26 40 75 69 0.000225 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
27 50 56 29 0.001628 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
28 59 38 63 0.000656 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
29 69 20 22 0.000641 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
30 4 1 57 0.003534 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
31 14 58 16 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
32 24 40 51 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
33 34 21 10 0.002272 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
34 44 3 19 0.009273 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
35 28 43 26 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
36 38 25 60 0.000441 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
37 48 7 20 0.009170 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
38 57 63 54 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
39 67 45 13 0.008910 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
40 2 27 48 0.012643 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
41 12 8 7 0.009259 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
42 22 65 42 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
43 32 47 1 0.003744 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
44 42 28 35 0.001365 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
45 51 10 70 0.006658 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
46 61 67 29 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
47 71 48 64 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
48 6 30 23 0.009180 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
49 16 12 57 0.008333 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
26 68 17 0.009259 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
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Table 5.1 (continue): The volume of the ellipsoid for Hawkins, Bradu and Kass 
data set 
Search number Initial observations ^ Outliers 
^ 36 50 51 0.009397 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
52 45 32 11 0.007363 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
53 55 13 45 0.005766 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
54 65 70 4 0.008091 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
55 75 52 39 0.000957 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
56 10 33 73 0.013455 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
57 20 15 33 0.008910 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
58 30 72 67 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
59 40 53 26 0.002737 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
60 49 35 61 0.000166 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
61 59 17 20 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
62 69 73 54 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
63 4 55 14 0.001291 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
64 14 37 48 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
65 24 18 8 0.003744 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
66 34 75 42 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
67 43 57 1 0.003744 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
68 53 38 36 0.000574 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
69 63 20 70 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
70 73 2 30 0.003918 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
71 8 58 64 0.009259 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
72 18 40 23 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
73 28 22 58 0.000266 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
74 38 3 17 0.000558 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
75 47 60 52 0.000565 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
76 57 42 11 0.007583 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
77 67 23 45 0.000067 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
78 2 5 52 0.009259 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
79 61 45 37 0.000773 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
80 45 10 43 0.003514 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
81 55 67 2 0.006512 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
82 65 48 36 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
83 75 30 71 0.000262 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
84 10 12 30 0.008910 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
85 20 68 65 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
86 30 50 24 0.000490 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
87 39 32 58 0.000670 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
88 49 13 18 0.007378 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
89 59 70 52 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
90 69 52 12 0.007471 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
91 4 33 46 0.009180 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
92 14 15 5 0.000883 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
93 24 72 40 0.000197 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
94 33 53 74 0.000071 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
95 43 35 34 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
96 53 17 68 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
97 63 73 27 0.017074 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
98 73 55 62 0.000216 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
99 8 37 21 0.008490 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
100 18 68 56 0.000207 1 8 2 6 7 10 3 9 5 4 11 13 12 14 
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Table 5.2: The volume of the ellipsoid for the brain and body weight data 
Search number Initial observations ^ Outliers 
1 8 m 0.000692 16 6 25 
2 11 15 0.001435 16 6 25 
3 15 8 0.009790 16 6 25 
4 19 1 0.004867 16 6 25 
5 23 14 0.000393 16 6 25 
6 17 10 0.002776 16 6 25 
7 20 3 0.000699 16 6 25 
8 24 15 0.002227 16 6 25 
9 18 11 0.003016 16 6 25 
10 22 4 0.000663 16 6 25 
11 25 17 0.001845 16 6 25 
12 20 12 0.009790 16 6 25 
13 23 5 0.001144 16 6 25 
14 27 26 0.017308 16 6 25 
15 3 20 0.000699 16 6 25 
16 6 13 0.002330 16 6 25 
17 10 6 0.001327 16 6 25 
18 14 27 0.006016 16 6 25 
19 17 20 0.000847 16 6 25 
20 21 13 0.001532 16 6 25 
21 25 6 0.009790 16 6 25 
22 28 20 0.004182 16 6 25 
23 22 15 0.000692 16 6 25 
24 26 8 0.009790 16 6 25 
25 2 1 0.002818 16 6 25 
26 6 22 0.002330 16 6 25 
27 9 15 0.001478 16 6 25 
28 13 8 0.000393 16 6 25 
29 17 1 0.001163 16 6 25 
30 20 23 0.001730 16 6 25 
31 24 16 0.005910 16 6 25 
32 28 9 0.003585 16 6 25 
33 3 2 0.001746 16 6 25 
34 7 23 0.003010 16 6 25 
35 11 16 0.010134 16 6 25 
36 14 10 0.009790 16 6 25 
37 18 3 0.010134 16 6 25 
38 22 24 0.003029 16 6 25 
39 25 17 0.001845 16 6 25 
40 1 10 0.002749 16 6 25 
41 5 3 0.002749 16 6 25 
42 8 25 0.003636 16 6 25 
43 12 18 0.009790 16 6 25 
44 16 11 0.010134 16 6 25 
45 20 4 0.003234 16 6 25 
46 23 25 0.003095 16 6 25 
47 27 18 0.007142 16 6 25 
48 3 11 0.009790 16 6 25 
49 6 5 0.004697 16 6 25 
M 10 26 0.009790 16 6 25 
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Table 5.2 (continue): The volume of the ellipsoid for the brain and body weight 
data 
Search number Initial observations ^ Outliers 
1 4 l 9 0.009922 16 6 25 
52 17 12 0.003903 16 6 25 
53 21 5 0.001500 16 6 25 
54 25 26 0.003016 16 6 25 
55 28 20 0.004182 16 6 25 
56 4 13 0.000663 16 6 25 
57 8 6 0.002330 16 6 25 
58 11 27 0.009790 16 6 25 
59 15 20 0.001767 16 6 25 
60 19 13 0.009790 16 6 25 
61 22 7 0.009790 16 6 25 
62 26 28 0.002749 16 6 25 
63 2 21 0.002818 16 6 25 
64 5 14 0.009790 16 6 25 
65 9 7 0.003585 16 6 25 
66 13 28 0.004867 16 6 25 
67 17 21 0.009790 16 6 25 
68 20 15 0.001767 16 6 25 
69 24 8 0.000393 16 6 25 
70 28 1 0.002040 16 6 25 
71 3 22 0.000527 16 6 25 
72 7 15 0.009986 16 6 25 
73 11 8 0.009790 16 6 25 
74 14 2 0.004867 16 6 25 
75 18 23 0.009790 16 6 25 
76 22 16 0.004385 16 6 25 
77 25 9 0.002077 16 6 25 
78 1 2 0.002818 16 6 25 
79 5 23 0.001144 16 6 25 
80 8 16 0.002330 16 6 25 
81 12 10 0.009790 16 6 25 
82 16 3 0.002330 16 6 25 
83 19 24 0.001978 16 6 25 
84 23 17 0.000953 16 6 25 
85 27 10 0.009790 16 6 25 
86 3 22 0.000527 16 6 25 
87 25 18 0.010134 16 6 25 
88 28 12 0.000393 16 6 25 
89 4 5 0.009790 16 6 25 
90 8 26 0.009790 16 6 25 
91 11 19 0.002049 16 6 25 
92 15 12 0.009986 16 6 25 
93 19 5 0.000398 16 6 25 
94 22 26 0.001459 16 6 25 
95 26 20 0.007746 16 6 25 
96 2 13 0.000393 16 6 25 
97 5 6 0.004697 16 6 25 
98 9 27 0.009790 16 6 25 
99 13 20 0.009790 16 6 25 
100 16 13 0.003771 16 6 25 
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Table 5.3: The volume of the ellipsoid for the stack loss data 
Search number Initial observations ^ Outliers 
1 6 17 12 0.858573 3 1 2 
2 9 11 1 0.158474 17 
3 7 18 6 0.709080 3 1 2 
4 10 12 15 0.246912 17 
5 15 2 13 1.060940 17 
6 14 8 18 0.231396 17 
7 16 3 6 0.033467 3 1 2 
8 19 13 16 0.246912 17 
9 15 9 11 0.173507 17 
10 18 4 21 0.466194 17 
11 20 14 9 0.231396 17 
12 16 10 4 1.087694 3 1 2 
13 19 5 14 0.396215 17 
14 7 12 15 0.216625 3 1 2 
15 10 6 3 0.056979 3 1 2 
16 13 1 6 0.509585 17 
17 6 19 12 0.736790 3 1 2 
18 9 13 1 0.935762 3 1 2 
19 12 8 10 0.231396 17 
20 15 3 20 0.404477 17 
21 20 14 18 0.077189 3 1 2 
22 2 9 7 1.319813 3 1 2 
23 5 4 16 0.376984 3 1 2 
24 8 19 5 0.412835 3 1 2 
25 10 14 15 0.176645 3 1 2 
26 13 9 3 0.287691 3 1 2 
27 16 4 13 1.231668 3 1 2 
28 19 20 2 0.643775 21 
29 21 15 11 0.735967 3 1 2 
30 3 10 21 0.692362 3 1 2 
31 6 5 9 0.174709 17 
32 9 20 19 0.466194 17 
33 11 15 8 0.461835 3 1 2 
34 14 10 17 0.304741 17 
35 17 5 6 0.790319 3 1 2 
36 1 16 4 0.068144 17 
37 4 11 14 0.104606 3 1 2 
38 7 5 3 0.709080 3 1 2 
39 10 21 12 0.408637 3 1 2 
40 13 16 1 1.590834 3 1 2 
41 15 11 10 0.173896 3 1 2 
42 18 6 20 2.956912 17 
43 3 17 18 0.452818 3 1 2 
44 5 12 7 0.280956 21 
45 11 1 5 0.120050 17 
46 19 7 13 0.251618 17 
47 17 13 18 2.114432 21 
48 2 3 16 0.428695 17 
49 5 19 4 0.466194 17 
50 10 8 3 0.935762 | 3 1 2 
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Table 5.3 (continue): The volume of the ellipsoid for the stack loss data 
Search number Initial observations Va Outliers 
^ 16 1 9 i 0.571529 17 
52 19 14 11 0.256084 3 1 2 
53 21 9 20 0.466194 17 
54 6 20 18 2.956912 17 
55 9 14 7 0.139081 3 1 2 
56 11 9 17 0.231396 17 
57 14 4 5 0.226048 3 1 2 
58 17 20 15 0.294165 3 1 2 
59 20 15 4 0.231396 17 
60 4 5 2 0.064207 17 
61 7 20 12 0.262863 3 1 2 
62 10 15 21 0.176645 3 1 2 
63 12 10 6 0.081241 3 1 2 
64 11 16 14 0.364437 3 1 2 
65 14 11 3 0.315338 17 
66 16 6 12 0.110394 17 
67 15 12 17 0.246912 17 
68 20 2 15 0.087518 17 
69 2 18 4 0.709080 3 1 2 
70 5 13 20 0.060375 3 1 2 
71 3 19 18 0.465832 3 1 2 
72 6 13 21 0.373853 3 1 2 
73 1 4 16 0.068144 17 
74 18 15 17 0.044319 3 1 2 
75 3 5 15 0.028246 17 
76 5 20 4 0.466194 17 
77 8 15 14 1.431335 3 1 2 
78 11 10 2 0.275222 3 1 2 
79 14 5 12 0.082363 3 1 2 
80 16 21 10 0.304741 17 
81 12 11 16 0.334976 3 1 2 
82 15 6 5 0.461835 3 1 2 
83 17 1 15 0.417208 17 
84 5 7 1 0.360625 17 
85 10 17 21 1.431335 3 1 2 
86 13 12 9 0.007726 3 1 2 
87 16 7 19 0.172019 3 1 2 
88 19 2 8 0.709080 3 1 2 
89 21 18 17 0.533371 3 1 2 
90 3 13 6 0.287691 3 1 2 
91 6 7 15 1.142475 17 
92 11 18 14 0.256084 3 1 2 
93 14 13 2 0.425099 17 
94 17 8 12 0.231396 17 
95 20 3 1 0.190604 17 
96 1 19 10 0.592644 17 
97 4 14 20 0.231396 17 
98 7 8 9 0.251618 17 
99 10 3 18 0.138794 3 1 2 




In this chapter, several aspects from the previous chapters will be discussed. 
Alternative forms of the outlier measures used in Steps 1 and 2 of the proposed 
procedure in Chapter 3 and of the revised procedure in Chapter 4 are discussed 
first. Then, another way of finding the robust version of the sample covariance 
matrix SM in Step 0 of the revised procedure in Chapter 4 is given. Next, the 
problem of Method I and the factor in affecting the identification of outliers by 
using Method I are described. 
Alternative Forms of the Outlier Measures 
The purpose of the outlier measures in the Steps 1 and 2 of the procedures 
mentioned in Chapters 3 (equations (3.1) and (3.2)) and 4 (equations (4.4) and 
(4.5)) is to rearrange the observations. Whether the outlier measures are stan-
dardized by the square root part of the outlier measures or not does not affect 
the rearrangement of the observations. Therefore, the alternative forms of the 
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equations become only the numerators of the equations. However, the standard-
ization cannot be neglected in the stopping criterion in Step 3; otherwise, the 
procedures will lose the nice properties inherited from Poon, Lew k Poon (2000). 
Another Way of Finding SM 
Instead of computing SM in Step 0 of the revised procedure in Chapter 4 by 
using equation (4.2), we can use Hadi's (1992) approach in Chapter 2 to calculate 
the robust estimate by adopting a weight function. Only the first two parts of 
Step 0 of the revised procedure are changed and they are given in the following. 
The notations used are the same as those in Chapter 4. 
1. (a) Compute the co-ordinatewise median vector CM and SM which are 
defined in equations (4.1) and (4.2) respectively. 
(b) Rearrange the observations in ascending order according to the robust 
distance 
孔 2，i = l，…,n. 
\ fc=l 1=1 L 
(c) Define the weight function 
f 
1, ifz < integer part of (n + p + l)/2, 




广 EILi VIXI , . - CNK^I - CRV 
= - S, = . 
2. Rearrange the n observations in ascending order according to 
, T T L I ^ ' ^ - C I ^ V S N ' I X T - C R ) ] 
\ k=l1=1L � 
Since SM is simpler than SR, SM is adopted in Chapter 4. CR and SR may 
be used instead of CM and SM in the future research. 
Factor Affecting Method I 
The factor affecting the detection of outliers by using Method I is 6 of the 
benchmark 2b in the stopping criterion. The value of b affects the number of 
iterations of Steps 1 to 2 of the procedure before reaching the stopping criterion 
and hence the number of observations in the non-basic subset. The value of b 
is found to be usually very small and the stopping criterion is met very easily. 
The index plots (Figures 3.1(a) to 3.5(a)) in Chapter 3 show that the number of 
outliers found by using Method I is greater than half of the observations in the 
whole data set. 
The first three data sets used in the previous chapters and stalactite plots are 
used to show the above situation. The patterns of outliers shown by the stalac-
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tite plots for Method I and Method II should be the same because the stopping 
criterion will not affect the construction of the stalactite plots. Therefore, only 
one stalactite plot is shown for both methods. Horizontal solid lines and dotted 
lines are used to indicate when the procedure stops for Method I and Method 
II respectively. Two cases, using the proposed procedure with sample covari-
ance matrix and the revised procedure with robust estimate, are also considered. 
The stalactite plot by using the proposed procedure in Chapter 3 is given first, 
followed by the stalactite plot by using the revised procedure, in each example. 
The outliers found in the following examples are the same as those detected in 
Chapters 3 and 4. The stalactite plots of the examples are shown below: 
Example 1: Hawkins, Bradu and Kass data set 
The respective stalactite plots for the Hawkins, Bradu and Kass data using the 
sample covariance matrix and the robust estimate are given in Figures 6.1 and 
6.2. Both figures show that observations 1 to 14 are declared as stable outliers 
when r•二 61 for Method II. The figures also show that nearly all the observations 
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Figure 6.2: Stalactite plot for the Hawkins, Bradu and Kass data using the robust 
estimate 
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Example 2: Brain and body weight data set 
Figures 6.3 and 6.4 give the stalactite plots for the brain and body weight data 
using the sample covariance matrix and the sample robust covariance matrix 
respectively. Three observations 6，16，25 are detected as stable outliers when 
r = 25 for Method II in both figures. For Method I, both figures show that the 
procedure ends at small values of r and more than half of the observations are 
classified as outliers. 
r 1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 
3 _ 来 * 来 * • 来 * • • 来 • 来 • 来 • 来 来 • 来 来 • * * * * -
来 * * 睾 来 * 来 来 来 来 来 辛 来 来 来 来 睾 来 来 奈 来 辛 辛 — 
Method 1:5 * * * * * * * * * * * * * * * » * * * * * * * 
来 奈 • 来 来 奈 * 睾 * 奈 来 • 来 来 睾 睾 • 来 奈 来 来 来 -
7 - • 睾 来 • 来 来 来 来 来 • 来 来 • 来 • 睾 来 奈 • 奈 来 -
8- * * * * * * * • * * • * * • * * * * * * -
9- • * • • * * * • * * * * * * • * * * * -
1 0 - 来 来 来 来 奈 来 * * * * * * * * * * * * -
11 - • * * * * * • • * • • • * * * * * -
1 2 - * 来 来 来 * * • * * * * * * * * * 
1 3 - • 辛 来 辛 * 来 辛 来 来 • • * * * * 
1 4 - 来 来 亲 来 辛 来 辛 来 来 来 * * * * 
1 5 - 奈 来 * * * * * * * * * * * 
16 - * * * * * * * * * * * * 
1 7 - * • • * * • * * * * * • 
1 8 - 牵 • * 来 亲 来 奈 • • * -
19- 来 来 * 来 来 奈 来 每 來 _ 
20- * • * • * * * * -
21 - • * • * * * * -
22- * • * * * * -
2 3 - * • 
2 4 - • * • * 
Method II: 25 * * 
2 6 - * • -
2 7 - * 
28 L 
Figure 6.3: Stalactite plot for the brain and body weight data the sample covari-
ance matrix 
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r 1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 
3 - * * • 来 • 来 * • • 来 • • 来 • • 来 睾 奈 来 奈 * • * * * -
Method 1:4 * * * * * * * * * * * * * * * * * * * * * * 
5- * * • • * * -
6- * • • * * • * * * * * -
7 - • • • * • * • • • * • * * * * -
8- * * * * • * * • * * * • * * -
9- * • • * * * * * • • * * * -
1 0 - • 来 辛 来 • * * * • * * * -
11 - • * * • * * * * * • * * * * * * * -
1 2 - * 来 来 • 来 # » • 奈 # • * * • * * 
13- • • * * * • • • * * * * • * * 
1 4 - * 来 来 来 来 来 来 • • * • • * * 
15- * * • * * * * * * * * * * 
1 6 - * 来 来 • 来 奈 来 来 奈 奈 来 来 -
1 7 - 来 来 来 • • • * * * * * 
18- • • * * * * * * * * 
19- • * * * * * * * * 
20- * • * * * * * * 
21 - * • • * • * * 
22- * * • • * * -
23 - • • * * * 
2 4 - • * • * 
Method II: 25 * * ^ 
2 6 - • * 
27- * 
28' 
Figure 6.4: Stalactite plot for the brain and body weight data using the robust 
estimate 
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Example 3: Stack loss data set 
The stalactite plots for the stack loss data using the sample covariance matrix 
and the robust estimate are shown in Figures 6.5 and 6.6 respectively. Observa-
tion 17 is identified as the unstable outlier when r 二 20 for Method II in Figure 
6.5 and more than half of the observations are detected as outliers when r = 6 
for Method I. Observations 1，2，3 and 17 are declared to be stable outliers when 
r reaches 17 as shown in Figure 6.6. Figure 6.6 also shows that the procedure 
terminates too early at r 二 4 and too many outliers are detected. 
r 1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
来 来 来 来 来 来 * 来 来 来 来 来 来 * 来 来 来 -
5 - 来 来 来 来 来 * 来 来 来 睾 来 * 来 來 来 来 -
Method 1:6 * * ~ # " " “ * ~ * ~ # ~ * ~ # * * * * * * * 
7 - 来 来 来 来 来 来 来 来 来 来 来 来 来 来 -
8 - 来 来 来 * 来 来 来 来 睾 来 来 来 来 -
9 - 来 来 来 来 来 来 来 来 来 来 来 来 -
1 0 - 来 奈 * * • * 来 来 来 来 睾 -
11 - 来 * 来 来 来 来 • 奈 来 来 -
1 2 - 来 * 来 来 来 奈 来 * * -
1 3 - 来 来 * 来 来 • * * -
1 4 - * 来 来 来 • * * -
1 5 - 来 * • * 来 睾 -
1 6 - 来 来 睾 • 睾 -
1 7 - 来 睾 * • -
1 8 - • 来 * -
1 9 - 来 奈 _ 
Method II: 20 « 
21" 
Figure 6.5: Stalactite plot for the stack loss data set using the sample covariance 
matrix 
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r 1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
Method 1:4 * ~ * * ~ * * ~ * * ~ * ~ * ^ « ~ * ~ % * ~ * * * ~ 
5 - 来 来 * 来 来 来 来 来 * 来 来 来 来 来 来 来 -
6 - 来 * * 来 来 * 来 来 * 来 来 来 来 来 来 -
来 来 来 来 来 来 来 来 来 来 来 来 来 来 -
8 - * * * 来 来 来 来 来 * 来 来 米 来 -
9 - 来 来 米 来 来 来 来 来 来 来 来 
10 - * * * * 来 来 来 来 * * * -
11 - * * * 来 * 来 来 来 来 来 -
1 2 - 来 来 来 来 来 来 来 来 
1 3 - 来 来 来 来 来 来 来 * -
1 4 - 来 来 来 来 来 来 来 -
15 - 来 来 来 来 来 来 -
1 6 - * 来 来 来 * -
Method II: 17 - Ht- ^ - * 
18 - * * * -
19 - * * -
20 - * -
21L — 
Figure 6.6: Stalactite plot for the stack loss data set using the robust estimate 
From the above examples, reasonable number of outliers are identified for 
Method II and too many outliers are detected at small values of r for Method I. 
This suggests that the procedure using method I stops too early. This is due to 
the small value of b of the benchmark. The stopping criterion is met early and the 
number of observations in the final basic subset is small and hence the number of 
outliers identified is greater than half of the total number of observations. This 
leads to the unreasonable number of outliers detected. In order to increase the 
number of observations in the final basic subset, b should be increased. The idea 
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of using a correction factor in Chapter 2 may be adopted to increase and adjust 
the value of b so as to make Method I as effective as Method II in detecting 
outliers. The form of the correction factor which may depends on various values 
of the number of observations r in the basic subset, sample size n and dimension 




In this thesis, the new stepping procedure based on Hadi's (1992) stepping 
algorithm and Poon, Lew k Poon's (2000) outlier measure and benchmark is 
proposed to identify multiple multivariate outliers. Two kinds of metrics and two 
kinds of methods called Method I and Method II are considered. The two kinds 
of metrics are the sample covariance matrix and the sample robust covariance 
matrix. Method I uses the observations in the basic subset and Method II uses 
all the observations in both the basic subset and the non-basic subset. The new 
procedure by using both methods with the sample covariance matrix is proposed 
in Chapter 3. Some reported data sets and artificial data sets are used to assess 
the performance of the proposed procedure. The index plots of the data sets in 
Chapter 3 show that the proposed procedure is effective in identifying outliers 
when Method II is used. The procedure gives unsatisfactory results that more 
than half of the observations are identified as outliers when Method I is adopted. 
Therefore, Method I is neglected in the simulation study and in the subsequent 
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two chapters. Simulation study is performed to examine the performance of the 
proposed procedure. The average success rate without misclassification decreases 
in the simulation study when the fraction of contamination increases. On the 
other hand, the sample covariance matrix is highly affected by outlying obser-
vations, so a refinement of the proposed procedure is made in Chapter 4. The 
revised procedure is similar to the procedure proposed in Chapter 3 but a sample 
robust covariance matrix is used instead of the sample covariance matrix. The 
same data sets are applied to the revised procedure. The index plots in Chapter 
4 indicate that the revised procedure by using Method II is as effective as the 
proposed procedure in Chapter 3 in detecting multivariate outliers. In order to 
compare the performance of the proposed procedure and the revised procedure, 
a simulation study is performed on the revised procedure. The revised procedure 
gives larger average success rate without misclassification and smaller average 
misclassification rate than the proposed procedure. That is, the performance 
of the new procedure is better when the sample robust covariance matrix and 
Method II are adopted. A similar procedure based on the random initial subset 
and the volume of the ellipsoid of Atkinson (1994), the outlier measure and the 
benchmark aforementioned is proposed in Chapter 5 to show the effectiveness 
of the proposed procedure when the initial basic subset contains outliers. This 
modified procedure is similar to the procedure proposed in Chapter 3 but the ini-
tial basic subset of the proposed procedure in Chapter 3 is replaced by a random 
initial subset which may include outliers. Moreover, the volume of the ellipsoid 
is used as an indicator of the best result as described in Chapter 5. The tables in 
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Chapter 5 show that the modified procedure still works even if the initial basic 
subset contains outliers. Chapter 6 discusses some alternative aspects of the pro-
posed procedure, such as the alternative forms of the outlier measures in ordering 
the observations and an alternative way of finding the sample robust covariance 
matrix. Moreover, the reason that leads to the unsatisfactory performance of 
Method I and possible ways for improvement are described in Chapter 6. To con-




The notations used in Tables 1 to 4 are described in the following: 
n : sample size 
p : dimension 
fi : amount of shift 
d : constant defining the amount of shift 
£ : fraction of contamination 
AMR : average misclassification rate 
ASR : average success rate without misclassification 
Note : d is shown in the table to show whether the constructed outliers are far 
outliers or close outliers. 
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Table 1: Effect of dimension p with n, d and e fixed (a) sample covariance matrix, 
(b) robust estimate 
n p d e AMR ASR AMR ASR 
l o o 5 " " “ 2 0.2 0 .0000000.997000 0.000000""“0.998000 
100 10 2 0.2 0.002500 0.943000 0.000000 0.998000 
100 20 2 0.2 0.039750 0.361000 0.033500 0.482000 
~~5""“2 0.3 0.0437140.404667"•“0.0351430.436667 
100 10 2 0.3 0.048857 0.227333 0.035429 0.358667 
100 20 2 0.3 0.058571 0.110000 0.056000 0.103333 
" T o o 5 2 0.4 0.080333"“―0.0895000.0676670.115000 
100 10 2 0.4 0.063333 0.080500 0.056000 0.085500 
100 20 2 0.4 0.057000 0.077500 0.058667 0.073500 
l o o 5 4 0.2 0 .000000 1 . 0 0 0 0 0 0 0 .000000 1 . 0 0 0 0 0 0 
100 10 4 0.2 0.001000 0.981000 0.000000 1.000000 
100 20 4 0.2 0.039500 0.410000 0.031250 0.546000 
" T o o 5 " " “ 4 0.3 0.0014290.982667 0.000000""“1.000000 
100 10 4 0.3 0.034857 0.473333 0.005429 0.895333 
100 20 4 0.3 0.057429 0.087333 0.055714 0.131333 
" T o o " " “ 5 4 0.4 0 .0720000 .1600000 .0530000 .243500 
100 10 4 0.4 0.063333 0.079000 0.046667 0.180000 
100 20 4 0.4 0.058000 0.074500 0.056000 0.081000 
' m 5 2 0.2 0.0000000.995500 0.0000000.995500 
200 10 2 0.2 0.000000 0.998500 0.000000 0.998500 
200 20 2 0.2 0.006750 0.718000 0.002875 0.885500 
5 2 0.3 0 .0601430 .1763330 .0507140 .229000 
200 10 2 0.3 0.034857 0.120667 0.028857 0.166667 
200 20 2 0.3 0.020143 0.090000 0.017000 0.109750 
~ 2 m 5 2 0.4 0 .0718330 .0957500 .0580000 .109750 
200 10 2 0.4 0.040167 0.050000 0.035833 0.055250 
200 20 2 0.4 0.022833 0.027500 0.020000 0.025250 
~ ~ 5 4 0.2 0.0000001.000000 0.0000001.000000 
200 10 4 0.2 0.000000 1.000000 0.000000 1.000000 
200 20 4 0.2 0.005875 0.756500 0.002125 Q.924QQ0 
5 4 0.3 0.0000001.000000 0.0000001.000000 
200 10 4 0.3 0.009429 0.737667 0.000000 1.000000 
200 20 4 0.3 0.019714 0.111000 0.014143 0.288667 
" 2 m 5 4 0.4 0.0701670.094000•"“0.0556670.117250 
200 10 4 0.4 0.039833 0.049250 0.029500 0.133750 
200 20 4 0.4 0.022333 0.026750 0.019833 0.029750 
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Table 1 (continue): Effect of dimension p with n, d and e fixed (a) sample covari-
ance matrix, (b) robust estimate 
n p d e AMR ASR AMR ASR 
l o o 5 2 0.2 0.0000000.997000 0 .0000000.997000 
400 10 2 0.2 0.000000 0.998500 0.000000 0.998500 
400 20 2 0.2 0.000875 0.921000 0.000063 0.980000 
" 4 0 0 5 2 0.3 0.052429 0 .1643330.0457140.214667 
400 10 2 0.3 0.028357 0.076167 0.129833 0.068167 
400 20 2 0.3 0.008929 0.036500 0.008500 0.019000 
l o o 5 " " “ 2 0.4 0 . 0 6 4 6 6 7 0 . 0 8 0 2 5 0 0 . 0 5 4 2 5 0 0 . 1 0 3 6 2 5 
400 10 2 0.4 0.031500 0.042500 0.028917 0.047500 
400 20 2 0.4 0.010000 0.011875 0.009500 0.013750 
l o o 5 4 0.2 0.0000001.000000 0.000000""“1.000000 
400 10 4 0.2 0.000000 1.000000 0.000000 1.000000 
400 20 4 0.2 0.001250 0.901750 0.000000 1.000000 
" l o o 5 4 0.3 0.0000000.999833 0.0000000.999833 
400 10 4 0.3 0.001286 0.961833 0.000000 1.000000 
400 20 4 0.3 0.007571 0.213833 0.003929 0.626333 
" 4 0 0 ~ ~ 5 4 0.4 0 .063583~0.0795000.0505000.110125 
400 10 4 0.4 0.030667 0.062000 0.025083 0.072750 
400 20 4 0.4 0.010000 0.012000 0.008417 0.034000 
~ m 5 2 0.2 0.0000000.997375 0.0000000.997375 
800 10 2 0.2 0.000000 0.999125 0.000000 0.999125 
800 20 2 0.2 0.000000 0.999875 0.000000 0.999875 
" 8 0 0 5 2 0.3 0 .0559290 .1146670 .0476430 .148583 
800 10 2 0.3 0.023964 0.046083 0.021893 0.056083 
800 20 2 0.3 0.005750 0.010000 0.005464 0.012250 
~ m 5 2 0.4 0.0620000.083500""“0.0519170.105500 
800 10 2 0.4 0.026083 0.035625 0.023042 0.041125 
800 20 2 0.4 0.006375 0.007438 0.006167 0.008625 
" 8 0 0 5 4 0.2 0.0000001.000000 0.0000001.000000 
800 10 4 0.2 0.000000 1.000000 0.000000 1.000000 
800 20 4 0.2 0.000000 1.000000 O.OOQQOQ 1.Q00QQ0 
5 4 0.3 0.0000000.999917 0.0000000.999917 
800 10 4 0.3 0.000000 1.000000 0.000000 1.000000 
800 20 4 0.3 0.003500 0.484667 0.000286 0.940583 
" 8 0 0 5 4 0.4 0.0610420.0843750.0487500.113125 
800 10 4 0.4 0.026083 0.035188 0.021083 0.045188 
800 20 4 0.4 0.006333 0.007312 0.005708 0.009750 
I 
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Table 2: Effect of sample size n with and e fixed (a) sample covariance matrix, 
(b) robust estimate 
n p d e AMR ASR AMR ASR 
" T o o 5 2 0.2 0.0000000.997000 0.0000000.998000 
200 5 2 0.2 0.000000 0.995500 0.000000 0.995500 
400 5 2 0.2 0.000000 0.997000 0.000000 0.997000 
800 5 2 0.2 0.000000 0.997375 0.000000 0.997375 
"Too5""”2 0.3 0.0437140.404667""“0.035143~0.436667 
200 5 2 0.3 0.060143 0.176333 0.050714 0.229000 
400 5 2 0.3 0.052429 0.164333 0.045714 0.214667 
800 5 2 0.3 0.055929 0.114667 0.047643 0.148583 
" 1 0 0 ~ ~ 5 2 0.4 0.080333~0.089500""“0.0676670.115000 
200 5 2 0.4 0.071833 0.095750 0.058000 0.109750 
400 5 2 0.4 0.064667 0.080250 0.054250 0.103625 
800 5 2 0.4 0.062000 0.083500 0.051917 0.105500 
100 10 2 0.2 0.0025000.943000 0.0000000.998000 
200 10 2 0.2 0.000000 0.998500 0.000000 0.998500 
400 10 2 0.2 0.000000 0.998500 0.000000 0.998500 
800 10 2 0.2 0.000000 0.999125 0.000000 0.999125 
100 10 2 0.3 0 .0488570.2273330.0354290.358667 
200 10 2 0.3 0.034857 0.120667 0.028857 0.166667 
400 10 2 0.3 0.028357 0.076167 0.129833 0.068167 
800 10 2 0.3 0.023964 0.046083 0.021893 0.056083 
100 10 2 0.4 0.063333""""0.0805000.0560000.085500 
200 10 2 0.4 0.040167 0.050000 0.035833 0.055250 
400 10 2 0.4 0.031500 0.042500 0.028917 0.047500 
800 10 2 0.4 0.026083 0.035625 0.023042 0.041125 
100 20 2 0.2 0.0397500.361000 0.0335000.482000 
200 20 2 0.2 0.006750 0.718000 0.002875 0.885500 
400 20 2 0.2 0.000875 0.921000 0.000063 0.980000 
800 20 2 0.2 0.000000 0.999875 Q.OOOOOQ 0.999875 
100 20 2 0.3 0.0585710.110000""“0.0560000.103333 
200 20 2 0.3 0.020143 0.090000 0.017000 0.109750 
400 20 2 0.3 0.008929 0.036500 0.008500 0.019000 
800 20 2 0.3 0.005750 0.010000 0.005464 0.012250 
100 20 2 0.4 0.0570000.0775000.058667“""”0.073500 
200 20 2 0.4 0.022833 0.027500 0.020000 0.025250 
400 20 2 0.4 0.010000 0.011875 0.009500 0.013750 
800 20 2 0.4 0.006375 0.007438 0.006167 0.008625 
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Table 2 (continue): Effect of sample size n with d,p and e fixed (a) sample 
covariance matrix, (b) robust estimate 
n p d e AMR ASR AMR ASR 
" T o o 5 4 0.2 0.000000""“1.000000 0.0000001.000000 
200 5 4 0.2 0.000000 1.000000 0.000000 1.000000 
400 5 4 0.2 0.000000 1.000000 0.000000 1.000000 
800 5 4 0.2 0.000000 1.000000 0.000000 1.000000 
T o o 5 4 0.3 0.0014290.982667 0.000000l.OQOQOQ 
200 5 4 0.3 0.000000 l.QOQQOO 0.000000 l.QOOOQQ 
400 5 4 0.3 0.000000 0.999833 0.000000 0.999833 
800 5 4 0.3 0.000000 0.999917 0.000000 0.999917 
5 4 0.4 0.072000“""“0.160000 0.053000””“0.243500 
200 5 4 0.4 0.070167 0.094000 0.055667 0.117250 
400 5 4 0.4 0.063583 0.079500 0.050500 0.110125 
800 5 4 0.4 0.061042 0.084375 0.048750 0.113125 
100 10 4 0.2 0.0010000.981000 0.0000001.000000 
200 10 4 0.2 0.000000 1.000000 0.000000 1.000000 
400 10 4 0.2 0.000000 1.000000 0.000000 1.000000 
800 10 4 0.2 0.000000 1.000000 0.000000 l.QOOOQQ 
100 10 4 0.3 0.0348570.473333 0.0054290.895333 
200 10 4 0.3 0.009429 0.737667 0.000000 1.000000 
400 10 4 0.3 0.001286 0.961833 0.000000 1.000000 
800 10 4 0.3 0.000000 l.OOOQQO 0.000000 l.OQOQOQ 
100 10 4 0.4 0.0633330.0790000.0466670.180000 
200 10 4 0.4 0.039833 0.049250 0.029500 0.133750 
400 10 4 0.4 0.030667 0.062000 0.025083 0.072750 
800 10 4 0.4 0.026083 0.035188 0.021083 0.045188 
100 20 4 0.2 0.0395000.410000 0.0312500.546000 
200 20 4 0.2 0.005875 0.756500 0.002125 0.924000 
400 20 4 0.2 0.001250 0.901750 0.000000 1.000000 
800 20 4 0.2 0.000000 1.000000 0.000000 l.QOQQOO 
100 20 4 0.3 0.0574290.087333""“0.0557140.131333 
200 20 4 0.3 0.019714 0.111000 0.014143 0.288667 
400 20 4 0.3 0.007571 0.213833 0.003929 0.626333 
800 20 4 0.3 0.003500 0.484667 0.000286 0.940583 
100 20 4 0.4 0.0580000.0745000.056000”""0.081000 
200 20 4 0.4 0.022333 0.026750 0.019833 0.029750 
400 20 4 0.4 0.010000 0.012000 0.008417 0.034000 
800 20 4 0.4 0.006333 0.007312 0.005708 0.009750 
109 
Table 3: Effect of amount of shift /i with and e fixed (a) sample covariance 
matrix, (b) robust estimate 
F) W 
n p d £ AMi^ ASR AMR ASR 
" T o o 5 2 0.2 0.000000""“0.997000 0.0000000.998000 
100 5 4 0.2 0.000000 1.000000 0.000000 l.QOQOOO 
T o o " " “ 5 2 0.3 0 . 0 4 3 7 1 4 0 . 4 0 4 6 6 7 0 . 0 3 5 1 4 3 0 . 4 3 6 6 6 7 
100 5 4 0.3 0.001429 0.982667 0.000000 1.000000 
l o o 5 " " “ 2 0.4 0.080333 0 .0895000.0676670.115000 
100 5 4 0.4 0.072000 0.160000 0.053000 0.243500 
100 10 2 0.2 0 . 0 0 2 5 0 0 0 . 9 4 3 0 0 0 0 . 0 0 0 0 0 0 0 . 9 9 8 0 0 0 
100 10 4 0.2 0.001000 0.981000 0.000000 1.000000 
100 10 2 0.3 0 . 0 4 8 8 5 7 0 . 2 2 7 3 3 3 0 . 0 3 5 4 2 9 0 . 3 5 8 6 6 7 
100 10 4 0.3 0.034857 0.473333 0.005429 0.895333 
100 10 2 0.4 0.063333~~~0.080500""”0.0560000.085500 
100 10 4 0.4 0.063333 0.079000 0.046667 0.180000 
100 20 2 0.2 0.039750 0 .3610000.0335000.482000 
100 20 4 0.2 0.039500 0.410000 0.031250 0.546000 
100 20 2 0.3 0.058571 0 .1100000.0560000.103333 
100 20 4 0.3 0.057429 0.087333 0.055714 0.131333 
100 20 2 0.4 0 .0570000 .0775000 .0586670 .073500 
100 20 4 0.4 0.058000 0.074500 0.056000 0.081000 
" 2 0 0 5 2 0.2 0.0000000.995500 0 .0000000.995500 
200 5 4 0.2 0.000000 1.000000 0.000000 1.000000 
~ m “ “ 5 2 0.3 0.0601430.176333""“0.050714""“0.229000 
200 5 4 0.3 0.000000 1.000000 0.000000 1.000000 
5""”2 0.4 0.0718330.0957500.058000""""0.109750 
200 5 4 0.4 0.070167 0.094000 0.055667 0.117250 
200 10 2 0.2 0.0000000.998500 0.0000000.998500 
200 10 4 0.2 0.000000 1.000000 0.000000 1.000000 
200 10 2 0.3 0 .0348570 .1206670 .0288570 .166667 
200 10 4 0.3 0.009429 0.737667 0.000000 1.000000 
200 10 2 0.4 0 .0401670 .0500000 .0358330 .055250 
200 10 4 0.4 0.039833 0.049250 0.029500 0.133750 
200 20 2 0.2 0 .0067500 .7180000 .0028750 .885500 
200 20 4 0.2 0.005875 0.756500 0.002125 0.924000 
200 20 2 0.3 0 .0201430 .0900000 .0170000 .109750 
200 20 4 0.3 0.019714 0.111000 0.014143 0.288667 
200 20 2 0.4 0 .022833~0.0275000.0200000.025250 
200 20 4 0.4 0.022333 0.026750 0.019833 0.029750 
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Table 3 (continue): Effect of amount of shift fi with n,p and e fixed (a) sample 
covariance matrix, (b) robust estimate 
F) (b) 
n p d e ylAfi^ ASR AMR ASR 
" 4 0 0 5 " " “ 2 0.2 0 .0000000.997000 0.000000""“0.997000 
400 5 4 0.2 0.000000 l.QOOOQO 0.000000 l.QOQOOO 
" 4 0 0 5 2 0.3 0.052429""""0.1643330.0457140.214667 
400 5 4 0.3 0.000000 0.999833 0.000000 0.999833 
"400""“5~~2 0.4 0 . 0 6 4 6 6 7 0 . 0 8 0 2 5 0 0 . 0 5 4 2 5 0 0 . 1 0 3 6 2 5 
400 5 4 0.4 0.063583 0.079500 0.050500 0.110125 
400 10 2 0.2 0 .0000000.998500 0.0000000.998500 
400 10 4 0.2 0.000000 1.Q0Q0QQ 0.000000 1.000000 
400 10 2 0.3 0 . 0 2 8 3 5 7 0 . 0 7 6 1 6 7 0 . 1 2 9 8 3 3 0 . 0 6 8 1 6 7 
400 10 4 0.3 0.001286 0.961833 0.000000 1.000000 
400 10 2 0.4 0.0315000.042500 0.0289170.047500 
400 10 4 0.4 0.Q3Q667 0.062000 0.025083 0.072750 
400 20 2 0.2 0.0008750.921000 0.0000630.980000 
400 20 4 0.2 0.001250 0.901750 0.000000 1.QQQ000 
400 20 2 0.3 0 . 0 0 8 9 2 9 0 . 0 3 6 5 0 0 0 . 0 0 8 5 0 0 0 . 0 1 9 0 0 0 
400 20 4 0.3 0.007571 0.213833 0.QQ3929 0.626333 
400 20 2 0.4 0.0100000.011875""“0.0095000.013750 
400 20 4 0.4 0.010000 0.012000 0.008417 0.034000 
" 8 0 0 5 2 0.2 0.0000000.997375 0.0000000.997375 
800 5 4 0.2 0.000000 1.000000 0.000000 1.000000 
— 5 2 0.3 0 .0559290 .1146670 .0476430 .148583 
800 5 4 0.3 0.000000 0.999917 0.000000 0.999917 
~ m 5 2 0.4 0.062000“""“0.0835000.0519170.105500 
800 5 4 0.4 0.061042 0.084375 0.048750 0.113125 
800 10 2 0.2 0.0000000.999125 0.0000000.999125 
800 10 4 0.2 0.000000 1.000000 0.000000 1.000000 
800 10 2 0.3 0.0239640.0460830.0218930.056083 
800 10 4 0.3 0.000000 1.000000 0.000000 1.000000 
800 10 2 0.4 0.0260830.035625~~0.0230420.041125 
800 10 4 0.4 0.026083 0.035188 0.021083 0.045188 
800 20 2 0.2 0.0000000.999875 0.0000000.999875 
800 20 4 0.2 0.000000 l.QOOOQO 0.000000 l.QQQOOO 
800 20 2 0.3 0.0057500.010000""“0.0054640.012250 
800 20 4 0.3 0.003500 0.484667 0.000286 0.940583 
800 20 2 0.4 0.006375"““0.0074380.0061670.008625 
800 20 4 0.4 0.006333 0.007312 0.005708 0.009750 
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Table 4: Effect of fraction of contamination e with n,p and d fixed (a) sample 
covariance matrix, (b) robust estimate 
n p d e AMR ASR AMR ASR 
"Too5""”2 0.2 0.0000000.997000•"“0.0000000.998000 
100 5 2 0.3 0.043714 0.404667 0.035143 0.436667 
100 5 2 0.4 0.080333 0.089500 0.067667 0.115000 
l o o " " “ 5 4 0.2 0.0000001.000000 0 .0000001.000000 
100 5 4 0.3 0.001429 0.982667 0.000000 1.000000 
100 5 4 0.4 0.072000 0.160000 0.053000 0.243500 
100 10 2 0.2 0.002500 0.9430000.0000000.998000 
100 10 2 0.3 0.048857 0.227333 0.035429 0.358667 
100 10 2 0.4 0.063333 0.080500 0.056000 0.085500 
100 10 4 0.2 0.0010000.981000 0.0000001.000000 
100 10 4 0.3 0.034857 0.473333 0.005429 0.895333 
100 10 4 0.4 0.063333 0.079000 0.046667 0.180000 
100 20 2 0.2 0 .0397500.3610000.0335000.482000 
100 20 2 0.3 0.058571 0.110000 0.056000 0.103333 
100 20 2 0.4 0.057000 0.077500 0.058667 0.073500 
100 20 4 0.2 0.0395000.4100000.031250""““0.546000 
100 20 4 0.3 0.057429 0.087333 0.055714 0.131333 
100 20 4 0.4 0.058000 0.074500 0.056000 0.081000 
5 2 0.2 0.000000“""“0.9955000.0000000.995500 
200 5 2 0.3 0.060143 0.176333 0.050714 0.229000 
200 5 2 0.4 0.071833 0.095750 0.058000 0.109750 
~ ~ 5 4 0.2 0 .0000001 .000000 0.000000""“1.000000 
200 5 4 0.3 0.000000 1.000000 0.000000 1.000000 
200 5 4 0.4 0.070167 0.094000 0.055667 0.117250 
200 10 2 0.2 0 .0000000.9985000.0000000.998500 
200 10 2 0.3 0.034857 0.120667 0.028857 0.166667 
200 10 2 0.4 0.040167 0.050000 0.035833 0.055250 
200 10 4 0.2 0.0000001.000000 0.0000001.000000 
200 10 4 0.3 0.009429 0.737667 0.000000 1.000000 
200 10 4 0.4 0.039833 0.049250 0.029500 0.133750 
200 20 2 0.2 0.0067500.7180000.0028750.885500 
200 20 2 0.3 0.020143 0.090000 0.017000 0.109750 
200 20 2 0.4 0.022833 0.027500 0.020000 0.025250 
200 20 4 0.2 0.0058750.756500~~0.0021250.924000 
200 20 4 0.3 0.019714 0.111000 0.014143 0.288667 
200 20 4 0.4 0.022333 0.026750 0.019833 0.029750 
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Table 4 (continue): Effect of fraction of contamination e with n,p and d fixed (a) 
sample covariance matrix, (b) robust estimate 
n p d e AMi^ ASR AMR ASR 
5""“2 0.2 0 . 0 0 0 0 0 0 0 . 9 9 7 0 0 0 0 . 0 0 0 0 0 0 0 . 9 9 7 0 0 0 
400 5 2 0.3 0.052429 0.164333 0.045714 0.214667 
400 5 2 0.4 0.064667 0.080250 0.054250 0.103625 
" 4 0 0 5 4 0.2 0.0000001.000000 0.000000""“1.000000 
400 5 4 0.3 0.000000 0.999833 0.000000 0.999833 
400 5 4 0.4 0.063583 0.079500 0.050500 0.110125 
400 10 2 0.2 0 . 0 0 0 0 0 0 0 . 9 9 8 5 0 0 0 . 0 0 0 0 0 0 0 . 9 9 8 5 0 0 
400 10 2 0.3 0.028357 0.076167 0.129833 0.068167 
400 10 2 0.4 0.031500 0.042500 0.028917 0.047500 
400 10 4 0.2 0.0000001.000000 0.0000001.000000 
400 10 4 0.3 0.001286 0.961833 0.000000 1.000000 
400 10 4 0.4 0.030667 0.062000 0.025083 0.072750 
400 20 2 0.2 0 . 0 0 0 8 7 5 0 . 9 2 1 0 0 0 0 . 0 0 0 0 6 3 0 . 9 8 0 0 0 0 
400 20 2 0.3 0.008929 0.036500 0.008500 0.019000 
400 20 2 0.4 0.010000 0.011875 0.009500 0.013750 
400 20 4 0.2 0 .001250~0.9017500.0000001.000000 
400 20 4 0.3 0.007571 0.213833 0.003929 0.626333 
400 20 4 0.4 0.010000 0.012000 0.008417 0.034000 
'm"" “5 " " “2 0.2 0 .0000000 .9973750 .0000000 .997375 
800 5 2 0.3 0.055929 0.114667 0.047643 0.148583 
800 5 2 0.4 0.062000 0.083500 0.051917 0.105500 
" 8 0 0 5 " " “ 4 0.2 0.0000001.000000 0.0000001.000000 
800 5 4 0.3 0.000000 0.999917 0.000000 0.999917 
800 5 4 0.4 0.061042 0.084375 0.048750 0.113125 
800 10 2 0.2 0 .0000000.9991250.000000~0.999125 
800 10 2 0.3 0.023964 0.046083 0.021893 0.056083 
800 10 2 0.4 0.026083 0.035625 0.023042 0.041125 
800 10 4 0.2 0.000000""“1.000000 0.000000""“1.000000 
800 10 4 0.3 0.000000 1.000000 0.000000 1.000000 
800 10 4 0.4 0.026083 0.035188 0.021083 0.045188 
800 20 2 0.2 0.0000000.999875•"“0.0000000.999875 
800 20 2 0.3 0.005750 0.010000 0.005464 0.012250 
800 20 2 0.4 0.006375 0.007438 0.006167 0.008625 
800 20 4 0.2 0.000000""“1.000000 0.000000""“1.000000 
800 20 4 0.3 0.003500 0.484667 0.000286 0.940583 
800 20 4 0.4 0.006333 0.007312 0.005708 0.009750 
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