Abstract-In this paper, we analyze backoff protocols, such as the one used in Ethernet. We examine a general backoff function (GBF) rather than just the binary exponential backoff (BEB) used by Ethernet. Under some mild assumptions we find stability and optimality conditions for a wide class of backoff protocols with GBF. In particular, it is proved that the maximal throughput rate over the class of backoff protocols is a fixed function of the number of stations (N ) and the optimal average service time is about N e for large N . The reasons of the instability of the BEB protocol (for a big enough input rate) are explained.
I. INTRODUCTION E
THERNET was developed in 1973 by Bob Metcalf and David Boggs at the Xerox Palo Alto Research Center. Nowadays, it is the most popular local area network due to the ease in maintenance and the low cost. The principle of Ethernet is that all stations are connected to the same shared medium through transceivers. Whenever a single station wants to send a message, it simply broadcasts it to the medium. When at some moment of time there are two or more messages in the medium, they interfere, and none of them can be received by any station. To deal with unnecessary collisions, a resolution protocol was developed (see [7] ). It has the following mechanisms: 1) Carrier detection. This mechanism lets stations know when the network has a message. If any station senses that there is a phased encoded signal (continuous) in the network, then it will defer the time of its own transmission until the channel becomes empty. 2) Interference detection. Each station listens to the channel. When it sends a message it is continuously comparing the signal that has just been sent and the signal in the network at the same moment of time. If these signals have different values, the message is considered to be corrupted. Here we introduce the round trip time: this is the time during which the signal propagates from one end of the network to the other and back.
3) Packet error detection. This mechanism uses checksums to detect corrupted messages. Every message with a wrong checksum is discarded. 4) Truncated packet filtering. This mechanism lets us reduce the load on the system if the message is already corrupted (detection during round trip time), and filter them out on the hardware level. 5) Collision consensus enforcement. When a station sees that its message is corrupted, it jams the whole network by sending special "jammed" information. This mechanism ensures that no station will consider the corrupted message in the network to be a good one. Due to these mechanisms, a message is not sent when it is known that there is information in the medium, and if a collision happens, it can be clearly sensed. But there is still a possibility that one station decides that the medium is empty, while another has already started a transmission. There will be interference at some point of the network. A probabilistic protocol will help us to avoid this problem. Our work examines a general type of the probabilistic protocol.
A. Protocol
Let there be N stations and every station have a queue of messages to send. These stations are connected to a shared medium, where collisions may happen time to time. To deal with such collisions, the backoff protocol from the Aloha network was adopted (see [2] , [3] ). If a collision occurs in the backoff protocol, the next retransmission will be done in one of the next W moments, where W is a time window of certain size and the retransmission in the window is chosen uniformly. A time slot (or just a slot) is a time equal to the round trip time. We can vary this time in our model in order to get model closer to the real protocol, where is no time synchronization. If a collision does not happen during the first time slot (for a message that requires more than one time slot to be transmitted), it will not happen at all, due to the carrier detection mechanism. Therefore, we can consider that the transmission of one message takes only one time slot in our model. The segment of time slots [1 . . . W ] is called a contention window. The idea behind the contention window is that we select a time slot for transmission uniformly in the contention window. The main goal of this principle is to reduce the load on the network, and hence to increase the probability of successful resending of a message during one of the next time slots, within the contention window.
Backoff protocols are acknowledgment-based protocols. This means that they store information about their own transmissions. This information is the number of uninterrupted unsuccessful transmissions up to this moment. It is called a backoff counter, and denoted by b i for station i. At first, the counter is equal to 0, and it increases after every unsuccessful attempt. The counter returns back to 0 after a successful transmission, and the message is removed from the top of the corresponding queue. The counter is not increased endlessly; at some moment of time it is stopped, and we decide that we cannot successfully send the current message, and discard it. In Ethernet the upper bound for the backoff counter is 16.
In general, in any backoff protocol, the contention window changes with the change of the backoff counter. The probability of sending at a time slot of the contention window (W bi for station i) is a function of the backoff counter (b i for station i), and we call this probability the backoff function. We consider f (b i ) as a probability, but not necessarily bi f (b i ) = 1. At any moment of time the probability f (b i ) defines uniform distribution for the next attempt to transmit when the backoff counter b i is known. We can set the contention window size
where W 0 is the minimal contention window size and
. For W 0 we use value 1 by default, when the opposite is not mentioned. Note, function f −1 (x) not necessary gives integer numbers, in that case, we will define below somewhat modified uniform distribution more precisely.
We need to retransmit a message after every collision, or discard it. First of all, we increase the backoff counter, which represents the load of the system. If we know the backoff function for this counter, we can determine the contention window size. Then we take a random value from the contention window representing some time delay in the slots. This is the time that must elapse before the next transmission attempt. This random value we call a backoff time, and it is uniformly distributed on the contention window.
As an example, in Ethernet the backoff protocol is called the BEB, and f (b i ) = 2 −bi , for b i ≤ 10, and f −1 (b i ) = 1024, for b i > 10. As we mentioned before, after M = 16 we discard the packet.
B. Related work
BEB protocol has over 30 years of research history. Results that have been received, appear to contradict each other; some authors say that the protocol is stable, some say it is not. The result of analyses greatly depends on the used mathematical model, i.e. how they mathematically approximate the Ethernet protocol. Here, we are going to mention some of the most interesting research outcomes.
Kelly [8] (later with MacPhee [9] ) showed that BEB protocol is unstable for λ > 0.693, and strongly stable for λ < 0.567 for infinite model (N = ∞). Furthermore, this author says that "the expected number of successful transmissions is finite for any acknowledgment based scheme with slower than exponential backoff". Then Aldous [1] with almost the same model found that all acknowledgment-based protocols are unstable. They used a queue-free infinite model. However, later Håstad et al. [6] discovered that a finite model (i.e. model with a finite number of stations) with queues is stable for polynomial backoff protocol and BEB protocol is unstable for
Additionally, the definition of stability in [6] differs from the first authors. They define stability as the finiteness of expected time to return to zero (which is also called positive recurrence [6] ) and finiteness of expected average total queuesize. The first two authors talk about stability in terms of throughput rate; several other results about the stability of Ethernet can be found in literature, see [10] - [14] . However, we are mostly interested in works of Bianchi [5] and Kwak et al. [4] . The models proposed by the latter authors seem to be the most reasonable. In [5] the throughput rate of wireless local area network is analyzed for a protocol which is close to Ethernet protocol. A similar model was considered in [4] , where some results on the expected delay time and throughput for exponential backoff protocol from Ethernet network with a general factor r (in BEB protocol the factor r equals to 2) are obtained.
II. ANALYSIS
Our analysis is based on the work of Kwak et al. [4] and Bianchi [5] . We use their model and now present some assumptions adopted from [4] , [5] .
A. Model with unbounded backoff counter
We have the following assumptions
• Our first assumption is that our system is in a steady state.
It is a reasonable assumption for a big enough number of stations N . We assume that a large number of stations makes the network work uniformly. In other words, if the number of stations is large, a single station does not have a great effect on the performance of the system. On the other hand, for a small number of stations this assumption may be far from reality (it is possible, for example, that one station may capture the channel, what is called a capture effect). By this assumption at any moment of time we have the same probability p c for the collision of a message sent to the medium.
• The second assumption is that all stations are identical, so the performance of every station is the same.
• The third assumption is that our model is under the saturation condition. Hence, there are always messages waiting in the input. Without saturation assumption the system might show "better" results, but this assumption lets us understand the worse case.
• The last assumption is that the time is divided into time slots of equal length. During every time slot we can send a message, the propagation time of the message is assumed to be equal to the time slot. Every message is synchronized to the time slot bounds. We know that if a collision has not happened during the first time slot for some large message (large means that the message transmission duration is longer then time slot duration), then most likely, it will not happen in the remaining time slots of this message with high probability.
When a new packet is sent for the first time, the (initial) contention window size is W 0 . After the first attempt, the time within which the transmission will be tried is delayed by an amount of time which is uniformly distributed over the set {1, . . . , W 0 }. Every time we have a collision we increase this delay set according to a backoff function f (i), where 0 < f (i) < 1 for i > 0 and we assume that f (0) = 1. After the i th collision, the delay is distributed over {1, . . . , f −1 (i)W 0 }. The initial value W 0 can be interpreted as the multiplier value for function f −1 (i) (we always see it as a multiplier). After a successful transmission the delay again is distributed in {1, . . . W 0 }.
In our model, the backoff counter specifies the state of each station. Let D i be the time of staying in state i, called delay, thus we have the following formula for D i :
where
The construction above helps to deal with continuous backoff function, and it is applicable if
If f −1 (i)W 0 is an integer then equation (1) has the following (uniform) distribution,
Definition (1) is almost the same as in [4] ; now X i and Y i are the integer and fractional parts not only for
. Now we know how long we are going to stay in the state i. Next what we should do, is to find the probability P i to succeed state i. The state model remains the same as in [4] (see Figure 1 ), hence the probability P i is
where the collision probability p c to be determined below.
B. System load
Let ED i be the expected delay for state i. It then follows from (1) that
We know that we enter state i with probability P i and stay in i for ED i time in average. Thus, we can find the probability γ i to be in state i at any instant. It corresponds to the fraction of time that system spends in this state in steady-state model:
In general we cannot find the exact value of
, and furthermore we cannot expect that the sum of the series even converges on 0 < p c < 1. Let us define a new function
Denote by ξ = ξ(p c ) the (random) number of successive collisions before the successful transfer, then
Note that we cannot consider F (p c ) as a generating function, because of a dependence between p c and the set of the backoff functions {f (i), i ≥ 0}.
Substituting (6) into (5), we obtain a compact form of the equation for γ i :
It follows from [4] that the probability to be in state i with backoff timer equal to zero (the station is transmitting in state i) is exactly γi EDi , hence the transmission probability p t at any instant is (see (4))
This immediately implies
Another dependence between p t and p c can be taken from [5] :
So we obtain another equation connecting p t and p c :
Combining (8) and (10) implies
Note that the right-hand side of (11) is 0, when p c = 0, it is 1, when p c = 1 and it monotonically increases with p c . Let Putting p c = 0 in (12) and taking into account (2) we obtain
To have a unique solution p c of (11) the monotone decrease of function G(p c ) (for 0 < p c < 1) is sufficient. To check this, we calculate derivative
As we can see, only the rightmost parentheses part in the equation above determines the sign of the derivative G(p c ) .
From the last equations we have that condition f −1 (i + 1) ≥ f −1 (i) for every i is enough to have non-increasing function G. Hence, if we have for at least one k that f 
. This is a sufficient condition to have unique solution p c satisfying (11) .
Note that if we have f (i) = d for all i (Aloha protocol), then the function G will be a horizontal line. Now we resolve equation (11) in such a way to obtain F (p c ):
For z ∈ (0, 1), we introduce the function
Thus, the solution of the equation
gives us the value of p c (See Figure 2) . We can see that the faster we increase the resolution window, the smaller is the probability of collision. So by this graphics, BEB protocol seems to be better than, for example, polynomial as the contention window of exponential backoff increases faster than the contention window for polynomial. Later we will show that with small number of collisions (big contention window) the channel becomes more and more loaded. (More packets wait in the queue, what is called instability in [6] ).
C. Expected transmission time
Next, we should find the average time for a message to leave the system successfully. In this model we do not have another choice, as we do not discard messages. For this reason we should introduce a new random variable. Let N R be the random variable of state at which a node transmits successfully. In other words, it is the number of collisions before a successful transmission.
Obviously, the probability to transmit successfully exactly at the i th state is
Hence, the average number of collisions before transmission is
Let S be the service time of a message. That is the time since the first attempt to transmit up to the instant when the message leaves the system. (In other words, that is complete time of transmission of a message). Now we can compute the average service time ES of a message being in the top of the queue. Because variables N R and D i are independent, we can use the known property of conditional expectation to obtain for BEB protocol.
Furthermore, let the indicator function for a boolean variable
Using function 1(A) and its property we find the value of the first term in the sum
Thus, we have finally
Now we insert (13) into (17) and obtain
By easy algebra, (18) gets minimum at
Recall the well-known limit
Hence,
and this simple expression gives us the optimal collision probability p * c as the number of stations N tends to infinity.
D. Stability condition
Let λ be the incoming rate for the system. We assume that the incoming message uniformly chooses the station in the network. Hence, the incoming rate for a single station is λ N . The condition that the queue of the station decreases over time is ES < N λ . This gives the following stability condition of the protocol:
E. Optimality condition
Now we could clearly say what conditions should be set to have the best possible protocol (over the class of the backoff protocols). Optimal value (19) of collision probability p * c = 1 − 1 − 1 N N −1 tends to 1 − e −1 as the number of stations N tends to infinity. Also, for this (optimal) value the maximal attainable throughput of the system is
which tends to e −1 as N tends to infinity. It then follows from (18) and (19) that optimal point p c = p * c gives the following minimal average service time
This expectation tends to infinity as N tends to infinity. Note that for an individual station this tendency means instability, if we have infinite number of stations. These results agree with previous results of other authors on stability of infinite model. In spite of tendency to infinity for individual stations the whole network has finite expected service time when N → ∞. For us, it is most significant to know the service time of every station for some fixed finite parameter N (the number of stations), by which we can tune real network for the best performance.
Now we see from (13) that to achieve the optimal point, the backoff parameters shall satisfy the following condition
It means that if we can find such a protocol (i.e. the set of backoff functions {f −1 (i)}) that (25) holds, then the protocol is the best over the class of backoff protocols in the sense of minimization of the average transmission time of a message.
F. Elimination the saturation conditions
We extend our analysis by omitting the saturation condition. To get it we change the model on the following, see Figure 3 . In the new model almost everything remains the same except we add a new state −1 representing incoming messages. We assume that there is always some incoming rate (λ > 0). Hence there are always messages in the incoming queue, the only difference is that we need to wait for them for a certain delay. Let this time be the following random variable
where τ is a random variable representing the time between incoming messages (E[τ ] = 1 λ ) and q is the number of waiting messages in the queue. We can write the time delay for incoming queue in the following way, D −1 = τ ·1{q = 0}. As we can see there is a tight dependence between τ and queue size q.
A technique of negative drift could help us to analyze the stability of this model. This technique states that if we outside some finite set have negative expected tendency for the change in the queue size then the system is positive recurrent (see [15] ). (Also another condition is required to exclude an infinite jump.) To use this technique we define a random process X(t) = {q(t), b(t), l(t)} for some station, where q(t) is the number of waiting massages in the queue, b(t) is the size of backoff counter, and l(t) is the number of time slots remained till the end of the current contention window at some moment of time t (Note that b(t) is 0 or l(t) is 0 if q(t) is 0 at some moment of time t). For us the recurrence is enough for the system to be stable. Let us define the finite set outside which we need the negative drift, as the set representing station with at least one waiting message in it. Due to this condition the station becomes saturated, and our model becomes identical to the already studied saturation model. The condition of the negative drift hence is identical to the inequality (22).
G. Model with bounded backoff counter
We can easily extend previous results on the model with an upper bound on the backoff counter (see Figure 4 ). In this model, if the backoff counter exceeds some value M then the message becomes discarded and we take a new one from the queue. Probability to discard a message is P {discard} = p M +1 c . Now we shall recalculate the values for the new model, but some of them do not depend on the number of states and hence they remain the same. One of the unchanged values is the delay time D i . The probability to enter state i is to be modified, now we can find it as
Hence the probability to be in state i at any moment of time is
Using the same arguments we find that
Note that equation (8) is independent of the upper bound for backoff counter. Hence we can use it here. Combining (28) and (8) we have solution for F M (p c ):
Applying almost the same formula for the service time (now we have a finite sum instead of an infinite sum) we have 
where similar computation for the last component is possible by virtue of the same random variable N R .
Combining again the last equations we have
But we already found F M (p c ) for (31), hence
which is equal to (17) when M = ∞. The negative drift condition for the bounded model will be
When M = ∞ (33) gives (22).
III. APPLICATION TO THE ETHERNET CASE
Now we try to apply these results to the real Ethernet protocol (See Section I-A). In addition, we present two exponential protocols that seem to show better performance in mathematical models. We will probe these protocols in cases, when the number of stations is 11, 51, 101, 501 and 1001. In the end we will give an outline of the estimated performance for these cases.
In the introduction we said that Ethernet is a bounded BEB protocol with M = 16. Hence, for the Ethernet policy we have
Additionally, we consider another (exponential) set of backoff functions
Especially, we are interested in some sets of functions F 16 a (x) (particularly F In the table III we give comparative data on the behavior of the network depending on the protocol and the number of stations. In the table, the leftmost column shows the number of the stations, the next row shows the point of intersection p c , after that column shows the average service time for the network, and the last column shows the probability of discarding for that protocol. Every cell has 3 numbers, separated by '/', these numbers are correspondingly data for F From the table we derive that Ethernet protocol is better to use for a small number of stations (something like 10 stations), on the other hand the protocol F 2.4 (x) is a good choice for 501, 1001 active stations. Also the existing Ethernet protocol is better not to use if the number of stations is greater than 500, because the probability that your message will be discarded is high. In real network, where some stations may be almost "silent", the number of active stations much lower than the actual number of the stations in the network. 
IV. DISCUSSION AND FUTURE WORK
So far we have focused on the binary backoff protocol in the traditional Ethernet network where medium is shared through collision resolution. The modern Ethernet standards are based on switching frames rather than allowing frames to collide and launching the backoff protocol on stations. Only stations residing in a single collision domain in Ethernet network, that is connected to a hub, have collisions.
Two important areas where the backoff protocol is still used is congestion control in transport protocols and medium access control in wireless networks. The stability of Internet is largely due to the voluntarily use of additive increase -multiplicative decrease TCP congestion window combined with packet retransmissions following the backoff protocol [16] . This approach is copied to several other transport protocols, including Stream Control Transport Protocol (SCTP) and TCP Friendly Rate Control (TFRC).
In wireless networks, most importantly IEEE 802.11 WLAN, stations still compete for medium access through collisions. One important difference to wireline Ethernet is that once the wireless station started transmitting a frame, it cannot detect a collision until the transmission has completed. Therefore, the price of collisions is higher than in Ethernet and the MAC protocol performs collision avoidance. This area is of more practical importance today since the use of WLAN is rapidly growing while CSMA/CD Ethernet deployment is shrinking. Our backoff model will be significantly affected by the new assumptions. Its derivation and evaluation is a subject of our current work.
The use of constant two in increasing the interval between TCP retransmissions is mostly motivated by the easiness of implementation. The multiplication by two can be implemented as a simple bit shift operation, there as multiplication by a real number requires many more CPU cycles. However, this argument is largely obsolete now as the computational capabilities of modern process had significantly increased.
An interesting scenario appears when the stations do not follow the voluntary TCP congestion control, but attempt to behave selfishly to maximize own throughput. Recent work evaluated the impact of congestion control parameters on various TCP flavors [17] . However, the paper mostly concentrated on the effect of additive increase and multiplicative decrease coefficients, giving little consideration to the effect of backoff behavior. During the network overload when all stations are transmitting aggressively, the backoff conditions are likely to prevail since the TCP protocol would need to recover many lost packets.
We plan to develop a game-theoretic model of selfish backoff strategy and search for equilibrium conditions. The results will be evaluated with ns-2 simulations with TCP modified to use the optimal backoff constants.
V. CONCLUSIONS
We have found stability conditions for the steady state models of backoff protocols. These conditions were obtained both for the bounded and for the unbounded retry limit models. Consequently, we can analytically measure the throughput of the system and the service time. We have also found the optimality conditions. The question of the optimality is still open, but for our model (unbounded retry limit) we prove that exponential function is the best choice for the backoff function. In the paper we present graphics that show the correlation between the level function L(x) and the "extended" backoff function F (x). Moreover, from the graphic in Figure 2 we can see why sub-linear and super-exponential functions are not good choices. Finally, we show the "connection" of the stability for bounded backoff and the successful throughput rate (1 − P {discard}).
In this paper, we present analytical solutions, but some questions still remain open. For example, the optimality (for different M ) of the general bounded backoff (particularly Ethernet) and the appropriateness of the steady state assumption. A simulation would help to answer the last question, but at the present there are good reasons for supposing that this assumption is appropriate.
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