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In a recent paper [3] the authors derived maximum principles which involved 
U(X) and p = 1 grad u I, where u(x) is a classical solution of an alliptic differential 
equation of the form (g(qa)u,i),, + f(u) p(@) = 0. In this paper these results are 
extended to the more general case in which g = g(u, $) andf(u) p(@) is replaced 
by W, $1. 
I. INTRODUCTION 
In this article we make use of the classical Hopf maximum principle [l, 21 
to derive principles which involve a combination of the solution and its gradient 
for a class of fully nonlinear second-order elliptic equations. This work extends 
and generalizes earlier work of the authors [3] and contains the previous results 
as special cases. 
We consider classical solutions of the equation 
c&h !12) U.il,i + m 4”) = 0 (1.1) 
in some bounded region D of RN. Here we have used the summation convention, 
and a comma denotes differentiation. We have also used the notation 
42 = ueiu,$ = 1 grad u 12. (14 
* Research supported by the National Science Foundation under Grant NSF MCS 77- 
01273 A02. 
+ Research supported by the Natural Sciences and Engineering Research Council 
Canada Grant A3328. 
39 
OO22-0396/80/070039-10$02OO/O 
Copyright Q 1980 by Academic Press, Inc. 
All rights of reproduction i  any form reserved. 
40 PAYNE AND PHILIPPIN 
For convenience we assume throughout that at each point of the boundary 
aD the mean curvature k is nonnegative. Results can be obtained for more 
general regions, but they are much more complicated and less sharp. 
In (1.1), g is assumed to be a posivive C2 function and h a Cl function of their 
arguments. It is possible to relax these hypotheses somewhat but we make these 
assumptions in order to keep the discussion simple. Furthermore Eq. (1.1) 
is assumed to be uniformly elliptic throughout D, i.e., 
g(u, q2) + 2q2 -i&+4 q2) > 0 (1.3) 
on solutions of (1.1). 
In what follows, for simplicity we use a prime to denote partial differentiation 
with respect to u and a dot to denote partial differentiation with respect to q2, 
e-g., 
ag g’=,,, g=ag a42 * (1.4) 
In order to motivate our work let us first look at the one-dimensional problem 
or 
r&4 u,“) %lz + h(% u,“) = 0, (1.5) 
uz2g‘ + h + r g + 2Kz2g1 %T, = 0. (1.6) 
If we multiply by u, then (1.6) implies 
[%%’ + 4 Kc + Hg + 2%2g1(%T2), = 0. 
We note that if a function @(u, q2) can be found such that 
(1.7) 
(us2g’ + h) d = *(g + 2U,ag) @‘, 
then (1.7) becomes simply 
(1.8) 
d@/dx = 0, (1.9) 
and thus we conclude that any solution of (1.8) which is defined on solutions 
of (1.5) must be a constant throughout D. But (1.8) is merely a first-order partial 
differential equation and we know in principle how to solve it. 
In what follows we shall show that certain functionals of solutions of (1.1) 
which satisfy first-order differential equations similar to (1.8) will under appro- 
priate assumptions satisfy maximum principles. In order to obtain explicit 
information from such a principle we must, however, be able to write down 
an explicit solution of (1.8). This question is discussed further in Section 2. 
The last section of the paper is devoted to some possible applications of the 
material in Section 2. 
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Our aim in this paper is to find functionals of the solution of (1.1) which not 
only satisfy a maximum principle but which in addition are such that there 
exists a domain D (or a degenerate limiting domain) for which the functional 
is constant throughout D. If such a functional can be found, then integration 
over D (or subdomains of D) and use of the maximum principle will lead to 
isoperimetric inequalities. 
II. DERIVATION OF MAXIMUM PRINCIPLES 
In this section we derive various maximum principles for a class of functions 
@(u, Q; a) depending on a parameter OL and defined on classical solutions of the 
elliptic partial differential equation (1.1). In the special case in which g is a func- 
tion of 4” alone and h(u, 4s) = f(u) * p(q*), we demonstrated in [3] how to con 
struct approapriate functions CD directly in terms of g, f, p, and 01. This is no 
longer possible for solutions of the more general equation (1.1). Instead, moti- 
vated by the situation in one space dimension, we ask CD to satisfy the first- 
order linear partial differential equation 
2&!qu, 9’) = a@‘( g + 2@&9, (2.1) 
where H is a function to be appropriately chosen, and 01 is a parameter to be 
specified later. We impose further the condition 
cb>o (2.2) 
on solutions of (1.1). Let us note that for given H and g, Eq. (2.1) can in principle 
be solved. In fact if Y((x, y; a) = constant is a family of solutions of 
dr 
z=- 
2Wx, Y> 
4&e, Y) + 2Y %cG Y)PYl ’ (2.3) 
then an appropriate choice for Q, would be @(u, q2; a) = Y(ti, 4s; a) provided 
this function satisfies (2.2). Under reasonable hypotheses on the right side of 
(2.3) there will exist a solution of the form 
y = F(x; a). (2.4) 
In such a case the choice 
(2.5) 
would satisfy both (2.1) and (2.2). 
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We first prove the following: 
THEOREM 1. Let u(x) be a solution of (1.1) in some bounded domain D C RN. 
Let @ be any solution of (2.1), (2.2) with 01 = 1, where His assumed to satisfy the 
further condition 
PgH/( g + Wk)l[h + q”g’ - HI’ - gP + q2g’ - HI’ 
+ [h + q2g’ - Hl( g’ - H/qz) Z 0. (2.6) 
Then @ takes its maximum value either on 80 or at a critical point of u (i.e., a 
point in D where grad u = 0). 
Let us observe that if (2.1), (2.2) can be solved with H = h +- q2g’, then con- 
dition (2.6) is satisfied. The proof of Theorem 1 is based on the construction 
of a suitable elliptic differential inequality for the function @. By successive 
differentiation we obtain 
@,k = CPU,, + 2&ci,u,i ) 
@,kj = Qnu,ku,j + 2@(“,iju,iU,k + u.ik”,iu,j) 
+ 4@“,iku,iu,lju,Z + @tu,kj + 2d(u,ikiu,i 4 U,ikU,ij)7 
A@ = Wq2 $- 4&U,dkU,iUsk + ‘IdiU,i~U,~U,~$l,~ 
+ @’ Au + 2@u,i AU,i + u,iku,<k)* 
(2.7) 
(2.8) 
(2.9) 
Some of the terms in (2.8) and (2.9) can be eliminated by means of (1. I) if we 
combine the quantities (22/g) @,ki~,k~,i and A@. This leads to 
A@ + $ @.kjU,kU,j = $ {g@ + g2d - ,f@}(U,i$4,$,~)2 
+ 4 {d”g( g + 2q2& - g@ - g(h + q2g’). d + g(h + q2g’)@ 
g2 
+ q2g’g@ u,ik”,iu,k 
+ i {@ - &} u,ik”.iu.jku.j + 2h,,kU,0 - (h + !12g’) F 
+ $ (g + 2q22) @” - 2qG (h +R12g’ )‘. 
We now rewrite u,~~u,~u,~ and u,~~u,~u,,~u,~ in terms of @Sk as 
u.ik”,fU,k = -@‘q2/2d + terms containing Qsk, 
U,iku,iU,ikU,j = W2q2/4Qj2 + terms containing @,, . 
(2.10) 
(2.11) 
(2.12) 
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The term u,ilc~,ik cannot, however, be represented in such a way. Several 
alternatives may be used to get rid of u,;g,,, , each leading to a different type 
of inequality. To establish Theorem 1, we make use of the Cauchy-Schwarz 
inequality 
@".ilcu.ik > u,dk”,iu,5ku,i * (2.13) 
Inserting (2.13), (2.11), (2.12) into (2.10), we obtain after some reduction, the 
following inequality for functions @(u, q2; a) satisfying (2.1) and (2.2) 
A@ + $ @.kj”.ku,j + wk@,k 
> 2@q* 1 -a 
‘2 
g I [ 
- gH’- 
cd &?fq2f.) + H k$- -41 
+ a(g2t;q2f) I? + q2g’ - fa* - 0 + q2d - HI’ 
+ (6 -$)[h+g’q2-w/, (2.14) 
where W, is a vector function which is singular at critical points of u. For the 
special choice 01 = 1, (2.14) reduces to 
- dh + n”g’ - HI’ + [h + q2g’ --HI (d -$)}. (2.15) 
Thus we have A@ + (2g/g) @,kju,kU,j + W,@,, 3 0 if 01 = 1 and if condition 
(2.6) is satisfied. According to Hopf’s first principle [l], the function $(u, q2; 1) 
must therefore take its maximum value either on aD or at a critical point of u. 
It is interesting to note that in the two-dimensional case, the Cauchy-Schwarz 
inequality (2.13) may be replaced by the identity 
q*U,~jU,~j = (AU)* q” f 2usiku,iu,jku,j - 2 AU u,$d,iu,k e (2.16) 
Instead of inequality (2.14), we are then led to the following identity for any 
solution @(u, q2; 1) of (2.1) 
2q*& z- 
g I 
g ;;q2i [h + q2g’ - HI’ - [h + q2d - W’ 
+ P + q2g’ - HI h--H q2g 19 (2.17) 
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where l@k is a vector function which is singular at critical points of u. As a con- 
sequence, we have the following minimum principle: 
THEOREM 2. Let u(x) be a solution of (1.1) in some bounded domain D C R2. 
Let @ be any solution of (2.1), (2.2) with LY = 1, where H is assumed to satisfy 
the further condition 
g ;;q2g [h + q2g’ - H]’ - [h + q2g’ - HJ’ + [h + q2g’ - HJ h 6;;” < 0. 
(2.18) 
Then @ takes its minimum value either on aD or at a criticalpoint of u. 
We observe again that if (2.1), (2.2) can be solved with H = h + q?g’, then 
conditions (2.18) and even (2.6) are satisfied (so for @(u, q*; I), both Theorems 1 
and 2 apply). 
The choice a! = 1 is not the only interesting one. In fact the following result 
can be established: 
THEOREM 3. Let u(x) be a solution of (1.1) in some bounded domain D of R”. 
Let 0 be any solution of (2.1), (2.2) with 01 = N, where H(u, q”) is assumed to 
satisfy the further condition 
[l -&]/N(Ff;2g) -gH’+g’H-gg’2qZ/ 
2gH 
+ N(g 4 2q2i9 
[h + q2g’ - H]’ -g[h + q2g’ - H]’ 
+ [h + q2g’ - HI (g’ + &) > 0. (2.19) 
Then @ takes its maximum value on aD. 
Let us observe that in contrast to Theorems 1 and 2, condition (2.19) is not 
automatically satisfied for H = h + q’g’, but becomes merely 
%(h + g’q2)@ + g’q2)’ 
Nk + 2q2d - g(h + q2g’Y + g’h 2 0. 
(2.20) 
The proof of Theorem 3 is similar to that of Theorem 1, except for the fact 
that the Cauchy-Schwarz inequality (2.13) is replaced by an inequality which 
is stated in the following. 
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LEMMA 1. For any solution of (1. l), it follows that 
h2 ‘2 
u,ijusij 3 - - -gi- q 
g2N g 
- s (g + 2q2&f) u.ik”,iu,k . (2.21) 
For the proof of (2.21), let us define 
(2.22) 
with 
LU = Au + $ q2 + ‘; U.ikU*iU,k = -; , (2.23) 
where aij is the Kronecker symbol. Inequality (2.21) then follows from the fact 
XijXij Z O- 
The insertion of (2.21), (2.1 l), and (2.12) into (2.10) now leads to the following 
uniformly elliptic differential inequality for functions @(u, pa; LX) satisfying (2.1) 
and (2.2) 
+ 7 (@j’[h + q2g’ - H]’ - @[h + q2g’ - If]‘} 
+ $ [h + q2g’ -H]{g’q’(l -k, +f+&;, +h-+q$-I, 
(2.24) 
where wk is a vector function uniformly bounded in D. For the special choice 
CL = N and under assumption (2.19), we are led to A@ + (2j/g) O,kju,ku,j + 
rkask >, 0, and the conclusion of Theorem 3 is then a simple consequence of 
Hopf’s first principle [l]. 
We note that the conclusion in Theorem 1 is less precise than the conclusion 
in Theorem 3. Under certain hypotheses,’ it is, however, possible to show that 
@(u, q2; 1) cannot take its maximum value on aD. Suppose, for instance, that 
u = const. on aD. A computation of the normal derivative in the outward direc- 
tion of any function tD(u, q2; 1) satisfying (2.1) and (2.2) gives 
a@ -= 
an g :$, (--un[h + u,z2g’ - HI - k(N - 1) un2g} (2.25) 
46 PAYNE AND PHILIPPIN 
on i?D, where un is the outward normal derivative of u, and k denotes the mean 
curvature of aD. In the special case in which H = h + @g’, (2.25) shows that 
&D/&z < 0 for a convex domain D. Therefore for this choice of H, @(u, qa; 1) 
cannot take its maximum value on 80 in view of Hopf’s second maximum 
principle [2]. This fact together with Theorem 1 implies the following: 
THEOREM 4. Let u(x) be a soZution of (1.1) satisfying the boundary condition 
u = const. on aD in some bounded convex domain1 D. Let @(u, q2; 1) be any 
solution of (2.1), (2.2) with 01 = 1 and H = h f q2g’. Then @ takes its maximum 
value at a critical point of 21. 
Other circumstances guaranteeing the conclusion of Theorem 4 are listed 
in the next theorem. 
THEOREM 5. Let u(x) be a solution of (1.1) satisfying the boundary condition 
g(u, q”) au/an = const. > 0 on aD for some bounded convex domain1 D C R2. 
Let @(u, q2; 1) be any solution of (2.1), (2.2) with 01 = 1 and H = h + q2g’. The-n 
@ takes its maximum value at a critical point of u. 
We omit the proof of Theorem 5, which is similar to the proof of a special 
version presented in [3]. 
If H satisfies the conditions of Theorem 3, Hopf’s second principle may 
sometimes be used to obtain bounds for qmax or to get information on the location 
on aD of the point at which @ takes its maximum value. For further details the 
reader is referred to [3]. 
To conclude this section let us remark that for the special case of ( g(q2) u,~),~ +
f(u) p(q”) = 0 already d iscussed in [3], the associated first-order equation (2.1) 
with H(u, q”) = f (u) p(q2) b ecomes exact when divided through by p(q”), and 
can easily be integrated to yield the functions 
@(u, 42; r~) = a 6 g(s) ;$g’(‘) ds + 2 J;f($ dv (2.26) 
already considered in [3]. 
III. EXAMPLES 
In this section we list a few examples of problems to which the maximum 
principles may be applied. 
1 It is not actually necessary for D to be convex. It is sufficient that k be nonnegative 
on aD. 
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EXAMPLE 1. Let U(X) be a solution of 
Au + z&q2 + bPe) = 0 in DC RN, 
u=o on ao. 
For the special choice 
qu, 42) = u(rzq2 + bPq, 
a solution of (2.1) is easily found to be 
(3.1) 
(3.2) 
@(u, q2; a) = 
Foror = l,wehave 
42pa)zsz / b e uWa/nf-c) 
9 a-cdc#O, U--arc 
a.q2Pe + bu2, a - OLC = 0. 
(3.3) 
a-c#O, 
(3.4) 
a-c=o, 
to which Theorem 1 applies since (2.2) and (2.6) are satisfied with H given by 
(3.2). It is easily checked that with @ given by (3.4) and D convex, &D/an is 
nonpositive on 30 and hence @(u, q2; 1) must assume its maximum value at a 
critical point of u. For b > 0 the resulting inequality @(u, q2; 1) < C&&U, 0; 1) 
may be solved to obtain 
I 
b -at? __ e 
a-c 
(p&&-e) _ p*(a-c)), a # c, 
q2 d 
be-cue(u&s;x - u2), 
(3.5) 
a = c. 
The fact that (3.4) takes its maximum value at an interior critical point demon- 
strates that if b < 0, Eq. (3.1) admits only the trivial solution. 
EXAMPLE 2. In this example let U(X) be a solution of 
(g(q2) u, & i + &?-ul(l+Qe)“* = 0 in DC RN, 
U==O on aD. 
(3-e) 
Hopf’s principles imply that any solution of (3.6) must be nonnegative in D 
and satisfy u, < 0 at each point of aD. (Note that u E 0 is not a solution of 
the equation.) 
so5i371 r-4 
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We are unable to solve (2.1) explicitly with H = h; however, for (Y = 1 
the choice 
Hz52 (3.71 
satisfies the conditions of Theorem 1. In this case a solution of (2.1), (2.2: 
and thus an admissible function @ is given by 
CD= s x2 [g(s) + 2@(s)] ds + 424. (3.8: 
It is easily seen that if D is convex then &D/&r < 0 on i3D and thus we conclude 
that 
f” (g(s) + 2@(s)) ds < 4(umsx - u) in D. 
For cy = N the special choice 
H = 2e-“max (3.10; 
satisfies condition (2.19) and then Theorem 3 yields 
@(IA, q2; N) = N s” (g + 2~2) ds + 4uePmax < 5;~ di, (3.111 
0 
from which we easily see that q takes its maximum on aD. For D convex. 
Hopf’s second principle thus yields 
2(N - eeumax) 
&hax) 4max G N(N _ 1) k < (N - :, hnin ’ 
(3.12; 
where li,h, is the minimum mean curvature on aD. 
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