Visible and near-UV emission lines of titaniumlike highly charged ions Sb, I, Xe, Ba, Cs, Sm, Eu, Hf, Ta, W, Re, and Pt were observed using an electron beam ion trap. The wavelengths of the magnetic dipole transitions between ground-state fine-structure levels, (3d 4 ) 5 D J , were measured for these elements. These were compared with our own theoretical values, which were obtained with an extended set of configurations, and yielded differences of less than 0.6% for the elements below Zϭ60, and about 0.1% for those over Zϭ60.
I. INTRODUCTION
Accurate measurements of transition energies between the ground-state configurations of highly charged ions are important for an understanding of the atomic structure in manyelectron systems. In addition, the systematic observation and identification of intense lines in the visible region are also important for plasma diagnostics to measure the ion temperature, density distribution, and local magnetic field strength ͓1-3͔. The transition lines within the 3s 2 3p k ground state for plasma impurity ions such as Ti, Fe, Ge, and Mo have been systematically observed ͓3-6͔. However, in plasmas with temperatures over 5 keV, which are being achieved in the new generation of plasma devices, these lines cannot be used, since the ions will be ionized to higher charge states. Instead, other transitions become useful in higher charge state: high-Z ions with higher ionization potentials.
Feldman, Indelicato, and Sugar ͓7͔ conducted a search for new forbidden transition lines of highly charged ions with ionization energies of 5-10 keV, which could be suitable for plasma diagnostics at optical wavelengths. This search employed a multiconfiguration Dirac-Fock ͑MCDF͒ method to perform ab initio calculations of candidate transitions. They found a sequence of magnetic dipole transitions between the fine-structure levels of the (3d 4 ) 5 D J (Jϭ2,3) ground terms in Ti-like ions that appeared in the visible and near-UV region over a wide range of atomic number.
The wavelengths of these transitions have been measured for Xe, Ba, Nd, Gd, Yb, W, Au, and Bi with the Lawrence Livermore National Laboratory ͑LLNL͒, the National Institute of Standards and Technology ͑NIST͒, and Oxford electron beam ion traps ͑EBIT's͒ ͓8-14͔. The theoretical results obtained by Feldman, Indelicato, and Sugar ͓7͔ reproduced the experimental results fairly well, but the absolute values differ by about 5% from the measured ones. Thereafter there were some attempts to improve theoretical wavelengths. The differences in the results of Beck ͓15͔ were reduced to 1-2 % for Xe, Ba, Gd, and Nd. Recently Beck ͓16͔ reported the theoretical wavelengths for W and Bi, which were compared with the experimental values measured by Porto, Kink, and Gillaspy ͓10͔. The differences were about 0.7% for W and 0.06% for Bi. These demonstrate that systematic measurements of atomic transitions are indispensable to refining calculations of the atomic structure of many body systems.
In level, the intensity ratio should be connected with the lifetime ratio and also with the branching ratio. We obtained the branching ratio of the (3d 4 ) 5 D 2 -5 D 3 transition in Sm ions by calibrating the intensities relatively. Electron beam energies higher than 2 keV were needed to produce sufficient trapped Ti-like ions for the elements measured in this study. The identification of these lines is considered to be particularly important for diagnostics of high-temperature plasmas. Recently, we also performed ab initio calculations with the MCDF method for various elements besides those calculated by Beck ͓15,16͔. The calculated wavelengths are compared with the data obtained in the experiments.
II. EXPERIMENT
The experimental setup is shown in Fig. 1 . The Tokyo-EBIT ͓17,18͔, constructed at the University of ElectroCommunications, was used to produce and trap highly charged ions. An electron beam emitted from an electron gun was accelerated toward a trap region, and compressed by an axial magnetic field produced by superconducting magnets. Ions produced in the trap were subjected to further electronimpact ionization, resulting in the production of highly charged ions. The maximum electron beam energy and current of the Tokyo-EBIT were designed to be 300 keV and 300 mA, respectively. However, in this study a much lower-energy beam was used so that the generation of Ti-like ions was optimized. At such low beam energies it was difficult to transport a stable electron beam without serious loss of electrons to the inner surfaces of the device. For a given beam energy, the EBIT was tuned to give the maximum beam current obtainable.
Source elements were introduced into the trap by various methods. Sb was injected into the trap as an organometallic compound, Sb͑CH 3 ͒ 3 , via a gas injection port. I 2 and Xe were also introduced through this port. Cs was injected from the top of the EBIT as singly charged ions from a Cs ion source ͑Heat Wave aluminosilicate ion source͒. Ba was evaporated from the cathode of the EBIT electron gun and thereafter ionized in the trap. A metal vapor vacuum arc ͑MEVVA͒ ion source, which was fitted above the EBIT, was used to inject low-charged ions of metallic elements as Sm, Eu, Hf, Ta, W, Re, and Pt. The MEVVA was fired every 4 s. In the present study, to avoid the contamination of emission lines from other elements, a coolant gas such as neon was not introduced into the trap.
Ions were trapped radially by the electric potential produced by the electron beam. The trap region of the Tokyo-EBIT consists of a series of three cylindrical electrodes, called drift tubes. Axial trapping was achieved by applying a positive potential to the end drift tubes. For Sb, I, Xe, Cs, and Ba measurements the voltage of the lower drift tube ͑i.e., nearest to the electron gun͒ was 150 V and that of the upper one 50 V with respect to the central drift tube. The voltage of the central drift tube was raised instantaneously every 20 s from 0 to 100 V to dump unwanted ions, which tend to accumulate in the trap. On the other hand, for the other measurements the voltage of the lower drift tube was 500 V and that of the upper one, 400 V. In this case, the voltage of the upper drift tube was lowered instantaneously every 4 s from 400 to 0 V to introduce source ions, synchronously with the MEVVA fire.
A biconvex fused silica lens with a focal length of 153.8 mm was used in this experiment. The diameter of the lens was 100 mm, although the effective diameter was about 40 mm after considering defocusing due to aberrations. Rays that passed outside the effective diameter could not hit the entrance slit of the monochromator. The monochromator was of a Czerny-Turner type ͑Jobin-Yvon HR320͒ with a focal length of 320 mm and an f number of 4.2. A grating of 600 grooves/mm, blazed at 750 nm was used in second order for the I, Xe, Cs, and Ba measurements, while a grating of 1200 grooves/mm, blazed at 400 nm was used in first order for the other measurements. The width of the entrance slit was 100 m in all experiments. The lens and the monochromator were aligned on an optical axis defined by a laser beam. The lens was initially placed at 347 mm and the monochromator entrance slit at 612 mm from the electron beam axis of the EBIT, yielding an image demagnification factor of about 0.8. The position of the monochromator was optimized by maximizing the transmitted light intensity from the EBIT. A liquid-nitrogen-cooled charge-coupled device ͑CCD͒ detector ͑Princeton Instruments LN/CCD-1100-PB/VISAR͒ was placed in the focal plane of the monochromator. The CCD detector array consists of 1100ϫ330 24-m square pixels, which corresponded to a wavelength of about 0.055 nm in the configuration employed. The spectral coverage of a single image on the CCD was about 60 nm.
We obtained two-dimensional images at the focal plane of the monochromator. Figure 2 shows an example spectral image of I 31ϩ , taken with a 30-min exposure. The many dots scattered around the image are most probably due to cosmic rays. To obtain spectral lines as a function of horizontal pixel position along the CCD, the intensity of each pixel was added vertically ͑columnwise͒. In doing so we eliminated any rows of pixels containing spikes. An accumulated spectrum was then obtained by adding several spectra together. The resulting spectra obtained are shown in Fig. 3 . The experimental conditions are also shown in the figure.
III. RESULTS
The wavelength scale was calibrated using emission lines from standard lamps ͑He, Ne, Ar, Kr, and Hg͒ placed outside the EBIT, and shone through a fused silica window opposite to the monochromator port. Gaussian functions were fitted to obtain the centroid positions of the calibration lines, and thus determine the wavelengths corresponding to specific positions on the CCD. A third-order polynomial, deduced from the wavelength-position relation obtained in calibration, was used to convert the position scale to a wavelength scale.
A similar procedure used for the calibration lines was employed to determine the centroid positions of the observed lines in the spectra shown in Fig. 3 . These results are tabulated in Table I The measured errors were obtained by first taking the statistical uncertainty at each pixel, which arises from photon counting statistics, propagated into the wavelength value through the fitting procedure mentioned above. These errors were then added in quadrature to the uncertainty originating from the wavelength calibration due to the errors associated with measuring the centroid positions of the calibration lines on the CCD. The position of the external lamps was different from the trapped ions in the EBIT, which might be a cause of systematic errors. These were checked in situ by comparing the wavelengths we determined with those previously reported, which were measured several times in between the measurements reported here. Kaufman and Sugar ͓19͔ reported that the wavelengths of Kr 22ϩ 3 P 1 -3 P 2 and Ar 13ϩ 2 P 1/2 -2 P 3/2 were 384.09͑3͒ and 441.24͑2͒ nm, respectively. In this study the wavelength of Kr 22ϩ 3 P 1 -2 P 2 was measured as 384.05͑9͒, 384.05͑4͒, and 384.08͑4͒ nm, and that of Ar 13ϩ 2 P 1/2 -2 P 3/2 was 441.26͑8͒ nm. The values in the parentheses represent the standard errors. These results agreed within the quoted uncertainties, suggesting that our calibration procedure was reasonable. We confirmed that the lines disappeared when the ion injection was stopped, and also checked that the appearance potentials of the measured lines were just above the ionization energies for the production of the Ti-like ions. In Fig. 4 , as an example, the intensity of the observed (3d 4 ) 5 D 2 -5 D 3 M 1 transition in Ti-like Re ions is shown as a function of electron beam energy. The actual value of the interaction energy should be corrected for the potential drop due to the space charge of the electron beam. With operating conditions of 100 mA and 5.5 keV, the correction value is calculated to be Ϫ240 eV, and is accounted for in the data of Fig. 4 . As shown in this figure, the threshold for observation of the measured line was 2-300 eV above the ionization energy for the production of Ti-like Re ions, which is about 4.7 keV ͓20͔. No other lines were observed in this wavelength region when we operated at a 4.7-keV electron beam energy. Similar results were obtained for the other elements. From these observations and with aid of the theoretical predictions, we confirmed the lines observed to be due to the (3d 4 ) 5 D 2 -5 D 3 transition of Ti-like ions. Figure 4 corresponds to the relative excitation function when we neglect the energy dependence of the polarizations.
We carried out MCDF calculations to obtain ground-state energies of the fine-structure levels of the Ti-like ions using the GRASP92 code ͓21͔, and subsequently obtained wavelengths of the (3d 4 ) 5 D 2 -5 D 3 and (3d 4 ) 5 D 4 -5 D 3 transitions. Details of the calculations will be presented in another paper ͓22͔. The energy levels are plotted in Fig. 5 , wherein the energy values of the Jϭ3 levels are taken to be zero. In the low-Z region the orders of the energy levels are Jϭ4, 3, 2, 1, and 0. Figure 5 demonstrates that the energies of the Jϭ2 levels are almost constant with respect to those of the Jϭ3 levels, resulting in a virtually Z-independent wavelength variation of the (3d 4 ) 5 D 2 -5 D 3 transitions. This contrasts with the other energy levels, which change rapidly with respect to Z when compared to each other. All the energy levels vary rapidly with respect to Z when considered in isolation. Over Zϭ52 the energy of the Jϭ4 level is lower than that of the Jϭ3 level, and at around Zϭ62 the energy of the Jϭ4 level has almost the same value as that of the Jϭ2 level. 10ϩ,13ϩ,14ϩ in the visible region, with better accuracy than the others. However, their result is slightly outside the range of our uncertainty. Crespo López-Urrutia et al. ͓12͔ also reported the wavelengths for Ti-like Xe and Ba ions. Their results agree with ours within the range of our uncertainties. The theoretical results qualitatively reproduce the change of wavelength with respect to Z; however, the absolute values calculated by Feldman, Indelicato and Sugar ͓7͔ depart somewhat from the experimental ones. In our results the discrepancy has been reduced to less than 0.6%. This may be due mostly to the inclusion of higher excitedstate configurations such as 3l Ϫ1 nl(4рnр7;lЈр6) and 3d Ϫ2 nlnЈlЈ(4рn,nЈр6;l,lЈр5) which represent some of the electronic correlation effects missed in the calculations by Feldman, Indelicato, and Sugar ͓7͔.
B. Sm and Eu
As shown in Fig. 5 To do this, we first measured the sensitivity of the present optical detection system, including the monochromator to the polarization, by using the combination of a linear polarizer and several unpolarized emission lines ͑Jϭ1-0 transitions͒ from Ne and Ar discharge lamps at around 370 nm. Second, we took account of the possible degree of the alignment produced on the initial state, 5 D 3 . The branching ratio of the (3d 4 ) 5 D 2 -5 D 3 transition was experimentally estimated to be about 67% if we assumed an unpolarized line emission. By using the maximum and the minimum values of the alignments, it was consequently estimated that the measured intensity ratio corresponds to a branching ratio ranging from 60% to 69%. The theoretical branching ratio for Sm 40ϩ is 62.9%. Thus the theoretical value is slightly smaller than the experimental one. The present estimation of the experimental branching ratio is rather rough. Precise measurements of the polarizations are needed.
C. Hf, Ta, W, Re, and Pt
In this range of Z, the measurements for Yb, W, and Bi were performed at NIST ͓10͔, and those of W and Au at LLNL ͓13,14͔. There are two different measurements for W; the result at NIST was 362.6͑2͒ nm ͓10͔ and that at LLNL was 362.713͑10͒ nm ͓13͔. The wavelength in the present set of measurements was 362.67͑5͒ nm. These results agree well with each other within the uncertainties. When we compare the values for W obtained in the present experiment and calculation, the agreement is rather good, and the difference is about 0.06%, while with Feldman, Indelicato, and Sugar ͓7͔ it is about 2%. For Hf, Ta, W, Re, and Pt ions measured in this study, the differences of the theoretical values from the experimental ones are almost constant and less than 0.1% ͑0.4 nm͒. However in the cases of Sb, I, Xe, Cs, and Ba ions, the differences were about four times larger than these ions. In Fig. 6 the differences are shown for all available data including those previously measured. Above Zϭ60 the differences are almost constant and less than 0.16%. Accuracy of the calculations for high Z elements are pretty good, while below Zϭ60 the differences suddenly become larger. In the region from Zϭ40 to 60 the coupling scheme changes from LS coupling to JJ coupling, where the state should be described with intermediate coupling. In the present calculations the basis functions with JJ coupling were used in solving MCDF equations. Over Zϭ60 the states are well described with JJ coupling. Thus the theoretical results over Zϭ60 were more accurate than those below Zϭ60.
V. CONCLUSION
In this study we have measured the wavelengths of magnetic dipole transitions between fine-structure levels in the ground term of Ti-like ions. Our theoretical results agree well with the experimental ones. The differences are less than 0.6% for elements below Zϭ60 and about 0.1% ͑0.4 nm͒ for those over Zϭ60 ͑the worst being 0.16% for Z ϭ83͒. Although the accuracy in the range of Zϭ51-56 was worse than that over Zϭ60, the differences are not more than 0.6%. We can conclude that the present calculation may well predict unmeasured wavelengths of the same transitions along the Ti-like sequence, especially for higher Z elements. The list of wavelengths for elements other than those reported here will be presented in another paper ͓22͔. The anomalous behavior predicted by Feldman, Indelicato, and Sugar ͓7͔ was confirmed by the experiments over a wide range of atomic numbers.
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