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ABSTRACT 
A feasibility study of an irrigation development proposal should 
include an analysis of the effects of water supply conditions on the 
degree to which development objectives are expected to be realised. A 
method of making this analysis was developed based on procedures for 
solving two problems. These were; (a) optimally allocating a 
property's available supply of water among competing crops, and, (b) 
optimally controlling an open channel distribution system to meet 
temporally and spatially varying water demand. The procedure 
developed for solving (a) was applied. 
A stochastic dynamic programmcing procedure was developed to 
optimally schedule the irrigation of a single crop, subject to 
constraints on the timing of water availability and total application 
depth. A second procedure was developed, employing a constrained 
differential dynamic programmcing algorithm, for determining optimal 
irrigation schedules for use with variable application depth systems, 
and when several crops compete for an intra-seasonally limited supply 
of water. This procedure was called, as frequently as water supply 
conditions allowed, to provide short-term irrigation schedules in a 
computer simulation of the optimal irrigation of several crops. An 
application system model was included in these procedures to transform 
a crop water-use production function into the required irrigation 
water-use production function. This transformation was a function of 
the application device type and the mean application depth •. 
From an analysis of the on-property effects of water supply 
conditions, it was concluded that in order to achieve high economic 
and irrigation efficiencies, water supply conditions must be 
sufficiently flexible to allow the application system operator to vary 
the mean application depth but not necessarily the time periods of 
water availability. Additionally, irrigation scheduling procedures 
which seek economically optimum strategies offer the potential to 
achieve a maximum level of net benefit at levels of water availability 
significantly lower than has previously been used for design purposes. 
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CHAPTER 1 
INTRODUCTION 
1.1 AN ANALYSIS OF WATER ALLOCATION RULES IS REQUIRED 
The management of water for irrigation has become critically 
important worl~-wide because of increasing competition for water 
resources. within New zealand, competition is now such that the 
supply of water to some major irrigation schemes will be restricted 
enough for the traditional objective of maximising yield per unit area 
to be unattainable in many years. 
All irrigation systems in New Zealand must operate within 
statutory limits on water availability. These limits have been 
expressed in a variety of ways, depending on the mechanism by which 
they were established. Within this thesis these statutory limits will 
be referred to as Water Allocation Rules. A Water Allocation Rule 
governs the transfer of water from a property's source of water to the 
on-property distribution and application sub-systems. It prescribes 
some or all of the following: 
(i) time pe!r"iods of water availability, 
(ii) a maximum abstraction rate, 
(iii) the total volume of water abstraction per unit 
time period (week, month, or season). 
An increase in competition for water is usually reflected in 
increasingly restrictive Water Allocation Rules as society tries to 
equitably share out the water resource. 
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As the probability of yield loss increases with increasingly 
restrictive water Allocation Rules, it is reasonable that property 
managers have sole responsibility for water management on-property 
since the degree to which their irrigation development objectives are 
realised is at risk. 
Irrigation water management is the task of scheduling irrigation 
events in time and amount, subject to constraints on water 
availability and application, in order to maximise the degree to which 
a property manager's irrigation objectives are realised. 
It is important therefore, that those establishing a Water 
Allocation Rule don't, unwittingly, divest the property manager of 
that responsibility by insensitively constraining water availability. 
Consider, for example, a property irrigated by an application system 
which can only apply a fixed volume of water. If water was supplied 
on the first two days of a fortnightly cycle then it could be argued 
that the property manager has insufficient flexibility to schedule 
irrigation events and therefore bears little responsibility for the 
outcome. A careful analysis of the on-property effects of an assumed 
Water Allocation Rule is therefore required before it is legally 
established. 
It may be expected that the costs incurred in providing and/or 
making full use of a water Allocation Rule increase as the flexibility 
of the Rule increases - particularly for community irrigation schemes. 
If a "fixed-roster" Water Allocation Rule is adopted, for example, 
then the water supply agency has sufficiently good knowledge of the 
temporally and spatially varying water demand pattern to be able to 
operate an upstream controlled distribution system. This is sometimes 
referred to as a "least-cost" solution because minimal storage is 
required within the distribution system. On the other-hand, a 
distribution system capable of delivering water on a "demand" basis 
may require sufficient in-system storage to meet unpredicted demand 
and hence be of higher cost. 
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In a competitive situation, an opportunity cost is incurred when 
water is allocated to one group of users at the expense of others. 
Often such costs are non-commensurate and the effect of a water 
Allocation Rule on such costs often less predictable than in the 
example above. Nevertheless a method of analysing the effects of a 
range of water· Allocation Rules should provide sufficient information 
on water usage to allow an assessment to be made of the opportunity 
cost of the water diverted for irrigation use. 
From the foregoing, one might anticipate that a trade-off 
situation existed with flexible water Allocation Rules having high 
on-property benefits but high off-property costs. Conversely, a rigid 
water Allocation Rule might be expected to generate lower on-property 
benefits but have low off-property costs. This appears to be the 
basis of a recommendation by Merriam (1974) on the operation of 
irrigation systems. He stated that 
"for on-farm irrigation to be efficient and 
economical, (it) must have a water supply that is 
fle~ible in frequency, rate and duration, and is 
under the control of the irrigator. The degree of 
control must be studied with the economics of the 
farmer, the distribution agency and the water 
supplier being considered as one system and with 
the increased costs of the distribution agency 
offset by the on-farm savings or increased 
yields." 
In summary, a procedure is required for quantifying the on and 
off-property effects of any given water Allocation Rule to assist 
those involved in the management of water resources. 
1.2 THE BASIS OF AN ANALYSIS OF WATER ALLOCATION RULES 
Because on-property irrigation systems within New Zealand must 
operate within statutory limits on water availability, these limits 
may be considered to be the operational interface between the 
on-property irrigation system and whatever is the source of water. 
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The physical interface is usually a turnout or tubewell. Thus 
providing water is always available according to the terms of the 
Water Allocation Rule, managers of water on-property need only 
consider water availability in terms of the Rule. 
Although it ·is rarely a legal requirement that a water 
distribution agency meet the terms of a particular Water Allocation 
Rule, there is usually a strong moral obligation to do so. 
Consequently one may assume that one of the requirements of 
distribution system operation is the meeting of legitimate water 
demands under the prevailing Water Allocation Rule. 
In order then, to evaluate the effects of a Water Allocation Rule 
on the costs and benefits of irrigation development, two problems 
concerning the management of irrigation systems must be solved. 
(i) The problem of managing water applications in 
compliance with a given Water Allocation Rule, 
and other constraints on irrigation activity, 
in such a way that the degree to which a 
property manager's irrigation objectives are 
met is maximised. 
(ii) Where water is made available through a 
community irrigation scheme, the problem of 
determining the best way of operating·the 
scheme's distribution system so as to meet 
legitimate water demands. 
For the remainder of this thesis, these problems will be referred to 
as the on-property water management problem and the distribution 
system management problem respectively. 
A solution to the first problem provides a method of evaluating 
the variation in ori-property costs, benefits and water-use with 
changes in the Water Allocation Rule. Similarly, solution of the 
second problem provides a way of evaluating the effects of changes to 
the Water Allocation Rule on off-property benefits and costs. The 
later methodology should also provide hydrographs of water abstraction 
from source and discharge to receiving waters to serve as the basis of 
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an assessment of the opportunity cost of water diverted for 
irrigation. 
1.3 PREVIOUS ANALYSIS OF WATER ALLOCATION RULES 
1.3.1 Evaluating on-property effects of water Allocation Rule 
It is usual that the mathematical model of the 
soil-plant-atmosphere system is the same for all crops during a 
simulation of growth and yield. The dominant features of an analysis 
of the on-property effects of water Allocation Rules will then be the 
rationale of water management on-property and the relationship between 
irrigation applications and crop yield. These features therefore 
determined the criteria according to which existing procedures for 
solving the on-property water management problem were reviewed. 
(a) Anderson and Maass' approach 
At present the leading, and possibly only published, attempt to 
quantify the effects of water Allocation Rules on the ability of 
property managers to realise their irrigation development objectives 
is that of Anderson and Maass (1971). 
The main objective of their study was the development and testing 
of procedures by which irrigation system developers can evaluate and 
compare alternative methods of allocating water among properties. In 
terms of the problems outlined above, they address the first. The 
basis of their analysis .was a simulation of the managed flow of water 
in an irrigation scheme. 
An irrigation strategy was specified at intervals of seven, ten, 
or fourteen days. The basis of this strategy was an allowable level 
of depletion of plant available water and deterministic climatological 
data. The allowable depletion was chosen so that yield reduction was 
avoided. Irrigation was either "full" or not undertaken at all. An 
application efficiency of 50% was assumed. 
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Associated with the schedule of irrigation events was a loss 
schedule. This schedule specified the percentage reduction in final 
yield that would occur if an irrigation event was missed. The loss 
schedule was used, along with a priority system, as the basis of 
allocating a limited supply of water. Crops given priority were 
irrigated first. Any remaining water was applied to crops in order of 
priority determined on the basis of the loss that would be incurred if 
a field which needed irrigating could not be (until the next water 
availability cycle). 
(b) Limitations in their approach 
The principal limitations of their work centre on the inability 
at that time to determine the effects on crop yield of an irrigation 
of less than 100% adequacy or of irrigating at times other than those 
used in the process of validating their model. 
The adequacy of irrigation, as used herein, is the ratio of the 
mean change in plant available water to the maximum possible change in 
plant available water at the time of irrigation. Thus "full 
irrigation" is equivalent to an adequacy of 100%. 
These limitations precluded the consideration of irrigation 
objectives other than that of achieving maximum yield per unit area. 
Given a situation where the water available or allocated is limited to 
the extent that yield loss is likely, the more fundamental objective 
of seeking the economically optimum level of irrigation would be more 
appropriate. 
The method Anderson and Maass (1971) used to partition the 
available water among competing crops was essentially static and 
reactionary in that the allocation was made solely on the basis of the 
current state of the soi1-p1ant-atmosphere system. If a forecast of 
soil moisture depletion is made and used as the basis of irrigation 
management then the opportunity exists to manipulate the magnitude and 
timing of irrigation applications in order to maximise the degree to 
which irrigation objectives are realised, subject to constraints on 
water availability. 
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(c) An overview of related work 
Following the development of several simple models relating crop 
water-use to crop yield, there has been much interest in developing 
algorithms for determining the optimal intra-seasonal allocation of 
water to crops. The optimisation techniques applied to the irrigation 
scheduling problem have, in recent years, been dynamic and 
manipulative in approach - in contrast to the approach of Anderson and 
Maass (1971). The majority of the algorithms have applied the dynamic 
programming method to develop optimal irrigation schedules for one 
crop and consider up to two constraints. 
The basis of an evaluation of the benefits of an irrigation event 
is the relationship between water applied and crop yield - a part of 
which is the c·rop water-use/crop yield relationship. Published 
algorithms which address the optimal irrigation scheduling problem 
assume a constant efficiency and adequacy of irrigation in order to 
transform the crop water-use/crop yield relationship to a water 
applied/crop yield relationship. This approach ignores the effect of 
both the mean application depth and the non-uniformity of water 
application on the efficiency and adequacy of an irrigation event. 
It has been shown, by Howell (1964) for example, that the 
efficiency of an irrigation event is a nonlinear function of mean 
application depth and some measure of the uniformity of water 
application. Thus in order to evaluate the benefits of water 
application a.model is required which, for a particular application 
device, relates the actual change in plant available water to the mean 
application depth and measure of non-uniformity. The effects of that 
change in plant available water on crop yield could then be evaluated 
using existing models for simulating the plant available water balance 
and for predicting crop yield. 
Of the procedures available for determining optimal irrigation 
schedules for several competing crops, only that of Pleban et al. 
(1984) appears sufficiently efficient, in a computational sense, to 
find practical application. Unfortunately, their approach assumes 
that irrigation will be to a pre-defined level of adequacy. As water 
value varies intra-seasonally, in response to variations in supply and 
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demand, for example, the optimal adequacy of irrigation can be 
expected to vary. Thus an efficient procedure for determining the 
optimal irrigation of several competing crops, which includes the 
adequacy of irrigation as a decision variable, was required. 
(d) Summary 
A review of a previous analysis of water Allocation Rules, and of 
work related to the solution of the on-property water management 
problem, revealed that existing methods were inadequate in two areas. 
(i) Existing methods of optimally managing 
irrigation water on-property do not account 
for the variation in the adequacy of 
irrigation with mean application depth nor 
with the uniformity of application. 
(ii) Existing, computationally efficient, methods 
of optimally managing the irrigation of 
several competing crops assume a constant 
adequacy of irrigation. 
1.3.2 Evaluating off-property effects of water Allocaton Rules 
Historically the less flexible water Allocation Rules have been 
those which regulate the transfer of water from the open channel 
distribution system of a community irrigation scheme to each property. 
In recent years there has been a call for more flexible water 
Allocation Rules in these schemes in order to realise the potential of 
recent developments in water management techniques (for example, 
Replogle and Merriam, 1980; Burt and Lord, 1981). 
Although a systematic analysis of the on-property effects of 
varying degrees of flexibility appears not to have been undertaken in 
recent years, a required level of flexibility is often specified in 
the literature (Burt and Lord, 1981, for example). This rule-of-thumb 
suggests that since application rate is usually fixed, the frequency 
and duration of irrigation events should be at the discretion of 
property managers. It appears that water supply agencies have 
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accepted this "desired" level of flexibility and sought, in 
rehabilitation and new projects, the best way of achieving it. 
Consequently the variation in off-property costs and benefits over a 
range of water Allocation Rules appears not to have been evaluated. 
(a) An overview of related work 
Methods of operating open-channel distribution systems to meet 
both deterministic and stochastic demands for water are well developed 
(U.S.D.I., 1973). Thus a range of solutions exist for the 
distribution system management problem. 
Computer simulation of distribution system operation has been 
used in the initial setting up of the automatic gate control 
algorithms required to implement some distribution system operating 
methods (U.S.D.I., 1973; CUnge and woolhizer, 1975; Zimbleman, 1981). 
These simulation models, and the range of operating methods, 
provide the basis of an experiment, the object of which is to find the 
best combination of water Allocation Rule and operating system. 
Considering each water Allocation Rule in turn, the operation of the 
distribution system to meet representative, legitimate, water demand 
patterns could be simulated for each possible distribution system 
operating method. output of such simulations usually include 
hydrographs at key locations throughout the distribution system. Such 
data enables the sizing of components and therefore cost estimation, 
in addition to other measures of performance. Inflow and discharge 
hydrographs provide much of the information required for an assessment 
to be made of the effects of irrigation development on other water 
users. 
(b) Sununary 
Although an analysis of the off-property effects of variations in 
water Allocation Rules appears not to have been made, methods of doing 
so, based on computer simulation of distribution system operation, 
exist. 
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1.4 THESIS OBJECTIVES 
The overall objective of this thesis was to develop a procedure 
for quantifying the on and off-property effects of water Allocation 
Rules. In order to realise this objective, two management problems 
required solution. A review lead to the conclusion that existing 
procedures for solving the on-property water management problem were 
inadequate for the intended use. However existing procedures were 
available for solving the distribution system management problem. 
Accordingly, the specific objectives of this thesis were as 
follows: 
(i) Develop an application system model which 
expresses the adequacy of an irrigation event 
as a function of the mean application depth 
and uniformity of application for inclusion in 
procedures for optimally managing water 
on-property. 
(ii) Develop an algorithm for optimally managing 
the irrigation of several competing crops 
specifically allowing for intra-seasonal 
variation in the adequacy of irrigation 
events. 
(iii) Having developed these water management tools, 
test the hypothesis that maximising the degree 
to which a property manager's irrigation 
development objectives are achieved depends on 
the adoption of water Allocation Rules which 
provide irrigators with the opportunity to 
schedule irrigation events in time and amount. 
1.5 APPROACH TAKEN TO SOLVE THE MANAGEMENT PROBLEMS 
Both the on-property water management and the distribution system 
management problems were expressed as optimisation problems. That is, 
the aim was to maximise the degree to which some measure of 
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performance was realised, subject to constraints - particularly those 
attributable to the imposition of a water Allocation Rule. The 
objectives of this thesis included the development of procedures for 
performing this optimisation, where suitable procedures did not exist. 
Because the emphasis of following chapters is on the solution of 
the on-property water management problem, the remainder of this 
section focusses on the approach taken to solve it. Specifically, the 
objective of irrigation and the constraints considered are briefly 
discussed along with the solution methods employed. Discussion of 
these aspects of the distribution system management problem is 
contained in section 2.2. 
1.5.1 Solution procedure 
A review of current approaches to solving a range of optimal 
irrigation water management problems supports the applicability of 
dynamic programming methods to such problems. Where the objective is 
to manage the irrigation of a single crop, prototypical dynamic 
programming has been successfully applied. (The primary form of 
dynamic programming requiring discretisation of the state and decision 
variables is referred to herein as prototypical dynamic programming). 
However, as the number of crops irrigated increases beyond, say 
three, the dimensionality of the optimisation problem increases to the 
point where the computational requirements of effecting a solution via 
prototypical dynamic programming exceed the capability of most 
existing computers. Progress has been made in recent years in solving 
multi-dimensioned optimisation problems with dynamic programming 
methods (Murray and Yakowitz, 1979). One of these methods, 
differential dynamic programming, was used in this work as the basis 
of improved procedures for optimally managing irrigation water 
on-property. 
In consequence, the mathematical expression of the objective of 
irrigation - the objective function - had to satisfy two primary 
criteria. The objective function had to be able to be expressed as 
the composition of individual stage (or time period) rewards i.e. it 
had to be separable. In addition the objective function had to be 
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monotonic. 
1.5.2 Objectives of Irrigation 
From the viewpoint of the managers of irrigated properties, a 
fundamental objective of irrigation is to achieve the economically 
optimum irrigation practice wherein the marginal cost of irrigation 
equals the value of the marginal product. 
In many regions, for climatic reasons, there is considerable 
seasonal variability in the income gained under dry-land management 
systems. In such regions the economically optimum property management 
strategy may prescribe a second objective of irrigation - minimise the 
seasonal variability in income. 
The optimisation procedures developed herein employ the first of 
these objectives. The degree to which the second objective was 
realised was evaluated by simulating the optimal (according to the 
first objective) operation of an irrigation application system over 
several years. 
1.5.3 Operational constraints on irrigation scheduling 
Of particular interest in this work was the effects of 
constraints on water availability on the degree to which the above 
objectives were realised. Accordingly the optimal irrigation 
scheduling procedures developed for this work allow specification of 
the frequency with which irrigation decisions may be made, the 
duration of irrigation, and the maximum abstraction rate for 
irrigation. A procedure developed for use in scheduling the 
irrigation of a single crop allows the specification of an upper limit 
to seasonal water-use, whereas that developed for several competing 
crops does not 
1.6 OUTLINE OF CHAPTER CONTENTS 
CUrrently available methods of solving the management problems 
posed in section 1.2, as a basis of analysing water Allocation Rules, 
are reviewed in Chapter 2. For completeness, methods of solving both 
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problems have been reviewed although subsequent development of the 
objectives of this thesis relate only to the on-property water 
management problem. 
Chapters 3 and 4 review mathematical models of the dynamics of 
water movement on-property and of the prediction of crop yield. These 
models seek to mimic the essential interactions of components within 
and between the relevant biological and engineering systems 
on-property. Some of the inputs to this production system are 
controllable. It is these ·inputs which the manager manipulates in 
order to maximise the degree to which objectives are realised. 
Dynamic programming methods provide a means of logically and 
efficiently searching for values of the controllable inputs which 
maximise an objective function. Stochastic dynamic programming was 
applied (Chapter 5) to the problem of optimally managing the 
irrigation of a single crop. A new procedure, based on constrained 
differential dynamic programming, for optimally managing the 
irrigation of several competing crops is described in Chapter 6. 
Having developed procedures for solving the water management 
problem on-property, these were then used to explore the variation in 
net benefit ($/ha) and seasonal water application in response to 
changes in the rule specifying the frequency, rate and duration of 
irrigation. In addition, the effect of interaction between 
application system type and water Allocation Rule on net benefit and 
seasonal water-use was explored. The results of these sensitivity 
analyses are presented in Chapter 7. 
Conclusions are presented in Chapter 8 concerning the performance 
of the on-property water management procedures developed and of the 
effects of water Allocation Rules on irrigation performance 
on-property. Tentative conclusions are then drawn on the possible 
off-property effects of differing water Allocation Rules. 
- 13 -
2.1 INTRODUCTION 
CHAPTER 2 
IRRIGATION SYSTEM MANAGEMENT 
An irrigation scheme can be considered as an interactive system 
consisting of several, apparently independent users, and a single 
water distributor. The physical interface between users and the 
distributor is commonly referred to as a turnout. The interface at 
the level of system control is the scheme's water All?cation Rule. 
The water Allocation Rule plays the key role of defining constraints 
on water availability within which on-property water management must 
take place and prescribes the objectives of, and some constraints on, 
distribution system management. 
The overall objective of this thesis was the development of a 
method of analysing the effects of a water Allocation Rule on measures 
of irrigation scheme performance. It was stated in the previous 
chapter that the method of analysis could be based on procedures for 
solving two problems: an on-property water management problem and a 
distribution system management problem. This chapter reviews 
irrigation system management, and related work, with the purpose of 
identifying existing techniques for solving these problems. 
The objectives and constraints on water management on-property 
that are considered in this thesis were discussed in section 1.5. The 
main focus of the on-property water management component of this 
review was to identify suitable procedures for optimising water 
management on-property and where these procedures needed further 
development to better suit the intended use. The approach taken in 
reviewing means of solving the distribution system management problem 
was firstly to define the objectives and constraints on distribution 
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system management. Having done so, possible solutions to this problem 
were reviewed. The use of computer simulation as a method of 
quantifying the degree to which each possible solution enables the 
objectives to be realised, subject to constraints being met, was then 
explored. 
2.2 WATER MANAGEMENT "ON-PROPERTY" 
2.2.1 Irrigation scheduling practices 
Since the development of quantitative irrigation scheduling 
techniques in the late sixties, notably by Jensen et.al. (1970), 
irrigation water management and irrigation scheduling have become 
synonymous terms and are used as such in this thesis. The importance 
of scheduling irrigations in time and amount has increased in response 
to more constraints on water availability, increased costs of 
irrigation, and as irrigation has spread onto areas where soil 
conditions exist which restrict water movement or root development. 
Irrigation scheduling techniques in current use, or proposed, 
fall into one of three groups -
(i) those which use a measurement of the moisture 
status of the soil to determine soil moisture 
depletion 
(ii) those which estimate soil moisture depletion 
and maintain a soil moisture balance given 
measured water inputs 
(iii) those based on surrogate measurements of plant 
stress 
The direct reading methods routinely use tensiometers, soil moisture 
blocks, or neutron probes to indicate the status of soil moisture. 
Having obtained an estimate of the current soil moisture level the 
decision to irrigate is based on an allowable level of depletion -
this being determined on the basis of experience or experiment. Group 
(i) methods commonly engender more confidence in the decisions 
subsequently made because, supposedly, the current soil moisture state 
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has been established. However, given the usually small number of 
samples taken in relation to the number required to satisfy 
statistical sampling criteria, this confidence is sometimes 
unwarranted. Nevertheless this method is routinely used, often as a 
valuable check on the estimates provided by a group (ii) method 
(Harrington and Heerman, 1981). 
As long as models of the depletion and infiltration processes are 
validated, the water balance methods of group (ii) can successfully 
simulate the temporal sequence of soil moisture level for an entire 
season without adjustment (Heerman et.al. 1976). This approach has 
been applied at two levels - a chequebook approach in which simplified 
calculations are done by hand, and computer-based systems. The 
computerised scheduling system developed by Jensen et.al. (1970) 
maintains a water budget based on meteorological and irrigation event 
data and forecasts the timing and amount of the next irrigation given 
a maximum soil moisture depletion level. This method has been 
extensively applied with minor modification and local calibration 
(A.S.A.E., 1981). The chequebook approach has been applied to a 
limited extent only, because of the hand calculations routinely 
required. 
The difference between ambient and leaf temperatures has long 
been recognised as an indicator of stress, including water stress 
(Gates, 1964; Hiler et.al., 1974). This, together with recent 
advances in infrared thermometry which make possible the rapid 
sampling of large areas of crop, has encouraged the development 'of 
irrigation scheduling methods based on the above temperature 
measurements (Jackson et.al., 1977; Jackson et.al., 1981; Slack 
et.al., 1981; Jackson, 1983). Although infrared thermometry makes 
spatial sampling efficient, it inherently provides a measure of crop 
temperature at one point in time. Given the diurnal variation in leaf 
water potential (Kramer, 1969) and thus, potentially, water stress, 
the decision to irrigate must be based on either the temperature taken 
at some representative point in time or some integral function of the 
ambient/crop temperature differential with respect to time. Having 
then decided that irrigation is necessary to avoid further crop 
stress, the decision of what quantity of water to apply must be made 
- 16 -
on the basis of measurement or estimate of current soil moisture 
status (group (i) or group (ii) respectively). Rather than applying 
this measurement technique directly to irrigation scheduling, it may 
be better employed as a means of validating transp~ration process 
models, such as Federer's model (Federer, 1979), which could then be 
simplified on the basis of a sensitivity analysis, for use in the 
computerised water balance methods of group (ii). 
Regardless of which approach is taken to schedule irrigation, the 
timing of irrigation and the amount applied must be determined by 
considering the objectives of irrigation, the response of plants to 
stress induced by soil water depletion, the constraints on water 
availability, and the projected change in soil water 1eve1(s). Thus 
irrigation scheduling is an optimisation problem. 
Most current irrigation scheduling practices assume no active 
constraints and negligible irrigation costs. under such conditions 
the economically optimum irrigation practice will be that which 
maximises yield per unit area. Irrigatioij is initiated before soil 
moisture reaches a critical point at which crop yields will be 
adversely affected. Determining the quantity of water to apply 
involves a trade-off between the adequacy (and thus the time till next 
irrigation) and the efficiency of the irrigation event. 
As water availability has decreased, or as the cost of irrigation 
has increased, the importance of evaluating the degree to which a 
proposed irrigation strategy meets the objectives of irrigation has 
increased. In order to make this evaluation, computerised water 
balance scheduling methods are generally used in conjunction with a 
model relating irrigation water-use to crop yield. 
2.2.2 Optimal irrigation scheduling procedures 
In practice all irrigation scheduling takes place within a 
complex of constraints. These include a Water Allocation Rule, the 
physical dimensions of the on-property distribution and application 
systems, managerial ability, labour availability, and economic 
conditions. Whether such constraints are binding to the extent that 
evapotranspiration deficits, with a consequent loss of yield, are 
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unavoidable depends, in addition to the severity of the above 
constraints, on the mix of crops competing for water, the physical and 
chemical properties of the soils, and the prevailing meteorological 
conditions. Thus the occurrence of yield reduction due to the action 
of constraints is a random variable, the effects of which are to 
increase the seasonal variability in yield and thus income. This 
aspect must be considered in any analysis of water Allocation Rules. 
Two main streams of research are evident in the literature 
concerning the application.of Operations Research techniques to the 
problem of optimally allocating water to crops. The majority of 
published work focusses on methods for determining the optimal 
intra-seasonal allocation of water to a single crop. The approaches 
developed and the results obtained have provided a useful background 
against which to consider the second problem of ~etermining the 
optimal intra-seasonal allocation of water to several competing crops. 
2.2.2.1 Single crop optimal irrigation scheduling procedures 
Irrigation is an attempt to reduce the variability and increase 
the magnitude of crop yield, usually for economic reasons, by 
modifying the root environment of the growing crop through the 
application of water in addition to precipitation~ In attempting to 
optimise some measure of performance, key elements of the system must 
be adequately included within the optimisation method. These include 
a relationship between some time varying measure(s) of the state of 
the root environment and the measure of performance, a relationship 
between the control action(s) taken, through time, and the temporal 
sequence of the state of the root environment, a prediction of future 
exogenous (external to the system) water inputs (since real-time water 
management is a forecasting task), and constraints on the supply of 
water for irrigation. 
The degree to which the above requirements were met in early 
optimal irrigation scheduling procedures was largely determined by the 
relationship between crop yield and water inputs. For example Flinn 
and Musgrave (1967) accumulated crop yield over the stages (time 
periods) into wh~ch the season was divided - the yield accruing within 
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each stage being a function of the number of irrigations and the 
effective rainfall and evapotranspiration per stage. Implicit in this 
relationship was some measure of the ability of the application system 
to deliver water to the root zone in a spatially uniform manner. It 
was also assumed that future weather patterns would be the same as 
those prevailing at the time the required input data was obtained by 
experiment. The length of each stage was thirty days within which up 
to a maximum number of rostered irrigation applications could occur. 
In addition the maximum number of irrigation applications per season 
was limited. 
A method of separating the effects of control action on the root 
environment and "root environmental regime on crop yield was proposed 
by Hall and Butcher (1968). They assumed that a relationship between 
final crop yield and some representative measure of the soil moisture 
level prevailing" during each stage was available. They then used a 
continuity equation to describe the dynamic response of the root 
environment soi~ moisture level to depletion and infiltration 
processes. In doing so they assumed full knowledge of future climatic 
conditions. The performance of the application system in delivering 
water to the rootzone was quantified as a constant application 
efficiency. The" water allocation rule w~not explicitly included 
although a known upper limit on the total seasonal use of water~s 
included as a constraint. In common with Flinn and Musgrave (1967), 
Hall and Butcher (1968) us~prototypical dynamic programming (OP) to 
solve their formulation of the optimal irrigation scheduling problem. 
A stochastic dynamic programming (SOP) procedure for determining 
the irrigation policy which maximises the expected net benefits of 
irrigation, subject to an upper limit on total seasonal water use, was 
developed by DeLucia (1969). The significant difference between his 
and earlier approaches was the explicit consideration of rainfall and 
streamflow (input to surface storage) as stochastic variables. 
Streamflow was modelled as a Markov process with a one-stage lag 
period. Rainfall was modelled as a stationary process. The 
probability matrices and vectors, respectively, required at each stage 
were arbitrarily chosen in what was essentially a methodological 
study. Whilst the formulation of a OP-based solution to the optimal 
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irrigation scheduling problem is straight-forward, its implementation 
is computationally difficult for problems with a high number of state 
variables. DeLucia's main contribution was in demonstrating the 
feasibility of a three-state, SDP solution of the optimal irrigation 
scheduling problem. In doing so he provided ins~ght into the effects 
on solution stability, error propagation and computational effort of 
changes in the degree of state variable discretisation. Similar 
approaches were taken by Burt and Stauber (1971), Dudleyet.al. 
(1971), and Windsor and Chow (1971). However they all assumed no 
additions to storage occurred during the irrigation season and thus 
dropped streamflow as a stochastic variable. Dudley et.al (1971), in 
particular, made use of this easing of computational burden by 
increasing the detail with which soil water depletion processes were 
modelled. The state variable transition probabilities required in an 
SDP solution were determined, in the work reviewed to this point, by 
simulating plant processes under conditions determined by historical 
sequences of rainfall and evapotranspiration data. In all cases the 
performance of the irrigation application system was quantified as a 
constant application efficiency. The assumed water allocation rule, 
in all cases,· was such that irrigation decisions could be made on the 
first of an "n"-day stage only (typically 6 to 15 days). The 
availability of water within each stage was not specified. 
Following the development of models using the evapotranspiration 
ratio (actual/maximum) as a measure of plant stress induced by soil 
water depletion (for example Jensen (1968)), Howell et.al. (1975), 
and Blank (1975) (cited by Cordova and Bras (1979)) developed SDP 
procedures to solve the optimal irrigation scheduling problem given 
limited total seasonal water use. Again, in order to transform the 
crop yield/crop water use relationship to the required 
crop yield/water applied relationship a constant application 
efficiency was assumed. Howell et.al. (1975) assumed that water was 
available every day. 
The analytical derivation of the state variable transition 
probabilities, as an alternative to evaluation through simulation, was 
demonstrated by Cordova and Bras (1979). This was the first of a 
series of three studies of the effects on the optimal irrigation 
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policy and the expected net benefit, of modelling the meteorological 
environment at different levels of complexity. Cordova and Bras 
(1979) modelled rainfall as a stochastic, statiqnary process and 
considered evapotranspiration a deterministic variable. They used the 
same case study as Blank (1975) whose results compared favourably with 
their own. They also showed how an estimate of the variance of net 
benefits could be derived analytically. Rhenals and Bras (1981) 
assumed no rainfall input and modelled weekly evapotranspiration using 
either the normal or log-normal distribution with serial correlation 
modelled by a set of first-order Markov models •. Their experience 
indicated that the model formulation was feasible but that the effect 
of including evapotranspiration as a random variable in the irrigation 
scheduling procedure on irrigation performance measures was minimal. 
Rodriguez and Bras (1982) followed up the work of Cordova and Bras 
(1979) in assuming deterministic evapotranspiration but dropped the 
assumption of a stationary rainfall regime. However the results of 
their case study using stochastic cluster point processes for rainfall 
modelling and forecasting showed only a marginal improvement over the 
results of Cordova and Bras (1979). Throughout this series of studies 
it was assumed that irrigation decisions were made and implemented on 
the first day only of a stage of "n" days length. A constant 
application efficiency was assumed. Whilst Cordova and Bras (1979) 
stated that it .was possible to include a system capacity constraint in 
their procedure they made no attempt to do this and so evaluate the 
effects of such a constraint on the optimal irrigation policy. 
In summary, procedures for optimising the irrigation of a single 
crop are fairly well developed with most of the key elements of the 
on-property system adequately modelled. Depending on the region of 
application, models of greater or lesser degrees of sophistication may 
be chosen - for example in the choice of rainfall model. However, one 
part of the system which has not been adequately modelled is the 
application system. Specifically, the relationship between the 
quantity of water applied and the resulting change in plant available 
water has been assumed to be adequately expressed by a constant 
application efficiency. The work of stewart and Hagan (1973), for 
example, suggests that the relationship between mean application depth 
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and the change in plant available water is non-linear, due (in part) 
to the non-uniformity of water application. Considering the key role 
of this relationship in transforming the crop water-use/crop yield 
relationship to an irrigation water-use/crop yield relationship, such 
a departure from what has been assumed may have a significant affect 
on the optimal irrigation schedule and the levels of performance 
achieved. Thus an application system model was required in order to 
relate the change in plant available water to the mean application 
depth and the non-uniformity of water application. 
2.2.2.2 Optimal irrigation scheduling for several competing crops 
The additional complexity of this problem over single crop 
optimal irrigation scheduling arises when constraints exist on the 
availability of resources. In practice, there is physical 
independence between the field units of a property and so long as 
resources are available to fully meet the optimal requirements of 
individual field units, multiple-field optimal irrigation scheduling 
reduces to the problem discussed in the previous section. 
Resource limitations may effect changes in the optimal irrigation 
policy in two ways. A constraint on the total seasonal use of a 
resource, such as water or capital, may exist and, either in concert 
with or separate from this, there may exist constraints on the 
intra-seasonal supply of resources, such as water (system capacity) or 
labour. The imposition of constraints thus gives rise to three 
separate control cases. 
(a) Seasonal constraint 
A solution for the first case in which there are only constraints 
on the total seasonal use of resources was proposed by Hall and Buras 
(1961). They demonstrated how dynamic programming could be used to 
optimally apportion a limited seasonal water supply among crops given 
a relationship between yield or income per unit area as a function of 
seasonal water use for each crop. Such relationships have been 
determined by field experiment (Vaux and Pruitt, 1983) and, 
alternatively, could be synthesised using one of the single crop 
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optimal irrigation scheduling procedures reviewed in the previous 
section. 
(b) Intra-seasonal constraint 
The second case, in which there are only constraints on the 
intra-seasonal availability of resources, has been divided into two 
sub-classes of problems by Trava et.al. (1977). This subdivision may 
be considered where it is possible to store a resource for use 
throughout the current and/or later stages. 
Consider the irrigation season divided into an arbitrary number 
of stages. If the desired level of resource use during any stage 
cannot be met in full by the delivery of resource·,during that stage 
plus that available "on site", then competition for that resource is 
un-mitigated. If, however, exploitation of available storage and the 
scheduling of replenishment earlier than would otherwise be necessary 
makes resource use possible at the desired level over all stages, then 
intra-seasonal competition for that resource has been mitigated. In 
this situation it may be possible to re-define the optimal control 
problem in simpler terms. 
This latter sub-class of the optimal irrigation scheduling 
problem was considered by Trava et.al. (1977). They assumed that the 
water supply rate and soil water storage capacity was such that whilst 
water requirements during some stages were greater than the water 
supply rate, nevertheless all fields could be irrigated before soil 
water depletion reached the level below which crop growth would not 
continue at the maximum rate (all other things being equal). They 
then re-defined the objective function in terms of cost minimisation. 
The original objective of profit maximisation was thus claimed to be 
implicitly included in the re-defined problem. 
The results of the solution procedure developed by Trava et.al. 
(1977) may be difficult to implement because spatial aspects of 
surface irrigation systems were not properly considered. Pleban 
et.a!. (1983) developed a new solution procedure in order to overcome 
this difficulty. They grouped smaller field units in larger groups 
and required all field units in a group to be irrigated before 
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irrigation of the next group begins. To achieve this Trava et.al.'s 
(1977) assumption that irrigation of a field-unit must be completed in 
one day was dropped. In a comparative test alongside conventional 
scheduling, Pleban et.al.'s (1983) scheduling procedure saved up to 
ten percent of the labour cost. The cost of including the spatial 
limitations of the application system was an increase in computational 
effort. In orde.r to reduce the computational time and storage 
requirements and to more realistically model the non-linearities of 
labour costs and procedures, Pleban et.al. (1984) re-developed their 
earlier optimal irrigation scheduling algorithm. By changing the 
solution method from the branch and bound method to a binary-state, 
"reaching" dynamic programming method and making use of the memory 
management features of the programming language PASCAL, they claim to 
have made feasible the execution of their optimal irrigation 
scheduling procedure on micro-computers with about 512 kBytes of RAM. 
The differences between the procedures for determining optimal 
irrigation schedules for a single crop and the last three procedures 
for determining optimal irrigation schedules for several competing 
crops should be noted at this point. In order to reduce the required 
computational effort to manageable proportions, stochasticity has been 
dropped and the decision for each crop at each stage has become fully 
irrigate or not at all; that is, a binary decision. Whilst the number 
of stages has remained approximately the same, in order to more 
quickly adjust policy to stochastic disturbances, the planning horizon 
has changed from the whole of the season to the next seven to fifteen 
days. This is consistent with the assumption of no total seasonal 
constraints. Because irrigation applications have been constrained in 
time, in the procedures of Trava et.al. (1977) and Pleban et.al. 
(1983, 1984), to occur before soil water depletion reaches the yield 
limiting level, the use of a crop yield/crop water use function has 
not been required. However the underlying assumption that yield 
maximisation is optimal, may not, given high water and/or energy 
costs, be consistent with the objective of profit maximisation. The 
inclusion of spatial aspects of application system management 
constraints was a worthwhile improvement. 
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(c) Both seasonal and intra-seasonal constraints 
When constraints exist on both the intra-seasonal availability 
and the whole-season use of resources (case three) then procedures for 
determining the optimal irrigation schedule for several competing 
crops must be capable of adjusting the true value of a resource in 
response to the degree of competition for the resource at both the 
intra-seasonal and the whole-season levels. This appears not to have 
been recognised by Windsor and Chow (1971). They used a DP procedure 
for scheduling irrigations .for individual crops at various levels of 
whole-season water use and used the results (in terms of stage-wise 
resource use, whole-season resource use, and benefits) as input to an 
LP model purporting to maximise whole property profit. In scheduling 
a property's intra-seasonal resource use, the LP model generates 
stage-varying shadow prices for each resource. A shadow price is that 
price which must be added to the purchase price in order to equate 
optimal resource use with resource availability. It is thus a measure 
of scarcity. When added to the purchase price, a measure of the 
"true" economic value of the resource is determined. Because Windsor 
and Chow's (1971) DP solution did not allocate water on the basis of 
its "true" value, its use may not have been optimal. This was 
recognised by Yaron and Dinar (1982) who took the analysis one stage 
further by using the "true" resource price in a subsequent DP solution 
to refine the optimal resource use for each field unit. This 
iterative procedure was terminated when there was no further 
significant improvement in the value of the objective function. 
Although Yaron and Dinar (1982) did not comment on the computational 
cost of this procedure it would appear to have more application as a 
planning tool rather than as a real-time scheduling procedure. 
To sum up, procedures for optimising the irrigation of several 
competing crops are not well developed for cases involving 
intra-seasonal constraints on water availability. In order to 
overcome the difficulties which arise because of the high 
dimensionality of the optimisation problem, it has been assumed that 
irrigation events will be of 100% adequacy. Because of this 
assumption, efficient solution procedures have been limited to the 
subclass of problem (b) whereby exploitation of available soil water 
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storage, and the timing of irrigation events earlier than would 
otherwise be necessary, enables the mitigation of the intra-seasonal 
constraint on water availability. As water availability reduces, or 
as application costs increase, it may no longer be optimal to irrigate 
to 100% adequacy. Thus an optimisation procedure which was 
sufficiently efficient to allow the inclusion of the adequacy of 
irrigation as a (preferably continuous) decision variable was 
required. The availability of such a procedure may also be the basis 
of an improved method of solving the on-property water management 
problem in case (c). 
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2.3 DISTRIBUTION SYSTEM MANAGEMENT 
2.3.1 Introduction 
A significant part of the detailed investigation which precedes 
irrigation development should be the evaluation of the effects of a 
range of water Allocation Rules on the performance of the various 
systems comprising an irrigation scheme. Differences in system and 
sub-system performance arise through shifts in the centre of control 
of water transfers from the supplier to users. The water Allocation 
Rule defines in whose hands this control is effectively placed. 
In terms of developing a method of quantifying the effects of 
Water Allocation Rules, this section reviews the principal components 
of a procedure for solving the problem of how "best" to operate an 
open channel distribution system in order to meet legitimate water 
demands. These components are summarised in the following paragraphs 
from which the remainder of section 2.3 takes its pattern 
pre-requisites to determining what is the "best" way of operating 
an open channel distribution system are clear definitions of 
management objectives and the constraints within which the system must 
be operated. Accordingly, this section firstly defines parameters 
which quantify the degree to which the overall goal of distribution 
system operation is realised. Constraints on system operation are 
then speci fied. 
Several solutions to the problem of how "best" to operate a 
distribution system exist. An important input to these operating 
systems is information on the immediate past and present state of the 
distribution system. The type of monitoring, together with the 
control concept employed, gives rise to several types of operating 
system. Only the more common are reviewed. Beca~se of the range of 
possible solutions, it is useful to reduce the number of solutions to 
be considered by a preliminary matching of Water Allocation Rules with 
"feasible" operating systems. The basis of this matching is discussed 
and its outcome summarised. 
- 27 -
Ultimately, a means of "trying-out" each feasible solution and so 
generating the data required to evaluate the performance parameters is 
required. Simulation of distribution system operation is a practical 
means of achieving this and is briefly reviewed. 
2.3.2 Objectives 
It is rarely a legal requirement of the water Supply Authority 
that it meets the terms of a particular water Allocation Rule. 
Nevertheless there are usually strong moral and political obligations 
to do so. Consequently one may assume that the ultimate goal of 
distribution system operation is to meet legitimate water delivery 
requirements under the prevailing water Allocation Rule in such a way 
that over a "long" period of time, inflow to the distribution system 
equals water deliveries required of the distribution system. In 
general, inflow exceeds demand by an amount equal to infiltration and 
evaporation losses, dead storage, and operational spillage. 
In order to be of use in assessing the performance of 
distribution system operation, this objective needs to be made more 
specific. In fact, two different aspects of distribution system 
management are involved - the closeness with which inflow matches 
legitimate water demand and the quality of flow delivery to a user. 
(a) distribution system efficiency 
The traditional measure of how well inflow to the scheme matches 
water demand is the distribution system efficiency. This has been 
defined as the volumetric ratio of water deliveries to water 
abstracted from source (Painter and Carran, 1978). As such, this 
efficiency provides a useful, single-parameter, transformation of 
seasonal water application over all properties to scheme water-use. 
(b) delivery efficiency and delivery stability 
The quality of a water delivery has two components - the volume 
of water delivered compared to the volume of water required over a 
given time period and the stability of the rate of supply. Previous 
analyses of the quality of water deliveries have comprised a 
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statistical analysis of the variation in water surface elevation at 
various locations in a distribution system (zimbleman, 1981; Clemmens 
and Dedrick, 1984). However, since the intention is to deliver water 
according to volume and rate, it was considered that performance 
measures based on the rate of flow delivered over time was more 
appropriate. The performance parameters would thus be a function of 
not only the variation in water surface elevation over time but also 
of the ability of the turnout, or distributor, to isolate the rate of 
delivery from such variation. The following measures of performance 
are therefore proposed. 
with reference to Figure 2-1, define ••. 
1 
Delivery efficiency, De = 1 -
[t) t£ Q(t)dt Qr(t£-t
o
)] l' 
[Q
r
( tf-t
o
)] 2 
Delivery stability, 
where Q(t) = instantaneous discharge 
Qr = required discharge 
tf = required final time of delivery 
t = required initial time of delivery 
0 
- 29 -
2-1 
2-2 
...... _-----_:.. ..... ,.,-- --
. -.. _" .•. --"------_-0.-:"" 
Instantaneous discharge 
t 
o 
I 
I 
I 
I 
Required ~ .. : 
discharge : 
Time 
I 
I 
I 
I 
I 
I 
I 
I 
I 
Figure 2-1 Hydrograph of Turnout Flow 
Delivery efficiency is thus a normalised comparison between the 
required and actually delivered volumes over the duration (tf - to). 
Delivery stability is a normalised measure of the variation in 
delivery rate about the required delivery rate over the duration (tf -
to). OVer-supply is thus treated on equal terms with under-supply for 
the reason that over-supply, unless it may be stored for later use, 
may result in as inefficient water application on-property as under 
supply. Such inefficiencies on-property are often looked upon as 
on-propery problems whereas their source may be off-property. 
Defining delivery efficiency and stability in this way should assist 
in identifying the sources of inefficient irrigation water use • 
(c) multiple objective operational problem 
Both delivery efficiency and stability are likely to vary 
throughout the distribution system. Additionally, their relative 
importance is likely to vary, depending on the nature of the 
on-property application system, for example. Thus no single 
functional combination of these parameters is likely to adequately 
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express the quality of water delivery throughout an irrigation scheme. 
Depending on the operating system in use, the achievement of high 
distribution system efficiency may be in conflict with the achievement 
of high quality water deliveries. Thus the operation of a 
distribution system can be considered to be a management problem with 
multiple objectives. In seeking, then, the "best" method of operating 
a distribution system, an assessment must be made of the degree to 
which the following objectives are realised and the relative 
• 
importance of each. 
(i) Maximise distribution system efficiency. 
(ii) Maximise delivery efficiency. 
(iii) Maximise delivery stability. 
2.3.3 Constraints 
In sub-section 2.3.2 it was stated that the water Supply 
Authority is usually obliged to meet legitimate water demands. In 
practice, this is achievable by ensuring that the water surface 
elevation at all turnouts exceeds a minimum level for the required 
duration of delivery. Constraints on distribution system operation 
may then be specified in the following manner; 
the water surface elevation in all channels must 
be maintained within an upper bound and a time-
varying lower bound - the bounds being set with 
regard to safety and the meeting of water 
Allocation Rule requirements, respectively. 
2.3.4 Monitoring the state of the distribution system 
In principle the specification of the state of the distribution 
system at any point in time can be achieved by measuring either the 
flow rate through each control structure or the water surface 
elevation at frequent distance intervals throughout the system. Given 
knowledge of inflow/outflow rates, gate settings and channel 
characteristics as a function of time, the water surface profile in 
each channel reach may be calculated by numerical solution of the 
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gradually varied, unsteady flow equations. Given knowledge of the 
water surface profile, as a function of time, inflow and outflow 
hydrographs may be estimated using known relationships between the 
head differential across control points and discharge. 
Practical difficulties arise in monitoring the state of the 
distribution system, some due to the usually large geographical area 
served by open channel distribution systems. Although technically 
feasible, the task of instrumenting and providing telemetry for all 
water level recorders throughout the distribution 'system usually 
renders full monitoring economically infeasible. It is usually 
impractical to use control structures as flow measuring devices for 
the purposes of feedback control unless discharge through the 
structures can be measured to within plus or minus one or two percent 
(Zimbleman, 1981). Alternative devices, such as flumes or sonic flow 
meters, could be added to the system to satisfy flow measurement 
requirements. However the additional cost in capital and/or hydraulic 
energy generally renders this alternative infeasible. Assuming 
adequate measurement of flow rate was economically feasible, solving 
the gradually varied, unsteady flow equations requires knowledge of 
the friction factor for each channel reach. As channel resistance may 
vary over the duration of the irrigation season (due to weed growth, 
for example) another major difficulty is encountered. 
Because of these difficulties, operators of water distribution 
systems usually use water surface measurement at a selected location 
within each channel reach to monitor the state of the system (USDI, 
1973). 
2.3.5 Operating systems 
Several operating systems have evolved in response to the 
differing needs of water Supply Authorities and water users. These 
essentially reflect the balance of control in regulating the transfer 
of water from the 'distribution system to water users. In particular, 
different operating systems have evolved in response'to the water 
Allocation Rule adopted for different irrigation schemes. 
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There are two principal operating system concepts - upstream 
control and downstream control. Under upstream control, the effects 
of a change in the rate of flow propagate downstream whereas they 
propagate upstream under downstream control. Coupling these concepts 
with methods of monitoring the state of the distribution system forms 
the practical operating systems found in use today. Because of the 
relative ease of monitoring water surface elevation, the most common 
operating systems are based on the knowledge of the state of water 
surface elevation at key points. These operating systems are upstream 
controlled-level, downstream controlled-level, upstream 
controlled-volume, and downstream controlled-volume. 
(a) Upstream controlled-level 
Under upstream controlled-level, hydraulic controls are operated 
to regulate a water surface immediately upstream. Assuming perfect 
control the effects of a change in flow propagate downstream. water 
is introduced into the distribution system according to a demand 
schedule compiled in accordance with the water Allocation Rule. 
Accordingly, an upstream-controlled distribution system is generally 
referred to as a supply system. In order to be sure of satisfying 
demand it is usual to schedule an over-supply of water in terms of 
timing, rate and duration and to bywash the excess to waste or re-use. 
Figure 2-2 Upstream Controlled-level 
(after USDI, 1973) 
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(b) Downstream controlled-level 
The operation of hydraulic controls to regulate the water surface 
immediately downstream constitutes downstream controlled-level. 
Assuming perfect control the effects of a change in flow propagate 
upstream. The location of the element sensing the water surface is 
"selected to be the best single point to provide stability of control 
and to maximise channel capacity. Generally this means that the 
sensor should be at the downstream end of the reach" (USDI, 1973). A 
downstream-controlled distribution system automatically responds to 
the commencement or cessation of water abstraction. It is therefore 
often used synonymously with the term demand delivery (Burt and Lord, 
1981). Practical implementation of downstream control is dependent on 
the use of automated control. 
DOWNSTREAM 
CONTROLLER DOWNSTREAM CONTROLLER ...----i DOWNSTREAM 
____ ( -===:::=::_~_......JL ( ____ ======-_~ CONTROLLER 
-= 
Figure 2-3 Downstream Controlled-level 
(after USDI, 1973) 
Downstream control eliminates the need for developing schedules 
for either the operation of individual structures or for introducing 
water into the system. Operational waste is minimised because the 
amount of water being supplied to the distribution system is 
determined by the amount of water being withdrawn (Burt and Lord, 
1981). Except for control of deliveries (i.e. turnout operation), no 
manual input is required so long as the rate of supply from inlet or 
headworks, plus that available from distribution-system storage, is 
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sufficient to meet the demand. 
(c) upstream controlled-volume 
The California Department of water Resources pioneered the 
control of an open channel water supply system by a concept called 
"controlled-volume" (Frederiksen, 1969). This concept, as implemented 
on the California Aqueduct, required sizing the canal and control 
structures so that the same volume of water in each pool at the time 
of maximum discharge can be .retained at zero flow. This capacity was 
required to cope with rapid shut-downs but also provided the 
opportunity for in-canal storage. This storage was created by varying 
the water surface elevation through the proper use of control 
structures and varied with time and pool according to operational 
requirements. 
The controlled-volume method involves the nearly simultaneous 
operation of all flow control structures between the water source and 
the consumer(s). When such a change in flow is made the hydraulic 
gradient rotates approximately around the centre of the canal reach. 
water surface at maximum flow 
Water surface 
Nearly balanced volumes require no 
additional storage when increasing 
from no flow to maximum flow 
/?)/7/J/7/?;))///J 
Figure 2-4 Upstream Controlled-Volume 
With reference to Figure 2-4 it can be seen that in 
simultaneously opening all gates the wedge of water upstream of a 
control gate in effect moves to the wedge immediately downstream of 
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that gate. The time lags inherent when gates are operated 
sequentially were thus overcome and the time required to achieve a 
change in steady state conditions reduced. Conventionally operated, a 
change in flow initiated at source took ten days to reach the end of 
the California Aqueduct. Under controlled-volume control, the time 
required for changing deliveries in the aqueduct were decreased to a 
maximimum of about three hours anywhere in the system (Reynolds and 
Madsen, 1967). 
Upstream controlled-volume is an operating system which is 
fundamentally a supply system in that a requirement for water must be 
made known to the distribution system operators. However the time lag 
involved in meeting a requirement may be considerably reduced. 
(d) Downstream controlled-volume (Bival control) 
This operating system differs from that previously discussed in 
that the effects of a change in flow propagate upstream. Hence it can 
be considered a demand delivery system. Developed by SOGREAH (CUnge 
and Woolhiser, 1975), this operating system requires the simultaneous 
sensing of levels at the downstream and upstream ends of a reach. 
This information is used to command upstream control gate adjustments 
in such a manner that the water surface elevation at an intermediate 
point in the reach is held constant. Referring to Figure 2-5, the 
ratio of lengths EA and EB represent the weight used to average the 
information col~ected at the upstream and downstream ends. Suppose 
that EA equals EB, then the average of levels at A and B is taken as 
the feedback indicator. The gate near A will operate so as to 
maintain a constant level in the middle of the reach. The weight 
between upstream and downstream variations of water-level is defined 
as the ratio of propagation times between the ends of the channel and 
the controlled point. Hence changes in channel cross section can be 
easily accommodated. 
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A ------- E 
Figure 2-5 Downstream controlled-volume 
'---__________ --, B 
A 
/ ///J?/7?7?J /// ~ ////;;7/ //J7T 
Qout 
Figure 2-6 Mode of operation of Bival control 
The operation of the control system may be illustrated with 
reference to Figure 2-6. When an increase in water diversion occurs 
at the downstream end of the reach a negative wave propagates 
upstream. The drop in water level is sensed at B and the gate at A 
begins to open according to the new weighted average of water levels 
at A and B. The increased opening of gate A sends a positive wave 
downstream which, assuming equal weighting, meets the negative wave in 
the middle of the reach thus pivoting the water surface profile twice 
as quickly as in classical downstream control. 
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The advantages of this system include its inherent stability, as 
for any downstream control, minimal loss of water and permittance of a 
reduction in channel volume and hence capital cost. 
2.3.6 prelimary matching of water Allocation Rule and operating 
system 
The purpose of an initial matching of operating system with water 
Allocation Rule is to discard those combinations which are more likely 
than other combinations to 1ead to unstable conditions developing in 
the distribution system. While such combinations are not strictly 
infeasible, they usually require a great deal of effort, and therefore 
cost, to commission and operate (for example, the dynamic regulation 
approach). More simple approaches are usually available. Having 
established a set of "feasible" solutions, distribution system 
performance, in terms of capital cost, efficiency, and delivery 
quality, may then be estimated for each feasible solution by 
simulation. 
It is useful to classify a water Allocation Rule according to the 
following criteria to facilitate matching of water Allocation Rules 
and operating systems. 
A water Allocation Rule may be classified as "user-orientated" if 
the user has the flexibility to vary the frequency of irrigation and 
the quantity of water applied. In assessing this the interaction of 
water Allocation Rule and application system must be considered. 
Suppose, for example, a water Allocation Rule fixed only the frequency 
of availability. If the application system could only apply a 
constant amount of water per unit area, then the effective water 
Allocation Rule is that of a fixed frequency, fixed duration, constant 
rate rule. 
A "supplier-orientated" water Allocation Rule is one which gives 
the supplier full knowledge of both the time at which a turnout will 
open and the quantity of water to be abstracted. Since the rate of 
abstraction is usually fixed by the application system, this amounts 
to knowing the duration of abstraction. 
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By defining "user-orientation" and "supplier-orientation" in this 
way, the centre of effective control of water transfer from the 
distribution system to the on-property water application system is 
identified. Thu~, from the point of view of the distribution system 
operator, it is possible to assess which Rules will give rise to 
random transfers of water or those for which transfers are 
deterministic. If a Rule is user-orientated then the distribution 
system operator does not necessarily know the location, timing, or 
magnitude of water transfers. In this situation, use of an operating 
system which can respond appropriately and unattended is desirable. 
Schedule Name Frequency Rate Duration Orientation 
Demand Unlimited 
Limited-rate, demand Unlimited 
Arranged Arranged 
Limited-rate, arranged Arranged 
Restricted-arranged Arranged 
Fixed-duration, Arranged 
restricted-arranged 
Varied-amount, constant- Fixed 
frequency (modified-
amount rotation) 
Unlimited Unlimited User 
Limited Unlimited User 
Unlimited Unlimited User 
Limited Unlimited User 
Constant Constant Supplier/User 
Constant Fixed by Supplier 
policy 
Varied as Fixed Supplier 
fixed 
Constant-amount, varied 
frequency (modified-
frequency rotation) 
Varied as Fixed 
fixed 
Fixed Supplier 
Constant-amount, 
constant-frequency 
(rotation) 
Fixed Fixed Fixed Supplier 
Table 2-1 A classification of Water Allocation Rules 
A Water Allocation Rule is "user orientated" if the 
user has the flexibility to vary the frequency and depth 
of irrigation. It is "supplier orientated" if the 
supplier knows with certainty the time each turnout will 
open and the duration and rate of water abstraction. 
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As a first step, then, in the evaluation of the effects of water 
Allocation Rule and operating system interaction on system 
performance, it is usual to match demand delivery operating systems 
with user-orient'ated water Allocation Rules and supply-type operating 
systems with supplier-orientated water Allocation Rules. In 
situations where operational spillage is undesirable or impractical, 
the use of a demand delivery operating system with a 
supplier-orientated Water Allocation Rule may be necessary. 
The potential for mismatch between water supplied and water 
required, and consequent instability, is high when a supply type 
operating system is coupled with a user-orientated water Allocation 
Rule. Such a match is the basis of dynamic regulation and is used 
(Clemmens, 1979), but at the expense of tremendous research and 
engineering effort. 
The opposite solution of coupling a demand delivery operating 
system with a supplier-orientated Water Allocation Rule is inherently 
stable and thus feasible but is generally more expensive than other 
feasible solutions. Nevertheless such an approach is often 
implemented where the benefits accruing for the following reasons 
exceed the extra cost. At times other than peak demand, it is 
possible to operate under a "user-orientated" water Allocation Rule in 
which case the user orders and takes delivery of water as required. 
The supplier reserves the right to not grant a delivery as requested 
and thus reversion to a "supplier-orientated" water Allocation Rule is 
possible as demand increases to exceed distribution capacity. Given 
that the operating system is of demand delivery type then the delay 
between lodging a request and receiving delivery is minimal if 
capacity is available. The increase in flexibilty of supply may 
facilitate more efficient water management on-property thus reducing 
costs and/or increasing benefits. The second benefit of such a 
solution is the reduction in operational spillage. 
To summarise, a water Allocation Rule and operating system 
combination is not necessarily infeasible. In practice, however, a 
fairly well defined group of operating systems can be considered 
feasible solutions to the problem of how "best" to operate a 
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distribution system to meet legitimate demands under a given water 
Allocation Rule. This set of solutions is summarised in table 2-2. 
Table 2-2 Preliminary assessment of the feasibility of combinations 
of Water Allocation Rule and distribution operating system 
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2.3.7 Computer simulation of distribution system operation 
Determination of the operating characteristics of an open channel 
distribution system underlies any assessment of the feasibility and 
performance of such a system. Refinement of estimates of capital cost 
may also be made. 
Understanding of the operating characteristics of a distribution 
system may be gained during detailed investigation of a project's 
feasibility by simulating unsteady flow in the distribution system 
resulting from temporally and spatially varying water demands. 
Mathematical models have been used to simulate the operation of 
several canal systems with acceptable accuracy (USDI, 1973; 
Frederiksen, 1969; Cunge and Woolhiser, 1975; Buyalski, 1977; Buyalski 
and Falvey, 1979; Buyalski, 1979; Falvey and Luning, 1979). As well 
as assisting in" the location and sizing of control "and re-regulating 
facilities, simulation is often essential in the selection of the gate 
control algorithms required to automate the control of a distribution 
system (Buyalski and Falvey, 1979; Zimbleman, 1981). Simulation, 
then, is one way of evaluating the effects on the quality of water 
delivery, distribution efficiency, and capital cost of interaction 
between a water "Allocation Rule and a distribution"~ystem operating 
procedure. 
Simulation of unsteady flow in irrigation canals is generally 
considered a one-dimensional problem. The usual gradually-varied, 
unsteady flow hypothesis of hydrostatic pressure and uniform velocity 
distributions within cross-sections is justified. Flow controls act 
slowly enough to avoid steep-fronted surges though sometimes 
discontinuities develop within relatively long reaches. Consequently 
, 
Cunge and woolhiser (1975) recommend that the flow equations in 
divergent form be used, making allowance for weak solutions whenever 
necessary (weak solutions occur where the solution of the difference 
scheme become nearly horizontal "almost everywhere" with jump or shock 
discontinuities confined to isolated points along the channel). 
Interested readers are directed to a detailed treatise on unsteady 
flow in open channels edited by Mahmood and Yevjevich (1975). The use 
of an implicit finite difference solution method is standard practice 
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in order to avoid the numerical stability limitations imposed upon the 
computational timestep in explicit schemes. In simulating a 
distribution system operating under a water Allocation Rule of 
interest it will usually be necessary to simulate a real-time 
operating period of several days. Thus the use of a relatively large 
computational time step, which the implicit methods allow, 
significantly reduces the cost of computations. 
In the neighbourhood of control structures, the assumption of 
hydrostatic pressure and uniform velocity distributions within 
cross-sections is invalid. Most current solutions·to this problem 
treat unsteady flow in the region of structures as a succession of 
steady states. In this approach, each structure is considered as 
representing a series of energy loss elements which determine the flow 
depth and mean velocity relationships between its inlet and outlet, 
assuming the discharge through each of these sections is equal. These 
inlet and outlet values of depth and velocity are matched with the 
corresponding values at the beginning and ending of .adjoining 
prismatic channel sections by simultaneous solution of the system of 
equations comprising the unsteady-flow equations for the channel and 
equations defining the flow through the structure (Amorocho and 
Strelkoff, 1965). 
2.3.8 solution procedure 
Given the availability of the above components, the solution of 
the distribution system management problem can be found by experiment. 
Considering each water Allocation Rule in turn, the operation of the 
distribution system to meet representative, legitimate, demand 
patterns could be simulated for each feasible distribution system 
operating method. 
During this experiment it is possible that some apparently 
"feasible" solutions contribute to the violation of distribution 
system operational constraints. Identification of such problems at 
this stage of the development process provides opportunity to alter 
the proposed physical configuration of the distribution system. If a 
combination of Rule and operating system persistently results in the 
violation of operational constraints then it should be considered 
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infeasible. 
output data from these experiments could then be used to 
determine the relationships between feasible operating sytems and 
performance parameters for each water Allocation Rule. These 
parameters could also include the cost of capital expenditure, 
operation, and maintenance and the opportunity cost of water diverted 
for irrigation use. The "best" operating system for each water 
Allocation Rule could then be chosen. 
2.4 SUMMARY 
This chapter has reviewed procedures for solving two water management 
problems - those of the on-property management of water and the 
management of an open channel distribution system. 
A review of procedures for optimally managing irrigation water 
on-property revealed that these procedures do not account for the 
variation in the adequacy of irrigation with mean application depth 
nor with the uniformity of application. The ensuing assumption of 
irrigation events of 100% adequacy coincides with the optimal 
irrigation strategy when water is plentiful and cheap to apply. 
However, increasing water value necessitates the consideration of the 
adequacy of irrigation events as a decision variable if economically 
optimum irrigation schedules are to be determin~d. Adoption of the 
adequacy of irrigation as a decision variable required the development 
of a new procedure for optimally scheduling the irrigation of several 
competing crops. 
Accordingly the specific objectives of this thesis included the 
development of an application system model to account for the 
variation in adequacy with mean application depth and uniformity. A 
second objective was the development of a new procedure for optimally 
scheduling the irrigation of several crops, specifically allowing for 
intra-seasonal variation in the adequacy of irrigation. 
The principle components of a procedure for solving the problem 
of how "best" to operate an open channel distribution system to meet 
legitimate water·demands were reviewed and considered to be 
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sufficiently well developed, in comparison to solutions to the 
on-property management problem, for the purpose of analysing water 
Allocation Rules. Further work in this area was therefore not 
undertaken. 
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CHAPTER 3 
MODELLING CROP WATER USE AND YIELD 
3.1 INTRODUCTION 
One of the main advantages which the computer simulation based 
irrigation scheduling procedure has over current alternatives is the 
facility to anticipate future changes in soil water levels. This 
offers the possibility of mitigating peak levels of demand and of 
evaluating the benefit of each of a range of possible irrigation 
strategies. The utility of such a procedure depends on the validity 
of the model of the flow of water to and from storage within the soil 
volume from where it is extracted by plants. Where the option of 
,assessing the benefits of alternative irrigation strategies is taken, 
sensitivity analyses have shown the significant influence on the 
optimal irrigation strategy of the relationship between water use and 
harvestable yield. The need for careful validation of the models 
involved is clear. 
3.1.1 Classification of computer models 
Many models, of varying levels of complexity, have been developed 
to describe the' flow of water in the soil-plant-atmosphere system. 
Explanations of the dynamics of such models, and of the results of 
their application, abound in the literature. A similar situation 
exists in the modelling of a crop's response to a time-varying 
physical environment. In order to facilitate meaningful comparisons 
between models, several authors have suggested classification criteria 
(Flinn and Musgrave, 1967; Baier, 1979; Sakamoto, 1981; and Heiler, 
1981). Baier (1979) proposed a classification system based on a 
consideration of the time scale, data source, approach, purpose, and 
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intended application of the model. 
that three broad groupings be used: 
Using these criteria, he suggested 
Empirical-statistical, models, 
Crop-Weather analysis models, and Mechanistic crop growth models. 
In mechanistic crop growth simulation models it is considered 
that the impact of the physical environment on the photosynthetic, 
respirative, and ,transpirative processes, for example, and on 
phenological development, can be simulated explicitly. Integration of 
these processes is carried out through time at intervals of between 
one second to one day. output from such models can include changes in 
soil water content as a function of time and depth, transpiration as a 
function of time, and harvestab1e yield. 
Crop-weather analysis models often use soil water or 
evapotranspiration and other derived or observed daily data and relate 
these data together with other information to phenological 
development, vegetative growth or crop yield. Standard climatic data 
are used as primary input and some processes are usually fixed (for 
example the development of leaf and root surface area through time). 
Standard statistical techniques are used to evaluate the parameters in 
the final equation(s). Such models purport to capture, at the 
conceptual level .at least, the essential features of the important 
biophysical processes in the system being modelled. Often the 
modeller's approach is influenced by the intended use of the model to 
the extent that the principle process (with respect to intended use) 
is modelled at a.mechanistic level whilst other processes are modelled 
at the conceptual level. This subclass of model has been referred to 
herein as a partial process model. 
Empirical-statistical models use a sample of yield data and a 
sample of weather or event data from the same area and time period to 
produce estimates of model parameters by regression techniques. The 
validity and potential application of such models depend on the 
representativeness of the input data, the selection of variables, and 
model design. 
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3.1.2 Model selection 
one of the primary factors to consider in choosing the type of 
model to develop or apply is the intended use of. the model. For the 
purpose of evaluating a range of control stategies it is essential 
that the model is capable of responding in a realistic way to feasible 
control options. Thus, considering the optimal irrigation scheduling 
problem, where the option of varying the timing of irrigation 
applications might be as important as varying the depth, the model of 
crop water use and crop yield estimation must be sensitive to changes 
in both the timing and magnitude of irrigation applications. 
This usually precludes the use of an empirical-statistical model 
since the data base from which it is derived almost certainly will not 
cover the full range of conditions that are likely to arise in 
exploring control options. Extrapolation of relations developed from 
such data bases is often not justified. At the other extreme, 
mechanistic models are "portable", albeit demanding in terms of the 
required input data. Their computational expense is usually high - a 
significant factor if the intended use is the evaluation of 
alternative control strategies. At present, crop-weather analysis 
models offer an acceptable balance between adequately representing the 
dynamic relationships involved and the computational effort required 
in search of an optimal control strategy. 
. A second important consideration in determining which model to 
use is the availability of data. If the intended use of a model 
largely determines the general type of model, the availability of data 
generally reduces the number of feasible options significantly. In a 
project situation, as described by Heiler (1981), lack of data may 
preclude the use of any of the preferred models or require the 
temporary use of data from other regions. 
Because the rate of exchange of water vapour and carbon dioxide 
between plant and atmosphere is predominantly regulated by the same 
mechanism, most crop-weather analysis models concentrate on modelling 
the evapotranspiration process on a daily time interval. Subsequently 
an estimate of harvestable yield is made on the basis of a functional 
relationship between it and an accumulation of daily 
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evapotranspiration over some timeperiod(s) falling within part or all 
of the crop life cycle. This approach of evaluating yield as a 
"reward" to evapotranspiration was followed in this study. 
3.1.3 Aims of this chapter 
The use of a crop-weather analysis model has been justified on 
the basis of the balance it provides between the computational effort 
required to "drive" it and its ability to mimic the physical system. 
One of the main reasons for·the reduction in computational effort, in 
comparison to that required to run a mechanistic type of model, is the 
decoupling of the models of a plant's physiological processes. This 
is usually achieved by relating growth and yield, for example, to one 
• 
particular proces's, such as transpiration or evapotranspiration. If 
the resulting model is to be used to evaluate and compare, possibly 
widely, differing irrigation strategies, then some understanding of 
the effects of simplifying the modelling of the soil-plant-atmosphere 
system would be useful in interpreting the results.' 
Accordingly, the aims of this chapter are two-fold - to describe 
the model of the soil-plant-atmosphere system used within the 
procedures developed to optimise irrigation water management 
on-property and to explore some of the consequences of using a simple 
model of evapotranspiration. The approach taken to achieve the latter 
aim was to take a particular partial process model of transpiration 
(Federer, 1979), and investigate the consequences of its 
simplification to the crop-weather analysis type of model used herein. 
3.2 MODELLING WATER FLOW IN THE SOIL-PLANT-ATMOSPHERE SYSTEM 
3.2.1 Introduction 
The rate of change of the distribution of water stored within the 
column of soil contributing to a crop's water-use is forced by 
infiltration events and the diurnal atmospheric demand for water. 
This rate of change is controlled by complex interactions between the 
components of the soil-plant-atmosphere continuum. Figure 3-1 
illustrates at a conceptual level the interactions between the 
principal components 
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soil-plant-atmosphere system. 
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of the continuum which determine the rate of change and distribution 
of plant available water. The validity of a model of this system is 
largely determined by its ability to mimic the effects of component 
interaction in determining important flow rates. The transpiration 
rate is but one outcome of a complex control problem wherein the plant 
tries to maintain plant-water-potential within an acceptable range, in 
the face of temporal and spatial variations in soil-water and 
atmospheric potentials. The determination of this rate, on a field 
scale, is outlined in this thesis in terms of Federer's (1979) partial 
process model and subsequently simplified. The determination of the 
other flow rates is described in general terms and to the extent they 
were modelled. 
3.2.2 Infiltration and Surface Runoff 
The infiltration process determines the amount of runoff which a 
given precipitation or irrigation event will produce. Infiltrat~on 
rate is defined.as the flux passing through the surface and flowing 
into the soil profile. Soil infiltrability represents the flux which 
the soil profile can absorb when the surface is maintained in contact 
with water at atmospheric pressure (Hillel, 1980). As long as the 
rate of water supply to the surface is less than the soil 
infiltrability, the infiltration rate is determined by the rate of 
supply. Infiltrability, and its variation in time, are known to 
depend upon the initial matric suction gradient as well as on the 
texture, structure, and uniformity of the profile. When the supply 
rate exceeds the soil infiltrability, the latter determines the actual 
infiltration rate. The water which consequently ponds may 
re-distribute within a localised area or run off (the field of 
interest) depending on micro-relief, topography and resistance to 
overland flow. Figure 3-2 illustrates schematically the variation in 
infiltration rate with time under different types of application 
devices. 
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It was assumed for the purposes of this work that the topography 
of the irrigated fields was such that any runoff occurring during 
precipitation or sprinkler irrigation events was negligibly small and 
that re-distribution was sufficiently localised to have an 
insignificant effect on the uniformity of infiltrated depth. The 
maximum spatial resolution in the model was one field unit implying 
that infiltration following precipitation was to uniform depth 
through-out the field unit. Further, the distribution of infiltrated 
depth following sprinkler irrigation was identical to the distribution 
of application depth at the surface. However, the approach taken to 
model the application system is sufficiently general to include the 
effects of significant redistribution and runoff on the uniformity of 
infiltrated depth should sufficient data be available to establish 
such a relation. Because of the possibility of significant runoff 
during surface irrigation events this was included in the model of 
surface irrigation. This and the sprinkler application model is 
discussed in Chapter 4. \. 
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3.2.3 precipitation 
Having assumed that runoff from precipitation events is 
inconsequential, the precipitation process may be modelled as a daily 
sequence of infiltrated depths. Should it be necessary to model the 
runoff process the method of Cordova and Bras (1979) could be used in 
both optimisation procedures described in Chapters 5 and 6. In this 
case time series data on precipitation intensity, duration, and time 
between events would be required in addition to soil infiltrability 
data. 
Irrigation scheduling in a region where the supply of water for 
irrigation is limited or expensive, but where, on average, a 
significant contribution to plant water use may come from 
precipitation, should make full use of precipitation. Irrigation 
scheduling procedures should, therefore, have some " facility for 
anticipating contributions from a stochastic source of water. The 
detail with which precipitation has been included in existing 
scheduling procedures was described in section 2.2.2. 
Stochasticity of precipitation events was included in two 
different ways in this study according to the optimisation problem 
being considered. 
stochastic dynamic programming was used to det~rmine the optimal 
irrigation strategy for a single crop (Chapter 5). The precipitation 
regime was modelled by probability density functions of event depth 
and time between events - this information being used together with 
the depletion process models to obtain the probability density 
function of plant available water at the end of a time period given 
initial conditions imposed by an irrigation decision. The density 
function of plant available water was derived analytically following 
the approach of Cordova and Bras (1979). The density functions 
describing the precipitation regime were fitted to hourly data from 
Christchurch Airport Meteorological Station. 
It was computationally infeasible to follow this approach in 
scheduling for a multiple number of crops. Stochasticity was 
incorporated in this case in an historical sense only. It was assumed 
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that there was no. rainfall over a forecast period of between ten and 
twenty one days. The optimal irrigation schedule for this forecast 
period was then determined (subject to Water Allocation Rule 
constraints) and implemented as the daily change in soil water content 
was simulated using actual weather data. The simulation proceeded for 
between one day and twenty one days before a new forecast was made and 
the new optimal schedule determined - the time in days between 
forecasts depending on the Water Allocation Rule. In this way actual 
changes in the plant available water of each irrigated field varied 
stochastically ensuring that the initial levels of plant available 
water at the beginning of each forecast period were realistic. This 
procedure is discussed in detail in Chapter 6. 
3.2.4 Evapotranspiration 
3.2.4.1 Transpiration 
A useful starting point in considering the interaction of soil, 
plant, and atmosphere in determining transpiration is a partial 
process model such as Federer's (1979). In essence, Federer (1979) 
simulated the transpiration process by simultaneously solving 
equations describing the evaporative demand for water and the rate of 
supply of water at time steps of an hour or less. This model 
satisfactorily simulated diurnal and seasonal behaviour of plant and 
soil water potentials, stomatal conductance, and transpiration for an 
homogenous, green, and complete canopy (Federer, 1979, 1980, 1982). 
By using the results of a sensitivity analysis conducted by 
Federer (1982), the consequences of model simplification may be 
investigated. Simplification was undertaken in three broad areas -
the method of solution, estimating plant water loss (demand) and 
estimating water absorption through the root system (supply). 
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(a) The partial process model 
The instantaneous transpiration rate, T', from a closed canopy 
may be described by Monteith's (1965) combination equation; 
Tj - ~(R -G)/L + C p(e*-e)/L r' 
- n v p va 
where 
~ + Y (r' + r')/r' 
c c a a 
Lv = latent heat of vapourisation 
~ = slope of the saturation vapour pressure 
curve 
Yc = psychrometric constant 
Rn - G = the difference between net radiation and 
heat flux 
CpP = volumetric heat capacity of air 
e~~ -e = vapour pressure deficit 
r' = canopy resistance (partly dependent on 
c 
stomatal opening) 
r' = boundary layer resistance 
a 
3-1 
The use of this single layer canopy model instead of a multi-layered 
model in predicting transpiration was supported by the work of 
Sinclair et.al. (1976). Transpiration from canopies with a lower 
leaf area index (LAI) than that required for closure were adequately 
modelled by Sinclair et.al. (1976) by modifying equation 3-1 to 
account for the changing proportion of sunlit to shaded leaf area as 
LAI increases. 
Several models. of the uptake of water by plant roots have been 
proposed (Molz, 1981). The uptake function used by Federer (1982) was 
t.(~ - ~ - hd)/h 
1 Si P 
T' =E----.~-__;_-~--:--
1
. r /L. + (a . /K ) 
where 
r 1 1 r. 
1 
q = thickness of the t h soil layer 
~ = length of roots per unit soil volume 
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3-2 
ai = Cowan's (1965) root parameter depending 
Kro 1 
on Li and mean root diameter 
= mean hydraulic conductivity of the soil 
~so = soil water potential 
1 
~p = water potential of the transpiring leaves 
h = conversion from head of water to potential 
d = zero plane displacement, taken as mean 
canopy height 
rr = internal resistance of the plant to water 
flow per unit length of root. 
and it is assumed that water storage or chemical conversion in the 
plant is negligibly small. 
The degree of control the plant has over the transpiration rate 
was expressed by the empirical equation 3-3 relating canopy resistance 
to the plant water potential (after Jarvis, 1976). 
where 
n = the ratio of canopy conductance to leaf 
conductance and is approximately equal to 
leaf area index 
bi = the maximum leaf conductance 
b2 = an empirical constant 
~ a the critical plant water potential at 
c 
which stomata are fully closed 
3-3 
The bracketed terms express empirical relationships between leaf 
conductance and light, vapour pressure deficit, and ambient 
temperature. Each varies from 0 to 1. A full description of equation 
3-3 is given in Federer (1980). 
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Campbell's (1974) approximations to the equations describing 
vertical soil water flux provided the relationships between the 
volumetric water content in layer i and the hydraulic conductivity of 
that layer (equation 3-4) and between soil water potential and 
volumetric soil water content (equation 3-5) 
IJIs i 
K 
r. 
1 
= a \jI-2+3/C2 
s. 
where 
1 
8. = volumetric water content in layer i 
1 
Ci 'C2 and a = empirical constants 
In addition to the large set of soil and plant parameters 
required, simulation of the transpiration process required that 
initial 8i values be specified and a sequence of meteorological 
observations at time intervals of one hour or less be provided. 
(b) Simplifying the method of solution 
3-4 
3-5 
The need for the simultaneous solution of equations 3-1 and 3-2 
was avoided by following the approach of Cowan (1965). and Molz et.al. 
(1968) in assuming that the transpiration rate was the minimum of a 
demand function ~nd a supply function; 
T I... MIN (D I, S I ) 
where 
D' is the maximum value of T' from equation 3-1 
S' is the maximum value of T' from equation 3-2 
3-6 
In hydrological practice, daily transpiration totals are usually 
adequate. Assuming that S' is constant over the day and that D' has 
the shape of a half sine wave, symmetric about solar noon, Federer 
(1982) showed that the correct integration of equation 3-6 to give 
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actual daily transpiration, normalised by D , is 
-1 -1 T/O = MIN (1, l+(S/O cos (S/O)-sin(cos (S/O))) 
where 
D = J D' dt over 24 hours 
S = 2<5S'/7T 
<5 = daylength 
Equation 3-7 is illustrated below (Figure 3-3) 
(potential daily 
transpiration ) 
(potential daily 
absorption 
1.0 r--r--r-r--r-.......,-r-r-~T"""""--r-.--r-...---,-r~=-"" 
.9 
.8 
.7 
.8 
CI j::: .5 
.4 
.J 
.2 
.1 
Figure 3-3. Dependence of daily transpiration T on 
demand D and supply S as expressed by equation 3-7 
3-7 
3-8 
3-9 
A linear dependence of T/O on S/O for S/O less than 1.0 includes an 
implicit assumption of a rectangular diurnal atmospheric demand 
(Federer, 1982). 
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(c) Simplifying the evaporative demand function 
For short vegetation, the maximum daily demand (equation 3-8) 
occurs when stomatal opening is not limited by reduced plant water 
potential. Stomatal behaviour is then thought to be controlled by 
ambient light, hUmidity and temperature levels (Jarvis, 1976). Thus 
the canopy resistance is not necessarily zero when the transpiration 
rate is maximum - let it be rc • The maximum daily demand may then be 
expressed by u 
1 J £l(R -G) + C p(e~Le)/r' 
Du = L b. n+ y (r P + r') / r' a d t 
vee a a 
day U 
3-10 
Because of limited data availability, equation 3-10 is not generally 
of use for hydrological purposes. By assuming that canopy resistance 
is zero (and so ignoring the characteristics of the transpiring 
surface), expressing the aerodynamic resistance, r', as a function of 
a 
mean daily wind speed, w., and using daily mean values for the rate of 
heat supply and vapour pressure deficit, equation 3-10 may be 
simplified to Penmans (1963) equation. 
Dp .. 
b.(R -G)/L + 2.625 Y (1 + O.537w)(e~Le) 
n v c 
b. + y 
c 
where the over-bar indicates a mean daily value. 
3-11 
Federer (1982) provides a comparison between daily transpiration 
predicted using equations 3-10 and 3-11 for several canopies. For 
agricultural crops (see Figure 3-4), and providing the aerodynamic 
resistance term is properly calibrated, equation 3-11 has performed 
satisfactorily. In practice, equation 3-11 is calibrated against 
evapotranspiration from a reference crop (usually pasture or lucerne 
(Burman et.al., 1980)) and an empirical adjustment is made to equation 
3-11's prediction of daily evapotranspiration. The empirical 
adjustment, or crop factor, reflects the physiology of the crop, the 
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degree of cover, and the reference crop's characteristics. 
9r--~1-~1-'1--~1---r-1-r-1-r-1-r-1_/ 
E 8 f-
E .. / 
; 7 f-
a 
o 6 f-
Z 
~ 
::=:" 
Id 
o 
o 
w 
(I) 
(I) 
~ 
I-
(I) 
Z 
:J 
!I -
4 -
3 -
2 f-
I r- / 
) 
/ 
o L -L I 
/. 
• 
. . /
/ 
/ 
I 
./ 
I 
. ,_. 
(~ 
/ 
I I 
02 3 4 5 6 7 
PENMAN DEMAND. Dp. mm 
I 
8 
/ 
-
-
-
9 
Figure 3-4. Comparison between demand estimated by 
equation 3-9 and demand estimated using Penman's 
combination equation. Dashed line is 1:1. (From Federer, 1982) 
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(d) Simplifying the soil-water supply function 
Numerous field investigations have shown that a plant attempts to 
maintain its water potential above a critical value, ~c' by stomatal 
closure. This information has been included in several transpiration 
models, such as Slabber's (1980). The maximum water supply that the 
plant can therefore achieve depends upon the difference in water 
potential between the soil surrounding the water entry surfaces of the 
roots and ~c. The supply function S8 that is defined by this maximum 
rate is given by equations 3-2 and 3-9 with ~ equal to ~ as p c 
t.(~ - ~ - hd)/h 
20 2: 1- 8 i c 
= TI • r /L. + (u./K ) 
1- r 1- 1- r. 
3-12 
1-
Implicit in this expression are the assumptions that ~8. and Kr. vary 
1- 1-
only slowly through a day and that rr is constant (Federer, 1982). 
The use of the supply function 3-12 requires knowledge of the 
vertical distribution of soil water potential, hydraulic conductivity, 
and root surface area, from the soil surface down to a lower boundary 
where soil-water potential is known as a function of time. Such 
information is not usually available for other than research sites. 
Simplification may be achieved by expressing the supply function in 
terms of the level of plant available water in the root-zone, x. 
Generally, this is normalised by the maximum level of plant available 
water Xmax. Federer (1982) assumed that the relationship between 
relative plant available water, xjXmax, and the supply function S8 was 
linear. This, in the integrated form of equation 3-9, is 
Sx = 20 x -C --TI w Xmax 
where Cw is an empirically determined constant. Soil water 
availability is often discussed in terms of how low the relative 
plant-available-water must drop before it limits transpiration. 
Federer (1982) offers Cwas an alternative measure of soil-water 
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3-13 
- . '.:'-- ~'- - . 
availability in that CW represents the highest transpiration rate 
(mmVday) that can .be sustained when the relative plant available water 
is unity. The effect of ~ on relative transpiration (T/Dp ) can be 
seen in Figure 3-5. 
1.0 
0.8 
1.0 
0.8 
a. 
~ 0.6 
r 
0.4 
0.2 
0.2 
Cw =2.12 mm/hr. 
0.4 0.6 0.8 1.0 
X/Xmax 
Figure 3-5. The relation of dail~transPiration T normalised by Penman demand to relative 
available water, xjXmax for ifferent root 
densities. Numerals are the rounded value of Do 
in millimeters for that day. The curves are TID 
from equation 3-7 for D = 3, 5, 7 rom using 
Cw =.53 mmVhr for sgarse rooting and 2.12 "mmVhr 
for dense rooting (from Federer, 1982). 
On the basis of his sensitivity analysis, Federer (1982) concluded 
that Cw was most dependent on root density and/or the internal 
resistance per unit length of root and comparatively independent of 
soil physical properties. 
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The performance of the alternative supply functions, S8 and Sx' 
is compared in Figure 3-6 
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Figure 3-6. The dependence of daily transpiration T 
on supply function S8 (upper half) and S (lower 
half). Both ordinate and abscissa are normalised by 
unstressed demand Du. Numerals are the roundea 
value of ~I in rom tor that day. The curves are 
equation 3-7. In the lower graph, points lower and 
to the right are from the first drYlng cycle, while 
points higher and to the left are from later cycles 
\from Federer, 1982). 
The lack of scatter in the relation of T/Du to S8/DU and the agreement 
with equation 3-7 indicate that Du (or Dp for agricultural crops) and 
S8 are good estimates of maximum rates of demand and supply. The 
assumption in equation 3-7 that the demand may be represented by a 
diurnal half sine wave is satisfactory. The degree of scatter in the 
relation of T/Du to Sx/Du in Figure 3-6 and between T/Dp and xjXmax in 
Figure 3-5 perhaps explains why several relationships between relative 
transpiration and relative available water have been proposed. 
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Some of the variability can be attributed to the single layer 
model of water availability. The benefits of an infiltration of less 
than that required to return relative water availability to unity will 
be underestimated by the single layer model. This is illustrated by 
Figure 3-7. plant available water was high for the first ten days, 
approximately, after which xjXmax did not exceed 50%, even after 
rainfall events., In contrast, because root density was high in the 
top layer, supply function Ss' based on equation 3-12, recovered fully 
after each rain. 
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Figure 3-7. The values of the supply functions 
Sand Sx (with C = 1.05 mmVhr) over time. ~e right-hand scale shows x~x for the Sx 
curve. Rainfall occurred on days 20, 40, and 52 (from Federer, 1982). . 
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(e) Summary 
Transpiration is one outcome of a complex process in which the 
plant adjusts its water loss according to its ability to absorb 
soil-water and its need to maintain plant-water-potential above a 
critical level. One particular model of this process has been 
presented and the consequences of its simplification explored. 
The need for a simultaneous solution of the equations describing 
the dynamics of water supply and demand was eliminated by simply 
expressing the actual daily transpiration as the ~inimum of the 
potential daily values of the water loss and water absorption. The 
estimation of potential daily water loss was simplified from the 
Monteith equation to the Penman equation without major differences 
arising in the rate predicted. The loss of the canopy resistance term 
during this simplification requires the minimisation function in order 
to preserve the control initiated by lowering plant-water-potential. 
The estimation of daily soil-water uptake by the root system was 
simplified by expressing it as a function of the relative amount of 
plant available water in the root zone. That is, a single layer soil 
model was adopted. This simplification significantly dampened the 
response of water absorption by the root system to small to moderate 
inputs of water when the relative amount of plant available water was 
below 50%. 
CUrrent irrigation practice of refilling the root zone overcomes, 
in a practical sense, the limitations introduced by the simplification 
process. However, procedures for determining optimal irrigation 
schedules may require the evaluation of the benefits of partially 
re-wetting the soil profile. Such benefits would be under-estimated 
by a single layer root zone model. 
- 65 -
3.2.4.2 Evaporation of soil water 
The depth to a water table is such that for extensive areas of 
New zealand where irrigation is practised or proposed, the rate of 
upward percolation of water is negligible. This situation was assumed 
for the purposes of this study hence evaporation of soil water will be 
discussed in terms of evaporation from a semi-infinite soil profile. 
Under conditions of constant atmospheric evaporativity, the soil 
drying process has been observed to occur in three stages. 
(i) An initial constant rate stage which occurs while 
the soil is wet and conductive enough to supply 
water to the site of evaporation at a rate 
commensurate with evaporative demand. The 
evaporation rate is thus determined by 
meteorological conditions, surface roughness and 
reflectance. 
(ii) An intermediate falling rate stage during which the 
evaporation rate is limited by the rate at which 
the gradually drying soil profile can deliver water 
to the evaporation zone. 
(iii) A residual slow-rate stage during which the 
predominant mechanism for water transfer through an 
increasing depth of the profile is diffusion of 
water vapour. This stage can be important where 
the surface layer is such that it is quickly 
dessicated. 
The transition between stages is illustrated by Figure 3-8. 
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Fi~re 3-8. Soil water evaporation rate as a 
function of time. The three stages of 
evaporation are indicated. 
The length of time the initial stage of drying lasts depends upon 
the intensity of evaporative demand, as well as upon the conductive 
properties of the soil. During the first stage soil water is drawn 
upward in response to a steepening gradient of soil water potential. 
Constant rate evaporation continues so long as the increasing gradient 
compensates for the decreasing hydraulic conductivity of the drying 
profile. Once the soil surface approaches equilibrium with the 
overlying .atmosphere, constant rate evaporation ceases and the rate 
becomes profile-dependent. This stage is characterised by a reduction 
in the soil water potential gradient as the soil, in depth, loses 
water. 
On the basis of their theoretical analysis of evaporation from 
bare soil, Gardner and Hillel (1962) concluded that the cumulative 
water loss resulting from any finite initial evaporation rate will 
gradually approach the total loss (over stages i and ii) in the 
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extreme case where the initial evaporation rate is infinitely high. 
Subject to an infinite evaporativity, the soil profile is brought 
instantly to its final state of dryness. Although the distribution of 
water through the profile is then quite different to that prevailing 
after a finite evaporativity regime, the effect of these differing 
initial conditions tend to become small over time. Hence an estimate 
of the total evaporative loss during the second stage of drying based 
on the assumption of an initially infinite evaporative rate can be a 
valid approximation in many cases (Gardner and Hillel, 1962). 
For semi-infinite soil columns subject to infinite evaporativity 
at the surface, a solution of the flow equation, neglecting gravity, 
was determined by Gardner (1959) to be 
where 
E = cumulative evaporation over time t 
8i = the initial profile moisture content 
8£= final (surface) moisture content 
o = weighted mean diffusivity. 
3-14 
Simplifications of this equation for use with single layer soil models 
have been used by Ritchie (1972), Tanner and Jury (1976), and Kanemasu 
et.al. (1976). Ritchie (1972), for example, modelled the evaporation 
process as 
Stage i 
E = T· evaporativity • b. t 3-15 
where 
T = fraction of the total net radiation exchanged at 
the soil surface 
b. t = time in days 
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stage ii 
3-16 
where 
c = empirical constant, dependent in part on the past 
evaporative regime as well as soil physical 
properties 
tc = time at which stage i drying ceased 
stage iii 
Under irrigation, crop cover should establish quickly and 
thus the soil surface is unlikely to rapidly dessicate. In 
such circumstances the contribution to total soil water loss 
of this stage of drying is likely to be negligible. Most 
crop-weather analysis models accordingly assume no stage iii 
drying. 
3.2.4.3 Evapotranspiration 
Estimation of evapotranspiration by making separate estimates of 
evaporation and transpiration has been practised for some time 
(Ritchie, 1972; Tanner and Jury, 1976; and Kanemasu et.al., 1976). 
Ritchie (1972) found that the combined estimate of evapotranspiration 
always exceeded lysimetric measurements of evapotranspiration when the 
leaf area index was high and the soil surface was wet. This Ritchie 
(1983) attributes to the dependence of transpiration on evaporation. 
He concluded that for practical evapotranspiration estimates, prior to 
a leaf area index of 1.0 being achieved, all evapotranspiration may be 
attributed to evaporation and thereafter, evapotranspiration is 
practically independent of soil surface wetness and thus could be 
estimated using a combination equation such as Penman's (1963). 
Accordingly, transpiration and evaporation were estimated as a lumped 
parameter for this study. 
- 69 -
3.2.5 Summary: the soil-plant-atmosphere model used in this study 
The model of the flow of water in the soil-plant-atmosphere 
system that was used in this thesis assumes that the supply of water 
to a crop can be adequately represented by the ratio of the actual 
level of plant available water to the maximum level of plant available 
water. Define the drained upper limit as the water content of the 
soil after gravitational water has drained from a previously saturated 
profile. The maximum level of plant available water at a particular 
phase in the crop's life cycle was considered to be the volume per 
unit area of water evapotranspired as the soil-water content was 
reduced from the drained upper limit to a level at which the plant was 
unable to restore turgor overnight. 
Underlying' this representation of the availability of water is 
the assumption that water infiltrated in excess of ,that required to 
restore plant available water to its maximum level, drains 
"instantaneously" to groundwater (thus becomes unavailable). 
In this study, evapotranspiration was estimated in two steps and 
its resolution into evaporation and tranpiration was not undertaken. 
The maximum daily evapotranspiration for a reference crop was 
estimated using Penman's (1963) equation and subsequently modified by 
crop factors to give the maximum daily evapotranspiration for 
individual crops, ETmax. Crop factors from wright (1982) were used in 
the absence of locally calibrated factors. Relative 
evapotranspiration (actual/maximum) was determined from an empirical 
function of relative plant available water as used by Minhas et.al. 
(1974) and Heiler (1981). The form of this function (equation 3-17) 
is illustrated in Figure 3-9 and can be seen to be in general 
empirical agreement with the form of the relations illustrated in 
Figures 3-5 and 3-6 from the results of Federer (1982). 
[1 - exp(-rx/Xmax)] 
AEx/ETmaX = [1 - 2 exp(-r) + exp(-rx/Xmax)] 
where r is a constant whose value depends on both crop 
and soil type 
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3-17 
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Figure 3-9. Relative evapotranspiration as a 
function of relative plant available water. 
1.0 
In use, this crop-weather analysis model requires very little 
computational effort and has been found to be suitable for use within 
the optimisation procedures used herein. Because of the 
characterisation of the soil profile by a single layer model it was 
anticipated that the effects of small infiltration events on 
evapotranspiration would be underestimated. As will be seen in the 
next section, the benefits of water inputs were quantified in terms of 
accumulative evapotranspiration. Should the majority of water inputs 
be of small magnitude, their benefits would be underestimated. Thus, 
this model would tend to bias the results of the optimisation 
procedure towards larger and fewer irrigation events. 
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3.3 CROP YIELD AND WATER USE RELATIONSHIPS 
3.3.1 Introduction 
Most of the "water requirement" studies undertaken to provide an 
estimate of water use for irrigation scheme design purposes have been 
based on the assumption that the objective of irrigation could be 
realised by maximising crop yield. However increasing cost and 
competition for water have emphasised the need for relationships 
between water use and crop yield in order to ascertain the optimum use 
of water .for irrigation. Stewart and Hagan (1973) illustrated 
graphically (Figure 3-10) the important distinction between a crop 
water use/crop yield relationship and an irrigation water use/crop 
yield relationship (or production function). 
-ell 
.s::. 
...... 
-
-
0 
..J 
UJ 
>-
Z 
:;;: 
a: 
(!) 
z 2 
a: 
0 00 u 
SUPPLY (em) 
Figure 3-10. Relationships of yield Y vs seasonal 
ET and Y vs irrigation aepth I, both set within 
a Y vs field water supply (FWS) context. ETn is 
the seasonal quantity o~ ET contributed by effective 
rainfall during the season and the plant available 
water at sowing (from stewart and Hagan, 1973.). 
Whilst the crop water use/(dry matter) yield relationship has been 
found to be linear, irrigation water use/(dry matter) yield is 
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generally non-linear. One of the principal reasons for this 
non-linearity is the non-uniformity of irrigation applications. 
Because water is applied in a non-uniform manner; as the mean depth of 
water approaches the mean deficit, increasing amounts of water 
percolate out of the rootzone and thus are of limited productive 
value. The remainder of this chapter briefly discusses crop water use 
production functions. The following chapter describes a way of 
transforming the latter production function into an irrigation water 
use production.function taking into account the characteristics of the 
irrigation application device. 
In view of the intended application of the production function in 
this study, the type of models considered was limited to those which 
purport to be able to discriminate between differing time series of 
crop water use in terms of harvestab1e yield and which meet the 
dynamic programming method's objective function requirements. In 
order to maintain a balance with the model of crop water use, only 
crop - weather analysis type models were considered. 
3.3.2 Simple Crop water Use Production Functions 
The foundation of most of the simple crop water use production 
functions currently in use was laid by de Wit (1958) when, on the 
basis of a review of the data available, he showed that for dry, high 
radiation climates, yield and transpiration could be related using 
equation 3-18 
Y/T ... nVTmax 
where 
Y = total dry matter mass per unit area 
T = total transpiration per unit area during 
growth to harvest 
Tmax = climatic normalisation factor, mean daily 
"free water evaporation" for the same period 
m = proportionality constant 
Tmax was estimated using either pan evaporation data or the Penman 
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3-18 
combination equation. His analysis showed that m was a relatively 
stable, species-dependent constant. However, Hanks (1983) questioned 
the year to year stability of m - there appeared in his re-analysis of 
the data available to de wit (1958) a trend toward low m values in hot 
years and. high m values in cool years. The determination of m 
depends upon the resolution of field-measured evapotranspiration into 
evaporation and transpiration components, and on the climatic 
normalisation factor, Tmax. Thus variability in m from year to year 
will, in part, be dependent on the resolution and normalisation 
procedures. 
(a) Normalisation 
The climatic normalisation procedure of de Wit (1958) was 
investigated by Arkley (1963), who argued that equation 3-18 was not 
sufficiently sensitive to the effects of relative humidity on 
transpiration, and by Bierhuizen and slatyer (1965). The latter used 
equations describing net photosynthesis and transpiration of a leaf to 
obtain the leaf water use efficiency (mass of photosynthates/mass of 
water transpired). On the basis of first order analysis and assuming 
that leaf water use efficiency is proportional to water use efficiency 
on a field basis, they concluded that 
Y/T = k (e* - e) 3-19 
To the extent that Tmax varies with vapour pressure deficit (e~}- e), m 
of equation 3-18 and k of equation 3-19 should be in the same order 
(that is, rank) for different crops. The derivation of Bierhuizen and 
Slatyer (1965) suggested that k should be explicitl~ definable from 
various crop characteristics. This was pursued by Tanner and Sinclair 
(1983) who derived a first order approximation to k (kd to denote that 
the time step used in the derivation was one day). In comparing kd 
calculated from field data with that derived theoretically, Tanner and 
Sinclair (1983) comment that agreement between the two values is 
within the limits of experimental error. Interested readers are 
referred to the previous reference for details. 
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(b) Resolution of Evapotranspiration 
Methods of estimating evaporation and transpiration separately 
were presented in section 3.2.2. Recently Ritchie (1983) discussed 
the difficulties encountered in making separate estimates of 
evaporation and transpiration. He argued that through the phenomenon 
known as the clothesline effect (micro-scale advective conditions), 
transpiration was dependent on soil surface wetness over low to 
moderate values of leaf area index. This dependence he illustrated 
for a sorghum crop - Figure·3-11. 
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Figure 3-11. Trans~iration T relative to estimated 
ETmax as influencea by LAI when soil water in the 
root zone is non-limlting for dry and wet soil 
surfaces (from Ritchie, 1983). 
To quote Ritchie (1983), "the dependence of TjETmax on soil surface 
• 
wetness, as implied by Figure 3-11, suggests that if biomass 
production, for a given radiation and temperature condition above the 
crop canopy, is similar for a wet or dry soil surface, then T 
efficiency (Y/T) could vary by somewhat less than a factor of 2 for 
LAI < 1, depending on the soil surface wetness. If the increase in T 
as E becomes smaller due to surface dryness is similar for most crops, 
then it is expected that ET will be equal to ETmax for dry or wet soil 
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surfaces so long as T is not limited by soil water deficit. Thus a 
relatively constant T efficiency, when weighted for saturation deficit 
measured at screen level, should more precisely be a constant ET 
efficiency when LAI is about 2 or greater." Accordingly he proposed 
that for practical crop yield estimation, when LAI is less than or 
equal to 1, ET is dominated by evaporation of soil water and thus does 
not contribute to crop yield. For LAI greater than one, ET should be 
accumulated, not E and T, for the purposes of crop yield estimation. 
The proper resolution of ET into its components requires knowledge of 
the vertical distribution of vapour pressure deficit through the plant 
canopy. This level of detail is not generally available in crop -
weather analysis models. Hence in this study, relative 
evapotranspiration was used as the basis of quantifying the productive 
performance of a particular irrigation strategy. 
(c) Crop water-use production functions in common use 
Several production functions have been developed, based on the 
work of de Wit (1958), for use in determining irrigation strategies 
(Penman, 1962; Jensen, 1968; Hiler and Clark, 1971; stewart and Hagan, 
1973; Hanks, 1974). The performance of many of these functions has 
been compared by several authors in a range of climates (Stewart 
et.al., 1977; Baird, 1985). In general there appears to be little 
difference between each function's ability to predict crop yield as a 
function of crop water use. Some functions, in attempting to predict 
grain yield, assume a constant harvest index (for example Stewart's Sl 
and Hank's H1 functions (Stewart et.al., 1977)) whilst others use 
empirical coefficients to weight (evapo)transpiration deficits in each 
of several growth phases (Stewart's S2 and Hank's H2 functions 
(Stewart et.al., 1977)). Whereas the correlation coefficient of 
predicted versus actual vegetative yield is typically in the region 
90-99%, for grairi yield prediction, the range is typically 70-80%. It 
appears unlikely that an improvement in the predictive performance of 
grain yield production functions can be achieved whilst the basis of 
the production function is solely relative (evapo) transpiration. Most 
existing models employing relative (evapo)transpiration assume a fixed 
development of leaf area as a function of time in spite of the known 
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sensitivity of leaf area development to stress induced by soil water 
depletion (TUrner and Begg, 1981). Ritchie (1983) showed that the 
evapotranspiration efficiency of a particular sorghum crop approached 
a maximum value only as the leaf area index approached a value of 
about twelve - considerably in excess of that at which the rate of 
evapotranspiration plateaus. Thus, whilst irrigation strategy, 
particularly in sub-humid environments, may have little effect on the 
time at which the evapotranspiration rate plateaus, its affect on 
subsequent leaf area development, and thus productivity, may explain 
some of the variation in yield which existing production functions 
fail to do. An improvement in the performance of production functions 
(in the crop-weather analysis category) may, therefore, require the 
inclusion of additional variables to better quantify the state of the 
crop through time. In the meantime, the need for locally calibrated 
models is re-iterated by Kanemasu's (1983) conclusion that llbecause of 
complex interactions among development, assimilate partitioning, and 
environment, it is doubtful that an ET - Y relationship can be 
fruitfully extended to climatically diverse regions ll . 
3.3.3 Crop water-use Production Function used for this study 
For the purposes of this study it was necessary that the 
production function, when incorporated with cost functions (of 
irrigation water use), determined an objective function which met the 
requirements of the dynamic programming algorithms (see section 
1.5.1). Several of the production functions in common use met the 
criteria. Because of the availability (Doorenbos and Kassam, 1979) of 
production function parameters for a range of crops (although few are 
validated for local use), and of the possibility of weighting 
evapotranspiration deficits in each of several 
Stewart's S2 function was used in this study. 
used in the form given by equation 3-20 
Ym . ( ) Ya = Ym - ET ~ By(i) (ET. - EA.) 
m . 1 1 
1 
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phases, if required, 
The S2 function was 
3-20 
where 
Ya = actual yield kg/ha 
Ym = maximum yield kg/ha 
ETm = maximum accumulated evapotranspiration over 
ET = " " " " 
EA = actual " " " 
By(i) . = empirical weighting factor 
all i 
i 
i 
Ritchie (1983) argued that the constant transpiration efficiency 
(Y/T) claimed for many crops on the basis of field measurements should 
be thought of as a constant evapotranspiration efficiency (YmVETm) due 
to the interrelationship between evaporation of soil water and 
transpiration. Accordingly, the ratio, YmVETm, was held constant and 
the maximum yield in a specific year determined by multiplying the 
value of ETm for that year by the constant, YmVETm. Strictly this 
should then have been normalised by the vapour pressure deficit in 
accordance with equation 3-19. The evapotranspiration efficiency was 
selected for each of the crops modelled in this study so that yield 
predictions using equation 3-20 were comparable with those predicted 
from Heiler's (1981) model in terms of the mean over ten years, the 
range and the sequencing (data from Dewar (pers com)). 
In the absence of suitable field data, Heiler (1981) calibrated 
his model for a specific region by adjusting model parameters so that 
model predictions were in accordance with the judgement of experienced 
farm advisory personnel and farmers in that region. ··His model has 
since been widely used in other regions, with re-calibration, for the 
evaluation of irrigation development proposals. It's use as a 
"bench-mark" was considered a reasonable approach to take given as 
objectives the development and sensitivity analysis of optimal 
irrigation scheduling methods. Application of such methods will 
clearly be site-specific and require careful calibration. 
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3.4 SUMMARY 
The estimation of crop water use given dated inputs of water to 
the soil volume contributing to crop water needs has been discussed in 
terms of the information lost in modelling crop water use at a level 
suited for use in optimisation algorithms. The principal cause of 
information loss is the representation of the vertical distribution of 
soil water by a single valued volume of water stored in the zone of 
interest. Consequently, the value of small additions to soil water 
storage are under-estimated~ In terms of irrigation scheduling, this 
will favour a strategy of fewer, larger irrigation applications. From 
the point of view of minimising the fixed costs of irrigation, this 
bias is acceptable. However, this must be balanced against the bias 
away from minimising the non-productive use of water - both rainfall 
and irrigation. In Regions suffering a shortage of water for 
irrigation, and where maximum use of rainfall occurring during the 
growing season is desirable, this bias may not be acceptable. 
Ultimately the point of balance depends on the fixed cost of 
irrigation relative to the variable cost of irrigation. 
Crop water use production functions based solely on relative 
(evapo)transpiration appear to have reached a plateau in terms of 
their ability to predict crop yield. Their level of performance in 
predicting reproductive yield is strongly dependent on local 
calibration whilst functions predicting vegetative yield are more 
portable. 
These functions fulfill two roles in the context of the 
optimisation of irrigation schedules. 
estimate of the benefits of irrigation. 
Firstly, they provide an 
Thus it would appear that 
crop water-use production functions should be known as precisely as 
those functions relating the quantity of water application to the cost 
thereof. However, having related yield to relative 
evapotranspiration, and noting that relative evapotranspiration falls 
rapidly once relative plant available water decreases below a 
threshold level, the determination of that level assumes at least 
equal importance with the need to predict the absolute level of crop 
yield. Thus, from the point of view of maintaining a balance between 
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sub-models, the use of equation 3-20 appeared satisfactory. The 
second important role of crop water-use production functions is to 
discriminate between crops competing for water. In this case ability 
to predict final yield is not as important as the'ability to correctly 
rank crops according to the value of water to each. Again this is 
linked to the rate of change of relative evapotranspiration with 
respect to relative plant available water and the previous comment on 
sub-model balance applies. 
Further improvements appear to require additional state variables 
thus increasing the complexity of the optimal irrigation scheduling 
problem. 
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4.1 INTRODUCTION 
CHAPTER 4 
IRRIGATION APPLICATION MODEL 
The role of the soil mass explored by plant roots as a buffer storage 
of plant available water is well recognised. Abstraction of water 
from this storage and the benefits thereof was the focus of the 
previous chapter. The variable most directly under the control of the 
irrigation practitioner is the quantity of water added to root-zone 
storage. A discussion of the relationship between the average depth 
of water applied and the change in plant available water is the main 
concern of this chapter. Traditionally this relationship has been 
expressed as an efficiency, often constant with respect to application 
depth. In this chapter a relationship is derived, in the context of 
irrigation efficiencies, between the mean application depth and the 
mean change in plant available water given knowledge of the areal 
distribution of infiltrated depth. This leads naturally to the 
definition and evaluation of parameters describing the performance of 
an irrigation event and the evaluation of the cost of that event. 
4.2 IRRIGATION EFFICIENCIES 
Traditionally, the water required from the distribution system or 
on-property source has been assumed to be directly proportional to the 
desired change in plant available water - the proportionality constant 
being referred to as an efficiency. The transfer of water from source 
to root-zone is usually divided into several segments according to the 
means of transfer and associated water losses. Figure 4-1 illustrates 
a typical breakdown of an irrigation system and defines the associated 
water transfer efficiencies. 
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change in 
plant available 
water 
Network efficiency (e ) 
n 
distribution-pattern 
loss 
volume delivered to application device 
volume delivered to network 
Application efficiency (e ) = 
a 
volume delivered to application surface 
volume delivered to application device 
change in plant available water Distribution-pattern (e ) 
efficiency p volume deli vered to application surface 
Figure 4-1 Definition of Efficiencies (on-property) 
(after Painter and Carran, 1978) 
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This approach is quite useful in that for most, but not all, water 
transfer mechanisms, the efficiency is, for practical purposes, 
independent of the quantity of water applied. The validity of this 
assumption within the on-property irrigation system depends upon; 
(i) losses from the on-property distribution 
system being predominantly those associated 
with dead-storage, 
(ii) the wind-affected watering pattern lying 
entirely within the boundaries of the target 
field 
(iii) evaporation losses during reticulation and 
application being a negligibly small fraction 
of the quantity of water applied. 
In terms of the efficiency definitions of Painter and Carran 
(1978), the efficiency most strongly dependent upon the quantity of 
water applied is the distribution pattern efficiency (ep ). As 
defined, ep is a function of the areal distribution of the infiltrated 
depth of water. Assuming no re-distribution of water at the soil 
surface or within the soil volume, the areal distribution of the 
infiltrated depth of water is equivalent to the areal distribution of 
the quantity of water reaching the soil surface. The validity of the 
assumption of no re-distribution following application is currently 
under review (for example Clothier and Heiler, 1983). Their work, 
with sprinkler application devices, suggests that so long as surface 
ponding (their definition) is avoided (by the appropriate selection of 
time-averaged application rate and sprinkler type) and the wavelength 
of micro-relief is small in relation to the horizontal extent of a 
plant's root system then the continued use of this assumption is 
reasonable. 
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4.3 DISTRIBUTION PATTERN EFFICIENCY 
One of the first to evaluate the effects of non-uniformity on 
distribution pattern efficiency was Howell (1964). He assumed that no 
re-distribution took place and hence that the depth of soil brought to 
maximum plant available water below any point at the surface in a 
field was directly proportional to the depth of water applied at that 
point. He derived a general expression relating distribution pattern 
efficiency (his E~) to the mean application ratio and the ratio of the 
sum of deficiencies of appli'cation at sampling points over an area to 
the sum of the depths applied on the same sampling points (equation 
4-1). The mean application ratio (ra ) was defined as the ratio of the 
volume of water applied to the volume required to restore the 
root-zone to field capacity (equation 4-2) - effectively a normalised 
-
mean application depth. Variation of the distribution about ra was 
characterised by Christiansen's Uniformity Coefficient, uec, (equation 
4-3) and the coefficient of skewness. 
e p 
-
r = 
a 
l/r - E(u -u.)/Eu. 
a . r 1 . 1 
u/u 
r 
1 1 
4-1 
4-2 
uee = 1 - E I u. -u I /Eu. 4-3 
j J j J 
where ui - depth of application at sample 
i, wherei: ur > ui 
U = mean application depth 
ur = depth required to restore 
root-zone soil moisture to 
maximum plant available water 
On the basis of numerically derived distributions Howell (1964) 
concluded that distribution pattern efficiency was primarily a 
function of the application ratio and secondly of uee. 
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4.3.1 Choice of statistical distribution 
(a) Sprinkler application systems 
Following Howell's (1964) initiatory work, research work in this 
area has been concentrated on fitting well-known statistical 
distributions to distributions derived from sprinkler test data. On 
the basis of test data, Hart and Reynolds (1965) assumed the 
distribution of ppplied depth to be Gaussian and tabulated 
distribution pattern efficiency as a function of the application ratio 
and coefficient of variation (common measures of uniformity, such as 
attributed to Christiansen (1941), wilcox and Swailes (1947), and Hart 
(1963), are directly proportional to the coefficient of variation, 
assuming a Gaussian distribution (Warrick, 1984)) •. However the use of 
the Gaussian distribution function allows negative application depths 
and ignores the skewness usually present in experimentally determined 
distributions. Accordingly, Seniwongse et.al. (1972) fitted a range 
of statistical distributions, both symmetric and assymetric, to their 
data in order to assess the practical significance of skewness on 
estimates of distribution pattern efficiency. They concluded that the 
inclusion of the coefficient of skewness did not significantly affect 
estimates of distribution pattern efficiency if the uniformity 
coefficient exceeded 75%. 
Whereas previous analyses were numerical, Chaudhry (1978) derived 
analytically explicit relationships between the parameters of 
statistical distributions and measures of irrigation performance, such 
as the distribution pattern efficiency. The distributions he used 
were the Gaussian (for simplicity) and Gamma distributions (to allow 
skewness). Warrick (1984) has subsequently extended the number of 
distributions for which explicit relationships have been derived. 
Chaudhry's (1978) analytical results agree well with Howell's (1964) 
results where comparison is possible. One advantage of the analytical 
approach is the ease with which a sensitivity analysis may be made. 
Chaudhry (1978) showed that the dependence of distribution pattern 
efficiency on the coefficient of skewness increases as the application 
ratio and coefficient of variation decreases. At high uniformity 
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( UCC > 70% ) and comparable application ratios, Chaudhry's (1978) 
results compare well with those of Seniwongse et.al. (1972) and 
support their conclusion that skewness could be ignored. However at 
lower application ratios ( < 0.6 ), such as may be optimal given high 
water cost or severe constraints on water availability, the skewness 
coefficient significantly affected the distribution pattern 
efficiency. 
Recently Elliott et.al. (1980) evaluated the goodness of fit of 
the linear, normal, and beta distributions to water application depth 
distributions obtained by computer overlapping wind-affected single 
sprinkler patterns. A total of 2450 everlapped sprinkler patterns 
were used. The root-mean-square deviation of the derived distribution 
from each of the theoretical distributions was used as the basis of 
comparison. The beta distribution consistently fitted the observed 
data best with the normal distribution preferred over the linear 
distribution for usual UCC values. They concluded that the choice of 
distribution should be guided by its intended use and that for routine 
estimation of distribution pattern efficiency the normal distribution 
was suitable. On this basis, in the scheduling procedures described 
in following chapters, the average change in plant available water has 
been considered a function of application ratio and Christiansen's 
uniformity coefficient assuming the distribution of infiltrated depth 
is Gaussian. 
- 86 -
(b) Surface application systems 
~ 
The choice'of a distribution function for modelling the 
distribution of infiltrated depth following surface irrigation has 
consistently been a specialised power distribution of the form 
where 
b 
ra = a (s + c) 
= application ratio 
b < 1 
o < s < 1 
s = fractional area receiving less than ra mmlmm 
4-4 
a, b, c = parameters defining the shape of the distribution function 
(Karmeli, 1978; Hart et.al., 1980; and Warrick, 1984). Karmeli (1978) 
found that function 4-4 fitted experimental data well - the r2 value 
for a series of fits exceeding 98%. 
4.3.2 Evaluating distribution pattern efficiency and irrigation 
adequacy 
Let the area irrigated be divided into a number of sub-areas, as 
illustrated in Figure 4-2, and assume that the depth of water 
infiltrated into each of these sub-areas, due to an irrigation of mean 
depth u, has been sampled. Then, with reference to Figure 4-3, a 
section through the irrigated area, some sub-areas may have received 
less water than was required to meet the deficit in plant available 
water, Uy, whilst other areas an amount in excess of ur . 
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Figure 4-3 
Field distribution of infiltrated depth of water 
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Cross-section of infiltrated depth of water 
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Given this sample of infiltrated depth, the density function, 
a(u), and the distribution function, F(U), of infiltrated depth may be 
determined. Knowing these functions and the deficit, the contribution 
to the mean change in plant available water over the whole irrigated 
area, of those elemental areas for which the infiltrated depth of 
water is less than or equal to the deficit, may be determined. Let 
this quantity be represented by Q where 
u 
r 
u 
Qu = Jru.a(U).du 
r 0 
Then, assuming that water infiltrated on sub-areas in excess of the 
deficit rapidly drained from those sub-areas to ground-water and is 
subsequently unavailable, the mean change in plan~ available water 
over the whole irrigated area, ~Q, is given by 
~Q :: ~ + (1 - F(u))o u
r 
r 
u 
= J r u 0 a ( u) 0 du + (1 - fXl a ( u) 0 du) 0 u 
o 0 
Then, from Painter and Carran (1978), 
Distribution pattern efficiency, e , p 
e 
p 
:: lLQ. 0100%. 
u 
Define, as a measure of the degree to which the deficit 
is satisfied, the Adequacy of irrigation, ai' 
a. 
1 
:: .AQ. 0100% 
u 
r 
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4-5 
4-6 
4-7 
4-8 
4-9 
Implicit in this derivation is the assumption that the deficit is 
spatially uniform. In practice, the deficit may not be spatially 
uniform, principally due to the spatial variability in soil physical 
properties. If the distribution function of the· deficit in plant 
available water was known before irrigation then the above approach 
would suffice with equations 4-5 and 4-6 re-defined in terms of the 
joint distributions. 
(a) Performance measures for sprinkler irrigation 
(assuming a Gaussian distribution of infiltrated depth) 
The density function is given by 
where 
a = standard deviation 
ui = infiltrated depth at i 
u = mean infiltrated depth 
The distribution function is therefore 
F(u) = f) a(u)·du 
o 
where 
erf(x) 2 JX _u2 = lIT e duo 
0 
Now 
4-10 
4-11 
4-12 
4-13 
u 1 
ah = (l:UCC)rrr (equation 31 of Peri et.al. (1979)) 4-14 
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As Christiansen's uniformity coefficient (Uee) tends to 100%, 
erf( ~) tends to unity. Thus for practical purposes, assuming a uee 
ov2 u 
of greater than 70%, the value of erf( 012 ) may be taken as one. The 
error introduced in integrating equation 4-5 over the range zero to ~ 
rather than - 00 to ur is thus negligible for uee > 70%. 
So 
The mean change in plant available water over the whole area, 
summed over the elemental areas for which the infiltrated 
quantity is less than Ur, Qu , is 
r 
- rzi [exp[~ - exp[ -! [U~-U nJ 
+ ~ [ erf[:;; 1 + erf[ alz lJ 
Thus ~Q may be evaluated for a given u, ur ' and uee using 
equations 4-6, 4-15, and 4-16. 
4-15 
4-16 
The distribution pattern efficiency and irrigation adequacy may 
then be determined using equations 4-8, 4-9, and ~Q. 
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(b) Performance measures for surface irrigation 
(assuming a power distribution of infiltrated depth) 
Let the distribution function of infiltrated depth be given by 
equation 4-4, that is 
where 
b 
ra = a (s + c) 
ra = ui/ ur 
= application ratio 
b < 1 
s = fractional area receiving less than ra 
4-17 
Assume equation 4-17 has been fitted to experimental data - for 
example by minimising the sum over s of the square of the difference 
between function value and experimental data. Thus a, b, and care 
known for the given strip dimensions, roughness, slope, stream size, 
soil physical properties, and antececent soil moisture distribution. 
In quantifying m~asures of performance given equation 4-17 as the 
function specifying the distribution of infiltrated depth, two cases 
must be considered. In the first case the duration of irrigation is 
such that irrigation water runs to waste or to infi~trate outside the 
target area - in which case c is greater than zero. In the second 
case the duration of irrigation is insufficient to cause run-off to 
waste so c is less than or equal to zero. 
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Figure 4~4 Distribution of infiltrated depth with run-off 
area 3 = change in, volume of plant available water, ~Q 
area 2 = quantity of water percolated out of root-zone 
area 1 = quantity of water run to waste or infiltrated 
outside of target area 
sp = fraction of area receiving less water than that 
required to restore plant available water to 
the maximum value 
o < s < 1 
- p-
s = sp' r = 1 a 
h 
1 = a· (sp + c) 
1 
sp = ;h_ c 
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4-18 
However 0 < s < 1, which solution to 4-18 does not ensure. 
- p - 1 
Thus sp "" MIN (1, a b - c) 4-19 
1 
and sp = MAX (0, ab - c) 4-20 
Now the average change in plant available water, ilQ is 
= 
and the mean application depth, u, is 
= 
The distribution pattern efficiency (4-8) and the adequacy of 
irrigation (4-9) may then be determined from 4-22, and 4-24. 
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4-21 
4-22 
4-23 
4-24 
Case 2: c S 0 
(Ij 
H 1.0 
c 
Fractional area receiving less than r , s 
a 
1.0 
Figure 4-5 Distribution of infiltrated depth with no run-off 
area 3 = change in volume of plant available water, 6Q 
area 2 = quantity of water percolated out of root-zone. 
As in case 1 
and 
but 
and 
sp = MIN (1, 
sp = MAX (0, 
1 
-I) 
a -c) 
i 
a-I)-c) 
a [ h+l b+D 
u = b+l (1 + C) - C JUr 
+l-SJ.U P r 
= [b:l ((sp + c) b+l_ (2c)b+l) + 1 - sp}l.\-
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4-25 
4-26 
4-27 
4-28 
4-29 
The distribution pattern efficiency (4-8) and the adequacy of 
irrigation (4-9) may then be determined using equations 4-27, and 
4-29. 
4.3.3 Variation of distribution pattern efficiency and irrigation 
adequacy with mean application ratio 
The variation of distribution pattern efficiency and irrigation 
adequacy with mean application ratio, for sprinkler and surface 
application systems, is illustrated in Figure 4-6. 
The distribUtion of infiltrated depth given sprinkler application 
was assumed to be normal with a Christiansen's uniformity coefficient 
of 80%. A border-strip application system was modelled using the 
distribution given by equation 4-17 by fitting it graphically to data 
from Taylor (1981). The coefficients in equation 4-17 will vary 
during the season as surface roughness varies and with antecedent soil 
moisture content. Insufficient data were available to determine 
coefficient values as a function of the latter variables. Thus it was 
assumed that the shape of the profile of infiltrated depth of water 
(coefficient b in equation 4-17) and the maximum .and minimum 
infiltrated depths remained constant. Coefficients c and a were then 
determinable. In effect, the surface application system was 
constrained to apply a fixed depth of water. Automatic border-strip 
application systems in New Zealand are typically operated in this 
mode. 
With reference to Figure 4-6, the application systems modelled 
were capable of achieving similar levels of performance, as measured 
by pattern efficiency and the adequacy of irrigation. The main 
difference was in the maximum pattern efficiency which, for the 
surface application system, was approximately 90%. This upper limit 
was determined in this case by the quantity of water infiltrating 
beyond the limits of the strip. 
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The uniformity of infiltrated depth along the strip was high - as 
evidenced by the linearity of the adequacy curve up to the break point 
at a mean application ratio of approximately 1.1. 
Clearly the relationship between the mean application ratio and 
both pattern efficiency and the adequacy of irrigation is non-linear. 
Because of the areal non-uniformity of infiltrated depth, the 
achievement of a high level of adequacy (greater than 95% say) 
requires a mean application ratio in excess of one. Irrigation 
strategies which seek to ma%imise crop yield by irrigating at 100% 
adequacy consequently use irrigation water less efficiently than 
strategies which seek to achieve the same goal with more frequent but 
lower adequacy irrigation events. Thus in seeking irrigation 
strategies or schedules which maximise economic efficiency, it is 
essential to transform the crop yield/crop water~use relationship to a 
crop yield/irrigation water-use relationship. This transformation is 
conveniently achieved through the mechanism of the plant available 
water balance model described in the previous chapter. Knowing, on a 
particular day, the current level of plant available soil moisture and 
given a trial or actual mean application depth, the mean application 
ratio may be determined. For either application system, the adequacy 
of irrigation is readily obtained and thus the anticipated or actual 
mean change in plant available soil moisture achieved by the 
irrigation event is known. 
4.4 SUMMARY 
The method used in this study to evaluate the change in plant 
available water as a function of the mean depth of water applied and 
the areal non-uniformity of the irrigation application has been 
described. Depending on the context in which this relationship is 
used, it may be conveniently referred to as the adequacy of irrigation 
or the distribution pattern efficiency. The latter, along with 
application and network efficiencies, relates the change in plant 
available water to the water drawn from the distribution system. The 
costs and benefits of irrigation application system operation may thus 
be determined through a simulation of the plant available water 
balance using the models described in this and the previous chapter. 
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CHAPTER 5 
OPTIMAL IRRIGATION SCHEDULING FOR A SINGLE CROP 
5.1 INTRODUCTIQN 
The problem addressed in this chapter is that of optimally 
scheduling the irrigation of a single crop. In particular, the manner 
in which the crop-weather analysis model described in sections 3.2.5 
and 3.3.3 was used within a dynamic programming algorithm to optimise 
irrigation applications is described. This optimal irrigation 
scheduling procedure makes use of the application system model 
(Chapter 4) to transform the quantity of water applied into the 
quantity of water stored within the root-zone. The ability to make 
this transformation, as a function of the type of application device 
employed, enabled a comparison to be made of the performance of 
different application devices operating under a range of water 
Allocation Rules. The results of this comparison are presented in 
Chapter 7. 
Optimal irrigation scheduling techniques determine the timing and 
depth of irrigation applications which maximise the degree to which 
the objective of irrigation is achieved, subject to constraints on 
water availability. More correctly, irrigation is a multiple 
objective task, as discussed in section 1.5.2. However the approach 
here has been to schedule to achieve the economically optimum 
irrigation practice wherein the marginal cost of irrigation equals the 
value of the marginal product. 
The constraints on irrigation scheduling were discussed in 2.2.2. 
In this chapter only constraints on the availability of water for 
irrigation are considered. The formal setting of these constraints is 
the water Allocation Rule which generally prescribes the frequency, 
- 99 -
duration, and rate of water abstraction for irrigation purposes. In 
addition, it may also limit the seasonal quantity of water available 
for irrigation. 
Optimal irrigation scheduling involves forecasting changes in 
plant available water and subsequently evaluates the costs and 
benefits of manipulating the soil water level. In a water-short 
region, it is desirable to include in the scheduling procedure some 
means of estimating expected changes in plant available water due to 
random precipitation events' in order to make most use of this source 
of water. In this procedure for scheduling the irrigation of a single 
crop, this random input to the soil system was included by modelling 
the stochastic sequence of precipitation events within a given time 
interval as a Poisson process, and the cumulative infiltration per 
event by a gamma 'distribution. 
Given the probabilistic description of both the volume of water 
infiltrated from a precipitation event and the sequence of storm 
arrivals in a given time interval, the probability density function of 
the plant available water at the end of a given time period, 
conditional on the initial level of plant available water, may be 
derived given the crop-weather analysis model of soil water depletion 
described in Chapter 3. The expected total actual evapotranspiration 
over the given time period, conditional on the initial level of plant 
available water, may also be derived. This probabilistic description 
of the dynamics of plant available water during each of the time 
periods, or stages, into which the irrigation season is divided, forms 
the basis of the stochastic dynamic programming algorithm used to 
solve the optimal irrigation scheduling problem. 
The probability density functions and expected values are derived 
for the unmodified (by irrigation) hydrologic system. Defining the 
irrigation decision as being of the type "if the current plant 
available water is less than Xd then irrigate to a target level of 
soil water xs ", then the effects of irrigation at ti = 0 on the 
probability density function of plant available water at t£ = £·~t, 
and the expected evapotranspiration, can be readily determined. The 
term £.~ t represents an integer number (£) of unit time intervals 
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(6 t) • A typical range of values of.R,· ~ t would be one to 31 days. 
Hence the expected benefits of irrigation at t., according to the crop 
1 
water-use production function, may be evaluated in terms of the change 
in expected evapotranspiration over the time periods following tie 
The costs of irrigating such that plant available water increases from 
less than xd to the target level, xs ' are a function of the initial 
soil water content, the magnitude of the change in plant available 
water, and the characteristics of the application device - as 
described in Chapter 4. Thus the expected income net of irrigation 
costs may be derived given a stochastic model of the precipitation 
input to a deterministic model of plant available water depletion. 
The optimal irrigation scheduling problem may then be solved by 
deciding, at the beginning of each of the several stages into which 
the irrigation season is divided, to what extent irrigation should 
occur in order to maximise income net of irrigation costs. Stochastic 
dynamic programming was used to solve this problem, subject to 
constraints on total seasonal water use. As discussed in Chapter 2, 
several authors have applied stochastic dynamic programming to this 
problem. In particular, Cordova and Bras (1979) used the derived 
distribution approach in modelling the dynamics of the plant available 
water depletion process. This approach has the advantage, over the 
Monte-Carlo simulation approach, of allowing irrigation-season stages 
to be re-defined in a manner which is computationally efficient. This 
advantage was considered valuable to this study wherein consideration 
of a range of water Allocation Rules would require an ability to 
easily vary the frequency with which irrigation decisions may be made. 
The method'of solving the optimal irrigation scheduling problem, 
as outlined, is discussed in more detail in the remainder of this 
chapter. Computational aspects of the application of this method are 
also briefly dicussed. The application of this method to the analysis 
of Water Allocation Rules is discussed in Chapter 7. 
5.2 MODELLING THE PRECIPITATION REGIME 
The volume of water infiltrated from a precipitation event 
depends upon the antecedent vertical distribution of·soil water, the 
physical properties of the soil, and the topography of the irrigated 
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area as well as the characteristics of the precipitation event. 
Having assumed surface run-off to be negligible, the infiltrated depth 
was approximated by the precipitated depth per event. Hence the 
random input to the soil system was able to be described by a 
statistical model of the sequence of arrivals within a given time 
interval and the probability density function of precipitation event 
depth. 
5.2.1 Number of events in a given time interval 
The sequence of precipitation events has been modelled as a 
Poisson process for a variety of applications. For example this model 
was one basis of Eagleson's (1978) derivation of the distribution of 
annual precipitation from observed storm sequences; of Revfeim's 
(1983) analysis of extreme rainfall events, and of Cordova and Bras' 
(1979) derivation of the distribution of infiltrated depth over weekly 
time periods throughout an irrigation season. 
Let v be the mean rate of occurrence of events over a long period 
of time. Denote by Nt ,t+6t the random variable defined as the number 
of events occurring in (t,t+6t], where 6t > O. The conditions for a 
Poisson process· of rate v are: 
as 6t + 0 
5-1 
5-2 
and that the random variable, Nt,t+6t, is statistically independent of 
the events that occurred in (O,t], for all t and 6t > O. 
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From equations 5-1 and 5-2, 
In equations 5-1 to 5-3, the residual terms, ni(~t), denote any 
quantities which tend to zero more rapidly than ~t as ilt -> O. 
5-3 
As ~t tends to zero, the Poisson assumptions lead to the 
distribution of the number 0f events in the finite time interval (O,t] 
given by 
(vt)n e-vt 
n! n 1,2,3, .... 5-4 
Because of the assumption that events are independent, the use of 
the Poisson model precludes the use of the immediate history of past 
precipitation occurrences in determining the probability of an event 
occurring in the next time period, ~t. In following up the work of 
Cordova and Bras (1979), Rodriguez and Bras (1982) dropped the 
assumption that the precipitation occurrence process was stationary 
and used the Neyman-Scott cluster process to model the temporal 
sequence of precipitation events (after Waymire and'Gupta, 1981). 
Thus the precipitation model was dynamic in the sense that the 
probability of an event occurring in the time interval (t,t+~t] 
changed with t according to the history of events over the preceding 
time period (t-~t,t]. The magnitude of m provides a simplistic 
measure of the degree of dependence between precipitation events. For 
the data they used, Rodriguez and Bras (1982) concluded that the 
useful length of "memory" was about two days. Such a short useful 
memory partly explained the insignificant difference in the net 
benefits achieved using their optimisation algorithm in comparison 
with the use of Cordova and Bras' (1979) for scheduling irrigation on 
a weekly decision making cycle. Because the more complicated model 
(Rodriguez and Bras, 1982) did not significantly improve the 
irrigation schedule, in their application, the more simple Poisson 
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process model was used in this study. This was considered to be an 
appropriate first step toward including a predictive precipitation 
model in an optimising scheduling algorithm for local use. 
5.2.2 Infiltrated depth of precipitation 
As surface· run-off was considered negligibly small, the 
infiltrated depth per event, R, was approximated by the total 
precipitation depth. Under the assumption that the precipitation 
events are independent and identically distributed random variables 
within a given time period, the distribution of observed precipitation 
depths was represented in this study by the gamma distribution, 
equation 5-5. Experience has shown that this distribution often 
provides a good fit with observations over a range of climatic types 
(Eagleson, 1978). 
P{R=r} >..(>..r/-Ie -Ar f(k) 
r L 0 
with mean, m ='K/>" 
r 
d . 2 /1 2 an varlance 0 = K A 
r 
5.2.3 Model calibration 
5-5 
5-6 
5-7 
The Poisson and gamma models were calibrated using twenty-three 
years (1960 to 1982) of hourly rainfall data from the Christchurch 
Airport meteorological station (H32451) administered by the N.Z. 
Meteorological Service. Calibration was undertaken according to the 
method of Restrepo-Posada and Eagleson (1982). Details of this method 
are presented in Appendix 1. A representative range (the worst and 
typical) of comparisons between theoretical and "observed" 
distributions is presented in Figures 5-1 and 5-2. In order to test 
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the validity of modelling the precipitation regime as described, the 
distribution of total monthly precipitation was derived using the 
fitted Poisson and gamma models according to Eagleson (1978). This 
distribution was compared with the distribution of monthly infiltrated 
depth derived from fifty-five (1930 to 1984) years of precipitation 
data (from station H32451). It can be seen from Figure 5-3 that where 
the individual models fit the data well, the derived distributions 
compare well also. 
The validity of the statistical description of the precipitation 
regime appears to be most dependent on how good is the assumption of 
independent precipitation events and on the adequacy of testing for 
independence. Given the assumption of a Poisson process, it has been 
shown that the inter-event time is exponentially distributed (hence 
Figures 5-1a and 5-2a). In sampling the precipitation record by 
months, long inter-event times may not have been counted thus biasing 
the result. Future analysis of this data should consider this 
sampling problem. 
- 105 -
1.0 
.9 
• 8 
G 
0 
.7 c 
G 
"lJ 
G 
G 
.8 0 
x 
G 
.... 
0 .5 
::lI 
+ 
... 
.4 
... 
.0 
0 
.0 
0 
.3 L 
n. 
.2 
.1 
0 
0 
'- .. -.', :.-.,'_ .. ' 
1.0 
.9 
.8 
G 
_. _~ _. __ • _,_" L, 0 
.7 c 
G 
"lJ 
III 
III 
.8 0 
x 
III 
.... 
.5 0 
_ '"':" •. _ • ...;.:~-L". ::lI 
+-
.4 
.... 
.0 
0 
.0 
0 
.J L 
n. 
.1 
Figure 5-1 
(0.) Poisson 
. 
. 
-
. 
... 
-
-. 
20 40 60 80 100 120 140 160 180 200 220 240 
TIMe between etorMs (hours) 
(b) gamma 
10 20 ~ 40 ~ 60 ro 80 90 
Total etorM depth (Mil IIMetres) 
Comparison between the distribution functions derived from 
statistical models (solid line) and rainfall data (points) 
for November 
- 106 -
260 
100 
1.0 
.9 0 0 (0.) Poisson 
.8 
CD 
0 
.7 i 
"tI 
CD 
CD 
.8 0 
x 
CD 
.... 
0 . 5 
~ 
-+-
... 
- .4 
... 
.Jl 
Cl 
.Jl 
0 
.3 I-
0.. 
.2 
.1 
'0 
00 ~ ~ 00 ~ ~ ~ m ~ ~ ~ m m ~ ~ ~ ~ ~ 
TIMe between storMs (hours) 
.9 
.8 
~ 
c .7 
CD 
"tI 
Z ~ .8 
CD 
.... 
o .5 
~ 
-+-
... 
... 
.Jl 
..8 
o 
I-
0.. 
.4 
.1 
lh) gamma 
°0L-~~-JIO--~---~~--~~3~0:::L~~40~~===~~==Z=~00======~ro~~---;oo~~--~~ 
Tot81 storM dspth (MII11Matra8) 
Figure 5-2 Comparison between the distribution functions derived from 
statistical models (solid line) and rainfall data (points) 
for December 
- 107 -
1.0 
.9 
.8 
.7 
.6 
..... 
x 
VI 
.5 
x 
..... 
a.. 
.4 
.3 
.2 
• 1 
0 
0 
1.0 
.9 
.8 
.7 
.6 
..... 
x 
VI 
.5 
x 
..... 
a.. 
.4 
.3 
.2 
.1 
Figure 5-3 
Nove~ber Rainfal I 
I< 
I< 
I< 
I< 
x 
.f 
I< 
X 
I< 
~ 
~ )( 
?? )( 
~ 
x 
I< 
I< 
~ )( 
x 
H )( 
I< 
i 
x 
x 
I< )( 
20 40 60 80 100 120 140 160 180 200 
Monthly InfIltrated depth 
Dece~ber Rainfal I 
T-'- I i I i r 
~ i' • •••• • 
I< 
! 
xl< 
)( 
x )( 
)( 
)( 
20 40 60 80 100 120 140 160 180 200 
Monthly InfIltrated depth 
Comparison between the distribution function of total 
infiltration per month derived from the Poisson and gamma 
models (solid line) and from rainfall data (points) 
- 108 -
5.3 DETERMINING THE OPTIMAL-IRRIGATION STRATEGY FOR A SINGLE CROP 
Optimal irrigation scheduling requires a decision at intervals of 
time throughout the irrigation season concerning the desirability of 
an irrigation application with respect to maximising income net of 
irrigation costs. This set of decisions must take into account crop 
response to stress induced by the depletion of plant available water 
and the randornnes,s of the precipitation process. The following 
formulation of this optimal control problem consid~rs a single crop 
and the assumption is made that the total volume of water available 
for irrigation is known at the beginning of the season. with respect 
to an analysis of water Allocation Rules, this formulation allows 
variation in the timing, duration, and method of application but does 
not include constraints on the rate of supply of water to the 
application device. This aspect is considered in scheduling for 
several competing crops. 
Previous applications of the stochastic dynamic programming 
method to the single crop optimal irrigation scheduling problem were 
reviewed in 2.1.2. The principal advantage in following the method of 
Cordova and Bras (1979) was discussed in section 5.1. 
5.3.1 Stochastic dynamic programming formulation - unlimited water 
(a) Discretising the time domain 
Irrigation decisions are sequential and bounded in time. Thus, 
in practice, the irrigation system manager partitions the finite 
duration irrigation season into a number of time periods at the 
beginning of which, a decision of whether to irrigate is made. This 
practice of partitioning the irrigation season into a sequence of time 
periods, or stages, was followed in this procedure. The irrigation 
season was divided into a number of stages during which model 
parameters may reasonably be considered time invariant. In the 
analysis based on this formulation of the irrigation scheduling 
problem, the length of stages ranged from two days to sixteen days. 
In the discussion to follow, the total number of stages in a season 
will be denoted N and any particular stage by n. 
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(b) Discretising the state variable (plant available water) 
For the unlimited water supply case a single (state) variable 
specifies the state of the hydrological system at any stage, that 
variable being the plant available water, x. The benefits and costs 
of irrigating at the beginning of any stage may be evaluated in terms 
of this state variable. The state variable's range, from zero to 
maximum plant available water, is discretised by taking as an initial 
value of plant available water its maximum value, Xffiax. Then using 
equation 3-17, which defines actual evapotranspiration as a function 
of maximum evapotranspiration rate and plant available water, the 
time, t , required to deplete plant available water to some small 
m 
value, given no infiltration, is determined. The number of state 
variable intervals is then given by 
m = tm /Llt 5-8 
where Llt is a unit time interval 
and tm is the time taken to deplete plant available water to 
a negligible level 
Each interval, i, is delimited by an upper and lower bound on plant 
available water, x~ and x~. At time k=O, the upper bound of the first 
1 1 
state interval is equated with Xffiax(k). After one unit time interval 
has elapsed, plant available water has depleted by the amount of 
evapotranspiration over that time interval. The quantity of plant 
available water at the end of that unit time interval, or the 
beginning of the second unit time interval, defines the upper bound of 
the second state interval. The lower bound of the first state 
interval is greater than this by an "infinitely" small amount. In 
this manner each of the bounds of the m state intervals are defined. 
The level of plant available water, xi(k), thus falls within the ith 
interval, [X~(k),X~(k)1, at time k. It should be noted, with 
reference to Figure 5-4, that the discretisation procedure generates 
intervals of plant, available water of decreasing magnitude as i 
increases from 1 to m. Under the discretisation procedure, if no 
infiltration takes place during the time interval (k,k+11, and the 
initial state was·the ~h, then the state at the beginning of time 
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th interval (k+1,k+2] would be the i+1 By convention, i increases 
with increasing depletion. Under equation 3-17, plant available water 
approaches zero asymptotically. For practical reasons, the number of 
state variable intervals must be limited. The errors introduced by 
such truncation were analysed by Cordova and Bras (1979) who concluded 
that so long as irrigation policy prevented plant available water from 
depleting to the lowest interval of plant available water, truncation 
errors would not affect the optimal irrigation policy. Since the 
discretisation procedure depends on both the maximum level of plant 
. . 
available water and maximum evapotranspiration rate, time varying 
changes in either will result in time varying discretisation. 
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.0 
(c) Objective function 
The objective of irrigation, as outlined in section 5.1, may be 
expressed in general terms by 
B~~ = MAX E r- ~ RIJ 
IElY ~=1 n J 
where 
~~ = Maximum expected net income (net of irrigation costs) 
I = irrigation policy; a sequence of decisions 
{II ' 12 , ••• IN} whe re 
each I E TI , the set of all feasible decisions 
n 
E[ ] = expectation operator 
RIn = income, net of costs incurred in implementing decision 
n 
In' accruing over stage n 
N = maximum number of stages 
Expanding R!n 
where 
P = price per unit of crop yield, $/kg 
Sn = unit cost of water during stage n, $/rom 
Y = unit cost of an irrigation event, $/irrigation 
n 
y!n = yield attributable to decision stage n, kg 
In 
un = depth of irrigation water applied under control In' rom 
I 
Cnn 
= ~ 0 if 
~ 1 if 
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5-9 
5-10 
Crop yield has been related to seasonal water use, in this study, 
using equation 3-20. In particular, the gross income may be expressed 
as 
N 
E p Y 5-11 
n=l n 
where 
TIn AE = the total actual evapotranspiration over stage n given the 
n 
irrigation control In' mm 
a = the value of each unit of evapotranspiration in stage n, 
n 
$/mm 
Thus re-writing equation 5-10 
TIn I I RIn = a AE - Sun - Yn C n n n n n n n 5-12 
(d) Backward recursive formulation 
The solution of equation 5-9 may be obtained using Bellman's 
principle of optimality. The required backward recursive equations 
are; 
for the final stage, N 
for stage N-1 
m ~ IN 1J N-1 IN_1 MAX E R·· - + E P IN_1ETI N-1 i j=l N-1ij 
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b (xN ) N j 
5-13 
5-14 
for general stage n 
where 
b (x ) 
n n. 
1 
• b (x ) 0+1 n+1. 
J 
= the expected net return over the remaining decision 
stages if the plant available water (x), at the 
beginning of the nth stage is within the ith state 
interval and the optimal irrigation policy 
{I~, I~+l' IN} is applied over the remaining 
stages. 
5-15 
E [Rnlni] -- th t d . . t I' f e expec e lncome accrulng over sage n on y 1 
plant available water at the beginning of the nth 
pIn 
n .. 
1J 
stage is within the ith state interval and decision 
I is applied. 
o 
= the probability of there being a transition in plant 
available water from the ith state variable interval 
at the beginning of stage n to the jth state variable 
interval at the beginning of stage n+1, given the 
irrigation decision In' 
m = the number of state variable intervals at stage n as 
o 
defined by equation 5-8. 
Thus, ~}, of equation 5-9, is a vector with m1 elements corresponding 
to the "1 intervals of plant available water in stage 1. 
solution of equation 5-9 begins by determining for each i, at 
stage N., the irrigation decision which maximises the expected income 
from that stage, net of irrigation costs (equation 5-13 is solved). 
Proceeding recursively to stage N-1 (identically general stage n), for 
each initial state i, the irrigation decision which maximises the sum 
of the expected income from that stage, net of irrigation costs, and 
the expected optimal income, net of irrigation costs, from all 
following stages is determined (equations 5-14 and 5-15 are solved). 
Following solution of equation 5-15 for n=l, a tableau containing the 
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optimal irrigation decision for all combinations of (initial) states 
and stages has been generated. Classically, for an initial state at 
stage one, using the equation(s) describing the system's dynamics and 
the tableau of optimal decisions, the optimal state-stage trajectory 
is determined. For real-time control of an irrigation application 
system, it is useful to have available the tableau of optimal 
decisions as this allows optimal recovery from unforeseen events such 
as equipment failure. 
From the foregoing, the solution procedure requires knowledge of 
the income, net of irrigation costs, expected to accrue over the nth 
stage, given an initial state i, and the probabilities of a transition 
from that initial state to each of IDn+l state int~rvals at the 
beginning of the n+1th stage. Their derivation is the subject of 
following sections. 
5.3.2 Soil water regime unmodified by irrigation 
The formulation of the stochastic dynamic programming algorithm 
applied to solve the optimal irrigation scheduling problem requires 
definition of the probability density functions of· the plant available 
water at the end of each decision stage and the expected total actual 
evapotranspiration over each decision stage (of which income is a 
function) for all initial states. The p.d.f.'s of both variables for 
a stage depend not only on the initial plant available water, but also 
on the randomness of precipitation events and evapotranspirative 
demand over that stage, and dynamics of the plant available water 
depletion process. 
It was assumed for this study that the maximum evapotranspiration 
regime could be adequately represented by the mean over several years 
of the maximum evapotranspiration occurring during each decision 
stage, expressed as a daily rate. The validity of this assumption was 
tested by Rhenal and Bras (1981) who compared the net benefits gained 
by irrigating according to the policy generated given the assumption 
of a deterministic maximum evapotranspiration rate with that generated 
using their formulation which included maximum evapotranspiration rate 
as a stochastic variable. Inclusion of the maximum evapotranspiration 
- 115 -
rate as a stochastic variable only marginally improved the expected 
net benefits of irrigation. This could be expected for the climatic 
setting of this study since the coefficient of variation of the mean 
maximum evapotranspiration rate is in the range 0.12 to 0.15 for the 
months September through February. For comparison, the range in the 
coefficient of variation of mean monthly rainfall is 0.58 to 0.79. 
Having assumed a deterministic evapotranspiration regime, the required 
p.d.f.'s may be derived by combining the deterministic model of 
processes depleting plant available water and the stochastic 
description of water infiltrated from precipitation events. 
(a) probability transition matrix for a unit time interval 
The dynamics of plant available water were modelled as a discrete 
Markov process by discretising the time domain in small intervals ~t 
such that the probability of more than one precipitation event 
occurring in ~t was negligibly small. In keeping with the portrayal 
of precipitation occurrences as a Poisson process, the Markovian 
assumption establishes that events in adjacent stages are independent. 
In selecting the magnitude of ~t, a balance between the requirements 
of the Poisson model and the model of evapotranspiration was struck. 
A magnitude for ~t of 1 day avoided consideration of diurnal variation 
in evapotranspiration, yet, for the climatic regime used, the 
probability of two or more precipitation events occurring within ~t 
was only 0.03. Figure 5-5 illustrates the discretisation of the time 
domain. 
In deriving the probability of a transition over ~t, (k,k+1], it 
. 
was assumed that precipitation events occurred instantaneously at the 
end of the time period, that is, at time k+1. Thus the actual 
evapotranspiration over ~t was independent of the occurrence of 
precipitation. 
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Figure 5-5 Discretisation of the time domain 
A transition over ~t (from time k to time k+1) was defined in the 
following manner; 
if there is no precipitation during ~t, the relationship 
between x(k+1) and x(k) is deterministic 
x.(k+l) = x.(k) - AE(x.(k), ETmax(k») J 1 1 5-16 
where AE(xi(k),ETmax(k)) is the actual evapotranspiration 
over ~t, given by equation 3-17 (by convention, j = i+1). 
Where precipitation occurs during ~t, 
x .(k+l) = x. (k) - AE(x. (i), ETmax(k») + R .. (k) 
J 1 1 1J 
5-17 
where R .. (k) is the quantity of infiltrated water required 
1J 
to lift plant available water from Xi+l(k) to xj(k+1) 
where xi+l(k) is given by equation 5-16. xj(k+1) is a state 
interval representing a "wetness" at least as great as that 
represented by xi+l(k). 
In keeping with the assumption of instantaneous, end of stage, 
precipitation events, plant available water is first depleted, 
according to equation 5-16, and subsequently replenished by ~j(k). 
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The probability of a transition occurring according to equations 
5-16 and 5-17 is conditional on the occurrence of precipitation. 
Defining 
p = precipitation during ~t 
5-18 
q = no precipitation during ~t 
as mutually exclusive events, the probability of a transition from 
interval i to interval j over ~t can be obtained as follows: 
if no precipitation occurs in ~t, 
P.. = ~l if j=i+l 
lJlq ~O otherwise 
if precipitation does occur during ~t, from equation 5-9 the 
bounds on the jth interval may be expressed as: 
U ( ) U x.(k+l) = x.(k) - AE x.(k), ETmax(k) + R .. (k) J 1 1 lJ 
L L ~ 
X.(k+l) = x.(k) - AE(x.(k), ETmax(k») + R .. (k) J 1 1 lJ 
where R~ .(k) and R~ .(k) are the quantities of infiltrated water lJ . lJ 
5-19 
5-20 
required to lift plant available water from Xi+l(k) to the upper and 
lower limits, respectively, of the fh interval at time k+1. 
Therefore 
{ LUI } P" I (k) = P R. . (k) < R. . (k) < R. . (k) Xl' (k) , P lJ P lJ - lJ - lJ 
x~(k) 
1 
5-21 
= J P { X (k) =X . (k) } • P {R~. < R. . (k) < R ~ . (k) 1 X . (k) , P } d X . (k) 
1 lJ - lJ - lJ 1 1 
L 
x. (k) 5-22 
1 
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'. 
Given that x(k) belongs to the ith interval, Xi(k) may be assumed to 
be uniformly distributed within the bounds x~(k) and x~(k). 
1 
Therefore 
p{ x(k) = x. (k)} 
1 
1 
Introducing equation 5-23 into equation 5-22 
x~(k) 
1 L l' . P{RL .(k) < R .. (k) < R~ .(k) \x. (k). P .. , (k) 1J P x~(k)-x.(k) 1J - 1J - 1J 1 
1 1 
x~(k) 
1 
5-23 
p}dx.(k) 
1 
5-24 
Equation 5-24 was solved numerically using equation 5-20 to define the 
Bij (k)'s and the distribution function derived from equation 5-5 to 
determine the required probabilities. 
Given the Poisson process model of the occurrence of 
precipitation events, 
p{p} = v6t 
P~q} = 1 - v6t 
5-25 
5-26 
Now, the probability of plant available water changing from a value 
within the ith state interval to a value in the jth state interval 
over the time period 6t, (k,k+l], is given by 
<1> •• (k) = P{p}-P .. , (k) + P{q}-P .. , (k) 1J 1J P 1J q 5-27 
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Since, for time period (k,k+1] there are mk state intervals, the 
dynamics of plant available water durin~ (k,k+1], may be represented by 
the mk x mk dimensional matrix (the probability transition matrix) 
<I> (k), where 
<I>(k) : ............... <l> .. (k) ............ : 
. 1J . 
5-28 
. 
¢m 1 (k) ........................... <Pm m (k) 
k k k 
Let ~, (k) represent the ith row of the probability transition matrix 
1 
<I>(k). This vector is the discretised probability density function of 
the plant available water at time k+1 given that the plant available 
water at time k was in the ith interval. 
(b) probability transition matrix for general stage n 
Consider now a general stage n - a time interval of £ units of 
6t. There exists for each of the £ unit time intervals a probability 
transition matrix of the form of equation 5-28. Cordova and Bras 
(1979) showed that the discretised probability density function of 
plant available water at the end of £ unit time intervals, given that 
plant available water was initially contained in the ith state 
interval of the first unit time interval, ~~(n), is 
1 
~~(n) = ~,(1)·<I>(2)·<I>(3)· .... <I>(£) 
1 1 5-29 
where the prime (') denotes transpose. 
and 
~~(l)='(<I>'l(1), <1>'2(1), <1>'3(1), .... , <1>, (1») 
1 1 1 1 1m1 
5-30 
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The probability transition matrices for each of the unit time 
intervals depends upon the probability density function of infiltrated 
depth and on storm arrivals during that interval. Assuming the Markov 
process is stationary and homogeneous over stage n, the probability 
transition matrices for the unit time intervals are identical. Thus 
equation 5-29 may be written 
Q1 ~ (n) = ,qJ. (k). (<I>(k) )£.-1 
1 l 1 5-31 
Hence the probability transition matrix for the general stage, n, is 
, (n) 
1 
lii2(n) 
'P(n) = 
. 
G1' (n) 
m 
n 
In using this stochastic dynamic programming solution of the 
5-32 
optimal irrigation scheduling problem, the irrigation season is 
divided into stages, or time periods, during which the parameters 
defining both the plant available water depletion process and the 
precipitation model are constant. Each stage is thus homogeneous and 
the use of equation 5-31 is valid. 
(c) Probability transition matrix over two general stages, nand n+1 
In deriving the probability transition matrix describing the 
dynamics of plant available water over two adjacent general stages, n 
and n+1, heterogeneity must be allowed for. If, for example, the 
evapotranspiration rate (rom per unit time interval) for stage n 
differs from that for stage n+1 or the maximum plant available water 
for stage n+1 is greater than that for stage n, then the 
discretisation of the state variable will differ between stages. 
Similarly, the parameters defining the precipitation model may differ 
between stages. 
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Let 
~(n) be the probability transition matrix for stage n. 
Similarly, 
~(n+1) . 
From equation 5-29, the probability transition matrix describing 
changes in plant available water over successive stages is, in 
principle, equal to the product of the probability transition 
matrices. However, the variation in discretisation must be allowed 
for. 
It was assumed that the soil profile at the beginning of the 
irrigation season was at maximum plant available water. Thus 
expansion of the root zone, in depth, was into a zone of maximum plant 
available water. Root-zone expansion was modelled as a discontinuous 
function of time - within each time period, maximum plant available 
water was constant with step increases allowable between time periods. 
Let the step increase in maximum plant available water occurring 
instantaneously at the end of stage n (when infiltration from 
precipitation is considered) be of magnitude ~w. Determine, for each 
stage ~(n), an m x m matrix, and ~(n+1), an mIx m 1 matrix. 
o 0 M M 
With reference to Figure 5-6, transform the allowable range of plant 
available water at the end of stage n according to the increase in 
maximum plant available water: 
u u 
+ ~w x. (0+) = x. (0) 
1 1 
L L 
x. (0+) = x.(o) + ~w 
1 1 
Thus 
u u 
xl (0+) = xl (0+1) 
xL (0+) = ~w 
m 
o 
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5-33 
5-34 
At this stage the ith row of '¥(n+), (!\1.(n+)), is the (1 x I1h) vector 
1. 
describing the probability density function of plant available water 
at the beginning of stage n+1, given an initial v.alue x.(n), but 
1 
discretised according to bounds defining the m state intervals in 
n 
stage n. Finally, ~.(n+) must be transformed to ~~(n) by 
1 1 
re-partitioning it according to the bounds defining the mn+l state 
intervals between x~(n+1) (= x~(n+)) and xL (n+1) (=0). Thus'¥(n) 
is transformed from an Db x Db matrix to a~n~~ x mn+1matrix wherein 
the bounds defining the row-wise discretisation are identically those 
defining the column-wise discretisation of the state variable in stage 
n+1. 
The probability transition matrix for two general stages, nand 
n+1, may then be determined by multiplying the transformed stage n 
probability transition matrix, '¥®(n) by'¥(n+1). In the context of 
equations 5-14 and 5-15, the Pn.. is the ijth element of matrix 
,¥0(n). (At this stage irrigati~1 has not been considered). 
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given initial state i, 
as represented by the 
ith row of ~(n) 
TIle discretised p.d.f. 
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Transforming the probability transition matrix to interface 
with the following stage 
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(d) Expected actual evapotranspiration over unit time 6t, (k,k+1] 
The expected actual evapotranspiration over the unit time 
interval (k,k+1J, is independent of precipitation events and root 
extension occurring during that time period according to the Markovian 
formulation adopted. The expected actual evapotranspiration is a 
function of the initial state of plant available water and the maximum 
evapotranspiration over the time period 6t. The actual 
evapotranspiration over 6t was given by equation 3-17 as 
where ETmax(k) is the long term mean maximum 
evapotranspiration over the time period 6t. 
Assuming Xi (k) is a uniformly distributed random variable over 
the ith state interval, the expected actual evapotranspiration over 
(k,k+1] is 
u 
x. (k) 
1 
5-35 
E[AE. (k)] 
1 J pix. (k) L 1 x.} • f(x.(k), ETmax(k»)dx. 1 1 1 5-36 
x. (k) 
1 
1 
=-----x~(k)-x~(k) 
1 1 
x~(k) 
1 
J f(xi(k), 
x~(k) 
1 
ETmax(k»)dx. 
1 
Given x~(k) and x~(k), equation 5-37 may be solved. 
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5-37 
(e) Expected actual evapotranspiration over the general stage n 
Again consider a general stage n as being a time interval of ~ 
units of ~t. 
Define 
= the total actual evapotranspiration over the next ~ 
units. of ~t if the plant available water is currently 
in the ith state interval. 
If the plant available water goes through the ~ transitions according 
to the path i - j1- j2- .•• j~-l' then the value of AE~. can be 
written as 1 
AE T = AE. (1) + AE. (2) + •••• + AE. (~ ) 
n i 1 J1 J~_l 
5-38 
Expressing equation 5-38 recursively, 
AET = AE.(l) + AET (~-1) 
n. 1 n. 
5-39 
1 J1 
Taking expectation over the ~ transitions, equation 5-39 becomes 
E[AET J = E[AE. (1)] + ~ <1>.. *' E[AET (~-1)] 
n. 1 . 1J1 n. 
1 J 1 J 1 
5-40 
This equation states that the total expected actual evapotranspiration 
over the next ~ unit time intervals, if the plant available water is 
initially in state i, is equal to the sum of the expected contribution 
from the first unit time interval and the total expected actual 
evapotranspiration during the remaining £-1 unit time.intervals. By 
expanding equation 5-40 and assuming that within the stage the Markov 
process is stationary and homogeneous, Cordova and Bras (1979) showed 
that 
5-41 
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where 
ET 
n l 
ET 
ET 
= 
n 2 5-42 
n 
.' . 
. 
ET 
n 
rn 
and 
ET 
= E[AE~i] n. 
1 
5-43 
Similarly 
Ek 
1 
Ek 
E 2 
n 
5-44 
where 
Ek. :: E[AEi(k)] 
1 
k being the beginning of any unit time interval in the 
homogeneous stage n. 
1M = identity matrix 
5.3.3 Soil water regime ·modified by irrigation 
The irrigation season has been divided into N homogeneous 
decision stages, or time periods. Each decision stage; n, consists of 
£ unit time intervals. This partitioning of the irrigation season is 
n 
illustrated in Figure 5-7. A method of determining the probability 
transition matrix and the vector of expected actual evapotranspiration 
for each stage has been summarised in equations 5-32 and 5-41 
respectively. 
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Decision Gamma Poisson ETmax Xmax Alpha Beta Gamma Homogeneous 
stage ~roup of 
ecision 
K A V (mm) (mm) ($/mm) ($/mm) ($/irrig) stages 
40 1.27 0.04 [ 27/9 1 0.37 0.072 0.35 2.1 7.50 
4/10 
-~- --'-- -_.-.-
[ 5/10 2 0.41 0.075 0.34 2.5 52 1.27 0.04 7.50 ,-~.-.'-' -'. '--'-.-" 
13/10 
-. -.-.- -. ----._. [ 14/10 3 0.41 0.075 0.34 3.6 77 1.27 0.04 7.50 
21/10 . 
4 [ 22/10 0.41 0.075 0.34 3.6 102 1.27 0.04 7.50 
29/10 
"'-:." -
-"", 
[ 30/10 5 0.37 0.063 0.36 4.2 122 1.27 0.04 7.50 
6/11 
6 0.36 4.4 0.04 [ 7/11 0.37 0.063 135 1.27 7.50 
14/11 
7 0.37 0.063 0.36 4.4 140 4.12 0.04 7.50 
15/11 
22/11 
8 0.37 0.063 0.36 4.4 140 4.12 0.04 
23/11 
7.50 
30/11 
9 0.33 0.061 0.34 4.3 140 3.48 0.04 7.50 
1/12 
8/12 
10 0.33 0.061 0.34 4.3 140 3.48 0.04 7.50 
9/12 
16/12 
~ --"-.- --- .. ,-,. '~.' 
17/12 11 0.33 0.061 0.34 4.3 140 3.48 0.04 7.50 
24/12 
25/12 12 0.33 0 •. 061 0.34 4.3 140 3.48 0.04 7.50 
1/1 
2/1 13 0.33 0.061 0.34 4.3 140 3.48 0.04 7.50 
. ---_ ........... 
11/1 
Figure 5-7 Irrigation season divided into homogenous decision stages (the 
meaning of the symbols is contained in the text) 
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Now let the soil water regime be modified by a set of irrigation 
decisions, 
where In represents the type of control effected 
at the beginning of stage n. The structure of both the probability 
transition matrix, ~n' and the vector of expected actual 
evapotranspiration, ET, will change according to the magnitude of the 
n 
irrigation application. 
Represent the ith state variable interval by its mean value 
x 
n. 
1 
L u 
x + x 
n. n. 
1 1 
2 
Define the irrigation decision as 
In= [if the plant available water at the beginning 
of stage n, Xn, is less than xn ' then irrigate to 
increase the areal mean plant a~ailable water to a 
target level, xn ] 
s 
By equation 5-45, the vector of state variable intervals may be 
represented by 
x = 
n 
x 
x 
n 
s 
n 
m 
n 
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5-45 
5-46 
From equation 5-46, and the definition of an irrigation decision, 
the vector of desired change in plant available water is 
where 
I 
~ n 6x 
n 
I 6x n 
n. 
1 
I I 
- n - n 6x ,6x , 
nl n2 
0 if i ~ 
x - x 
n n. 
s 1 
d. 
if i 
I 
- n 6x 
n 
> 
m 
n 
d 
5-47 
5-48 
The application depth required to bring about a desired mean change in 
plant available water was discussed in Chapter 4 in terms of the 
application device's ability to uniformly apply water to the soil 
surface. The application depth, u, required to bring about an (areal) 
mean change in plant available water may be determined using the 
procedures of Chapter 4. In essence, 
I 
n 
U n. 
1 
f [x ,6x1n , application system parameters] 
n. n. 
1 1 
5-49 
I 
Having determined u D, the costs of modifying the soil water regime 
n. 
may be quantified. 1 
The probability transition matrix and vector of expected actual 
evapotranspiration, given no irrigation during the general stage, n, 
were defined by equations 5-32 and 5-42 respectively as 
'lI(n) = 
\iii (n) ET ~ 
Iii' (n) 
s 
iii' (n) d 
Q~ (n) 
n 
and ~T 
n 
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n l 
ET 
n 
s 
ET 
nd 
ET 
n 
5-50 
The structural change in equations 5-50 wrought by imposing I is to 
n 
replace the rows of equation 5-50 for which xn is less than xn by 
i d 
the row Xn since the irrigation applied at the beginning of stage n 
8 
changes, by ~xn ' the initial boundary condition of the plant 
available wateridepletion process. Thus 
Q!i(n) 
Q!i(n) 
· 
. Q!1(n) 
Q!1(n) 8 I I 8 n 
· 
'¥(n) + Q!d(n) '¥ n(n) 
Q!d(n) 
Q!1(n) 
Q! I (n) 8 
m 
· n Q!1(n) 8 
I 
In the notation of equation 5-15, and for qJl(n) £ ~ n(n)" 
n 
[ I 
I 
I 1 Q!i(n) P n P n , ... , p n for i~d 
ni ,1' n. 2 n. ~, ~,m 
and 
= [p~n . I . ... p ~n 1 Q!~(n) P n , for Dd ~ n 8,2 8,1 8,m 
I 
Note that '¥ n(n) will require re-partitioning according to the 
5-51 
5-52 
5-53 
discretisation pertinent to stage n+1 if the discretisation of stages 
nand n+1 differ. 
ET 
ET 
n1 
Similarly 
n1 ET 
n 
t:T 
n 
ET 
8 
n I I 8 
ET T n +n t: 5-54 
ET nd 
n 
nd ET 
n 8 
ET 
ET n m 
n n 8 
- 131 -
5.3.4 Evaluating the expected net benefits of a given irrigation 
policy 
Define TR1(N) as the income over N stages, net of irrigation 
costs only, due to the implementation of irrigation policy I. From 
equation 5-10, 
N I 
L R n 
n 
n=1 
whe re I = { II' I 2, ... ', IN} 
Define B as the expected income, net of irrigation costs. 
If the system goes through the N decision stages following the 
path i - jl - j2 - •.• , jN-l' the value of TR1(N) may be written 
5-55 
5-56 
5-57 
where the subscript i of TRi(N) means that the plant available water 
was in state interval i at the beginning of the irrigation season. 
TR1(N) is therefore an m1 dimensional vector where m1 is the number of 
state variable intervals in stage 1. TRi(N) can be interpreted as the 
total net benefits to be obtained during the next N decision stages if 
the plant available water is initially in state i and the control law 
I is applied over the N stages. Thus equation 5-57 may. be rewritten 
I TR~(N) = TRII + TR~ (N-l) 
1 i Jl 
5-58 
Taking expectation over the N decision stages, 
5-59 
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From equations 5-10 and 5-11 
5-60 
and from equations 5-43 and 5-54 
ETII = E lAETIlj 
l. l. 
l· l 
Rewriting equation 5-59 for the general case where there are t = N-n+1 
stages left of the season, 
5-61 
Equation 5-61 is the generalised form of equation 5-15. A method of 
evaluating each of the terms on the r.h.s. of equation 5-61 has been 
presented. Thus, for a given stage and state interval, equation 5-61 
may be solved. In particular, beginning at the final stage and 
assuming that plant available water remaining at the end of the last 
stage has no value, equation 5-61 may be solved for a range of 
irrigation decisions, In. Representing the decision which maximises 
equation 5-61 at stage N by IN' 
5-62 
Recursing to stage N-1 
-1:-
IN-l 
+~ N_l .. ebN(XN .) J lJ J 5-63 
Continuing this procedure to stage 1, 
5-64 
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In this manner the tableau of optimal decisions may be 
determined. 
5.3.5 Stochastic dynamic programming formulation - limited water case 
Assume that a seasonally limited supply of water for irrigaton 
reduces income below that with unrestricted water and that the upper 
limit to water application is a known constant, V, at the beginning of 
the season. The stochastic dynamic programming formulation previously 
described may be modified to suit in the following manner. 
(a) Backward recursive formulation 
In making a decision to irrigate, cognizance must be given to the 
volume of water available for irrigation over the remainder of the 
season, as well as to the current state of plant available water. In 
addition, then, to the variable describing the state of the hydrologic 
sub-system (plant available water), a variable is required to describe 
the state, at any stage n, of the quantity of watertemaining for 
irrigation use. Let v represent the volume per unit irrigable area 
(rom) of water available for irrigation use over the remainder of the 
irrigation season. 
The scheduli'ng problem is re-formulated as follows: 
5-65 
N I 
b ' "n<v su Ject to t... un _ 
n=l 
5-66 
The backward recursive equations may be written; 
for stage N 
5-67 
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for stage N-l 
for general stage n 
b (x ,v) = 
n n. n 
1 
I 
n 
MAX 
I E7T 
n 
u = v - v 
n . n n+l 
5-69 
The second state variable, v n' may be eliminated from the 
backward recursive formulation by introducing a Lagrange multiplier 
(Bellman and Dreyfus, 1962; Burt and Stauber, 1971; Cordova and Bras, 
1979). Introducing the Lagrange multiplier, A, equations 5-65 and 
5-66 may be combined as 
5-70 
Given a fixed value of V, there exists a unique A which forces 
equation 5-70 to satisfy equations 5-65 and 5-66. Thus the product 
is constant and may be dropped from equation 5-70 during the 
optimisation pr~cess. Equation 5-70 may then be written 
5-71 
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Introducing equation 5-12, 
5-72 
Equation 5-72 has the form of the unlimited irrigation water 
application formulation (equation 5-9 with 5-12). Solution of the 
scheduling problem given limited irrigation water-use may thus be 
undertaken using the same backward recursive formulation as for the 
unlimited irrigation water-use case with the additional step of 
searching for the value of A which equates expected seasonal water use 
with that allo~able. The interpretation of the role of the Lagrange 
multiplier is seen in its association with the true variable cost of 
water application ($/mm). The Lagrange multiplier is, in effect, a 
shadow cost of water purchase which, when added to the true cost of 
water purchase, provides a measure of the value of the water available 
for irrigation. As the seasonal quantity of water available for 
irrigation decreases, the magnitude of A can be expected to increase, 
reflecting the increasing value of water as scarcity increases. 
(b) Expected seasonal irrigation water use 
Let TV1(N) represent the total seasonal water use due to the 
implementation of irrigation policy I over the N decision stages of 
the irrigation season. 
N 
1.: 
n=l 
I 
n 
u 
n 5-73 
In a similar manner to the derivation of the expected net benefits of 
irrigation over the N decision stages, it may be shown (Cordova and 
Bras, 1979) that the expected seasonal irrigation water-use is given 
by 
5-74 
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In general, when there are t = N-n+1 remaining stages 
l ~ I I E TV~ (t) = u n + 2: <l> n * E I TV\ t-l )] 1 n.. n.. L J 1 J 1J - 5-75 
Equation 5-75 is conveniently evaluated during the backward recursive 
pha~e. 
5.4 COMPUTATIONAL APPROACH 
Given that the stochastic dynamic programming formulation 
required discretisation in both time and state variable domains, the 
computational effort required to determine a solution was reduced 
significantly in three ways; reducing the number of state variable 
intervals, pre-processing, and sparse matrix methods. 
The computational effort required is directly proportional to the 
number of stages and proportional to the square of the number of state 
variable intervals (for a single state variable problem). In order to 
approximate "on-demand" irrigation, the stage length was reduced to 
two days. Irrigating according to a fixed roster required stage 
lengths of up to sixteen days. Thus there was no latitude for effort 
reduction in the time domain. In the state variable domain, the 
number of state variables was truncated by terminating the 
discretisation process when the remaining plant available water was 
less than a prescribed value. So long as truncation occurred at an 
interval to which irrigation would not allow plant available water to 
deplete, truncation errors would not affect the solution (Cordova and 
Bras, 1979). 
Further savings in computational effort were made by undertaking 
the optimisation in two phases. The first phase involved the 
generation of the probabiity transition matrix and vector of expected 
actual evapotranspiration for one unit time interval in each 
homogeneous decision stage. Following their generation, as much of 
the repetitive matrix multiplication required in the optimisation 
procedure, as could be pre-processed, was undertaken and stored for 
sequential access during phase two. Because the output of phase one 
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was a function only of the soil-plant-atmosphere system and the length 
of each decision stage, this phase was undertaken only once, whilst in 
phase two, the effects of changes in price, costs, constraints, and 
irrigation applic~tion device on the optimal policy, net benefits, and 
seasonal irrigation water-use could be explored. In essence, phase 
two required the application and evaluation of irrigation control 
policies only. 
The effect of irrigation control on the structure of the 
probability transition matrices was such that, in g~neral, at least 
sixty percent of .matrix elements were zero. This was exploited by 
re-writing both phase one and two computer algorithms using the sparse 
matrix structure of Gustavson (1978). The most expensive operation in 
the stochastic dynamic programming algorithm was matrix 
multiplication. Many of the elemental operations evaluated the zero, 
zero or zero, non-zero products. Gustavson's (1978) sparse matrix 
structure makes possible the elimination of such operations thus 
reducing the effort required in sparse matrix multiplication. For a 
typical scheduling problem involving fifteen decision stages, forty 
state variable intervals and five possible levels of irrigation, 
execution time on a VAX 11-780 computer was reduced from 600 cpu 
seconds to 60 cpu seconds by using sparse matrix methods. 
5.5 ALGORITHM VERIFICATION 
The computer algorithms were initially verified by reproducing 
the results of Cordova and Bras (1979). The precipitation models were 
then calibrated using data from Christchurch Airport meteorological 
station. 
The agronomic data required were chosen to represent a wheat 
crop. Neither the model of plant available water depletion nor the 
crop water-use production function were strictly validated for this 
methodological study. The sub-system models chosen have, when 
validated, performed adequately (Heiler, 1981; Baird, 1985). An 
analysis of the sensitivity of the outcome of optimisation to changes 
in water Allocation Rules allowed general conclusions to be drawn 
concerning water Allocation Rules. Final conclusions will clearly be 
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specific to the irrigation scheme under investigation. 
To illustrate the effects of increasing water value and of 
irrigation application systems on the tableau of optimal irrigation 
decisions, the following Tables (5-1 and 5-2) are presented. The 
input data used for this series are contained in Appendix 2. 
For both methods of application the response to increasing water 
value is to delay the initiation of irrigation. For example 
(referring to Table 5-1), with a variable application cost of 
$O.04/mm, irrigation to 100% of maximum plant available water is 
initiated when, 'at the beginning of the first stage (week) the level 
of plant available water falls within or below the seventh state 
interval. However, with a variable application cost of $0.20/mm, 
irrigation to the same level is not initiated unless plant available 
water falls within or below the eighth state interval. If, at the 
beginning of the first stage plant available water lay in the seventh 
interval, then irrigation would occur at the lower application cost 
but would be delayed to at least the next stage, g~ven the higher 
application cost. This was expected since the increased marginal cost 
of irrigation could be balanced by an increased marginal benefit of 
irrigation attained by allowing a higher degree of crop stress. Of 
note is the unchanged irrigation rule for stages seven and eight. The 
dollar value of' each unit of evapotranspiration was sufficiently high 
during these stages to warrant the maintenance of high plant available 
water. The effect of the over-all higher allowable stress levels can 
be seen in the lower income level achieved and in lower water use. 
For both application devices optimal scheduling returned an increased 
economic efficiency in response to increased water value. 
Because the plant available water remaining after harvest was 
assumed to have no monetary value, the optimal policy allowed plant 
available water to deplete significantly toward the end of the season. 
, 
As expected, the degree of allowable depletion increased significantly 
as the value of irrigation water increased. 
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At low water value, pursuit of the optimal policy achieved low 
application efficiency using a fixed depth application device since 
irrigation events occurred when the level of depletion was 
considerably less than the mean application depth. As the value of 
irrigation water increased, wastage was reduced by allowing higher 
depletion of plant available water. At both water values, higher 
depletion was optimal for a fixed depth application device compared to 
those appropriate to a variable depth application device since the 
application efficiency achieved with the latter was higher. 
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Decision table for a variable Decision table for a variable 
depth application device depth application device 
Cost of water purchase $0.04/mm Cost of water purchase $0.20/mm 
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Decision table for a fixed Decision table for a fixed 
depth application device depth application device 
Cost of water purchase $0.04/mm Cost of water purchase = $0.20/mm 
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5.6 SUMMARY 
In this chapter, the development of a stochastic dynamic 
programming algorithm for solving the single crop optimal irrigation 
scheduling problem, with and without a constraint on seasonal 
irrigation water-use, has been described. Its application has been 
illustrated using a wheat crop. 
The algorithm is based on a discrete state, discrete time, 
Markovian 'representation of the hydrologic system., The arrival of 
precipitation events was modelled as a Poisson process and the 
distribution of infiltrated depth of water per event by a gamma 
distribution. p~ant available water was used as the single variable 
best describing the state of the hydrologic system. Whilst this 
single-state representation has some disadvantages, as noted in 
Chapter 3, it has the important advantage of minimising the 
dimensionality of the stochastic dynamic programming algorithm. The 
quantity of water remaining in storage for irrigation use, was 
introduced as a second state variable for the case where seasonal 
irrigation water-use was limited. 
For the given stochastic model of the precipitation process, the 
derivation of the probability transition matrices, as a function of 
initial plant available water and elapsed time, has been discussed. 
By assuming that the maximum evapotranspiration regime was 
deterministic, the vector of expected actual evapotranspiration, for 
the same time perjod and initial conditions, was derived as a reward 
to the soil water' depletion process. 
Having assumed that irrigation decisions were effected at the 
beginning of a particular homogeneous stage, the effects of irrigation 
on the structure of the probability transition matrix for that stage 
were simply related to the magnitude of irrigation. The effects of 
irrigation on the vector of expected actual evapotranspiration were 
identically related. Thus for each initial level of plant available 
water, the expected benefits of feasible irrigation alternatives, at 
each particular time period, may be evaluated, together with their 
costs, for the purpose of selecting the irrigation strategy which 
maximises income net of irrigation costs. 
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Test runs verified that the algorithm derived by embedding 
typical models of the precipitation regime, crop water-use, crop yield 
estimates (based on crop water-use), and irrigation application 
devices, within an optimisation method suited to the solution of 
stochastic, sequential, finite-horizon decision making problems, 
produced irrigation schedules which responded appropriately to changes 
in costs, and model parameter values. The applicability of the 
results of the optimisation clearly depend on the validation of each 
sub-model. Given typical values for sub-model parameters, sensitivity 
analysis provided useful information on the dependence of seasonal 
water-use and expected net benefits on factors such as the frequency 
of irrigation decisions, the type of application device and the value 
of water. This information is presented in Chapter 7. 
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CHAPTER 6 
OPTIMAL IRRIGATION SCHEDULING FOR SEVERAL COMPETING CROPS 
6.1 INTRODUCTION 
6.1.1 Chapter overview 
Of the thesis objectives stated in section 1.4, this chapter 
addresses the second. An algorithm for optimally managing the 
irrigation of several competing crops is described. The decision 
which must be made for each crop at the beginning of each of the time 
periods into which the irrigation season is divided, is the magnitude 
of the mean application depth. Thus intra-seasonal variation in the 
adequacy of irrigation events is allowed for. 
Because of-the increase in the number of crops scheduled for, the 
scheduling procedure described in this chapter differs in several 
other ways from that described in Chapter 5. The increase in the 
number of crops gives rise to computational difficulties. To reduce 
these difficulties, the stochasticity of the climatic environment was 
included in a more simple manner and the length of the scheduling 
period was reduced from "the remainder of the season" to the "next ten 
to twenty one days". In addition, only a variable application depth 
device was included in this scheduling procedure. An analysis of the 
performance of differing combinations of application devices with 
water Allocation Rules showed that those combinations which allowed 
the mean application depth to be "operator-variable" enabled the 
achievement of higher levels of economic efficiency. This analysis 
was made using the scheduling procedure described in Chapter 5 and 
reported on in Chapter 7. 
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These simplifications enabled the use of a successive 
approximation type of dynamic programming algorithm to solve the 
problem of optimally managing the irrigation of several crops. 
Following a descriptive overview of the dynamic programming algorithm 
used, the formulation of the optimising scheduling algorithm is 
detailed and the results of an initial testing of the procedure are 
presented. Having verified that the irrigation schedules determined 
by the procedure are reasonable and consistent, the manner in which 
the scheduling procedure is used within a simulation of the operation 
of an irrigation system on-property is described. Since the 
"rules-of-thumb" usually used to schedule irrigation events in such 
simulations were replaced by the optimising scheduling procedure, the 
simulation model to be described is referred to as "simulated 
real-time optimal control of an application system". 
6.1.2 Constraints on water availability that were included in the 
scheduling procedure 
Provided the intra-seasonal supply of resources,such as water 
and labour, do not actively constrain irrigation at any stage, the 
policy generated (by the single crop scheduling procedure) for each 
individual crop may be used in the context of a mixed cropping 
property. In particular, the single crop algorithm may be used to 
build up a relationship between maximum allowable seasonal water-use 
and net benefit for each of several crops competing for a seasonally 
limited quantity of water. Given such relationships, the method of 
Hall and Buras (1961), for example, may be used to determine the 
optimal seasonal allocation of water to each crop and thence the 
optimal intra-seasonal distribution of water to individual crops. 
However, the apparently more prevalent constraints on irrigation 
scheduling practice are those which limit the intra-seasonal supply of 
resources. Together, labour availability, application system capacity 
and the water Allocation Rule, determine an upper limit to the 
quantity of water available for irrigation water-use during each 
stage, or time period. 
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The optimal irrigation scheduling procedure described in this 
chapter included the above constraints by allowing the specification 
of an upper limit on water availability for each individual time 
period making up the scheduling, or forecasting, period. 
Because the procedure did not cover the whole of the season, 
constraints on seasonal application depth were not included. Such a 
constraint may be included by introducing a Lagrange multiplier (see 
5.3.5) and by repetitively simulating irrigation over a whole season, 
searching for the multiplier which forces the equating of the 
forecasted and ~llowable seasonal water application. 
Thus, in terms of the optimal scheduling cases introduced in 
2.2.2.2, this procedure is applicable to case b with possible 
extension to case c. 
6.1.3 Problem definition and choice of solution method 
The problem of optimally irrigating n crops over tt stages may be 
expressed by 
tt 
B{~ = MAX E R~-A - St-IM-ut-Yt-IM-IC'\ 
t=l 
subject to 
where 
W - u'-A-IO > 0 t t -
" 
( , denotes transpose) 
for t l,tt 
B1~ = maximum income net of irrigation costs 
~ = 1 * n vector of income contributed durng t ($/ha) 
A = n * 1 vector of field area (ha) 
St = the variable cost of water application during t ($/rom) 
6-1 
6-2 
u
t 
= the n x 1 vector of mean application depth at the beginning 
of t (rom) 
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Y
t 
= the fixed cost of water application ($/irrigation) 
let = n * 1 vector of irrigation occurrence (0 for no irrigation 
during t, otherwise 1) 
Wt = the maximum allowable volume of irrigation water-use during 
stage t (m3) 
conceptually, the solution of equation 6-1 subject to 6-2 could 
proceed identically to that of equations 5-65 and 5-66. However the 
implementation of prototypical dynamic programming methods (requiring 
discretisation of state and control spaces) suffers from the so called 
"curse of dimensionality" whereby memory and computational 
requirements increase exponentially with the dimension of the state 
vector (the number of irrigated fields, for example). Thus, in 
practice, prototypical dynamic programming is limited by current 
computer performance to problems with dimensionality of less than four 
(Morin, 1979). 
The optimal irrigation scheduling problem is conceptually similar 
to the problem of optimally controlling a multiple reservoir system. 
This latter problem has been both a test case and an incentive for the 
development of new dynamic programming methods (Yakowitz, 1982). In 
particular, a class of techniques referred to as successive 
approximation methods have been developed in an effort to overcome the 
exponential growth in the memory and computational effort required to 
effect a solution. Several of these, state incremental dynamic 
programming (Larson, 1968), discrete differential dynamic programming 
(Chow, 1971), and constrained differential dynamic.programming (Murray 
and Yakowitz, t'979), have been applied to the optimal 
multiple-reservoir control problem, it being assumed that changes in 
the state of the system are deterministic. Of these three methods, 
state incremental dynamic programming and constrained differential 
dynamic programming have been the more successfully applied methods of 
determining optimal control strategies for multiple-reservoir systems 
(Yakowitz, 1982). 
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Conditions under which successive policies of the state 
incremental dynamic programming and differential dynamic programming 
methods converge to a stationary policy were given by Larson and 
Korsak (1970) and Murray (1978), respectively. Of these two methods, 
differential dynamic programming appeared to offer the more lenient 
conditions. Yakowitz (1983) showed that the convergence rate of the 
state incremental dynamic programming method is linear whilst Murray 
and Yakowitz (1984) proved quadratic convergence for the differential 
dynamic programming methods. Implementation of the constrained 
differential dynamic programming method has demonstrated that 
quadratic convergence is achievable and that the method is robust 
(Yakowitz and Rutherford, 1983; Murray and Yakowitz, 1979). For these 
reasons the constrained differential dynamic programming method of 
Murray and Yakowitz (1979) was applied to the optimal irrigation 
scheduling problem. 
In contrast to the scheduling procedure disc~ssed in the previous 
chapter, application of the differential dynamic programming method 
required the assumption of a deterministic climatological regime. In 
order to accommodate, to some degree, stochasticity, the scheduling 
period was reduced from the "remainder of the season" approach, of the 
previous chapter, to a sequence of short-term schedules. Thus there 
was opportunity, before determining an optimal schedule, to initialise 
the vector of plant available water at the beginning of the first time 
period (or stage) according to actual values (or as simulated). 
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., 
" 
6.2 CONSTRAINED DIFFERENTIAL DYNAMIC PROGRAMMING - AN OVER-VIEW 
Consider the discrete optimal control problem whose solution 
requires the determination of the optimal control policy (i~ denotes 
optimal) , 
(tt being the number of stages) 
which minimises the objective function 
tt 
B(u) = r L
t 
(x
t 
,u
t
) 
t=l 
subject to 
6-3 
6-4 
6-5 
The n dimensional vector, Xt, and the m dimensional vector, Ut' 
represent the state of the system and the control applied, 
respectively, at stage t. ~ is the loss incurred during stage t 
when, at the beginning of stage t, the system was in state x and 
control u was applied. Thus, in the context of this chapter, B is the 
total loss over tt stages. 
The sequence of state and control vectors, {Xt}~:l and {Ut}i~l' 
are related by the dynamical relationship 
for t=l, .•.. , tt-1. 
with the initial state, Xl = iI' given. T (~ ,U ) defines the 
t t t 
transition of the system from one state to the next through time. 
6-6 
As a successive approximation procedure, given a non-optimal, or 
nominal policy, ~ (={~t}~~l)' an iteration of the constrained 
differential dynamic programming (COOP) procedure determines a 
successor policy, ~ (={~t}~~l)' which yields an objective function 
value which is an improvement on that obtained using the nominal 
policy. 
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Assuming that a feasible nominal policy has been specified and 
that the initial state of the system is given, equation 6-6 determines 
~ tt 
the sequence of state variable vectors (xt}t=l. The value of 
implementing that nominal policy is then known. 
The procedure for determining a successor policy begins at stage 
tt by obtaining a quadratic approximation, represented by the operator 
QP[ ], of Ltt(Xtt,Utt). Let this approximation be denoted 
Ltt(Xtt,Utt) so that 
The control, Utt , which minimises this quadratic function, 
subject to constraints (equation 6-5), may be determined using a 
quadratic programming method such as Fletcher's (1970). It can be 
shown (Murray and Yakowitz, 1979) that this control is a linear 
function of the state variable Xtt; 
Utt = att + Stt(Xtt - ~tt) + ~tt 
(a and S are a vector and matrix, respectively) 
6-8 
The quadratic approximation of the minimised objective function value 
over stage tt, B(Xtt ), is then given by 
Recursing backwards through time to stage t = tt-1, having 
determined B(xt+1)let b(xt,ut ) represent the loss incurred during 
stage t when, at the beginning of t the system was in state xt and 
control ut was applied PLUS the loss incurred using the strategy 
Uj = aj + Sj(Xj - Xj) + Uj for times j > t. Then 
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6-9 
6-10 
6-11 
Now determine the control, ut ' which minimises this quadratic 
approximation of the objective function at stage t in the same manner 
as above (that is, using Fletcher's(1970) algorithm). 
As before, 
6-12 
Thus 
6-13 
Equation 6-13 is equivalent to equation 6-9. 
By recursing backward through time, the vector and matrix 
coefficients, at and Bt' defining a new control p~licy, {Ut}~~l as a 
function of X, are determined and stored. Beginning now at stage 1 
with Xl given and al and BI previously determined, the new control for 
stage 1 is determined by 
6-14 
and a new state at the beginning of stage 2 by 
6-15 
Recursing forward through time a new control policy with 
associated state-stage trajectory and reduced objective function value 
is determined, in principle, by 
6-16 
and 
6-17 
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In practice, this procedure may not succeed in improving the 
objective function value because of inaccuracies introduced by the 
quadratic approximation or it may result in the violation of 
constraints during the forward recursive phase. :Accordingly, Murray 
and Yakowitz (1979) modified the procedure in the following manner. 
The coefficients of the quadratic approximation of the objective 
function, B(i t , at + Stit)' evaluated during the backward recursive 
phase, are stored. During the forward recursive phase, assuming the 
feasible successor controls,. ul' u2' ••• ut-l' and the associated 
state-stage trajectory, have been determined up to stage t-l, the 
successor control, ut ' is determined by solving the following 
quadratic programming problem; 
MIN B(xt,u t ) + !(u -~ )"H"Cu -~ ) t t t t 6-18 
subject to 
where H is a positive definite matrix. The effect of H is to force 
the successor control Ut, to remain "close to" the nominal control Ute 
If the eigenvalues of H+Ct (refer to Appendix 3) are sufficiently 
positive then an improvement over the nominal policy is assured, 
provided that it is not already optimal (Yakowitz and Murray, 1979). 
Having determined a successor policy and a new magnitude of the 
objective function, if the change in the magnitude of the objective 
function is not less than an acceptably small limit, the newly 
determined successor policy becomes the nominal policy for the next 
COOP iteration. 
The method of obtaining a quadratic approximation of the 
objective function is Subject to some variation. A Taylor series 
expansion was used by Jacobson and Mayne (1970) whilst Murray (1978) 
developed alternative methods. The motivation for Murray's (1978) 
alternative was the global convergence requirement that the hessian of 
the objective function be positive definite over the feasible 
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state-control space. In an algorithmic description of the 
unconstrained differential dynamic programming methods, based on 
Murray's (1978) work, Yakowitz and Rutherford (1983), describe a 
method of recursively evaluating the coefficients of a quadratic 
approximation. of the objective function. On the basis of their 
success in solving a range of non-linear control problems of high 
dimensionality, their approximation method was employed in this work. 
In addition to the global convergence requirement that the 
objective function have a positive definite hessian, the constraints 
must be linear. Non-linear constraints may be incorporated by 
approximating them by a first order Taylor series expansion, for 
example, about (xt,Ut ) (Yakowitz, pers com). 
Because of the use of quadratic and linear approximations, both 
the objective function, B(~,Ut), and the state transition function, 
T(Xt,ut ) must be twice differentiable over the fea~ible state-control 
space and the constraint function must be differentiable once over the 
same state-control space. 
The remainder of this chapter describes the application of the 
COOP algorithm to solve the problem of optimally scheduling, over a 
short term, the irrigation of several crops competing for a limited 
quantity of water. Discussion of the performance of this method of 
solution is included in this section whilst the results of its 
application are included in Chapter 7 in the context of simulated 
real-time optimal control of an irrigation application system. The 
solution algorithm is set out in detail in Appendix 3 whilst it is 
demonstrated in Appendix 4 that the objective function used herein has 
a positive definite hessian matrix. 
6.3 FORMULATION OF THE CDDP-BASED SOLUTION 
To be of practical benefit, scheduling techniques which seek an 
optimal irrigation strategy must adequately include the constraints 
which set the bounds within which irrigation application systems must 
operate. Notwithstanding managerial ability, the combination of water 
Allocation Rule and the characteristics of the application system 
appear to define the more significant constraints on application 
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system operation. By including these constraints in the optimisation 
procedure their severity may be mitigated somewhat. 
In addition to allowing the explicit definition of periods of 
water availability, the procedure developed allowed the specification 
of a maximum level of irrigation water-use per stage (as a flow rate). 
It was assumed that the application device was capable of being 
operated so that the depth of application was infinitely variable and 
that the fixed cost of an irrigation event was independent of the 
location of the preceding irrigation event. 
6.3.1 The time domain: definition of a stage and the forecast period 
water Allocation Rules generally specify the temporal 
availability of water on a daily time base. Thus to allow flexibility 
in the type of Rules to be considered the length of.a stage was chosen 
to be one day. 
In setting the length of the forecast period, three main factors 
need to be considered - computational cost (which increases linearly 
with the number of stages), the accuracy of long-term forecasts or 
assumptions concerning meteorological conditions, and the value of 
plant available water remaining at the end of the forecast period. 
Ignoring computational cost, temporarily, if future .meteorological 
conditions were known then a whole-of-season schedule would be of 
value since a constraint on seasonal irrigation water-use could be 
included in the optimisation - as in Chapter 5. It would also be 
reasonable to assume that plant available water remaining at the end 
of the forecast period had no monetary value. Given the stochasticity 
of environmental' .conditions, a short term scheduling.'procedure was 
adopted whereby the schedule was updated as frequently as required to 
reduce the departure of actual plant available water values from those 
predicted on the basis of assumed meteorological conditions. 
The length of the forecast period was related to the temporal 
availability of water as specified by a water Allocation Rule. 
Assuming the water Allocation Rule specified the days .of water 
availability by defining the length of an availability cycle and the 
duration of water availability from the beginning of each cycle 
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(Figure 6.1), then the forecast period was set at the length of the 
water availability cycle plus one day. It was assumed that over this 
period, the maximum daily evapotranspiration could be adequately 
represented by the long term mean for that period and that there was 
no precipitation. 
0 
II 
NDcycle (n) NDcycle (n+l) 
nDA(n2 nDA(n+l) 
0 1 1 1 0 0 O· 0 1 1 1 1 0 0 0 o 0 0 1 1 
I I I I I I I I I I I I 
4-- time -+ 
o water unavailable 
1, water available 
I I I I I 
NDcycle (n) number of days in cycle n 
I I I 
nDA (n) number of days of water availability 
during cycle n 
Figure 6-1 Definition of periods of water availability 
The value of plant available water remaining at the end of a 
forecast period is a random variable in that the timing of its 
productive use depends on the precipitation and evapotranspiration 
regimes over the remainder of the time till harvest. If the remaining 
plant available water was assumed to have "nil value'" than there would 
be a tendency to allow the level of plant available water to drop over 
the last stage. However, given the significantly greater loss 
incurred by each unit of evapotranspiration deficit, in comparison to 
the cost of applying an equivalent value of water, any tendency to 
allow plant available water to drop to a yield reducing level will be 
strongly resisted. If the disparity between the losses due to an 
evapotranspiration deficit and the cost of water application was 
reduced, then the bias introduced by the "nil value" assumption could 
be reduced by assigning a value equal to the cost of applying a 
quantity of water equivalent to the remaining plant available water. 
For this work, the "nil value" assumption was made and results thus 
far indicate no strong bias towards schedules which give rise to 
evapotranspiration deficits near the end of the forecast period. 
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One of the principal advantages of forecast scheduling is the 
ability to re-sequence irrigation applications in order to reduce the 
severity of constraints. Clearly, the longer the forecast period, the 
greater is the opportunity to reduce the effects of constraints. 
However there appeared to be no advantage in sc~eduling over a period 
of sufficient length to include greater than two successive 
irrigations per crop. Thus, given the assumption of no precipitation 
over the forecast period, the benefits to be gained by increasing the 
length of the forecast period would be tempered by maximum plant 
available water. In addition the probability of a precipitation event 
occurring increases. Assuming first a mean evapotranspiration rate of 
3.5 mm(day and a maximum depletion of plant available water of 50%, a 
forecast period of 21 days would cover one depletion cycle given a 
maximum level of plant available water of 140 rnrn. Assuming now a low 
maximum level of plant available water of 50rnrn and a mean daily 
evapotranspiration of 5rnrn, then it may be desirable to irrigate within 
a five day cycle. Thus, under the assumed circumstances, there may be 
little benefit in extending the forecast period beyond five days. 
Nevertheless, in order to provide a reasonable degree of freedom to 
reduce the effects of constraints, a minimum forecast period of ten 
days would be desirable. Accordingly, although the length of the 
forecast period was initially defined in relation to the length of the 
water Availability Cycle, it was constrained to lie in the range ten 
to twenty one days. 
6.3.2 Definition of state and control vectors 
The specification of the state of an irrigated property at a 
point in time requires that the state of the soil-plant-atrnosphere 
system be specified for each of the field units comprising the 
property. Given the models of the soil-plant-atrnosphere system 
described in Chapter 3, the state of that system in each field unit is 
described by the magnitude of plant available water. For practical 
purposes, the plant available water in field unit i is physically 
independent of the plant available water in field unit j. Thus the 
state of the irrigated property comprised of n field units is uniquely 
defined, 
- 157 -
at time t, by the n-dimensioned vector x where 
t 
~ = (xl t' x2 t' 6-20 , , 
Then the "history" of plant available water in each field unit over tt 
stages, is uniquely defined by the sequence, or trajectory, {Xt}~~l. 
Define the control over plant available water, achieved through 
irrigation, by Ui,t, where 
Ui,t = quantity of water (rom) applied to field 
unit i during stage t. 
Then the mrdimensonal vector of mean application depths, Ut' is 
The irrigation scheduling problem was formulated so that m = n. The 
sequence {Ut}~~l is analagous to the sequence of state vectors. 
6.3.3 System dynamics - the transition function, Tt(Xt , ut ) 
The function used to define a transition in state due to soil 
water depletion or infiltration processes uses the relevant models 
discussed in Chapters 3 and 4. 
In particular 
Xi, t+l = MIN [xmaxi ,t+l' Xi, t + Rt -
f 1(Xi ,t,xmaxi ,t' r i , f 2( -))"ETmaXi,t + 
f 2(x. , xmax. ,u. t'UCC) + ~,t ~,t~, 
where 
Xi,t = plant available water in field unit i at the 
beginning of stage t (rom) 
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6-22 
· '-~.-'~"'" ;.~- .. ~ .. 
.. . ~ - -. '- -. ,.. ~-- ---
Xmax 
i,t 
= maximum plant available water in field unit i during 
stage t (rom) 
= rainfall during stage t (rom) 
= the ratio of actual evapotranspiration to maximum 
evapotranspiration 
= [1 - exp(-r.(x. + f 2(0»/Xmax. t)] 1 1 t 1, 
[1 - 2exp(-r.) +~;-p('-r.(x. t+f 2(0»/Xmax. t)] 
1 1 1, 1, 
6-23 
(3-17 ) 
r. = empirical constant governing the rate of decline of relative 
1 
evapotranspiration as relative available soil moisture 
declines 
ETmax. t- maximum evapotranspiration from field unit i during stage t (rom) 1, 
f2 Co) - mean change in plant available water due to the 
application of Ui,t(rom) . 
From Chapter 4, assuming the areal distribution of application depth 
is normal, 
f Co) 2 
where 
= 
u. (l-DCC) l,t l [-1] [-CXmaXi,t-Xi,t-Ui,t)2jJ exp 2 - exp ( ) 2 + C COU. l,t CXmax. t-x . t) 1, 1, 2 
6-24 
tUi t CXmaxi t -Xi t)j [ (1) f [Xmaxi' t -xi, t -Ui , tl] + -'- - " erf - + er --2 2 C COU. t 1, 
UCC = Christiansen's uniformity Coefficient 
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c = (1 - UCC)1iT 6-25 
Note that a decreasing level of maximum plant available water was not 
permitted. As in Chapter 5 it was assumed that, at the beginning of 
the season, the soil profile from which the crop would extract water 
contained the maximum level of plant available wateL Irrigation 
applications were assumed to be effected at the beginning of the day 
(stage) • 
Re-arranging the transition equation, 
Xi,t+1 = MIN(xmaxi,t+1' Xi,t - Yi,t + Zi,t 6-26 
where 
6-27 
and 
Z . = (1 - f (-)) tI E i rno.x· l,t 1 I~ 6-28 
= evapotranspiration deficit during stage t. 
Having assumed no rainfall over the forecast period, Rt may be 
dropped. According to f 2(-), for uniformity coefficients of less than 
one and given Xi,t' xi,t+1asymptotically approaches xmaxi ,t+1 as Ui,t 
increases. Alternatively, fixing ~,t' the value of f 2(-) approaches 
zero asymptotically as Xi,t approaches xmaxi,t. Thus the MINimisation 
function may be dropped. Similarly, if no water is added to the 
system, according to f1 (-), Xi,t asymptotically approaches zero as t 
increases. 
The transition function may now be written 
+ xmax. 1 - xmax. 6-29 l,t+ l,t 
where 
6-30 
- 160 -
Thus the transition function is a continuous function of xt and ut for 
which first and second derivatives may readily be obtained. 
6.3.4 Objective function 
In section 6-1 the optimal irrigation scheduling problem was 
expressed in terms of maximising the income from all crops net of 
irrigation costs and subject to the constraint that the quantity of 
water applied during anyone stage be less than the quantity available 
during that stage. For the purposes of formulatng a CDDP solution of 
this problem, the objective function was re-stated as the minimisation 
of the sum over all stages of costs incurred in implementing 
irrigation, including the cost of production lost due to water stress. 
This is equivalent to the objective previously stated (equation 6-1) 
and maintains continuity of notation with the solution procedure 
described in the previous sub-section. 
During stage t, the costs associated with irrigation practice may 
be expressed by 
tt 
B = MIN ~ L(Xt,Ut ) t=l 
L(x ,tt ) 
t t 
where 
n 
= ~ 
i=l 
g(i,t) 
6-31 
6-32 
g(i,t) = (Cdef(i,t)· z(x(i,t),u(i,t)) + Cirrig)· A(i) 6-33 
= cost of lost production + cost of irrigation 
and 
o if u(i,t) = 0 
Cirrig = Virrig(t)· u(i,t)·10 + 6-34 
Firrig(t) if u(i,t) > 0 
= variable cost + fixed cost of irrigation 
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Cdef (i,t) = income reduction factor due to evapotranspiration 
defici t for field i during stage t ($: ha- I , Mm-I ) 
z(x(i,t),u(i,t)) = evapotranspiration deficit for field i 
during stage t (mm) 
Virrig(t) = variable cost of irrigation ($/m3) 
Firrig(t) = fixed cost of irrigation ($/ha per irrigation) 
u(i,t) = quantity of water applied to field i during stage t 
(nun) 
x(i,t) = the plant available water in field i during 
stage t (nun) 
A(i) = area of field unit i (ha) 
From equation 3-20 
Cdef(i,t) = P(i) ° Ym(i) • EL(i,t) 
. ETm(l) -Y 
where 
p(i) = monetary value of crop yield in field i ($/kg) 
Ym(i) = potential yield of crop in field i (kg/ha) 
6-35 
ETm(i~ = maximum accumulative evapotranspiration from field i (nun) 
By(i,t) = empirical weighting coefficient during stage t for crop in 
field i 
Now the CDDP algorithm requires first and second derivatives of 
the loss function, L(Xt,Ut ), for feasible xt and UtO However the 
fixed cost component of the loss function is discontinuous at u = o. 
Although this could be overcome by approximating the fixed cost 
function over the feasible range of u by an appropriate hyperbolic 
tangent function, the loss function would remain non-convex and hence 
convergence to a global optimum could not be guaranteed. It was 
therefore assumed, for this analysis, that fixed costs were 
negligible. The effect of this assumption was to reduce the economic 
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forces which work to concentrate irrigation applications to fewer, 
larger, events. Consequently, the irrigation schedules determined by 
this procedure, under lax constraints, typically applied all or most 
of the water allocated to a particular crop on one day with any 
remainder being applied in decreasing amounts on succeeding days. In 
practice, this "trail" of small applications would be bulked up and 
applied as one event. As constraints increased in severity, 
application events became more concentrated in time. A method of 
incorporating fixed costs through the constraints mechanism is 
proposed and outlined in Chapter 8. 
Having assumed that fixed costs are negligible, the loss function 
for each stage became a continuous function of x and u . 
t t 
6.3.5 Constraints 
Constraints imposed by the Water Allocation Rule, the installed 
capacity of the application system, and labour availability, together 
define an upper limit to the total quantity of water which may be 
applied during each stage. This upper limit was included as a rate of 
flow continuously available during the stage and may vary between 
stages. 
For a particular stage, t, 
m A.' u. ~ 1 l,t < W 
i=l 8.64 - t 
In matrix notation, 
where 
~ I.ij < W 
t t 
= A. / 8.64 
1 
(conversion from days to seconds required) 
W t = maximum allowable flowrate during stage t (l/s). 
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6-36 
6-37 
In addition the range of Ui,t' was restrained according to 
o < u. t< 1.5 eXmax. t 
- 1, - 1, 
6-38 
Implicit in the inclusion of constraints, as described, is the 
assumption that.irrigation of a field unit must be completed in one 
day. Thus the area of the field unit and the water available during a 
stage determine the maximum·depth of application that can be scheduled 
for that day. Care therefore needs to be exercised in the sizing of 
field units. As computational effort is proportional to the cube of 
the number of field units (Murray and Yakowitz, 1979), a balance must 
be struck between computational effort and the fineness of spatial 
discretisation. 
6.3.6 Convergence requirements 
The smoothness required of the loss and transition functions was 
claimed in discussing the development of these functions. 
Additionally it was noted that the inclusion of the fixed cost of 
irrigation in the loss function resulted in that function being 
non-convex. 
An important feature of the optimal irrigation scheduling 
problem, as formulated, is the physical independence of the state of 
plant available water in field unit i from the irrigation applications 
applied to all other field units. Consequently the matrix components 
of the hessian of the loss function are diagonal. From equations 
6-32, 6-33 and 6-28, and dropping the subscripts for convenience, 
a2L a
2
f 1 C e) 
Luu = 2 -Cdef e ETmax e 6-39 
au . au2 
L = a
2L 
-Cde£ - ETmax -
a
2f 1C-) 
= xu axau axau 
6-40 
a
2L 
-Cdef ETmax -
a
2f 1C-) 
Lxx = -ax 2 a/ 
6-41 
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where Luu etc. are the block components of the hessian of the loss 
function ••• 
Hessian of L = 
L 
uu 
L 
xu 
L 
xx 
6-42 
It can be shown (Appendix 4) that this matrix is positive 
definite providing plant available water does not reduce to zero. 
Since, over time, plant available water asymptotically approaches zero 
from any non-zero initial condition the hessian of the loss function 
is positive definite for all feasible ~,t and ~,t. This, together 
with the linear constraint function, assures convergence to the global 
minimum provided each iteration improves the objective function value 
i.e. a descent step (Yakowitz, pers com). 
6.4 COMPUTATIONAL EXPERIENCE 
6.4.1 Rate of convergence 
Use of the CDDP procedure to solve the irrigation scheduling 
problem has demonstrated that a quadratic rate of convergence can be 
achieved (Figure 6-2a). However, this depended on how closely the 
quadratic approximation matched the objective function. When the 
second derivatives of the loss function at (xt,Ut ) were small, as they 
were when xt and ut were not reasonably close to the optimal policy, 
there was a tendency for the successor policy to "over-correct" and 
hence (xt,Ut ) moved into a region where the quadratic approximation 
did not match the objective function sufficiently well to ensure a 
descent step. Thus the use of the step length adjustment procedure 
was necessary, bringing the successor policy within the range of 
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acceptable approximation, but at the cost of a slowed convergence 
rate. So, although policy improvement was achieved, the rate of 
convergence was not necessarily quadratic, as can be seen in Figure 
6-2b. This can be attributed to the simplicity and coarseness of the 
step-Iensth adjustment procedure and to the "shape" of the objective 
function. 
The procedure employed increased the dominance of the diagonal 
elements of matrix H (see section 6-2 and Appendix 3). While this 
procedure achieved descent .steps, it also reduced the influence of 
matrix C (refer to Appendix 3) in determining the direction policy 
changes should take. Loss of descent direction may also be 
attributable to round-off errors producing "mis-information". If the 
nominal policy determined a state-stage trajectory through the region 
of plant available water level for which yield reduction was minimal 
then comparable components of the vectors and matrices instrumental in 
determining policy improvement took similar values, thus increasing 
the potential for round-off induced errors. In order to reduce errors 
from this source, all computations were undertaken in double precision 
but further development of program structure may also be beneficial. 
Loss of descent direction would further reduce convergence rate. 
By selecting an appropriate value to initialise H, an acceptable 
rate of convergence could be achieved. However the "appropriate" 
value was found to be sensitive to the nominal policy, as is 
illustrated in Figure 6-2b. Matrix H was initialised to provide an 
acceptable convergence rate, given a nominal policy of no irrigation 
during any stage (case a). The same H was used in case b for which 
the nominal policy was to irrigate each field so that plant available 
water was returned to its maximum value as soon as feasible. Although 
the rate of convergence varied with changes in nominal policy, 
convergence to a stationary objective function value was achieved from 
widely differing nominal policies. The stability (or repeatability) 
of the optimal policy was then examined. 
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Rate of convergence using the CDDP algorithm. A quadratic 
convergence rate is achievable (6-2a), depending on how 
closely the quadratic approximation matches the true 
objective function. Non-quadratic convergence is illustrated 
by 6-2b. 
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6.4.2 Stability of optimal irrigation policy 
Optimal irrigation policies, or schedules, were determined under two 
different water Allocation Rules and, for each rule, the optimisation 
procedure was initialised by two different nominal irrigation 
policies. In cases a and b, water was available on the first two days 
of a ten day period at an unlimited rate of supply. Initialising, 
nominal, policies were as previously described. The irrigation 
schedule after 30, 40, and 50 iterations is shown in Tables 6-1, 6-2, 
and 6-3. It can be seen that for each case (a and b), the total loss 
incurred reduced marginally in response to minor changes in the 
distribution of water. For practical purposes, the schedule was 
stable after thirty iterations in that the distribution of water, both 
between crops and temporally, was essentially the same for both cases 
and changed little during following iterations. Accordingly, an upper 
limit of thirty iterations was specified for subsequent applications 
of the algorithm. 
The water Allocation Rule for cases c and d allowed a continuous 
supply of water at a rate of up to 0.4 l·s~al. The nominal policy 
for case c was the same as for case a. Simi1ar1y'for d and b. The 
optimal schedules obtained in each case are presented in Table 6-4. 
It is to be noted that whilst the objective function values and the 
total water allocation to each crop converge within an acceptable 
tolerance, the temporal distribution of water applications is not as 
stable. Given an optimal total quantity of water application, as the 
duration of water availability increases, so too does the number of 
feasible combinations of applying this water, one of which is optimal. 
In effect the objective function is (using a single crop's schedule 
for illustrative purposes) "flattened" (resulting in minimal changes 
in objective function value for moderate changes in application 
depth). In general, it was found that the more constrained was water 
availability, the more stable, or consistent, was the schedule. 
Although there was some variation between schedules in the magnitude 
of water applications to each crop, stage by stage, the relative 
magnitude was consistent within each stage. 
- 168 -
-'.- - ~- -.- ... -
Case a: Water available first 2 days of 10 at unlimited rate 
_ ' •• ~. ____ or T __ > initialising policy: no irrigation 
Field 1 2 3 4 Loss 
Time period 
1st day 55.6 0.0 0.0 21.1 $15.6 
-.J_.:.. ____ -~_r'_-_~_~_ ....... -'_' 2 2.6 0.0 0.0 0.0 0.7 
3 
' ... - - -~ . - . - . 
n.a. n.a. n.a. n.a. 0.2 
4 " " " " 0.2 
""'-r"'-----'--'-___ ...... _. 
5 " " " " 0.4 
6 " " " " 0.3 
7 " " " " 0.6 
8 " " " " 0.7 -~.--~.--.~., - '--.-
- -~. ~-'--- .-. ,- 9 " " " " 1.2 
10 " " " " 1.9 
Totals 58 mm 0 0 21 mm $21.8 
I 
Case b: Water available first 2 days of 10 at unlimited rate 
initialising policy: a high level of irrigation 
Field 1 2 3 4 Loss 
Time period 
1st day 56.0 0.0 0.0 15.5 $14.6 
2 1.4 0.0 0.0 4.4 1.4 
3 n.a. n.a. n.a. n.a. 0.3 
4 " " " " 0.2 
5 " " " " 0.4 
6 " " " " 0.3 
7 " " " " 0.7 
8 " " " " 0.7 
9 " " " " 1.3 
10 " " " " 2.0 
Totals 57 mm 0 0 20 mm $21.9 
Table 6-1 Application depths after thirty iterations 
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Case a: Water available first 2 days of 10 at unlimited rate 
initialising policy: no irrigation 
Field 1 2 3 4 Loss 
Time period 
1st day 54.9 0.0 0.0 20.7 $15.4 
2 3.6 0.0 0.0 0.0 0.9 
3 n.a. n.a. n.a. n.a. 0.2 
4 " " " " 0.2 
5 " " " " 0.4 
6 " " " " 0.3 
7 " " " " 0.6 
8 " " " " 0.7 
9 " " " " 1.2 
10 " " " " 1.9 
Totals 58 mm 0 0 21 mm $21.8 
Case b: Water available first 2 days of 10 at unlimited rate 
initialising policy: a high level of irrigation 
Field 1 2 3 4 Loss 
Time period 
-:. ~~ '.- -. - ---.- .... 1st day 55.3 0.0 0.0 15.9 $14.5 
2 2.6 0.0 0.0 4.5 1.7 
3 n.a. n.a. n.a. n.a. 0.2 
4 " " " " 0.2 
5 " " " " 0.4 
6 " " " " 0.3 
7 " " " " 0.6 
8 " " " " 0.7 
9 " " " " 1.2 
10 " " " " 2.0 
Totals 58 mm 0 0 20 mm $21.8 
Table 6-2 Application depths after fourty iterations 
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Case a: Water available first 2 days of 10 at unlimited rate 
initialising policy: no irrigation 
Field 1 2 3 4 Loss 
Time period 
1st day 54.2 0.0 0.0 20.6 $15.2 
2 4.5 0.0 0.0 0.0 1.1 
3 n.a. n.a. n.a. n.a. 0.2 
4 " " " " 0.2 
5 " " " " 0.4 
6 " " " " 0.3 
7 " " " " 0.6 
8 " " " " 0.7 
9 " " " " 1.2 
10 " " " " 1.9 
Totals 59 mm 0 0 21 mm $21.8 
Case b: Water available first 2 days of 10 at unlimited rate 
initialising policy: a high level of irrigation 
Field 1 2 3 4 Loss 
Time period 
1st day 54.6 0.0 0.0 16.0 $14.4 
2 3.7 0.0 0.0 4.4 1.8 
3 n.a. n.a. n.a. n.a. 0.2 
4 " " " " 0.2 
5 " " " " 0.4 
6 " " " " 0.3 
7 " " " " 0.6 
8 " " " " 0.7 ~ 
9 " " " " 1.2 
10 " " " " 2.0 
Totals 58 mm 0 0 20 mm $21.8 
Table 6-3 Application depths after fifty iterations 
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Case c: Water continuously available at 0.4 ls- 1ha- 1 
initialising policy: no irrigation 
Field 1 2 3 4 Loss 
Time period 
1st day 13.8 0.0 0.0 $4.55 
2 4.9 0.0 0.0 8.9 3.88 
3 8.0 0.0 0.0 5.8 3.59 
4 11.0 0.0 0.0 2.8 3.25 
5 5.2 0.0 0.0 1.4 1.96 
6 0.0 0.0 0.0 0.0 0.47 
7 0.0 0.0 0.0 0.0 0.96 
8 0.0 0.0 0.0 0.0 1.00 
9 0.0 0.0 0.0 0.0 1. 73 
10 0.0 0.0 0.0 0.0 2.66 
Totals 43 mm 0 0 19 mm $24.05 
I 
Case d: Water continuously available at 0.4 ls- 1ha- 1 
initialising policy: a high level of irrigation 
Field 1 2 3 4 Loss 
Time period 
1st day 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Totals 
Table 6-4 
13.8 0.0 0.0 $4.55 
5.9 0.0 0.0 7.9 3.86 
8.0 0.0 0.0 5.8 3.57 
9.7 0.0 0.0 4.1 3.26 
3.6 0.0 0.0 0.9 1.57 
0.0 0.0 0.0 0.0 0.50 
0.0 0.0 0.0 0.0 1.02 
0.0 0.0 0.0 0.0 1.05 
0.0 0.0 0.0 0.0 1.82 
0.0 0.0 0.0 0.0 2.79 
41 mm 0 0 19 mm $23.99 
Application depths after thirty iterations given a maximum 
allowable flow-rate of 0.4 ls- 1 ha- 1 
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6.4.3 Reasonableness of allocations to competing crops 
Real-time scheduling of irrigation for four crops using the COOP 
procedure was simulated to investigate the scheduling procedure's 
ability to discriminate between crops during periods of water 
. I 
shortage. varying degrees of water shortage during the 1975;76 
irrigation season were obtained by using two different water 
Allocation Rules: case e, for which water was continuously available 
-1 -1 
at a maximum supply rate of 0.2 l·s ha , and case f, for which water 
was available only on the first day of a fourteen day availability 
cycle, again at a maximum supply rate of 0.2 1·s-l ha1• Details of the 
simulation method appear in section 6-5 and of the input data in 
Appendix 5. For each fourteen day schedule the initialising policy 
was to not irrigate and the same initial values for matrix H were used 
throughout. Summaries of the water applied during each fourteen day 
period are presented in Table 6-5. The letter '0' in the body of the 
table indicates that an evapotransipiration deficit occurred during 
the time period marked. The indicative priority 6f irrigation 
(highest on the left) was determined on the basis of the magnitude of 
the monetary loss incurred by each unit of evapotranspiration deficit, 
should a deficit occur during that time period. 
Gross income achieved in case e was 99% of potential gross income 
(i.e. that obtained given no evapotranspiration ~eficits). Thus 
although the available supply of water was fully used over a six week 
period, from late November to early January, irrigation prior to this 
period maintained sufficient water in root zone storage which, when 
supplemented by irrigation water during the six weeks of fully 
committed supply, was sufficient to meet evapotranspirative demand. 
Such flexibility is not expected of irrigated cropping 'on "light" 
soils. water availability in case f effectively precluded the 
re-scheduling of irrigation events to minimise the affects of the 
constrained supply. Gross income given no irrigatipn was 81% of 
potential gross income. 
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Case e: Water continuously available at 0.2 ~s-lha-l 
Water applied during each forecast period (mm) 
Forecast 
period Field 1 2 3 4 % uSe of Priority of 
beginning available water irrigation 
1/9/75 1 
15/9/75 1 
29/9/75 2, 3, 1, 4 
13/10/75 D 41 42 2, 3, 1, 4 
27/10/75 17 18 4, 2, 3, 1 
10/11/75 14 12 27 1, 2, 4, 3 
24/11/75 51 45 100 1, 2, 4, 3 
8/12/75 38 D 27 21 D 12 100 1, 2, 3, 4 
22/12/75 28 D 48 12 D 9 100 3, 1, 2, 4 
5/1/76 D 4 36 5 47 3, 2, 1 
17/1/76 3, 2 
2/2/76 2 
16/2/76 
Total Water Use 135 III 38 136 
Case f: Water available first two days each period at 0.2 ~s-lha-l 
Forecast 
period 
beginning 
1/9/75 
15/9/75 
29/9/75 
13/10/75 
27/10/75 
10/11/75 
24/11/75 
8/12/75 
22/12/75 
5/1/76 
19/1/76 
2/2/76 
16/2/76 
Total Water 
Table 6-5 
Water applied during each forecast period (mm) 
Field 1 2 3 4 % use of Priority of 
-
available water irrigation 
1 
1 
2, 3, 1, 4 
D 14 100 2, 3, 1, 4 
D 14 100 4, 2, 3, 1 
D 14 100 1, 2, 4, 3 
D 4 D 10 100 1, 2, 4, 3 
D 14 D D D 100 1, 2, 3, 4 
D D D 14 D 100 3, 1, 2, 4 
D D 14 100 3, 2, 1 
3, 2 
2 
Use 18 14 14 52 
Summary of simulated optimal real-time scheduling of 
irrigation for 1975-76 season at two levels of water 
availability. The order of priority of irrigation of 
field units is given with highest priority on the left. 
"D" indicates that an evapotranspiration deficit occurred 
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with reference to Table 6-5,"it can be seen that in both cases e 
and f, the irrigations scheduled were consistent with the indicative 
priority of irrigation. Irrigation during time period seven, case f, 
was split between crops one and four as a result of the trade-off 
between the losses incurred given a small predicted deficit with a 
high loss coefficient (crop 1) and a large predicted deficit with a 
low loss coefficient (crop 4). 
6.5 SIMULATING REAL-TIME OPTIMAL IRRIGATION 
To simulate real-time optimal control of an irrigation 
application system over one season, a computer simulation model of the 
daily water balance of each field unit of a property was developed. 
This model had the facility to call the optimal scheduling procedure 
as often as the water Allocation Rule allowed. Both the simulation 
model and the scheduling procedure were based on the models of the 
soil-plant-atmosphere system described in Chapter 3. 
The simulation model depended on the scheduling procedure for the 
prescription of irrigation applications. A "dry-Iand" production 
systeni. could thus be simulated by not allowing callos to the scheduling 
procedure. While it was assumed in the scheduling procedure that 
there would be no precipitation and that evapotranspiration would be 
at mean rates, the simulation model used historical meteorological 
data. Thus each time the scheduling procedure was called it could be 
initialised with (simulated) actual values of plant available water. 
At the end of each season, the simulated time series of actual 
evapotranspiration and irrigation applications were available for the 
assessment of the performance of the scheduling procedure and the 
effects of a water Allocation Rule on measures of the performance of 
the irrigation system. 
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6.5.1 Specification of the water Allocation Rule 
The water Allocation Rule, as incorporated in this simulation, 
regulated the abstraction of water for irrigation by specifying the 
following; 
(i) the times at which irrigation decisions were 
reviewable; 
(ii) periods of water availability in terms of a 
cycle length and the duration of availability 
within each cycle. The first day, at least, 
of each cycle was a time at which irrigation 
decisions were reviewable; 
(iii) the upper limit to water usage on each day, 
expressed as a mean daily flow-rate in lis. 
The role of (i) and (ii) is best illustrated by example. (iii) is 
obvious. 
Example 1 
Assume that a fixed frequency, fixed duration water Allocation 
Rule has been proposed - the length of each availability cycle being 
seven days and the duration of water availability being two days per 
cycle. Schematically, 
Date 5/9 
Day 1 2 3 
water Available 1 1 0 
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
o 0 0 0 1 1 0 0 0 0 0 1 1 0 0 
If (a) the irrigation schedule is not reviewable, once established, 
then the scheduling procedure would be called on days I, 8, 15, ••• 
If (b) the irrigation schedule is reviewable then, having scheduled on 
day 1 for the minimum period of ten days, and having implemented the 
decision for day I, if irrigation was requested for day 2 by the 
existing schedule then the scheduling procedure would be called before 
the irrigation decision for day 2 was implemented. Thus, if 
significant precipitation occurred on day I, there would be 
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opportunity to check the need for irrigation on day 2. Simulation 
would then proceed by implementing the policy for day 2 and progress 
through to the beginning of day eight whereupon the procedure would be 
called again (being the beginning of the next cycle). 
Example 2 
Assume now that water is to be available on-demand. To simulate 
this rule it is still necessary to specify water availability in terms 
of cycle length because the.length of the forecast period is related 
to cycle length. Equating the duration of availability in each cycle 
to that cycle's length makes water continuously available. It was 
also necessary to specify that the schedule may be reviewed at any 
time in order to model the "on-demand" rule. Depending on the 
magnitude of the allowable rate of abstraction, (iii), the rule 
simulated may be "limited rate-demand" or "on-demand". 
6.6 SUMMARY 
An optimising real-time irrigation scheduling procedure has been 
developed, employing the constrained differential ··dynamic progranuning 
method, for determining the short term irrigation schedule which 
minimises the loss associated with irrigation. The procedure allows 
explicit inclusion of constraints which impose an upper limit to the 
quantity of water which may be applied on any day and allows 
intra-seasonal variation in the adequacy of irrigation events. 
Developmental tests and extensive use, in simulated real-time 
optimal scheduling, has demonstrated the utility of the procedure. In 
particular, global convergence has been claimed and tests have 
supported this. The rate of convergence has been shown to be 
dependent on the problem's initial conditions when using the 
simplistic step length adjustment procedure employed herein. In spite 
of this, convergence to a stable policy has been achieved in a 
moderate number of iterations. Comparison of the policies at 
convergence, each policy having been developed from a different 
ini tial policy, showed some variability in the day-by-day details of 
irrigation applications if constraints were lax. This variability 
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decreased as the severity of the constraints increased. 
OVer the range of constraints considered (ineffective to severe), 
the sum, over a ten day period, of the optimal amount of water applied 
to each crop, and the total loss associated with irrigation, were 
stable. This, together with the sensible proportioning of water to 
competing crops, gave confidence in the use of the scheduling 
procedure to simulate real-time, optimal control of an irrigation 
application system for the purpose of evaluating water Allocation 
Rules. 
The principal limitation of the method, as formulated, was the 
exclusion of the fixed cost of an irrigation event. Inclusion of this 
cost violated the requirements for global convergence. One method of 
including the effects of this cost (through the constraint mechanism) 
is suggested and outlined in Chapter 8. Computational requirements 
will clearly limit the number of fields for which irrigation can be 
scheduled and the length of the scheduling period. Neither have been 
fully explored in this study as refinements to the algorithm may 
significantly improve its computational efficiency. For example, 
Yakowitz (pers corn) recently proposed an alternative step-length 
adjustment procedure which eliminates the quadratic programming 
problem in the forward recursive phase thus potentially reducing 
computational effort. By maintaining information about policy 
adjustments, currently lost because of the simple step length 
adjustment procedure, this method could also improve the rate of 
convergence. The matrices generated by the scheduling procedure were 
initially diagonal with the degree of fill occurring during 
manipulation dependent on the severity of the constraints. The use of 
the sparse matrix methods of the previous chapter may also reduce 
computational effort and storage. 
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CHAPTER 7 
AN ANALYSIS OF WATER ALLOCATION RULES 
7.1 INTRODUCTION 
7.1.1 Purpose 
All irrigation systems operate within a complex set of 
constraints. Foremost among these constraints are those imposed by a 
water Allocation Rule. In order to quantify the on-property effects 
of a water Allocation Rule on the degree to which irrigation 
development objectives are realised, methods of solving the problem of 
optimally managing water on-property were developed. The new features 
of these methods were 
(i) the inclusion of an application system model 
(Chapter 4) in procedures for optimising 
irrigation management (Chapters 5 and 6) 
(ii) the application of the constrained 
differential dynamic programming method to the 
problem of optimally managing the irrigation 
of several competing crops using a variable 
application depth device. 
The purpose of this analysis was thus two-fold. Firstly to test 
these features and, secondly, to use the methods of solving the 
on-property water management problem to test the hypothesis that 
maximising the on-property net benefit of irrigation depends on the 
adoption of Water Allocation Rules which provide irrigators with the 
opportunity to schedule irrigation events in time and amount. 
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7.1.2 Approach 
The approach taken was to explore the sensitivity of measures of 
performance to changes in the parameters defining a water Allocation 
Rule. The performance measures used were net benefit ($/ha), seasonal 
water application, and economic efficiency. Net benefit was 
considered to be the primary indicator of the on-property benefits of 
irrigation development. Seasonal water application is of interest to 
both property managers and scheme operators as the basis of a first-
order assessment of the efficiency of water-use. Economic efficiency 
was used as a more definitive measure of the efficiency of water-use. 
The use of economic efficiency, defined as the ratio of net 
benefit to seasonal irrigation water application, provides a measure 
of both irrigation application efficiency (in this thesis, the 
distribution pattern efficiency) and the timeliness of irrigation 
events. In a mixed cropping setting it also reflects the 
appropriateness of the partitioning of the available water among 
competing crops. It is emphasised that irrigation efficiency is 
fundamentally a measure of the performance of an irrigation event. 
Given economically optimum water management, irrigation efficiency is 
likely to vary intra-seasonally and hence no single measure of 
irrigation efficiency is likely to suffice. Economic efficiency, on 
the other hand,cornbines a measure of the degree to which the 
objective of irrigation is achieved, with the cost, in terms of water 
application, of that achievement. The proportion of applied water 
which is stored as plant available water, and subsequently used by the 
plant, comes through as a determinant of crop yield and thus net 
benefit. 
7.1.3 The manner in which each optimisation procedure was used. 
(a) Procedure for optimising the irrigation of a single crop 
In Chapter 5, the stochastic dynamic programming method was 
applied to the problem of optimally controlling irrigation 
applications for one crop. The intended use of this procedure, in the 
context of this thesis, was the investigation of the effects on 
performance of water Allocation Rule - application device interaction 
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and of constraints on seasonal water application. This procedure was 
chosen for these tasks for two main reasons. 
Use of stochastic dynamic programmdng enabled the inclusion of 
fixed costs in the objective function. This was considered important 
because of the variation in the labour required to set-up different 
application devices. 
Because of the minimum dimensionality of the basic single-crop 
optimal management problem, a constraint on seasonal water application 
could be considered. Although an increase in dimensionality ensued 
and there was a need to (a) schedule over the whole season and (b) 
include intra-seasonal rainfall as a random variable, the problem 
remained computationally feasible. 
In addition to providing tables of optimal application depth and 
associated distribution pattern efficiency, expected levels of 
seasonal water application and income, net of irrigation costs, were 
output. A "dryland" run provided expected income under this 
condition. 
(b) Procedure for optimising the irrigation of competing crops 
The application of constrained differential dynamic programming 
to the problem of optimising the irrigation of several competing crops 
was described in Chapter 6. The manner in which water Allocation 
Rules were specified and the scheduling procedure called from within a 
simulation of irrigated crop production was also described. This 
simulation of the real-time, optimal control of an irrigation 
application system was used as the basis of comparing performance 
levels achieved under a wide range of water Allocation Rules. On the 
basis of the results of a comparison of application-devices, it was 
assumed for this study that the mean application depth was operator 
adjustable. 
Performance measures were evaluated using the output from the 
simulation, not the optimisation. Thus they have an historical basis 
(recall that the irrigation applications were optimised assuming mean 
evapotranspiration rates and no rainfall). By simulating the 
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. operation of the application system over several of the years for 
which historical data were available, an estimate of the mean and 
variability of performance parameters was made • 
• 
7.2 APPLICATION DEVICE - WATER ALLOCATION RULE INTERACTION 
7.2.1 Objective 
The objective of the sensitivity analysis described in this 
section was to explore the .significance of application device - water 
Allocation Rule interaction in determining expected levels of net 
benefit and seasonal water application. This analysis provided the 
information required to assess the value of an application system 
model and some information on variation in performance with water 
Allocation Rules of varying flexibility. 
7.2.2 Principal variables 
(a) application depth 
At the beginning of any of the time periods into which the 
irrigation season was divided, an irrigation decision was required. 
One option always available was to not irrigate. If the application 
device was a fixed application depth device then the alternative to 
not irrigating was to apply the given amount. For the variable 
application depth device, four alternatives to not irrigating were 
available. These were "user-specified" of the form "apply sufficient 
water to take the (areal) mean level of plant available water to x% of 
maxinrum plant available water". In essence, the adequacy of 
irrigation was the decision to be made. For this study, x took the 
values 25, 50, 75, and 100. 
(b) water Allocation Rule 
Because the timing of water application was anticipated to 
significantly affect the performance of the fixed application depth 
system, the sensitivity of the performance measures to the frequency 
of water availability was investigated. water was made available on 
the first day of a cycle at unlimited rate. Thus for a cycle length 
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of two days, water was available approximately "on-demand". A cycle 
length of eight days typifies water availability in local irrigation 
schemes whilst a ,sixteen day cycle length further. constrained water 
availabili ty. 
Differences in the performance achieved by fixed and variable 
depth systems operated within a constraint on seasonal water 
application were ·expected. This too was included in the sensitivity 
analysis. The range of values considered for this constraint was 
100mm to 500mm. 
(c) cost of water application 
Two types of application cost were considered - fixed 
($/irrigation) and variable ($/mm applied) 
Fixed costs· were determined on the basis of the time required to 
set-up each irrigation event and an assessment of maintenance costs. 
Preliminary calculations of these costs suggested that the fixed cost 
of irrigating by a fixed application depth device was about 55% of 
that for variable application depth devices. This cost differential 
was maintained in this analysis. 
The lowest variable cost was chosen to approximate a typical low 
water charge on New Zealand community irrigation schemes. Assuming a 
seasonal water-application of 500mm, a typical charge of $20/ha is 
equivalent to $O.04/mmapplied. (It being noted that the marginal 
costs arising from each method of charging are significantly 
different.) The upper limit was arbitrarily chosen to give a ten-fold 
increase. 
7.2.3 Results and discussion 
(a) effect of changing the variable cost of water 
The sensitivity of expected levels of seasonal water application 
and net benefit to changes in the variable cost of water is 
illustrated in Figure 7-1 for a cycle length of eight days. At the 
lowest variable cost of water application, nearly identical levels of 
expected net benefit were achieved using either application device. 
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In contrast, expected seasonal water application using a fixed 
application depth device was almost three times that using a variable 
application depth device. At the low variable cost of application, 
relative to the loss incurred per unit of evapotranspiration deficit, 
a high level of water percolation out of the root zone was tolerable. 
Distribution pattern efficiencies achieved using the economically 
optimum schedule were typically 30% for the fixed application depth 
system and 80% for the variable application depth system. 
As the variable cost of water application increased, both 
expected net benefit and seasonal water application decreased. 
Consider the case of a uniform application of water. The optimisation 
procedure works to equate marginal benefits with marginal costs. So 
an increase in the cost of water application causes irrigation events 
to be delayed thus increasing the evapotranspiration deficit, and with 
it, the marginal benefit of irrigation. Because of the increase in 
evapotranspiration deficit, crop yield declines and thus net benefit. 
The delay in implementing irrigation events decreases the expected 
number of irrigation events and associated seasonql water application. 
When water application is non-uniform, the increase in the cost 
of water application increases the cost of water wastage. This can be 
balanced in the above manner and by altering the adequacy of 
irrigation (and therefore alter the marginal cost). Because of the 
magnitude of the feasible changes in adequacy (from 100% to 75% for 
the variable application depth system, or from 100% to 0% for the 
fixed application depth system), this tended not to happen until water 
application costs were very high. 
The ability to vary the mean application depth allowed low levels 
of water loss to be achieved and thus the irrigation strategy, and 
performance measures, were less sensitive to changes in water 
application cost. At the highest variable cost of application, 
distribution pattern efficiency was typically 95% for the variable 
application depth device. In constrast, expected seasonal water 
application and net benefit were relatively elastic for the fixed 
application depth system. Distribution pattern efficiencies achieved 
using the economically optimum schedule for this application system 
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increased to typically 70%. 
(b) improving the performance of the fixed application depth device 
In order to improve the performance of the fixed application 
depth system, the mean application depth was reduced from l45mm to 
60mm. The maximum level of plant available water in this analysis was 
140mm. The original mean application depth of 145mm was chosen to 
allow full replenishment of root zone storage from wilting point. The 
motivation for a reduction to 60 mm was that it approximated 
application depths under the variable application depth system. 
The concommitant change in performance may be seen in Figure 7-2, 
where the high application refers to 145mm and the low to 60mm. A 
significant improvement in performance is evident. Although direct 
comparison with Figure 7-1 is not possible, because Figure 7-2 uses 
results from a s~xteen day water availability cycle, it can be seen 
that at high variable cost of water application, the performance of 
the low fixed application depth and the variable application depth 
.systems are similar. The reduction of mean application depth to less 
than half of the maximum level of plant available water matched more 
closely the optimal levels of depletion thus reduci~g water loss 
through percolation out of the root zone. 
- 186 -
-----.--.- ~ ~ " ~.,~ :."-. 
.---:..-::-".-...... -.... -_. 
.' - - \.. - - ~ - -.' ... 
Figure 7-2 
200 
IBO 
,... 
~ 160 
+ 
1 
i 1 .. 0 
C 
i 120 
..... 
+ j 100 
+ ~ 
BO 
60 
450 
,... .. 00 f 
..... 
~ 
~ 350 
3 
... 
150 
0 
Net Benaflt ae a funotlon of the Variable Coet of Water Applloatlon 
+ 
K --
.05 .10 
--
--
High oonetent applloatlon 
Low oonatant applloatlon 
.15 .20 
--
.25 .30 
Variable Coet of Water Applloatlon (dol I are per MM) 
.35 
Seaaonal Wat.r Applloatlon e. a funotlon of the Variable Co.t of Water 
+ HI~h oonatent applloatlon 
K -- -- Low ccnetent application 
"'-
--..... 
.............. 
-- --
--
-- - - -K 
.05 .10 .15 .20 .25 .30 .35 
Variable Coet of Water Applloatlon (dollar. per MM) 
... 0 
.40 
Comparative performance of two constant application depth 
systems. The mean "high constant application" depth was 
145mm while the mean "low constant application" depth was 60mm 
-187-
(c) variation in performance over a range of water Allocation Rules 
The relationships between the variable cost of water application 
and the expected values of seasonal water application and net benefit 
may be used to develop a relationship between expected seasonal water 
application and expected net benefit. This relationship is dependent 
on the frequency of water availability, as illustrated in Figure 7-3. 
The anticipated increase in expected net benefit, as the 
frequency of water availability increases, is evident. The expected 
net benefit of irrigation when using a fixed application depth device 
is more sensitive to the frequency of water availability than when 
using a variable application depth device. Importantly, for any 
frequency of water availability, a given level of expected net benefit 
may be achieved using either application system --but with 
signi~icantly higher seasonal water-use under a fixed depth 
application system. Alternatively, if water is of low value, similar 
levels of expected net benefit may be achieved but as water value 
increases, a higher level of expected net benefit may be sustained 
using a variable depth application system than for a fixed depth 
application system. Thus where the value of water is high (due to 
scarcity or high development costs, for example), it is preferable, 
for both economic and water-use reasons, to encourage the use of 
application systems which allow the depth applied to be easily varied 
throughout the season. 
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7.2.4 Summary - economic efficiency 
Results of this analysis may be conveniently summarised in terms 
of the variation in economic efficiency with changing water 
availability and application system (Figure 7-4). 
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The use of a variable application depth system enabled a 
reasonably uniform level of economic efficiency to be achieved - even 
as water availability tends towards a non-limiting supply. As water 
value increased so did the cost of water loss due to percolation out 
of the root-zone. Thus an adjustment of the deficit at which to 
commence irrigation and/or the adequacy of irrigation was required in 
order to equate marginal benefit and marginal cost. Net benefit 
decreased because of increased stress but seasonal water application 
decreased by a proportionate amount. The variability that is evident 
appears systematic and is thought to be due to the coarse 
discretisation of the decision variable - the adequacy of irrigation. 
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At low levels of water availability practically constant economic 
efficiency is achieved using a fixed application depth system. 
However, as water availability increases to a· near non-limi ting 
supply, the cost of water loss decreases and irrigation applications 
increase subst~ntially in magnitude. The rate of increase in net 
benefit is at a lower rate and thus economic efficiency reduces. 
Economic efficiency achieved using a variable application depth 
system was two to three times greater than that achieved using a fixed 
application depth system. Similar levels of performance could be 
achieved if the fixed application depth system was capable of applying 
a mean application depth of approximately half the maximum level of 
plant available water. This proportion is specific to the wheat crop 
and prices used in this analysis. Variation could be expected between 
crops and between years for the same crop. Thus where the value of 
water is high, the use of variable application depth systems should be 
encouraged because of their greater flexibility. 
7.3 AN ANALYSIS OF WATER ALLOCATION RULES WHERE THERE ARE SEVERAL 
COMPETING'CROPS 
7.3.1 Objectives 
Frequently, irrigation development enables diversification of the 
crops grown in a region. For sound agronomic reasons, several 
different crops may be in production on a propertY'at anyone time 
during the irrigation season. An· analysis of water Allocation Rules 
is likely to consider rules which may severely limit the 
intra-seasonal availability of water. Under such Rules competition 
between crops for the water available may be high. 
There were two objectives in this phase of th~ analysis of water 
Allocation Rules. Firstly, to extend the testing of the water 
management procedure which employed constrained differential dynamic 
programming. The second objective was to test further the hypothesis 
that maximising the on-property net benefit of irrigation depends on 
the adoption of water Allocation Rules which provide irrigators with 
the opportunity to schedule irrigation events in time and amount. The 
approach taken to meet these objectives was to examine the sensitivity 
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of net benefit and seasonal water application to·variation in the 
intra-seasonal availability of water. 
7.3.2 Principal variables 
The intra-seasonal availability of water is influenced by the 
length of a water availability cycle (alternatively, the frequency), 
the duration of water availability within a cycle and the maximum 
allowable or possible abstraction rate. Each of these parameters may 
be constrained to a particular value or remain unconstrained. The 
various combinations considered in this analysis have been termed 
primary water Allocation Rules and are presented in Table 7-1. In 
, 
practice, a water Allocation Rule may contain other requirements, such 
as whether an order for water may be revised at some date within a 
cycle. 
Periods of Water Availabilit·y 
Title Maximum Allowable Frequency of Duration of Abstraction Rate 
Water Availability 
Availability Per Cycle 
Demand Un-restrained Un-restrained Un-restrained 
Limited rate, Un-restrained Un-restrained Restrained 
demand 
Arranged Restrained Un-restrained Un-restrained 
Limited rate, Restrained Un-restrained Restrained 
arranged 
Fixed frequency, Restrained Restrained Un-restrained 
fixed duration 
Fixed frequency, Restrained Restrained Restrained 
fixed duration, 
limited rate 
Table 7-1 Primary Water Allocation Rules 
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In order to evaluate the effects of each of the primary water 
Allocation Rules on seasonal water application and net benefit, the 
following sets of experiments were undertaken with the parameter 
values specified (Table 7-2). In addition, it was possible to specify 
whether it was allowable to review the current irrigation strategy 
during a water availability cycle. Thus water Allocation Rules which 
required abstrac.tions to be arranged, and were then non-reviewable 
until the beginning of the next availability cycle, could be modelled. 
Set 1 
Frequency un-restrained 
Duration un-restrained 
Rate limited to ... 0.2 Q,s-lha- 1 0.8 
Set 2 
Frequency restrained to 7 days 14 21 
Duration un-restrained 
Rate limited to ... 0.2 Q,s-lha- 1 0.4 0.6 0.8 
Set 3 
Frequency restrained to 7 days 14 21 
Duration restrained to Y7 ~~ freq % % 
Rate limited 0.2 Q, -1 -1 0.4 0.6 0.8 to s ha 
Table 7-2 Water Allocation Rule Parameter Values 
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7.3.3 Input data used - see appendix five also 
This part of the analysis of water Allocation Rules was initially 
undertaken using meteorological data for the 1975;76 season because 
the distribution of rainfall and evapotranspiration was similar to the 
long-term mean values, as seen in Table 7-3 
Rainfall Evapotranspiration Deficit 
Sep-Feb oct-Dec Sep-Feb Oct-Dec Sep-Feb Oct-Dec 
Mean over 
54 years 
1975;76 
318 159 
313 167 
681 356 363 
665 354 352 
Table 7-3~ Summary of rainfall and evapotranspiration data 
from Lincoln meteorological station. All units in mm. 
197 
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For the analysis, a property comprising four fields, with a 
different crop in each, was modelled. The crops were winter wheat, 
barley, table-peas, and white clover. 
7.3.4 Results and discussion 
(a) comparing limited-rate demand and limited-rate arranged Rules 
The intention of this comparison was simply to investigate the 
effect of not allowing irrigation strategy reviewal after an order has 
been placed for the current water availability cycle. Both Rules 
allowed a continuous supply of water, if required, and the effects of 
constraining reviewal on net benefit and seasonal water application 
were examined for various flow-rate limitations. 
At the highest flow-rate allowed, very little difference in net 
benefit was obtained but the differences increased, ,in favour of the 
limited-rate demand Rule as the maximum allowable flow-rate decreased 
(Figure 7-5). It was initially considered that the small differences 
evident, except at very low allowable flow-rates, were more likely to 
be attributable to variation in the output of the optimisation routine 
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than to the imposition of a constraint on reviewability. 
Consequently, the water Allocation Rules used in all following 
experiments included the constraint on irrigation strategy reviewal. 
This meant that if a water availability cycle was of two weeks 
duration, the optimal irrigation strategy would be determined only at 
the beginning of each two week period. This decision had minor 
implications for the net benefit achieved and more significant 
implications for seasonal water application, as will be noted in the 
results to be presented in. following sections. 
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(b) changes in net benefit as the water Allocation Rule is varied 
The optimal operation of an irrigation application system was 
simulated for fifty two different water Allocation Rules ranging from 
"on demand" to "fixed frequency, fixed duration, and limited rate". 
The variation in net benefit with variation in the water Allocption 
Rule is presented in Figures 7-6, 7-7, and 7-8. The results are 
grouped as separate figures according to the length of the water 
availability cycle (forecast period) and as curve& within each figure 
according to the duration of water availability each cycle. 
Similar trends in the response of net benefit to variation in the 
periods of watef availability and maximum allowable abstraction rate 
are evident in these figures. Net benefit can be seen to decrease as 
the availability of water decreases in both time and allowable 
flow-rate. 
Of particular interest was the maintenance of near maximum net 
benefit as the maximum allowable ·flow-rate decreased to approximately 
0.25 l-s-lha-1 under a limited-rate arranged Rule (top curve in 
Figures 7-6 through 7-8). Examination of the simulated daily values 
of plant available water and evapotranspiration deficit showed that 
plant available water was being allowed to deplete to a level at which 
the evapotranspiration deficit begins to increase rapidly before water 
was applied. Given low maximum allowable flow-rates, small, and 
therefore frequent, water applications were scheduled - in spite of 
the bias of the soil moisture model against this. This high 
frequency, low adequacy irrigation strategy left a significant 
capacity for storage of rainfall and achieved high application 
efficiencies. 
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The existence of a threshold rate of continuous supply (0.25 
les-1ha-1), below which net benefit decreases rapidly with decreasing 
supply rate, is consistent with the objective function used to 
" 
evaluate irrigation strategies. At, and above, the threshold, the 
optimal irrigation strategy is unconstrained by the supply rate and is 
thus insensitive to changes in its magnitude. As the rate of supply 
decreased below the threshold level, the effects of this constraint 
could no longer be avoided. Evapotranspiration deficits consequently 
increased above those which were economically optimum given no 
supply-rate constraint and thus net benefit decreased. 
The effect of including the fixed cost of an irrigation event in 
the objective function is to increase the marginal cost of irrigation 
and thus delay the onset of irrigation events. In practical terms, 
this means a reduction in the number of irrigations ... per season and the 
occurrence of higher evapotranspiration deficits. It is postulated, 
therefore, that the relationship between net benefit and maximum 
allowable flow-rate will, given the inclusion of fixed costs, be 
similar to the curves in Figures 7-6 through 7-8 which relate to water 
availabilities o! one day in seven, two days in seven, and so on. 
Thus it is consiqered that fixed costs have been implicitly ~ncluded 
in this analysis. 
(c) changes in seasonal water application as the water Allocation Rule 
is varied 
Associated with a plateau level of net benefit, one would expect 
a plateau in seasonal water application with an identical supply rate 
threshold. This is shown in Figure 7-9 for the series of water 
Allocation Rules which made water continuously available and allowed 
irrigation strategy reviewal at weekly intervals (curve a). Thus, 
given use of an optimisation procedure, such as that developed in 
Chapter 6, seasonal water application was insensitive to changes in 
supply-rate above a threshold level - as was net benefit. 
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Variation in seasonal application depth with maximum 
allowable rate of supply for two types of Water Allocation 
Rule. Water was continuously available 
The consequence of not allowing the reviewal of irrigation 
strategy during water availability cycles, or at closely spaced time 
intervals, is also evident in this figure. CUrve b describes the 
change in seasonal water application as maximum supply rate changes 
given a water Allocation Rule which again made water continuously 
available but allowed irrigation strategy reviewal at three weekly 
intervals. Some irrigation events have occurred when rain, following 
the date the forecast and strategy was determined, made them 
unnecessary. In contrast, strategy reviewal at a weekly frequency 
dropped the now non-optimal irrigation events and thus reduced 
seasonal water application. Because the variable cost of water 
application was low, the difference in net benefit attributable to 
this higher water usage was only about $5/ha or 3%. 
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(d) similarity of water Allocation Rules 
In order to reduce the results of each series of tests to a 
common basis, water availability under each water Allocation Rule was 
expressed as a Mean water Availability. This was determined over the 
length of each cycle according to equation 7-1. 
Mean water Availability = q • (D /L ). 86.4 m3ha -l day-:l 
m c c 
where q = maximum allowabl·e flow-rate (1· s-l ha-1 ) 
m 
Dc = duration of water availability during a cycle (days) 
L = length of the water availability cycle (days) 
c 
Note that the determinants of Mean water Availability may vary during 
. -1 -1 
the season. The threshold water availability of 0.25 l·s ha 
3 -1 -1 translates to approximately 20 m day ha 
All data points plotted in Figures 7-6, 7-7, and 7-8 are plotted 
in Figure 7-10, identified only by the length of the water 
availability cycle. 
In general, small differences exist in the net benefit achieved 
under different water Allocation Rules having the same Mean water 
Availability (in all cases, water Allocation Rule parameters remained 
constant throughout the season). As Mean Water Availability falls 
below the break point, the length of the forecast/scheduling period 
increases in significance since the sooner a "bottle-neck" in the 
schedule (when required water availability exceeds actual water 
availability) is detected, the more likely will be its successful 
resolution. Thus the series of Rules with a 21 day forecast period 
achieved higher net benefit than the other series when Mean Water 
Availability was lower than the threshold. 
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Conversely, where mean water availability is higher than the 
threshold, water Allocation Rules with a 7 day forecast period 
achieved higher net benefit. This can be attributed to the lower 
irrigation water-use achieved under more frequent strategy reviewal. 
A higher variable cost of water application would amplify this 
"excessive irrigation" effect. Again the threshold, or breakpoint, in 
the vicinity of 20 m3ha-1day-l is evident. 
Since near maximum net benefit may be achieved under any water 
Allocation Rule which exceeds the threshold Mean water Availability no 
particular water Allocation Rule belonging to the set would appear 
preferable from an on-property economic perspective. In particular, 
if the hypothesis that the performance achieved given the inclusion of 
fixed costs in the scheduling procedure is equivalent to that achieved 
by restricting irrigation to a limited number of days holds, then the 
inclusion of fixed costs will not shift the break-point. This would 
indicate that a trade-off existed between fixed-costs and system 
capacity - a not un-expected situation, if labour cost is the 
principal determinant of the fixed cost of an irrigation event. 
Plotting all seasonal water use data points as a function of Mean 
water Availability (Figure 7-11) illustrates that above a threshold 
Mean water Availability this measure of performance plateaus also. 
Unlike net benefit, however, a definite trend towards increased 
application as the frequency of irrigation strategy reviewal decreases 
is evident. The reasons for this were discussed in section 7.3.4(c). 
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Figure 7-11 Seasonal water application (to four crops) as a function of Mean Water Availability 
(e) effects of water Allocation Rules on the seasonal variability of 
net income 
An analysis of water Allocation Rules should include the 
evaluation of the effect of each Rule on the seasonal variability of 
performance. Accordingly, simulation of application system operation 
was conducted over fourteen irrigation seasons - 1970/71 to 1983/84. 
This period was of sufficient length to include seasons of both 
extremes. 
For the purposes of this analysis, let potential income be that 
income which would have accrued over a specific season if no 
evapotranspiration deficit had occurred. Because radiation and 
temperature regimes vary seasonally, potential income varies 
seasonally. To allow seasonal comparison, the actual income, net of 
irrigation costs, was expressed as a percentage of potential income. 
This percentage is referred to hereafter as Relative Income. 
The results of this simulation for two limited-rate demand water 
Allocation Rules are presented in Figure 7-12 alongside the results 
for simulated "dry-land" conditions. The variability of Relative 
Income can be seen to increase as the Mean water Availability reduces 
from 69 to 17 m3ha-1day-1 (0.8 l·s-lha -1 to 0.2 l·s-lha-1 continuous). 
However this change is small compared to the variability of Relative 
Income under "dry-land" conditions. Given the information available 
from Figure 7-10, it is expected that the seasonal v~riability of 
Relative Income would rise rapidly as the Mean water .Availability 
3 -1 -1 . falls below 20 m ha day for the particular soil-crop-atmosphere 
system modelled. 
Throughout the experiments described in this section, the 
variable cost of water application was held constant. In an analysis 
of water Allocation Rules for a specific property, or during 
application system design given a water Allocation Rule, it is likely 
that the variable cost of water application would increase as system 
capacity increased. The affect of this on the optimum schedule would 
be to delay irrigation events thus increasing the variability of 
Relative Income. 
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7.3.5 Summary - economic efficiency 
water Allocation Rules having the same Mean water Availability 
were compared on, the basis of net benefit and seasonal water 
application. Mean water Availability was defined in terms of the 
length of a water availability cycle, the duration. of water 
availability within that cycle, and the maximum allowable rate of 
abstraction. An effective reduction in the length of time water was 
available per cycle could be balanced by an increase in the maximum 
allowable flow-rate. 
Rules having the same level of Mean water Availability allowed 
the achievement of the same or similar levels of net benefit. Both 
net benefit and seasonal water application were maintained at a 
plateau level until Mean Water Availability dropped below a threshold 
level. Similarly, seasonal variability remained lciw until Mean Water 
Availability dropped below the threshold level. 
If the same crop were grown in each field, one would anticipate 
that economic efficiency would remain constant or increase slightly as 
the irrigation strategy was adjusted to increase distribution pattern 
efficiency in response to decreasing water availability. However, the 
growing of a range of crops often enhances the opportunity for 
increasing economic efficiency ~s water availability decreases. As 
Mean Water Availability decreases, crops which, in a particular time 
period, show a lower marginal benefit of irrigation may be left 
un-irrigated in deference to those crops with a higher marginal 
benefit. Opportunity therefore exists to reduce irrigation water-use 
(to comply with constraints) without reducing net benefit to the same 
degree. Economic efficiency increases accordingly. The constrained 
differential dynamic programming based irrigation scheduling procedure 
responded to decreasing water availability in this way (Figure 7-13). 
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Although initial experiments indicated little difference in 
performance between the lIarranged ll (non-reviewable) and IIdemand" 
(reviewable) types of Water Allocation Rules, subsequent experiments 
demonstrated that the loss of the ability to review irrigation 
strategy, at least weekly, leads to increased seasonal water 
application. Economic efficiency is therefore lower than it would be 
given the ability to frequently review irrigation strategy. 
7.4 SUMMARY 
By undertaking an analysis of the sensitivity of net benefit and 
seasonal water application to changes in the Water Allocation Rule, 
the procedures developed for solving the problem of optimally managing 
water on-property were tested. This analYSis also provided data 
necessary for the investigation of the degree of flexibility required 
in a Water Allocation Rule in order that property managers have the 
opportunity to maximise the degree to which their irrigation 
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objectives are realised. 
The procedures used in this analysis for optimising the 
management of water on-property responded in an appropriate way to 
changes in the availability of water. As water availability 
decreased, the level of economic efficiency achieved was maintained or 
increased. 
This analysis has shown that significantly different performance 
levels may be achieved using different application device types. It 
also showed that interaction between an application device and a water 
Allocation Rule can have a significant affect on system performance. 
In particular, it has been shown that highest levels of economic 
efficiency may be achieved using a variable application depth device 
operating under a water Allocation Rule which provides the property 
manager with the opportunity to vary the application depth. 
The results of the simulation of irrigation application system 
operation under a wide range of water Allocation Rules were compared 
having grouped water Allocation Rules according to their Mean water 
Availability. Comparison of the achieved levels of net benefit and 
seasonal water application showed that these parameters may be 
maintained at a plateau level as Mean water Availability reduces to a 
threshold level. Below this level, performance drops rapidly. The 
magnitude of this level was significantly lower than the 
35 m3ha-1day-l. currently recommended in the study region for 
irrigation scheme design purposes (Williman, pers com). 
For those Rules providing a Mean water Availability of, or in 
excess of, the threshold level, no specific water Allocation Rule was 
clearly superior to others in respect of providing property managers 
with sufficient operational flexibility to maximise net benefit. In 
practice, however, it is usual to try and minimise the annual cost of 
ownership and operation - which is a function of flow-rate, among 
other things. The outcome of this minimisation usually requires the 
operation of the application system for a high proportion of each day 
in order to minimise the required flow-rate. water Allocation Rules 
which enable the continuous availability of water are thus usually 
preferred. 
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7.4.1 Computational Costs 
Typical costs of executing the scheduling and simulation 
procedures are summarised below. This data was obtained from computer 
runs made on Lincoln College's VAX 11/780. At the time, the floating 
point accelerator option was not implemented. 
The working set and page file sizes are given as the number of 
512 byte blocks. Time units are hrs:min:sec. 
(a) SDP based scheduling procedure: 
Number of stages 15 
Number of state Variable intervals 40 
Number of Decision Variable intervals 5 
Phase 1 - matrix generation and pre-processing 
Buffered I/O count 54 Peak Working set size 299 
Direct I/O count 51 Peak page file size 2315 
Page Fault count 2557 Mounted volumes 0 
Elapsed CPU time 00:06:12.30 Elapsed Time 00:06:16.29 
phase 2 - optimal policy generation 
Buffered I/O count 51 Peak Working set size 324 
Direct I/O count 56 Peak page file size 2513 
page Fault count 1264 Mounted volumes 0 
Elapsed CPU time 00:1:59.51 Elapsed Time 00:03:21.99 
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(b) Simulated Real Time Optimal Control 
Computational cost varied according to the water Allocation Rule, 
which principally determined the number of calls to the COOP-based 
scheduling proce,dure, and the rate of convergence of that procedure. 
The cost of simulating one season's irrigation typically fell within 
the range presented below. 
From: 
Buffered I/O count 82 Peak Working set size 746 
Oi rect I/O count . 184 Peak page file size 1649 
Page Fault count 7575 Mounted volumes 0 
Elapsed CPU time 00:20:51.74 Elapsed Time 00:21:56.22 
To: 
Buffered I/O count 82 Peak Working set size 738 
Direct I/O count 190 Peak page file size 1649 
Page Fault count 13107 Mounted volumes 0 
Elapsed CPU time 00:40:09.78 Elapsed Time 00:45:15.38 
- 212 -
8.1 SUMMARY 
CHAPTER 8 
CONCLUSIONS AND RECOMMENDATIONS 
The overall objective of this thesis was the development of a 
method of quantifying the on and off property effects of any given 
water 'Allocation Rule. The availability of a method for undertaking 
this analysis should be of assistance to those with the responsibility 
of establishing water Allocation Rules in the course of developing and 
managing a water resource. The achievement of this objective 
essentially required the solution of two problems: 
(i) The problem of managing water applications in 
compliance with a given water Allocation Rule, 
and other constraints on irrigation activity, 
in such a way that the degree to which a 
property manager's objectives are met is 
maximised. 
(ii) Where water is made available through a 
community irrigation scheme, the problem of 
determining the best way of operating the 
scheme's open channel distribution system to 
meet legitimate water demands. 
Techniques were available to solve the distribution system management 
problem. However in order to solve the on-property ~ater management 
problem, further work was required in two areas. 
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Existing procedures for solving the on-property water management 
problem assumed a constant application efficiency and adequacy of 
irrigation - two parameters which were known to vary with mean 
application depth and uniformity of application. An application 
system model was required in order to relate the mean change in plant 
available water to the mean application depth and uniformity of 
application. This relationship enabled the complete transformation of 
the crop water-use/crop yield relationship to the required irrigation 
water-use/crop yield relationship. 
Efficient procedures for optimally scheduling the irrigation of 
several competing crops currently assume a fixed adequacy of 
irrigation - usually 100%. Variation in the intra-seasonal supply and 
demand for water is likely to cause variation in the optimal adequacy 
of each irrigation event. Consequently a new algorithm was required 
for optimally managing the irrigation of several competing crops 
specifically allowing for intra-seasonal variation in the adequacy of 
irrigation events. 
Having developed these methods, the sensitivity of on-property 
net benefit and seasonal water-use to changes in the parameters 
defining a water Allocation Rule was investigated. 
8.2 CONCLUSIONS SPECIFIC TO THE ON-PROPERTY WATER MANAGEMENT PROBLEM 
8.2.1 Inclusion of an application system model 
Previous applications of stochastic dynamic programming (SOP) to 
the problem of determining an optimal irrigation schedule have not 
allowed for variations in performance between different types of 
application devices. The formulation of a procedure for determining 
optimal irrigation strategies for a single crop, as described in 
Chapter 5, made provision for such variation. This was achieved by 
including a statistical model of the uniformity of infiltrated depth 
following irrigation and by specifying the degree to which the mean 
application depth may be operator adjustable. 
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The importance of including a model of the application device was 
demonstrated by comparing the performance of two devices under a range 
of water Allocation Rules. The comparison was between application 
systems which could only apply a fixed amount of water each irrigation 
and those for which the application depth was operator adjustable. It 
showed that whilst similar levels of net benefit could be achieved, 
the seasonal water-use of the fixed application depth system was 
significantly greater than that of the variable application depth 
system. Only when the optimal mean application depth approached the 
fixed application depth system's mean application depth did this 
system approach the performance of the variable application depth 
system. Thus if seasonal water-use is limited, by surface or 
ground-water reservoir capacity for example, then the highest level of 
economic efficiency will generally be achieved using a variable 
application depth system. Their use should therefore be encouraged in 
water-short regio~s. 
8.2.2 Application of constrained differential dynamic programming to 
the problem of optimising the irrigation of several competing 
crops 
One of the main problems encountered in seeking to optimise the 
irrigation of several competing crops using the dynamic programming 
principle is the increase in computational effort and memory 
requirement as the number of crops increases. Application of the 
constrained differential dynamic programming (COOP) method to this 
water management problem significantly reduced computational effort 
and memory requirements. Real-time optimal irrigation of four crops 
over a six month irrigation season was economically simulated. 
Typically, twenty six separate optimisations were performed during the 
simulation of one season's operation. In practice the irrigation of 
more crops over a shortened time period, say three weeks, could be 
optimised. 
The use of the COOP algorithm to solve the on-property water 
management problem, together with the inclusion of an application 
system model, enabled the adequacy of the irrigation of each field to 
be considered a continuous (positive) variable. This ability to 
• 
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consider irrigation application depths other than that required for 
full irrigation is a significant improvement over existing procedures 
for managing the irrigation of several competing crops. 
This improvement was one of the main reasons for the ability of 
the scheduling (or irrigation water management) procedure to maintain 
a plateau level of net benefit, and low variation between years of the 
same, as water decreased in availability to a threshold level. The 
magnitude of this threshold suggests that, given widespread use of the 
COOP-based procedure, irrigation schemes may be viable at lower levels 
of water availability than is currently believed. 
The COOP-based scheduling procedure was used to optimally 
irrigate several crops in a simulation of real-time control of an 
application system under a wide range of Water Allocation Rules and 
over several seasons. This use subjected the scheduling procedure to 
a wide range of initial conditions and severity of constraints. The 
repeatability of the level of net benefit achieved given the variety 
of ways of achieving a given level of Mean Water Availabiiity, and the 
maintenance of low seasonal variability of net benefit as Mean Water 
Availability decreased to a threshold level, demonstrate the 
robustness of the scheduling procedure. 
8.2.3 General conclusions 
(a) 
It was assumed that the principal objective of irrigation was to 
achieve the economically optimum level of irrigation wherein the 
marginal cost of irrigation equals the marginal benefit. One of the 
important effects of non-uniform applications is the decrease in 
distribution pattern efficiency with increasing adequacy of 
irrigation. Given the above, as water value increases, one would 
anticipate that use of a procedure for determining the economically 
optimum irrigation practice would allow the achievement of constant or 
increasing levels of economic efficiency. The procedure would seek to 
reduce water wastage as the cost of that wastage increased. 
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Results obtained from an analysis of the sensitivity of economic 
efficiency to changes in water availability and cost demonstrate that 
both scheduling ~rocedures developed in this study respond in the 
above manner. Thus as the availability of water for irrigation 
becomes increasingly constrained, in both seasonal and intra-seasonal 
time frames, procedures for optimising irrigation applications should 
fulfill an increasingly important role. This is particularly so for 
the resolution of the complex decision-making problem which arises 
when several crops compete for a limited water resource. 
(b) 
Both irrigation scheduling techniques described in this thesis 
provide output suitable for real-time control of the'irrigation 
application system. 
The single-crop scheduling procedure provides a table containing, 
for the remainder of the season, the optimal mean application depth 
for each combination of time period and interval of plant available 
water. If seasonal water-use was limited then this table would be 
up-dated regularly in the light of changes in the quantity of water 
remaining for use over the remainder of the season. Optimal 
scheduling of irrigation for a single crop requires, then, the 
monitoring of plant available water and table look-up to ascertain the 
optimal application depth. 
The scheduling of the irrigation of several crops using the 
COOP-based procedure achieves the level of practicality of current 
computerised scheduling procedures. A table of optimal mean 
application depths for each field and day of the scheduling period is 
provided. In keeping with current procedures, a file of 
meteorological data must be regularly up-dated and, additionally, 
information on water availability over the current scheduling period 
is required. It is good practice, with all computerised scheduling 
procedures, to monitor levels of plant available water prior to 
compiling the schedule. Results of simulated real-time optimal 
scheduling confirm the desirability of regularly (weekly) updating 
schedules and forecasting over a reasonably long period (say three 
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weeks). 
(c) 
The computational performance of optimal irrigation scheduling 
procedures is a significant determinant of the practicality and 
availability of such procedures. The use of sparse matrix techniques 
reduced the time required to find an optimal schedule using the SDP 
procedure by a factor of ten. The degree of sparsity inherent in this 
application of the COOP proGedure suggest that computational effort 
may be reduced significantly by exploiting this characteristic. 
8.3 CONCLUSIONS BASED ON AN ANALYSIS OF WATER ALLOCATION RULES 
8.3.1 On-property effects 
The results presented in Chapter 7 of the effects of water 
Allocation Rules on net benefit and irrigation water-use demonstrate 
the importance of making such an analysis during the planning of 
irrigation schemes. 
Of particular importance in determining application system 
performance was the interaction between a water Allocation Rule and an 
application device. It was concluded in section 8.2.1 that variable 
application depth devices were preferable. More generally, highest 
levels of on-property performance may be achieved under an effective 
water Allocation Rule (that is, considering both the application 
device type and the water Allocation Rule) which gives the property 
manager the freedom to vary the depth applied to each field. The 
importance of having the ability to vary the application depth is a 
consequence of seeking the economically optimum application depth and 
the variation of irrigation efficiency and adequacy with mean 
application depth. 
Given that irrigation takes place within the framework of an 
effective water Allocation Rule which provides the property manager 
with the opportunity to vary the depth applied, and the use of the 
CODP based scheduling procedure, the following conclusion was drawn on 
the basis of results of the sensitivity analysis. Provided the Mean 
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water Availability exceeds a minimum level, no single type of water 
Allocation Rule was preferable. Expanding the scope of the economic 
analysis to reflect changes in ownership and operating costs with 
increasing flow-rate, for example, may lead to the identification of a 
preferred water Allocation Rule for a particular property. 
As the rate of water abstraction from the property's water source 
is usually fixed, the duration of irrigation events must be under the 
control of the property manager in order to provide the opportunity to 
vary the mean application depth. Any given level of Mean water 
Availability may be provided by a variety of combinations of 
frequency, duration, and rate of water availability. In particular, 
having fixed the rate and specified that the duration must be 
variable, then provided Mean Water Availability exceeds a minimum 
level, the frequency - or length of the water availability cycle - may 
not need to be at the discretion of the property manager. Taking this 
one step further, results indicate that an upper limit to the duration 
of water availability (less than the length of an availability cycle) 
may be specified without adversely affecting net benefit providing 
Mean Water Availability exceeds a minimum level. A clear distinction 
is being made between the duration of availability and the duration of 
abstraction. 
Thus, given use of the CDDP-based scheduling procedure, the 
achievement of maximum net-benefit on-property need not necessarily 
require a water Allocation Rule which provides property managers 
flexibility with respect to the time of water availability. However 
it must provide them with the opportunity to adjust the depth of water 
applied to each field. 
The minimum level of Mean Water Availability, below which net 
benefit drops below the plateau level, can be expected to vary 
intra-seasonally with changing maximum plant available water and 
atmospheric demand for water. Thus the maximum of these minimum 
levels could be considered the seasonal threshold level of Mean Water 
Availability. The dependence of this threshold on the water storage 
capacity of the soil was not investigated. 
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8.3.2 Inferred off-property effects. 
Conclusions drawn from an analysis of the sensitivity of the 
on-property net benefit and seasonal water-use to changes in 
parameters defining a Water Allocation Rule have important 
implications for the distribution system (if required) and the scheme 
as a whole. 
The existence of a threshold level of Mean Water Availability of 
lower magnitude than the quidelines currently used in New Zealand for 
designing distribution systems means that this component of an 
irrigation scheme could have lower capacity - assuming use of variable 
application depth devices. Thus both capital cost and the rate of 
water abstraction from river or storage could be reduced. 
The threshold (or any other) level of Mean Water Availability may 
be provided in a variety of ways. In particular, increasing duration 
and/or frequency of water availability can be balanced by decreasing 
the maximum allowable rate of water abstraction. Generally a Water 
Allocation Rule of fixed frequency, fixed (short) duration and high 
constant rate of abstraction is associated with fixed application 
depth devices. A Water Allocation Rule of equivalent Mean Water 
Availability but at the opposite extreme in terms of periods of water 
availability would allow continuous water abstraction at a low, fixed 
rate. Such rules are often used with variable application depth 
devices. On th~ basis of a comparison of application systems, similar 
levels of on-property net benefit could be achieved under either 
combination of Water Allocation Rule and application device if the 
marginal cost of water application is zero (as it is under the water 
charging system currently in use in community irrigation schemes in 
New Zealand). However seasonal scheme-water-use would be 
significantly lower using variable application depth systems. 
It is highly likely that the "best" method of managing the 
distribution system to meet demands under the fixed frequency, fixed 
duration, constant rate Water Allocation Rule would be to roster the 
supply to properties and operate the distribution system under 
upstream control. In order to provide continuous water availability 
at the lower limited rate and to translate the full potential of water 
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savings achievable on-property using variable application depth 
devices to scheme savings, it is probable that the "best" method of 
operating the distribution system would be the downstream, controlled-
volume (Bival) method (this requiring lower earthworks volume than 
standard downstream control). Comparing an upstream controlled 
distribution system with a downstream controlled-volume distribution 
system, the construction of the latter would generally involve a 
higher volume of earthworks. Automation of control gates would also 
be required. 
Considering on and off-property effects together then, in 
changing the combination of Water Allocation Rule and application 
device from fixed rotation/fixed application depth device to limited 
rate, demand/variable application depth device, the increased 
off-property costs must be balanced by the value of the savings in 
seasonal scheme-water-use to alternative users or to additionally 
developed area within the existing scheme. 
If water were charged for on a volumetric basis then an increase 
in on-property net benefit and a (smaller) decrease in seasonal 
water-use could be expected in moving from a combination of fixed 
rotation/fixed application depth device to a limited rate, 
demand/variable application depth device combination. The increased 
off-property costs could therefore be weighed against an expanded 
source of benefits. 
8.4 LIMITATIONS 
The assumption that the fixed costs of an irrigation event were 
negligible is the main limitation of the CDDP-based procedure. 
However, since the main effect of including a fixed cost would be to 
concentrate water applications to fewer, higher application depths, 
this situation has, it is postulated, been approximated in this 
analysis by constraining irrigation applications to occur only on a 
limited number of days during each cycle of water availability. ~Thus 
in seeking to achieve a certain Mean Water Availability, say the 
threshold level, a trade-off between the fixed costs of application 
and the maximum rate of supply is apparent - in essence a trade-off 
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between the cost of labour and capital invested. 
Throughout the analysis based on scheduling irrigation for 
several crops the variable cost of irrigation was held constant. 
Given the reasonable assumption that this cost increases as supply 
rate increases, net benefit may decline as Mean water Availability 
increases. That is, as Mean water Availability increases from zero to 
a certain level ~ possibly the threshold level discussed above - net 
benefit and seasonal water application will increase. Beyond this 
level, net benefit and seas0nal water application may decrease with 
increasing Mean water Availability. 
8.5 RECOMMENDED FURTHER RESEARCH 
In order to further explore the trade-off between fixed costs, 
principally labour - and the maximum rate of supply, the COOP-based 
scheduling procedure should be modified to allow the inclusion of 
fixed costs. It may be possible to do this by constraining the range 
of feasible application depths in the following manner. 
The loss function at any stage is a convex function of state and 
control. Considering the ith dimension of the state vector, x , at 
stage t, the ith components of the loss function, g(i,t) will be of 
the form of (or similar to) Figure 8.1. 
Figure 8-1 
u ~ (x. , t) u~( x. , t) 
1 1 1 1 
u(mm) 
Variation in the loss incurred in 
field i, stage t, as a function of 
mean application depth, u. 
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During the backward recursive phase of the COOP procedure, for 
each x. at stage t, the location of the minimum of the loss function, 
1 
may be determined numerically. Let this be u:(Xi,t). If the minimum 
value of g(ui,xi,t) is less than the losses incurred by not irrigating 
then determine the value of the control variable (i.e. depth of 
application) for which the value of g(u.,x.,t) equals the losses 
1 1 
incurred by not irrigating. Represent this control by u~(x.,t). 
1 1 
During the minimisation of the quadratic approximation of the 
objective function, constrain Ui,t according to 
o m 
u.(x. t) < u. t < u.(x. t) 1 1, - 1, - 1 1, 8.1 
To preserve the system capacity constraint it will be necessary to add 
o A .• u.(x. t) 
1 1 1, 
8.64 to wt for each i, i=l, n 8.2 
If the minimum value of 9(ui,xi ,t) is always greater than the 
losses incurred by not irrigating then clearly Ui,t may be constrained 
to equal zero. set ui(xi,t) equal to zero. The value of ui(xi,t) 
must be stored for all i and t for use during the forward recursive 
phase. When the new control u!(xi,t) is determined during this 
forward run, if u~(x.,t) equals u~(x.,t) then u~(x. ,t) may be set to 
11 11 ,11 
zero before it is applied. The continued use of the jacobian and the 
hessian of the loss function evaluated at (xi,u!(xi,t)) maintains the 
correct information about the shape of the loss function for 
u. > u~(x.,t). ,Imposition of these more stringent constraints on the 
1 1 1 
range of control values will also reduce the effort required to solve 
the quadratic programming problem embedded within the COOP procedure. 
The loss of quadratic convergence was principally attributable to 
over-correction by the successor irrigation policy and the ensuing use 
of the step-length adjustment procedure. OVer-correction in the 
direction of "excessive" irrigation could be prevented by constraining 
the application depth for each particular crop to be less than or 
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equal to that which minimises the loss for each crop in the 
unconstrained case - this depth being obtained numerically as noted 
above. If water availability on each day was adequate to meet this 
application depth for each crop then a solution has been found. If, 
however, water availability was not sufficient then the iterative 
refinement of irrigation strategy would proceed but with a reduced 
range of application depths under consideration. The rate of 
convergence should therefore be higher. 
Although step length adjustment in the CDDP procedure was 
adequate it required the solution of a second quadratic programming 
problem. Since the solution of the quadratic programming problems 
account for most of the computational effort per iteration, the 
elimination of the second quadratic programming problem, as is 
achieved in unconstrained differential dynamic programming, could 
significantly reduce computational effort. A method of achieving this 
has been described by Yakowitz (pers com). 
Having reviewed irrigation water management both on and 
off-property, this thesis focussed on extending water management 
techniques on-property. These techniques were then used to explore 
the effects of water Allocation Rules on the performance of the 
application system. It was acknowledged that an analysis of the 
effects of water Allocation Rules on the annual cost of distribution 
system operation was site-specific and could be made using existing 
computational methods. The application of these methods to a case 
study should be pursued. 
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Appendix 1 Validation of the precipitation model 
In characterising the temporal sequence of rainfall events as a 
Poisson process and the distribution of event depth by a gamma distri-
bution, the principal assumption made was that events were independent. 
Consequently, in fitting these models to an observed sequence of rainfall 
events, it was necessary to establish the independence of rainfall 
events. Having done so, model parameters were determined using the method 
of moments. 
The Poisson process describes the random arrival of events of zero 
duration. For such events it can be shown that the distribution of time 
between events (tbs) satisfying the Poisson criteria is exponential, 
F(tbs) Ve -V.tbs, tbs > a Al-l 
(where V = mean event arrival time) 
and that the validity of equation Al-l for. an observed sequence of events 
is a sufficient condition for independence providing overlapping of events 
is insignificant (Restrepo-Posada and Eagleson, 1982). 
Define a precipitation event as the receipt of at least a.lmm over 
a time period of not less than one hour, this period being bounded by 
time periods of not less than a specified minimum time between events, 
tbs. (= 1, 2, ... hrs). For a low value of tbs. it is likely that 
mln mln 
some adjacent precipitation events belong to the same synoptic event 
and are interdependant. Increasing the minimum time between storms 
will amalgamate events separated by less than this time. Assuming that 
the concomitant increase in the duration of an event is less than the 
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increase in time between the redefined events, the degree of statistical 
independence should increase as tbs. increases. In implementing this 
mln 
empirical approach to deriving a sequence of independent precipitation 
events, Restrepo-Posada and Eagleson (1982) used the equality of the 
mean and standard deviation of the time between the events of the 
re-defined sequence to establish that independence had been achieved. 
Of itself, this test for exponentiality, andthu&independence, is not 
sufficient in that other distributions exist with this property. The 
distribution function of time between events was therefore plotted and 
compared with the theoretical distribution having the same recurrence 
rate. 
Having defined a sequence of independent precipitation events for 
each month of the irrigation season, the mean arrival rate of these 
events, and the shape and scale parameters of the gamma function, the 
"theoretical" distribution of monthly infiltrated depth was derived (after 
Eagleson, 1978) and compared with the distribution derived from precipi-
tation data. Results of this validation procedure were presented in 
figures 5-1 to 5-3. 
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Appendix 2 Input data for single crop irrigation scheduling procedure 
Crop specific data was for wheat 
Crop factors from Wright (1982) 
Yield reduction factors from Doorenbos and Kassam (1979) 
Climatological data was from Christchurch Airport Meteorological Station 
(H32451). 
Time varying data is presented in the following tables. 
The value of r (in.equation 3-17), which determines the rate of change 
of relative evapotranspiration with relative plant-available water, was 
selected, on the basis of Heiler's (1981) experience, to be fifteen. 
Irrigation application systems - refer to chapter four also. 
Variable application depth device 
Christiansens Uniformity Coefficient = 80% 
Constant application depth device 
.- .... - -. -- -- --_. 
High a22lication depth Low a22lication depth 
Ymax 150mm Ymax 75 
Ymin 140mm Ymin 50 
b 0.029 b 0.25 
High application depth data came from Taylor's (1981) data, chosen so 
that the minimum infiltrated depth equalled the maximum plant available water. 
Irrigation of 100% adequacy was thus always achievable. Low application 
- 236 
depth data was chosen to approximate the typical mean application depth 
specified by the variable application depth device. 
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Time varying data used when the irrigation 
season was divi'ded into six 16-day stages 
and one 8-day stage follows. 
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.. ~-. ~- -. , .. --
pecision Gamma Poisson ETmax Xmax Alpha Beta Gamma Homogeneous 
- _. --. --~. - .- stage ~roup of 
K A v (nm) (nm) ($/nm) ($/nm) ($/irrig) ecision 
stages 
[ 28/9 1 0.41 0.075 0.34 2.3 46 1.27 0.04 7.50 
13/10 
_~c.- __ ....... __ -_--,_-_J_"_."" 2 0.41 0.075 0.34 3.6 90 1.27 0.04 7.50 [ 14/10 29/10 
----_ ... _--,._-
[ 30/10 3 0.37 0.063 0.36 4.4 128 1.27 0.04 7.50 
,_ ... ,--, .. ,- 14/11 --- ~ ~.-.' --r- .... ______ • 
4.12 [ 15/11 4 0.37 0.063 0.36 4.4 140 0.04 7.50 
30/11 
5 0.34 0.061 0.33 4.3 140 3.48 0.04 7.50 
1/12 
-...... --... ~-----~--.-- . 16/12 
.... - .'-'--'~--.-'-'.'-'-
6 0.34 0.061 0.33 4.3 140 3.48 0.04 
17/12 
7.50 
1/1 
2/i 
7 0.34 0.061 0.33 4.3 140 3.48 0.04 7.50 
9/1 
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Time varying data used when the irrigation 
season was divi'ded into thirteen 8-day 
stages follows. 
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_. -.~ ...... -_._ . .."._- - -, 
-~- ... _ ..... " •• _._-<". Decision Gamma Poisson ETmax Xmax Alpha Beta Gamma Homogeneous 
stage ~roup of 
K A V (mn) (mn) ($/rnn) ($/rnn) ($/irrig) ecision stages 
1 0.37 0.072 0.35 2.1 40 1.27 0.04 7.50 [ 27/9 
4/10 
0.41 [ 5/10 ...... _ .. '_ ... ---.--- ~ ~ 2 0.075 0.34 2.5 52 1.27 0.04 7.50 
13/10 
~- ...... -.-.- -.- .-
0.41 0.34 [ 14/10 • t I •• ~_._ , .. 3 0.075 3.6 77 1.27 0.04 7.50 __ L _____ ~_. _" _. 
21/10 
4 0.41 0.075 0.34 [ 22/10 3.6 102 1.27 0.04 7.50 
29/10 
5 0.37 0.063 0.36 4.2 122 1.27 0.04 7.50 [ 30/10 -- -" --~ ... -
6/11 
. -, .... -. 
6 0.37 0.063 0.36 4.4 1.27 0.04 [ 7/11 135 7.50 
14/11 
7 0.37 0.063 0.36 4.4 140 4.12 0.04 
15/11 
7.50 
22/11 
23/11 
8 0.37 0.063 0.36 4.4 140 4.12 0.04 7.50 
30/11 
9 0.33 0.061 0.34 4.3 140 3.48 0.04 
1/12 
7.50 
. " ,~ ...... -- -.' 
8/12 
10 0.33 0.061 0.34 4.3 140 3.48 0.04 7.50 
9/12 
16/12 
0.33 0.061 0.34 4.3 
17/12 
.--~-,., _. , --- 11 140 3.48 0.04 7.50 
24/12 
12 0.33 0.061 0.34 4.3 140 3.48 0.04 
25/12 
7.50 
1/1 
13 0.33 0.061 0.34 4.3 140 
2/1 
3.48 0.04 7.50 
11/1 
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Time varying data used when the irrigation 
season was divided into 51 two-day stages 
follows. 
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1. 
""_. ~- -.- ... _. --
_ ~. __ ~ ~'T T _ ~ • _;,,_. Decision Gamma Poisson ETmax Xmax Alpha Beta Gamma Homogeneous 
stage ~roup of 
K A. v (mn) (mn) ($/mn) ($/mn) ($/irrig) ecision stages 
1 0.41 0.075 0.34 2.5 40 1.27 0.04 7.50 
2/10 
3/10 
0.41 0.075 0.34 40 1.27 0.04 
4/10 
, ___ o._~-,,_-_:'_:' .......... - ..... _-~, 2 2.5 7.50 
5/10 
• ___ -'0 __ • ____ ...:. 
... 
- ____ 00-_-.-0---0 ~ -'.-.' 3 0.41 0.075 0.34 2.5 52 1.27 0.04 
6/10 
7.50 
7/10 
4 0.41 0.075 0.34 2.5 52 1.27 0.04 7.50 
8/10 
9/10 
5 0.41 0.075 0.34 2.5 1.27 0.04 7.50 
10110 
_~o __ .• _., _'_ .•• ___ ._~ 52 
11/10 
6 0.41 0.075 0.34 2.5 52 1.27 0.04 7.50 
12/10 
13/10 
0.41 0.34 [ 14/10 7 0.075 2.5 77 1.27 0.04 7.50 
15/10 
8 0.41 0.075 0.34 3.6 77 1.27 0.04 7.50 
16/10 
17/10 
9 0.41 0.075 0.34 3.6 77 1.27 0.04 
18/10 
7.50 
19/10 
10 0.41 0.075 0.34 3.6 77 1.27 0.04 
20/10 
7.50 
21/10 
22/10 
11 0.41 0.075 0.34 3.6 102 1.27 0.04 7.50 co • ...,._ •• o,_"."_"_". 
23/10 
12 0.41 0.075 0.34 3.6 102 
24/10 
1.27 0.04 7.50 
25/10 
26/10 
13 0.41 0.075 0.34 3.6 102 1.27 0.04 7.50 
27/10 
~ _ • T • '. ., ~'_ r _ ~ 14 0.41 0.075 0.34 3.6 102 1.27 0.04 
28/10 
7.50 
29/10 
0.41 0.075 0.34 [ 30/10 15 3.6 122 1.27 0.04 7.50 
31/10 
16 0.37 0.063 0.36 4.4 122 1.27 0.04 7.50 
1/11 
2/11 
'..,-•. ' '.0'_:_:_'_0"" -:_~ 17 0.37 0.063 0.36 4.4 122 1.27 0.04 7.50 
3/11 
4/11 
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._._'- .. _ ......... __ ........ 
'.'J .•••• - .• .rJ._ ••.••••• 
L 5/11 18 0.37 0.063 0.36 4.4 122 1.27 0.04 7.50 6/11 
19 0.37 0.063 0.36 4.4 135 1.27 0.04 7.50 
7/11 
8/11 
0.37 0.063 0.36 4.4 1.27 0.04 7.50 
9/11 
.J ••• - .............. '- ...... '-. •••• '--. 20 135 
10/11 
. " ~ •.• _. - .. 0. _ . 
0.36 4.4 1.27 0.04 
11/11 
-.. -.... .....,..-.-.. ~.--~; .... 21 0.37 0.063 135 7.50 
12/11 
22 0.37 0.063 0.36 4.4 135 1.27 0.04 
13/11 
7.50 
14/11 
-0-·- •.. -.-'_._.- 23 0.37 0.063 0.36 4.4 140 4.12 0.04 
15/11 
7.50 
: 16/11 
. -.-----_.-
17/11 
24 0.37 0.063 0.36 4.4 140 4.12 0.04 7.50 
18/11 
25 0.37 0.063 0.36 4.4 140 4.12 0.04 
19/11 
7.50 
20/11 
26 0.37 0.063 0.36 4.4 140 4.12 0.04 
21/11 
7.50 
22/11 
27 0.37 0.063 0.36 4.4 140 4.12 0.04 
23/11 
7.50 
. - - - ~ - -- .. -,- ... 
24/11 
4.12 
25/11 
28 0.37 0.063 0.36 4.4 140 0.04 7.50 
26/11 
27/11 
-:. -"- ~ _. - .. - - ' . 29 0.37 0.063 0.36 4.4 140 4.12 0.04 7.50 
28/11 
30 0.37 0.063 0.36 4.4 140 4.12 0.04 
29/11 
7.50 
30/11 
31 0.33 0.061 0.34 3.0 140 3.48 0.04 
1/12 
7.50 
2/12 
32 0.33 0.061 0.34 3.0 140 
3/12 
3.48 0.04 7.50 
4/12 
5/12 
33 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
6/12 
34 0.33 0.061 0.34 3.0 140 3.48 0.04 
7/12 
7.50 
8/12 
... .", ..... - ..... -.. - 9/12 
35 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
10/12 
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." '_" W __ ,,,;,,._. _'4~_. 
36 0.33 0.061 0.34 3.0 140 3.48 0.04 
11/12 
7.50 
12/12 
37 0.33 0.061 0.34 3.0 140 3.48 0.04 
l3/12 
7.50 
14/12 
~. -~--- --- ---' 38 0.33 0.061 0.34 3.0 140 3.48 0.04 
15/12 
7.50 
16/12 
17/12 
.-~ --. -- - -_.'_.- 39 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
18/12 
19/12 40 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
20/12 
41 0.33 0.061 0.34 3.0 140 3.48 0.04 
21/12 
7.50 
22/12 
42 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
23/12 
24/12 
43 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
25/12 
26/12 
44 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
27/12 
28/12 
29/12 
45 0.33 0.061 0.34 3.0 140 3.48 0.04 7.50 
30/12 
-T -_. 0 -.' ~, • " 
46 0.33 0.061 0.34 3.0 140 3.48 0.04 
31/12 
7.50 
1/1 
47 0.23 0.037 0.34 3.0 140 3.48 0.04 
2/1 
7.50 
3/1 
48 0.23 0.037 0.34 3.0 140 3.48 0.04 7.50 
4/1 
5/1 
6/1 
49 0.23 0.037 0.34 3.0 140 3.48 0.04 7.50 
7/1 
50 0.23 0.037 0.34 3.0 140 3.48 0.04 7.50 
8/1 
9/1 
51 0.23 0.037 0.34 3.0 140 3.48 0.04 7.50 
10/1 
11/1 
_ ._, _ _ _ ~ • 0 ___ ~ " 
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Appendix 3 Constrained Differential Dynamic Programming Algorithm 
Initialise Parameters 
define the initial state of the system, Xl 
_ tt 
input a nominal control policy {Ut}t~l; store as successor policy 
_ tt 
determine the state-stage trajectory, {Xt}t~l' for the given initial state and nominal 
control policy 
_ tt 
evaluate the objective function, Jnom, given the nominal trajectory {Xt}t~l 
Jnom 
iteration count 0 
Jv ~ Jnom 
Policy Improvement 
Do while (Jnom - Jv' > Jtol or iteration count 0) 
equate nominal policy to successor policy 
Jnom ~ Jv 
increment iteration count 
Backward Recursive Phase 
t ~ tt 
Do while (t>O) 
Assemble the quadratic approximation of the value function, evaluated about (x
t
' U
t
), 
incorporating over the remaining stages, (t+l, .... , tt), the "quadratic approximation 
in ox of the minimised value function 
t t , I I 
QP (x t ' u t ) ~ Ox At ox + OU Bt ox + ou Ct Ou + Dt ou + Et ox 
where 
Ox ~ x - x 
ou u - u 
(aT) I (aT) n At ! [Lxx + 2 P t + l + E (Qt+l)i (Ti ) xx] ( n x n matrix) ax ax i=l 
, (aT) 
, 
(aT) n Bt Lxu + 2 Pt+l + 1: (Qt+l)i (T i ) xu (n x m matrix) ax au i~l 
(aT) (aT) n Ct ! [Luu + 2 Pt+l + 1: (Qt+l)i (Ti)u) (m x m matrix) au au i~l 
I (aT) Dt "J L + Qt+l (l x m vector) u au 
, 
(aT) Et "J x L + Qt + l (1 x n vector) ax 
Pt+l and Qt+l are the matrix and vector coefficients of the quadratic 
approximation of the minimised valuq function over the stages 
t+l to tt 
Lxx etc. are the components of the hessian matrix of L 
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(Ti)XX etc. are the components of the hessian matrix of the ith co-ordinate 
of T, T being a vector function of n variables 
Vu Land Vx L are the gradients of L 
aT d aT the Jacobians of T a;;- an au are 
QP linear and quadratic components of the approximation of the value function 
Assemble the linear(ised) constraints 
f(xt,ut).<;O 
LP {f(x t , Ut)} 
where LP { 
-w - li ox + II ou 
t ax au 
} are the linear components of the Taylor Series expansion of 
f 
Find the control, u
t
' which minimises the quadratic approximation of the value 
function value over the period t, •••• , tt, as a function of ox, subject to linear 
constraints 
, 
subject to F t ou ~ Wt + Xt Ox 
The solution may be obtained using, for example, Fletcher's (1970) method of solving 
constrained quadratic programming problems. This method is based on the method of 
Lagrange multipliers whereby, if ou minimises the above quadratic subject to 
constraints, then there is a vector, h, such that 
[C~ F t 
where the active constraints determine F t and (W t + Xtox) 
Thus OUt is determined by 
Providing C
t 
is positive definite the inverse exists and may be expressed by 
[C: 
F t 
Ff 
0 
* where F
t 
* and C
t 
(1M = Identity Matrix) 
(Szidarovsky and Yakowitz, 1978, Section 6.1.3) 
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Therefore 
* * (Fletchers algorithm provides C
t 
and F t as output) 
Defining the successor policy as a function of ox, 
ut(x) u t + out(ox) 
at + atox 
-
* * where at u t - CtD t + F t Wt (n x 1 vector) 
and (m x n matrix) 
at and at must be stored for use during the forward recursive phase 
Determine and store the coefficients of the quadratic approximation of the minimised 
value function over the, period t, .,. tt given the successor policy for this period. 
I 
At + at Bt + at Ct (n x n matrix) 
I 
at B t + 2 at C t '\ (1 x II vector) 
t - 1 
END DO 
(End of backward recursive phase) 
.Forward Recursive Phase 
zero counter 
zero matrix H 
Do while Jv 2 Jnom 
Increment counter 
Reset control to nominal policy 
t = 
Do while ~ tt 
Ox = 
Determine the coefficients B
t
, C
t 
and Dt of the quadratic approximation of the 
value function about (x t , ~t)' 
phase 
Also the linearised constraints - see forward recursive 
- 248 -
Step length adjustment mechanism 
create diagonal matrix H using initialising constant, hc' such that 
H .. = H .. + (h )counter -1 - 1 
11 11 C 
Find the change in control, ou, which minimises the modified quadratic approximation 
of the value function 
MIN 
ou 
, 
ou (C t + H) ou + (Btox + Dt ) 
, 
Subject to F t ou ~ Wt + Xt ox 
Successor Control for stage t 
Ou 
Determine the state at the beginning of stage t + 1 
Accumulate objective function value 
END DO 
END DO 
(End of forward recursive phase) 
END DO 
(End of Policy Improvement) 
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Appendix 4 Positive definiteness of the hessian of the value function 
A necessary condition for global convergence of the differential dynamic programming procedure is 
the positive definiteness of the hessian of the objective function, B(u), at every argument u, 
where 
B (u) A4-0 
Given that A4-0 is an additive function of the loss function at any stage, Lt' it is sufficient 
to show that the hessian of the loss function is positive definite for all 
From equation 6-32 
L 'il 2 L 
uu uu 
- Cdef x ETmax x 'iI~ufl(') 
L = 'il 2 L 
xu xu 
- Cdef x ETmax x 'iI~ufl(') 
L 'il 2 L 
xx xx 
- Cdef x ETmax x 'iI~xfl(') 
x. and 
1 
where L
uu
' L
xu
' and Lxx are the block components of the hessian of the loss function. 
A4-1 
A4-2 
A4-3 
Since 
the loss in field unit i is independent of the plant available water and irrigation applications 
in all other fields, the block components are diagonal matrices. 
That is; 
Luu(xi,u j ) = - Cdef x ETmax x 'iI~ufl(') 
and 
= 0 
Similarly Lux and Lxx 
for i j 
for i " j 
A4-4 
It can be shown, via Gauss elimination, that the diagonal elements of the Hessian matrix, when 
reduced to diagonal form, are 
for i i, n A4-5 
and 
a2 f 1 (X i ,U i ) 
- Cdef x ETmax x dX.' for i n+l,2n A4-6 
1 
where n is the number of irrigated fields. 
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Given the losses, or costs, associated with irrigation as defined in chapter six, it can be shown 
.that the second derivatives of function f I (.) are; 
rXn 
a'f I (·) 
, 
r e 
rx 
n 
Xmax (erfB + erfA)' 
4(Xmax)' 
rx 
n 
- Xmax -bsq 
re e 
+ Xmax(l-UCC) n u A4-7 
.-' .. -... ---- ·:--a-a- = 
r (Xmax _ xl e- bsq e-xma; + r' (I-UCC) (e-asq - e-bsq ) (erfB + erfA) 
Xmax (I-UCC) n u' 4(Xmax)' 
-,,"-,_ .. ' 
x u 
where 
r' 
+ 
(eriA + erfB) , 
4(Xmax)' 
, 
r 
rx 
n 
2(Xmax)' 
re- x;ax e-bsq (Xmax - x)' 
Xmax (I-UCC) n u' 
rx 
n 
eriB + erfA + 
r'e Xmax (I-UCC) (e-asq _ e-bsq ) + (erfB + erfA)j2 +~~----~~~~~-4~(~X~m-a-x~)r,--~~~~~~~u-
r 
rx ]2 
r'e - Xm:x e-asq _ e-bsq 
2(Xmax)' (1 - 2e-r + e 
A4-8 
A4-9 
x 
n 
(plant available water after an irrigation of mean depth u) 
asq (I-UCC)'n 
[ xmax : x - uj' lf I bsq (I-UCC) 'n 
erfA erf(asq) 
erfB ed(bsq) 
It can be shown that when both Xi and ui are zero, the value of equation A4-6 is negative. However 
plant available water asymptotically approaches zero and over a practical range of levels, the 
-··-·-··-·_-_:---:"·'diagonal elements given by equations A4-S and A4-.6 are positive. This is demonstrated by the 
following table. Thus the hessian of the loss function is invertible, i.e. positive definite. 
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N 
V1 
N 
Xmax = 100 
r = 15 
UCC = SO% 
ETmax = 1.0 
Cdef = 1.0 
0 
10 
...--.-
a 
a 20 '-'" 
~ 
~ 30 
I-i 
Q) 
+-I 40 ctl ~ 
Q) 50 r-I 
..0 
ctl 
r-I 60 .r-l 
ctl 
> 
ctl 70 
+-I 
c:: 
ctl 80 r-I p... 
90 
- ----
... 
Typical range of values for the upper diagonal elements of the hessian matrix in echelon form (equation A4-5) 
Mean application depth, u (mm) 
0 10 20 30 40 50 60 70 SO 90 
O.lOOE+Ol 0.649E+Ol 0.221E+02 0.920E+02 0.405E+03 o .lSlE+04 0.802E+04 0.326E+05 0.105E+06 0.246E+06 
0.649E+Ol 0.221E+02 0.920E+02 0.405E+03 0.lSlE+04 0.S09E+04 0.343E+05 0.1l7E+06 0.2S2E+06 0.461E+06 
0.221E+02 0.920E+02 0.405E+03 0.lSlE+04 0.SlOE+04 0.355E+05 0.130E+06 0.322E+06 0.515E+06 0.574E+06 
0.920E+02 0.405E+03 0.lSlE+04 0.SllE+04 0.362E+05 0.142E+06 0.570E+06 0.570E+06 0.57SE+06 0.453E+06 
0.405E+03 0.lSlE+04 0.SllE+04 0.363E+05 0.153E+06 0.423E+06 0.623E+06 0.555E+06 0.376E+06 0.230E+06 
0.lSlE+04 0.SllE+04 0.363E+05 0.160E+06 0.4S6E+06 0.66SE+06 0.494E+06 0.227E+06 0.146E+06 0.791E+05 
0.SllE+04 0.363E+OS 0.163E+06 0.564E+06 0.697E+06 0.3SSE+06 0.169E+06 0.752E+05 0.36SE+05 0.19SE+05 
0.363E+05 0.163E+06 0.664E+06 0.691E+06 0.242E+06 0.755E+05 0.279E+05 0.124E+05 0.63SE+04 0.367E+04 
0.163E+06 0.729E+06 0.621E+06 0.934E+05 0.lS9E+05 0.5S7E+04 0.246E+04 0.125E+04 0.730E+03 0.469E+03 
0.729E+06 0.429E+06 0.9S7E+04 0.1.23E+04 0.366E+03 0.162E+03 0.SSSE+02 0.557E+02 0.3S1E+02 0.277E+02 
- - - --- --- ------
N 
l.11 
W 
I 
Xmax = 100 
r = 15 
"DCC = BO% 
ETmax = 1.0 
Cdef = 1.0 
0 
10 
..-... 
E 
E 20 '--" 
x 
~ 30 .., 
Q) 
.j...l 
co 40 ~ 
Q) 
...., 50 
..0 
co 
,....; 
.r-! 60 co 
> 
co 
.j...l 70 
c::: 
co 
...., BO 
,0... 
90 
Typical range of values for the lower diagonal elements of the hessian matrix in echelon form (equation A4-6) 
Mean application depth, u (mm) 
0 10 20 30 40 50 60 70 BO 90 
-0.344E-OB 0.426E-02 0.lB4E-02 0.47BE-03 0.1l0E-03 0.24BE-Os O.sssE-Os 0.123E-Os 0.2S0E-06 0.713E-07 
0.426E-02 0.lS4E-02 0.47BE-03 0.1l0E-03 0.24BE-03 O.sssE-OS 0.124E-Os 0.27sE-06 0.66sE-07 0.19SE-07 
0.lB4E-02 0.47BE-03 0.1l0E-03 0.24BE-04 O.sssE-Os 0.124E-Os 0.273E-06 0.630E-07 0.17sE-07 0.6l4E-OB 
0.47BE-03 o .1l0E-03 0.24BE-04 O.sssE-Os 0.124E-Os 0.27sE-06 0.607E-07 0.lsBE-07 0.s3lE-OB 0.224E-OB 
I 
o .1l0E-03 0.24BE-04 O.sssE-Os 0.124E-Os 0.277E-06 0.s99E-07 0.144E-07 0.460E-OB O.lBBE-OB 0.90BE-09 
0.24BE-04 O.sssE-Os 0.124E-Os 0.277E-06 0.607E-07 0.13sE-07 0.399E-OB O.lssE-OS 0.720E-09 0.376E-09 
O.sssE-Os 0.124E-Os 0.276E-06 0.62BE-07 0.129E-07 0.344E-OB 0.123E-OB 0.s34E-09 0.264E-09 0.144E-09 
0.124E-Os 0.276E-06 0.62BE-07 0.130E-07 0.29lE-OB 0.B9BE-09 0.347E-09 0.ls9E-09 0.B26E-IO 0.476E-IO 
0.276E-06 0.6l7E-07 0.14sE-07 0.223E-OB 0.s13E-09 0.16BE-09 0.712E-IO 0.36lE-lO 0.20SE-1O 0.132E-1O 
0.6l7E-07 0.2l0E-07 o.ldiE-OB 0.142E-09 0.4l6E-lO 0.179E-lO 0.970E-ll 0.603E-ll 0.413E-ll 0.302E-ll 
I 
- -- - ------- ---------
-.' . - . '" , - ~ ~---~ -
• "_-,--0"_' .'._._. __ ~ 
Appendix 5 Input data used in Simulated Real-Time Optimal Irrigation 
Crop specific data 
Crop factors from Wright (1982) 
Yield reduction factors from Doorenbos and Kassam (1979) 
Field Crop Water - Use Price r Sown or 
Efficiency Closed 
(kg/mm) ($/kg) (eqn 3-17) 
1 Winter wheat 13.0 0.200 15 1/9/75 
2 Barley 17.0 0.165 15 1/10/75 
3 Table peas 19.0 0.250 15 10/10/75 
4 White clover 1.1 2.500 15 1/10/75 
Climatological data was from Lincoln College meteorological station 
(NZ Meteorological Service Station Number H32641) 
Irrigation application system - variable application depth 
Harvested 
11/1/76 
10/2/76 
25/1/76 
30/12/75 
Christiansen's Uniformity Coefficient 80% 
Cost of water application 
Variable cost ($/M~) 20 
Fixed cost ($/irrig) n . a . (see 6.3.4) 
Time varying data is presented in the following graphs and tables 
NOTE that the crop specific data was not validated for a specific site in the 
vicinity of the meteorological station 
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Cost of Evapotranspiration Deficit (Cdef) 
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Meteorological input data for the 1975/76 season 
Daily rainfall (nun) 
Date Sep Oct Nov Dec Jan Feb 
1 0.0 0.0 0.0 0.0 1.3 0.0 
2 0.0 0.0 7.7 3.5 0.0 0.0 3 1.0 10.1 0.9 0.0 0.0 0.0 4 8.1 4.7 0.8 0.2 0.0 0.0 5 1.7 0.0 0.0 0.0 0.0 0.0 6 0.0 0.0 0.0 0.0 0.3 4.8 
7 0.0 0.0 3.9 0.0 0.0 13.2 8 0.0 0.0 0.0 0.0 0.0 0.2 9 0.0 0.0 0.0 0.0 0.0 8.3 
10 0.0 0.0 0.0 0.0 0.5 0.0 
11 3.5 0.0 0.0 1.7 0.0 0.0 
12 0.0 0.0 19.6 1.2 0.0 0.0 
13 0.1 0.2 11.6 0.0 35.9 2.1 
14 0.0 0.0 0.0 0.0 0.1 0.5 
15 0.0 0.0 0.0 0.0 0.0 0.0 16 0.0 0.0 3.6 0.0 0.0 0.0 17 0.0 0.0 0.0 1.9 0.0 0.0 18 0.0 43.4 0.1 3.4 0.1 0.0 
19 0.0 3.5 4.2 0.0 0.0 0.2 
20 0.0 0.0 0.0 0.0 0.0 0.0 21 3.1 0.0 0.1 0.0 0.0 0.0 
22 0.0 0.0 0.0 0.0 0.7 0.0 23 0.0 0.0 0.0 0.0 5.6 0.0 24 16.1 0.0 0.0 4.0 0.0 0.0 25 0.0 0.0 0.0 12.8 0.1 9·6 26 0.0 2.8 9.4 0.1 1.6 3. 27 0.0 2.2 0.0 5.1 0.0 0.0 28 0.0 0.0 0.0 0.7 0.0 0.0 
29 0.0 4.0 0.0 0.0 11.7 0.0 30 0.0 0.0 0.0 0.0 12.2 31 0.0 0.0 0.0 
Reference crop daily evapotranspiration (nun) 
Date Sep Oct Nov Dec Jan Feb 
1 2.1 2.7 5.4 4.5 2.0 5.5 2 2.2 1.7 2.9 2.2 3.8 4.4 3 1.5 1.5 2.6 2.4 2.9 4.6 4 1.5 1.1 3.2 3.0 5.8 4.8 5 1.1 2.3 1.9 7.1 6.0 4.5 6 1.6 2.0 2.2 4.4 2.6 3.0 7 2.6 4.2 4.8 3.0 4.6 1.8 8 3.2 4.2 1.9 4.5 4.7 2.5 9 3.1 3.0 4.1 6.8 5.4 1.9 10 2.7 3.1 4.4 5.9 4.1 2.9 
11 3.8 4.1 4.2 4.7 3.7 4.7 12 2.4 4.8 3.6 4.9 4.5 2.2 13 2.4 3.7 2.6 5.0 3.1 1.8 14 2.3 5.1 4.4 4.9 3.4 2.6 
15 2.7 5.5 3.8 4.2 3.4 2.8 16 4.2 5.0 4.1 3.1 4.5 . 2.7 
17 3.8 3.7 3.0 3.2 6.5 3.8 18 3.2 2.2 2.4 4.5 4.3 3.6 19 2.8 2.2 2.0 6.5 3.2 5.6 
20 4.6 3.9 5.0 4.5 5.3 2.1 21 1.9 3.0 5.2 4.6 4.9 2.6 22 2.0 6.0 2.7 4.5 4.2 4.3 23 3.0 4.6 4.2 3.1 2.6 3.3 24 2.9 4.9 4.1 5.6 2.8 3.8 25 2.7 2.7 5.8 3.0 3.4 6.2 26 2.6 5.3 7.0 3.7 4.2 4.6 27 2.9 1.4 5.0 2.4 9.4 4.4 28 3.1 1.9 5.4 2.4 5.6 4.0 29 2.8 3.6 4.2 3.5 3.2 5.5 30 3.5 4.4 5.3 4.1 2.7 31 4.1 4.4 4.9 
(Data from NZ Met. Service Station Number H32641, Lincoln College) 
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