Abstract -We describe the experimental procedures for a dataset that we have made publicly available at https://doi.org/10.5281/zenodo.1494163 in mat and csv formats. This dataset contains electroencephalographic (EEG) recordings of 24 subjects doing a visual P300 BrainComputer Interface experiment on PC. The visual P300 is an event-related potential elicited by visual stimulation, peaking 240-600 ms after stimulus onset. The experiment was designed in order to compare the use of a P300-based brain-computer interface on a PC with and without adaptive calibration using Riemannian geometry. The brain-computer interface is based on electroencephalography (EEG). EEG data were recorded thanks to 16 electrodes. Data were recorded during an experiment taking place in the GIPSA-lab,
Introduction
The visual P300 is an event-related potential (ERP) elicited by a visual stimulation, peaking 240-600 ms after stimulus onset. The experiment was designed in order to compare the use of a P300-based brain-computer interface on a PC with and without adaptive calibration using Riemannian Geometry (1, 6) . The experiment used the Brain Invaders P300-based BrainComputer Interface (BCI) (2, 3) . For classification purposes the Brain Invaders implemented an online Riemannian Minimum Distance to Mean (RMDM) classifiers (4) (5) (6) (7) . This experiment features both a training-test (classical) mode of operation and a calibration-less mode of operation (6) (7) (8) . An example of application of this dataset can be seen in (9) .
Participants
The performance of the BCI with and without adaptive calibration were assessed in both transversal and longitudinal experiments. 24 subjects participated in the transversal experiment (12 females), with mean (sd) age 25.96 (4.46). Among them, seven subjects (four females) with mean (sd) age 27.14 (7.24) participated in the longitudinal experiment. All subjects were volunteers recruited by means of flyers and thanks to the mailing list of the University of Grenoble-Alpes. An interview was conducted with each of them and we excluded from the study the volunteers who were not meeting the criteria presented in the Appendix. The study was approved by the Ethical Committee of the University of Grenoble Alpes (Comité d'Ethique pour la Recherche Non-Interventionnelle). All participants provided written informed consent confirming the notification of the experimental process, the data management procedures and the right to withdraw from the experiment at any moment.
Material
Stimulus was displayed on a ViewSonic (California, US) screen with length 22''. EEG signals were acquired by means of a research-grade amplifier (g.USBamp, g.tec, Schiedlberg, Austria) and the g.GAMMAcap (g.tec, Schiedlberg, Austria) equipped with 16 wet Silver/Silver Chloride electrodes, placed according to the 10-20 international system (Figure 1 ). The locations of the electrodes were FP1, FP2, F5, AFZ, F6, T7, CZ, T8, P7, P3, PZ, P4, P8, O1, OZ and O2 (Figure 1) . The reference was placed on the left earlobe and the ground at the FZ scalp location. The amplifier was linked by USB connection to the PC where the data were acquired by means of the software OpenVibe (10, 11) . Data were acquired with no digital filter applied and a sampling frequency of 512 samples per second. For ensuing analysis, the application tagged the EEG using USB. The tags were sent by the application to the amplifier through the USB port of the PC. It was then recorded along with the EEG signal as a supplementary channel. The tagging process was the same in all experimental conditions, that is, the jitter and latency of the tagging was identical with and without adaptive calibration. This allows comparing the resulting ERP between the experimental conditions, without correcting the tagging latency (12) . 
Procedures
For all subjects, the experiment took place in a small room with a surface of four meters square, containing the ViewSonic (California, US) screen and all the required hardware materials for acquiring the EEG data. The subject was sitting at a distance of 75 to 115 cm from the screen.
The EEG headset was placed on all subjects, and the integrity of the recording pipeline was checked by performing preliminary tests, consisting in recording visible signals such as eye blinks. The experimenter controlled the session from an adjacent room equipped with a oneway glass window. Subjects 1 to 7 participated in eight sessions, run on different days. Subjects 8 to 24 participated in one session. Each session consisted in two runs, one in a Non-Adaptive (classical) and one in an Adaptive (calibration less) mode of operation. The order of the runs was randomised for each session. This design allows the use of exact randomisation testing for testing hypotheses (13) . In both runs there was a Training (calibration) phase and an Online phase, always passed in this order. In the non-Adaptive run the data from the Training phase was used for calibrating the classifier used during the Online phase using the training-test version of the MDM algorithm (5, 6) . In the Adaptive session, the data from the training phase was not used at all, instead the classifier was initialised with generic class geometric means (the class grand average estimated on a database of subjects participating to a previous Brain Invaders experiment) and continuously adapted to the incoming data using the Riemannian method explained in (6).
Subjects were completely blind to the mode of operation and the two runs appeared to them identical.
The interface of Brain Invaders is compounded by 36 symbols distributed in 12 groups. In the Brain Invaders P300 paradigm, a repetition is composed of 12 flashes (i.e., one for each group), of which two include the Target symbol (Target flashes) and 10 do not (non-Target flash) - In the Online phases, the number of Target and non-Target still are in a ratio one-to-five.
However their number is variable since the number of repetitions needed to destroy the target in the Brain Invaders BCI video game depends on the user's performance (6, 8) . In any case, since the classes are unbalanced, an appropriate score must be used for quantifying the performance of classification methods, such as the Balanced Accuracy (BA):
where A and B (resp. C and D) stands for the number of correctly and non-correctly classified flashes of non-Target (resp. Target) group. 
Organization of the Dataset
For each subject we provide a zip file containing the complete recording of the experiment. This archive contains a folder for each session passed by the subject. In each session folder, there are four mat (MathWorks, Natick, US) and one meta.yml files. A mat file is produced for each run in a session. The meta.yml files reports the experimental condition (adaptive, non-adaptive) and the phase (training, online) associated to a mat file. Note that all the mat files are also provided in csv format. Note also that the previous version of the database (15) already provides the gdf version of the mat files.
We supply an online and open-source example working with Python (9) and using the analysis framework MNE (16, 17) and MOABB (18, 19) , a comprehensive benchmark framework for testing popular BCI classification algorithms. This example shows how to download the data and classify 1s non-Target and Target epochs of signals using the xDAWN algorithm (20) . This database has been used in the development of the common spatiotemporal pattern method for estimating ERPs (21) , which is an extension of the xDAWN algorithm.
Appendix: Criteria of Participation

Inclusion criteria
Age between 20 and 30 years old yes  no  Age:… Exclusion criteria
