Abstract. In this paper, we consider a variant of Turán's problem on the distance from an integer polynomial in Z[x] to the nearest irreducible polynomial in Z [x]. We prove that for any polynomial f ∈ Z[x], there exist infinitely many square-free polynomials g ∈ Z[x] such that L(f − g) ≤ 2, where L(f − g) denotes the sum of the absolute values of the coefficients of f − g. On the other hand, we show that this inequality cannot be replaced by L(f − g) ≤ 1. For this, for each integer d ≥ 15 we construct infinitely many polynomials f ∈ Z[x] of degree d such that neither f itself nor any f (x) ± x k , where k is a non-negative integer, is square-free. Polynomials over prime fields and their distances to square-free polynomials are also considered.
Introduction
For an integer polynomial f (x) = a d In 1960s, Turán [16] asked if there exists an absolute constant C such that for any polynomial f ∈ Z[x], there is an irreducible (over the rational numbers) polynomial g ∈ Z[x] of degree at most deg f satisfying
Although Turán's problem remains open, a number of partial results have been obtained. See, for instance, a recent review of Filaseta [8] . In 1970, Schinzel [17] proved that C = 3 suffices if one removes the condition on the degree of g. More precisely, he showed that if f ∈ Z[x] is of degree d, then there are infinitely many irreducible polynomials satisfying L(f − g) ≤ 1 is not square-free.
As one can see from the proof given in Section 2, one example of such degree 15 (1.1)
Its root 0 has multiplicity 2. Also, 0 is a root of multiplicity 2 of any polynomial f (x)±x k , where k ≥ 2 is an integer, whereas 1/2, −1/2, 1/6 and −1/6 are multiple roots of f (x) −x, f (x) + 1, f (x) + x and f (x) −1, respectively. We do not claim that d = 15 is the smallest degree of the polynomials satisfying the conditions of Theorem 1.3.
In Section 3, we prove a weak form of Conjecture 1.1 by relaxing the condition on the degree of g:
there is a square-free polynomial g ∈ Z[x] satisfying deg g = n and
Roughly speaking, the result in Theorem 1.4 confirms the existence of square-free polynomials g close to f with deg g arbitrary large. In the following theorem, we establish the existence of one square-free polynomial close to f but of degree that for large L(f ) can be much smaller than the bound in (1.2). (In terms of L(f ), the bound dL(f ) on deg g is replaced by the bound 2.2d(log d/ log log d) 3 log L(f ).)
and
The proof of Theorem 1.5 is given in Section 4. Then, in Section 5 we confirm Conjecture 1.1 for several classes of integer polynomials by transfering our problem to binary polynomials, that is, considering f modulo 2, and then using computational strategies. Finally, in Section 6 we consider polynomials over prime fields F p and their distances to square-free polynomials.
Proof of Theorem 1.3
Observe that for any polynomial f ∈ Z[x] of the form x 2 h(x) with non-zero h(x) ∈ Z[x] (so that f automatically is not square-free), if there were a square-free polynomial g ∈ Z[x] satisfying L(f − g) ≤ 1, then g must be of the form f (x) ± 1 or f (x) ± x. So, our purpose is to find polynomials f ∈ Z[x] of the form x 2 h(x) such that none of the following four polynomials
Then, all the solutions in Z[x] of (2.1) meet our purpose. By the Chinese Remainder Theorem and using PARI/GP [19] , we obtain a solution f 0 ∈ Q[x] of (2.1): Let h(x) be the product of all five polynomials that appear in the moduli of (2.1). Then,
So, the general solution of (2.1) in Q[x] has the form
Now, we want to choose suitable
Notice that f 0 has six coefficients not in Z. We then choose f 1 to be a polynomial in Q[x] of degree 5:
, that is, hf 1 is congruent to −f 0 modulo the integers. By comparing the coefficients modulo the integers starting from the lowest term, we obtain , we get the polynomial presented in (1.1). For d ≥ 16, we first choose any polynomial f (x) of degree 15 as above (for instance, the polynomial in (1.1)), and then consider the polynomial
where k is any non-zero integer. By the construction of f (x), we in fact complete the proof for d ≥ 16.
Remark 2.1. The anonymous referee suggested the following approach to prove Theorem 1.3. Starting with the polynomial list [x 2 ], one may search for a squared polynomial of small degree which has resultant 1 with each polynomial in this list until one obtains a list of five polynomials. For example, here is a possible list:
Then, due to the resultants being 1, by solving the congruence equations (for instance, using PARI/GP [19] )
one gets the following solution in Z[x] of degree 15:
Then, Theorem 1.3 for d ≥ 16 holds by taking
where k is any non-zero integer.
More generally, one can use the list of polynomials
for any non-zero integer k, without affecting the fact that the resulting polynomial of degree 15 is in Z [x] . To see that this indeed gives an inifinite list of polynomials f (x) of degree 15 with the desired property, it suffices to notice that for any resulting polynomial f , the polynomial f (x) − 1 cannot be divisible by infinitely many polynomials of the form (kx − 1) 2 .
Proof of Theorem 1.4
We first assume that
n +f (x) has a square factor h(x) 2 , where h is an irreducible monic polynomial. Let α be any root of this square factor. Clearly, α is a non-zero algebraic integer, because h(x) = x. In case |α| < 1 we replace α by its conjugate satisfying |α| ≥ 1. Since this (new) α of modulus at least 1 is a root of nx
contrary to the assumption (1.2) on n. Hence, the polynomial x n +f (x) is square-free, which implies the required result.
Next, assume that x 2 | f (x). Then, f (0) = 0 and applying the same argument as the above, we deduce that the polynomial x n + f (x) + 1 is square-free. This completes the proof of the theorem.
Proof of Theorem 1.5
We first make some preparations. For any real number r ≥ 1, let Φ(r) be the number of positive integers n for which ϕ(n) ≤ r, where ϕ is Euler's totient function. Erdős [7] has shown that Φ(r) ∼ (ζ(2)ζ(3)/ζ(6))r as r → ∞, where ζ(s) is the Riemann zeta function and
Based on Bateman's work [2] , Derbal [5] has given an explicit version: for r ≥ 240, one has
where log stands for the natural logarithm. Here, we present a simple and explicit upper bound for Φ(r). Proof. For r > 10 6 , by a direction computation, from (4.1) we derive that Φ(r) is less than (ζ(2)ζ(3)/ζ(6))r + 58.61r exp − ( √ 2/8) (log r)(log log r) < 23r.
To prove the bound Φ(r) ≤ 2.5r for 1 ≤ r ≤ 10 6 , it suffices to establish this inequality for every integer r between 1 and 10 6 . For r = 1, 2, 3 one has Φ(1) = 2 and Φ(2) = Φ(3) = 5, so in the interval r ∈ [1, 4) the inequality Φ(r) ≤ 2.5r is true with equality for r = 2. Now suppose that r is an integer at least 4. Notice that Φ(r) = Φ(r+1) when r is even (because ϕ(n) is even for any integer n ≥ 2). So, we only need to establish the inequality for even integers r at least 4. We make some computations to achieve this purpose. In all what follows, we explain the algorithm.
Note that, by [15, Theorem 15] , for any positive integer n ≥ 3 we have (4.2) ϕ(n) > n 1.782 log log n + 2.507/ log log n .
Since for any integer n ≥ 30000 the inequality 2.507/ log log n < 0.461 log log n, holds, applying (4.2), one gets the inequality (4.3) ϕ(n) > n 2.243 log log n > n
5/6
for n ≥ 30000. Consequently, for any integer n ≥ 30000, if ϕ(n) ≤ r, by (4.3), we obtain (4.4) n < 2.243r log log n < 2.243r log log(r 6/5 ).
Now, given an even integer r between 4 and 10 6 , we need to count positive integers n satisfying ϕ(n) ≤ r. By (4.4), we only need to consider positive integers n satisfying n ≤ max{30000, 2.243r log log(r 6/5 )}.
To speed up the computations, one can also use the fact that ϕ(2n) = ϕ(n) when n is odd. By a direction computation (for instance, using PARI/GP [19] ), we have checked that Φ(r) ≤ 2.5r for any integer 4 ≤ r ≤ 10 6 .
From Lemma 4.1, it is natural to conjecture that Φ(r) ≤ 2.5r for any real r ≥ 1. Moreover, there are only 37 positive integers r ≤ 10 6 for which the quotient Φ(r)/r is at least 2. We list them as follows: The upper bound 2.5r is attained only when r = 2. Besides, the upper bound 23r in Lemma 4.1 can be improved by more advanced computations. However, it is widely believed that computing the values of Euler's totient function is as hard as factoring positive integers. (What is already proved in Lemma 4.1 is sufficient for our purposes and produces the same constant in Theorem 1.5 as that with the optimal bound Φ(r) ≤ 2.5r for each r ≥ 1.) Now, we are ready to prove Theorem 1.5.
Proof of Theorem 1.5. We first assume that
is an irreducible polynomial of degree at least 1. Since h divides both x n + f (x) and nx n−1 + f ′ (x), we derive that h divides nx
It is easy to see that the polynomial nf (x) − xf ′ (x) is non-zero. Hence, we have
Now, let us consider two cases: h is a cyclotomic polynomial (Case C), and h is not a cyclotomic polynomial (Case N).
Case C. We claim that h 2 divides at most one polynomial x n + f (x), where n ≥ 1 is an integer. Indeed, if it divides two such polynomials, say x m + f (x) and x n + f (x) (where m > n), then h 2 also divides x m−n −1, which contradicts with the fact that the polynomial x m−n −1 only has simple roots. Now, since h is a cyclotomic polynomial of degree at most d (see (4.5)), the number of possibilities for h does not exceed Φ(d), which is the number of positive integers k with the property ϕ(k) ≤ d.
Case N. As above, assume that h(x) 2 divides x n + f (x) for some integer n > d. Then, h is monic and h(x) = x. Suppose that α is the largest in modulus root of h. Note that α is an algebraic integer. Since h is not a cyclotomic polynomial, by Kronecker's theorem, |α| is strictly greater than 1. Hence, from α n = −f (α), we deduce that
Note that if α is a reciprocal algebraic integer, we have
where M(α) is the Mahler measure of α. Then, using the lower bound for the Mahler measure log M(α) > 1 4 log log d log d
3
(see [20, Theorem] , or [6, Theorem 1] for an earlier result) and (4.6), we further obtain n − d 2d
Hence,
In case when α is nonreciprocal, by Smyth's result [18] , we have a stronger bound |α| d ≥ M(α) ≥ θ = 1.324 . . . on log |α| in (4.6), where θ is the real root of x 3 − x − 1 = 0, so (4.7) also holds. We now combine the information above from Case C and Case N. Note that L(f ) ≥ 2 (due to
, and so we can choose g(x) = ±x d ±2x or g(x) = ±x d ± 2 accordingly for our purpose. Hence, in all what follows, we assume that L(f ) ≥ 3.
Let us put
Combining Case C with Case N and using (4.7), we derive that for some integer n ∈ {m + 1, m + 2, . . . , m + Φ(d), m + Φ(d) + 1}, the polynomial g(x) = x n + f (x) is square-free. It remains to bound the degree of g, that is, n. Clearly,
Therefore, in order to get the desired upper bound (1.3), it suffices to establish the following inequality: 
This proves (4.8) for every integer d > 10 6 , and so completes the proof of the case when x 2 ∤ f (x). Finally, assume that x 2 | f (x). Then, the desired result follows by applying the same argument as above to the polynomial f (x) + 1.
Approaches via binary polynomials
In this section, we obtain some partial results towards Conjecture 1.1 by transfering our problem to the setting of binary polynomials. This is based on the simple fact that for any integer polynomial with odd leading coefficient, if its reduction modulo 2 is square-free, then the polynomial itself is also square-free.
Let F 2 denote the binary field. For any polynomial f ∈ F 2 [x], we define its length L 2 (f ) to be the number of its monomials. For a poly-
, where a i ∈ {0, 1}, of degree d ≥ 2, we define
Clearly, we have f (x) = f e (x) 2 + xf o (x) 2 and the derivative satisfies
. We first present a simple but useful lemma.
Lemma 5.1. For any polynomial f ∈ F 2 [x] of degree at least 2, f is square-free if and only if gcd(f e , f o ) = 1. Moreover, any multiple root of f is a root of the polynomial gcd(f e , f o ).
Proof. Note that f is square-free if and only if gcd(f, f ′ ) = 1. We see that this is equivalent to gcd(f Based on Lemma 5.1, we can use PARI/GP [19] to test binary polynomials of low degree. Our calculations show the following:
which is not square-free and satisfies f (0) = 0, there exists an integer n with 0 < n < d such that x n + f (x) is square-free.
which is not square-free and satisfies x | f and x 2 ∤ f , there exists an integer n with 1 < n < d such that x n + f (x) is square-free.
Proof. The result follows by applying Lemma 5.2 to the polynomial f (x)/x.
We know from [9, Section 2] that if f ∈ F 2 [x] has degree d ≤ 40 and satisfies f (0) = 0, then there is an irreducible polynomial g ∈ F 2 [x] with degree d and L 2 (f − g) ≤ 3. Using this, we can handle polynomials of higher degree.
Proof. We prove the desired result case by case.
Since f (0) = 0, we have f e = 0 and f e (0) = 0. If f o = 0 (that is, f = f 2 e ), then we choose g(x) = f 2 e (x) + x, by Lemma 5.1 g is square-free (because g o = 1), and also L 2 (f − g) = 1.
In the sequel, assume that f o = 0, and write f o = x k f 1 with f 1 (0) = 0.
If deg f e > deg f 1 , then by the above mentioned result, there is an irreducible polynomial h ∈ F 2 [x] with degree deg f e and L 2 (f e −h) ≤ 3, which also satisfies h(0) = 0. Since deg h > deg f 1 , we have gcd(h, f 1 ) = 1, and so gcd(h, f o ) = 1. We then choose g(x) = h 2 (x) + xf 2 o (x). Then, by Lemma 5.1, g is square-free, and also
By symmetry, one can settle the case when deg f 1 > deg f e in a similar fashion.
Finally, we assume that deg f e = deg f 1 . As the above, there is an irreducible polynomial h ∈ F 2 [x] with degree deg f e , h(0) = 0 and
2 . Then, by Lemma 5.1, g is square-free (since gcd(h, f o ) = 1), and also L 2 (f −g) ≤ 3. If otherwise f 1 is irreducible, then to complete the proof one can choose g = f or g = f + x 2 , because f e and f e + x are coprime (f e (0) = 0) and so at least one of them is coprime to f o .
By adding some extra conditions, one can include more polynomials.
Lemma 5.5. For any polynomial f ∈ F 2 [x] of degree d ≥ 9, assume that one of the following two conditions holds:
• f e is not divisible by x, x + 1 and x 2 + x + 1, and f o has at most 5 distinct irreducible factors; • f o is not divisible by x, x + 1 and x 2 + x + 1, and f e has at most 5 distinct irreducible factors.
Then, there exists a square-free polynomial
Proof. By symmetry, we only need to prove the case when the first condition holds. Since f e is not divisible by x, x + 1 and x 2 + x + 1, the following non-zero polynomials
are pairwise coprime. If f o = 0, then we can choose g(x) = f e (x) 2 + x. By Lemma 5.1, such g is square-free.
Next, assume that f o = 0. Under the assumption that f o has at most 5 distinct irreducible factors, we deduce that there is a polynomial of the form f e +h, where h = 0 or x j , 0 ≤ j ≤ 4, such that gcd(f o , f e +h) = 1. Then, we can choose
By Lemma 5.1, g is square-free. Moreover, it is clear that deg g = d and L 2 (f − g) ≤ 1. This completes the proof of the lemma. Now, we can use the above results to record some partial progress towards Conjecture 1.1. The following theorem is a direct consequence of the above results.
Theorem 5.6. We have the following:
• for any polynomial f ∈ Z[x] of degree d ≤ 36 with odd leading and constant coefficients, there exists a square-free polynomial
of degree d ≤ 37 with odd leading coefficient and even constant term and such that 0 is a simple root of the reduction of f modulo 2, there exists a square-free Note that from Theorem 5.6 one can obtain various classes of polynomials f ∈ Z[x] such that there exists a square-free polynomial g ∈ Z[x] of degree deg f satisfying L(f − g) ≤ 2.
Polynomials over prime fields
In this section, we consider polynomials over prime fields. Let F p be the finite field with p elements, where p is a prime number. For any polynomial f ∈ F p [x], define its length L p (f ) by choosing each of its coefficients in the interval (−p/2, p/2] and then summing their absolute values (in Z). We want to show that there is a positive proportion of polynomials in F p [x] whose distance to square-free polynomials is at least 2. We remark that the distance to irreducible polynomials over prime fields has been considered in [9, Theorem 2] and [8, Section 6] .
Let N p (d) be the number of polynomials f in F p [x] of degree d such that L p (f − g) ≥ 2 for any square-free polynomial g ∈ F p [x]. g(x) = x n + f (x) + 1 with some integer n ∈ {1, . . . , d − 1} for which x n + f (x) + 1 is square-free. In addition, we remark that, by a recent result of Oppenheim and Shusterman [14, Theorem 1.2], for any polynomial f ∈ F p [x] of degree d ≥ 2, there exists a square-free polynomial g of degree d such that L p (f − g) ≤ 2(d − 1).
