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ABSTRACT 
Jolien Suzanne Tyler: The Dynamic Chromatin Landscape in Saccharomyces cerevisiae 
(Under the direction of Kerry Bloom) 
 
  The accurate and faithful segregation of chromosomes during mitosis is essential for cellular 
survival.  Current paradigms of chromosome segregation focus on the mechanical contributions of 
the mitotic spindle without considering the biomechanical properties of the chromatin itself.  In 
order to further our understanding of how the inherent physical properties of chromatin contribute 
to cellular processes like chromosome segregation, we have examined both histone and chromatin 
dynamics in the budding yeast Saccharomyces cerevisiae.  During mitosis, the mitotic spindle exerts 
force on the pericentromeric chromatin, which adjusts structurally to accommodate this force.  By 
measuring the fluorescence recovery after photobleaching (FRAP), we found that histones are more 
dynamic in the pericentromeric region as compared to the chromosome arm, and these increased 
recovery rates are dependent on spindle‐based tension.  The tension‐dependent histone dynamics 
in the pericentromere are dependent on the chromatin remodeling activities of the Remodels the 
Structure of Chromatin (RSC) and Imitation Switch (ISWI) ATP‐dependent chromatin remodeling 
complexes.  Thus, balanced histone removal and reincorporation in the pericentromere provide a 
mechanism for accommodation of spindle‐based tension and the maintenance of chromatin 
packaging.  Having measured the dynamic nature of histone turnover within the chromatin polymer 
in response to spindle‐based tension, we subsequently examined the spatio‐temporal fluctuations 
of the chromatin polymer.  We combined in vivo chromatin motion analysis and mathematical 
modeling to elucidate the physical properties of the chromatin polymer underlying dynamic 
iv 
 
fluctuations.  The range of chromatin motion and its effective spring constants are found to vary 
along the length of the chromosome, in a manner dependent on tethering at the centromere.  These 
polymer properties of the chromatin are dependent on both histone occupancy and cohesin 
packaging.  As a whole, the work detailed in this dissertation contributes valuable insights into the 
importance of dynamic histone occupancy and chromatin motion in defining and maintaining the 
biomechanical polymer properties of chromosomes in vivo.   
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CHAPTER 1: INTRODUCTION 
 
  The integrity of the genome must be maintained throughout fundamental cellular processes 
including chromosome segregation.  The canonical paradigms for investigating mitosis are centered 
on developing a “parts list” or examining the motion of the spindle.  While these provide important 
insights into the molecular basis for faithful chromosome segregation, in this view the chromosomes 
are generally considered passive components of the segregation machinery.  It is clear, however, 
that chromosomes are complex polymers whose behaviors and properties are essential components 
to the larger mitotic chromosome segregation apparatus (Bloom, 2008; Stephens et al., 2011; 
Stephens et al., 2013).  My graduate work has focused on expanding our understanding of the 
importance of dynamics, both of histones and chromatin, in the study of cellular processes such as 
chromosome segregation and DNA repair.   
Current and previous work from the Bloom lab described the geometric organization of the 
pericentromere and found it to be under tension (Bouck and Bloom, 2007; Haase et al., 2012; 
Stephens et al., 2011; Yeh et al., 2008).  Building on that framework, chapter 2 starts with a review 
of mitosis and the composition of the centromere, moves into a discussion of the organization of the 
pericentromeric chromatin flanking the centromere, and discuss how the polymer properties of the 
chromatin contribute to segregation (Verdaasdonk and Bloom, 2011).  Histone proteins are the 
fundamental level of chromatin compaction, and thus likely contribute in large part to the polymer 
properties of the chromosome.  Chapter 3 explores the nature of histone dynamics in the 
pericentromere using Fluorescence Recovery After Photobleaching (FRAP) of histones H2B and H4 
2 
 
(Verdaasdonk et al., 2012).  We find that histones are more dynamic in the pericentromere as 
compared to the chromosome arm, and the increased removal and reincorporation is due to 
spindle‐based tension.  In pioneering work measuring photoactivation kinetics performed by Ryan 
Gardner, an undergraduate student I mentored, we show that the increased dynamics in the 
pericentromere are the result of increased histone removal.  Further experiments reveal that the 
observed dynamics are, in part, the result of ATP‐dependent chromatin remodeling activities of 
Sth1p/Nps1p (RSC complex) and Isw2p (ISWI complex).  We propose that these dynamics are 
essential for the chromatin to accommodate spindle‐based tension while maintaining proper 
packaging.   
The second half of my graduate work shifted from histone dynamics to the dynamic motion 
of the chromatin polymer as a whole.  As described in chapter 4, we utilized Gaussian fitting to 
obtain sub‐pixel precision (Verdaasdonk et al., 2013a).  By examining the motion of lacO/lacI‐GFP 
labeled chromatin spots at various distances from the centromere, and comparing these to 
literature values, we find that the radius of confinement varies along the length of the chromosome 
(Verdaasdonk et al., 2013b)  Chromatin close to the centromere tether point is more confined, and 
this confinement is dependent on tethering at the centromere.  Utilizing mathematical modeling, we 
show that the motion of a confined and tethered bead‐spring chain can capture the observed 
experimental dynamics.  In addition, we provide novel mathematical basis for calculation of an 
effective spring constant from the in vivo motion of chromatin.  In order to examine the molecular 
basis for chromatin confinement, we measured motion upon depletion of nucleosome occupancy or 
cohesin.  Nucleosome depletion results in increased confinement and relative stiffening of the 
chromatin fiber.  Cohesin depletion results in reduced confinement, likely the result of reduced 
looping activity upon depletion.  Although further work is needed to better understand the polymer 
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properties of chromatin and how these contribute to chromosome segregation, the work here 
presents a basis for understanding the dynamic chromatin landscape in Saccharomyces cerevisiae.   
 
4 
 
CHAPTER 2: CENTROMERES: UNIQUE CHROMATIN STRUCTURES THAT DRIVE  
CHROMOSOME SEGREGATION1 
 
INTRODUCTION 
 
The canonical cell cycle is divided into interphase and mitosis (Figure 2.1).  During 
interphase, cells undergo growth (G1 phase) and DNA replication (S phase).  After S phase, cells 
undergo another phase of growth (G2) and prepare to enter mitosis (M phase).  During mitosis the 
sister chromatids need to be accurately segregated to each daughter cell, thereby ensuring survival 
from one generation to the next.  This is facilitated by a complex array of proteins that regulate the 
timing and accuracy of chromosome segregation. Chromosome segregation is directed by the 
centromere, a chromosomal locus that is required for mitosis and acts as the site of kinetochore 
formation.  The proteinaceous kinetochore (Appendix 2.1) ensures proper segregation by linking the 
chromosome to the dynamic microtubules (composed of tubulin dimers), thereby forming the 
mitotic spindle.  Because the centromere mediates chromosome segregation, it is essential that the 
cell form only one centromere and associated kinetochore attachment per chromosome to prevent 
breakage, although organisms with holocentric chromosomes, such as Caenorhabditis elegans, have 
attachment sites spread throughout the length of the chromosome. 
Upon entry into mitosis, chromosomes condense, and the primary constriction forms at the 
centromere, the region of the chromosome defined by the incorporation of a histone H3 variant, 
                                                            
1  This chapter previously appeared as an article in Nature Reviews Molecular Cell Biology.  The original 
citation is as follows: Verdaasdonk, J.S. and Bloom, K. (2011).  Centromeres: unique chromatin structures that 
drive chromosome segregation.  Nat Rev Mol Cell Biol 12, 320‐332. 
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CENPA (Moore and Roth, 2001; Sullivan and Karpen, 2004).  The kinetochore is recruited to the 
centromere, and signalling proteins, such as cyclin‐dependent kinases (CDKs), signal to microtubules 
originating at the centrosomes to form a bipolar spindle and attach to the kinetochores.  This links 
the microtubules and chromosomes mechanically and through signalling processes that sense 
attachment and force to ensure that all chromosomes are bioriented and bound before anaphase 
onset (for a more detailed review of mitosis, see (Bouck et al., 2008; Cheeseman and Desai, 2008; 
Fukagawa and De Wulf, 2009; Santaguida and Musacchio, 2009)). 
Although much is known about the organization and structure of the kinetochore, the 
physical structures of centromeric chromatin and pericentromeric chromatin, and their contribution 
to fidelity during chromosome segregation, are not as clear.  Recent studies have shed new light on 
a range of topics, including the composition of the centromeric nucleosome, the histone 
modifications and variants that are unique to the centromeric chromatin, and the physical 
organization of this region during mitosis.  These studies have expanded our understanding of how 
the centromere functions to ensure segregation fidelity and prevent errors that lead to aneuploidy, 
which can ultimately lead to cancer and diseases such as Down’s syndrome, Edwards’ syndrome and 
Patau’s syndrome.   
In this Review we describe the distinct properties that define centromeric chromatin, 
including associated proteins, epigenetics and histone variants.  We also examine the physical 
architecture of the chromatin and its spatial geometry, and discuss the mechanical and physical 
properties of the pericentric chromatin and the importance of maintaining the balances of forces 
during mitosis.  From this work, it is evident that the centromere does not only serve passively as a 
site (or “landing pad”) for kinetochore formation, but that the underlying chromatin itself dictates, 
in part, the geometry and function of the kinetochore and mitotic spindle and therefore has an 
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essential role in mitosis.  We do not focus on the kinetochore, which has been reviewed extensively 
elsewhere (Cheeseman and Desai, 2008; Fukagawa and De Wulf, 2009; Przewloka and Glover, 2009).   
 
THE CENTROMERE 
 
The centromere is a unique region on the chromosome that is required for attachment to 
the mitotic spindle and chromosome segregation.  Simple eukaryotic organisms, such as budding 
yeast, have point centromeres, defined by a specific DNA sequence found on all chromosomes (see 
below), whereas more complex eukaryotes have larger regional centromeres that are defined by 
hierarchical arrays of satellite repeats.  Many similarities between centromeres in different species 
have been observed that highlight the unique nature and essential functions of the centromere. 
 
DNA AT THE CENTROMERE 
The Saccharomyces cerevisiae centromere DNA was the first eukaryotic centromere to be 
isolated(Clarke and Carbon, 1980) and is now known to have three conserved DNA sequences 
common to all chromosomes, a feature not seen in higher eukaryotes (Figure 2.2) (Clarke and 
Carbon, 1983).  These are termed centromere DNA element I (CDE I) CDE II, and CDE III, and 
together form a 116‐120 bp sequence that is sufficient to confer mitotic stability when introduced 
into plasmids (Clarke and Carbon, 1980; Fitzgerald‐Hayes et al., 1982; Hieter et al., 1985).  CDE I is 8 
bp and is required for high fidelity chromosome segregation; CDE II is a 78‐86 bp AT‐rich region that 
is required for chromosome segregation; and CDE III is 26 bp and contains seven invariant 
nucleotides conserved across all chromosomes, the mutation of which abolishes centromere 
function (McGrew et al., 1986). Because they are small, not complex and have a single microtubule 
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attachment per chromosome, the centromeres of budding yeast and of the yeast Kluyveromyces 
lactis have been termed point centromeres.   
By contrast, the regional centromeres of the fission yeast Schizosaccharomyces pombe are 
longer (between 40‐100 kb), have multiple microtubule attachment sites per centromere and do not 
contain a conserved DNA sequence common to all chromosomes (Baum et al., 1994; Chikashige et 
al., 1989; Clarke et al., 1986; Joglekar et al., 2008; Sullivan, 2009).  Instead, these centromeres are 
composed of core region 1 (cnt1), cnt2 and cnt3 bordered on either side by inverted repeat 
sequence L (imrL) and imrR, which are flanked by outer repeat L (otrL) and otrR (Pidoux and Allshire, 
2004).  These regions do not show DNA sequence homology to the centromere of budding yeast.   
Centromeres have been identified in Candida albicans (Sanyal et al., 2004), Neurospora 
crassa (Centola and Carbon, 1994), Arabidopsis thaliana (Copenhaver et al., 1999), Drosophila 
melangaster (Sun et al., 2003) and Homo sapiens (Schueler et al., 2001).  The regional centromeres 
of higher eukaryotes are more difficult to study because they are large and contain arrays of tandem 
repeats.  Indeed, human centromeres can be up to 5 Mb and contain 1‐4 Mb of 171 bp α‐satellite 
repeats (Choo, 2001; Maio, 1971; Pidoux and Allshire, 2004).  
 
CENTROMERE‐ASSOCIATED PROTEINS 
Despite large divergence in centromere DNA sequences across organisms, CENPs are highly 
conserved (see (Malik and Henikoff, 2009) for a discussion of the evolutionary characteristics of 
centromeres). CENPs are not the only centromere‐associated proteins; indeed, many others, for 
example the budding yeast proteins chromosome transmission fidelity 3 (Ctf3) and Mif2, were 
discovered and named prior to identifying their centromeric associations.  However, we focus on 
CENPA and CENPC, as they have been extensively studied and shown to be required to form 
centromeres and the associated kinetochores; other constitutively centromere‐associated network 
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(CCAN) proteins are briefly described (TABLE 1).  The CCAN proteins are generally classified as part 
of either the CENPA‐containing nucleosome‐associated complex (NAC) or the CENPA‐containing 
nucleosome distal (CAD) proteins (Foltz et al., 2006; Panchenko and Black, 2009).  
CENPA is a centromere‐associated protein that  acts as a histone variant and is required to 
build a fully functioning kinetochore (Blower and Karpen, 2001; Howman et al., 2000; Oegema et al., 
2001; Sullivan et al., 1994).  CENPA was shown to co‐purify with nucleosome core particles, which 
indicated that it probably forms a complex with the core histones (Palmer et al., 1987). Homologues 
of CENPA have been identified in species from yeast to mammals.  Complete loss of CENPA has been 
found to be lethal in every organism studied to date, although mammalian cells can tolerate a 90% 
reduction in the level of CENPA. 
  CENPC is a DNA‐binding protein that associates with the inner‐kinetochore plate(Saitoh et 
al., 1992).  CENPC homologues have been identified in many model organisms, including yeasts, 
flies, plants and mammals, and it has been shown to be essential for proper progression through 
mitosis and chromosome segregation (Dawe et al., 1999; Erhardt et al., 2008; Fukagawa et al., 2001; 
Moore and Roth, 2001; Ogura et al., 2004; Schuh et al., 2007; Tomkiel et al., 1994).  Indeed, loss of 
CENPC at the centromere has been shown in human cells to result in small or absent kinetochores 
(Tomkiel et al., 1994).  CENPC localizes to CENPA‐containing chromatin, and this requires CENPA; 
reciprocally, CENPA localization requires CENPC (Erhardt et al., 2008; Oegema et al., 2001). CENPC 
binds two different groups of proteins that serve distinct functions: to the Mis12 complex, which is 
part of the KMN network (which comprises the Knl1 complex, Mis12 complex, and Ndc80 complex) 
of the outer kinetochore that is also needed for recruitment of checkpoint proteins (Przewloka et 
al., 2011; Screpanti et al., 2011); and other CCAN components such as CENPH, CENPI, CENPK and 
CENPT (Carroll et al., 2010).  Furthermore, CENPC, together with CENPN, binds distinct domains in 
CENPA to direct the assembly of other centromere and kinetochore proteins (Carroll et al., 2010). 
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The CENPT‐CENPW subcomplex is recruited to H3‐containing centromeric chromatin and 
has been proposed to be an alternative to CENPC for the connection between the centromere and 
the kinetochore.  The CENPT‐CENPW subcomplex functions upstream of the CENPH subcomplex 
(Hori et al., 2008a), which comprises CENPH, CENPI and CENPK.  These proteins are recruited to the 
centromere by CENPC (Carroll et al., 2010) . They are essential for kinetochore function in 
vertebrates and have been found to play a part in CENPA loading and the recruitment of other, 
more distal centromere complexes (Okada et al., 2006).  The CENPO subcomplex (made up of 
CENPO, CENPP, CENPQ, and CENPR) and the similar CENP‐U protein (also called CENP50) are needed 
to prevent premature separation upon spindle damage (Hori et al., 2008b).  The CENPS subcomplex 
(comprising CENPS and CENPX) is required for proper and stable formation of the outer kinetochore, 
and localization of these proteins to the centromere requires CENPT or CENPK (Amano et al., 2009).   
 
HISTONES AT THE CENTROMERE 
 
  Histone modifications and histone variants serve to demarcate unique regions of the 
chromosome, including the centromere.  The centromeric DNA sequence is rapidly evolving and, as 
such, centromere function does not depend solely on primary DNA sequence, but also on the 
presence of essential proteins, such as histone variants (including CENPA and H2A.Z) and the local 
chromatin context as defined by distinct histone modifications.   
 
PATTERNS OF HISTONE MODIFICATIONS AT THE CENTROMERE 
The epigenetic specification of centromeres was first postulated by Earnshaw and Migeon, 
with the observation that the two centromeres placed on a dicentric chromosome differed in their 
ability to direct chromatid segregation by the presence or absence of centromeric proteins 
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(Earnshaw and Migeon, 1985). This indicated that additional proteins at the centromere are 
required to facilitate segregation.  Position effect variegation studies have shown that genes placed 
adjacent to centromeres lead to stochastic inheritance of gene expression (Ekwall, 2007).  
Subsequent studies have identified epigenetic factors required for centromere function in S. 
cerevisiae (Mythreye and Bloom, 2003), C. albicans (Mishra et al., 2007), S. pombe (Folco et al., 
2008) and H. sapiens(Morris and Moazed, 2007).   
Chromatin can be flagged up for transcriptional activation (euchromatin) or repression 
(heterochromatin) through the modification of the amino‐terminal tails of canonical histones by 
methylation, acetylation and phosphorylation (Glynn et al., 2010; Sullivan, 2009).  Heterochromatin 
surrounding the centromere is known to contribute to sister chromatid cohesion and condensation 
(Bernard et al., 2001; Giet and Glover, 2001; Hagstrom et al., 2002; Hendzel et al., 1997; Jager et al., 
2005; Maddox et al., 2007).  At regional centromeres in organisms such as humans, mice, flies and 
fission yeast, the nucleosomes containing the canonical H3 histone (as opposed to the variant 
CENPA, discussed below) are dimethylated at Lys4 (H3K4me2) (Figure 2.2), a modification associated 
with euchromatin.  This modification is thought to be important for the physical organization of the 
centromere (Dunleavy et al., 2005); indeed, depletion of H3K4me2 has been shown to result in a 
lack of recruitment of Holliday junction recognition protein (HJURP; see below), leading to failed 
incorporation of CENPA (Bergmann et al., 2011).   
The pericentric chromatin can also be defined by methylation (Greaves et al., 2007; Guenatri 
et al., 2004).  For example, H3 and H4 in heterochromatic regions surrounding the centromere can 
be methylated at Lys9 (H3K9me2 and H3K9me3) (Guenatri et al., 2004; Sullivan and Karpen, 2004) 
and Lys20 (H4K20me3) (Martens et al., 2005; Peters et al., 2003), and these modifications serve to 
recruit proteins such as cohesin (Nonaka et al., 2002) and to maintain the structure of pericentric 
chromatin. The formation and maintenance of heterochromatin in pericentric chromatin has 
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recently been shown to require the nucleolar remodelling complex (NoRC) in mice (Guetg et al., 
2010).  Interestingly, loss of the heterochromatic modification H4K20me3 is thought to result in 
aberrant centromere function, as in humans it has been associated with the presence of cancer 
cells, which are characterized by a high degree of aneuploidy (Fraga et al., 2005).  
In addition to methylation (correlating with silenced chromatin), centromeric histones lack 
acetylation, which denotes actively transcribed chromatin.  The hypoacetylation of the histones and 
the methylation of the DNA at the centromere alter the chemical interactions of the histones and 
DNA and define a region distinct from traditional euchromatin and heterochromatin (Dunleavy et 
al., 2005; Sullivan and Karpen, 2004; Zhang et al., 2008).  These modifications maintain the 
heterochromatic nature of centromeric chromatin, which is thought to contribute to the physical 
structure of the centromere as well as to sister chromatid cohesion and condensation (Bernard et 
al., 2001; Giet and Glover, 2001; Hagstrom et al., 2002; Hendzel et al., 1997; Jager et al., 2005; 
Maddox et al., 2007).  Histone modifications are also essential for defining and maintaining the 
centromeric region.  Recent evidence has shown that it is possible to engineer a human artificial 
chromosome (HAC) to assess the contribution of chromatin state adjacent to the centromere 
without perturbing all the centromeres of the cell (Cardinale et al., 2009; Nakano et al., 2008).  
These experiments reveal that altering the chromatin to a more closed state results in loss of 
essential centromere proteins as well as depletion of the H3K4me2 modification and accumulation 
of the H3K9me3 (found in heterochromatin adjacent to the centromere) (Nakano et al., 2008).  The 
loss of centromere function is not solely due to loss of CENPA; instead the authors observed a 
hierarchical loss of various components of the inner centromere (including CENPC and CENPH) 
(Cardinale et al., 2009).   
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CENPA, AN H3 VARIANT UNIQUE TO THE CENTROMERE 
CENPA is a variant of histone H3, and the homology is found mainly at the α‐helical carboxy‐
terminal histone‐fold domain (Luger et al., 1997).  The amino‐terminal tail of CENPA is highly 
variable between species and is required to recruit kinetochore proteins to the centromere 
(Henikoff and Dalal, 2005; Van Hooser et al., 2001).  The CENPA centromere targeting domain 
(CATD) within the histone fold domain is known to be required for centromere targeting and 
function (Black et al., 2004; Black et al., 2007).  Work in S. cerevisiae has shown that specific residues 
within the CATD are required for interaction of CENPA with suppressor of chromosome 
missegregation 3 (Scm3) (Zhou et al., 2011).  At point centromeres, such as those of budding yeast, a 
single CENPA‐containing nucleosome forms the basis for kinetochore formation and microtubule 
attachment (Furuyama and Biggins, 2007).  Larger regional centromeres have multiple CENPA‐
containing nucleosomes interspersed between canonical H3‐containing nucleosomes (Blower et al., 
2002).  Tetrasomes of CENPA and H4 have been found to be more rigid than the H3–H4 tetramer, a 
feature inherent in the structure of the histones (Black et al., 2004).  Furthermore, CENPA‐
containing nucleosomes are more prone to unwrapping and releasing the H2A–H2B dimer (Conde e 
Silva et al., 2007; Sekulic et al., 2010), which suggests that CENPA nucleosomes may be pliable, 
possibly to allow for easier removal from non‐centromeric chromatin.  These findings indicate that 
CENPA‐containing nucleosomes are structurally distinct from canonical H3‐H4‐containing 
nucleosomes, and that they may facilitate the exposure of CENPA‐containing nucleosomes on the 
outer surface at the centromere, as opposed to becoming buried within the bulk chromatin. 
Since the structure of the canonical nucleosome octamer was published (Luger et al., 1997), 
much work has been done to determine the structure of the centromeric nucleosome.  A wide range 
of possibilities for the structure of the centromeric protein in vivo have been proposed, including an 
octamer in which histone H3 is replaced by the variant CENPA (Blower et al., 2002; Camahort et al., 
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2009; Chen et al., 2000; Foltz et al., 2006; Sekulic et al., 2010; Shelby et al., 1997), a nucleosome 
with only four histones (tetrasome (Williams et al., 2009) or hemisomes (Dalal et al., 2007a; Dalal et 
al., 2007b; Furuyama and Henikoff, 2009)) or an alternative structure containing the non‐histone 
protein Scm3 (Furuyama and Henikoff, 2009; Mizuguchi et al., 2007) (Figure 2.3A).  These different 
theories have been proposed in various model organisms, and more work will be needed to further 
understand differences in centromeric structure and to develop a cohesive model to reconcile these 
observations. For example, human centromeric nucleosomes are thought to be composed of eight 
histones, and most are homotypic octamers containing two copies of CENPA (Shelby et al., 1997).  
More recent work, however, has shown that about 10% of human centromeric nucleosomes form a 
heterotypic octamer containing one CENPA histone and one canonical H3 histone (Foltz et al., 2006).  
Furthermore, work in D. melanogaster has found that different compositions of the centromeric 
nucleosome are present: a nucleosome containing at least two copies of Centromere identifier (CID; 
the D. melanogaster homologue of CENPA) (Erhardt et al., 2008) and a hemisome structure 
composed of one copy each of H2A, H2B, H4 and CID (Dalal et al., 2007a; Dalal et al., 2007b).  These 
experiments found that purified cross‐linked centromeric nucleosomes had a molecular mass equal 
to half of an octamer, and were calculated by atomic force microscopy to be half as high as would be 
expected for an octamer (Dalal et al., 2007a; Dalal et al., 2007b).  It is possible that these represent 
different stages of assembly or variations found at different stages of the cell cycle.   
More controversial is the recent work in S. cerevisiae that has revealed a new hexameric 
nucleosome structure at the centromere that lacks H2A and H2B and instead contains Scm3 
(Mizuguchi et al., 2007). This protein was first identified in a screen for suppressors of chromosome 
segregation 4 (Cse4; the S. cerevisiae homologue of CENPA, which is known as Cnp1 in S. pombe) 
mutants and found to interact with the histone‐fold domain of Cse4, but not the essential amino‐
terminal domain (Chen et al., 2000).  Various recent studies in both budding and fission yeast have 
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shown that Scm3 is a kinetochore protein that is needed to target Cse4 to the centromeric DNA and 
to ensure kinetochore function (Camahort et al., 2007; Camahort et al., 2009; Pidoux et al., 2009; 
Stoler et al., 2007; Williams et al., 2009).  As such, it seems likely that the observed hexameric 
nucleosome represents perhaps a transitional state during assembly or that Scm3 is associated with, 
but not part of, the centromeric nucleosome, especially in light of recent work in budding yeast 
suggesting that binding of DNA to a Cse4‐containing nucleosome is incompatible with Scm3 binding 
(Zhou et al., 2011).  A homologue of Scm3 has not been identified in species other than S. cerevisiae 
and S. pombe, but functional and sequence analysis has shown that the mammalian HJURP and 
yeast Scm3 are orthologues that share the same functional domain and are required for proper 
deposition of CENPA (Aravind et al., 2007; Dunleavy et al., 2009; Foltz et al., 2009; Sanchez‐Pulido et 
al., 2009; Shuaib et al., 2010).  Interestingly, Scm3 was shown to prevent ubiquitylation of CENPA by 
Psh1 (POB3 and SPT16 histone‐associated), an E3 ubiquitin ligase that is thought to control the level 
of CENPA and remove misincorporated protein (Hewawasam et al., 2010; Ranjitkar et al., 2010).  
The physical properties of centromeric nucleosomes are starting to emerge.  Intriguing 
findings were obtained by the crystallization of a protein fragment of CENPA (Sekulic et al., 2010).  
These experiments found that CENPA nucleosomes formed canonical octameric nucleosomes that 
wrap DNA in a left‐handed manner (Figure 2.3A).  However, the region of CENPA cleaved prior to 
crystallization is the flexible, and highly variable, amino‐terminal region, and it is unclear what effect 
the removal of this portion of the protein has on the subsequent structure of the nucleosome 
(Sekulic et al., 2010).  Furthermore, these experiments were carried out using a plasmid lacking 
centromeric DNA sequence and without any histone chaperones.  Histone chaperones, such as 
RbAp48 (also known as RBBP4) or Scm3, are needed to assemble CENPA‐containing nucleosomes in 
vitro and that this assembly is known to induce positive supercoiling (Dalal et al., 2007a; Furuyama 
et al., 2006; Furuyama and Henikoff, 2009; Lavelle et al., 2009).  Thus, it is likely that the structure of 
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the centromeric nucleosome is not exclusively dictated by the histone particles themselves, but by 
the underlying DNA and histone chaperones as well.   
By contrast, other studies have indicated that CENPA‐containing nucleosomes induce 
positive supercoils, which result from right‐handed wrapping of the DNA around the nucleosome 
(Dalal et al., 2007a; Furuyama and Henikoff, 2009).  Positive supercoiling would serve to 
differentiate the centromere from the negatively supercoiled bulk chromatin.  The experiments 
examining the effects of CENPA‐containing nucleosomes on chromatin were carried out by in vitro 
reconstitution of Drosophila proteins using circular minichromosomes.  DNA wrapping around 
nucleosomes can be detected by changes in plasmid supercoiling following protein removal.  The 
supercoiling is topologically defined by linking number, which is the sum of twist and writhe.  In this 
study, the linking number was changed in the presence of CENPA, which could be explained by 
altered supercoiling; however, this could also be explained by loss of a nucleosome.  If the 
centromeric nucleosome is positively supercoiled, under tension the centromere nucleosome may 
split into two hemisomes or become more tightly wrapped in response to the applied force 
(Furuyama and Henikoff, 2009; Lavelle et al., 2009).  The positive supercoiling of this nucleosome 
would focus the spindle tension on the centromere, and could serve as a place for the checkpoint to 
monitor attachment (Figure 2.3B). 
 
THE H2A.Z VARIANT AT THE CENTROMERE 
CENPA‐containing nucleosomes contain canonical H2A, whereas the variant H2A.Z is 
associated with nucleosomes containing H3K4me2 (and to a smaller extent H3K9me3) in the 
centromere of human and mouse cells (although the H2A.Z variant is not unique to the centromere).  
H2A.Z is one of the most studied histone variants, and the structure of the H2A.Z‐containing 
nucleosome has been solved by X‐ray crystallography and found to be similar to the canonical H2A‐
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containing nucleosome (Greaves et al., 2007; Luger et al., 1997; Suto et al., 2000).  Interestingly, 
however, the interaction between H2A.Z and the H3‐H4 tetramer is destabilized owing to the 
differences in amino acid sequence between H2A and H2A.Z.  Furthermore, an acidic region on the 
surface of the H2A.Z‐containing nucleosomes allows interactions with non‐histone proteins and 
serves as a signpost to direct chromatin‐remodelling factors (Suto et al., 2000).  H2A.Z also functions 
as a boundary between heterochromatin and euchromatin by antagonizing silencing.  The H2A.Z‐
containing nucleosomes are more resistant to condensation and form a boundary between 
heterochromatin and euchromatin (Abbott et al., 2001; Bruce et al., 2005; Fan et al., 2002; 
Meneghini et al., 2003).  Indeed, loss of the H2A.Z homologue in yeast (Htz1) leads to spreading of 
the silencing factors silent information regulator (Sir2), Sir3, and Sir4, which affects centromere 
function by perturbing the structural organization of the chromatin and aberrant gene expression 
throughout the genome. 
 
ASSEMBLING THE CENTROMERE  
 
Various hypotheses have been proposed to explain how the cell identifies and maintains the 
centromeric region, including the presence of CENPA on the parental chromatid (Shelby et al., 
1997), chromatin tension and conformation (Mellone and Allshire, 2003), and heterochromatin 
modifications in the pericentromere (Folco et al., 2008; Henikoff et al., 2000).   
 
CENPA LOADING 
The timing of CENPA loading varies across different species.  In animals such as humans and 
D. melanogaster, CENPA is loaded between anaphase and G1 (Ahmad and Henikoff, 2001; Jansen et 
al., 2007; Schuh et al., 2007; Shelby et al., 2000), plants load CENPA in late G2 (Lermontova et al., 
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2007; Lermontova et al., 2006), and fission and budding yeast load CENPA in S‐G2 (Pearson et al., 
2004; Takahashi et al., 2005).  Much work recently has centered on identifying the proteins 
responsible for loading and maintaining CENPA at the centromere (Mellone et al., 2009).   
In addition to the CENPA targeting domain, various proteins have known roles in CENPA 
loading, including the human proteins RbAp46 (also known as RBBP7) and RbAp48 (which is similar 
to S. pombe Mis16 (Hayashi et al., 2004)), CENPH and CENPI (Fujita et al., 2007; Okada et al., 2006).  
Furthermore, Scm3 and its mammalian orthologue, HJURP (which is part of the CENPA 
prenucleosomal complex (Foltz et al., 2006; Kato et al., 2007)), are also thought to have a role in 
CENPA loading.  Work in S. pombe has shown that Scm3 localization to the centromere requires 
Mis16 and Mis18, and it is thought that Scm3, Mis16 and Mis18 act as assembly factors to bring and 
load CENPA at the centromere (Pidoux et al., 2009; Williams et al., 2009).  These data have led to a 
multistep model for centromere histone loading, distinguishing between licensing and loading 
(Mellone et al., 2009; Perpelescu et al., 2009).  Licensing is proposed to occur in humans by the 
recruitment of MIS18 (Mis16‐Mis18 in S. pombe), CENPH, CENPI, and RbAp46 and RbAp48 (Foltz et 
al., 2009; Fujita et al., 2007), followed by the recruitment of loading factors, such as KNL2 (Maddox 
et al., 2007) and HJURP (Scm3 in yeast) (Dunleavy et al., 2009; Foltz et al., 2009)  to load new CENPA 
into centromeric chromatin, and proper spacing by the remodeling and spacing factor (RSF) complex 
(Perpelescu et al., 2009).  Further work into the targeting, loading and proper incorporation of 
CENPA will continue to develop our understanding in this field.  
Histone chaperones serve many functions, including recruiting, loading and removing 
histone proteins from chromatin, but do not form part of the chromatin itself.  The histone 
chaperone complexes chromatin assembly factor 1 (CAF1) and histone regulator (HIR) are known to 
be required for histone H3 and H4 deposition and to affect chromatin structure at silent and 
centromeric loci in budding yeast (Kaufman et al., 1998; Sharp et al., 2002).  Recently, CAF1 and HIR 
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have been implicated in preventing extra‐centromeric incorporation of CENPA by regulating histone 
eviction (removal of inappropriate incorporation of histones) (Lopes da Rosa et al., 2010).  Another 
histone chaperone, anti‐silencing function (ASF1), works together with CAF1 and HIR to deposit 
histone H3 variants in human cells, although it is not clear whether this interaction is needed for 
CENPA loading (Galvani et al., 2008).  Interestingly, Sir1 has been found to be present at budding 
yeast centromeres to and bind to a component of CAF1, helping retain it there (Sharp et al., 2003).  
This role for Sir1 in budding yeast indicates that, although point and regional centromeres have 
different mechanisms for forming and maintaining heterochromatin, both form unique chromatin 
architecture to maintain fidelity in chromosome segregation.  
 
CHROMATIN REMODELLING AT THE CENTROMERE  
  Various chromosome‐remodelling complexes function at the centromere to maintain the 
unique chromatin architecture that underlies the proper functioning of the centromere.  
Topoisomerase II is thought to function at the centromere in an ATP‐dependent manner to remove 
topological linkages (decatenation), to create these linkages to ensure sister chromatids stay 
together (catenation) and to maintain chromatin packaging when the pericentric chromatin is under 
tension to provide balancing inwards force (discussed below) (Lee and Bachant, 2009).  The CCAN 
(TABLE 1) has been shown to affect chromatin structure in the pericentromere independently of 
CENPA (Hori et al., 2008a).  The RSC (remodels the structure of chromatin) complex in budding yeast 
is known to localize to the pericentromere and to maintain the chromatin structure flanking the 
centromeric nucleosomes (Hsu et al., 2003).  The loss of this remodelling activity results in loss of 
fidelity in chromosome segregation and suggests that the architecture found at the centromere is 
needed to facilitate chromosome segregation.  This activity is also found in humans: the switch‐
sucrose nonfermentable (SWI/SNFB) remodeling complex is related to the RSC complex of budding 
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yeast and also localizes to kinetochores during mitosis (Xue et al., 2000).  Further research into the 
roles of remodelling and chromatin‐modifying complexes at the centromere will advance our 
understanding of the structure of the centromeric chromatin and how this is maintained.   
 
ARCHITECTURE OF CENTROMERIC CHROMATIN 
 
The physical organization of the chromatin plays an important part in preventing aneuploidy 
during mitosis.  The cohesin and condensin complexes, which are enriched in the pericentric region 
(Glynn et al., 2004), have been identified as major contributors to the physical organization and 
packaging of the mitotic chromosome. 
 
TENSION AND BI‐ORIENTATION OF CENTROMERIC CHROMATIN 
Packaging proteins, including cohesin and condensin, serve to organize the large amounts of 
DNA inside the nucleus into manageable and discrete units that can be successfully segregated.  In 
addition, these proteins allow the cell to sense bi‐orientation of the chromosomes and generate 
tension across the centromeric DNA.  Cohesin is composed of structural maintenance of 
chromosomes 1 (SMC1), SMC3, SCC1 and SCC3, and is needed to maintain sister chromatid 
cohesion.  Condensin is composed of SMC2, SMC4, and other non‐SMC proteins, and is needed to 
compact the chromosome and prevent tangles of duplex DNA, termed catenations, which can 
impede accurate chromosome segregation.  Cohesin and condensin have been extensively reviewed 
recently, and we will focus on the contributions of these proteins to organizing the centromeric 
chromatin (Hirano, 2006; Nasmyth and Haering, 2009; Wood et al., 2010). 
Cohesin and condensin are enriched at the pericentric region, a fact that confounded 
researchers for years, as sister centromeres are separated during metaphase when visualized in vivo 
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(Glynn et al., 2004).  How could proteins that specifically bind DNA together be enriched in a region 
where they appear to be separated and transiently together?  Two models have been proposed to 
reconcile these observations:  transient disassociation of cohesin from pericentric chromatin, and 
the formation of intramolecular loops in the pericentromere, as shown in S. cerevisiae (Ocampo‐
Hafalla et al., 2007; Yeh et al., 2008).    
Bi‐orientation of sister chromatids during mitosis and tension generation by the mitotic 
spindle are both thought to require cohesin.  It is essential that the chromatin not break when under 
tension from the mitotic spindle, this tension is accommodated by cohesin, together with the 
chromatin itself (Dewar et al., 2004; Tanaka et al., 2000).  In addition to balancing tension, cohesin is 
important to organize the geometry of the centromere, ensuring that sister centromeres (and 
associated kinetochores) face opposite spindle poles and bi‐orient (Sakuno et al., 2009).  Proper bi‐
orientation is essential for survival to ensure that the sister chromatids are equally segregated to 
daughter cells.  Two probably overlapping methods have been proposed to promote amphitelic 
attachment: error correction and geometric bias (Indjeian and Murray, 2007; Stumpff and Asbury, 
2008).  However, the relative contributions of these mechanisms remain unclear.   
Error correction promotes detachment in the absence of tension, and this is accomplished 
by Aurora B (increase‐in‐ploidy (Ipl1) in S. cerevisiae).  It is thought that Aurora B is spatially confined 
and that phosphorylation by Aurora B facilitates detachment of incorrect attachments, whereas the 
tension generated across correct attachments physically separates them from Aurora B activity 
(Maresca and Salmon, 2009, 2010; Santaguida and Musacchio, 2009).   
The underlying geometry of the centromere (see below) is thought to facilitate segregation 
by exposing the centromere on the outer surface of the chromosome.  Given the high level of 
conservation of proteins across different species, it is likely that this geometry displays similar 
conservation.   
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GEOMETRIC ORGANIZATION OF THE CENTROMERE 
Various models have been proposed for the geometric organization of the eukaryotic 
centromere, including the looping model (Dalal et al., 2007a; Yeh et al., 2008; Zinkowski et al., 
1991), the solenoid model (Birchler et al., 2009; Blower et al., 2002; Sullivan and Karpen, 2004) and 
the sinusoidal patch model (Ribeiro et al., 2010) (Figure 2.4A).  The looping model proposes that the 
pericentric chromatin is looped out from the bulk chromatin towards the spindle pole, whereas the 
solenoid model proposes that the pericentric chromatin forms a coil with the CENPA‐containing 
nucleosomes facing the spindle pole.  The sinusoidal patch model attempts to explain the observed 
location of various CCAN proteins and the unfolding of the vertebrate kinetochore (Ribeiro et al., 
2010).  
These models all propose an organization that would favour CENPA‐containing nucleosomes 
(and therefore kinetochore formation) facing the spindle pole to facilitate attachment to the 
kinetochore at the centromere.  The sinusoidal patch model also allows for H3‐containing 
nucleosomes to be present on the surface of the centromeric chromatin, where they have been 
shown to interact with the CENPT‐CENPW subcomplex (Hori et al., 2008a).  The heterochromatin 
would face inwards towards the sister chromatid, which would provide the physical basis for 
generating tension across chromosomes and serve as a geometric bias for biorientation.   
Although geometric orientation increases the likelihood of correct amphitelic attachment, it 
is not essential and is dispensable for bi‐orientation (Dewar et al., 2004; Indjeian and Murray, 2007).  
By contrast, tension is needed to correct erroneous microtubule‐kinetochore attachments (Dewar et 
al., 2004).  Tension is generated across the centromeres of sister chromatids when they are attached 
to opposite sides of the mitotic spindle, and this tension allows the cell to sense and correct 
erroneous attachments.  Several lines of evidence show that CENPA is interspersed with canonical 
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H3 and heterochromatin, and that CENPA must be aligned outwards towards the spindle pole 
bodies to allow kinetochore formation and microtubule attachment, which supports the three 
models mentioned above.   
We propose that the whole budding yeast mitotic spindle serves as a model for a single 
regional centromere with multiple microtubule attachments per chromosome, and the cruciform 
structure found at budding yeast centromeres is analogous to the looping model for more complex 
centromeres (Figure 2.4B) (Zinkowski et al., 1991).  The cruciform structure of the pericentromere 
places the centromeres at the apex of the intramolecular loop loaded with cohesin, maximizing the 
distance between sister centromeres and thus reconciling increased cohesin and maximal spot 
separation during mitosis (Yeh et al., 2008).  Further work has revealed that the formation of this 
structure is promoted by the DNA‐binding components of the kinetochore (Anderson et al., 2009).  
This function is likely inherent in the structure of the proteins.  For example, the S. cerevisiae protein 
Ndc10 (also known as Cbf3a) is needed to form the looping cruciform structure; it is thought to bind 
as a dimer, and it is possible that these dimers serve to bring two regions of chromatin together to 
form a loop.  Given the high level of conservation in composition between yeast and higher 
eukaryotic kinetochores, one view is that multiple binding site kinetochores of regional centromeres 
are repeats of the basic kinetochore of budding yeast, as proposed by the repeated subunit 
hypothesis (Joglekar et al., 2009; Joglekar et al., 2008; Joglekar et al., 2006; Johnston et al., 2010; 
Wan et al., 2009; Zinkowski et al., 1991).  However, electron microscopy work has suggested that 
the mammalian kinetochore is disorganized and lacks the recurring subunits proposed by the 
repeated subunit hypothesis (Dong et al., 2007; McEwen and Dong, 2010).  A view that reconciles 
these perspectives is the inner‐kinetochore‐centromere interface resembles a woven fabric, rather 
than two separate fixed structures.   
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In addition to the effects of the kinetochore, histone variants at the centromere also 
contribute to the geometry of the centromere.  Work in human cell lines has shown that the 
incorporation of H2A.Z and epigenetic modifications contribute to the spatial organization of the 
centromere, although the authors do not distinguish between a solenoid and a looping model 
(Greaves et al., 2007).  Furuyama and Henikoff showed that reconstituted CENPA‐containing 
nucleosomes from D. melanogaster wrap DNA in a right‐handed manner, opposite of canonical H3‐
containing nucleosomes (Figure 2.3A) (Furuyama and Henikoff, 2009).  The reverse‐wrap 
nucleosome and the proposed hemisome structure  combine to suggest that centromeric chromatin 
is packaged fundamentally differently from underlying heterochromatin, promoting the idea that 
these regions are excluded from the normal packaging of the chromosome (Birchler et al., 2009; 
Dalal et al., 2007a; Dalal et al., 2007b).  This exclusion would serve to separate the centromere from 
the bulk chromatin to allow the formation of the kinetochore and increase the likelihood of 
microtubule capture.  In addition, the relative enrichment of cohesin and condensin at the 
centromere suggests a unique physical architecture that allows stable attachment to the mitotic 
spindle and movement to maintain force balance during metaphase.  As the microtubules exhibit 
dynamic instability and are always in a state of lengthening or shortening, the pericentric chromatin 
must allow for this movement while remaining attached.  The geometry of the centromere would 
promote interactions between the centromere and kinetochore, beyond serving simply as a fixed 
site of attachment.   
Genome‐wide assays for chromatin looping have uncovered a high level of nuclear 
organization and have shown that centromeric regions tended to not interact over longer ranges 
and formed a cluster of centromeres lasting throughout, and facilitating progression of, the cell 
cycle (Duan et al., 2010).  Visualization experiments correspond to these results and have shown 
that centromeres cluster together throughout the cell cycle.  These data all suggest that centromeric 
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chromatin forms a geometry that promotes clustering of the centromeres at the surface of the 
chromosome, which reduces the region that the microtubules must ‘search’ to attach to the 
centromeres.   
 
POLYMER PHYSICS AT THE CENTROMERE 
 
  The molecular architecture of the centromere – the ‘parts list’ – and the in vivo interactions 
between the many protein complexes that function to load and remodel the centromere, as well as 
aid in chromosome segregation, continue to be comprehensively studied.  In addition to the 
valuable data these studies provide, polymer physics can be applied to the mitotic spindle to 
understand chromosome segregation (Bloom, 2007).   Often these concepts seem counterintuitive, 
and it is essential to remember that the scale and forces at work inside the cell are not immediately 
obvious to us in our everyday lives.   
 
CHROMOSOME SEGREGATION BY ENTROPY 
Entropy (S) is a measure of the distribution of energy in a system, and can be defined by the 
following equation: 
    S = kB ln(W), 
in which kB is Boltzmann’s constant (4.1 pN x nm at room temperature), ln is the natural logarithm 
and W is the number of possible ways the molecule or polymer can occupy the space (Grosberg and 
Khokhlov, 1997).  From this equation, we see that, as the number of possible conformations for a 
polymer increases, the entropy will also increase, which is energetically favourable and pushes the 
system in that direction.   
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Entropy has been proposed to drive segregation of molecules like chromatin (for example, 
in bacteria (Finan et al., 2010; Jun and Wright, 2010)).  This may seem counterintuitive.  However, if 
one considers two long connected chains (such as chromatin) in a confined space (such as the 
nucleus), the mixing of these chains will reduce the number of possible entropic states, whereas 
chain segregation will increase the number of possible conformations for each chain, making this an 
entropically favourable process.  It is possible that the mitotic spindle serves to direct chromosome 
segregation during mitosis, ensuring that the proper complement of chromosomes goes to each 
daughter cell, but that entropic forces are responsible for segregation of the bulk chromatin (Figure 
2.5A).  
Furthermore, entropy is thought to have a role in removing entanglements between larger 
eukaryotic chromosomes before anaphase onset (Koszul and Kleckner, 2009; Marko, 2009).  Even 
though sister chromatids are proposed to form two distinct structures, cohesin continues to hold 
these together until anaphase, so entropy resolves topological entanglements between 
chromosomes to ensure that chromosomes can segregate faithfully.  Modelling of larger eukaryotic 
chromosomes has also shown that a force, termed depletion‐attraction, results in looping of 
chromosomes (Marenduzzo et al., 2006a; Marenduzzo et al., 2006b) (for example, during 
transcription or in a proposed centromeric structure (Yeh et al., 2008)), which in turn increases the 
entropic segregation of chromosomes owing to the increased repulsive forces between them (Bohn 
and Heermann, 2011).  Depletion‐attraction force is generated when two large particles (in this 
case, separated chromosomal regions) are brought together and interact, which results in an 
increase in the space available for other smaller particles to occupy.  
At the size scale inside the nucleus, forces such as viscosity and thermal motion dominate, 
whereas weight and inertia are less relevant.  The maximal forces generated by microtubules on 
chromosomes have been measured to be 47 pN of force per microtubule (Jannink et al., 1996; 
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Nicklas, 1983).  This number represents the stall force, and the force required to segregate the 
chromosome is thought to be much lower (~5 pN).  Assuming that the mitotic spindle directs 
chromosome segregation and serves to harness thermal motion to drive segregation, the forces 
generated by the mitotic spindle on the chromatin must exceed the forces generated by thermal 
motion.  To explain this concept, chromosome movement in thermal motion can be compared to 
pulling a boat in the ocean.  A person (the mitotic spindle) must generate enough force on the boat 
(chromosomes) to exceed the forces of the waves (thermal motion) to pull the boat in a certain 
direction, and the waves will continue to push the boat in that direction.   
 
MAINTAINING CHROMATIN‐SPINDLE FORCE BALANCE 
Although  much work has been done to examine the roles of packaging complexes, such as 
cohesin, to maintain chromosome packaging under tension from the mitotic spindle, the 
contribution of the chromatin itself in maintaining the balance of forces during mitosis is not well 
studied (Figure 2.5B) (Chai et al., 2010; Tanaka et al., 2005; Zhang et al., 2006).  Chromatin must be 
able to resist the forces applied by the microtubules by stretching instead of breaking, and it has 
been shown that reduction of the chromatin packaging (by depleting histones) is needed to 
maintain spindle length in response to spindle tension in budding yeast (Bouck and Bloom, 2007).  
The effects of pulling or pushing a material are quantified in its Young’s modulus (E), which 
represents the relationship of stress to strain and is measured in pascals (1 Pa = 1 N/m2 = 1 kg/(m x 
s2).  DNA and microtubules have a similar Young’s modulus, in the order of 1‐2 GPa, which is similar 
to hard plastics.  Although it has been more challenging to determine the Young’s modulus of the 
whole chromosome because it is not readily reconstituted outside of the cell, experiments have 
measured it to be between 40 and 400 Pa (Marshall et al., 2001; Nicklas, 1983).   
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Thus, it seems that the relative flexibility of chromatin could be acting as a buffer or ‘shock 
absorber’ to temper the forces generated by the spindle on the chromatin to prevent DNA breakage 
but still allow for tension‐sensing mechanisms to correctly establish bi‐orientation.  Further work 
into the geometry and packaging of the pericentric chromatin will elucidate the role of the 
chromatin spring in balancing the outward forces of the microtubules.   
 
THE FUTURE  
 
  The centromere is an essential site on every eukaryotic chromosome, and errors can lead to 
a wide range of diseases including cancer, aneuploidy‐related disorders such as Down’s syndrome, 
and death.  Although the level of complexity and underlying chromatin sequence varies across 
model organisms, a fundamental group of proteins, including the histone variant CENPA, is needed 
for attachment and function of the centromere.  The structure, deposition and regulation of the 
centromeric nucleosome continue to be studied in great detail.  CENPA variants have been identified 
in a wide range of eukaryotic organisms, but the structure of the nucleosome seems to vary by 
organism, and it will be important to understand the effects and implications of these differences.  
The geometry and physical properties of the pericentric chromatin are essential to our 
understanding of how chromosome segregation occurs, and we must continue to expand our 
understanding of the forces involved.  Future work will incorporate the contributions of various 
fields to develop a comprehensive model of centromere–kinetochore attachment and the nature of 
the centromeric and pericentromeric chromatin.  Approaching chromosome segregation from an 
interdisciplinary viewpoint ‐ by combining the molecular and the mechanical properties of the 
centromere and kinetochore ‐ will allow a better understanding of how fidelity in segregation is 
maintained.     
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FIGURE 2.1 ‐ Chromosome segregation in the cell cycle  
 
(A) The various stages of the cell cycle are depicted.  During interphase the cell undergoes growth 
and replication of the DNA.  Upon replication of the spindle pole body and DNA, the cell undergoes a 
second round of growth, and subsequently enters mitosis.  Mitosis is divided into prophase (when 
the chromatin is condensed), prometaphase (kinetochore microtubules start to interact with 
kinetochores), metaphase (chromosomes bi‐oriented), anaphase (the sister chromatids segregate to 
opposite spindle poles), and telophase (chromosomes decondense).  In most eukaryotes, the 
nuclear membrane degrades during mitosis and reforms during telophase, but this does not occur in 
budding yeast.  (B) The microscopy images (Canman et al., 2003; Ohta et al., 2010) show 
chromosomes in red and microtubules forming the mitotic spindle in green.  The proteinacious 
kinetochore forms at the centromere and mediates attachment to the spindle.  Shown are images of 
metaphase and anaphase cells. 
 
   
29 
 
   
30 
 
FIGURE 2.2 ‐ Characteristics of point and regional centromeres 
 
The point centromeres of budding yeast form a single microtubule attachment per chromosome, 
whereas larger regional centromeres will form multiple attachments.  The budding yeast 
centromere DNA is composed of the conserved centromere DNA element I (CDEI), CDEII and CDEIII.  
Larger regional centromeres do not contain DNA sequences, but the presence of a centromeric 
protein A (CENPA)‐containing nucleosome is conserved.  H3K4me2, histone H3 dimethylated at Lys4; 
H3K9me, histone H3 methylated at Lys9; H3K20me3, histone H3 trimethylated at Lys20; imr, 
inverted repeat sequence; otr, outer repeat. 
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FIGURE 2.3 ‐ The CENPA‐containing nucleosome 
 
(A)  Work in different organisms on the composition and physical properties (direction of DNA 
wrapping and supercoiling induction) of the centromeric nucleosome has given rise to a range of 
different possibilities: homotypic octamer (Saccharomyces cerevisiae (Camahort et al., 2009; Chen et 
al., 2000), Drosophila melanogaster (Blower et al., 2002)  and human cells (Blower et al., 2002; Foltz 
et al., 2006; Sekulic et al., 2010; Shelby et al., 1997)), heterotypic octamer (human cells (Foltz et al., 
2006)), reverse octamer (molecular dynamics (Bancaud et al., 2007; Lavelle et al., 2009)),  homotypic 
tetramer or tetrasome (Schizosaccharomyces pombe (Williams et al., 2009)) and heterotypic 
tetramer or hemisome (S. cerevisiae (Furuyama and Henikoff, 2009)  and D. melanogaster (Dalal et 
al., 2007a; Furuyama and Henikoff, 2009)). Furthermore, two alternative structures that contain the 
non‐histone protein Scm3 have been proposed: hexasomes (S. cerevisiae (Mizuguchi et al., 2007)) 
and trisomes (S. cerevisiae (Furuyama and Henikoff, 2009)  and D. melanogaster (Furuyama and 
Henikoff, 2009)). (Adapted from (Black and Cleveland, 2011)).  (B) Tension on the right‐handed 
reverse‐wrapped centromeric protein A (CENPA)‐containing nucleosome may cause it to split into 
two hemisomes (histone H2A, H2B, CENPA, and H4), and could serve as a site for the spindle 
assembly checkpoint to monitor attachment. HJURP, Holliday junction recognition protein. 
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FIGURE 2.4 ‐ Chromatin geometry at the centromere 
 
(A) Three models for the organization of the regional centromere have been proposed:  the looping 
model (Dalal et al., 2007a; Yeh et al., 2008; Zinkowski et al., 1991), the solenoid model (Birchler et 
al., 2009; Blower et al., 2002; Sullivan and Karpen, 2004) and  the sinusoidal patch model (Ribeiro et 
al., 2010).  The looping model proposes that the pericentric chromatin is looped out from the bulk 
chromatin towards the spindle pole. The solenoid model proposes that the pericentric chromatin 
forms a coil with centromeric protein A (CENPA)‐containing nucleosomes facing the spindle pole. 
The sinusoidal patch model attempts to explain the observed location of various constitutively 
centromere‐associated network (CCAN) proteins and the unfolding of the vertebrate kinetochore.  
(B) The budding yeast pericentromere adopts a cruciform (C‐loop) structure, which serves to place 
the centromere (and therefore the kinetochore) on the poleward‐facing side of the chromosomes 
(Yeh et al., 2008).  We equate the multiple loops of the looping model in part A to the whole mitotic 
spindle of budding yeast. 
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FIGURE 2.5 ‐ Applying the principles of polymer physics to chromosome segregation 
 
(A) Entropic forces drive the segregation of bulk chromatin. This is because it is energetically 
favourable for the polymers to segregate, as this allows them to adopt higher entropic states.  The 
mitotic apparatus provides directionality for this segregation and ensures that sister chromatids are 
equally segregated to daughter cells.  (B) It is important that the forces present at the mitotic 
spindle remain balanced to prevent breakage of the chromatin while maintaining tension along the 
chromatin (to sense bi‐orientation).  The microtubules exert an outwards force (towards the spindle 
pole), whereas the chromatin maintains an inwards force and is flexible enough to accommodate 
microtubule‐based tension.   
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TABLE 2.1 – Centromere‐associated proteins 
 
Proteins and protein complexes associated with the centromere in various model organisms (Amano 
et al., 2009; Foltz et al., 2006; Fukagawa and De Wulf, 2009; Ohta et al., 2010; Panchenko and Black, 
2009; Przewloka and Glover, 2009).  Protein names in red have been shown to be recruited directly 
by CENPA–containing nucleosomes (Foltz et al., 2006).  Overall, proteins and complexes are 
organized with respect to distance from CENPA –containing nucleosomes, and names highlighted in 
green are proposed to be part of the CENPA–nucleosome associated complex (NAC) and names in 
yellow are part of the CENPA–nucleosome distal proteins (CAD) (Foltz et al., 2006; Panchenko and 
Black, 2009).  (‐) indicates protein is unknown or unidentified.   
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APPENDIX 2.1 
 
BOX – The Kinetochore 
 
The kinetochore is a large, multiprotein complex needed to link the sister chromatids to the mitotic 
spindle during chromosome segregation.  The physical organization of the kinetochore into a 
trilaminar structure (Brinkley and Stubblefield, 1966; Jokelainen, 1967) is visible in electron 
microscopy images of vertebrate kinetochores, and the molecular composition follows this three‐
layer organization (Cheeseman and Desai, 2008; Joglekar et al., 2009; Joglekar et al., 2008; Joglekar 
et al., 2006; Santaguida and Musacchio, 2009; Welburn and Cheeseman, 2008).  The kinetochore 
forms on the microtubule plus end as a ‘basket’ of elongated molecules (namely Ndc80), that recruit 
the outer‐kinetochore components of the KMN network (which comprises the Knl1 complex, the 
Mis12 complex, and the Ndc80 complex) (Figure 2.6).  These outer‐kinetochore proteins dangle 
from the expanded basket surface generated by Ndc80 and can interact with the chromatin and 
proteins of the constitutively centromere‐associated network (CCAN).  The purpose of the basket is 
to allow the outer‐kinetochore components to move over a greater distance and increase the 
likelihood of encountering an unattached centromere.  The geometry of the centromeric protein A 
(CENPA)‐containing chromatin predisposes CENPA to be at the surface (see main text) and recruit 
the CENPA‐containing nucleosome‐associated complex (NAC) (Table 2.1).  The two halves of the 
kinetochore can then interact and form a stable attachment, connecting the chromosome to the 
microtubule. The kinetochore serves several important roles during chromosome segregation: it 
links chromosome movement to microtubule dynamics, monitors chromosome bi‐orientation and 
serves as a site of catalysis for synchronizing chromosome segregation with cell cycle events. 
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Appendix 2.2  
 
GLOSSARY TERMS 
 
KINETOCHORE: A multiprotein complex that assembles on centromeric DNA and mediates the 
attachment and movement of chromosomes along the microtubules of the mitotic spindle.  
HOLOCENTRIC CHROMOSOMES: Chromosomes lacking a localized centromere and primary 
constriction site.  In holocentric chromosomes, kinetochores are diffuse and kinetochore 
microtubules attach along the length of the chromosome. 
CENTROSOME: Specialized organelles that duplicate during interphase and that constitutes the 
centre of the mitotic spindle. 
CENTROMERIC CHROMATIN: The chromatin where centromeric protein A (CENPA) is incorporated, 
underlying the kinetochore. 
PERICENTRIC CHROMATIN:  The chromatin flanking the centromeric chromatin.  
NUCLEOSOME: The basic structural subunit of chromatin, which consists of ~147 base pairs of DNA 
wrapped ~1.7 times around an octamer of histones (2 copies each of H2A, H2B, H3 and H4). 
SATELLITE REPEATS: Specific DNA sequences that are repeated many times in long tandem arrays.  
DICENTRIC CHROMOSOME: A chromosome that carries two centromeres, which arise from the 
aberrant fusion of 'naked' telomeres or interstitial double‐strand breaks.  These can also be 
experimentally generated by inserting a second conditional centromere into a chromosome.   
POSITION EFFECT VARIEGATION:  Variable expression of DNA sequence based on temporal or 
quantitative effects from adjacent chromatin; for example, if an active gene is relocated to a 
heterochromatic region, it can randomly be silenced. 
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HEMISOME: (Heterotypic tetramer) A proposed nucleosome structure found at the centromere and 
composed of one copy each of H2A, H2B, CENPA, and H4. 
TETRASOMES: (Homotypic tetramers) Proposed nucleosome structures found at the centromere 
and composed of two copies each of centromeric protein A (CENPA) and H4. 
HEMISOME: (Heterotypic tetramer) A proposed nucleosome structure found at the centromere and 
composed of one copy each of H2A, H2B, centromeric protein A (CENPA) and H4.  
HOMOTYPIC OCTAMERS: In the context of nucleosome composition, octamers in which both copies 
of H3 have been replaced by centromeric protein A (CENPA). 
HETEROTYPIC OCTAMER: In the context of nucleosome composition, an octamer in which only one 
copy of H3 has been replaced by centromeric protein A (CENPA). 
AMPHITELIC ATTACHMENT: Connection of sister kinetochores to microtubules that emanate from 
opposite spindle pole bodies.  
INTRAMOLECULAR LOOP: A loop of chromatin formed by bringing distant regions of the same sister 
chromatid together, as opposed to intermolecular interactions between sister chromatid pairs.  It is 
the proposed structure of the pericentromeric chromatin in budding yeast. 
ENTROPY: A thermodynamic property related to the state of disorder of a system. 
THERMAL MOTION: The random motion and collision of particles owing to temperature.   
YOUNG’S MODULUS: (Also known as elastic modulus.) A measure of the stiffness of a polymer, 
measured as stress divided by strain.   
STRESS: In the context of polymer physics, stress is defined as the force per unit area and measures 
how a material responds to external force.  
STRAIN: In the context of polymer physics, strain measures the deformation of the material, 
measured as change in length over length (ΔL/L). 
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CHAPTER 3: TENSION‐DEPENDENT NUCLEOSOME REMODELING AT THE PERICENTROMERE  
IN YEAST1 
 
INTRODUCTION 
 
  Nucleosomes form the basis for packaging of DNA into chromatin.  Two copies each of 
histones H2A, H2B, H3 and H4, are wrapped by 145‐147 bp of DNA (Luger et al., 1997).  Histone 
protein levels are tightly regulated, as both overexpression and depletion have deleterious effects, 
including disruption of nucleosome organization surrounding the centromere (Saunders et al., 
1990).  Histone genes are transcribed and the protein incorporated during DNA replication.  Histone 
deposition is thought to occur in a step‐wise manner, with H3‐H4 tetramers bound first, followed by 
two H2A‐H2B dimers (Akey and Luger, 2003; Verreault, 2000).  Histone eviction has been proposed 
to occur in reverse, with H2A/H2B being more mobile than H3/H4 (Jamai et al., 2007; Kimura and 
Cook, 2001).  Outside of replication‐dependent histone incorporation, histones are known to be 
dynamic during transcription in a manner dependent on RNA polymerase II (Chen et al., 2005; Deal 
et al., 2010; Dion et al., 2007; Kim et al., 2007; Kimura, 2005; Lee et al., 2004; Lopes da Rosa et al., 
2011; Thiriet and Hayes, 2005; Widmer et al., 1984).   
Individual histones display different dynamic properties within actively transcribed or silent 
regions.  Histone H2B is dynamic at both active and inactive loci, whereas histone H3 is dynamic 
                                                            
1 This chapter previously appeared as an article in Molecular Biology of the Cell.  The original citation is as 
follows: Verdaasdonk, J.S., Gardner, R., Stephens, A.D., Yeh, E., and Bloom, K. (2012).  Tension‐dependent 
nucleosome remodeling at the pericentromere in yeast.  Mol Biol Cell 23, 2560‐2570. 
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predominantly at active loci (Jamai et al., 2007; Pusarla and Bhargava, 2005).  Histone H3 displays 
rapid exchange at highly transcribed regions, such as rRNA gene loci, associated with the 
incorporation of an H3 variant (Ahmad and Henikoff, 2002; Lopes da Rosa et al., 2011; Thiriet and 
Hayes, 2005).  Histones are sTable 3.during metaphase in HeLa cells when transcription is silenced, 
and when transcription resumes upon anaphase onset histones are found to be more dynamic 
(Chen et al., 2005).  Similarly, histones are exchanged during a single cell cycle in yeast (Cho et al., 
1998; Schwabish and Struhl, 2004).   
Histone dynamics are regulated by ATP‐dependent chromatin remodeling complexes, which 
in budding yeast include the ISWI and SWI2/SNF2 (SWI/SNF and RSC)  families of chromatin 
remodelers (Clapier and Cairns, 2009). The Imitation Switch (ISWI) family of is known to remodel 
nucleosomes as well as function as a chromatin assembly factor (Corona et al., 1999).  Isw2p is the 
nucleosome‐stimulated ATPase of the ISW2 complex in the ISWI family of chromatin remodelers 
that exhibits nucleosome spacing activities resulting in increased nucleosome occupancy (Flaus and 
Owen‐Hughes, 2003; Tsukiyama et al., 1999; Whitehouse et al., 2007; Whitehouse et al., 2003).  
Isw2p is located throughout the nucleus in budding yeast (Figure 3.S1).  Antagonistic activities of 
ISW2 and SWI/SNF control gene expression; ISW2 increases nucleosome occupancy to exclude 
SWI/SNF and silence gene expression (Tomar et al., 2009).  The yeast SWI/SNF (switching defective/ 
sucorse nonfermenting) and RSC (remodels the structure of chromatin) remodeling complexes 
contain the conserved homologous ATPase subunits Swi2p/Snf2p and Sth1p/Nps1p, respectively 
(Cairns et al., 1996; Du et al., 1998; Tsuchiya et al., 1992; Vignali et al., 2000).  Sth1p/Nps1p 
demonstrates DNA‐dependent ATPase activity resulting in the eviction of nucleosomes (Chaban et 
al., 2008; Erkina et al., 2010; Lorch et al., 2006; Parnell et al., 2008), is essential for mitotic growth 
(Cairns et al., 1996; Cao et al., 1997; Saha et al., 2002; Tsuchiya et al., 1998; Xue et al., 2000) and is 
located thoughout the nucleus (Figure 3.S1).   
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RSC is required for chromatin organization in the pericentromere and kinetochore structure 
in budding yeast (Hsu et al., 2003; Tsuchiya et al., 1998).  Loss of Sth1p/Nps1p function results in 
reduced histone occupancy around the centromere by nucleosome‐scanning assay and ChIP (Desai 
et al., 2009) and leads to cell cycle arrest at G2/M.  Nucleosomes flanking the centromere are 
subject to disruptive tension from the spindle which would require removal of mislocalized 
nucleosomes and reloading them in the proper postion.  In the absence of nucleosome removal (ie., 
loss of RSC), the nucleosomes flanking the centromere cannot be efficiently repositioned, become 
disorganized and the net effect is reduced overall occupancy (Desai et al., 2009).    
The pericentromere is approximately 50kb of chromatin flanking the centromere forming a 
C‐loop (Yeh et al., 2008).  This chromatin is located in a defined region in metaphase cells (~800 by 
~300 nm cylinder between the spindle pole bodies, Figure 3.1A), corresponding to the region 
enriched for cohesin and condensin (Stephens et al., 2011; Yeh et al., 2008).  The pericentromeric 
chromatin acts as an elastic spring to balance the outward forces exerted by the mitotic spindle in 
metaphase (Bouck and Bloom, 2007; Stephens et al., 2011).  To determine the contribution of 
histone dynamics in packaging and maintaining the metaphase chromatin spring we measured 
histone turnover within the pericentromere and its regulation by ATP‐dependent chromatin 
remodeling factors.  We show that regulation of histone dynamics by chromatin remodelers is 
important for kinetochore structure, pericentromeric chromatin organization and metaphase 
spindle length.   
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RESULTS 
 
HISTONE DYNAMICS DIFFER IN THE PERICENTROMERE AND CHROMOSOME ARM DURING 
METAPHASE   
  We have determined the dynamics of histones H2B and H4 in the pericentromere and the 
chromosome arm during metaphase in Saccharomyces cerevisiae by measuring the half life (t½) of 
fluorescence recovery after photobleaching (FRAP).  Strains containing histone tagged with GFP and 
spindle pole bodies tagged with RFP (Materials and Methods, Table 3.1) allowed us to demarcate 
the pericentromere from chromosomal arms in a living cell.  The pericentromere lies between the 
spindle pole bodies (Yeh et al., 2008) and the chromosome arms are distal to the spindle (Figure 
3.1).   
Histones within the pericentromere exhibit faster turnover rates than in the chromosome 
arms.  Histone H2B has a half life (t½) of 62 seconds in the pericentromere during metaphase 
compared to 87 seconds in the arm (Figures 3.1B and 3.2A, and Table 3.S1).  Histone H4 has a half 
life of 76 seconds in the pericentromere compared to 121 seconds in the chromosome arm (Figures 
3.1C and 3.2A, and Table 3.S2).  H2B is more dynamic than H4 in both regions of the chromosome.  
For both H2B and H4, the half life values of the chromosome arm are significantly slower compared 
to the pericentromere (Student’s t‐test, p<0.05).  The final percent recoveries of histone protein 
were found to be similar for both regions and histones measured indicating similar levels of mobile 
protein (Figure 3.2B and Tables 3.S1 and 3.S2).  The individual dynamics of H2B and H4 both within 
the pericentromere and the arms is consistent with the observations that each histone pair, 
H2A/H2B and H3/H4 are independently regulated (Akey and Luger, 2003; Jackson, 1987; Jin et al., 
2005; Ladoux et al., 2000; Smith and Stillman, 1991; Thiriet and Hayes, 2005).   
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HISTONE DYNAMICS IN THE PERICENTROMERE ARE REDUCED UPON LOSS OF SPINDLE‐BASED 
TENSION   
To determine whether histone dynamics in the pericentromere were influenced by spindle‐
based tension, we treated cells with the microtubule depolymerizing drug nocodazole (noc.) and 
examined histone half‐life.  In nocodazole arrested cells, the spindle pole bodies collapse into a 
single diffraction‐limited spot and the pericentromeric chromatin remains adjacent to the spindle 
pole bodies.  Upon photobleaching, we observed two populations if histone recovery.  There was a 
significant reduction in the number of cells with measurable H4 recovery dynamics in the 
pericentromere, with the chromosome arm largely unaffected (pericentromere: 92% untreated WT 
vs. 55% noc. treated; arm: 97% untreated WT vs. 85% noc. treated; Fisher’s exact test, p<0.05, 
Figure 3.3A).  H2B also showed a decrease in cells exhibiting measurable dynamics (pericentromere: 
92% untreated WT vs. 74% noc. treated; arm: 100% untreated WT vs. 83% noc. treated), but these 
were not found to be statistically significant (Fisher’s exact test, p<0.05, Figure 3.3A).   
When histone recovery was measurable, H2B half life was significantly slowed in the 
pericentromere (62 seconds untreated WT vs. 121 seconds noc. treated; Student’s t‐test, p<0.05, 
Figure 3.3B and Table 3.S1).  There was no significant change in H2B recovery in the chromosome 
arm upon nocodazole treatment, or any significant changes in final percent recovery (Figures 3.3B 
and 3.3C).  Therefore, upon reduction of spindle tension by nocodazole treatment, the dynamics of 
pericentromeric H2B and H4 are reduced.   
  An alternative method to reduce pericentric tension was employed by introducing a 
conditional allele of the kinetochore protein Nuf2 (Gal‐NUF2).  On galactose media the cells express 
NUF2 and are able to assemble the kinetochore, whereas on glucose media NUF2 expression is 
repressed compromising kinetochore function.  Loss of Nuf2p resulted in reduced histone dynamics 
in the pericentromere but not the chromosome arm for both H2B and H4 (H2B: pericentromere: 62 
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seconds WT vs. 94 seconds Gal‐NUF2 on glu; arm: 87 seconds WT vs. 86 seconds Gal‐NUF2 on glu; 
H4: pericentromere: 76 seconds WT vs. 97 seconds Gal‐NUF2 on glu; arm: 121 seconds WT vs. 135 
seconds Gal‐NUF2 on glu; Student’s t‐test, p<0.05, Figure 3.3B and Tables 3.S1 and 3.S2).  The final 
percent recovery of H2B was not significantly affected, whereas the final percent recovery of H4 in 
the pericentromere was significantly reduced (64% WT vs. 30% Gal‐NUF2 on glu; Figure 3.3C), 
indicating a reduced level of mobile histones.  Thus, like nocodazole treatment, the loss of spindle 
tension via reduction of kinetochore function results in significantly reduced histone dynamics in the 
pericentromere and not in the chromosome arm. 
 
INCREASED HISTONE DYNAMICS ARE THE RESULT OF INCREASED HISTONE REMOVAL  
At least two properties of histone dynamics can contribute to the observed behavior in the 
pericentromere: either the histones are removed from DNA more frequently in the pericentromere, 
or histones are replaced more quickly leaving binding sites in the arm unbound longer.  In order to 
address these possible explanations, we examined the dynamics of H2B tagged with a 
photoactivatable GFP (paGFP) fluorophore (Vorvis et al., 2008).   
The highly dynamic nature of proteins can be visualized using photoactivation (Figure 3.4A).  
As a control, we examined the dispersion characteristics of photoactivated Erg6p, a membrane 
protein involved in ergosterol biosynthesis (Gaber et al., 1989; Vorvis et al., 2008).  Erg6p exhibited 
dispersion in all of the examined cells, indicative of a high level of dynamics (Figure 3.4B and Table 
3.S3).  Dispersion was measured by quantifying the loss of signal intensity in a 2.6 μm x 2.6 μm area 
over time (20 x 20 pixels, Materials and Methods).  Photoactivation of H2B in the pericentromere 
and chromosome arm reveals that the percentage of cells showing histone dispersion is not 
significantly different in the pericentromere and the chromosome arm (79% vs. 83%, respectively; 
Fisher’s exact test, p<0.05, Figure 3.4B).  The removal dynamics of histone protein are not different 
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in the pericentromere and chromosome arm.  Therefore the increased histone dynamics observed 
by FRAP in the pericentromere under tension are likely the result of active processes replacing lost 
histones more rapidly.   
Loss of spindle tension leads to a significant decrease in the percentage of cells displaying 
dispersion of photoactivated H2B in the pericentromere but not the chromosome arm 
(pericentromere: 79% untreated WT vs. 33% noc. treated; arm: 83% untreated WT vs. 46% noc. 
treated; Fisher’s exact test, p<0.05, Figure 3.4B).  The reduced histone dispersion in the 
pericentromere in collapsed spindles points to reduced histone removal from the DNA in the 
absence of tension.  The fluorescence recovery after photobleaching and photoactivation data 
indicate an active histone replacement time under tension, and an increased histone dwell time 
(slower off rate) in the pericentromere upon loss of spindle tension.  
 
LOSS OF STH1p/NPS1p OR ISW1p LEADS TO REDUCED HISTONE TURNOVER IN THE 
PERICENTROMERE 
To address whether chromatin remodelers are involved in nucleosome exchange at the 
pericentromere, we measured histone dynamics in mutations in RSC (Sth1p/Nps1p) and Isw2p.  In 
the absence of RSC activity (nps1‐105 ts allele), cells arrest in metaphase with defects in kinetochore 
assembly and segregation (Hsu et al., 2003; Tsuchiya et al., 1998).  In the nps1‐105 mutant at 
permissive temperature (24°C), there is a significant decrease in the percentage of cells exhibiting 
measurable histone‐GFP recovery in the pericentromere (H2B: 92% WT vs. 60% nps1‐105; H4: 92% 
WT vs. 58% nps1‐105; Fisher’s exact test, p<0.05, Figure 3.3A and Tables 3.S1 and 3.S2).  Of the cells 
with measurable histone recovery, the half life (t½) of H2B is significantly slowed as compared to 
wild‐type (pericentromere: 62 seconds WT vs. 116 seconds nps1‐105; arm: 87 seconds WT vs. 125 
seconds nps1‐105; Student’s t‐test, p<0.05, Figure 3.3B).  The half life of H4 is also significantly 
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altered in both the pericentromere and chromosome arm in nps1‐105 cells as compared to wild‐
type (pericentromere: 76 seconds WT vs. 119 seconds nps1‐105; arm:  121 seconds WT vs. 75 
seconds nps1‐105; Student’s t‐test, p<0.05, Figure 3.3B).  The final percent recovery of histone H4 in 
nps1‐105 cells is significantly reduced from wild‐type in the pericentromere but unaffected in the 
chromosome arm (pericentromere: 64% WT vs. 33% nps1‐105; arm: 52% WT vs. 60% nps1‐105; 
Student’s t‐test, p<0.05, Figure 3.3C). Histone exchange in the pericentromere is dependent upon a 
fully functional RSC complex.  Using the photoactivatable H2B, the fraction of cells exhibiting 
dispersion is unchanged (Fisher’s exact test, p<0.05, Figure 3.4B).  Thus, histones are evicted in nps1‐
105, but the mechanisms replacing lost histones are diminished (Figures 3.3A and 3.3B). 
RSC chromatin remodeling during metaphase primarily affects the histone dynamics in the 
pericentromere, with histone dynamics in the chromosome arm affected to a lesser degree.  The 
nucleus‐wide alteration of histone dynamics is consistent with the essential nature of STH1/NPS1.  
However, histones in the pericentromere more often display no measurable recovery (Figure 3.3A), 
indicating a regional specificity for RSC chromatin remodeling activity.   
The requirement for antagonistic chromatin remodeling has been demonstrated at 
promoter regions to control expression levels (Erkina et al., 2010; Tomar et al., 2009).  We reasoned 
that histone occupancy at the pericentromere may also reflect balanced chromatin remodeling.  
ISW2 has been found to counter the histone removal activity of SWI/SNF chromatin remodeling 
(Tomar et al., 2009).   
In the absence of ISW2 activity (isw2Δ), the half life (t½) of both histones H2B and H4 is 
significantly slower in the pericentromere but not the chromosome arm as compared to wild‐type 
cells.  H2B half life slows from 62 seconds in wild‐type to 103 in isw2Δ cells, and H4 half life slows 
from 76 seconds in wild‐type cells to 119 seconds in isw2Δ cells (Student’s t‐test, p<0.05, Figure 3.3B 
and Tables 3.S1 and 3.S2).  Similarly, the final percent recovery is significantly lower in the 
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pericentromere but not the chromosome arm for both histones H2B and H4 (Student’s t‐test, 
p<0.05, Figure 3.3C).  Wild‐type H2B percent recovery in the pericentromere is 58% and is reduced 
to 40% in isw2Δ cells.  H4 percent recovery in the pericentromere is 64% in wild‐type cells and is 
reduced to 37% in isw2Δ cells.  Consistent with the non‐essential nature of ISW2, there is no 
significant difference in the percent of cells showing measurable histone recovery between wild‐
type and isw2Δ cells (Fisher’s exact test, p<0.05, Figure 3.3A).  As in the nps1‐105 cells, there was no 
significant change in percent of cells exhibiting dispersion after photoactivation in isw2Δ cells as 
compared to wild‐type (Fisher’s exact test, p<0.05, Figure 3.4B).  This data suggests that the primary 
role for ISW2 is maintenance of nucleosome occupancy under tension by reloading histones rather 
than eviction, as there is no decrease in percent of cells exhibiting measurable recovery (Figure 
3.3A).   
 
CHROMATIN PACKAGING CONTRIBUTES TO KINETOCHORE ORGANIZATION  
In yeast, the 16 kinetochores are clustered into a close‐to‐diffraction limited spot.  To 
address whether histone occupancy is important for this organization, we examined the structure of 
the inner (Ame1p‐GFP or Mif2p‐GFP) and outer (Spc24p‐GFP or Nuf2p‐GFP) kinetochore (Figures 
3.5A and 3.5B).  From this analysis, we observed significant disruption of the kinetochore in 
conditions that perturb chromatin packaging.   
We first examined kinetochore structure upon the depletion of histone H3, and found that 
the inner, but not the outer (as in Bouck and Bloom, 2007), kinetochore is disrupted (Figure 3.5C 
and Table 3.S4).  Cells expressing the sole copy of H3 under the galactose promoter exhibit 
disruption of the inner kinetochore (Mif2p‐GFP) in 6% of cells.  Upon reduction of histone H3, 30% 
of the cells show disruption of the inner kinetochore, a significant increase (Fisher’s exact test, 
p<0.05, Figure 3.5C).  Decreasing histone density specifically affects the inner kinetochore 
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organization leaving the microtubule binding components (Nuf2p‐GFP) structurally intact.  The 
significant disruption of the inner kinetochores observed in H3‐repressed cells is not simply the 
disaggregation of the 16 individual kinetochores because the outer kinetochore components 
remains properly organized. Thus, the underlying pericentromeric chromatin contributes to the 
structure of the inner kinetochore and the correct linkage with the microtubule binding outer 
kinetochore.  
Loss of RSC function (nps1‐105 at restrictive temperature, 37°C) results in significant 
disruption of both the inner and outer kinetochores.  The inner (Ame1p‐GFP) and outer (Spc24p‐
GFP) kinetochores of nps1‐105 cells are disrupted 37% and 24%, respectively, as compared to 6% 
and 3% in wild‐type cells (Fisher’s exact test, p<0.05, Figure 3.5C and Table 3.S4).   The increase in 
disruption is more dramatic in the inner kinetochore (6% WT vs. 37% nps1‐105) supporting the 
hypothesis that disruption of the underlying chromatin results in disrupted kinetochore 
organization. The disruption of the outer kinetochore (Spc24p‐GFP) in nps1‐105 cells may suggest a 
role for RSC in kinetochore organization or stability.  We did not observe increased kinetochore 
disruption in isw2Δ cells (Fisher’s exact test, p<0.05, Figure 3.5C).  Thus, nucleosome density and 
mobility within pericentromeric chromatin is essential in maintaining kinetochore structure.   
 
DISCUSSION 
 
PATTERNS OF HISTONE DYNAMICS IN METAPHASE   
The proper organization of the pericentromere is essential for balancing spindle forces in 
metaphase as well as the attachment and alignment of sister chromatids.  The work presented here 
provides a model for maintenance of histone occupancy in the pericentromere under tension 
though the balanced remodeling activities of RSC and ISW2 (Figure 3.6).  The chromatin remodeling 
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activities of RSC and ISW2 are needed to maintain a balance of on and off rates of histones in the 
pericentromere.  Loss of RSC activity (Figure 3.6D) results in reduced off rates (increased dwell time, 
Figure 3.3B) and slowed reloading of histones that are displaced (Figure 3.3B), as well as disrupted 
kinetochore organization (Figure 3.5C).  These data are consistent with roles for RSC in both histone 
removal and reloading.  The loss of Isw2p (Figure 3.6E) also results in slower histone dynamics 
(Figure 3.3B), likely due to disrupted reloading of histones.  Given that ISW2 is non‐essential, other 
remodeling complexes may contribute to reloading histones at the pericentromere.  ISW2 is known 
to interact genetically with various components of both the INO80 chromatin remodeling complex 
and Chromatin Assembly Complex (CAF‐1) (Collins et al., 2007; Costanzo et al., 2010; Hannum et al., 
2009; Vincent et al., 2008), suggesting possible roles for these remodelers in the maintenance of 
histone occupancy in the pericentromere.  Balanced remodeling at gene promoters has been shown 
to be required for maintenance of proper gene expression (Tomar et al., 2009).  These experiments 
demonstrated synthetic lethality between Isw2 and Snf2 of the SWI/SNF chromatin remodeling 
complex (Nps1/Sth1 is a Snf2 homolog).  The remodeling activities of RSC and ISW2 are critical for 
nucleosome occupancy in the pericentromere while accommodating physical tension.   
During chromosome segregation, the mitotic spindle exerts an outward force on the 
chromosomes that exceeds the amount of force required for nucleosome eviction (Mihardja et al., 
2006; Nicklas, 1983, 1988; Yan et al., 2007).  We hypothesize that the eviction of nucleosomes under 
tension serves to equalize the tension across the pericentromeric chromatin.  The cell must maintain 
a balance between nucleosome eviction and reloading to maintain kinetochore organization.  Here 
we provide evidence coupling the imposition of mechanical force (spindle tension) to a distinct 
chemical reaction to remodel chromatin.  Tension sensing is an important component of the 
spindle‐assembly checkpoint, required for preventing aneuploidy and chromosome missegregation 
(Biggins and Murray, 2001; Luo et al., 2010; Musacchio and Salmon, 2007; Nicklas, 1997; Nicklas et 
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al., 1995; Stern and Murray, 2001).  In order to ensure consistent tension sensing, the chromatin 
spring must accommodate the fluctuating forces exerted by growing and shortening microtubules 
without DNA breaks.  This consistent tension sensing is accomplished by the balanced off and on 
rates dictated, at least in part, by RSC and ISW2 chromatin remodeling.   
  In addition to examining the dynamics of nucleosome turnover in response to tension, this 
work suggests an ordered sequence of histone removal and deposition (Akey and Luger, 2003; Jamai 
et al., 2007; Kimura and Cook, 2001; Verreault, 2000).  We find that in wild‐type cells H2B dynamics 
are more rapid than H4 (Figure 3.2A).  In the absence of tension due to nocodazole treatment, H2B 
turnover is significantly slower (Figure 3.3B) and fewer cells exhibit H4 recovery (Figure 3.3A) in the 
pericentromere.  Upon repression of an essential kinetochore protein (Gal‐Nuf2), both H2B and H4 
dynamics are slowed and H4 exhibits a lower final percent recovery, which indicates a lower mobile 
fraction (Figures 3.3B and 3.3C).  From these data, we hypothesize that the H2A‐H2B dimer must be 
removed to allow for H3‐H4 tetramer mobility.  This normal sequence of eviction and deposition 
seems to be abolished in the RSC mutant (nps1‐105), as H4 turnover is more rapid than that of H2B 
in the chromosome arm (Figure 3.3B) and overall dynamics are suppressed in the pericentromere 
(Figure 3.3A).  The observed differences in histone dynamics point to an ordered remodeling which 
is accomplished in large part by RSC remodeling throughout the nucleus.  From these data, we can 
hypothesize that histone eviction as a result of physical tension occurs in a two‐step manner, with 
H2B being more mobile than H4.   
 
REDEFINING THE PERICENTROMERE 
  This research shows that the pericentromere surrounding the point centromere of budding 
yeast is functionally distinct from the bulk chromosome arms during mitosis.  Traditionally the 
pericentromere is delineated by histone modifications and variants that result in the unique state of 
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chromatin at the centromere, which has been termed centrochromatin (Sullivan and Karpen, 2004).  
In addition to histone modifications and variants, the physical state of the chromatin serves to 
define the pericentromere.  Chromatin under tension exhibits a distinct pattern of nucleosome 
dynamics that might functionally distinguish pericentromeric chromatin during mitosis in budding 
yeast.   
The underlying pericentromeric chromatin is required to form kinetochore‐microtubule 
attachments and maintain kinetochore clustering when under spindle‐based tension.  The platform 
on which the kinetochore is built depends on the sequence‐specific centromere DNA as well as the 
flanking pericentromeric chromatin.  Unlike promoters and repressors that serve as sign posts for 
starting or stopping transcription, the centromere DNA locus forms a node within a larger chromatin 
network upon which the kinetochore is built.  The finding that 30% of the inner kinetochores are 
disrupted without disruption of the outer kinetochore in H3 repressed cells reveals that the inner 
kinetochore relies upon an intact chromatin foundation.  In contrast, that the outer kinetochore is 
less dependent on the underlying chromatin.  We propose that the pericentromeric chromatin 
surrounding a point centromere contributes to the maintenance of kinetochore organization.  The 
structure of the underlying foundation is likely to consist of chromatin meshwork under tension, 
organized around nodes of Cse4p.   
We have previously shown that the force produced by the mitotic spindle is not exerted in a 
linear fashion between the sister centromeres (Stephens et al., 2011; Yeh et al., 2008).  Rather, the 
chromatin loops, which are radially dispersed relative to the microtubule spindle axis, provide a 
vector perpendicular to the site of kinetochore‐microtubule attachment and microtubule 
lengthening and shortening axis.  The consequence of this organization is that the chromatin 
platform occupies a larger area than the sites of microtubule or kinetochore attachment.  The 
organization of the pericentromeric chromatin into a surface platform containing both Cse4p‐ and 
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H3‐containing nucleosomes may be analogous to the organization of chromatin in larger regional 
centromeres where a large surface of centromere chromatin is exposed on the surface of the 
chromosome.  It is known that pericentromeric chromatin of regional centromeres is organized into 
higher order structure in which inner kinetochore components (such as CENP‐T/W) are known to 
interact with H3‐containing nucleosomes (Marshall et al., 2008; Ribeiro et al., 2010; Santaguida and 
Musacchio, 2009).  The filamentous NDC80 complex connects the inner kinetochore plate to the 
outer microtubule‐binding side of the kinetochore by associating with CENP‐T/W via the Mis12 and 
Knl1 complexes.  By building the inner kinetochore on a larger chromatin platform instead of foci of 
Cse4p, the linkage from the microtubule can be distributed across a larger area of chromatin.   
 
MATERIALS AND METHODS 
 
YEAST STRAINS AND IMAGING 
  All strains in this study were constructed in the YEF473A background (Bi and Pringle, 1996) 
unless otherwise noted.  Most proteins were tagged with fluorescent proteins through homologous 
recombination at the C‐terminus using PCR‐amplified fragments (Joglekar et al., 2009).  NUF2‐GFP 
and Gal‐H3 strains were constructed as previously described (Bouck and Bloom, 2007).  Tagging with 
photoactivatable GFP was performed as previously described (Vorvis et al., 2008). 
Yeast strains were grown in YPD (2% glucose, 2% peptone, and 1% yeast extract) prior to 
imaging at 32°C for untreated wild‐type and nocodazole treated cells and 24°C for nps1‐105 and 
isw2Δ strains (Table 3.1, strain list).  Overnight cultures were diluted into fresh YPD media several 
hours prior to imaging and grown to early‐mid logarithmic phase.  Cells were washed and imaged on 
2% glucose slab media.  Nocodazole treatment to depolymerize microtubules was done by adding 
nocodazole to a final concentration of 20 μg/mL one hour prior to imaging.  Gal‐H3 cells were 
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depleted of H3 as described in (Bouck and Bloom, 2007).  Gal‐Nuf2 strains were grown overnight in 
YPG (2% galactose, 2% peptone, and 1% yeast extract) at 24°C to early‐mid logarithmic phase.  
Approximately one hour prior to imaging, cells were washed with water and resuspended in YPD at 
24°C to repress Nuf2 expression.   
Cells were imaged on a wide field Nikon Eclipse TE2000‐U or Nikon FN600 (Nikon, East 
Rutherford, NJ, USA) microscope stand with a 100X Plan Apo 1.4 NA digital interference contrast 
(DIC) oil immersion lens and an Orca ER Camera (Hamamatsu Photonics K.K., Hamamatsu City, 
Japan). MetaMorph 6.1 (Molecular Devices, Downington, PA, USA) was used to acquire 2x2 binned 5 
plane z‐series stacks every 500 nm for FRAP experiments.  For characterization of kinetochore 
organization, unbinned 5plane z‐series stacks were acquired and the single brightest (most in focus) 
plane was analyzed.   
 
FLUORESCENCE RECOVERY AFTER PHOTOBLEACHING 
  FRAP experiments were performed by acquiring a z‐series in both the GFP and RFP channels 
prior to photobleaching.  Throughout, a neutral density (ND4) filter was used to reduce 
photobleaching during photoacquisition.  Proteins were photobleached with a single 50 ms pulse of 
488nm laser light focused on the image plane in a diffraction limited spot.  A 5 plane z‐series of the 
GFP channel was acquired immediately post‐bleach and every 20 seconds for 6 minutes.  After the 
end of the GFP timelapse, a z‐series of the RFP channel was taken to ensure that the cell did not 
enter anaphase.   
The RFP spindle pole bodies were used to determine if the cells were in metaphase (spindle 
length between 1.4‐1.8 micron) and the position of the photobleached region.  For nocodazole 
treated cells we examined medium budded cells with fully collapsed spindle pole bodies.  To ensure 
that our analysis in the nps1‐105 mutant is also of metaphase cells, we examined spindle pole 
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(Spc29p‐RFP) to kinetochore (Ame1p‐GFP) distances in both wild‐type and nps1‐105 cells.  Upon 
anaphase onset, the distance between the spindle pole and kinetochore is reduced.  In wild‐type 
cells this occurred when the spindle was approximately 1.9‐2 microns, and similar values were 
observed in nps1‐105 cells at permissive temperature (Figure 3.S2).  Therefore, we can use the same 
spindle length criteria (between 1.4‐1.8 micron) to examine metaphase histone dynamics.  Gal‐Nuf2 
cells exhibited a metaphase arrest so we examined only cells with medium buds, spindles less than 
1.8 microns, and wild‐type roughly circular histone signal (corresponding to pre‐anaphase nuclear 
shape).  
Post‐acquisition, maximum projection images were compiled from each z‐series at each 
timepoint.  A 5 x 5 pixel square was drawn over the photobleached region and copied to the RFP 
image of the spindle pole bodies.  The pericentromere was defined by a rectangle corresponding to 
the region of cohesin enrichment, approximately 800 nm by 300 nm between the spindle pole 
bodies (Yeh et al., 2008).  The 5x5 photobleached region was defined as pericentromeric if more 
than half of the pixels fell within the cohesin cylinder rectangle dimension (Figure 3.1). 
  To calculate half life (t½) and percent protein recovery, integrated intensity values were 
measured at each time point for a 5 x 5 region over the photobleached spot, an unbleached region 
in the same nucleus, the cell background, and an unbleached cell in the same field of view.  These 
values were further analyzed using Microsoft Excel (Microsoft, Richmond, Washington).  We 
corrected for photobleaching during acquisition by measuring the unbleached intensity over time.  
The FRAP rate constant (k) was calculated as follows: [Finf –F(t)]/[Finf – F(0)] = e
‐kt, where Finf is the 
average fluorescence intensity after maximum recovery, F(t) is the fluorescence intensity at each 
time point, F(0) is the fluorescence intensity at t=0 sec immediately post‐bleach, k is the rate 
constant for exponential decay, and t is time.  t½ was calculated as ln2/k, and percent recovery 
equals [Finf –F(0)]/[Fpre – F(0)].   
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  Samples with a negative percent recovery were classified as displaying no measurable 
recovery.  The number of samples exhibiting measurable recovery or not was compared to wild‐type 
values by Fisher’s exact test of statistical significance.  Fisher’s exact test is a statistical significance 
test used to analyze contingency tables, similar to a chi‐squared test but allows for smaller sample 
sizes.  Of the cells displaying recovery, further statistical analysis was done using Microsoft Excel.  
The upper and lower ranges were calculated as quartile (Q)1 – 1.5 x interquartile range (IQR) and Q3 
+ 1.5 x IQR.  Values below or above these limits were defined as outliers.  Mean averages and 
standard deviations of t½ and percent recovery were calculated (summarized in Tables 3.S1 and 
3.S2).  To determine if data sets to be compared had statistically significantly different variances, we 
first performed an F‐test (p<0.05).  Subsequently, two‐tailed Student’s t‐tests (type 2 or 3, 
depending on F‐test result) were performed to determine if the values were statistically significant 
(p<0.05).   
 
PHOTOACTIVATION 
  Similar to the FRAP technique described above, photoactivation experiments were 
performed by acquiring a z‐series in both the GFP and RFP channels prior to photoactivation.  A 
neutral density (ND4) filter was used to reduce photoactivation during photoacquisition.  Proteins 
were photoactivated with 1‐3 800ms pulses of 458/10nm laser light.  We have also imaged these 
strains using 405nm excitation light exciting the full field of view as a control.  A z‐series of the GFP 
channel was acquired immediately post‐bleach and every 15 seconds for 6 minutes.  After the end 
of the GFP timelapse, a z‐series of the RFP channel was taken to ensure that the cell did not enter 
anaphase.  The RFP spindle pole bodies were used to determine if the cells were in metaphase 
(spindle length between 1.4‐1.8 micron) and the position of the photoactivated region.   
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  For analysis, z‐series stacks were compiled into maximum projection images for each 
timepoint.  The background intensity value was obtained from the pre‐photoactivation images.  
These are defined as the average intensity of a 20x20 pixel region plus three standard deviations.  
For each post‐photoactivation frame, we determined the number of pixels in the region that were 
brighter than the background value.  We then corrected for photoactivation during acquisition by 
subtracting the average intensity of a 20x20 pixel region in an unphotoactivated cell in the same 
field of view.  The corrected number of pixels brighter than background were plotted over time.  
Proteins were characterized as dispersive or not dispersive based on the slope – dispersive samples 
(such as the Erg6p control) exhibited negative slopes suggesting the spot was getting dimmer over 
time.  Non‐dispersive samples exhibited a positive slope.  The number of samples exhibiting 
dispersion or not was compared to wild‐type values by Fisher’s exact test of statistical significance.   
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Figure 3.1 ‐ In vivo photobleaching of the pericentromere and chromosome arm using spindle pole 
bodies as fiduciary markers.   
 
(A) Diagram showing the organization of the pericentromeric chromatin in budding yeast (Yeh et al., 
2008).  The pericentromere is defined by the region of cohesin enrichment between the spindle pole 
bodies.  (B and C) Representative images of fluorescence recovery after photobleaching (FRAP) 
experiments in the pericentromere (B) and chromosome arm (C).  Shown is the histone‐GFP signal 
before photobleaching, post photobleaching (with bleached area outlined by black square), 3 
minutes post photobleaching, and 6 minutes post photobleaching.  The color align image shows the 
spindle pole bodies (Spc29p‐RFP) relative to the post photobleaching H2B‐GFP with location of 
bleaching denoted by the 5x5 pixel white square.  The spindle axis (solid black line) and the 
pericentromere (dotted black line) are shown in relation to the photobleached spot.  Bar, 1 μm. 
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Figure 3.2 ‐ Histones in the pericentromere are more dynamic than those of the chromosome arm. 
 
(A) Graph of average half life in seconds measured by FRAP for histones H2B and H4 in the 
pericentromere and chromosome arm.  Asterisks indicate statistically significant differences 
(Student’s t‐test, p<0.05) between arm and pericentromere regions for each histone.  All data are 
summarized in Tables 3.S1 (H2B) and 3.S2 (H4).  (B) Graph of final percent recovery of histone 
fluorescence signal after photobleaching.  These values are not statistically significantly different 
(Student’s t‐test, p<0.05).  Graph, mean ± standard deviation. 
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Figure 3.3 ‐ Loss of spindle tension or chromatin remodeling activity results in reduced histone 
dynamics primarily at the pericentromere.  
 
(A) Graph showing percent of samples showing measurable recovery after photobleaching.  
Asterisks indicate statistically significant differences between sample and corresponding wild‐type 
value (Fisher’s exact test, p<0.05).  (B) Graph of average histone half life (seconds).  nps1‐105 at 
permissive temperature (24°C).  (C) Graph of final histone fluorescence percent recovery.  For both 
(A) and (B), asterisks indicate statistically significant differences between sample and corresponding 
wild‐type value (Student’s t‐test, p<0.05).  All data are summarized in Tables 3.S1 (H2B) and 3.S2 
(H4).  Graph, mean ± standard deviation. 
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Figure 3.4 ‐ Loss of spindle tension results in reduced dispersal of photoactivated histone H2B.   
 
(A) Representative images showing nuclear region prior to photoactivation (pre activation), post 
photoactivation, halfway through timelapse (+3 min) and at end of timelapse (+6min).  The top row 
shows the dispersion of the control strain containing Erg6p‐paGFP.  The second and third rows show 
representative images of dispersive (row 2) and not dispersive (row 3) H2B‐paGFP.  Bar, 1 μm.  (B) 
Percentage of cells showing dispersion of photoactivated Erg6p or H2B in the arm and 
pericentromere (wild‐type = untreated, nps1‐105 at permissive temperature (24°C)).  Dispersion is 
defined by the loss of fluorescence intensity over the course of the timelapse (Materials and 
Methods).  Asterisks indicate statistically significant differences between sample and corresponding 
wild‐type value (Fisher’s exact test, p<0.05, Table 3.S3). 
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Figure 3.5 ‐ Disruption of the underlying chromatin platform results in disruption of the 
kinetochore.   
 
(A) Diagram of kinetochore location in relation to pericentromeric chromatin, as denoted by green 
dotted line.  (B) Representative images of both normal and disrupted kinetochores. Either inner 
kinetochore (Ame1p‐GFP) or outer kinetochore (Spc24p‐GFP) is shown in green and spindle pole 
bodies (Spc29p‐RFP) are shown in red.  Bar, 1 μm.  (C) Graph showing percent of kinetochores 
disrupted in single plane images.  Asterisks indicate statistically significant differences between 
sample and corresponding wild‐type value (Fisher’s exact test, p<0.05, Table 3.S4).   
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Figure 3.6 ‐ Model diagram of histone occupancy in the pericentromere and arm under various 
experimental conditions.   
 
(A) Diagram of replicated bioriented chromosome indicating the locations of the arm and the 
pericentromere in relation to the centromere and kinetochore.  (B) In wild‐type cells, histones are 
more dynamic in the pericentromere than the arm (illustrated by larger arrows at the 
pericentromere), which is the result of being replaced more rapidly in the pericentromere.  Histone 
on and off rates are balanced (equal sized arrows) to maintain proper histone occupancy.  (C) Upon 
loss of spindle tension, histones are not removed as frequently from pericentromeric chromatin and 
the arm is unaffected.  (D) Loss of RSC function results in reduced histone dynamics (slower 
reloading) at the pericentromere and slower histone dynamics throughout the nucleus.  
Kinetochores appear disrupted due to disturbance of the underlying chromatin structure required 
for kinetochore organization.  (E) Loss of ISW2 results in slower histone dynamics at the 
pericentromere, likely due to disrupted histone reloading, whereas the chromosome arm is 
unaffected.   
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Table 3.1 ‐ Saccharomyces cerevisiae strains. 
 
   
Table 1
Stain 
Number
Genotype Source
DCB 350 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
HTB2‐GFP‐Kan, SPC29‐RFP‐Hb
Bloom lab
KBY 8710 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
HHF2‐GFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8741 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
NPS1‐GFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8743* WHT1a MAT a ade2 ura3 leu2 his3 trp1 nps1‐105  AME1‐GFP‐
Kan, SPC29‐RFP‐Hg
This study
KBY 8745 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
AME1‐GFP:Kan SPC29‐RFP:Hb
This study
KBY 8750 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
HTB2‐paGFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8754* WHT1a MAT a ade2 ura3 leu2 his3 trp1 nps1‐105 SPC29‐RFP‐
Hb, HTB2‐paGFP‐Kan
This study
KBY 8760* WHT1a MAT a ade2 ura3 leu2 his3 trp1 nps1‐105  Spc24‐GFP‐
Kan, SPC29‐RFP‐Hg
This study
KBY 8773 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
ISW2‐GFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8777 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
isw2Δ ::Nat, SPC24‐GFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8778 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
isw2Δ ::Nat, AME1‐GFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8779 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
isw2Δ ::Nat, HTB2‐GFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8780 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
isw2Δ ::Nat, HHF2‐GFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8787 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
isw2Δ ::Nat, HTB2‐paGFP‐Kan, SPC29‐RFP‐Hb
This study
KBY 8802 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
LEU2‐Gal1 Ub‐Nuf2, SPC29‐RFP‐Hb, HTB2‐GFP‐Kan
This study
KBY 8804 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801 
LEU2‐Gal1 Ub‐Nuf2, SPC29‐RFP‐Hb, HHF2‐GFP‐Kan
This study
MAY8592 YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801, 
HHT1::TRP1, KAN‐GALp‐HHT2, SPC29‐CFP‐HIS, MIF2‐GFP‐Nat
This study
MAY8603A YEF 473a MAT a trp1Δ63 leu2Δ ura3‐52 his3Δ200 lys2‐801, 
HHT1::TRP1, KAN‐GALp‐HHT2, SPC29‐CFP‐HIS, NUF2‐GFP‐URA, 
URA::TRP
This study
WLY 8902* WHT1a MAT a ade2 ura3 leu2 his3 trp1 nps1‐105  HTB2‐GFP‐
Kan, SPC29‐RFP‐Hb
This study
WLY 8903* WHT1a MAT a ade2 ura3 leu2 his3 trp1 nps1‐105  HHF2‐GFP‐
Kan, SPC29‐RFP‐Hb
This study
YWL 492 ura3‐52 lys2‐801 leu2Δ1 his3Δ200 trp1Δ63 Erg6‐PAGFP‐Kan (Vorvis et al., 2008)
* Parent nps1‐105 strain from (Tsuchiya et al., 1998)
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Figure 3.S1 ‐ RSC and ISW2 both localize throughout the budding yeast nucleus.   
 
Representative images of NPS1‐GFP and ISW2‐GFP in relation to spindle pole bodies (SPC29‐RFP).  
No obvious consistent region of enrichment is observed for either chromatin remodeler.  Bar, 1 μm. 
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Figure 3.S2 ‐ Loss of RSC function (nps1‐105) does not alter metaphase spindle length at 
permissive (24°C) temperature.   
 
Graph of spindle pole body (Spc29p‐RFP) to kinetochore (Ame1p‐GFP) distance binned by spindle 
length.  Upon anaphase onset, this distance decreases.  In wild‐type cells this occurs at a spindle 
length of approximately 1.9 microns, and in nps1‐105 cells a significant decrease is observed at 2 
microns.   
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Table 3.S1 ‐ Summary of all data for FRAP of histone H2B. 
 
   
Supplemental Table 1
Wild-type (H2B-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 87 23 half life (t1/2) 62 16
final % rec 55 24 final % rec 58 19
total (n) 17 total (n) 25
no rec 0 0% no rec 2 8%
rec 17 100% rec 23 92%
+nocodazole (H2B-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 101 34 half life (t1/2) 121 53
final % rec 62 33 final % rec 42 28
total (n) 12 total (n) 19
no rec 2 17% no rec 5 26%
rec 10 83% rec 14 74%
Gal-Nuf2 (H2B-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 86 12 half life (t1/2) 94 19
final % rec 37 18 final % rec 45 23
total (n) 11 total (n) 10
no rec 0 0% no rec 0 0%
rec 11 100% rec 10 100%
nps1-105at permissive, 24°C (H2B-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 125 47 half life (t1/2) 116 35
final % rec 37 14 final % rec 42 27
total (n) 10 total (n) 15
no rec 1 10% no rec 6 40%
rec 9 90% rec 9 60%
isw2Δ (H2B-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 85 19 half life (t1/2) 103 51
final % rec 44 27 final % rec 40 22
total (n) 10 total (n) 15
no rec 0 0% no rec 0 0%
rec 10 100% rec 15 100%
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Table 3.S2 ‐ Summary of all data for FRAP of histone H4. 
 
   
Supplemental Table 2
Wild-type (H4-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 121 51 half life (t1/2) 76 18
final % rec 52 26 final % rec 64 22
total (n) 34 total (n) 24
no rec 1 3% no rec 2 8%
rec 33 97% rec 22 92%
+nocodazole (H4-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 109 33 half life (t1/2) 90 10
final % rec 63 24 final % rec 57 27
total (n) 13 total (n) 11
no rec 2 15% no rec 5 45%
rec 11 85% rec 6 55%
Gal-Nuf2 (H4-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 135 71 half life (t1/2) 97 24
final % rec 35 24 final % rec 30 16
total (n) 10 total (n) 10
no rec 0 0% no rec 0 0%
rec 10 100% rec 10 100%
nps1-105 at permissive, 24°C (H4-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 75 20 half life (t1/2) 119 40
final % rec 60 36 final % rec 33 19
total (n) 10 total (n) 12
no rec 2 20% no rec 5 42%
rec 8 80% rec 7 58%
isw2Δ (H4-GFP) FRAP
Chromosome arm Pericentromere
mean sd mean sd
half life (t1/2) 156 100 half life (t1/2) 119 37
final % rec 31 16 final % rec 37 15
total (n) 10 total (n) 13
no rec 1 10% no rec 2 15%
rec 9 90% rec 11 85%
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Table 3.S3 ‐ Summary of all data for photoactivation of H2B.  
 
   
Supplemental Table 3
Dispersive
Not 
dispersive
Total 
(n)
ERG6
n 8 0 8
percent 100% 0%
Wild‐type (H2B‐paGFP) 
chromosome 
arm
n 10 2 12
percent 83% 17%
pericentromere
n 11 3 14
percent 79% 21%
+nocodazole (H2B‐
paGFP)
chromosome 
arm
n 6 7 13
percent 46% 54%
pericentromere
n 4 7 11
percent 36% 64%
nps1‐105 at permissive, 
24°C (H2B‐paGFP)
chromosome 
arm
n 7 3 10
percent 70% 30%
pericentromere
n 9 5 14
percent 64% 36%
isw2Δ (H2B‐paGFP)
chromosome 
arm
n 7 4 11
percent 64% 36%
pericentromere
n 8 4 12
percent 67% 33%
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Table 3.S4 ‐ Summary of all data for kinetochore organization. 
 
Supplemental Table 4
Normal Disrupted Total
wild‐type
inner 
(Ame1)
n 33 2 35
percent 94% 6%
outer 
(Nuf2)
n 67 2 69
percent 97% 3%
nps1‐105 at permissive 
temperature, 24°C
inner 
(Ame1)
n 33 3 36
percent 92% 8%
outer 
(Spc24)
n 71 5 76
percent 93% 7%
nps1‐105 at restrictive 
temperature, 37°C
inner 
(Ame1)
n 86 51 137
percent 63% 37%
outer 
(Spc24)
n 90 29 119
percent 76% 24%
isw2Δ
inner 
(Ame1)
n 39 0 39
percent 100% 0%
outer 
(Spc24)
n 29 1 30
percent 97% 3%
histone H3 depleted        
(Gal‐H3 on glu)
inner 
(Mif2)
n 42 18 60
percent 70% 30%
outer 
(Nuf2)
n 111 3 114
percent 97% 3%
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CHAPTER 4: BENDING THE RULES: WIDEFIELD MICROSCOPY AND THE ABBE LIMIT OF RESOLUTION1 
 
INTRODUCTION 
 
  As scientists who use microscopes to address biological questions, we strive to acquire ever 
better images and push the limits of resolution.  The image formed of a specimen by a light 
microscope occurs as the combination of light diffracted by the specimen, the interference of these 
light rays, and the collection of these light rays by the objective lens.   The ability to detect objects – 
the image contrast – depends on the signal‐to‐noise ratio.  In order to clearly identify an object, its 
signal intensity must be high enough over the background noise.  The level of detail in an image, or 
alternatively the ability to distinguish two objects as separate, is its resolution limit.  The limits of 
resolution (the ability to distinguish as separate two points of light) were first described by Ernst 
Abbe, and are dependent on both the sample and the microscope hardware (Abbe, 1873).  As a 
result of the wavelength of the light and its diffraction by the microscope optics, a single point of 
light will not appear as a spot but instead as a hazy circle surrounded by diffraction rings in the focal 
plane.  In three dimensions, this blurring is termed the point spread function (PSF) and defines the 
limits of resolution (Figure 4.1A).  The lateral dimensions of this hazy blurring can be described 
mathematically as an Airy pattern (Airy, 1835), and the bright central region (Airy disk) has a radius 
determined by the wavelength of light (ߣ) and numerical aperture (NA) of the objective lens (Inoué, 
2006; Waters, 2009),  
                                                            
1 This chapter previously appeared as an article in Journal of Cellular Physiology.  The original citation is as 
follows: Verdaasdonk, J.S., Stephens, A.D., Haase, J., and Bloom, K. (2013).  Bending the rules: widefield 
microscopy and the Abbe limit of resolution.  J Cell Physiol DOI: 10.1002/jcp.24439 
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The Airy disk can be approximated by a Gaussian distribution (Figure 4.1B).  By the Rayleigh 
criterion, two point objects are said to resolvable when they are separated by a distance equal to or 
greater than the radius of the Airy disk (Rayleigh, 1896).  For example, in order to be able to 
distinguish two separated sister kinetochores in the budding yeast mitotic spindle, these must 
physically be separated by at least 222 nm, assuming they are labeled with GFP and imaged with a 
1.4 NA objective lens.  Otherwise, they are said to be within a single diffraction limited spot (Figure 
4.1C and D).  As we shall see, even this fundamental limit is being pushed by advancements in 
methods of image acquisition and mathematical image processing. 
  So how can we image two objects that are close together or more precisely find the position 
of a single point of light?  Newer imaging technologies have emerged that use a range of methods to 
improve the resolution of a light microscopy image (Inoué, 2006; Weisshart et al., 2013).  Modern 
confocal microscopy is based on the principles first described in 1957 by Marvin Minsky and use a 
combination of pinholes to illuminate a smaller area of the total sample and eliminate the collection 
of out of focus (scattered) light rays (Minsky, 1988).  Multi‐photon microscopy (MPM) utilizes the 
simultaneous absorption of two (or more) photons to excite a single fluorophore as an alternative 
method to confine excitation to a smaller area of the sample and allowing for deeper penetration 
into thick samples.  In Structured Illumination Microscopy (SIM), a sample is illuminated with highly 
structured light that has passed through a grating.  This process effectively allows the microscope to 
capture finer details in the sample and can double resolution of a typical widefield microscope.  
PALM (photoactivated localization microscopy), STORM (stochastic optical reconstruction 
microscopy), and a wide range of similar techniques utilize specialized fluorophores or modulate 
fluorophore behavior (e.g., photoactivation and photoswitching) to sequentially image and precisely 
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localize subsets of fluorophores (Betzig et al., 2006; Rust et al., 2006; Schermelleh et al., 2010; 
Sengupta et al., 2012).  
However, these techniques are not always optimal for imaging in vivo dynamic events in 
budding yeast.  Imaging live cells requires trade‐offs to optimize imaging parameters for a given 
experiment.  These include total time imaged (timelapsing), z axis resolution, image acquisition 
speed, and signal to noise.  Confocal and multi‐photon microscopy require greater excitation 
intensity to collect a similar number of photons per second as compared to widefield microscopy.  
This increased intensity can lead to cell damage and death, hampering the ability to collect data for 
longer periods of time.  SIM requires the collection of multiple images with different grating 
patterns to reconstruct a single plane, drastically increasing total imaging time (preventing rapid 
acquisition) and this increased photobleaching reduces total images that can be acquired over time.  
The extensive rounds of imaging required for PALM/STORM image reconstruction is not feasible in 
live and dynamic cells.  Thus, for imaging relatively thin, highly dynamic and rapidly photobleaching 
samples like budding yeast, we prefer widefield microscopy.  
  In this review, we will outline three post‐acquisition methods to improve the spatial 
resolution of a widefield microscopy image, and their applications to yeast cell biology.  
Deconvolution utilizes mathematical algorithms to remove or reverse image blurring and improve 
contrast.  Image analysis by model convolution allows the user to examine how computer generated 
geometrical structures are blurred by the microscope and compare these to experimentally 
obtained images.  Gaussian fitting of single point objects allows for sub‐pixel localization of 
structures of interest and can be used to precisely track motion over time.  In order to maximize 
signal to noise and reach spatial resolution limited by the physics and optics of the microscope, it is 
essential to properly prepare samples.  Discussions of optimizing sample preparation and imaging 
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parameters, however, are beyond the scope of this article (Cannell et al., 2006; Dailey et al., 2006; 
Goldman et al., 2010; Rines et al., 2002; Waters, 2009).   
 
DECONVOLUTION – PUTTING LIGHT (BACK) IN ITS PROPER PLACE 
 
  The observed image generated by the microscope is generated from the actual image 
convolved by the PSF and contains noise (Biggs, 2010) (Figure 4.2A, left).  Thus, although the image 
is degraded, it occurs in a mathematically predictable manner.  Image restoration is achieved either 
by removal (deblurring) or reassignment (deconvolution) of blurred light, based on knowledge of 
how the image was degraded during acquisition.  In this section, we discuss measurement of the 
PSF, briefly outline the various techniques used in image deconvolution, and highlight some 
applications of image deconvolution to the study of mitosis in budding yeast. 
  The PSF forms the basis for image deconvolution and depends on the microscope (objective 
lens properties) and imaging conditions.  The PSF can be estimated mathematically or measured 
under experimental conditions (Cannell et al., 2006; Gibson and Lanni, 1991; Swedlow, 2007; 
Wallace et al., 2001).  Measurement of the PSF is most commonly done using sub‐resolution (100‐
200nm) fluorescent beads under identical conditions as the experiment by imaging through the axial 
(z) direction (Biggs, 2010).  Adding these fluorescent beads to the experimental slide to further 
ensure PSF measurements are consistent (Cannell et al., 2006).  It is important to image multiple 
beads throughout the field of view to ensure that the measured PSF is consistent throughout and 
detect any possible aberrations in the imaging set up (e.g., coma, astigmatism, spherical and 
chromatic) that may alter the PSF.  The shape of the PSF is especially sensitive to spherical 
aberrations of the objective lens, as these cause oblique light rays to be focused at a different focal 
plane than the central light rays.  The PSF can be translated to frequency, or Fourier, space to ease 
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mathematical analysis, as convolution functions translate to multiplication in the frequency domain 
(Biggs, 2010).  The Fourier transform of the PSF is termed the optical transfer function (OTF) 
(Sibarita, 2005).   
Deblurring algorithms – including nearest neighbor, no neighbor, multi‐neighbor – improve 
image appearance by removing or reducing blur but the resulting image cannot be used for 
subsequent quantification (Agard, 1984; Agard et al., 1989; Biggs, 2010; Sibarita, 2005; Swedlow, 
2007; Wallace et al., 2001) (Figure 4.2A, center).  These analyses have the benefit of being 
computationally simple and fast, but since these do not use all out of focus planes their application 
is limited.   
In contrast, fully three dimensional deconvolution algorithms reassign blurred light 
preserving signal intensity and include linear (Weiner) filters and non‐linear (iterative) filters (Biggs, 
2010; Wallace et al., 2001) (Figure 4.2A, right).  Wiener and other linear filters are a direct method 
of image reconstruction and are very sensitive to PSF measurements.  Linear filters are limited by 
noise and errors in reconstruction (Cannell et al., 2006; Sibarita, 2005).  The application of 
constraints or limitations during reconstructions can limit noise (Wallace et al., 2001).  More 
recently, nonlinear iterative deconvolution has become standard and linear deconvolution can be 
used as a first approximation for these iterative processes (Sibarita, 2005).   
Nonlinear iterative deconvolution algorithms are based on repeatedly generating a 
reconstructed image until the reconstruction reaches a level acceptable to the user or software 
chosen by the user (Swedlow, 2007).  Classical iterative methods are based on the Jansson Van‐
Cittert and Gold algorithms (Agard et al., 1989; Gold et al., 1964; Jansson, 2009; Shaw, 2006).  
Reconstruction can be slow and unsatisfactory if the raw data is too noisy (Sibarita, 2005).  Thus, 
deconvolution becomes a balance between removing noise by filtering and a less sharp final image 
due to increased smoothing.  Statistical iterative deconvolution is similar to classical algorithms and 
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improves image quality by reducing noise.  The metric to be applied depends on the source of the 
noise and its distribution (Gaussian or Poisson) (Biggs, 2010; Lucy, 1974; Richardson, 1972; Sibarita, 
2005).  Blind deconvolution, also called adaptive PSF deconvolution, is iterative reconstruction of 
both the image and the PSF from an estimated starting point with constraints (Biggs, 2010; Holmes, 
1992; Holmes et al., 2006; Krishnamurthi et al., 1995).  This method has the advantage of  not 
requiring measurement of the PSF but tends to be slower than non‐blind iterative methods (Holmes 
et al., 2006).   
  Image restoration by deconvolution is a powerful tool to improve image quality but does 
have inherent limitations.  Deconvolved images provide a high resolution, high contrast image that 
can provide additional information about biological structures.  If done with certain algorithms, the 
resulting images can be quantitatively analyzed (Wallace et al., 2001).  Advances in computing 
power will continue to increase speed and ease of deconvolution, making it an attractive option for 
improving image quality.  Imaging followed by deconvolution is a good option for live cell imaging 
where cell viability must be balanced against exposure time and light intensity.  However, it is 
essential that deconvolved images be compared to raw data, and if a structure is present in the 
deconvolved image, it should also be visible in the raw data (Sibarita, 2005).  One must exercise 
caution to avoid artifacts or aberrations in the reconstructed image (Murray, 2005; Wallace et al., 
2001) (Figure 4.2B and C).   
 
MODEL CONVOLUTION – BLURRING THE LINES BETWEEN REALITY AND SIMULATION 
 
Model convolution is an approach used to understand the possible distributions of 
fluorophores that give rise to an experimentally acquired image.  Model convolution takes the 
opposite approach of deconvolution.  Instead of trying to deduce fluorophore positions/distribution 
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from a noise‐filled experimental image, model convolution uses computer simulated fluorophore 
positions/distributions then generates a noise‐filled simulated image.  This is accomplished by 
attaching the experimentally determined PSF of the microscope to each of the fluorophores to 
recapitulate the spread of fluorescence through the microscope objective (Figure 4.3A).  The 
convolution of the entire fluorophore geometry or distribution is the summarization of the 
contributions of the fluorescence from each simulated fluorophore position in x, y, and z to the 
image plane (Agard et al., 1989; Sprague et al., 2003).  Image(x,y) = Σ Fluorophore matrix (x,y,x) * 
PSF(x,y,z).  Signal to noise ratios can be recapitulated by adding in the experimentally measured 
background, brightest intensity, and noise variation.  Simulated images from model convolution can 
then be compared directly to experimental microscopy images in a statistically rigorous fashion to 
determine a best fit.   
Model convolution has various positives and negatives as compared to deconvolution.  
Deconvolution methods are centered on producing a clearer image of a fluorescently labeled 
structure.  However, when trying to use deconvolution algorithms to determine correct fluorophore 
positions in a structure, poor signal to noise ratios can impede deconvolution or introduce artifacts 
(Gardner et al., 2010).  Alternatively, model convolution can be used to determine the distribution 
of fluorophores in a structure through running possible iterations and finding the best match.  This 
approach relies on knowing how many fluorescent molecules are in the structure.  Modeling can 
provide information about gradients, clustering, and/or random dispersion of the fluorophores 
within the structure.  The limitation of model convolution is that you are still subject to the 
resolution of your microscope ‐ the ability to discriminate two objects or fluorophores.  However, 
modeling intensity changes over a structure along with the ability to alter fluorophore positions with 
sub‐pixel accuracy makes model convolution a useful tool to analyze experimental data at the 
resolution limit. 
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Model convolution has been instrumental in determining the shape, size, and distribution of 
molecules in the pericentric cohesin and condensin structures that are two major components of 
the mitotic chromatin spring.  While deconvolution was effective in determining shape and size of 
the cohesin barrel (Figure 4.2B), model convolution allowed insight into the distribution of 
fluorophores (Figure 4.3B and C).  Using the measured number of fluorophores for cohesin we 
simulated different gradients from a major loading site, the centromere, and major site of function, 
the sister cohesion axis (Figure 4.3C).  Interestingly, the simulated sister cohesin axis gradient 
accurately recapitulated experimental size measurements but failed to match the intensity 
distributions throughout the structure.  Instead, cohesin randomly distributed throughout the 
structure recapitulated fluorescence intensity along the cohesin barrel.  This approach of matching 
changes in intensities is the cornerstone of model convolution.  Model convolution allows one to 
determine how fluorophores are distributed within a structure and assess the validity of 
mathematical models of biological processes by comparing simulated and experimental images.   
As scientists and researchers we love to see an image, because seeing is believing.  
However, when you consider the PSF and Abbe diffraction limit, what you see might not be what 
you get.  This is where model convolution excels.  The output of a microscope image may not align 
with your preconceived notion of the underlying structure.  However, with this technique we can 
explore possible structures and distributions and analyze how they are changed by the spreading of 
light through the microscope.  One example of failed intuition is that two smaller hollow cylinders 
will look like one line, while one larger hollow cylinder will look like two lines.  This occurs because 
the two smaller cylinders are too close to differentiate, while for the larger cylinder we only see the 
top and the bottom of the cylinder in focus.  Model convolution goes beyond measurements by 
allowing us to understand how a defined geometry or distribution of fluorophores results in the 
blurred image we see in the microscope.        
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The other place that model convolution excels is in computer modeling.  In the quest to 
understand the biology of life computer models are being used to investigate complex cellular 
process.  Microscopy holds a wealth of data that is necessary to incorporate into modeling 
approaches.  Through the use of programs such as Microscope Simulator 2.0 we can produce 
fluorescence simulated images from computational models to compare to experimental data 
(Quammen et al., 2008; Stephens et al., 2013).   
 
GAUSSIAN FITTING – CUTTING THROUGH THE HAZE 
 
  As described above, point sources of light are blurred in a characteristic manner by the 
widefield light microscope, termed the point spread function (PSF).  In the image plane, the point of 
light appears as a bright maximum cone of light surrounded by concentric diffraction rings.  The 
shape of this maximum cone, the Airy disk, can be approximated by a Gaussian fit (Figure 4.1B).  The 
fitting of a single molecule’s Airy disk with a Gaussian function to identify its centroid with 
nanometer resolution forms the basis of PALM/STORM microscopy, which relies on various 
techniques (e.g., photoactivation and photoswitching) to sequentially image subsets of fluorophores 
(Betzig et al., 2006; Rust et al., 2006; Schermelleh et al., 2010; Sengupta et al., 2012).  Here we 
outline sub‐diffraction particle localization methods, and the application of Gaussian fitting to track 
motion or localize proteins within a complex structure in vivo.  
The shape of the theoretical PSF can be approximated by either a Gaussian function or 
center of mass calculation in order to localize the sub‐resolution position of the fluorophore 
(Cheezum et al., 2001; Deschout et al., 2012; Levi and Gratton, 2007; Thompson et al., 2002).  
Approximation of the PSF by a Gaussian function is relatively simple, quick computationally, and 
more robust under conditions of low signal to noise than the center of mass method (Cheezum et 
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al., 2001; Churchman and Spudich, 2012; Levi and Gratton, 2007; Santos and Young, 2000; Stallinga 
and Rieger, 2010; Thomann et al., 2002).  The approximation of position by center of mass does not 
rely on a normal distribution of fluorescence intensity, making it a better choice for larger or 
asymmetric particles, and has been shown to more accurately estimate lateral motion (Deschout et 
al., 2012; Levi and Gratton, 2007).  It is also important to note that computationally a Gaussian 
fitting can be done by either least squares fitting or maximum likelihood estimation.  Maximum 
likelihood estimation is a more accurate method, but more complex than least squares fitting 
(Larson et al., 2010; Laurence and Chromy, 2010; Mortensen et al., 2010; Smith et al., 2010).  Close 
proximity of fluorophores or structures can confound the precision localization of basic Gaussian 
fitting methods.  Advancements in mathematical processing of PALM/STORM datasets has allowed 
for localization analysis of fluorophores in close proximity (Babcock et al., 2012; Cox et al., 2012; 
Holden et al., 2011; Huang et al., 2011).  With the advancement of computational power, the 
development of more robust algorithms for particle localization will continue to be developed and 
more precise localization may be possible.   
Precise tracking of motion by Gaussian fitting has been used to address a wide range of 
biological questions including nucleocytoplasmic transport, myosin V motor motion, organelle 
dynamics and chromatin motion (Churchman et al., 2005; Goryaynov et al., 2012; Jaqaman et al., 
2008; Levi and Gratton, 2007).  We have developed a methodology for tracking chromatin motion to 
quantify confinement and physical properties such as spring constant.  As mentioned previously, 
imaging setup is essential to obtain images with good signal to noise for sufficiently long timelapses.  
Once images are acquired, we perform a 2D Gaussian fitting by least squares using a custom MatLab 
(The Mathworks, Natick, MA, USA) script (Wan et al., 2009; Wan et al., 2008) (Figure 4.4A).  We 
assume that the labeled chromatin array forms a close to diffraction limited spot, and the program 
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is able to account for small asymmetries by the incorporation of a rotation transformation (Wan et 
al., 2008).   
  In addition to tracking particles over time, Gaussian fitting has been used to characterize the 
architecture of the kinetochore and measure the number of proteins within this complex.  The 
kinetochore is a large multi‐protein complex that mediates the attachment of the centromere to the 
microtubule during chromosome division (Bloom and Joglekar, 2010).  Essential to further 
understanding the role of the kinetochore in establishing and maintaining proper attachment is the 
development of a precise map of protein numbers and organization.  Measurement of signal 
intensity by Gaussian fitting to determine number of proteins in a single focus within the 
kinetochore has been performed in a range of yeast species (Joglekar et al., 2008a; Joglekar et al., 
2006; Joglekar et al., 2008b).  These have revealed a conserved fundamental building block present 
in both point and regional centromeres.  Protein numbers are reported as ratio values to a known 
standard, as a wide range of factors can influence signal intensity including inherent properties of 
the fluorophore and imaging conditions.  Due to the stereotypic nature of the budding yeast point 
centromere, the fluorescence intensity of Cse4p (HsCENP‐A) has been used as a standard.  Recent 
studies using a variety of imaging and molecular techniques have shed new light on the number of 
Cse4p molecules in the single focus and further work will be needed to clarify the use of Cse4p as an 
imaging standard for counting by fluorescence intensity (Aravamudhan et al., 2013; Coffman and 
Wu, 2012; Lawrimore et al., 2011; Padeganeh et al., 2013a; Padeganeh et al., 2013b; Shivaraju et al., 
2012).   
  Precision localization by Gaussian fitting can also be used to determine distances between 
kinetochore components.  The SHREC (single molecule high‐resolution colocalization) method serves 
as a basis for this methodology, and is based on imaging two points of interest within the same 
protein labeled with two different fluorophores and precisely localizing these using least squares fit 
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to a 2D Gaussian curve (Churchman et al., 2005).  This approach has been expanded to incorporate 
distance measurements throughout the human kinetochore, which suggested an intra‐kinetochore 
tension‐sensing mechanism important for cell cycle regulation (Wan et al., 2009).  Work examining 
the distances between different kinetochore proteins using 2 color imaging and fitting to a Gaussian 
function by maximum likelihood estimation has revealed that distances within the budding yeast 
kinetochore have also been shown to change upon loss of tension, perhaps serving a similar role in 
cell cycle checkpoint signaling during mitosis (Joglekar et al., 2009).   
  The architecture of the budding yeast kinetochore has further been characterized by 
Gaussian fitting to describe kinetochore spot shapes and possible positions within the stereotypical 
mitotic spindle structure.  By measuring kinetochore spot sizes during metaphase along defined axes 
during metaphase, we have shown that the proteins of the inner kinetochore (adjacent to the 
chromatin) are anisotropic and elongated along the axis perpendicular to the spindle (Haase et al., 
2012) (Figure 4.4B and C).  These measurements were done by rotating the fluorescent images using 
the spindle pole body markers to bring the spindle axis to a horizontal level (y‐axis).  After rotation, 
we measured the full width‐full maximum of the Gaussian fit to the kinetochore signal along the 
spindle axis (y‐axis) and along the x‐axis.  In addition to characterizing the shape of individual 
kinetochore foci, the precise measurement of coordinates by Gaussian fitting can be used to 
examine the distribution of possible positions occupied by the protein of interest.  In order to 
normalize the data across many individual cells, the spindle pole body coordinates are set to (0,0) 
and positions of kinetochore proteins or labeled chromatin measured in many cells are plotted 
relative to the normalized spindle pole body (Haase et al., 2012).  The resulting heat map illustrates 
the average position as well as the spread of possible positions.   
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CONCLUSION 
 
  In this review, we have highlighted three methods that can be used to extract greater detail 
from wide‐field images – deconvolution, model convolution, and precision localization by Gaussian 
fitting.  These methods can be used independently or together in order to best address the scientific 
questions of interest.  Acquiring a good image (i.e., good signal to noise, maintaining cell viability, 
fully capturing processes of interest) is only part of the battle; for the image to be of value it must 
also be analyzed in a quantitative and rigorous manner.  We would encourage any researcher to 
experiment with various analysis techniques and software packages to determine which is most 
suitable for the problem at hand.   
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Figure 4.1 –  
 
(A) Experimental images of a sub‐resolution bead illustrating the characteristic blurring of a point 
source of light by a wide‐field microscope.  In X and Y (left), the bead appears as a bright central spot 
surrounded by more faint rings, termed the Airy disk and Airy rings.  In X and Z (right), the light is 
flared along the Z‐axis.  (B) The blurring of light by the microscope, the point spread function (PSF), 
can be approximated by a Gaussian distribution.  (C) Examples of two point sources of light less that 
~250nm apart (left) and more than ~250nm apart (right).  At smaller separating distances, the two 
spots appear as one.  (D) A linescan illustrating the intensity profile of the images in (C).  The spots in 
close proximity appear as a single, higher peak, whereas the two more separated spots appear as 
two distinct peaks.   
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Figure 4.2 –  
 
(A)  Point sources of light are significantly blurred by both the point spread function (PSF) of the 
microscope and noise.  Two distinct methods exist for post‐acquisition processing of a blurred 
image.  Deblurring algorithms remove out of focus planes, producing a sharper image but reducing 
the total information available and thus rendering the image unquantifiable.  Deconvolution 
algorithms preserve the information, and restore the blurred fluorescence to the original point 
source using a range of methods as described in the text.  (B) and (C) Cohesin forms a barrel‐like 
structure during metaphase in budding yeast, which appears as a doughnut when viewed end‐on 
and bilobed when viewed side‐on (Stephens et al., 2011; Yeh et al., 2008).  Original and deconvolved 
images of cohesin (SMC3‐GFP) illustrating how both input image quality and deconvolution 
algorithm parameters can lead to very different output images and potentially introduce artifacts.   
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Figure 4.3 –  
 
(A) Model convolution requires knowledge of the point spread function (PSF) and a simulated 
geometry to produce an image that can then be compared to experimentally acquired data.  (B) 
Experimental image of cohesin (SMC3‐GFP) viewed side‐on appears bilobed.  (C) In order to further 
understand the distribution and organization of cohesin during metaphase, we compared the 
experimental distribution to various modeled geometries.  Introducing a gradient from either the 
centromere or the center (sister chromatid cohesion axis), resulted in intensity profiles that did not 
match the experimental data in (B).  When cohesin distribution was modeled as distributed 
throughout the pericentromere region, the intensity profile matched experimental data, showing 
that cohesin distribution is not characterized by a concentration gradient.   
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Figure 4.4 –  
 
(A) The precise localization of a blurred point source of light can be achieved by fitting the 
fluorescent signal with a Gaussian distribution, as illustrated by the blue arrow at the apex.  An 
example of precise localization of a labeled chromatin spot performed over time is shown, and these 
data can be used to perform mean square displacement (MSD) analysis or examine viscoelastic 
properties of the polymer.  (B) In addition to measuring precise localization (blue arrows), fitting 
with Gaussian distributions can be used to measure spot size (black arrows).  This method reveals 
differences in kinetochore spot shape between the inner (Cse4) and outer (Nuf2) kinetochores 
(Haase et al., 2012).  (C) Various individual images illustrating the increased spot size along the 
vertical axis of the inner kinetochore (mean = 655nm) not present when examining outer 
kinetochore spots (mean = 582nm) (Haase et al., 2012).   
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CHAPTER 5: CENTROMERE TETHERING CONFINES CHROMOSOME DOMAINS1 
 
INTRODUCTION 
 
  The foundations for our understanding of the physical organization of chromosomes 
originated in the work of Rabl and Boveri who articulated a characteristic conformation in which 
centromeres and telomeres are located at opposite sides of the nucleus and this organization is 
maintained throughout the cell cycle (Boveri, 1909; Cremer and Cremer, 2010; Rabl, 1885; Spector, 
2003). Chromosomes in budding yeast display a Rabl‐like configuration in interphase (reviewed in 
(Albert et al., 2012; Taddei and Gasser, 2012; Taddei et al., 2010; Zimmer and Fabre, 2011)). 
Centromeres are clustered and attached by microtubules to an unduplicated spindle pole body (SPB) 
(Dekker et al., 2002; Jin et al., 2000; O'Toole et al., 1999). Telomeres are located at the nuclear 
periphery in five to eight clusters in a manner dictated, at least in part, by chromosome arm length 
with telomeres on arms of similar lengths clustering together (Bystricky et al., 2005; Dekker et al., 
2002; Hediger et al., 2002; Jin et al., 2000; Schober et al., 2008). More recently, the characterization 
of the physical organization of chromatin within the nucleus has been described using 3C 
(chromosome conformation capture) and high‐throughput variants of this technique (de Wit and de 
Laat, 2012; Dekker et al., 2002; Dixon et al., 2012; Sanyal et al., 2011). Using a 4C (circular 
chromosome conformation capture) followed by deep sequencing protocol, Duan et al (Duan et al., 
2010) showed that budding yeast chromosomes occupy discrete areas of the nucleus around the 
                                                            
1 This chapter previously appeared as an article in Molecular Cell.  The original citation is as follows: 
Verdaasdonk, J.S., Vasquez, P.A., Barry, R.M., Barry, T., Goodwin, S., Forest, M.G., and Bloom, K. (2013).  
Centromere tethering confines chromosome domains.  Mol Cell. 
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tethered centromeres. Population imaging of yeast nuclei has furthermore established the existence 
of chromosome territories (Berger et al., 2008) that are now perceived as a fundamental 
organizational feature of the nucleus (Austin and Bellini, 2010; Bickmore and van Steensel, 2013; 
Cremer and Cremer, 2010; Dixon et al., 2012; Hubner and Spector, 2010; Spector, 2003).  
Various computational models have examined the formation of chromosomal territories 
and have shown that this organization can be explained by the inherent properties of a fluctuating 
polymer (Rosa and Everaers, 2008; Tjong et al., 2012; Wong et al., 2012). These models identify 
tethering, by simulating attachment at the centromere and telomere, and confinement, either by 
nuclear membrane or crowded polymer effects, as essential in modeling chromosome behavior and 
validate the starting point of our polymer model. By simulating the positioning of self‐avoiding 
polymers, it has been suggested that entropic forces are sufficient to recapitulate the observed 
chromosomal territories (Cook and Marenduzzo, 2009; Finan et al., 2011). However, both the 3C 
variants and imaging to date have primarily examined the organization of nuclei in a whole 
population and lack information about the dynamics of chromatin organization within the cell 
nucleus.  
We have quantified dynamic fluctuations along the length of the chromosome. The radius of 
confinement (Rc) is smaller at positions closer to the site of centromere attachment. We have 
examined the position dependent fluctuations using a bead‐spring polymer model of chromatin 
together with the biological constraints of nuclear confinement, crowding, and tethering. In vivo 
chromatin tethering and fluctuations underlie chromosome organization and dynamics. Thus, the 
organization of chromatin within the nucleus of interphase yeast cells is dictated by its confinement 
and proximity to an attachment point and the dynamics can be approximated by the motion of an 
entropic spring.  
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RESULTS 
 
CHROMATIN CONFINEMENT VARIES ALONG THE LENGTH OF THE CHROMOSOME  
We examined the in vivo dynamics of chromatin during interphase to determine the wild 
type (WT) radius of confinement (Rc) at a discrete number of sites along the length of the 
chromosome. To do this, we tracked both a GFP‐labeled chromatin array (lacO/lacI‐GFP) at 6.8 kb 
(ChrXV), 8.8 kb (ChrIII), 24 kb (ChrIII), and 240 kb (ChrII) from the centromere (CEN) and relative to 
the unduplicated SPB (Spc29‐RFP) over 10 minutes at 30 second intervals and measured sub‐pixel 
localization by Gaussian fitting over time. The 240 kb lacO array is positioned roughly midway 
between the centromere and telomere. The distribution of spot positions show that arrays 
integrated further from the centromere can explore a larger space as compared to those more 
proximal to the point of attachment (Figure 5.1A). In order to quantify the sub‐nuclear confinement 
observed, we use two methods to calculate Rc. From the plateau of the mean square displacement 
(MSD) curve (Figure 5.1B), 2D MSD gives (Neumann et al., 2012) (Experimental Procedures) 
  ܴc ൌ
ହ
ସ
כ  ඥܯܵܦ௣௟௔௧௘௔௨ .  (1) 
From the standard deviation of spot positions, ߪ, and the average squared deviation from the mean 
position, ۃ∆ݎ଴
ଶۄ, we applied the equipartition theorem to calculate Rc from random chromatin 
motion (Scheffold et al., 2010; Uhlenbeck and Ornstein, 1930) (Experimental Procedures), 
  ܴc ൌ
ହ
ସ
כ  ට2ߪଶ ൅  ۃ∆ݎ଴
  ଶۄ .  (2) 
Equations 1 and 2 are not statistically different for positions close to the tether (Student’s t‐test, 
p<0.05, Table 5.S1, Figure 5.S1A). The plateau value from MSD is more variable as it is based on long 
lag times between spot measurements and uses a fraction of the total data. Therefore, we use 
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Equation 2 and the standard deviation obtained with the entire data set to calculate Rc throughout 
this work.  
The Rc is largest for the chromatin spot furthest from the centromere at 240 kb (705 nm, 43 
cells) and smallest for spots proximal to the centromere at 8.8 kb (274 nm, 40 cells) and 6.8 kb (396 
nm, 54 cells), suggesting that the attachment at the centromere functions to constrain chromatin 
movement (Figure 5.1C, Table 5.1). Statistical comparison revealed that Rc values of chromatin spots 
at these four distances from the centromere are all statistically different from each other (Levene’s 
test, p<0.05, Figure 5.S2A) (Levene, 1960). This pattern is a generalized feature of chromosomes in 
yeast (Figure 5.1D) (Bystricky et al., 2005; Dion et al., 2012; Hediger et al., 2002; Heun et al., 2001; 
Mine‐Hattab and Rothstein, 2012; Neumann et al., 2012).  
 
CHROMATIN DYNAMICS IN INTERPHASE ARE DICTATED BY TETHERING  
In order to determine whether the Rc observed adjacent to the centromere is dictated by 
microtubule attachment or an inherent property of the pericentric chromatin, we tracked chromatin 
motion in cells in which the centromere has been detached through its conditional inactivation (Hill 
and Bloom, 1987) (Figure 5.2A). The insertion of the GAL promoter adjacent to the centromere 
allows the centromere to function normally when grown on glucose and inactivated when on 
galactose. Detachment upon centromere inactivation results in a dramatic increase in the Rc at 8.8 
kb from the CEN from 274 nm (40 cells) to 745 nm (23 cells) (Figure 5.2B, Table 5.1), demonstrating 
that this chromatin region can explore a larger space when no longer attached to the SPB. This 
increased motion is unlikely the result of transcription induced by the GAL promoter as these loci 
have previously been shown to be confined at the periphery (Brickner et al., 2007; Drubin et al., 
2006). Chromatin confinement at maximal distance from attachment (lacO at 240 kb) and detached 
upon centromere inactivation (Gal‐CEN at 8.8 kb on galactose) is not statistically different (Levene’s 
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test, p<0.05). LacO at 8.8 kb is statistically different from both lacO at 240 kb and Gal‐CEN at 8.8 kb 
(Levene’s test, p<0.05, Figure 5.S2A). This indicates that the confinement of the 8.8 kb chromatin 
spot is due to attachment at the centromere and not an inherent property of this region of 
chromatin. The tethering of chromatin is a universal organizational feature and has important 
implications for the temporal and spatial fluctuations of chromosomes.  
 
THE CHROMATIN POLYMER BEHAVES LIKE AN ELASTIC FILAMENT DURING INTERPHASE 
  Throughout our in vivo time lapse movies, we observed transient spot expansion of 
lacO/lacI‐GFP labeled chromatin arrays in G1 (Figure 5.3A‐D). Chromatin arrays stretch during 
mitosis, presumably as a consequence of microtubule pulling force (Stephens et al., 2011; Stephens 
et al., 2013). Spot expansion during G1 could be the result of microtubule dynamics (as 
chromosomes remain attached at their centromeres) and/or the inherent spring properties of the 
polymer. We defined a change in the lacO arrays by measuring the ratio of the axes of a 2D Gaussian 
fit to the GFP signal. A spot was defined as expanded when the long axis was at least 1.5 times larger 
than the smaller axis. The lacO/lacI‐GFP array at 240 kb from the CEN was found to exhibit 
expansion in 16% of time points imaged (141/879 planes) and the centromere‐proximal (6.8 kb from 
the CEN) chromatin spot exhibited expansion in 10% of time points imaged (109/1105 planes) 
(Figure 5.3A and C). Examples of lacO/lacI‐GFP dynamics in live cells are plotted in Figure 5.3B (240 
kb) and D (6.8 kb). These transient extensions are of relatively short duration, lasting less than a few 
minutes. On average, the chromatin spot at 240 kb from the CEN had higher mean and median 
ratios than the 6.8 kb chromatin spot (Figure 5.S3A). We observe recoiling of these chromatin spots, 
indicating that the chromatin is behaving like an elastic filament. The spot expansion and 
contraction is variable and often deformed (see variability of expansion shapes, Figure 5.3A and C), 
thus chromatin motion in interphase shows no coherent properties. The random trajectory of 
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energy‐dependent processes acting on the chromatin validates the rationale for using the 
equipartition theorem to estimate confinement (Equation 2). In addition to aspect ratio, we 
examined variance in distance between two loci (lacO/lacI‐GFP and tetO/tetR‐CFP) adjacent to the 
centromere of chromosome XI to assess chromatin polymer elasticity (Figure 5.S3B). We find that 
both aspect ratio and variance in spot distances reveal the elastic nature of the chromatin.  
 
MODELING THE CHROMATIN SPRING AS A DOUBLY TETHERED, CONFINED BEAD‐SPRING CHAIN 
WITH EXCLUDED VOLUME INTERACTIONS CAN RECAPITULATE EXPERIMENTAL DYNAMICS 
  In order to model the dynamic behavior and gain insight into chromosome organization, we 
construct a 2D bead‐spring model of a doubly tethered polymer chain, using Brownian beads 
connected by linear springs (Doi and Edwards, 1986) (Experimental Procedures, Figure 5.4A). The 
chain is tethered at both ends to simulate the centromere and telomere attachments, confined 
within a 1 μm circle (the nucleus), and subject to excluded volume interactions. The bead‐spring 
chain has a persistence length (Lp) of 50 nm, corresponding to the known value for DNA. The Lp is 
defined as the distance over which the correlation of the direction of the two ends is lost, and longer 
Lp implies stiffer polymer chains (Bloom, 2008). We model one arm of a chromosome as 100 beads 
connected by 99 springs with a packing density in between that of the 11 nm and 30 nm fibers 
(Experimental Procedures, “Defining model variables"). Rc values along the chain compare to 
experimental values and are smaller at positions closer to the tether point (Figure 5.1C, black 
squares). The varying radii of confinement observed in vivo can be recapitulated by a doubly 
tethered bead‐spring model. We note that in the absence of tethering, all positions within the chain 
will have the same Rc (i.e., the radius of the circle) (Rosa and Everaers, 2008). Thus tethering results 
in variations of Rc with respect to the distance from the centromere. We found that the qualitative 
103 
 
behavior of Rc along the chain remains unchanged when the radius of the nucleus is changed, 
however the magnitude of Rc decreases with the radius.  
While the bead‐spring chain consists of identical springs between each pair of beads, the 
effects of tethering, geometric confinement, and excluded volume interactions result in distinct 
statistical fluctuations of each bead (lacO/lacI‐GFP position experimentally) along the chain. This 
leads to a position‐dependent effective spring constant (ks), as seen by a particular bead relative to 
the tether points, and measured based on that bead's fluctuations as described below. The 
tendency of the spring to adopt a random coil can be represented in terms of a spring constant that 
reflects the spring stiffness (Bloom, 2008). The effective spring constant (ks) for bead ݅ in our model 
is given by  
  ݇௦,௜ ൌ 3݇஻ܶ ൬
஼ೝ
ଶ௅೛ ௫ ௅೎
൰ ቀ ଵ
௣ሺଵି௣ሻ
ቁ .  (3) 
where kB is the Boltzmann constant , T is temperature (Kelvin), Lp is persistence length, Lc is contour 
length, Cr is ratio of compaction, and p is the percentage of the chain from the centromere 
(Experimental Procedures). From the displacement of the beads in our model, we estimate ks as a 
function of position along the chain (Figure 5.4B). This observation reveals the limitation in deducing 
a spring constant from measurements of a single spot along the chain. The ks is smaller for beads 
that “explore” a larger space, and so the ks will be highest (most stiff) for positions close to the 
tether point and softest in the middle of the chain. Thus, tethering of an otherwise homogeneous 
bead‐spring chain results in a gradient of ks along the chain and introduces variations in local 
mobility. 
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THE EFFECTIVE SPRING CONSTANT ALONG THE ENTROPIC CHROMATINSPRING CAN BE MEASURED 
IN VIVO 
We calculate an effective ks from our in vivo time lapse data using two methods 
(Experimental Procedures). Using the MSD plateau value and the average squared deviation of each 
step from the mean position ۃ∆ݎ଴
ଶۄ, we calculated (Bruno et al., 2011; Kamiti and van de Ven, 1996),  
  ݇௦ ൌ  
2kBT
ۃெௌ஽೛೗ೌ೟೐ೌೠۄିۃ∆௥బ
  మۄ
 .   (4) 
Using the equipartition theorem, we measured the standard deviation (ߪ) of each step from the 
mean position to calculate (Scheffold et al., 2010), 
  ݇௦ ൌ 
kBT
ఙమ
 .  (5) 
Similar to Rc, ks values were calculated using both methods for lacO at 6.8 kb, 8.8 kb, 24 kb, and 240 
kb from the CEN (Figure 5.S1B, Table 5.S1). We found significant agreement between the two 
methods; a Student’s t‐test comparing ks values calculated using Equations 4 and 5 for individual 
cells showed no statistical differences between the two methods (Student’s t‐test, p<0.05). As 
previously described for Rc calculations, the plateau method uses a fraction of the total data set. 
Thus we use the equipartition method (Equation 5) and the standard deviation obtained from the 
entire data set for remaining calculations.  
From Equation 5, we see that in general stiffness varies inversely with position variance, 
meaning that for loci exhibiting smaller variance, the chromatin will have a higher effective spring 
constant (Figure 5.1A). As predicted by our model, ks was found to vary with distance from the 
tether point, and appeared stiffer at points closer to the site of attachment and regions within the 
pericentromere domain exhibit a variation in stiffness (lacO at 6.8 kb‐ 1.6 x 10‐4 pN/nm; 8.8 kb‐ 3.4 x 
10‐4 pN/nm; 24 kb‐ 1.3 x 10‐4 pN/nm; 240 kb‐ 5.1 x 10‐5 pN/nm) (Figure 5.4D, Table 5.1). Statistical 
comparison of population variances showed these to all be significantly different from each other 
(Levene’s test, p<0.05, Figure 5.S2A). Application of equipartition methods to our data represents a 
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starting point to quantify these dynamics, and further work will refine the applied mathematics to 
more closely match in vivo conditions. 
Upon detachment from the centromere (Gal‐CEN), the ks for a chromatin spot 8.8 kb from 
the CEN is reduced as compared to WT at 8.8 kb and appears softer and approaches the value of the 
chromatin arm at 240 kb (Gal‐CEN at 8.8 kb‐ 4.6 x 10‐5 pN/nm, Figure 5.4D, Table 5.1). Statistical 
comparison found Gal‐CEN at 8.8 kb to be significantly different from WT at 8.8 kb but not 
significantly different from WT at 240 kb (Levene’s test, p<0.05, Figure 5.S2A). This confirms the 
prediction that the apparent properties of the chromatin polymer are dictated by the attachment to 
a tether point like the centromere. The gradient of ks is the result of tethering and provides a 
mechanism to build variations in local mobility along the chromatin chain. This implies a role for 
tethering in the differential regulation of various regions of chromatin by altering polymer 
properties such as dynamics and stiffness. By attaching or detaching chromatin from a tether, the 
cell can efficiently alter the stiffness, as well as the range of motion of the chromatin. 
 
COHESIN CONTRIBUTES TO LOCAL CLAMPING OF CHROMATIN  
A major source of chromatin organization is the structural maintenance of chromosomes 
(SMC) protein complex cohesin. While the role of cohesin in holding sister chromatids together in 
mitosis is well‐established, it is becoming increasingly evident that cohesin also serves a vital role in 
interphase chromatin gene regulation through looping (as reviewed in (Haering and Jessberger, 
2012; Seitan and Merkenschlager, 2012; Sofueva and Hadjur, 2012)). Given the regulatory role for 
cohesin looping, we predict a role for cohesin in the organization of chromatin into territories and 
maintaining chromatin dynamics during interphase.  
We examined Rc and effective ks of the lacO/lacI‐GFP array at 240 kb from the CEN in WT 
and mcd1‐1 cells at permissive (24°C) and restrictive (37°C) temperature (Figure 5.5A). The Rc is 
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increased in mcd1‐1 cells at restrictive temperature as compared to mcd1‐1 at permissive or WT 
(WT at 24°C‐ 705 nm, 43 cells; WT at 37°C‐ 691 nm, 16 cells; mcd1‐1 at 24°C‐ 892 nm, 25 cells; mcd1‐
1 at 37°C‐ 958 nm, 33 cells; Figure 5.5B, Table 5.1). This does not result from increased temperature, 
as WT cells at 37°C do not show a similar increase in Rc. In addition, ks is decreased in mcd1‐1 cells at 
restrictive temperature as compared to WT at 37°C, suggesting that the chromatin spring is softer 
upon the loss of cohesin (WT at 24°C‐ 5.1 x 10‐5 pN/nm; WT at 37°C‐ 5.4 x 10‐5 pN/ nm; mcd1‐1 at 
24°C‐ 3.2 x 10‐5 pN/ nm; mcd1‐1 at 37°C‐ 2.8 x 10‐5 pN/ nm; Figure 5.5C, Table 5.1). Statistical 
comparison of population variances found no statistical difference between WT at 24°C and WT at 
37°C, whereas mcd1‐1 at 24°C and mcd1‐1 at 37°C were both statistically different from WT and 
from each other (Levene’s test, p<0.05, Figure 5.S2B).  
To model the reduction of cohesin and predict its physiological role, we have examined the 
dynamics of chains composed of more beads (from N=100 to N=150 at a constant Lp = 50 nm) 
(Experimental Procedures, Figure 5.5D). We reason that chromatin in loops will not contribute to 
the effective chromatin length, and upon loss of cohesin and release of loops, additional chromatin 
will lengthen the chain. In the model this reduces the compaction ratio, and at the same Lp, which 
increases the number of beads (# of beads = (Lc/Cr)/2Lp)). The model predicts that upon an increase 
in effective chromatin length (i.e., more beads in the chain), the Rc for any given point should 
increase and the ks will decrease (Figure 5.5D), consistent with the experimental results.  
 
NUCLEOSOME DEPLETION RESULTS IN A STIFFER CHROMATIN FIBER  
We hypothesize that changes to nucleosome density would have important effects on 
chromatin fluctuations. We tested the effects of changing chromatin packaging on dynamics by 
measuring Rc and effective ks in cells with reduced nucleosome occupancy. We measured the MSD 
dynamics of a chromatin spot 6.8 kb from the CEN in a stain depleted of histone H3 that results in a 
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2‐fold reduction of nucleosome density (Bouck and Bloom, 2007) (Figure 5.5E). The Rc was 
statistically significantly reduced from 396 nm (54 cells) to 319 nm (55 cells) (Levene’s test, p<0.05, 
Figure 5.5F, Table 5.1, Figure 5.S2C). The ks was statistically significantly increased, becoming slightly 
stiffer from 1.6 x 10‐4 pN/nm to 2.5 x 10‐4 pN/nm (Levene’s test, p<0.05, Figure 5.5G, Table 5.1). 
These effects were not due to α factor arrest, which was not found to significantly alter Rc or ks 
(Figures 5E‐G, Table 5.1, Figure 5.S2C). From these data, we conclude that nucleosomal packaging is 
an important factor in dictating the spatio‐temporal organization and fluctuations of the chromatin 
polymer. 
The reduced nucleosomal density in H3 depleted cells will increase the fraction of naked 
DNA from ~20 bp/nucleosome (based on linker length) to ~160 bp/2 nucleosomes, or ~80 
bp/nucleosome (based on loss of ½ the number of nucleosomes). This will disproportionally alter the 
physical properties of the chromatin. Unlike cohesin depletion in which the fraction of naked DNA is 
constant, we model the increase in naked DNA as a decrease in persistence length (Lp). Bystricky et 
al. have reported that DNA has a substantially shorter Lp than chromatin (Bystricky et al., 2004). The 
model predicts that by decreasing Lp, Rc for any given bead decreases (data not shown) and its ks 
increases (Figure 5.5H).  
The lacO/lacI‐GFP spot morphology provides a quantitative assay for chromatin elasticity. 
The centromere‐proximal (6.8 kb) chromatin spot exhibited expansion in 10% of time points imaged 
(WT, 109/1105 time points) and reduced to 3% upon histone H3 depletion (36/1148 time points) 
(Figure 5.3E). The stiffer ks at 6.8 kb from the CEN observed in nucleosome depleted cells would 
predict that fewer cells would exhibit expansion (aspect ratio > 1.5) of the centromere‐proximal 
lacO/lacI‐GFP array since it would take more energy to extend the entropic spring. Reduced 
nucleosome density would result in unwrapping of the DNA from nucleosomes and a general 
increase in spot size. We examined the morphology of the centromere‐proximal lacO/lacI‐GFP 
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labeled chromatin spot and observed an average increase in spot size for both compacted (aspect 
ratio < 1.5) and decompacted (aspect ratio >1.5) spots (Figure 5.S4). We have directly assessed the 
dynamic physical consequences of changing the histone compaction and measured a higher 
effective ks for a chromatin spot 6.8 kb from the CEN in nucleosome depleted cells. Nucleosomal 
density and therefore Lp and linker length are important factors in determining the physical 
properties of the entopic chromatin spring.  
 
DYNAMIC FLUCTUATIONS UNDERLIE CHROMOSOME TERRITORIES  
Chromosome territories within a population of cells can be visualized in chromosome 
interaction maps. In order to examine if our tethered bead‐spring model describes the formation of 
chromosome territories within the dynamic nucleus, we generate interaction maps of four tethered 
chains within a circle. We examined the bead position distributions in our polymer model (Figures 
7A‐B) and plotted the average normalized bead separation (Figures 7C‐D). Telomeric attachment in 
budding yeast is known to occur in five to eight foci and in Rabl‐like configuration (Bystricky et al., 
2005), and therefore we consider either five attachment points analogous to one centromere 
position and four discrete telomere attachment points (Figure 5.7A), or three attachment points 
(one centromere position and two telomere points) (Figure 5.7B). The combination of excluded 
volume interactions and shorter distance between tether points results in a more uniform heat map 
distribution (Figures 7A and C ‐ chains 1 and 4, Figures 7B and D ‐ chains 3 and 4). When the tethers 
are further apart and the chain is able to explore a larger space, beads along the middle of the chain 
rarely come into contact (blue on the heat maps) and excluded volume interactions dominate over 
confinement. The chromosome interaction maps reveal a potential regulatory mechanism in the 
position of the telomere attachment site. The tethered regions of a single chain, while sampled 
infrequently, provide the ability for disparate chains to physically interact with one another. This 
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provides a mechanism for distinct chains within the nucleus to share genetic information, while 
satisfying the territories of individual chains.  
 
DISCUSSION 
 
IN VIVO MEASUREMENTS OF FUNDAMENTAL CHROMOSOME PROPERTIES – Rc AND EFFECTIVE ks 
Through a combination of experimental observation and mathematical modeling we have 
shown that interphase chromatin fluctuations are mainly governed by attachment at the 
centromere and telomere. Loss of attachment allowed centromere‐proximal chromatin to soften 
(lower effective ks) and explore more space (higher Rc), behaving like a region out on the 
chromosome arm. By formulating a 2D bead‐spring model based on simple polymer physics, we 
capture the observed ks along the length of the chromosome. To capture relevant experimental 
features the model requires: (1) tethering at both ends, (2) confinement within a domain, and (3) 
excluded volume interactions between beads.  
In order to determine the effect of polymer length on chromosome fluctuations, we 
examined dynamics in cohesin‐depleted cells. Loss of cohesin effectively lengthens the chromosome 
since less of the total length is confined in loops. This led to softening of the chromatin fiber at 240 
kb from the CEN and allowed this region to explore a larger space. Thus, the overall length of the 
chromosome is an important factor in determining its spatio‐temporal fluctuations, consistent with 
polymer theory (Equation 6) in which the spring constant is inversely related to number of segments 
(N). In addition to chromosome length, the persistence length (Lp) of the polymer is predicted to 
play an important role in chromosome fluctuations. As Lp is decreased, the spring constant will 
increase by virtue of the increase in number of entropic states, and the polymer will occupy a 
smaller radius of gyration (Bloom, 2008). In order to test this, we hypothesized that reduced 
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nucleosome occupancy results in a lower average persistence length (DNA Lp = 50 nm vs. chromatin 
Lp = 170‐220 nm (Bystricky et al., 2004)). Consistent with the theory, we observed stiffening of the 
centromere‐proximal chromatin (higher ks) and smaller Rc in nucleosome depleted cells.  
 
EXAMINING CHROMOSOME TERRITORIES TO UNDERSTAND CELLULAR BEHAVIORS LIKE REPAIR 
Our in vivo observations of chromatin fluctuations highlight dynamics and predict significant 
interactions to allow for a variety of cellular processes (Figure 5.7). We hypothesize that the 
organization of chromosomes within the nucleus into territories dictates chromosome interactions. 
Altering the location of tethering or detaching one chromosome end would allow chromatin to 
explore a larger volume. These genome‐wide changes could be quickly reversed by subsequent 
reattachment of the chromosomes. The radius of confinement is determined by multiple factors 
including tethering, compaction by cohesin, and nucleosomal wrapping (Figures 1D, 2B, 5B and 6B). 
Various model systems have shown that the total radius of confinement is similar across species 
(Chubb and Bickmore, 2003; Gasser, 2002; Soutoglou and Misteli, 2007), suggesting that this may be 
at least in part dictated by an inherent property of the polymer. Attenuation of these properties 
could contribute to facilitating chromosome interactions upon damage, and form the basis for 
mechanism of action for a wide range of pathways that serve to increase or decrease chromatin 
motion such as DNA repair or gene gating. Based on the increased confinement and stiffening of the 
chromosome upon reduction of nucleosome occupancy, we hypothesize that attenuation of 
nucleosomal wrapping could play an important role in dictating the dynamics of DNA repair by 
reducing persistence length. We have previously shown that dynamic exchange of nucleosomes is 
important for maintenance of the pericentromeric chromatin under tension (Verdaasdonk et al., 
2012). The work presented here provides a basic framework for an integrated understanding of 
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physical organization and dynamic interactions dictated by chromatin modifications to explain 
complex cellular behaviors such as DNA repair.  
Changes in the radius of confinement have been observed upon DNA damage, both for 
damaged and undamaged chromosomes (Dion et al., 2012; Haber and Leung, 1996; Mine‐Hattab 
and Rothstein, 2012). The increased range of motion of a DSB is thought to allow the damaged site 
to explore a much larger area within the nucleus to promote homology search for repair. The 
increased motion of damaged chromatin is known to require the recombination proteins Rad51 and 
Rad54, and the DNA damage response pathway components Mec1 and Rad9 (Dion et al., 2012; 
Mine‐Hattab and Rothstein, 2012). Interestingly, Mec1 checkpoint activity is important to maintain 
replication fork integrity by detaching tethered and highly transcribed regions from the nuclear pore 
(Bermejo et al., 2011). This mechanism of detachment cannot explain the increased motion 
observed upon DNA damage (Ira and Hastings, 2012), but could suggest an alternative role for the 
DNA damage response pathway in maintaining chromatin tethering. These data highlight the 
importance of tethering to regulate chromatin motion, and further work should examine which 
points of tethering are altered upon DNA damage.  
 
EXPERIMENTAL PROCEDURES 
 
For detailed growth and imaging conditions, see supplemental experimental procedures. Strains 
used are listed in Table 5.S2. 
 
IMAGE ANALYSIS 
For MSD analysis, the images were identically analyzed using MetaMorph (Molecular Devices, 
Sunnyvale, CA, USA) and MATLAB (The Mathworks, Natick, MA, USA). The GFP and RFP foci of the 
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brightest planes per time point were tracked using a custom MATLAB program (Speckle Tracker) as 
previously described (Wan, 2008; Wan et al., 2012; Wan et al., 2009). These coordinates were 
further analyzed using MATLAB and Excel (Microsoft, Redmond, WA, USA) software to determine 
mean square displacement. The RFP coordinates were subtracted from the GFP coordinates to 
eliminate cell and nuclear motion. We then examined the 2D change in position of the lacO/lacI‐GFP 
chromatin spot over increasing time lags using a classical MSD approach at each time interval,  
  ܯܵܦఛ ൌ  ۃሺݔ௧ାఛ െ ݔ௧ሻଶ ൅ ሺݕ௧ାఛ െ ݕ௧ሻଶۄ,   (6) 
for all time lags τ. Only cells whose MSD curves exhibited a linear slope within the (1.5*IQR) range 
were included in subsequent analysis. Figures were made using SigmaPlot (Systat Software, San 
Jose, CA, USA).  
To measure spot size, we used a custom GUI written in MATLAB as described previously (Haase et 
al., 2012). The spot intensity distribution is fit with a two‐dimensional Gaussian function and full 
width‐full maximum values are used to determine spot size.  
 
CALCULATING Rc FROM EXPERIMENTAL DATA 
We calculate Rc from the 2D MSD plateau value as (Neumann et al., 2012) 
  ܴc ൌ
ହ
ସ
כ  ඥܯܵܦ௣௟௔௧௘௔௨ .   (1) 
where the plateau is measured from the 330 – 390 s region of the timelapse, as most cells have 
reached confinement at this point while minimizing potential errors introduced by MSD analysis at 
longer time lags. 
We calculate the variance of the distribution of spot positions as ߪଶ ൌ ݉݁ܽ݊ ൫ߪ௫ଶ, ߪ௬ଶ൯ where these 
are measured using MATLAB to fit the spot positions as ሾߤ௫, ߪ௫ሿ ൌ ݊݋ݎ݂݉݅ݐሺݔ െ  ݔ௠௘௔௡ሻ and 
ൣߤ௬, ߪ௬൧ ൌ ݊݋ݎ݂݉݅ݐሺݕ െ  ݕ௠௘௔௡ሻ. We then use ߪଶ to calculate Rc as 
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  ܴc ൌ
ହ
ସ
כ  ට2ߪଶ ൅  ۃ∆ݎ଴
  ଶۄ ,  (2) 
where the average squared deviation from the mean position is ۃ∆ݎ଴
ଶۄ ൌ  ۃ∆ݔ଴
ଶۄ ൅  ۃ∆ݕ଴
ଶۄ. 
 
ENTROPIC BEAD‐SPRING CHAIN MODEL  
We model chromosomes as chains composed of N+1 beads connected by N linear springs. The 
equation of motion for a bead ݅ at position ࢄ௜ is given by (Doi and Edwards, 1986), 
݀ࢄ෡௜
݀̂ݐ
ൌ  
1
ߞ
ቀࡲ෡௜
஻ሺݐሻ ൅ ࡲ෡௜
ௌሺݐሻ ൅ ࡲ෡௜
ா௏ሺݐሻ ൅ ࡲ෡௜
ௐሺݐሻቁ, 
(7)  
for ݅ ൌ 0, 1, … , ܰ ൅ 1. Here ߞ is the bead drag coefficient, ࡲ௜
஻ is the Brownian force, ࡲ௜
ௌ is the spring 
force, ࡲ௜
ா௏ is the excluded volume force, and ࡲ௜
ௐ captures the interaction of the bead with the cell 
walls. In this work we use the following dimensionless variables, 
ࢄ௜ ൌ ࢄ෡௜ඨ
݇௦଴
݇஻ܶ
,       ݐ ൌ ̂ݐ  
2݇௦଴
ߞ
, ࡲ ൌ ࡲ෡
1
ඥ݇௦଴ ݇஻ܶ
, where ݇௦଴ ൌ
3 ݇஻ܶ
൫2ܮ௣൯
ଶ . 
(8) 
• Brownian force. The Brownian force is ࡲ෡௜஻ ൌ ඥ2݇Bܶߞ ࢃ௜, or in dimensionless form, 
ࡲ௜
஻ ൌ ࢃ௜,   (9) 
where ࢃ௜ is a Wiener process: 
ۃࢃ௜ሺݐሻۄ ൌ 0, 
ۃࢃ௜ሺݐሻࢃ௝ሺݐᇱሻۄ ൌ  ߜ௜௝minሺݐ, ݐᇱሻ. 
• Spring force. We consider linear springs so that the spring force acting on bead ݅ is, 
ࡲ௜
ௌ ൌ 2ࢄ௜ െ ࢄ௜ିଵ െ ࢄ௜ାଵ,   (10) 
for ݅ ൌ 1, 2, … , ܰ.    
• Excluded volume force. The excluded volume interaction is modeled using a soft potential as in 
(Jendrejack, 2002), 
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ࡲ௜
ா௏ ൌ
ݖ
4݀ହ
ቌ ෍ ൫ࢄ௜ െ ࢄ௝൯exp ൥െ
൫ࢄ௜ െ ࢄ௝൯
ଶ
2݀ଶ
൩
ே
௝ୀ଴,௝ஷ௜
ቍ, 
 (11) 
here the dimensionless parameters ݖ and ݀ are, respectively, measures of the strength and 
range of the interaction.  
• Wall interaction. To model the bead‐wall interaction, whenever a bead moves outside the 
confining circle, it is moved to the nearest point on the boundary before the next time step 
(Jones et al., 2011). 
 
EFFECTIVE SPRING CONSTANT IN A DOUBLE‐TETHERED ROUSE CHAIN 
If consider that the only forces are ࡲ௜
஻ and ࡲ௜
ௌ the model becomes a double‐tethered Rouse chain. In 
this case the effective spring constant for bead ݅ can be found explicitly as, 
݇௦,௜ ൌ 3݇஻ܶ ൬
஼ೝ
ଶ௅೛ ൈ ௅೎
൰ ቀ ଵ
௣ሺଵି௣ሻ
ቁ,  (3) 
where kB is the Boltzmann constant , T is temperature (Kelvin), Lp is persistence length, Lc is contour 
length, Cr is ratio of compaction, and p is the percentage of the chain from the centromere (i.e., for 
centromere p=0 and for the telomere p=1). The first term, 3݇஻ܶ, is the thermal contribution, the 
second, ൬ ஼ೝ
ଶ௅೛ ൈ ௅೎
൰, captures the properties of the chromatin, and the last, ቀ ଵ
௣ሺଵି௣ሻ
ቁ, measures 
relative location within the chromatin.  
 
DEFINING MODEL VARIABLES 
The model requires two parameters: N and Lp. To determine N, we first estimate chromosome 
length in the cell by dividing the chromosome length in bp (contour length, Lc) by the packing 
density (ratio of compaction, Cr). For an average chromosome Lc ~800,000 bp and a packing density 
is 80 bp/nm (~4X nucleosomal chromatin), then its length in the nucleus is 10,000 nm (Lc/Cr). The 
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packing density is less than the 30 nm fiber (~ 6X the 11 nm fiber) due to the lack of evidence for the 
30 nm fiber and the reduced compaction of yeast chromatin relative to chromosomes in larger cells. 
The number of beads is derived from the nuclear length divided by the persistence length (Lp), 
10,000 nm/50 nm = 200 beads. Since we model the polymer from the centromere to the telomere, 
we use N = 100 beads. Lp and packing density vary proportionally and cannot be independently 
deduced from the model. Simulations of 100 beads with Lp = 50 nm or 25 beads with Lp = 100 nm 
predict motion plots comparable to that shown in Figure 5.1A. The modeled Rc using 100 beads and 
Lp = 50 nm compares closely with literature values (dashed line, Figure 5.1D). These assigned values 
are not unique parameters, and it is likely that in vivo conditions include a wide range of values. 
 
CALCULATING EFFECTIVE ks FROM EXPERIMENTAL DATA 
Although the motion in vivo is ATP‐dependent (Figure 5.S5) (Weber et al., 2012), it is still random in 
nature with step sizes following a Gaussian distribution, supporting the assumption that the beads 
move in a harmonic potential well at some effective temperature (Tokuda et al., 2012). In this 
manner, it is possible to group the different components of energy‐dependent motion in the single 
non‐directional temperature parameter (T). 
To calculate effective ks from the plateau value of the 2D MSD plot, we consider the equation 
(Uhlenbeck and Ornstein, 1930) 
  ܯܵܦ ൌ 2 ௞B்
௞s
ሺ1 െ ݁ି఍௧ ሺଶ௞sሻ⁄ ሻ ൅ 2ۃΔݎ଴
ଶۄሺ1 െ ݁ି఍௧ ሺ௞sሻ⁄ ሻଶ .  (12) 
This means that when t is very large, the plateau value is  
  ܯܵܦplateau ൌ 2
௞B்
௞s
൅ ۃΔݎ଴
ଶۄ ,  (13) 
where the average squared deviation from the mean position is  
  ۃΔݎ଴
ଶۄ ൌ ۃΔݔ଴
ଶۄ  ൅  ۃΔݕ଴
ଶۄ .  (14) 
Solving Equation 13 gives the spring constant as, 
116 
 
  ݇s ൌ  
ଶ௞B்
ெௌ஽plateauିۃ୼௥బ
మۄ
 .  (4) 
To illustrate how to calculate effective ks from variance of lacO spot position, we look at the simplest 
case: a bead moving by Brownian motion and attached to a fixed point by a linear spring. The bead 
position obeys the following Lagevin Equation, 
  ߞ݀X ൌ  െ݇sࢄ݀ݐ ൅  ඥ2݇Bܶߞ݀W   (15) 
where, as before, W is a Wiener process. 
Equation 15 has a corresponding Fokker‐Planck Equation with solution,  
  ܲሺࢄሻ ൌ ~ exp ቀെ ௞s
௞B்
ࢄమ
ଶ
ቁ .  (16) 
This means that a histogram the distribution of bead positions has a Gaussian form with variance 
ߪଶ ൌ ݇஻ܶ/݇௦ . Then from the variance of the distribution, one can obtain the spring constant as,  
  ݇s ൌ  
௞B்
ఙమ
 .  (5) 
 
STATISTICAL ANALYSIS 
We used the equipartition Equations 2 and 5 and the standard deviation from the whole population 
of cells for remaining comparisons. This results in a single value from the whole population standard 
deviation (with no associated error bars) and for statistical comparison we compare the 
homogeneity of population variances by Levene’s test (Figure 5.S2) (Levene, 1960). For additional 
details, see Supplemental Information and Figure 5.S1. 
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Figure 5.1 – Rc of chromatin varies along the length of the chromosome.  
 
(A) Scatter plots illustrating variance in WT lacO/lacI‐GFP spot position relative to spindle pole body. 
(B) MSD curves of WT chromatin spot motion at various distances from the centromere. (C) Rc 
values calculated using Equation 2 and whole population standard deviation values (Table 5.1). Rc 
values are all significantly different from each other (Levene’s test, p<0.05, Figure 5.S2A). For 
comparison of Rc calculations using Equations 1 and 2, see Table 5.S1 and Figure 5.S1A. (D) 
Experimental and literature Rc values plotted by percent distance from centromere (0%) and 
telomere (100%). The dashed line illustrates the general trend of reduced confinement at increasing 
distances from the attachment point. Red – this work using individual cell variance, mean ± standard 
deviation (Table 5.S1); orange – (Bystricky et al., 2005); yellow – (Dion et al., 2012); light blue – 
(Hediger et al., 2002); dark blue – (Heun et al., 2001); green – (Mine‐Hattab and Rothstein, 2012); 
purple – (Neumann et al., 2012); black squares – our tethered bead‐spring model (see text).  
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Figure 5.2 – Rc is dictated by the attachment at the centromere.  
 
(A) MSD analysis of cells in which the centromere has been detached through its conditional 
inactivation (Gal‐CEN on GAL) revealed reduced confinement of a lacO/lacI‐GFP labeled chromatin 
spot 8.8 kb from the CEN as compared to WT at 8.8 kb. (B) Bar graph of Rc values (Equation 2). 
Statistical comparison show WT at 8.8 kb and Inactive CEN at 8.8 kb to be statistically significantly 
different from each other, whereas WT at 240 kb and Inactive CEN at 8.8 kb are not statistically 
significantly different from each other (Levene’s test, p<0.05, Figure 5.S2A). 
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Figure 5.3 – Interphase chromatin is dynamic.  
 
(A) Example images of lacO/lacI‐GFP at 240 kb from the CEN with aspect ratios less than and greater 
than 1.5 (compacted and decompacted). Measured aspect ratios are shown. (B) Graph of aspect 
ratio change over time for two cells, colors corresponding to outlined images in (A). (C) Example 
images of lacO/lacI‐GFP at 6.8 kb and (D) graphs of aspect ratio changes for two examples. WT cells 
exhibit transient expansion and recompaction of chromatin arrays along random and occasionally 
non‐linear trajectories. (E) Example images of lacO/lacI‐GFP at 6.8 kb in Gal‐H3 cells in which 
nucleosomes have been depleted (see text), and (F) graphs of aspect ratio changes over time. 
Aspect ratio values of lacO/lacI‐GFP signal =large axis/small axis. Scale bar = 1 μm. Time lapse 
images were taken every 30 s. Color images: lacO/lacI‐GFP – green, and spindle pole body (Spc29‐
RFP) – red. Black and white images show lacO/lacI‐GFP with corresponding aspect ratios alongside.  
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Figure 5.4 – Modeling interphase chromatin dynamics as a doubly tethered bead‐spring polymer 
chain.  
 
(A) The chromatin polymer (dark blue) can be modeled as a bead‐spring polymer chain (dotted blue 
line indicates original chromatin polymer chain). Diagram of a bead‐spring chain composed of 100 
beads tethered at both ends and confined within a circle of radius 1 μm. (B) The effective spring 
constant (ks, Equation 3) is highest (most stiff) for beads closest to the tether points (beads 0 and 
100) and softest in the middle of the chain (at bead 50). (C)  Measurement of ks from in vivo dynamic 
MSD data at various positions from the centromere. We compared ks calculated using the MSD 
plateau value (gray, Equation 4) or the variance of the distribution of spot positions (light blue, 
Equation 5) and found no significant difference in WT cells at 240 kb from the CEN (Student’s t‐test, 
p>0.05, Table 5.S1). Black bars indicate median, red bars indicate mean. Black dots above and below 
indicate 95%/5% percentiles of the data distribution. (For comparisons at 24 kb, 8.8 kb, and 6.8 kb 
from the CEN, see Figure 5.S1B). (D) Ks values calculated using the variance of the distribution of 
spot positions of the whole population (Equation 5, Table 5.1). Consistent with the doubly tethered 
bead‐spring polymer chain model, the chromatin exhibited a higher ks (stiffer spring) closer to the 
tether point (at 6.8 kb and 8.8 kb from the CEN), and lower ks (softer spring) in the middle of the 
chromosome (at 240 kb from the CEN). The high ks observed close to the centromere is due to 
attachment at the centromere and is not an inherent property of this region of chromatin. When the 
centromere is detached through its conditional inactivation (Inactive CEN), the ks at 8.8 kb from the 
CEN is reduced. Statistical comparisons at four WT positions are statistically significantly different 
from each other. Upon conditional centromere inactivation (Inactive CEN), the measured ks at 8.8 kb 
is significantly softer from the measured ks for WT at 8.8 kb (Levene’s test, p<0.05, Figure 5.S2A).  
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Figure 5.5 – Loss of cohesin or nucleosome depletion during interphase result in altered 
confinement and chromatin stiffness.  
 
(A) Upon depletion of cohesin (mcd1‐1 at 37 °C, light blue diamonds) we observed a decrease in 
confinement of chromatin at 240 kb from the CEN that is not due to the increased temperature 
(compare to WT at 37 °C, dark blue triangles). (B) Bar graph of Rc values (Equation 2). Statistical 
comparisons reveal significant increased Rc upon depletion of cohesin in mcd1‐1 cells (Levene’s test, 
p<0.05, Figure 5.S2B). (C) Ks (Equation 5) is reduced (softened) upon depletion of cohesin as 
compared to WT at 24 °C and 37 °C. (D) We can simulate the effects of depleting cohesin and losing 
chromatin looping as an increase in the number of beads in our model (inset). This predicts that 
increasing the number of beads in the chain will result in reduced confinement (688 nm) as 
compared to the same bead position (middle, red circle) on a shorter chain (577 nm), consistent 
with experimentally observed data. (E) MSD curves of lacO/lacI‐GFP at 6.8 kb from the CEN in WT, 
histone depleted (Gal‐H3) and α factor treated cells. (F) Rc is reduced (more confined, Equation 2) 
and (G) effective ks is increased (stiffer, Equation 5) upon depletion of histone H3. Statistical 
comparisons show a significant difference in both Rc and ks upon histone depletion (p<0.05) and no 
significant difference upon α factor treatment (p>0.05) (Levene’s test, p<0.05, Figure 5.S2C). (H) We 
hypothesize that reducing nucleosome density by depleting histone H3 will result in reduced Lp 
(from chromatin to DNA, (Bloom, 2008)). Our doubly tethered bead‐spring model predicts an 
increase in ks upon reduction of Lp (from Lp=50 to Lp=25 nm), consistent with experimentally 
observed increase in ks at 6.8 kb from the CEN upon nucleosome depletion.  
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Figure 5.6 – Modeling the chromatin spring as a doubly tethered, confined bead‐spring chain with 
excluded volume interactions can recapitulate chromosome territory formation as observed by 
chromosome interaction heat maps.  
 
We have tracked bead positions over time for a single run for chains in which one end (centromere‐
SPB attachment) is at the top of the circle (at 0 degrees) and the other end (telomere attachment) is 
tethered at (A) four discrete positions (equally distributed between 90 and 298 degrees) or (B) 
tethered at two discrete positions (90 and 298 degrees). Heat map representation for the average 
distance during a run between all beads for (C) four discrete attachment points and (D) two 
attachment points. Heat map values have been normalized to 1 to account for different maximum 
distances between model runs. For a value of 0, the beads are separated by a small distance and 
thus highly likely to come into physical contact, whereas a value of 1 represents a large spatial 
separation and low probability of contact. Chain 1 – red; chain 2 – blue; chain 3 – black; chain 4 – 
green.  
   
127 
 
 
   
128 
 
Table 5.1 – Summary of Rc and ks measurements from population variance 
  
LacO array distance 
from centromere
Relevant genotype/ 
conditions
Sample 
size
Radius of 
confinement (Rc) 
(nm)
Effective spring 
constant
(ks) (pN/nm) Fold over 
entropic 
spring
(population σ) (population σ)
240 kb WT (Chr II) 43 705 5.1 x 10-5 33x
24 kb WT (Chr III) 25 441 1.3 x 10-4 9x
8.8 kb WT (Chr III) 40 274 3.4 x 10-4 8x
6.8 kb WT (Chr XV) 54 396 1.6 x 10-4 3x
8.8 kb
Gal-CEN on 
galactose
23 745 4.6 x 10-5 1x
240 kb WT, 37C 16 691 5.4 x 10-5 35x
240 kb mcd1-1 25 892 3.2 x 10-5 21x
240 kb mcd1-1, 37C 33 958 2.8 x 10-5 18x
6.8 kb Gal-H3 on glucose 55 319 2.5 x 10-4 5x
6.8 kb WT, α factor 43 380 1.8 x 10-4 3x
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APPENDIX 5.1  
 
SUPPLEMENTAL EXPERIMENTAL PROCEDURES 
 
YEAST STRAINS AND CELL PREPARATIONS  
For WT, sodium azide treatment, and mcd1‐1 strains, cells were grown to logarithmic phase at 24°C 
in rich YPD media. To deplete cellular ATP, cells were incubated for 10 minutes prior to imaging on a 
gelatin slab containing 0.02% sodium azide and 1 μM 2‐deoxyglucose as the only carbon source. To 
deplete cohesin, logarithmically growing mcd1‐1 cells were shifted from 24°C to 37°C for 
approximately 3 hours prior to imaging (as described in (Stephens et al., 2011)). Histone depletion of 
GAL‐H3 strain was carried out as described in (Bouck and Bloom, 2007). Cells were grown overnight 
in YPGal media, arrested in G1 with 10 μg/mL α factor for 2 hours, and resuspended in YPD media at 
24°C for approximately 3 hours to deplete histone H3. In order to detach the chromosome from the 
centromere tether point, we employed a conditional centromere as described in (Hill and Bloom, 
1987). Cells were grown overnight in YPD (transcriptional repression of the GAL1 promoter allowing 
for centromere function), overnight in YPL, and resuspended in YPG (transcriptional activation of the 
GAL1 promoter on galactose containing media silencing the centromere) approximately 5 hours 
prior to imaging. For imaging, cells were washed and resuspended in YC complete media with 2% 
glucose for WT, mcd1‐1, and histone depleted (Gal‐H3) cells, YC complete media with 2% galactose 
for centromere inactivation (Gal‐CEN) cells, or sterile water for azide imaging. 
 
MICROSCOPY 
Images were acquired on a Nikon Eclipse Ti wide‐field inverted microscope with a 100x Apo TIRF 
1.49 NA objective (Nikon, Melville, New York, USA) and Andor Clara CCD camera (Andor, South 
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Windsor, Connecticut, USA). Images were acquired at room temperature with Nikon NIS Elements 
imaging software (Nikon, Melville, New York, USA). Seven plane Z sections at 200 nm steps were 
acquired every 30 seconds for a total of 10 minutes for both GFP and RFP.  
 
STATISTICAL ANALYSIS 
To allow for direct comparisons of the plateau and equipartition analysis methods for Rc and 
effective ks, we calculated these for each cell and performed Student’s t‐tests for statistical analysis. 
We found no statistical difference between these methods for WT cells at positions close to the 
tether point at p<0.05, and Rc values at 240 kb were not different at p<0.01 (Student’s t‐test, Table 
5.1, Figure 5.S1). Since the results using the plateau value showed greater variability and used a 
fraction of the total data set, we used the equipartition Equations 2 and 5 and the standard 
deviation from the whole population of cells for remaining comparisons. This results in a single value 
from the whole population standard deviation (with no associated error bars) and for statistical 
comparison we compare the homogeneity of population variances by Levene’s test (Figure 5.S2) 
(Levene, 1960).  
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Figure 5.S1 – Statistical comparison of equations used to calculate Rc and effective ks, Related to 
Figures 5.1 and 5.4.   
 
Box plots of (A) Rc from Equations 1 (plateau, gray) and 2 (variance, light blue) and (B) ks from 
Equations 4 (plateau, gray) and 5 (variance, light blue). Median values are indicated by a black line, 
mean values are indicated by a red line, and 95%/5% percentiles are shown as black dots. Data is 
summarized in Table 5.S1. Statistical comparison by Student’s t‐tests (p<0.05) did not show any 
significant differences for positions close to the centromere (WT at 6.8 kb, WT at 8.8 kb, and WT at 
24 kb). WT at 240 kb is not significantly different at p<0.01 (Student’s t‐test). P values are given. 
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Figure 5.S2 – Statistical comparisons of data sets, Related to Figures 5.1, 5.2, 5.4, and 5.5.  
 
Box plots comparing distribution of ሾሺݔ െ ݔ௠௘௔௡ሻ and ሺݕ െ ݕ௠௘௔௡ሻ ሿ values in nm used to calculate 
ߪ (see Equations 2 and 5, Experimental Procedures). Tables show p‐values for Levene’s test for 
homogeneity of variance between populations, values highlighted in red at p<0.05. (A) Comparison 
of WT at 240 kb, 24 kb, 8.8 kb, and 6.8 kb from the centromere and Inactive CEN (conditional 
inactivation of the centromere) at 8.8 kb. (B) Comparison of WT at 240 kb at 24 °C and 37 °C and 
mcd1‐1 at 240 kb at 24 °C and 37 °C. (C)  Comparison of WT at 6.8 kb, Gal‐H3 at 6.8 kb (conditional 
depletion of nucleosomes), and WT + α factor at 6.8 kb from the centromere. 
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Figure 5.S3 – Additional information regarding chromatin elasticity measurements, Related to 
Figure 5.3.  
 
The chromatin polymer behaves like an elastic filament. (A) Chromatin spots at 240 kb from the 
centromere exhibit greater variability in spot decompaction as compared to spots 6.8 kb from the 
centromere. Box plot showing distribution of measured aspect ratios (=large axis length/small axis 
length). Black bars indicate median, red bars indicate mean. Black dots above and below indicate 
95%/5% percentiles of the data distribution. (B) Scatter plot showing the variance in distance 
between two chromosomal loci on the same chromosome (red, lacO/lacI‐GFP and tetO/tetR‐CFP 
adjacent to the centromere of chromosome XI) compared to variance in WT at 6.8 kb spot position 
relative to the SPB (black). The variance in spot position (either relative to another chromosomal 
locus or the SPB) reveals the elastic properties of the chromatin filament.  
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Figure 5.S4 – Additional information regarding aspect ratio measurements upon nucleosome 
depletion, Related to Figure 5.5.  
 
Nucleosome depletion results in chromatin spot decompaction. (A) Full width‐full maximum 
Gaussian fit measurements of lacO/lacI‐GFP spot size show that both compacted and decompacted 
chromatin spots are statistically significantly larger upon nucleosome depletion (Student’s t‐test, 
p<0.05). Data are represented as mean ± standard deviation. (B) The observed spot shape changes 
are not the result of changed lacO/lacI‐GFP binding. Background corrected lacI‐GFP signal intensity is 
not significantly different between WT and Gal‐H3 at 6.8 kb. Data are represented as mean ± 
standard deviation. 
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Figure 5.S5 ‐ ATP‐dependent chromatin motion, Related to Experimental Procedures.  
 
ATP‐depletion by sodium azide and deoxyglucose leads to reduced chromatin motion (increased 
confinement). MSD curves of chromatin spot motion over time of lacO/lacI‐GFP integrated at 240 kb 
or 8.8 kb from the centromere with and without sodium azide and deoxyglucose. Rc values are 
calculated using Equation 2 and population variance.  
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Table 5.S1 ‐ Summary of WT results from equations used to calculate Rc and effective ks, Related to 
Figures 5.1 and 5.4. 
   
LacO array distance from centromere 240kb 24kb 8.8kb 6.8kb
Sample size 43 25 40 54
Radius of 
confinement 
(Rc) (nm)
802 ± 328 494 ± 137 278 ± 119 420 ± 173
σ 
(individual 
cell)
682 ± 209 437 ± 94 255 ± 97 381 ± 126
σ
(entire 
data set)
705 441 274 396
Effective spring 
constant 
(ks) (pN/nm)
6.6 x 10-5
± 7.6 x 10-5
1.6 x 10-4
± 2.5 x 10-4
6.9 x 10-4
± 9.6 x 10-4
2.3 x 10-4
± 2.1 x 10-4
σ
(individual 
cell)
7.8 x 10-5
± 7.6 x 10-5
1.6 x 10-4
± 1.0 x 10-4
8.6 x 10-4
± 1.6 x 10-3
2.4 x 10-4
± 1.9 x 10-4
σ 
(entire data 
set)
5.1 x 10-5 1.3 x 10-4 3.4 x 10-4 1.6 x 10-4
139 
 
Table 5.S2 ‐ Saccharomyces cerevisiae strains used in this paper, Related to Experimental 
Procedures. 
Strain 
Number
LacO array distance 
from centromere 
(centroid)
Relevant 
genotype
Full genotype
KS406
240 kb
from CEN II
WT
MAT α CEN2(240kb)-GFP[10kb] ade5-1, 
trp1-289, ura3Δ, leu2-3, 112, lys2::insI-
Sce1, lacO array next to RAD16 promoter, 
tetO array next to LYS2 promoter, 
arg4::hisG Gal1/10 I-Sce1, thr1::HISpLacI-
GFP:Nat, ade1::URAptetR-CFP:Hyg, 
Spc29-RFP:Bsd
KBY8815
24 kb
from CEN III
WT
Mat a CEN3(24)-GFP[10kb] ade2-1, his3-
11,15, trp1-1, ura3-1, leu2-3, can1-100, 
LacINLSGFP:HIS3, lacO::LEU2, Spc29-
RFP:Hyg
KBY8812
8.8 kb 
from CEN III
WT
Mat a CEN3(3.8)-GFP[10kb] W303 ade2, 
ura3, leu2, trp1, his3, can1-100  Cen 
linked LacO is URA3 tagged (at 3.8kb from 
CEN3, 10kb array); Spc29-RFP:Hyg
KBY8065
6.8 kb
from CEN XV
WT
Mat a CEN15(1.8)-GFP[10kb] ade2-1, 
his3-11, trp1-1, ura3-1, leu2-3,112, can1-
100, LacINLSGFP:HIS3, lacO::URA3, 
Spc29RFP:Hyg
SGD10.2
8.8 kb
from CEN III
Gal-CEN
Mat a CEN3(3.8)-GFP[10kb] ade2-1, his3-
11,15, trp1-1, ura3-1, leu2-3, can1-100, 
LacINLSGFP:HIS3, lacO::URA3, UraΔNat, 
GalCEN3::URA, Spc29-RFP:Hyg
KBY407
240 kb
from CEN II
mcd1-1
MAT α CEN2(240kb)-GFP[10kb] ade5-1, 
trp1-289, ura3Δ, leu2-3, 112, lys2::insI-
Sce1, lacO array next to RAD16 promoter, 
tetO array next to LYS2 promoter, 
arg4::hisG Gal1/10 I-Sce1, thr1::HISpLacI-
GFP:Nat, ade1::URAptetR-CFP:Hyg, 
Spc29-RFP:Bsd, mcd1-1
KBY8062
6.8 kb
from CEN XV
Gal-H3
Mat a CEN15(1.8)-GFP[10kb] ade2-1, 
his3-11, trp1-1, ura3-1, leu2-3,112, can1-
100, LacINLSGFP:HIS3, lacO::URA3, 
Spc29RFP:Hyg, HHT1::TRP, KAN-GAL-
HHT2
KBY9424
LacO/LacI-GFP at 4.5 kb 
from CEN XI
TetO/TetR-CFP at 9.5 kb 
from CEN XI
WT
2-color
Mat a ade1 met14 ura3-52 leu2-3,112 
his3-11,15 lys2::lacI-GFP-NLS:Nat, 
met14::lacO-Hyg, trp::Ura, pSR8(tetO-
his3) at Met14, Hyg::Trp1, pDB49 (tetR-
CFP-Hg), Hyg::Leu, Spc29-RFP-Hyg, 
Nat::Kan
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APPENDIX 5.2  
 
FORMULAE 
 
Starting calculations 
݌݈ܽݐ݁ܽݑ ൌ ݉݁ܽ݊ ݋݂ ܯܵܦ ݂ݎ݋݉ 330 െ 390 ݏ         ሺ݊݉ଶሻ 
ߪଶ ൌ ݉݁ܽ݊ ሺߪ௫ଶ, ߪ௬ଶሻ                 ሺ݊݉ଶሻ 
ሾߤ௫, ߪ௫ሿ ൌ ݊݋ݎ݂݉݅ݐሺݔ௧ െ  ݔ௠௘௔௡ሻ   
ൣߤ௬, ߪ௬൧ ൌ ݊݋ݎ݂݉݅ݐሺݕ௧ െ  ݕ௠௘௔௡ሻ   
ܲ݋݌ ߪଶ ൌ ݉݁ܽ݊ ሺ݌݋݌ ߪ௫ଶ, ݌݋݌ ߪ௬ଶሻ           ሺ݊݉ଶሻ 
݌݋݌ ሾߤ௫, ߪ௫ሿ ൌ ݊݋ݎ݂݉݅ݐ൫ݔ௧,௖௘௟௟ െ  ݔ௠௘௔௡,௖௘௟௟൯   
݌݋݌ ൣߤ௬, ߪ௬൧ ൌ ݊݋ݎ݂݉݅ݐ൫ݕ௧,௖௘௟௟ െ  ݕ௠௘௔௡,௖௘௟௟൯   
ۃ∆ݎ଴
ଶۄ ൌ  ۃݔ଴
ଶۄ ൅  ۃݕ଴
ଶۄ               ሺ݊݉ଶሻ 
ۃݔ଴
ଶۄ ൌ ۃሺݔ௧ െ  ݔ௠௘௔௡ሻଶۄ  
ۃݕ଴
ଶۄ ൌ ۃሺݕ௧ െ  ݕ௠௘௔௡ሻଶۄ  
 
Radius of confinement equations 
From plateau 
ܴ௖ ൌ
ହ
ଶௗ
ඥ݌݈ܽݐ݁ܽݑ              
  ሺ݊݉ሻ 
From variance  
ܴ௖ ൌ  
ହ
ଶௗ
ඥ݀ߪଶ ൅ ۃ∆ݎ଴
ଶۄ                
 
Effective spring constant equations 
From plateau 
݂݂݁ ݇௦ ൌ
ௗ௞ಳ்
௣௟௔௧௘௔௨ିۃ∆௥బ
మۄ
             ሺ݌ܰ ݌݁ݎ ݊݉ሻ 
From variance  
݂݂݁ ݇௦ ൌ
௞ಳ்
ఙమ
  
 
141 
 
REFERENCES 
 
Abbe, E. (1873). Beiträge zur Theorie des Mikroskops und der mikroskopischen Wahrnehmung. 
Archiv für Mikroskopische Anatomie 9, 413 ‐ 418. 
 
Abbott, D.W., Ivanova, V.S., Wang, X., Bonner, W.M., and Ausio, J. (2001). Characterization of the 
stability and folding of H2A.Z chromatin particles: implications for transcriptional activation. 
J Biol Chem 276, 41945‐41949. 
 
Agard, D.A. (1984). Optical sectioning microscopy: cellular architecture in three dimensions. Annual 
review of biophysics and bioengineering 13, 191‐219. 
 
Agard, D.A., Hiraoka, Y., Shaw, P., and Sedat, J.W. (1989). Chapter 13 Fluorescence Microscopy in 
Three Dimensions. In Methods Cell Biol, D.L. Taylor, and W. Yu‐Li, eds. (Academic Press), pp. 
353‐377. 
 
Ahmad, K., and Henikoff, S. (2001). Centromeres are specialized replication domains in 
heterochromatin. J Cell Biol 153, 101‐110. 
 
Ahmad, K., and Henikoff, S. (2002). The histone variant H3.3 marks active chromatin by replication‐
independent nucleosome assembly. Molecular cell 9, 1191‐1200. 
 
Airy, G.B. (1835). On the diffraction of an object‐glass with circular aperture. Transactions of the 
Cambridge Philosophical Society 5, 283. 
 
Akey, C.W., and Luger, K. (2003). Histone chaperones and nucleosome assembly. Curr Opin Struct 
Biol 13, 6‐14. 
 
Albert, B., Leger‐Silvestre, I., Normand, C., and Gadal, O. (2012). Nuclear organization and chromatin 
dynamics in yeast: biophysical models or biologically driven interactions? Biochim Biophys 
Acta 1819, 468‐481. 
 
Amano, M., Suzuki, A., Hori, T., Backer, C., Okawa, K., Cheeseman, I.M., and Fukagawa, T. (2009). 
The CENP‐S complex is essential for the stable assembly of outer kinetochore structure. J 
Cell Biol 186, 173‐182. 
 
142 
 
Anderson, M., Haase, J., Yeh, E., and Bloom, K. (2009). Function and assembly of DNA looping, 
clustering, and microtubule attachment complexes within a eukaryotic kinetochore. Mol Biol 
Cell 20, 4131‐4139. 
 
Aravamudhan, P., Felzer‐Kim, I., and Joglekar, A.P. (2013). The Budding Yeast Point Centromere 
Associates with Two Cse4 Molecules during Mitosis. Curr Biol 23, 770‐774. 
 
Aravind, L., Iyer, L.M., and Wu, C. (2007). Domain architectures of the Scm3p protein provide 
insights into centromere function and evolution. Cell Cycle 6, 2511‐2515. 
 
Austin, C.M., and Bellini, M. (2010). The dynamic landscape of the cell nucleus. Mol Reprod Dev 77, 
19‐28. 
 
Babcock, H., Sigal, Y.M., and Zhuang, X. (2012). A high‐density 3D localization algorithm for 
stochastic optical reconstruction microscopy. Optical Nanoscopy 1, 1‐10. 
 
Bancaud, A., Wagner, G., Conde, E.S.N., Lavelle, C., Wong, H., Mozziconacci, J., Barbi, M., Sivolob, A., 
Le Cam, E., Mouawad, L., et al. (2007). Nucleosome chiral transition under positive torsional 
stress in single chromatin fibers. Mol Cell 27, 135‐147. 
 
Baum, M., Ngan, V.K., and Clarke, L. (1994). The centromeric K‐type repeat and the central core are 
together sufficient to establish a functional Schizosaccharomyces pombe centromere. Mol 
Biol Cell 5, 747‐761. 
 
Berger, A.B., Cabal, G.G., Fabre, E., Duong, T., Buc, H., Nehrbass, U., Olivo‐Marin, J.C., Gadal, O., and 
Zimmer, C. (2008). High‐resolution statistical mapping reveals gene territories in live yeast. 
Nature methods 5, 1031‐1037. 
 
Bergmann, J.H., Rodriguez, M.G., Martins, N.M., Kimura, H., Kelly, D.A., Masumoto, H., Larionov, V., 
Jansen, L.E., and Earnshaw, W.C. (2011). Epigenetic engineering shows H3K4me2 is required 
for HJURP targeting and CENP‐A assembly on a synthetic human kinetochore. EMBO J 30, 
328‐340. 
 
Bermejo, R., Capra, T., Jossen, R., Colosio, A., Frattini, C., Carotenuto, W., Cocito, A., Doksani, Y., 
Klein, H., Gomez‐Gonzalez, B., et al. (2011). The replication checkpoint protects fork stability 
by releasing transcribed genes from nuclear pores. Cell 146, 233‐246. 
 
143 
 
Bernard, P., Maure, J.F., Partridge, J.F., Genier, S., Javerzat, J.P., and Allshire, R.C. (2001). 
Requirement of heterochromatin for cohesion at centromeres. Science 294, 2539‐2542. 
 
Betzig, E., Patterson, G.H., Sougrat, R., Lindwasser, O.W., Olenych, S., Bonifacino, J.S., Davidson, 
M.W., Lippincott‐Schwartz, J., and Hess, H.F. (2006). Imaging intracellular fluorescent 
proteins at nanometer resolution. Science 313, 1642‐1645. 
 
Bi, E., and Pringle, J.R. (1996). ZDS1 and ZDS2, genes whose products may regulate Cdc42p in 
Saccharomyces cerevisiae. Molecular and cellular biology 16, 5264‐5275. 
 
Bickmore, W.A., and van Steensel, B. (2013). Genome architecture: domain organization of 
interphase chromosomes. Cell 152, 1270‐1284. 
 
Biggins, S., and Murray, A.W. (2001). The budding yeast protein kinase Ipl1/Aurora allows the 
absence of tension to activate the spindle checkpoint. Genes & development 15, 3118‐3129. 
 
Biggs, D.S. (2010). 3D deconvolution microscopy. Curr Protoc Cytom Chapter 12, Unit 12 19 11‐20. 
 
Birchler, J.A., Gao, Z., and Han, F. (2009). A tale of two centromeres‐‐diversity of structure but 
conservation of function in plants and animals. Funct Integr Genomics 9, 7‐13. 
 
Black, B.E., and Cleveland, D.W. (2011). Epigenetic Centromere Propagation and the Nature of CENP‐
A Nucleosomes. Cell 144, 471‐479. 
 
Black, B.E., Foltz, D.R., Chakravarthy, S., Luger, K., Woods, V.L., Jr., and Cleveland, D.W. (2004). 
Structural determinants for generating centromeric chromatin. Nature 430, 578‐582. 
 
Black, B.E., Jansen, L.E., Maddox, P.S., Foltz, D.R., Desai, A.B., Shah, J.V., and Cleveland, D.W. (2007). 
Centromere identity maintained by nucleosomes assembled with histone H3 containing the 
CENP‐A targeting domain. Mol Cell 25, 309‐322. 
 
Bloom, K. (2007). Centromere dynamics. Curr Opin Genet Dev 17, 151‐156. 
 
Bloom, K., and Joglekar, A. (2010). Towards building a chromosome segregation machine. Nature 
463, 446‐456. 
 
144 
 
Bloom, K.S. (2008). Beyond the code: the mechanical properties of DNA as they relate to mitosis. 
Chromosoma 117, 103‐110. 
 
Blower, M.D., and Karpen, G.H. (2001). The role of Drosophila CID in kinetochore formation, cell‐
cycle progression and heterochromatin interactions. Nat Cell Biol 3, 730‐739. 
 
Blower, M.D., Sullivan, B.A., and Karpen, G.H. (2002). Conserved organization of centromeric 
chromatin in flies and humans. Dev Cell 2, 319‐330. 
 
Bohn, M., and Heermann, D.W. (2011). Repulsive forces between looping chromosomes induce 
entropy‐driven segregation. PLoS One 6, e14428. 
 
Bouck, D.C., and Bloom, K. (2007). Pericentric chromatin is an elastic component of the mitotic 
spindle. Curr Biol 17, 741‐748. 
 
Bouck, D.C., Joglekar, A.P., and Bloom, K.S. (2008). Design features of a mitotic spindle: balancing 
tension and compression at a single microtubule kinetochore interface in budding yeast. 
Annu Rev Genet 42, 335‐359. 
 
Boveri, T. (1909). Die Blastomerenkerne von Ascaris megalocephala und die Theorie der 
Chromosomenindividualität. Arch Zellforsch 3, 181‐268. 
 
Brickner, D.G., Cajigas, I., Fondufe‐Mittendorf, Y., Ahmed, S., Lee, P.C., Widom, J., and Brickner, J.H. 
(2007). H2A.Z‐mediated localization of genes at the nuclear periphery confers epigenetic 
memory of previous transcriptional state. PLoS biology 5, e81. 
 
Brinkley, B.R., and Stubblefield, E. (1966). The fine structure of the kinetochore of a mammalian cell 
in vitro. Chromosoma 19, 28‐43. 
 
Bruce, K., Myers, F.A., Mantouvalou, E., Lefevre, P., Greaves, I., Bonifer, C., Tremethick, D.J., Thorne, 
A.W., and Crane‐Robinson, C. (2005). The replacement histone H2A.Z in a hyperacetylated 
form is a feature of active genes in the chicken. Nucleic Acids Res 33, 5633‐5639. 
 
Bruno, L., Salierno, M., Wetzler, D.E., Desposito, M.A., and Levi, V. (2011). Mechanical Properties of 
Organelles Driven by Microtubule‐Dependent Molecular Motors in Living Cells. PloS one 6. 
 
145 
 
Bystricky, K., Heun, P., Gehlen, L., Langowski, J., and Gasser, S.M. (2004). Long‐range compaction 
and flexibility of interphase chromatin in budding yeast analyzed by high‐resolution imaging 
techniques. Proceedings of the National Academy of Sciences of the United States of 
America 101, 16495‐16500. 
 
Bystricky, K., Laroche, T., van Houwe, G., Blaszczyk, M., and Gasser, S.M. (2005). Chromosome 
looping in yeast: telomere pairing and coordinated movement reflect anchoring efficiency 
and territorial organization. J Cell Biol 168, 375‐387. 
 
Cairns, B.R., Lorch, Y., Li, Y., Zhang, M., Lacomis, L., Erdjument‐Bromage, H., Tempst, P., Du, J., 
Laurent, B., and Kornberg, R.D. (1996). RSC, an essential, abundant chromatin‐remodeling 
complex. Cell 87, 1249‐1260. 
 
Camahort, R., Li, B., Florens, L., Swanson, S.K., Washburn, M.P., and Gerton, J.L. (2007). Scm3 is 
essential to recruit the histone H3 variant Cse4 to centromeres and to maintain a functional 
kinetochore. Mol Cell 26, 853‐865. 
 
Camahort, R., Shivaraju, M., Mattingly, M., Li, B., Nakanishi, S., Zhu, D., Shilatifard, A., Workman, J.L., 
and Gerton, J.L. (2009). Cse4 is part of an octameric nucleosome in budding yeast. Mol Cell 
35, 794‐805. 
 
Canman, J.C., Cameron, L.A., Maddox, P.S., Straight, A., Tirnauer, J.S., Mitchison, T.J., Fang, G., 
Kapoor, T.M., and Salmon, E.D. (2003). Determining the position of the cell division plane. 
Nature 424, 1074‐1078. 
 
Cannell, M.B., McMorland, A., and Soeller, C. (2006). Image enhancement by deconvolution. In 
Handbook of Biological Confocal Microscopy (Springer), pp. 488‐500. 
 
Cao, Y., Cairns, B.R., Kornberg, R.D., and Laurent, B.C. (1997). Sfh1p, a component of a novel 
chromatin‐remodeling complex, is required for cell cycle progression. Mol Cell Biol 17, 3323‐
3334. 
 
Cardinale, S., Bergmann, J.H., Kelly, D., Nakano, M., Valdivia, M.M., Kimura, H., Masumoto, H., 
Larionov, V., and Earnshaw, W.C. (2009). Hierarchical inactivation of a synthetic human 
kinetochore by a chromatin modifier. Mol Biol Cell 20, 4194‐4204. 
 
Carroll, C.W., Milks, K.J., and Straight, A.F. (2010). Dual recognition of CENP‐A nucleosomes is 
required for centromere assembly. J Cell Biol 189, 1143‐1155. 
146 
 
Centola, M., and Carbon, J. (1994). Cloning and characterization of centromeric DNA from 
Neurospora crassa. Mol Cell Biol 14, 1510‐1519. 
 
Chaban, Y., Ezeokonkwo, C., Chung, W.H., Zhang, F., Kornberg, R.D., Maier‐Davis, B., Lorch, Y., and 
Asturias, F.J. (2008). Structure of a RSC‐nucleosome complex and insights into chromatin 
remodeling. Nat Struct Mol Biol 15, 1272‐1277. 
 
Chai, C.C., Teh, E.M., and Yeong, F.M. (2010). Unrestrained spindle elongation during recovery from 
spindle checkpoint activation in cdc15‐2 cells results in mis‐segregation of chromosomes. 
Mol Biol Cell 21, 2384‐2398. 
 
Cheeseman, I.M., and Desai, A. (2008). Molecular architecture of the kinetochore‐microtubule 
interface. Nat Rev Mol Cell Biol 9, 33‐46. 
 
Cheezum, M.K., Walker, W.F., and Guilford, W.H. (2001). Quantitative comparison of algorithms for 
tracking single fluorescent particles. Biophysical journal 81, 2378‐2388. 
 
Chen, D., Dundr, M., Wang, C., Leung, A., Lamond, A., Misteli, T., and Huang, S. (2005). Condensed 
mitotic chromatin is accessible to transcription factors and chromatin structural proteins. J 
Cell Biol 168, 41‐54. 
 
Chen, Y., Baker, R.E., Keith, K.C., Harris, K., Stoler, S., and Fitzgerald‐Hayes, M. (2000). The N 
terminus of the centromere H3‐like protein Cse4p performs an essential function distinct 
from that of the histone fold domain. Mol Cell Biol 20, 7037‐7048. 
 
Chikashige, Y., Kinoshita, N., Nakaseko, Y., Matsumoto, T., Murakami, S., Niwa, O., and Yanagida, M. 
(1989). Composite motifs and repeat symmetry in S. pombe centromeres: direct analysis by 
integration of NotI restriction sites. Cell 57, 739‐751. 
 
Cho, R.J., Campbell, M.J., Winzeler, E.A., Steinmetz, L., Conway, A., Wodicka, L., Wolfsberg, T.G., 
Gabrielian, A.E., Landsman, D., Lockhart, D.J., et al. (1998). A genome‐wide transcriptional 
analysis of the mitotic cell cycle. Mol Cell 2, 65‐73. 
 
Choo, K.H. (2001). Domain organization at the centromere and neocentromere. Dev Cell 1, 165‐177. 
 
Chubb, J.R., and Bickmore, W.A. (2003). Considering nuclear compartmentalization in the light of 
nuclear dynamics. Cell 112, 403‐406. 
147 
 
Churchman, L.S., Okten, Z., Rock, R.S., Dawson, J.F., and Spudich, J.A. (2005). Single molecule high‐
resolution colocalization of Cy3 and Cy5 attached to macromolecules measures 
intramolecular distances through time. Proceedings of the National Academy of Sciences of 
the United States of America 102, 1419‐1423. 
 
Churchman, L.S., and Spudich, J.A. (2012). Colocalization of fluorescent probes: accurate and precise 
registration with nanometer resolution. Cold Spring Harb Protoc 2012, 141‐149. 
 
Clapier, C.R., and Cairns, B.R. (2009). The biology of chromatin remodeling complexes. Annu Rev 
Biochem 78, 273‐304. 
 
Clarke, L., Amstutz, H., Fishel, B., and Carbon, J. (1986). Analysis of centromeric DNA in the fission 
yeast Schizosaccharomyces pombe. Proc Natl Acad Sci U S A 83, 8253‐8257. 
 
Clarke, L., and Carbon, J. (1980). Isolation of a yeast centromere and construction of functional small 
circular chromosomes. Nature 287, 504‐509. 
 
Clarke, L., and Carbon, J. (1983). Genomic substitutions of centromeres in Saccharomyces cerevisiae. 
Nature 305, 23‐28. 
 
Coffman, V.C., and Wu, J.Q. (2012). Counting protein molecules using quantitative fluorescence 
microscopy. Trends in biochemical sciences 37, 499‐506. 
 
Collins, S.R., Miller, K.M., Maas, N.L., Roguev, A., Fillingham, J., Chu, C.S., Schuldiner, M., Gebbia, M., 
Recht, J., Shales, M., et al. (2007). Functional dissection of protein complexes involved in 
yeast chromosome biology using a genetic interaction map. Nature 446, 806‐810. 
 
Conde e Silva, N., Black, B.E., Sivolob, A., Filipski, J., Cleveland, D.W., and Prunell, A. (2007). CENP‐A‐
containing nucleosomes: easier disassembly versus exclusive centromeric localization. J Mol 
Biol 370, 555‐573. 
 
Cook, P.R., and Marenduzzo, D. (2009). Entropic organization of interphase chromosomes. J Cell Biol 
186, 825‐834. 
 
Copenhaver, G.P., Nickel, K., Kuromori, T., Benito, M.I., Kaul, S., Lin, X., Bevan, M., Murphy, G., 
Harris, B., Parnell, L.D., et al. (1999). Genetic definition and sequence analysis of Arabidopsis 
centromeres. Science 286, 2468‐2474. 
148 
 
Corona, D.F., Langst, G., Clapier, C.R., Bonte, E.J., Ferrari, S., Tamkun, J.W., and Becker, P.B. (1999). 
ISWI is an ATP‐dependent nucleosome remodeling factor. Mol Cell 3, 239‐245. 
 
Costanzo, M., Baryshnikova, A., Bellay, J., Kim, Y., Spear, E.D., Sevier, C.S., Ding, H., Koh, J.L., 
Toufighi, K., Mostafavi, S., et al. (2010). The genetic landscape of a cell. Science 327, 425‐
431. 
 
Cox, S., Rosten, E., Monypenny, J., Jovanovic‐Talisman, T., Burnette, D.T., Lippincott‐Schwartz, J., 
Jones, G.E., and Heintzmann, R. (2012). Bayesian localization microscopy reveals nanoscale 
podosome dynamics. Nature methods 9, 195‐200. 
 
Cremer, T., and Cremer, M. (2010). Chromosome territories. Cold Spring Harb Perspect Biol 2, 
a003889. 
 
Dailey, M.E., Manders, E., Soll, D.R., and Terasaki, M. (2006). Confocal microscopy of living cells. In 
Handbook of Biological Confocal Microscopy (Springer), pp. 381‐403. 
 
Dalal, Y., Furuyama, T., Vermaak, D., and Henikoff, S. (2007). Structure, dynamics, and evolution of 
centromeric nucleosomes. Proc Natl Acad Sci U S A 104, 15974‐15981. 
 
Dalal, Y., Wang, H., Lindsay, S., and Henikoff, S. (2007). Tetrameric structure of centromeric 
nucleosomes in interphase Drosophila cells. PLoS Biol 5, e218. 
 
Dawe, R.K., Reed, L.M., Yu, H.G., Muszynski, M.G., and Hiatt, E.N. (1999). A maize homolog of 
mammalian CENP‐C is a constitutive component of the inner kinetochore. Plant Cell 11, 
1227‐1238. 
 
de Wit, E., and de Laat, W. (2012). A decade of 3C technologies: insights into nuclear organization. 
Genes & development 26, 11‐24. 
 
Deal, R.B., Henikoff, J.G., and Henikoff, S. (2010). Genome‐wide kinetics of nucleosome turnover 
determined by metabolic labeling of histones. Science 328, 1161‐1164. 
 
Dekker, J., Rippe, K., Dekker, M., and Kleckner, N. (2002). Capturing chromosome conformation. 
Science 295, 1306‐1311. 
 
149 
 
Desai, P., Guha, N., Galdieri, L., Hadi, S., and Vancura, A. (2009). Plc1p is required for proper 
chromatin structure and activity of the kinetochore in Saccharomyces cerevisiae by 
facilitating recruitment of the RSC complex. Mol Genet Genomics 281, 511‐523. 
 
Deschout, H., Neyts, K., and Braeckmans, K. (2012). The influence of movement on the localization 
precision of sub‐resolution particles in fluorescence microscopy. J Biophotonics 5, 97‐109. 
 
Dewar, H., Tanaka, K., Nasmyth, K., and Tanaka, T.U. (2004). Tension between two kinetochores 
suffices for their bi‐orientation on the mitotic spindle. Nature 428, 93‐97. 
 
Dion, M.F., Kaplan, T., Kim, M., Buratowski, S., Friedman, N., and Rando, O.J. (2007). Dynamics of 
replication‐independent histone turnover in budding yeast. Science 315, 1405‐1408. 
 
Dion, V., Kalck, V., Horigome, C., Towbin, B.D., and Gasser, S.M. (2012). Increased mobility of 
double‐strand breaks requires Mec1, Rad9 and the homologous recombination machinery. 
Nature cell biology 14, 502‐509. 
 
Dixon, J.R., Selvaraj, S., Yue, F., Kim, A., Li, Y., Shen, Y., Hu, M., Liu, J.S., and Ren, B. (2012). 
Topological domains in mammalian genomes identified by analysis of chromatin 
interactions. Nature 485, 376‐380. 
 
Doi, M., and Edwards, S.F. (1986). The theory of polymer dynamics (Oxford: Clarendon Press; Oxford 
University Press). 
 
Dong, Y., Vanden Beldt, K.J., Meng, X., Khodjakov, A., and McEwen, B.F. (2007). The outer plate in 
vertebrate kinetochores is a flexible network with multiple microtubule interactions. Nat 
Cell Biol 9, 516‐522. 
 
Drubin, D.A., Garakani, A.M., and Silver, P.A. (2006). Motion as a phenotype: the use of live‐cell 
imaging and machine visual screening to characterize transcription‐dependent chromosome 
dynamics. BMC Cell Biol 7, 19. 
 
Du, J., Nasir, I., Benton, B.K., Kladde, M.P., and Laurent, B.C. (1998). Sth1p, a Saccharomyces 
cerevisiae Snf2p/Swi2p homolog, is an essential ATPase in RSC and differs from Snf/Swi in its 
interactions with histones and chromatin‐associated proteins. Genetics 150, 987‐1005. 
 
 
150 
 
Duan, Z., Andronescu, M., Schutz, K., McIlwain, S., Kim, Y.J., Lee, C., Shendure, J., Fields, S., Blau, 
C.A., and Noble, W.S. (2010). A three‐dimensional model of the yeast genome. Nature 465, 
363‐367. 
 
Dunleavy, E., Pidoux, A., and Allshire, R. (2005). Centromeric chromatin makes its mark. Trends 
Biochem Sci 30, 172‐175. 
 
Dunleavy, E.M., Roche, D., Tagami, H., Lacoste, N., Ray‐Gallet, D., Nakamura, Y., Daigo, Y., Nakatani, 
Y., and Almouzni‐Pettinotti, G. (2009). HJURP is a cell‐cycle‐dependent maintenance and 
deposition factor of CENP‐A at centromeres. Cell 137, 485‐497. 
 
Earnshaw, W.C., and Migeon, B.R. (1985). Three related centromere proteins are absent from the 
inactive centromere of a stable isodicentric chromosome. Chromosoma 92, 290‐296. 
 
Ekwall, K. (2007). Epigenetic control of centromere behavior. Annu Rev Genet 41, 63‐81. 
 
Erhardt, S., Mellone, B.G., Betts, C.M., Zhang, W., Karpen, G.H., and Straight, A.F. (2008). Genome‐
wide analysis reveals a cell cycle‐dependent mechanism controlling centromere 
propagation. J Cell Biol 183, 805‐818. 
 
Erkina, T.Y., Zou, Y., Freeling, S., Vorobyev, V.I., and Erkine, A.M. (2010). Functional interplay 
between chromatin remodeling complexes RSC, SWI/SNF and ISWI in regulation of yeast 
heat shock genes. Nucleic Acids Res 38, 1441‐1449. 
 
Fan, J.Y., Gordon, F., Luger, K., Hansen, J.C., and Tremethick, D.J. (2002). The essential histone 
variant H2A.Z regulates the equilibrium between different chromatin conformational states. 
Nat Struct Biol 9, 172‐176. 
 
Finan, K., Cook, P.R., and Marenduzzo, D. (2010). Non‐specific (entropic) forces as major 
determinants of the structure of mammalian chromosomes. Chromosome Res. 
 
Finan, K., Cook, P.R., and Marenduzzo, D. (2011). Non‐specific (entropic) forces as major 
determinants of the structure of mammalian chromosomes. Chromosome research : an 
international journal on the molecular, supramolecular and evolutionary aspects of 
chromosome biology 19, 53‐61. 
 
 
151 
 
Fitzgerald‐Hayes, M., Clarke, L., and Carbon, J. (1982). Nucleotide sequence comparisons and 
functional analysis of yeast centromere DNAs. Cell 29, 235‐244. 
 
Flaus, A., and Owen‐Hughes, T. (2003). Dynamic properties of nucleosomes during thermal and ATP‐
driven mobilization. Mol Cell Biol 23, 7767‐7779. 
 
Folco, H.D., Pidoux, A.L., Urano, T., and Allshire, R.C. (2008). Heterochromatin and RNAi are required 
to establish CENP‐A chromatin at centromeres. Science 319, 94‐97. 
 
Foltz, D.R., Jansen, L.E., Bailey, A.O., Yates, J.R., 3rd, Bassett, E.A., Wood, S., Black, B.E., and 
Cleveland, D.W. (2009). Centromere‐specific assembly of CENP‐A nucleosomes is mediated 
by HJURP. Cell 137, 472‐484. 
 
Foltz, D.R., Jansen, L.E., Black, B.E., Bailey, A.O., Yates, J.R., 3rd, and Cleveland, D.W. (2006). The 
human CENP‐A centromeric nucleosome‐associated complex. Nat Cell Biol 8, 458‐469. 
 
Fraga, M.F., Ballestar, E., Villar‐Garea, A., Boix‐Chornet, M., Espada, J., Schotta, G., Bonaldi, T., 
Haydon, C., Ropero, S., Petrie, K., et al. (2005). Loss of acetylation at Lys16 and 
trimethylation at Lys20 of histone H4 is a common hallmark of human cancer. Nat Genet 37, 
391‐400. 
 
Fujita, Y., Hayashi, T., Kiyomitsu, T., Toyoda, Y., Kokubu, A., Obuse, C., and Yanagida, M. (2007). 
Priming of centromere for CENP‐A recruitment by human hMis18alpha, hMis18beta, and 
M18BP1. Dev Cell 12, 17‐30. 
 
Fukagawa, T., and De Wulf, P. (2009). Kinetochore Composition, Formation, and Organization. In The 
Kinetochore ‐ From Molecular Discoveries to Cancer Therapy, P. De Wulf, and W.C. 
Earnshaw, eds. (New York: Springer Science + Business Media), pp. 133‐191. 
 
Fukagawa, T., Regnier, V., and Ikemura, T. (2001). Creation and characterization of temperature‐
sensitive CENP‐C mutants in vertebrate cells. Nucleic Acids Res 29, 3796‐3803. 
 
Furuyama, S., and Biggins, S. (2007). Centromere identity is specified by a single centromeric 
nucleosome in budding yeast. Proc Natl Acad Sci U S A 104, 14706‐14711. 
 
Furuyama, T., Dalal, Y., and Henikoff, S. (2006). Chaperone‐mediated assembly of centromeric 
chromatin in vitro. Proc Natl Acad Sci U S A 103, 6172‐6177. 
152 
 
Furuyama, T., and Henikoff, S. (2009). Centromeric nucleosomes induce positive DNA supercoils. Cell 
138, 104‐113. 
 
Gaber, R.F., Copple, D.M., Kennedy, B.K., Vidal, M., and Bard, M. (1989). The yeast gene ERG6 is 
required for normal membrane function but is not essential for biosynthesis of the cell‐
cycle‐sparking sterol. Mol Cell Biol 9, 3447‐3456. 
 
Galvani, A., Courbeyrette, R., Agez, M., Ochsenbein, F., Mann, C., and Thuret, J.Y. (2008). In vivo 
study of the nucleosome assembly functions of ASF1 histone chaperones in human cells. 
Mol Cell Biol 28, 3672‐3685. 
 
Gardner, M.K., Sprague, B.L., Pearson, C.G., Cosgrove, B.D., Bicek, A.D., Bloom, K., Salmon, E.D., and 
Odde, D.J. (2010). Model Convolution: A Computational Approach to Digital Image 
Interpretation. Cell Mol Bioeng 3, 163‐170. 
 
Gasser, S.M. (2002). Visualizing chromatin dynamics in interphase nuclei. Science 296, 1412‐1416. 
 
Gibson, S.F., and Lanni, F. (1991). Experimental test of an analytical model of aberration in an oil‐
immersion objective lens used in three‐dimensional light microscopy. JOSA A 8, 1601‐1613. 
 
Giet, R., and Glover, D.M. (2001). Drosophila Aurora B kinase is required for histone H3 
phosphorylation and condensin recruitment during chromosome condensation and to 
organize the central spindle during cytokinesis. J Cell Biol 152, 669‐682. 
 
Glynn, E.F., Megee, P.C., Yu, H.G., Mistrot, C., Unal, E., Koshland, D.E., DeRisi, J.L., and Gerton, J.L. 
(2004). Genome‐wide mapping of the cohesin complex in the yeast Saccharomyces 
cerevisiae. PLoS Biol 2, E259. 
 
Glynn, M., Kaczmarczyk, A., Prendergast, L., Quinn, N., and Sullivan, K.F. (2010). Centromeres: 
assembling and propagating epigenetic function. Subcell Biochem 50, 223‐249. 
 
Gold, R., U.S. Atomic Energy Commission., and Argonne National Laboratory. (1964). An iterative 
unfolding method for response matrices (Argonne, Ill.: Argonne National Laboratory). 
 
Goldman, R.D., Swedlow, J., and Spector, D.L. (2010). Live cell imaging : a laboratory manual, 2nd 
edn (Cold Spring Harbor, N.Y.: Cold Spring Harbor Laboratory Press). 
 
153 
 
Goryaynov, A., Ma, J., and Yang, W. (2012). Single‐molecule studies of nucleocytoplasmic transport: 
from one dimension to three dimensions. Integr Biol (Camb) 4, 10‐21. 
 
Greaves, I.K., Rangasamy, D., Ridgway, P., and Tremethick, D.J. (2007). H2A.Z contributes to the 
unique 3D structure of the centromere. Proc Natl Acad Sci U S A 104, 525‐530. 
 
Grosberg, A.Y., and Khokhlov, A.R. (1997). Giant Molecules: Here, There, and Everywhere... (San 
Diego: Academic Press). 
 
Guenatri, M., Bailly, D., Maison, C., and Almouzni, G. (2004). Mouse centric and pericentric satellite 
repeats form distinct functional heterochromatin. J Cell Biol 166, 493‐505. 
 
Guetg, C., Lienemann, P., Sirri, V., Grummt, I., Hernandez‐Verdun, D., Hottiger, M.O., Fussenegger, 
M., and Santoro, R. (2010). The NoRC complex mediates the heterochromatin formation and 
stability of silent rRNA genes and centromeric repeats. EMBO J 29, 2135‐2146. 
 
Haase, J., Stephens, A., Verdaasdonk, J., Yeh, E., and Bloom, K. (2012). Bub1 kinase and Sgo1 
modulate pericentric chromatin in response to altered microtubule dynamics. Curr Biol 22, 
471‐481. 
 
Haber, J.E., and Leung, W.Y. (1996). Lack of chromosome territoriality in yeast: promiscuous 
rejoining of broken chromosome ends. Proceedings of the National Academy of Sciences of 
the United States of America 93, 13949‐13954. 
 
Haering, C.H., and Jessberger, R. (2012). Cohesin in determining chromosome architecture. Exp Cell 
Res 318, 1386‐1393. 
 
Hagstrom, K.A., Holmes, V.F., Cozzarelli, N.R., and Meyer, B.J. (2002). C. elegans condensin promotes 
mitotic chromosome architecture, centromere organization, and sister chromatid 
segregation during mitosis and meiosis. Genes Dev 16, 729‐742. 
 
Hannum, G., Srivas, R., Guenole, A., van Attikum, H., Krogan, N.J., Karp, R.M., and Ideker, T. (2009). 
Genome‐wide association data reveal a global map of genetic interactions among protein 
complexes. PLoS Genet 5, e1000782. 
 
 
154 
 
Hayashi, T., Fujita, Y., Iwasaki, O., Adachi, Y., Takahashi, K., and Yanagida, M. (2004). Mis16 and 
Mis18 are required for CENP‐A loading and histone deacetylation at centromeres. Cell 118, 
715‐729. 
 
Hediger, F., Neumann, F.R., Van Houwe, G., Dubrana, K., and Gasser, S.M. (2002). Live imaging of 
telomeres: yKu and Sir proteins define redundant telomere‐anchoring pathways in yeast. 
Curr Biol 12, 2076‐2089. 
 
Hendzel, M.J., Wei, Y., Mancini, M.A., Van Hooser, A., Ranalli, T., Brinkley, B.R., Bazett‐Jones, D.P., 
and Allis, C.D. (1997). Mitosis‐specific phosphorylation of histone H3 initiates primarily 
within pericentromeric heterochromatin during G2 and spreads in an ordered fashion 
coincident with mitotic chromosome condensation. Chromosoma 106, 348‐360. 
 
Henikoff, S., Ahmad, K., Platero, J.S., and van Steensel, B. (2000). Heterochromatic deposition of 
centromeric histone H3‐like proteins. Proc Natl Acad Sci U S A 97, 716‐721. 
 
Henikoff, S., and Dalal, Y. (2005). Centromeric chromatin: what makes it unique? Curr Opin Genet 
Dev 15, 177‐184. 
 
Heun, P., Laroche, T., Shimada, K., Furrer, P., and Gasser, S.M. (2001). Chromosome dynamics in the 
yeast interphase nucleus. Science 294, 2181‐2186. 
 
Hewawasam, G., Shivaraju, M., Mattingly, M., Venkatesh, S., Martin‐Brown, S., Florens, L., 
Workman, J.L., and Gerton, J.L. (2010). Psh1 Is an E3 Ubiquitin Ligase that Targets the 
Centromeric Histone Variant Cse4. Mol Cell 40, 444‐454. 
 
Hieter, P., Pridmore, D., Hegemann, J.H., Thomas, M., Davis, R.W., and Philippsen, P. (1985). 
Functional selection and analysis of yeast centromeric DNA. Cell 42, 913‐921. 
 
Hill, A., and Bloom, K. (1987). Genetic manipulation of centromere function. Molecular and cellular 
biology 7, 2397‐2405. 
 
Hirano, T. (2006). At the heart of the chromosome: SMC proteins in action. Nat Rev Mol Cell Biol 7, 
311‐322. 
 
Holden, S.J., Uphoff, S., and Kapanidis, A.N. (2011). DAOSTORM: an algorithm for high‐ density 
super‐resolution microscopy. Nature methods 8, 279‐280. 
155 
 
Holmes, T.J. (1992). Blind deconvolution of quantum‐limited incoherent imagery: maximum‐
likelihood approach. JOSA A 9, 1052‐1061. 
 
Holmes, T.J., Biggs, D., and Abu‐Tarif, A. (2006). Blind deconvolution. In Handbook of Biological 
Confocal Microscopy (Springer), pp. 468‐487. 
 
Hori, T., Amano, M., Suzuki, A., Backer, C.B., Welburn, J.P., Dong, Y., McEwen, B.F., Shang, W.H., 
Suzuki, E., Okawa, K., et al. (2008). CCAN makes multiple contacts with centromeric DNA to 
provide distinct pathways to the outer kinetochore. Cell 135, 1039‐1052. 
 
Hori, T., Okada, M., Maenaka, K., and Fukagawa, T. (2008). CENP‐O class proteins form a stable 
complex and are required for proper kinetochore function. Mol Biol Cell 19, 843‐854. 
 
Howman, E.V., Fowler, K.J., Newson, A.J., Redward, S., MacDonald, A.C., Kalitsis, P., and Choo, K.H. 
(2000). Early disruption of centromeric chromatin organization in centromere protein A 
(CENP‐A) null mice. Proc Natl Acad Sci U S A 97, 1148‐1153. 
 
Hsu, J.M., Huang, J., Meluh, P.B., and Laurent, B.C. (2003). The yeast RSC chromatin‐remodeling 
complex is required for kinetochore function in chromosome segregation. Mol Cell Biol 23, 
3202‐3215. 
 
Huang, F., Schwartz, S.L., Byars, J.M., and Lidke, K.A. (2011). Simultaneous multiple‐emitter fitting 
for single molecule super‐resolution imaging. Biomed. Opt. Express 2, 1377‐1393. 
 
Hubner, M.R., and Spector, D.L. (2010). Chromatin dynamics. Annu Rev Biophys 39, 471‐489. 
 
Indjeian, V.B., and Murray, A.W. (2007). Budding yeast mitotic chromosomes have an intrinsic bias 
to biorient on the spindle. Curr Biol 17, 1837‐1846. 
 
Inoué, S. (2006). Foundations of confocal scanned imaging in light microscopy. In Handbook of 
biological confocal microscopy (Springer), pp. 1‐19. 
 
Ira, G., and Hastings, P.J. (2012). DNA breakage drives nuclear search. Nature cell biology 14, 448‐
450. 
 
 
156 
 
Jackson, V. (1987). Deposition of newly synthesized histones: new histones H2A and H2B do not 
deposit in the same nucleosome with new histones H3 and H4. Biochemistry 26, 2315‐2325. 
 
Jager, H., Rauch, M., and Heidmann, S. (2005). The Drosophila melanogaster condensin subunit Cap‐
G interacts with the centromere‐specific histone H3 variant CID. Chromosoma 113, 350‐361. 
 
Jamai, A., Imoberdorf, R.M., and Strubin, M. (2007). Continuous histone H2B and transcription‐
dependent histone H3 exchange in yeast cells outside of replication. Mol Cell 25, 345‐355. 
 
Jannink, G., Duplantier, B., and Sikorav, J.L. (1996). Forces on chromosomal DNA during anaphase. 
Biophys J 71, 451‐465. 
 
Jansen, L.E., Black, B.E., Foltz, D.R., and Cleveland, D.W. (2007). Propagation of centromeric 
chromatin requires exit from mitosis. J Cell Biol 176, 795‐805. 
 
Jansson, P.A. (2009). Deconvolution of images and spectra (Courier Dover Publications). 
 
Jaqaman, K., Loerke, D., Mettlen, M., Kuwata, H., Grinstein, S., Schmid, S.L., and Danuser, G. (2008). 
Robust single‐particle tracking in live‐cell time‐lapse sequences. Nature methods 5, 695‐702. 
 
Jendrejack, R.M. (2002). Stochastic simulations of DNA in flow: Dynamics and the effects of 
hydrodynamic interactions. The Journal of chemical physics 116, 7752. 
 
Jin, J., Cai, Y., Li, B., Conaway, R.C., Workman, J.L., Conaway, J.W., and Kusch, T. (2005). In and out: 
histone variant exchange in chromatin. Trends in biochemical sciences 30, 680‐687. 
 
Jin, Q.W., Fuchs, J., and Loidl, J. (2000). Centromere clustering is a major determinant of yeast 
interphase nuclear organization. Journal of cell science 113 ( Pt 11), 1903‐1912. 
 
Joglekar, A.P., Bloom, K., and Salmon, E.D. (2009). In vivo protein architecture of the eukaryotic 
kinetochore with nanometer scale accuracy. Curr Biol 19, 694‐699. 
 
Joglekar, A.P., Bouck, D., Finley, K., Liu, X., Wan, Y., Berman, J., He, X., Salmon, E.D., and Bloom, K.S. 
(2008). Molecular architecture of the kinetochore‐microtubule attachment site is conserved 
between point and regional centromeres. J Cell Biol 181, 587‐594. 
 
157 
 
Joglekar, A.P., Bouck, D.C., Molk, J.N., Bloom, K.S., and Salmon, E.D. (2006). Molecular architecture 
of a kinetochore‐microtubule attachment site. Nat Cell Biol 8, 581‐585. 
 
Joglekar, A.P., Salmon, E.D., and Bloom, K.S. (2008). Counting kinetochore protein numbers in 
budding yeast using genetically encoded fluorescent proteins. Methods Cell Biol 85, 127‐
151. 
 
Johnston, K., Joglekar, A., Hori, T., Suzuki, A., Fukagawa, T., and Salmon, E.D. (2010). Vertebrate 
kinetochore protein architecture: protein copy number. J Cell Biol 189, 937‐943. 
 
Jokelainen, P.T. (1967). The ultrastructure and spatial organization of the metaphase kinetochore in 
mitotic rat cells. J Ultrastruct Res 19, 19‐44. 
 
Jones, J.J., van der Maarel, J.R., and Doyle, P.S. (2011). Effect of nanochannel geometry on DNA 
structure in the presence of macromolecular crowding agent. Nano Lett 11, 5047‐5053. 
 
Jun, S., and Wright, A. (2010). Entropy as the driver of chromosome segregation. Nat Rev Microbiol 
8, 600‐607. 
 
Kamiti, M., and van de Ven, T.G.M. (1996). Measurement of spring constants of polyacrylamide 
chains bridging particles to a solid surface. Macromolecules 29, 1191‐1194. 
 
Kato, T., Sato, N., Hayama, S., Yamabuki, T., Ito, T., Miyamoto, M., Kondo, S., Nakamura, Y., and 
Daigo, Y. (2007). Activation of Holliday junction recognizing protein involved in the 
chromosomal stability and immortality of cancer cells. Cancer Res 67, 8544‐8553. 
 
Kaufman, P.D., Cohen, J.L., and Osley, M.A. (1998). Hir proteins are required for position‐dependent 
gene silencing in Saccharomyces cerevisiae in the absence of chromatin assembly factor I. 
Mol Cell Biol 18, 4793‐4806. 
 
Kim, H.J., Seol, J.H., Han, J.W., Youn, H.D., and Cho, E.J. (2007). Histone chaperones regulate histone 
exchange during transcription. EMBO J 26, 4467‐4474. 
 
Kimura, H. (2005). Histone dynamics in living cells revealed by photobleaching. DNA Repair (Amst) 4, 
939‐950. 
 
158 
 
Kimura, H., and Cook, P.R. (2001). Kinetics of core histones in living human cells: little exchange of 
H3 and H4 and some rapid exchange of H2B. J Cell Biol 153, 1341‐1353. 
 
Koszul, R., and Kleckner, N. (2009). Dynamic chromosome movements during meiosis: a way to 
eliminate unwanted connections? Trends Cell Biol 19, 716‐724. 
 
Krishnamurthi, V., Liu, Y.‐H., Bhattacharyya, S., Turner, J.N., and Holmes, T.J. (1995). Blind 
deconvolution of fluorescence micrographs by maximum‐likelihood estimation. Applied 
optics 34, 6633‐6647. 
 
Ladoux, B., Quivy, J.P., Doyle, P., du Roure, O., Almouzni, G., and Viovy, J.L. (2000). Fast kinetics of 
chromatin assembly revealed by single‐molecule videomicroscopy and scanning force 
microscopy. Proceedings of the National Academy of Sciences of the United States of 
America 97, 14251‐14256. 
 
Larson, M.E., Harrison, B.D., and Bloom, K. (2010). Uncovering chromatin's contribution to the 
mitotic spindle: Applications of computational and polymer models. Biochimie 92, 1741‐
1748. 
 
Laurence, T.A., and Chromy, B.A. (2010). Efficient maximum likelihood estimator fitting of 
histograms. Nature methods 7, 338‐339. 
 
Lavelle, C., Recouvreux, P., Wong, H., Bancaud, A., Viovy, J.L., Prunell, A., and Victor, J.M. (2009). 
Right‐handed nucleosome: myth or reality? Cell 139, 1216‐1217; author reply 1217‐1218. 
 
Lawrimore, J., Bloom, K.S., and Salmon, E.D. (2011). Point centromeres contain more than a single 
centromere‐specific Cse4 (CENP‐A) nucleosome. J Cell Biol 195, 573‐582. 
 
Lee, C.K., Shibata, Y., Rao, B., Strahl, B.D., and Lieb, J.D. (2004). Evidence for nucleosome depletion 
at active regulatory regions genome‐wide. Nat Genet 36, 900‐905. 
 
Lee, M.T., and Bachant, J. (2009). SUMO modification of DNA topoisomerase II: trying to get a CENse 
of it all. DNA Repair (Amst) 8, 557‐568. 
 
Lermontova, I., Fuchs, J., Schubert, V., and Schubert, I. (2007). Loading time of the centromeric 
histone H3 variant differs between plants and animals. Chromosoma 116, 507‐510. 
 
159 
 
Lermontova, I., Schubert, V., Fuchs, J., Klatte, S., Macas, J., and Schubert, I. (2006). Loading of 
Arabidopsis centromeric histone CENH3 occurs mainly during G2 and requires the presence 
of the histone fold domain. Plant Cell 18, 2443‐2451. 
 
Levene, H. (1960). Robust tests for quality of variances. In ‘Contribution to probability and statistics: 
essays in honour of Harold Hotelling’.(Ed. I Olkin) pp. 278–292.  (Stanford University Press: 
Stanford, NJ). 
 
Levi, V., and Gratton, E. (2007). Exploring dynamics in living cells by tracking single particles. Cell 
Biochem Biophys 48, 1‐15. 
 
Lopes da Rosa, J., Holik, J., Green, E.M., Rando, O.J., and Kaufman, P.D. (2010). Overlapping 
Regulation of CenH3 Localization and Histone H3 Turnover by CAF‐1 and HIR Proteins in 
Saccharomyces cerevisiae. Genetics. 
 
Lopes da Rosa, J., Holik, J., Green, E.M., Rando, O.J., and Kaufman, P.D. (2011). Overlapping 
regulation of CenH3 localization and histone H3 turnover by CAF‐1 and HIR proteins in 
Saccharomyces cerevisiae. Genetics 187, 9‐19. 
 
Lorch, Y., Maier‐Davis, B., and Kornberg, R.D. (2006). Chromatin remodeling by nucleosome 
disassembly in vitro. Proc Natl Acad Sci U S A 103, 3090‐3093. 
 
Lucy, L. (1974). An iterative technique for the rectification of observed distributions. The 
astronomical journal 79, 745. 
 
Luger, K., Mader, A.W., Richmond, R.K., Sargent, D.F., and Richmond, T.J. (1997). Crystal structure of 
the nucleosome core particle at 2.8 A resolution. Nature 389, 251‐260. 
 
Luo, J., Xu, X., Hall, H., Hyland, E.M., Boeke, J.D., Hazbun, T., and Kuo, M.H. (2010). Histone H3 exerts 
a key function in mitotic checkpoint control. Molecular and cellular biology 30, 537‐549. 
 
Maddox, P.S., Hyndman, F., Monen, J., Oegema, K., and Desai, A. (2007). Functional genomics 
identifies a Myb domain‐containing protein family required for assembly of CENP‐A 
chromatin. J Cell Biol 176, 757‐763. 
 
Maio, J.J. (1971). DNA strand reassociation and polyribonucleotide binding in the African green 
monkey, Cercopithecus aethiops. J Mol Biol 56, 579‐595. 
160 
 
Malik, H.S., and Henikoff, S. (2009). Major evolutionary transitions in centromere complexity. Cell 
138, 1067‐1082. 
 
Marenduzzo, D., Finan, K., and Cook, P.R. (2006). The depletion attraction: an underappreciated 
force driving cellular organization. J Cell Biol 175, 681‐686. 
 
Marenduzzo, D., Micheletti, C., and Cook, P.R. (2006). Entropy‐driven genome organization. Biophys 
J 90, 3712‐3721. 
 
Maresca, T.J., and Salmon, E.D. (2009). Intrakinetochore stretch is associated with changes in 
kinetochore phosphorylation and spindle assembly checkpoint activity. J Cell Biol 184, 373‐
381. 
 
Maresca, T.J., and Salmon, E.D. (2010). Welcome to a new kind of tension: translating kinetochore 
mechanics into a wait‐anaphase signal. J Cell Sci 123, 825‐835. 
 
Marko, J.F. (2009). Linking topology of tethered polymer rings with applications to chromosome 
segregation and estimation of the knotting length. Phys Rev E Stat Nonlin Soft Matter Phys 
79, 051905. 
 
Marshall, O.J., Marshall, A.T., and Choo, K.H. (2008). Three‐dimensional localization of CENP‐A 
suggests a complex higher order structure of centromeric chromatin. J Cell Biol 183, 1193‐
1202. 
 
Marshall, W.F., Marko, J.F., Agard, D.A., and Sedat, J.W. (2001). Chromosome elasticity and mitotic 
polar ejection force measured in living Drosophila embryos by four‐dimensional microscopy‐
based motion analysis. Curr Biol 11, 569‐578. 
 
Martens, J.H., O'Sullivan, R.J., Braunschweig, U., Opravil, S., Radolf, M., Steinlein, P., and Jenuwein, 
T. (2005). The profile of repeat‐associated histone lysine methylation states in the mouse 
epigenome. EMBO J 24, 800‐812. 
 
McEwen, B.F., and Dong, Y. (2010). Contrasting models for kinetochore microtubule attachment in 
mammalian cells. Cell Mol Life Sci 67, 2163‐2172. 
 
 
161 
 
McGrew, J., Diehl, B., and Fitzgerald‐Hayes, M. (1986). Single base‐pair mutations in centromere 
element III cause aberrant chromosome segregation in Saccharomyces cerevisiae. Mol Cell 
Biol 6, 530‐538. 
 
Mellone, B.G., and Allshire, R.C. (2003). Stretching it: putting the CEN(P‐A) in centromere. Curr Opin 
Genet Dev 13, 191‐198. 
 
Mellone, B.G., Zhang, W., and Karpen, G. (2009). Frodos found: Behold the CENP‐A "Ring" bearers. 
Cell 137, 409‐412. 
 
Meneghini, M.D., Wu, M., and Madhani, H.D. (2003). Conserved histone variant H2A.Z protects 
euchromatin from the ectopic spread of silent heterochromatin. Cell 112, 725‐736. 
 
Mihardja, S., Spakowitz, A.J., Zhang, Y., and Bustamante, C. (2006). Effect of force on 
mononucleosomal dynamics. Proc Natl Acad Sci U S A 103, 15871‐15876. 
 
Mine‐Hattab, J., and Rothstein, R. (2012). Increased chromosome mobility facilitates homology 
search during recombination. Nature cell biology 14, 510‐517. 
 
Minsky, M. (1988). Memoir on inventing the confocal scanning microscope. Scanning 10, 128‐138. 
 
Mishra, P.K., Baum, M., and Carbon, J. (2007). Centromere size and position in Candida albicans are 
evolutionarily conserved independent of DNA sequence heterogeneity. Mol Genet 
Genomics 278, 455‐465. 
 
Mizuguchi, G., Xiao, H., Wisniewski, J., Smith, M.M., and Wu, C. (2007). Nonhistone Scm3 and 
histones CenH3‐H4 assemble the core of centromere‐specific nucleosomes. Cell 129, 1153‐
1164. 
 
Moore, L.L., and Roth, M.B. (2001). HCP‐4, a CENP‐C‐like protein in Caenorhabditis elegans, is 
required for resolution of sister centromeres. J Cell Biol 153, 1199‐1208. 
 
Morris, C.A., and Moazed, D. (2007). Centromere assembly and propagation. Cell 128, 647‐650. 
 
 
162 
 
Mortensen, K.I., Churchman, L.S., Spudich, J.A., and Flyvbjerg, H. (2010). Optimized localization 
analysis for single‐molecule tracking and super‐resolution microscopy. Nature methods 7, 
377‐381. 
 
Murray, J.M. (2005). Confocal microscopy, deconvolution, and structured illumination methods. Live 
Cell Imaging—A Laboratory Manual. RD Goldman and DL Spector, editors. Cold Spring 
Harbor Laboratory Press, Cold Spring Harbor, NY, 239‐279. 
 
Musacchio, A., and Salmon, E.D. (2007). The spindle‐assembly checkpoint in space and time. Nat Rev 
Mol Cell Biol 8, 379‐393. 
 
Mythreye, K., and Bloom, K.S. (2003). Differential kinetochore protein requirements for 
establishment versus propagation of centromere activity in Saccharomyces cerevisiae. J Cell 
Biol 160, 833‐843. 
 
Nakano, M., Cardinale, S., Noskov, V.N., Gassmann, R., Vagnarelli, P., Kandels‐Lewis, S., Larionov, V., 
Earnshaw, W.C., and Masumoto, H. (2008). Inactivation of a human kinetochore by specific 
targeting of chromatin modifiers. Dev Cell 14, 507‐522. 
 
Nasmyth, K., and Haering, C.H. (2009). Cohesin: its roles and mechanisms. Annu Rev Genet 43, 525‐
558. 
 
Neumann, F.R., Dion, V., Gehlen, L.R., Tsai‐Pflugfelder, M., Schmid, R., Taddei, A., and Gasser, S.M. 
(2012). Targeted INO80 enhances subnuclear chromatin movement and ectopic homologous 
recombination. Genes & development 26, 369‐383. 
 
Nicklas, R.B. (1983). Measurements of the force produced by the mitotic spindle in anaphase. J Cell 
Biol 97, 542‐548. 
 
Nicklas, R.B. (1988). The forces that move chromosomes in mitosis. Annu Rev Biophys Biophys Chem 
17, 431‐449. 
 
Nicklas, R.B. (1997). How cells get the right chromosomes. Science 275, 632‐637. 
 
Nicklas, R.B., Ward, S.C., and Gorbsky, G.J. (1995). Kinetochore chemistry is sensitive to tension and 
may link mitotic forces to a cell cycle checkpoint. J Cell Biol 130, 929‐939. 
 
163 
 
Nonaka, N., Kitajima, T., Yokobayashi, S., Xiao, G., Yamamoto, M., Grewal, S.I., and Watanabe, Y. 
(2002). Recruitment of cohesin to heterochromatic regions by Swi6/HP1 in fission yeast. Nat 
Cell Biol 4, 89‐93. 
 
Ocampo‐Hafalla, M.T., Katou, Y., Shirahige, K., and Uhlmann, F. (2007). Displacement and re‐
accumulation of centromeric cohesin during transient pre‐anaphase centromere splitting. 
Chromosoma 116, 531‐544. 
 
Oegema, K., Desai, A., Rybina, S., Kirkham, M., and Hyman, A.A. (2001). Functional analysis of 
kinetochore assembly in Caenorhabditis elegans. J Cell Biol 153, 1209‐1226. 
 
Ogura, Y., Shibata, F., Sato, H., and Murata, M. (2004). Characterization of a CENP‐C homolog in 
Arabidopsis thaliana. Genes Genet Syst 79, 139‐144. 
 
Ohta, S., Bukowski‐Wills, J.C., Sanchez‐Pulido, L., Alves Fde, L., Wood, L., Chen, Z.A., Platani, M., 
Fischer, L., Hudson, D.F., Ponting, C.P., et al. (2010). The protein composition of mitotic 
chromosomes determined using multiclassifier combinatorial proteomics. Cell 142, 810‐821. 
 
Okada, M., Cheeseman, I.M., Hori, T., Okawa, K., McLeod, I.X., Yates, J.R., 3rd, Desai, A., and 
Fukagawa, T. (2006). The CENP‐H‐I complex is required for the efficient incorporation of 
newly synthesized CENP‐A into centromeres. Nat Cell Biol 8, 446‐457. 
 
O'Toole, E.T., Winey, M., and McIntosh, J.R. (1999). High‐voltage electron tomography of spindle 
pole bodies and early mitotic spindles in the yeast Saccharomyces cerevisiae. Mol Biol Cell 
10, 2017‐2031. 
 
Padeganeh, A., De Rop, V., and Maddox, P.S. (2013). Nucleosomal composition at the centromere: a 
numbers game. Chromosome research : an international journal on the molecular, 
supramolecular and evolutionary aspects of chromosome biology 21, 27‐36. 
 
Padeganeh, A., Ryan, J., Boisvert, J., Ladouceur, A.M., Dorn, J.F., and Maddox, P.S. (2013). Octameric 
CENP‐A Nucleosomes Are Present at Human Centromeres throughout the Cell Cycle. Curr 
Biol 23, 764‐769. 
 
Palmer, D.K., O'Day, K., Wener, M.H., Andrews, B.S., and Margolis, R.L. (1987). A 17‐kD centromere 
protein (CENP‐A) copurifies with nucleosome core particles and with histones. J Cell Biol 
104, 805‐815. 
 
164 
 
Panchenko, T., and Black, B.E. (2009). The epigenetic basis for centromere identity. Prog Mol Subcell 
Biol 48, 1‐32. 
 
Parnell, T.J., Huff, J.T., and Cairns, B.R. (2008). RSC regulates nucleosome positioning at Pol II genes 
and density at Pol III genes. EMBO J 27, 100‐110. 
 
Pearson, C.G., Yeh, E., Gardner, M., Odde, D., Salmon, E.D., and Bloom, K. (2004). Stable 
kinetochore‐microtubule attachment constrains centromere positioning in metaphase. Curr 
Biol 14, 1962‐1967. 
 
Perpelescu, M., Nozaki, N., Obuse, C., Yang, H., and Yoda, K. (2009). Active establishment of 
centromeric CENP‐A chromatin by RSF complex. J Cell Biol 185, 397‐407. 
 
Peters, A.H., Kubicek, S., Mechtler, K., O'Sullivan, R.J., Derijck, A.A., Perez‐Burgos, L., Kohlmaier, A., 
Opravil, S., Tachibana, M., Shinkai, Y., et al. (2003). Partitioning and plasticity of repressive 
histone methylation states in mammalian chromatin. Mol Cell 12, 1577‐1589. 
 
Pidoux, A.L., and Allshire, R.C. (2004). Kinetochore and heterochromatin domains of the fission yeast 
centromere. Chromosome Res 12, 521‐534. 
 
Pidoux, A.L., Choi, E.S., Abbott, J.K., Liu, X., Kagansky, A., Castillo, A.G., Hamilton, G.L., Richardson, 
W., Rappsilber, J., He, X., et al. (2009). Fission yeast Scm3: A CENP‐A receptor required for 
integrity of subkinetochore chromatin. Mol Cell 33, 299‐311. 
 
Przewloka, M.R., and Glover, D.M. (2009). The kinetochore and the centromere: a working long 
distance relationship. Annu Rev Genet 43, 439‐465. 
 
Przewloka, M.R., Venkei, Z., Bolanos‐Garcia, V.M., Debski, J., Dadlez, M., and Glover, D.M. (2011). 
CENP‐C Is a Structural Platform for Kinetochore Assembly. Curr Biol 21, 399‐405. 
Pusarla, R.H., and Bhargava, P. (2005). Histones in functional diversification. Core histone variants. 
Febs J 272, 5149‐5168. 
 
Quammen, C.W., Richardson, A.C., Haase, J., Harrison, B.D., Taylor, R.M., 2nd, and Bloom, K.S. 
(2008). FluoroSim: A Visual Problem‐Solving Environment for Fluorescence Microscopy. 
Eurographics Workshop Vis Comput Biomed 2008, 151‐158. 
 
Rabl, C. (1885). Über Zelltheilung. Morph Jb 10, 214‐330. 
165 
 
Ranjitkar, P., Press, M.O., Yi, X., Baker, R., Maccoss, M.J., and Biggins, S. (2010). An E3 Ubiquitin 
Ligase Prevents Ectopic Localization of the Centromeric Histone H3 Variant via the 
Centromere Targeting Domain. Mol Cell 40, 455‐464. 
 
Rayleigh, L. (1896). XV. On the theory of optical images, with special reference to the microscope. 
Philosophical Magazine Series 5 42, 167‐195. 
 
Ribeiro, S.A., Vagnarelli, P., Dong, Y., Hori, T., McEwen, B.F., Fukagawa, T., Flors, C., and Earnshaw, 
W.C. (2010). A super‐resolution map of the vertebrate kinetochore. Proc Natl Acad Sci U S A 
107, 10484‐10489. 
 
Richardson, W.H. (1972). Bayesian‐based iterative method of image restoration. JOSA 62, 55‐59. 
 
Rines, D.R., He, X., and Sorger, P.K. (2002). Quantitative microscopy of green fluorescent protein‐
labeled yeast. Methods in enzymology 351, 16‐34. 
 
Rosa, A., and Everaers, R. (2008). Structure and dynamics of interphase chromosomes. PLoS Comput 
Biol 4, e1000153. 
 
Rust, M.J., Bates, M., and Zhuang, X. (2006). Sub‐diffraction‐limit imaging by stochastic optical 
reconstruction microscopy (STORM). Nature methods 3, 793‐796. 
 
Saha, A., Wittmeyer, J., and Cairns, B.R. (2002). Chromatin remodeling by RSC involves ATP‐
dependent DNA translocation. Genes Dev 16, 2120‐2134. 
 
Saitoh, H., Tomkiel, J., Cooke, C.A., Ratrie, H., 3rd, Maurer, M., Rothfield, N.F., and Earnshaw, W.C. 
(1992). CENP‐C, an autoantigen in scleroderma, is a component of the human inner 
kinetochore plate. Cell 70, 115‐125. 
 
Sakuno, T., Tada, K., and Watanabe, Y. (2009). Kinetochore geometry defined by cohesion within the 
centromere. Nature 458, 852‐858. 
 
Sanchez‐Pulido, L., Pidoux, A.L., Ponting, C.P., and Allshire, R.C. (2009). Common ancestry of the 
CENP‐A chaperones Scm3 and HJURP. Cell 137, 1173‐1174. 
 
 
166 
 
Santaguida, S., and Musacchio, A. (2009). The life and miracles of kinetochores. EMBO J 28, 2511‐
2531. 
 
Santos, A., and Young, I.T. (2000). Model‐based resolution: applying the theory in quantitative 
microscopy. Applied optics 39, 2948‐2958. 
 
Sanyal, A., Bau, D., Marti‐Renom, M.A., and Dekker, J. (2011). Chromatin globules: a common motif 
of higher order chromosome structure? Curr Opin Cell Biol 23, 325‐331. 
 
Sanyal, K., Baum, M., and Carbon, J. (2004). Centromeric DNA sequences in the pathogenic yeast 
Candida albicans are all different and unique. Proc Natl Acad Sci U S A 101, 11374‐11379. 
 
Saunders, M.J., Yeh, E., Grunstein, M., and Bloom, K. (1990). Nucleosome depletion alters the 
chromatin structure of Saccharomyces cerevisiae centromeres. Mol Cell Biol 10, 5721‐5727. 
 
Scheffold, F., Diaz‐Leyva, P., Reufer, M., Ben Braham, N., Lynch, I., and Harden, J.L. (2010). Brushlike 
Interactions between Thermoresponsive Microgel Particles. Phys Rev Lett 104. 
 
Schermelleh, L., Heintzmann, R., and Leonhardt, H. (2010). A guide to super‐resolution fluorescence 
microscopy. J Cell Biol 190, 165‐175. 
 
Schober, H., Kalck, V., Vega‐Palas, M.A., Van Houwe, G., Sage, D., Unser, M., Gartenberg, M.R., and 
Gasser, S.M. (2008). Controlled exchange of chromosomal arms reveals principles driving 
telomere interactions in yeast. Genome research 18, 261‐271. 
 
Schueler, M.G., Higgins, A.W., Rudd, M.K., Gustashaw, K., and Willard, H.F. (2001). Genomic and 
genetic definition of a functional human centromere. Science 294, 109‐115. 
 
Schuh, M., Lehner, C.F., and Heidmann, S. (2007). Incorporation of Drosophila CID/CENP‐A and 
CENP‐C into centromeres during early embryonic anaphase. Curr Biol 17, 237‐243. 
 
Schwabish, M.A., and Struhl, K. (2004). Evidence for eviction and rapid deposition of histones upon 
transcriptional elongation by RNA polymerase II. Molecular and cellular biology 24, 10111‐
10117. 
 
 
167 
 
Screpanti, E., De Antoni, A., Alushin, G.M., Petrovic, A., Melis, T., Nogales, E., and Musacchio, A. 
(2011). Direct binding of Cenp‐C to the Mis12 complex joins the inner and outer 
kinetochore. Curr Biol 21, 391‐398. 
 
Seitan, V.C., and Merkenschlager, M. (2012). Cohesin and chromatin organisation. Current opinion in 
genetics & development 22, 93‐100. 
 
Sekulic, N., Bassett, E.A., Rogers, D.J., and Black, B.E. (2010). The structure of (CENP‐A‐H4)(2) reveals 
physical features that mark centromeres. Nature 467, 347‐351. 
 
Sengupta, P., Van Engelenburg, S., and Lippincott‐Schwartz, J. (2012). Visualizing cell structure and 
function with point‐localization superresolution imaging. Developmental cell 23, 1092‐1102. 
 
Sharp, J.A., Franco, A.A., Osley, M.A., and Kaufman, P.D. (2002). Chromatin assembly factor I and Hir 
proteins contribute to building functional kinetochores in S. cerevisiae. Genes Dev 16, 85‐
100. 
 
Sharp, J.A., Krawitz, D.C., Gardner, K.A., Fox, C.A., and Kaufman, P.D. (2003). The budding yeast 
silencing protein Sir1 is a functional component of centromeric chromatin. Genes Dev 17, 
2356‐2361. 
 
Shaw, P.J. (2006). Comparison of wide‐field/deconvolution and confocal microscopy for 3D imaging. 
In Handbook of Biological Confocal Microscopy (Springer), pp. 453‐467. 
 
Shelby, R.D., Monier, K., and Sullivan, K.F. (2000). Chromatin assembly at kinetochores is uncoupled 
from DNA replication. J Cell Biol 151, 1113‐1118. 
 
Shelby, R.D., Vafa, O., and Sullivan, K.F. (1997). Assembly of CENP‐A into centromeric chromatin 
requires a cooperative array of nucleosomal DNA contact sites. J Cell Biol 136, 501‐513. 
 
Shivaraju, M., Unruh, J.R., Slaughter, B.D., Mattingly, M., Berman, J., and Gerton, J.L. (2012). Cell‐
cycle‐coupled structural oscillation of centromeric nucleosomes in yeast. Cell 150, 304‐316. 
 
Shuaib, M., Ouararhni, K., Dimitrov, S., and Hamiche, A. (2010). HJURP binds CENP‐A via a highly 
conserved N‐terminal domain and mediates its deposition at centromeres. Proc Natl Acad 
Sci U S A 107, 1349‐1354. 
 
168 
 
Sibarita, J.B. (2005). Deconvolution microscopy. Adv Biochem Eng Biotechnol 95, 201‐243. 
 
Smith, C.S., Joseph, N., Rieger, B., and Lidke, K.A. (2010). Fast, single‐molecule localization that 
achieves theoretically minimum uncertainty. Nature methods 7, 373‐375. 
 
Smith, S., and Stillman, B. (1991). Stepwise assembly of chromatin during DNA replication in vitro. 
The EMBO journal 10, 971‐980. 
 
Sofueva, S., and Hadjur, S. (2012). Cohesin‐mediated chromatin interactions‐‐into the third 
dimension of gene regulation. Brief Funct Genomics 11, 205‐216. 
 
Soutoglou, E., and Misteli, T. (2007). Mobility and immobility of chromatin in transcription and 
genome stability. Current opinion in genetics & development 17, 435‐442. 
 
Spector, D.L. (2003). The dynamics of chromosome organization and gene regulation. Annu Rev 
Biochem 72, 573‐608. 
 
Sprague, B.L., Pearson, C.G., Maddox, P.S., Bloom, K.S., Salmon, E.D., and Odde, D.J. (2003). 
Mechanisms of microtubule‐based kinetochore positioning in the yeast metaphase spindle. 
Biophys J 84, 3529‐3546. 
 
Stallinga, S., and Rieger, B. (2010). Accuracy of the gaussian point spread function model in 2D 
localization microscopy. Opt Express 18, 24461‐24476. 
 
Stephens, A.D., Haase, J., Vicci, L., Taylor, R.M., 2nd, and Bloom, K. (2011). Cohesin, condensin, and 
the intramolecular centromere loop together generate the mitotic chromatin spring. J Cell 
Biol 193, 1167‐1180. 
 
Stephens, A.D., Haggerty, R.A., Vasquez, P.A., Vicci, L., Snider, C.E., Shi, F., Quammen, C., Mullins, C., 
Haase, J., Taylor, R.M., 2nd, et al. (2013). Pericentric chromatin loops function as a nonlinear 
spring in mitotic force balance. J Cell Biol 200, 757‐772. 
 
Stern, B.M., and Murray, A.W. (2001). Lack of tension at kinetochores activates the spindle 
checkpoint in budding yeast. Curr Biol 11, 1462‐1467. 
 
 
169 
 
Stoler, S., Rogers, K., Weitze, S., Morey, L., Fitzgerald‐Hayes, M., and Baker, R.E. (2007). Scm3, an 
essential Saccharomyces cerevisiae centromere protein required for G2/M progression and 
Cse4 localization. Proc Natl Acad Sci U S A 104, 10571‐10576. 
 
Stumpff, J., and Asbury, C.L. (2008). Chromosome Bi‐Orientation: Euclidian Euploidy. Curr Biol 18, 
R81‐R83. 
 
Sullivan, B.A. (2009). The Centromere. In The Kinetochore ‐ From Molecular Discoveries to Cancer 
Therapy, P. De Wulf, and W.C. Earnshaw, eds. (New York: Springer Science + Business 
Media), pp. 45‐76. 
 
Sullivan, B.A., and Karpen, G.H. (2004). Centromeric chromatin exhibits a histone modification 
pattern that is distinct from both euchromatin and heterochromatin. Nat Struct Mol Biol 11, 
1076‐1083. 
 
Sullivan, K.F., Hechenberger, M., and Masri, K. (1994). Human CENP‐A contains a histone H3 related 
histone fold domain that is required for targeting to the centromere. J Cell Biol 127, 581‐
592. 
 
Sun, X., Le, H.D., Wahlstrom, J.M., and Karpen, G.H. (2003). Sequence analysis of a functional 
Drosophila centromere. Genome Res 13, 182‐194. 
 
Suto, R.K., Clarkson, M.J., Tremethick, D.J., and Luger, K. (2000). Crystal structure of a nucleosome 
core particle containing the variant histone H2A.Z. Nat Struct Biol 7, 1121‐1124. 
 
Swedlow, J.R. (2007). Quantitative fluorescence microscopy and image deconvolution. Methods Cell 
Biol 81, 447‐465. 
 
Taddei, A., and Gasser, S.M. (2012). Structure and function in the budding yeast nucleus. Genetics 
192, 107‐129. 
 
Taddei, A., Schober, H., and Gasser, S.M. (2010). The budding yeast nucleus. Cold Spring Harb 
Perspect Biol 2, a000612. 
 
Takahashi, K., Takayama, Y., Masuda, F., Kobayashi, Y., and Saitoh, S. (2005). Two distinct pathways 
responsible for the loading of CENP‐A to centromeres in the fission yeast cell cycle. Philos 
Trans R Soc Lond B Biol Sci 360, 595‐606; discussion 606‐597. 
170 
 
Tanaka, T., Fuchs, J., Loidl, J., and Nasmyth, K. (2000). Cohesin ensures bipolar attachment of 
microtubules to sister centromeres and resists their precocious separation. Nat Cell Biol 2, 
492‐499. 
 
Tanaka, T.U., Stark, M.J., and Tanaka, K. (2005). Kinetochore capture and bi‐orientation on the 
mitotic spindle. Nat Rev Mol Cell Biol 6, 929‐942. 
 
Thiriet, C., and Hayes, J.J. (2005). Replication‐independent core histone dynamics at transcriptionally 
active loci in vivo. Genes Dev 19, 677‐682. 
 
Thomann, D., Rines, D.R., Sorger, P.K., and Danuser, G. (2002). Automatic fluorescent tag detection 
in 3D with super‐resolution: application to the analysis of chromosome movement. J 
Microsc 208, 49‐64. 
 
Thompson, R.E., Larson, D.R., and Webb, W.W. (2002). Precise nanometer localization analysis for 
individual fluorescent probes. Biophysical journal 82, 2775‐2783. 
 
Tjong, H., Gong, K., Chen, L., and Alber, F. (2012). Physical tethering and volume exclusion determine 
higher‐order genome organization in budding yeast. Genome research 22, 1295‐1305. 
 
Tokuda, N., Terada, T.P., and Sasai, M. (2012). Dynamical modeling of three‐dimensional genome 
organization in interphase budding yeast. Biophysical journal 102, 296‐304. 
 
Tomar, R.S., Psathas, J.N., Zhang, H., Zhang, Z., and Reese, J.C. (2009). A novel mechanism of 
antagonism between ATP‐dependent chromatin remodeling complexes regulates RNR3 
expression. Mol Cell Biol 29, 3255‐3265. 
 
Tomkiel, J., Cooke, C.A., Saitoh, H., Bernat, R.L., and Earnshaw, W.C. (1994). CENP‐C is required for 
maintaining proper kinetochore size and for a timely transition to anaphase. J Cell Biol 125, 
531‐545. 
 
Tsuchiya, E., Hosotani, T., and Miyakawa, T. (1998). A mutation in NPS1/STH1, an essential gene 
encoding a component of a novel chromatin‐remodeling complex RSC, alters the chromatin 
structure of Saccharomyces cerevisiae centromeres. Nucleic Acids Res 26, 3286‐3292. 
 
 
171 
 
Tsuchiya, E., Uno, M., Kiguchi, A., Masuoka, K., Kanemori, Y., Okabe, S., and Mikayawa, T. (1992). 
The Saccharomyces cerevisiae NPS1 gene, a novel CDC gene which encodes a 160 kDa 
nuclear protein involved in G2 phase control. EMBO J 11, 4017‐4026. 
 
Tsukiyama, T., Palmer, J., Landel, C.C., Shiloach, J., and Wu, C. (1999). Characterization of the 
imitation switch subfamily of ATP‐dependent chromatin‐remodeling factors in 
Saccharomyces cerevisiae. Genes Dev 13, 686‐697. 
 
Uhlenbeck, G.E., and Ornstein, L.S. (1930). On the Theory of the Brownian Motion. Physical Review 
36, 823‐841. 
 
Van Hooser, A.A., Ouspenski, II, Gregson, H.C., Starr, D.A., Yen, T.J., Goldberg, M.L., Yokomori, K., 
Earnshaw, W.C., Sullivan, K.F., and Brinkley, B.R. (2001). Specification of kinetochore‐
forming chromatin by the histone H3 variant CENP‐A. J Cell Sci 114, 3529‐3542. 
 
Verdaasdonk, J.S., and Bloom, K. (2011). Centromeres: unique chromatin structures that drive 
chromosome segregation. Nat Rev Mol Cell Biol 12, 320‐332. 
 
Verdaasdonk, J.S., Gardner, R., Stephens, A.D., Yeh, E., and Bloom, K. (2012). Tension‐dependent 
nucleosome remodeling at the pericentromere in yeast. Mol Biol Cell 23, 2560‐2570. 
 
Verdaasdonk, J.S., Stephens, A.D., Haase, J., and Bloom, K. (2013). Bending the rules: Widefield 
microscopy and the Abbe limit of resolution. J Cell Physiol. 
 
Verdaasdonk, J.S., Vasquez, P.A., Barry, R.M., Goodwin, S., Forest, M.G., and Bloom, K. (2013). 
Centromere Tethering Confines Chromosome Domains. Molecular cell in progress. 
 
Verreault, A. (2000). De novo nucleosome assembly: new pieces in an old puzzle. Genes & 
development 14, 1430‐1438. 
 
Vignali, M., Hassan, A.H., Neely, K.E., and Workman, J.L. (2000). ATP‐dependent chromatin‐
remodeling complexes. Mol Cell Biol 20, 1899‐1910. 
 
Vincent, J.A., Kwong, T.J., and Tsukiyama, T. (2008). ATP‐dependent chromatin remodeling shapes 
the DNA replication landscape. Nature structural & molecular biology 15, 477‐484. 
 
172 
 
Vorvis, C., Markus, S.M., and Lee, W.L. (2008). Photoactivatable GFP tagging cassettes for protein‐
tracking studies in the budding yeast Saccharomyces cerevisiae. Yeast 25, 651‐659. 
 
Wallace, W., Schaefer, L.H., and Swedlow, J.R. (2001). A workingperson's guide to deconvolution in 
light microscopy. Biotechniques 31, 1076‐1078, 1080, 1082 passim. 
 
Wan, X. (2008). Asymmetric chromosome oscillation during mitosis and protein architecture of the 
human kinetochore measured by K‐SHREC Kinetochore‐Speckle High Resolution Co‐
Localization. In Dept. of Biomedical Engineering (Chapel Hill, N.C., University of North 
Carolina at Chapel Hill), p. 1 electronic text PDF (2.63 MB). 
 
Wan, X., Cimini, D., Cameron, L.A., and Salmon, E.D. (2012). The coupling between sister kinetochore 
directional instability and oscillations in centromere stretch in metaphase PtK1 cells. Mol 
Biol Cell 23, 1035‐1046. 
 
Wan, X., O'Quinn, R.P., Pierce, H.L., Joglekar, A.P., Gall, W.E., DeLuca, J.G., Carroll, C.W., Liu, S.T., 
Yen, T.J., McEwen, B.F., et al. (2009). Protein architecture of the human kinetochore 
microtubule attachment site. Cell 137, 672‐684. 
 
Wan, X., Salmon, E.D., and University of North Carolina at Chapel Hill. Department of Biomedical 
Engineering. (2008). Asymmetric chromosome oscillation during mitosis and protein 
architecture of the human kinetochore measured by K‐SHREC Kinetochore‐Speckle High 
Resolution Co‐Localization.  (Chapel Hill, N.C., University of North Carolina at Chapel Hill,), p. 
1 electronic text PDF (2.63 MB). 
 
Waters, J.C. (2009). Accuracy and precision in quantitative fluorescence microscopy. J Cell Biol 185, 
1135‐1148. 
 
Weber, S.C., Spakowitz, A.J., and Theriot, J.A. (2012). Nonthermal ATP‐dependent fluctuations 
contribute to the in vivo motion of chromosomal loci. Proceedings of the National Academy 
of Sciences of the United States of America 109, 7338‐7343. 
 
Weisshart, K., Dertinger, T., Kalkbrenner, T., Kleppe, I., and Kempe, M. (2013). Super‐resolution 
microscopy heads towards 3D dynamics. Advanced Optical Technologies 2, 211‐231. 
 
Welburn, J.P., and Cheeseman, I.M. (2008). Toward a molecular structure of the eukaryotic 
kinetochore. Dev Cell 15, 645‐655. 
 
173 
 
Whitehouse, I., Rando, O.J., Delrow, J., and Tsukiyama, T. (2007). Chromatin remodelling at 
promoters suppresses antisense transcription. Nature 450, 1031‐1035. 
 
Whitehouse, I., Stockdale, C., Flaus, A., Szczelkun, M.D., and Owen‐Hughes, T. (2003). Evidence for 
DNA translocation by the ISWI chromatin‐remodeling enzyme. Mol Cell Biol 23, 1935‐1945. 
 
Widmer, R.M., Lucchini, R., Lezzi, M., Meyer, B., Sogo, J.M., Edstrom, J.E., and Koller, T. (1984). 
Chromatin structure of a hyperactive secretory protein gene (in Balbiani ring 2) of 
Chironomus. EMBO J 3, 1635‐1641. 
 
Williams, J.S., Hayashi, T., Yanagida, M., and Russell, P. (2009). Fission yeast Scm3 mediates stable 
assembly of Cnp1/CENP‐A into centromeric chromatin. Mol Cell 33, 287‐298. 
 
Wong, H., Marie‐Nelly, H., Herbert, S., Carrivain, P., Blanc, H., Koszul, R., Fabre, E., and Zimmer, C. 
(2012). A predictive computational model of the dynamic 3D interphase yeast nucleus. Curr 
Biol 22, 1881‐1890. 
 
Wood, A.J., Severson, A.F., and Meyer, B.J. (2010). Condensin and cohesin complexity: the 
expanding repertoire of functions. Nat Rev Genet 11, 391‐404. 
 
Xue, Y., Canman, J.C., Lee, C.S., Nie, Z., Yang, D., Moreno, G.T., Young, M.K., Salmon, E.D., and Wang, 
W. (2000). The human SWI/SNF‐B chromatin‐remodeling complex is related to yeast rsc and 
localizes at kinetochores of mitotic chromosomes. Proc Natl Acad Sci U S A 97, 13015‐13020. 
 
Yan, J., Maresca, T.J., Skoko, D., Adams, C.D., Xiao, B., Christensen, M.O., Heald, R., and Marko, J.F. 
(2007). Micromanipulation studies of chromatin fibers in Xenopus egg extracts reveal ATP‐
dependent chromatin assembly dynamics. Mol Biol Cell 18, 464‐474. 
 
Yeh, E., Haase, J., Paliulis, L.V., Joglekar, A., Bond, L., Bouck, D., Salmon, E.D., and Bloom, K.S. (2008). 
Pericentric chromatin is organized into an intramolecular loop in mitosis. Curr Biol 18, 81‐90. 
 
Zhang, T., Lim, H.H., Cheng, C.S., and Surana, U. (2006). Deficiency of centromere‐associated protein 
Slk19 causes premature nuclear migration and loss of centromeric elasticity. J Cell Sci 119, 
519‐531. 
 
 
174 
 
Zhang, W., Lee, H.R., Koo, D.H., and Jiang, J. (2008). Epigenetic modification of centromeric 
chromatin: hypomethylation of DNA sequences in the CENH3‐associated chromatin in 
Arabidopsis thaliana and maize. Plant Cell 20, 25‐34. 
 
Zhou, Z., Feng, H., Zhou, B.R., Ghirlando, R., Hu, K., Zwolak, A., Miller Jenkins, L.M., Xiao, H., Tjandra, 
N., Wu, C., et al. (2011). Structural basis for recognition of centromere histone variant 
CenH3 by the chaperone Scm3. Nature. 
 
Zimmer, C., and Fabre, E. (2011). Principles of chromosomal organization: lessons from yeast. J Cell 
Biol 192, 723‐733. 
 
Zinkowski, R.P., Meyne, J., and Brinkley, B.R. (1991). The centromere‐kinetochore complex: a repeat 
subunit model. J Cell Biol 113, 1091‐1110. 
