The purpose of this study was to examine the burnout levels of research assistants in Ondokuz Mayıs University and to examine the results of multiple linear regression model based on the results obtained from Maslach Burnout Scale with Jackknife Method in terms of validity and generalizability. To do this, a questionnaire was given to 11 research assistants working at Ondokuz Mayıs University and the burnout scores of this questionnaire were taken as the dependent variable of the multiple linear regression model. The variable of burnout was explained with the variables of age, weekly hours of classes taught, monthly average credit card debt, numbers of published articles and reports, gender, marital status, number of children and the departments of the research assistants. Dummy variables were assigned to the variables of gender, marital status, number of children and the departments of the research assistants and thus, they were made quantitative. The significance of the model as a result of multiple linear regressions was examined through backward elimination method. After this, for the five explanatory variables which influenced the variable of burnout, standardized model coefficients and coefficients of determination, and 95% confidence intervals of these values were estimated through Jackknife Method and the generalizability of the parameter estimation results of these variables on population was researched.
Introduction
Burnout is an important health problem for occupations which include personal relationships with people. Professional people living in different areas can give various reactions to stresses experienced at work. These reactions are: weariness related with work, stress and burnout [1] . Weariness related with work and stress can be seen in every occupation. However, burnout is an important health problem for occupations which include personal relationships with people because the most difficult thing is dealing with people. In this context, a person develops burnout syndrome. The symptoms of burnout syndrome, which is common in people working in the fields of health and education, can be grouped in three as emotional, physical and mental symptoms [2] .
Burnout was defined by Maslach, Freudenberger and Pines at the beginning of 1970s and it had become a frequently studied issue recently. According to Freudenberger, emotional burnout means workers' not being able to carry out the necessities of their work as a result of being overworked [3] . Later, Maslach and Jackson developed this subject, examined the most accepted model of burnout and defined burnout as emotional exhaustion, depersonalization and a diminished sense of personal accomplishment [4] .
In relation to burnout, an answer can be sought to the following question especially for people working in close contact with other people in health and education sectors: Is there an association between the workers' levels of burnout and job satisfaction and their personal characteristics such as age, gender, marital status, numbers of children, etc? One of the scales commonly used for the assessment of such situations was the Maslach Burnout Scale developed by Maslach and Jackson in 1981 . This scale has a total of 22 items. 9 of these items are related to emotional exhaustion, while 5 are related to depersonalization and 8 are related to diminished sense of personal accomplishment. The items are graded in 7 different ways: 0 = never, …, 6 = every day [5] .
Scientific methods lead researchers to refute or prove a hypothesis through results based on experiment. Especially the studies with relatively little numbers of samples or subjects can be said to contain basic judgments based on the results of a special sample since it will be thought that they lack repetition even if they are designed very well or conducted meticulously. If the same values cannot be obtained from similar other studies, the findings of the research won't be accepted as the values of the general population. Thus, that sample will have a limited value [6] .
The method applied to the data set in our study is Jackknife Method. The study aims to introduce the method and to show its applicability in case of need.
Generalizability of the results of a scientific study is very important as one of the scientific features [7] . This is because the results of especially experimental studies will shed light on similar future studies and contribute to the development of the related field. In addition, the objectivity and the reliability of the results will strengthen the organizational dimension of the field and it will protect the practicality, objectivity and validity of the results in the long run [8] . The results which cannot be generalized are specific to the sample and they cannot be reflected on the universe [9] .
Jackknife Method and Theory
Jackknife is the first computer-based method for the estimation of bias and standard deviation. Jackknife resampling method was used by Maurice Quenouille in 1956 to remove the statistical bias. Later, it was expanded by John Tukey in 1958 in order to create hypothesis tests and confidence intervals and the name "Jackknife" was adapted [10] . Its expansion into linear regression was made by Miller (1964 Miller ( , 1974 , Gray and Schucany (1972) , Hinkley (1977) , Reeds (1978) and Porr (1983 Porr ( , 1985 .
Sampling method is the process of choosing sample from the population. Thus, it is one of the essential stages of a scientific research. The most important feature of a sample is providing the smallest sampling error in order to reach valid and consistent estimations about the population. However, parametric estimation methods do not give reliable results when the number of samples is small and also they can disrupt the hypotheses of the parametric methods.
Recently, resampling methods have begun to be used when the data cannot be assessed with parametric methods. One of these is Jackknife Method. Jackknife Method has been developed to minimize the sampling error by obtaining small confidence intervals in the estimation of population parameters. This method is also called Pocket Knife method. Pocket Knife can be used for various things. This method, also, is a method that can be used for various practices. Thus, the similarity is very appropriate. In addition, one of the things that can be done with a pocket knife is cutting. A procedure similar to cutting is done in Jackknife Method, too.
The basic logic of the method depends on omitting each estimation value of the data set once and calculating the sample statistics from the remaining observations. This way, only number of different samples can be formed from numbers of observations. Let's have the sample
as the estimator. According to Jackknife Method, the sample when the i. observation is omitted is
Thus, the estimator is
Jackknife estimation of the bias is as follows:
θ is the Jackknife estimation of θ and it is calculated through the equation ( ) ( )
. Jackknife estimation of standard error is obtained by using the equation:
Pseudo values are calculated with the following equation in Jackknife estimation [11] - [13] :
Practice
This study examined the burnout levels of research assistants of Ondokuz Mayıs University based on Jackknife Method by using Maslach Burnout Scale. A questionnaire was given to 11 research assistants working at Ondokuz Mayıs University for this purpose. The number of samples was specifically kept small. This is because Jackknife Method is a statistical method which tests the generalizability of the parameter values obtained from statistics calculated from small numbers of samples to the general population. Of the 22 items in the Maslach Burnout Scale, 9 of these items are related to emotional exhaustion, while 5 are related to depersonalization and 8 are related to diminished sense of personal accomplishment. These items are graded in 7 different ways as 0 = never, …, 6 = every day [5] . The burnout score which is found by adding up the responses given to these items is expressed as our dependent variable in the regression model. The independent variables with which we tried to explain this dependent variable are Age (X 1 ), Weekly hours of classes taught (X 2 ), Monthly average credit card statement (X 3 ), Numbers of published articles and reports (X 4 ), Gender (X 5 ), Marital status (X 6 ), Number of children (X 7 ), Department (X 8 ). The values of these variables were obtained from the questionnaire. Dummy variables were assigned to the variables of gender, marital status, number of children and department and they were made quantitative: Gender: 1 (male), 0 (female); Marital status: 1 (married), 0 (single); Number of children: 1 (yes), 0 (none); Department: 1 (statistic), 0 (other). Regression model was constructed as linearly because there are linear relationships between independent variables and response variable. Thus, the regression model built was expressed as: The variables obtained as a result of the questionnaire are given in Table 1 .
The multiple linear regression analyses of this data were analyzed by using SPSS 20. 0 package program and the independent variables significant for the model were chosen through backward elimination method. The results are summarized in Table 2 . for the model. This ratio is pretty high and it shows the explanation capability of independent variables in the model which were statistically significant ( 2 X , 3 X , 5 X , 6 X , 8 X ). Table 3 gives the standardized beta coefficients which are obtained as a result of the regression analysis conducted by leaving out one observation each time with Jackknife Method.
By using the standardized beta estimation values in Table 3 , pseudo values of the explanatory variables 2 X , 3 X , 5 X , 6 X and 8 X in Table 4 were obtained In terms of absolute value, calculation 2.228 t > shows the reliability and the invariance of the estimated regression parameters. This expression shows that parameter estimation values of the explanatory variables 2 X , 3 X , 5 X , 6 X show determination with original values. This means that the beta coefficients obtained with Jackknife Method do not belong to this sample only, but they are estimations which can also be generalized to the population.
When Table 5 is analyzed, it is understood from the expression calculation 3.135 2.228 t = − > that the average weekly hours of classes taught estimation value 2 1.439 jackk β = − obtained through Jackknife Method confirms the first original value 2 1.489 orj β = − calculated and it was seen that the Jackknife parameter value was within the 95% confidence interval. From this result, we can say that the variable of weekly hours of classes taught which is an explanatory variable in the model is not valid only for this sample, but it can also be generalized for the population. In terms of other explanatory variables of average monthly credit card statement, gender and marital status, it can be seen in Table 5 that Jackknife estimation values confirm the first original β values calculated and likewise, Jackknife parameter values of the explanatory variables average monthly credit card statement, gender and marital status are within the 95% confidence interval and these variables can also be generalized for the population. Table 4 shows that the explanatory variable of department calculation 2.019 2.228 t = < , the effect of which is examined on the dependent variable of burnout, is not significant. In this case, it can be thought that the effect of the variable of department is sample-specific.
Lastly, 2 0.842 R = calculated by Jackknife Method and the standard error value is 0.048. A t-value which is higher than the critical value shows that 2 R can also be generalized. That is, the specificity coefficient of the model is not sample specific; it can be generalized to population. That is, it can be said that in similar studies conducted in different times, the percentage of explaining the dependent variable with independent variables will be the same or similar to the values obtained from this study. Similarly, it can be said that due to their generalizability to the population, the explanatory variables 2 X , 3 X , 5 X , 6 X can be statistically significant variables in different studies.
Conclusion and Discussion
In the study, which used multiple linear regression method for the data set with a small sample, Jackknife Method was used to obtain real-like, strong and valid estimations. Maslach Burnout Scale was used in the study. With this scale, multiple linear regression models were formed, parameter estimations of explanatory variables important for the model were made and the confidence intervals of these estimations were formed and it was concluded that original beta estimation values were within these confidence intervals. In order to serve the purposes of Jackknife Method, the sample size was chosen as 11. For this reason, instead of repeating the study with a new sample, we could conclude that the results obtained with Jackknife Method were strong in terms of invariance, validity and reliability. In addition, for five explanatory variables which influenced the dependent variable, standardized beta coefficients and determination coefficient, and the 95% confidence intervals of these values were calculated. Of these explanatory variables, the variables of weekly hours of classes taught, monthly average credit card debt, gender and marital status were within the confidence interval of Jackknife parameter estimator and it was concluded that these variables could be generalized. However, it was concluded that the variable of department was found to be specific to only this sample. This study exhibited a concise investigation of the Jackknife Method for linear regression analysis with an application. The results obtained with Jackknife technique presented the replicability and generalizability property of the method. In further studies, other kind of resampling techniques could be examined such as bootstrap for regression context. We planned to adopt different resampling techniques and explored the results for several regression models.
