




















Implementation of quantum operations on single photon qudits
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A generalization of the optical implementation of unitary transformation proposed by Reck et
al. [Phys. Rev. Lett. 73, 58 (1994)] to that of all possible linear maps is given. We show that a
general linear transformation from one single photon qudit to another, the dimension of which can
be either equal or unequal to that of the first one, can be realized by this linear optics scheme. As
its application we design a setup that deterministically implements a general positive operator value
measure (POVM) with arbitrary number of outputs on single photon states.
PACS numbers: 03.65.Ta, 03.67.-a, 42.50.Wm
Linear optics is considered as one of the promising can-
didates for quantum computing (for recent overviews see
[1, 2]) and can be also applied to many other areas such
as quantum cryptography [3, 4, 5]. In these applications
an essential technique is the implementation of all possi-
ble operations, including generalized quantum measure-
ments in the form of Positive Operator Value Measures
(POVMs), on the signals encoded as photon states by
practical linear optics circuits.
A typical and important case of the signal states is
single photon qudits, i.e., the linear combinations of the
modes a†k|0〉, k = 1, · · · , N (multiple-rail encoding). It
was proposed by Reck et al. [6] that any unitary operator




i |0〉 can be
realized by a proper N-port interferometer. The building
blocks of the inteferometer are beam splitters and phase
shifters with the proper reflection and transmission co-
efficients that implement the SU(2) transformations on
each two of the modes {a†i}. An operator of the unitary
group U(N) is thus realized by decomposing it into the
product of the SU(2) elements as an array of beam split-
ters and phase shifters in Fig. 1. This scheme was further
studied in [7, 8, 9] and demonstrated by experiment [10],
and its applications cover a variety of areas in quantum
information processing.
The generalization of the scheme is the implementa-
tion of all possible linear maps or the Quantum Oper-
ations (QOs) [11], which are the most general possible
state change in quantum mechanics, on the qudits. These
non-unitary operators include the elements of POVMs,
the implementation of which for the photonic quantum
state signals is a core step in many quantum informa-
tion protocols. It is demonstrated by the example of the
unambiguous state discrimination in [12] that any rank
one POVM of single photon qudits can be realized solely
by means of linear optics through Neumark extension
[13], which extends the rank one POVM elements given
as a set of outer products of vectors to the orthogonal
projectors in a larger space. The implementation of the
general POVMs of rank two on the qubits encoded as
FIG. 1: The unitary transformation module constructed
with beam splitters (dark square) and phase shifters (white
square). The N-port unitary U(N) is decomposed into SU(2)
group elements, i.e., beam splitters and phase shifters, and the
maximum number of beam splitters needed is N(N − 1)/2.
The input ports are with unprimed numbers and output ports
with primed numbers.
single photon polarization states by the linear optics cir-
cuits is given in [14, 15] and generalized to the situation
of two-photon polarization states by teleporting them to
single photon polarization states on different paths [16].
In this letter we present a generalization of [6] to imple-
ment all possible linear maps on single photon qudits. It
is realized by the unitary dilation of a linear operator, i.e.,
the unitary operator constructed with the linear operator
in the extended space, in a max(2N1, 2N2)-dimensional
space, if the input states are qudits of dimension N1 and
the output states qudits of dimension N2. In our uni-
tary dilation scheme the ancilla is always the vacum state
so that it is implemented without the auxiliary photons.
Based on this scheme we also give a method of how to
realize a general POVM, which is the decomposition of
an identity operator into the sum of any number of posi-
tive operators, and its exact output states (up to unitary
transformations) by a series of successive unitary dila-
tions. For the inputs prepared as single photon states we
have a linear optics setup to deterministically perform
this POVM.
We have a QO connecting a pair of input and output







to describe the most general possible state change in
quantum mechanics. E is a trace-decreasing map that













where the operators Kn satisfy the bound∑
n
K†nKn ≤ I . (3)
If we only consider QOs that leave pure states ρ as pure,
the above map reduces to
E(ρ) = AρA† , (4)
with the non-unitary operator A being a contraction,
||A|| ≤ 1 [17]. Therefore, a QO that transforms a
















2)1/2 in H2 is a finite-
dimensional linear map A ∈ L(H1,H2) given as an
N2×N1 matrix whose entries are complex numbers (note
that the dimensionalities N1, N2 of the input and output










A1,1 A1,2 · · · A1,N1
















This linear map A as a contraction should be suc-





2 ≤ 1. We will demonstrate how to realize this
linear map only with three unitary operator modules in
Fig. 1.
Here we use the direct sum scheme to find the unitary
dilation U of A. In terms of Hilbert space dimensionality
this scheme minimizes the physical resources needed to
realize a QO. Like in the similar approach of [18], we
embed the input signal state vector (c1, c2, · · · , cN1)
T in
H1 into a larger space and map it by U to the output state
vector containing (c′1, c
′
2, · · · , c
′
N2
)T in the sub-space H2
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It should be noted that the ancilla to the input for our
unitary dilation is always a vacum state (0, 0, · · · , 0)T as
seen from the right side of the equation. We will derive
the unitary dilation U of the linear map A in the follow-
ing.
Since A†A and AA† are positive (Hermitian) matrices,
which areN1×N1 andN2×N2, respectively, we can diag-
onalize them to two diagonal matrices with non-negative
entries. Suppose N1 ≥ N2, we choose to diagonalize AA
†
by a unitary operator U :









With the orthonormal eigenvector ui’s of AA
† the
N2 × N2 unitary matrix U can be expressed as U =
(u1,u2, · · · ,uN2). We then construct with them a set




N1 in H1, for i = 1, · · · , N2. It is easy to find another
set of N1−N2 orthonormal vectors orthogonal to this set
of {vi} because dimH1 ≥ N2. Putting these two groups
of {vi} together, we obtain an N1 × N1 unitary matrix
V = (v1,v2, · · · ,vN1). With the unitary operators U
and V , we have an N1 ×N2 matrix Σ
T :
















We thus obtain the Singular Value Decomposition (SVD)
A = UΣV † with the uniquely determined singular value
σi’s on the diagonal of Σ. Moreover, we have 0 ≤ |σi| ≤ 1
for all i’s because A is a contraction. If N1 ≤ N2, on the
other hand, we will choose to diagonalize A†A to get a
similar result.
Then we extend the rectangular matrix Σ to one of the


























The extensions of Σ in the case of N1 ≤ N2 have the same
form as above except that |σN2 | is replaced by |σN1 |. Us-
ing the fact that Σ′i’s are still contractions, we can obtain
a max(2N1, 2N2)×max(2N1, 2N2) unitary dilation
G =
(












of them with the four submatrices diagonal and other
dilations with the change of the signs of some submatrices
in G [19]. These unitary dilations act on H⊕H, with H
being either H1 orH2 with the larger dimension. We also













where O and the blank parts are the submatrices with
all zero entries. A linear map A is therefore realized by
the unitary dilation as follows:
U = UGV †. (13)
The circuits to implement V and U † are the corre-
sponding N1-port and N2-port modules. After the vector
(a†1, · · · , a
†
N1
) is processed by V , we redirect the output
to a max(2N1, 2N2)-port module of G with the input
ports numbered from N1 + 1 to max(2N1, 2N2) black or
the vacum states (we have N = max(2N1, 2N2) in Fig.
1). Here is some detail about the step to implement Σ
through its unitary dilation G. Picking out the entries
containing only one of the singular value σi’s from the
matrix of G, we form a 2 by 2 submatrix, which can be
transformed by a rotation
Ti,i+max(N1,N2) =
(
cos θi − sin θi
sin θi cos θi
)
(14)






(1 − σ2i )
1/2 −|σi|
)(
cos θi − sin θi








Such a rotation can be realized by a beam splitter with
the reflection coefficient R = 1 − σ2i determined by the
singular value, and a phase shifter giving rise to eipi will
redress the (−1) in the matrix on the right hand side.
With a series of rotations we have







where Ti,i+max(N1,N2) ≡ Ti,i+max(N1,N2) ⊗ Irest, so we
can realize G with max(N1, N2) beam splitters, some of
which are totally reflecting mirrors, if we choose Σ′2 in
the scheme, or with min(N1, N2) beam splitters if we
choose Σ′1 instead. Therefore, the upper bound of the















which is determined by the dimensionalities of the in-
put and output Hilbert spaces. After the action of these
three unitary transformation modules, we will obtain two




the linear map A from N2 output ports of U
† and the




which is useful in the implementation of a POVM with
numerous output states as in the following discussion,





One immediate application is the realization of a
POVM given as a set of positive operators {Mi}. The
Mi’s can be uniquely decomposed into Mi = A
†
iAi up
to a unitary transformation (Cholesky Decomposition) if
they are positive definite or strictly positive (Mi > 0)







Mi = I, (18)
where I is the identity operator and ||Mi|| ≤ 1 [20]. Each
Mi can be also decomposed into the linear combination
of rank one elements from its eigenvectors, which can
be realized by Neumark extension, respectively, if we are
only interested in achieving the correct success proba-
bilities in measurement, e. g., in the implementation of
quantum state discrimination. We here give a scheme
obtaining not only the success probabilities but also the
output states (up to unitary transformations) of all of
the maps








performed by a POVM. We demonstrate it by a linear
optics setup that implements all these maps on a single
photon input state ρin together.
We start with the situation of n = 2. Suppose that
the dimension of the input space H is D, so the D ×D
4matrices Ai can be factorized by SVD as A
†
i = UiΣiVi,
In realizing the POVM we first set up a D-port module
for U †1 . After the signal leaving U
†
1 module, we redirect
and process it with a 2D-port module to implement the
unitary dilation K1 of Σ1 in the form of Eq. (11). From
its output ports numbered from 1′ to D′ (N = 2D for



















where Σ˜T1 Σ˜1 = I − Σ
T
1 Σ1. Then we will just redirect




mid〉 to the module of V
†
2 ,
and finally obtain the output states A1|ψin〉/||A1|ψin〉||
and A2|ψin〉/||A2|ψin〉|| from the corresponding termi-
nals. There is a total of 4 modules in Fig. 1 needed
to acomplish A1 and A2 together.
For the POVM with the number of elements n ≥ 3 the
situation is much trickier. Instead of M2 we will realize
the operator I − M1 from the output ports obtaining
|ψ2mid〉 if we continue from the above circuit for n = 2
case, and then there are two situations to consider: (1)
If ||M1|| < 1, because I − M1 > M2 when n ≥ 3, we
can find a diagonal matrix Σ∗2 with ||Σ
∗
2|| ≤ 1 [21] and a


















i Σi ≡ Σ
2
i . Then, following the
module to perform U ′†2 , Σ
∗
2 as a contraction can be imple-
mented by a 2D-port module. To realize A2 completely,
we will add one more module for the proper V †2 . (2) If
||M1|| = 1, after the signal goes through the modules
implementing I −M1, some of the output ports will be
black because the correponding components of the sig-
nal state vector are projected out in the modules of M1.
Then we will just follow the same argument in Eq. (22)
to perform the necessary transformations on the output





V †2 , where k is the multiplicity of the eigenvalue λj = 1
for M1, in the implementation of A2.
Repeating the above procedure from the other half of
the output ports where the operator I−M1−M2 is real-
ized, we add all the corresponding modules to implement
the remaining A3, A4, · · ·, An, respectively, in our setup.
The total number of modules in Fig. 1 needed for our
setup to realize all Ai’s together is 3n− 2.
In conclusion we have presented a linear optics scheme
to realize QOs as all possible linear maps on the single
photon qudits. As an application we give a linear optics
setup to implement a general POVM of single photon
qudits. The circuits to perform all the relevant tasks are
only the combinations of some scalable unitary operator
modules which have been used in quantum information
processing. Given ideal technologies, we will realize by
these schemes all possible transformations and POVMs
on single photon signals with the correct success proba-
bilities specified by quantum mechanics, so these imple-
mentations are deterministic.
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where we have used Lemma V.1.7 in [19] with the ex-
istence of (I − M1)
−1 due to the fact that ||M1|| < 1.
