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1. Introduction
Partial diﬀerential equations with a nonlocal (i.e., fractional) Laplacian operator have 
attracted a lot of attention recently. The usual Laplacian operator Δ may be thought 
as macroscopic manifestation of Brownian motion, as known from the Fokker–Planck 
equation for a stochastic diﬀerential equation driven by a Brownian motion (a Gaussian 
process), whereas the nonlocal Laplacian operator (−Δ) γ2 is associated with a γ-stable 
Lévy motion (a non-Gaussian process) Lγt , γ ∈ (0, 2). See [2,17] for a discussion about 
this microscopic–macroscopic relation.
Nonlocal Laplacian operator also appears in mathematical models for viscoelastic 
materials (e.g., Kelvin–Voigt model), certain heat transfer processes in fractal and dis-
ordered media, and ﬂuid ﬂows and acoustic propagation in porous media, see e.g. [9,26,
27], just mention a few. Interestingly, a nonlocal diﬀusion equation also arises in pricing 
derivative securities in ﬁnancial markets [9].
In this paper we aim to solve the following problem
⎧⎪⎨
⎪⎩
du + ((−Δ)γ/2u − div(f(u)))dt = h(u)dw, t > 0, x ∈ D,
u(0, x) = u0(x), x ∈ D,
u|Dc = 0,
(1.1)
where 0 < γ ≤ 1, D ⊂ Rn is a bounded domain, with a Lipschitz boundary if d ≥ 2, Q =
(0, T ) ×D, T is positive number and w = {wt, Ft : 0 ≤ t ≤ T} denotes a standard adapted 
one-dimensional continuous Brownian motion with w0 = 0, deﬁned on the classical 
Wiener space C0([0, T ]).
It is well-known that equation (1.1) can be interpreted as Fokker–Planck equation 
with noise perturbation associated to some stochastic diﬀerential equation in the sense 
of Mckean, see the paper [20,21]. In paper [22], the authors provided a numerical prob-
abilistic scheme for the fractional scalar conservation law (1.1).
It is well-known that the speciﬁc value of γ ∈ (0, 2) plays a key role:
• 1 < γ < 2: In this case, (−Δ)γ/2 is the dominant term, so the equation (1.1) is a 
stochastic equation of parabolic type. Thus the existence of the solution to (1.1) can 
be obtained by a ﬁxed point or contraction mapping argument [12,30].
• γ = 1: In this case, the two terms (−Δ)γ/2 and ∇ · f(u) have the same order 
in equations (1.1). Caﬀarelli–Figalli [10] considered the equations with square root 
operator (−Δ) 12 .
• 0 < γ < 1: In this case, ∇ · f(u) is the leading term, and we do not expect to have a 
regularity theory for (1.1). So it is natural to think that (1.1) with 0 < γ < 1 could 
behave as the following hyperbolic equation
du − div(f(u)))dt = h(u)dw (1.2)
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in the bounded domain. That is to say, we must introduce the notion of entropy 
solution.
In the absence of noise (h = 0), equation (1.1) reduces to a deterministic partial 
diﬀerential equation known as the nonlocal conservation law
∂tu(t, x) + (−Δ)αu(t, x) + ∇ · f(u(t, x)) = 0, x ∈ Rd, t > 0, (1.3)
which has been extensively studied [1,13,14]. When α ∈ (12 , 1), equation (1.3) has been 
studied by [5–8,28]. When α ∈ (0, 12 ), Alibaud [1] deﬁned an entropy solution to (1.3), 
and showed the existence and uniqueness of a solution to (1.3) in L∞. Moreover, Silvestre 
[28] studied the regularity of the solution of (1.3)
Let us recall some results about the stochastic conservation laws. H. Holden and 
N.H. Risebro [19] proved the existence of a weak solution to the Cauchy problem with 
multiplicative noise by using an operator splitting method. J.V. Kim [23] proposed a 
method of compensated compactness to prove, via vanishing viscosity approximation, 
the existence of a stochastic weak entropy solution to the Cauchy problem with additive 
noise. Vallet and Wittbold [29] extended the results of Kim to the multi-dimensional 
Dirichlet problem with additive noise. Recently, Bauzet et al. [3] studied the problem 
(1.2) in the whole space. And in another paper [4], they obtained the well-posedness of 
(1.2) in a bounded domain. Lv et al. [25] consider the problem (1.1) in the whole space 
by using the method of [18,11].
A cautious remark The problems (1.1) and (1.2) in a bounded domain are more diﬃcult 
than those in the whole space. The reasons are the followings. Firstly, the deﬁnition 
of entropy solution in a bounded domain, which makes the proof of uniqueness more 
diﬃcult, is diﬀerent from that in the whole space (see Section 2 for details). Secondly, 
there is the eﬀect of boundary, which implies that we must ﬁnd special test function to 
prove the uniqueness. We must compare any weak entropy solution to a solution coming 
from the artiﬁcial viscosity. What is the most diﬃcult is that, unlike in the whole space, 
the deﬁnition of entropy solution in a bounded domain destroys the symmetry of test 
function, but the operator (−Δ) γ2 is a symmetric operator. And thus we need more 
calculations in order to obtain Kato’s inequalities. In paper [4], the authors deﬁned a 
special test function and used the following Kato’s inequality
Δuj′(u) ≤ Δj(u) in D′ for j(u) = (k+ − u)+. (1.4)
In the present paper, we shall give a diﬀerent test function which turns out to be easier 
to calculate. And the Kato’s inequality (1.4) will not appear, see Remark 3.1 for more de-
tails. Another diﬃculty in this paper is the eﬀect of nonlocal operator (−Δ)γ/2. Because 
it is deﬁned in the whole space, and so it will bring more trouble for the bounded domain. 
The biggest diﬀerence is the working space, which is diﬀerent from that in paper [4].
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Another remark is that in paper [24], the authors found that the classical Sobolev space 
Hs(D) is not suitable to describe the operator (−Δ)γ/2 and they introduced the weighted 
Sobolev space W s,pρ (D), where ρ(x) = dist(x, ∂D). In fact, W s,pρ (D) is equivalent to
Hˆs(Rd) = {u ∈ Hs(Rd), u ≡ 0 in Rd \ D}.
See [15,16] for more details about the nonlocal operator.
There are two highlights in this paper. First, the problem (1.1) is entirely new, and 
there is no result about the nonlocal operator in a bounded domain. The nonlocal op-
erator will bring a lot of trouble. Second, we deﬁne a diﬀerent test function and use a 
diﬀerent method to prove the uniqueness. Even for equation (1.2), our method is easier 
than that in [4].
The rest of this paper is organized as follows. In section 2, we introduce the notion 
of stochastic entropy solution for equation (1.1) and propose a result of existence of 
a measure-valued entropy solution for (1.1) via a vanishing viscosity approximation. 
Section 3 is concerned with the proof of the main result on the uniqueness of entropy 
solution. As a by-product, we deduce the existence and uniqueness of the entropy solution 
of the Dirichlet problem for (1.1).
2. Entropy solution and existence of a measure-valued solution
In this section, we ﬁrst present the deﬁnition of an entropy solution. To present our 
formulation for (1.1), we recall the following results on the operator (−Δ)γ/2.
Lemma 2.1. (See [14].) For γ ∈ (0, 2), ∀φ ∈ S(Rd) and ∀r > 0
(−Δ)γ/2φ(x) = −Cd(γ)
∫
|z|≥r
φ(x + z) − φ(x)
|z|d+γ dz
− Cd(γ)
∫
|z|<r
φ(x + z) − φ(x) − ∇φ(x) · z
|z|d+γ dz (2.1)
where the constant Cd(γ) := γΓ(
d+γ
2 )
2π
d
2 +γΓ(1− γ2 )
> 0 (only depends on d and α). Moreover, in 
the case that γ ∈ (0, 1), one can take r = 0 such that
(−Δ)γ/2φ(x) = −Cd(γ)
∫
Rd
φ(x + z) − φ(x)
|z|d+γ dz
and in the case that γ ∈ (1, 2), one can take r = +∞ such that
(−Δ)γ/2φ(x) = −Cd(γ)
∫
Rd
φ(x + z) − φ(x) − ∇φ(x) · z
|z|d+γ dz.
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In this paper, we mainly focus on the case that γ ∈ (0, 1) and so we let r = 0. For 
simplicity, we would like to drop the constant Cd(γ) in the integral representation by 
letting Cd(γ) = 1. Thus, we simply take the following formula for the nonlocal Laplacian 
(−Δ)γ/2
(−Δ)γ/2φ(x) = −
∫
Rd
φ(x + z) − φ(x)
|z|d+γ dz (2.2)
and this integral representation will be taken in force throughout the rest of the paper.
For a given separable Banach space X, we denote by N2ω(0, T, X) the space of the 
predictable X-valued processes. This space is the space L2((0, T ) ×Ω, X) for the product 
measure dt ⊗ dP on PT , the predictable σ-ﬁeld (i.e. the σ-ﬁeld generated by the sets 
{0} × F0 and the rectangles (s, t] × A for any A ∈ Fs).
Denote E+ as the set of non-negative convex functions η in C2,1(R), approximating 
the semi-Kruzhkov entropies x → x+ such that η(x) = 0 if x ≤ 0 and that there exists 
δ > 0 such that η′(x) = 1 if x > δ. Then η′′ has a compact support and η and η′ are 
Lipschitz-continuous functions. E− denotes the set {η˘ := η(−·), η ∈ E+}; and for the 
deﬁnition of the entropy inequality, one denotes
A
+ = {(k, φ, η) ∈ R × D+(Rd+1) × E+, k < 0 ⇒ φ ∈ D+([0, T ] × D)},
A
− = {(k, φ, η), (−k, φ, η˙) ∈ A+} and A = A+UA−.
Then, for convenience, denote
sgn+0 (x) = 1 if x > 0 and 0 else; sgn−0 (x) = − sgn+0 (−x), sgn0 = sgn+0 +sgn−0 ,
F (a, b) = sgn0(a − b)[f(a) − f(b)]; F+(−)(a, b) = sgn+(−)0 (a − b)[f(a) − f(b)],
and for any η ∈ E+ ∪ E−, F η(a, b) =
a∫
b
η′(σ − b)f ′(σ)dσ.
For any function u of N2ω(0, T, L2(D)) ∩Hˆ
γ
2 (Rd), any real k and any regular function η, 
denote dP -a.s. in Ω by μη,k, the distribution in Rd+1, deﬁned by
φ → μη,k(φ) =
∫
Q
η(u − k)∂tφ − F η(u, k)∇φdxdt +
∫
Q
η′(u − k)h(u)φdxdw(t)
+
∫
Q
∫
Rd\{0}
η′(u − k)u(t, x + z) − u(t, x)|z|d+γ dzφdxdt
+ 12
∫
Q
h2(u)η′′(u − k)φdxdt +
∫
D
η(u0 − k)φ(0)dx.
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Remark 2.1. It is easy to see that the integration
∫
Q
∫
Rd\{0}
η′(u − k)u(t, x + z) − u(t, x)|z|d+γ dzφdxdt (2.3)
makes sense because u ∈ Hˆ γ2 (Rd). In fact, due to 〈u, (−Δ) γ2 u〉 = ‖u‖
H
γ
2 (Rd), the Holder 
inequality yields the above integration makes sense. On the other hand, the deﬁnition of 
nonlocal operator used here is diﬀerent from that in [1].
Now, let us deﬁne the notion of entropy solution.
Deﬁnition 2.1. A function u ∈ N2ω(0, T, L2(D)) ∩ Hˆ
γ
2 (Rd) is called an entropy solution of 
the stochastic nonlocal conservation law (1.1) with the initial condition u0 ∈ L2(D) if
u ∈ L∞(0, T, L2(Ω, L2(D) ∩ Hˆ γ2 (Rd)))
and
∀(k, φ, η) ∈ A, 0 ≤ μη,k(φ) dP -a.s.
Following the idea of [4], we need the following generalized notion of entropy solution. 
By the result of uniqueness, we are able to deduce the existence of an entropy solution 
in the sense of Deﬁnition 2.1.
Deﬁnition 2.2. A function
u ∈ N2ω(0, T, L2((0, 1);L2(D) ∩ Hˆ
γ
2 (Rd)) ∩ L∞((0, T ), L2(Ω × (0, 1);L2(D) ∩ Hˆ γ2 (Rd)))
is called a (Young) measure-valued entropy solution of the stochastic nonlocal conserva-
tion law (1.1) with the initial condition u0 ∈ L2(D) ∩ Hˆ γ2 (Rd) if
u ∈ L∞(0, T, L2(Ω, L2(D) ∩ Hˆ γ2 (Rd)))
and
∀(k, φ, η) ∈ A, 0 ≤
1∫
0
μη,k(φ)dα dP -a.s.
Throughout this paper, we assume that
H1: f = (f1, · · · , fd) : R → Rd is a Lipschitz-continuous function and f(0) = 0;
H2: h : R → R is a Lipschitz-continuous function and h(0) = 0;
H3: u0 ∈ L2(D) ∩ Hˆ γ2 (Rd).
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Now we are ready to state out our main results.
Theorem 2.1. Under the assumptions H1–H3, there exists a unique measure-valued en-
tropy solution in the sense of Deﬁnition 2.2 and this solution is obtained by viscous 
approximation.
It is the unique entropy solution in the sense of Deﬁnition 2.1.
If u1, u2 are entropy solutions of (1.1) corresponding to initial data u10, u20 ∈ L2(D) ∩
Hˆ
γ
2 (Rd), respectively, then for any t > 0
E
∫
D
(u1 − u2)+dx ≤
∫
D
(u10 − u20)+dx.
The technique to prove the result of existence is based on the notion of narrow con-
vergence of Young measures. Since the operator (−Δ)γ/2 is a divergence operator, one 
can easily prove the existence of Young measure-valued solution for (1.1) by using the 
method in [4]. Thus we leave the details to readers. In fact, for any ε > 0, there exists a 
unique weak solution uε of the stochastic viscous parabolic equation:
∂t
[
u −
t∫
0
h(u)dw(s)
]
− εΔu + (−Δ)γ/2u − div(f(u)) = 0 (2.4)
associated with a regular initial condition uε0.
Lemma 2.2. Under the assumptions H1–H3, there exists a unique solution uε of (2.4), 
satisfying
• uε ∈ N2ω(0, T, H1(D) ∩ Hˆγ/2(Rd)) ∩ C([0, T ], L2(Ω × D));
• If uε0 is bounded in C2(D) and ‖u0‖C2 ≤ ‖u0‖L2 , then there exists a positive con-
stant C, which does not depend on ε, such that
‖uε‖2L∞(0,T ;L2(Ω×D)) + ε‖uε‖L2((0,T )×Ω);H1(D) + ‖uε‖L2((0,T )×Ω);Hˆγ/2(D) ≤ C;
• ∀(k, φ, η) ∈ A, 0 ≤ μη,k(φ) − ε 
∫
Q
η′(uε − k)∇φdxdt dP -a.s.
It follows from Lemma 2.1 that uε is a bounded sequence in N2ω(0, T, L2(D) ∩
Hˆγ/2(Rd)), and so the associated sequence uε converges to (up to a subsequence still 
indexed in the same way) to a Young measure denoted by u. Thanks to the a priori esti-
mates and the compatibility of the Itô integration with respect to the weak convergence 
in N2ω(0, T, L2(D) ∩ Hˆγ/2(Rd)), one gets that this Young measure is a measure-valued 
entropy solution.
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3. Uniqueness
In this section, we will prove the uniqueness of the stochastic entropy solution of (1.1). 
The proof is divided into two steps. The ﬁrst step is to establish the local Kato inequality 
and the second step is to get the global Kato inequality.
3.1. Local Kato inequality
Lemma 3.1. Let u, uˆ be Young measure-valued entropy solutions to (1.1) with initial 
data u0, uˆ0 ∈ L2(D), respectively, and assume that at least one of them is obtained by 
viscous approximation. Then, for any D+([0, T ] × D)-function φ, one has that
0 ≤ E
∫
Q×(0,1)2
(uˆ(t, x, β) − u(t, x, α))+∂tφdxdtdαdβ
− E
∫
Q×(0,1)2
(u(t, x) − v(t, x))+(−Δ) γ2 φ(t, x)dxdtdαdβ
− E
∫
Q×(0,1)2
F+(uˆ(t, x, β), u(t, x, α)) · ∇φdxdtdαdβ +
∫
D
(uˆ0 − u0)+dx.
The proof of Lemma 3.1 is similar to that in [25] (see section 3 for details in [25]). 
The reason why there is no diﬀerence between the whole space and bounded domain for 
the local Kato inequality is the deﬁnition of stochastic entropy solution. Looking at the 
Deﬁnitions 2.1 and 2.2, we ﬁnd if φ ∈ D+([0, T ] × D), then we need not assume k ≥ 0. 
And thus we can use the same test functions as in [25]. But for the following global Kato 
inequality, there will be diﬀerent.
3.2. Global Kato inequality
Lemma 3.2. Let u, uˆ be Young measure-valued entropy solutions to (1.1) with initial 
data u0, uˆ0 ∈ L2(D), respectively, and assume that at least one of them is obtained by 
viscous approximation. Then, for any D+([0, T ] × Rd)-function φ, one has that
0 ≤ E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+∂tφdxdtdαdβ
− E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+(−Δ) γ2 φ(t, x)dxdtdαdβ
− E
∫
Q×(0,1)2
F+(uˆ(t, x, α), u(t, x, β)) · ∇φdxdtdαdβ +
∫
D
(uˆ0 − u0)+φ(0)dx. (3.1)
726 G. Lv et al. / Bull. Sci. math. 140 (2016) 718–746
It follows from the Deﬁnitions 2.1 and 2.2 that k must be positive. Hence we can not 
obtain (3.1) directly. We will use the following fact that
(a − b)+ = (a − b+)+ + (−b − a−)+, ∀a, b ∈ R. (3.2)
In the sequel, without restriction, we assume that u is obtained by viscous approx-
imation and choose a partition of unity subordinate to a covering of D¯ by balls Bi, 
i = 1, · · · , k satisfying B0 ∩ ∂D = ∅ and, for i = 1, · · · , k, Bi ⊂ B′i with B′i ∩ ∂D part of 
a Lipschitz graph. We let
• φ ∈ D+([0, T ] × Rd) with suppφ(t, ·) ⊂ B := Bi for some i ∈ {1, · · · , k};
• ρn is a sequence of molliﬁers in R with suppρn ⊂ [−2/n, 0];
• ρm is a shifted sequence of molliﬁers in Rd such that y → ρm(x − y) ∈ D(D) for all 
x ∈ B ∩ D.
We point out that ρm is chosen as in [4] and it follows that for m big enough, y →
φ(s, y)ρm(x − y) ∈ D(D). Denote
θm(y) :=
∫
D
ρm(x − y)dx and σn(s) :=
T∫
0
ρn(t − s)dt,
which are non-negative, non-decreasing sequences bounded by 1.
To simplify matters, denote p := (t, x, α), q := (s, y, β) and B˜lk := ρl(ηδ˜(uε(s, y)) −k), 
where the deﬁnition of ρl is the same as that of ρn. We divide the proof of Lemma 3.2
into three steps.
Step 1: Estimate the ﬁrst part of (3.2) on the right-side hand, that is, estimate (a −
b+)+.
Since uˆ(p) is a Young measure-valued entropy solutions to (1.1), we have
0 ≤ E
∫
Q
∫
R
∫
D
ηδ(uˆ0(x) − k)φ(s, y)ρn(−s)ρm(x − y)dxB˜lkdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(uˆ(p) − k)φ(s, y)∂tρn(t − s)ρm(x − y)dpB˜lkdkdyds
− E
∫
Q
∫
R
∫
Q
1∫
0
F ηδ(uˆ(p), k)∇xρm(x − y)ρn(t − s)φ(s, y)dpB˜lkdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(uˆ(p) − k)
∫
|z|≥r
uˆ(t, x + z) − uˆ(t, x)
|z|d+γ dzφρnρmdpB˜
l
kdkdyds
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+ E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(uˆ(p) − k)
∫
|z|<r
uˆ(t, x + z) − uˆ(t, x)
|z|d+γ dzφρnρmdpB˜
l
kdkdyds
+ 12E
∫
Q
∫
R
∫
Q
1∫
0
h2(uˆ(p))η′′(uˆ(p) − k)ρm(x − y)ρn(t − s)φ(s, y)dpB˜lkdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(uˆ(p) − k)h(uˆ(p))dαρm(x − y)ρn(t − s)φ(s, y)dxdw(t)B˜lkdkdyds
=: I1 + I2 + · · · + I6.
On the other hand, if one denotes Aˆlk := ρl(k − uˆ(p)), since uε is a viscous solution, 
the Itô formula gives
0 ≤ E
∫
Q
∫
R
∫
D
ηδ(k − ηδ˜(uε0(y)))φ(0, y)ρn(t)ρm(x − y)dy
1∫
0
Aˆlkdkdp
+ E
∫
Q
∫
R
∫
Q
ηδ(k − ηδ˜(uε(s, y)))∂sφ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
+ E
∫
Q
∫
R
∫
Q
ηδ(k − ηδ˜(uε(s, y)))φ(s, y)∂sρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
− εE
∫
Q
∫
R
∫
Q
η′δ(k − ηδ˜(uε(s, y)))η′δ˜(uε(s, y))Δyuε(s, y)φ(s, y)
× ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
− E
∫
Q
∫
R
∫
Q
η′δ(k − ηδ˜(uε(s, y)))η′δ˜(uε(s, y))
∫
Rd\{0}
uε(s, y + z) − uε(s, y)
|z|d+γ dz
× φ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
− E
∫
Q
∫
R
∫
Q
F ηδ(k−ηδ˜(·+k))(uε(s, y), k)∇yφ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
− E
∫
Q
∫
R
∫
Q
F ηδ(k−ηδ˜(·+k))(uε(s, y), k)φ(s, y)ρn(t − s)∇yρm(x − y)dyds
1∫
0
Aˆlkdkdp
728 G. Lv et al. / Bull. Sci. math. 140 (2016) 718–746
+ 12E
∫
Q
∫
R
∫
Q
{
η′′δ (k − ηδ˜(uε(s, y)))
(
η′
δ˜
(uε(s, y))
)2
− η′δ(k − ηδ˜(uε(s, y)))η′′δ˜ (uε(s, y))
}
× h2(uε(s, y))φ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
− E
∫
Q
∫
R
∫
Q
η′δ(k − ηδ˜(uε(s, y)))η′δ˜(uε(s, y))h(uε(s, y))φ(s, y)ρn(t − s)dydw(s)
× ρm(x − y)
1∫
0
Aˆlkdkdp
=: J1 + J2 + · · · + J9.
First, note that suppρn ⊂ [−2/n, 0], we have ρn(t) = 0, t ∈ [0, T ] and thus J1 = 0. In 
paper [4], the authors obtained the followings:
I1 →l,δ,δ˜,ε,m,n E
∫
D
(uˆ0 − u+0 )+φ(0, y)dy;
J2 →l,δ,δ˜,ε,m,n E
∫
Q
1∫
0
1∫
0
(uˆ(t, x, α) − u+(t, x, β))+∂tφ(t, x)dαdβdp.
By changing variable method, we have I2 + J3 = 0, see p. 2517 of [4] for details. Now, 
we consider the J4:
J4 = −εE
∫
Q
∫
R
∫
Q
η′δ(k − ηδ˜(uε(s, y)))η′δ˜(uε(s, y))Δyuε(s, y)
× φ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
= εE
∫
Q
∫
R
∫
Q
[
Δyηδ(k − ηδ˜(uε(s, y))) − η′′δ (k − ηδ˜(uε(s, y)))
(
η′
δ˜
(uε(s, y))
)2|∇uε|2
+ η′δ(k − ηδ˜(uε(s, y)))η′′δ˜ (uε(s, y))|∇uε|2
]
φ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
≤ εE
∫
Q
∫
R
∫
Q
Δyηδ(k − ηδ˜(uε(s, y)))φ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
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+ εE
∫
Q
∫
R
∫
Q
η′δ(k − ηδ˜(uε(s, y)))η′′δ˜ (uε(s, y))|∇uε|2φ(s, y)ρn(t − s)ρm(x − y)dyds
×
1∫
0
Aˆlkdkdp
=: J41 + J42.
We ﬁrst look at J42. We remark that y → φ(s, y)ρm(x −y) have compact support and 
that y → uε(s, y) ∈ H2loc(D). Thus we have {uε = 0, a.e.} ⊂ {∇uε = 0, a.e.}. By using 
the facts lim
δ→0
η′′δ (x) = δ0(x) and η′δ is bounded, we get lim
δ˜→0
J42 = 0.
Now, we consider J41. By Green formula, we have
J41 = −εE
∫
Q
∫
R
∫
Q
∇ηδ(k − ηδ˜(uε(s, y))) ·
[∇φ(s, y)ρm(x − y) + φ(s, y)∇yρm(x − y)]
× ρn(t − s)dyds
1∫
0
Aˆlkdkdp
= εE
∫
Q
∫
R
∫
Q
ηδ(k − ηδ˜(uε(s, y)))
[
Δφ(s, y)ρm(x − y) + 2∇φ(s, y)∇yρm(x − y)
+ φ(s, y)Δρm(x − y)
]
ρn(t − s)dyds
1∫
0
Aˆlkdkdp.
For simplicity, denote
J := Δφ(s, y)ρm(x − y) + 2∇φ(s, y)∇ρm(x − y) + φ(s, y)Δρm(x − y).
Note that η′′δ ≥ 0, ηδ(x) = 0 if x ≤ 0 and η′δ(x) = 1 if x > δ, we get
ηδ(x + ηδ˜(y)) ≤ |x + ηδ˜(y)| ≤ |x| + |y|, ∀x, y ∈ R.
Then, by Hölder inequality, we have
lim
l→∞
J41 = εE
∫
Q
∫
Q
1∫
0
ηδ(uˆ(p) − ηδ˜(uε))J ρn(t − s)dydsdp
≤ εE
∫
Q
∫
Q
1∫
0
|uˆ(p)||J |ρn(t − s)dydsdp + εE
∫
Q
∫
Q
1∫
0
|uε||J |ρn(t − s)dydsdp
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≤ εE
∫
Q
∫
Q
1∫
0
|uˆ(p)||J |ρn(t − s)dydsdp
+ εC(T,Q)E
(∫
Q
|uε|2dyds
)1/2 ∫
Q
1∫
0
(∫
Q
|J |2dyds
)1/2
ρn(t − s)dp, (3.3)
where C(T, Q) is a positive constant, which depends on T and Q.
It follows from Lemma 2.2 that
‖uε‖L∞(0,T ;L2(Ω×D)) ≤ C,
where C does not depend on ε. Thus, letting ε → 0 in (3.3) and using the assumptions 
on the functions φ, ρn and ρm, we have
lim
ε
lim
l
J41 ≤ 0.
Combining the above results, we have lim˜
δ
lim
ε
lim
l
J4 ≤ 0.
Remark 3.1. It is remarked that we do not use the local Kato inequality (1.4). In paper [4], 
the authors take the test function as
ψk
δ,δ˜
(x) = ηδ(k − ηδ˜(x)) + ηδ(−x),
which is diﬀerent from that in this paper. It is easy to see that our proof is easier.
In paper [4], the authors introduce the term ηδ(−x) in order to estimate J4. They 
ﬁrst took the limit of n, l, δ, δ˜, and then by using (1.4) got that
sgn+0 (uˆ+(p) − uε)Δ[uˆ+(p) − uε] ≤ Δ[uˆ+(p) − uε]+.
Finally, they used integration by part to obtain the desired result. Meanwhile, one can 
ﬁnd our discussions in this paper is easier to read.
Noting that η′′ ≥ 0, we have
η(a) − η(b) = η′(b)(a − b) + 12η
′′(ξ)(a − b)2
≥ η′(b)(a − b), ξ ∈ (min{a, b},max{a, b}).
By using the above inequality, we get
I4 = E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(uˆ(p) − k)
∫
Rd\{0}
uˆ(t, x + z, α) − uˆ(t, x, α)
|z|d+γ dzφρnρmdpB˜
l
kdkdyds
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≤ E
∫
Q
∫
R
∫
Q
1∫
0
∫
Rd\{0}
ηδ(uˆ(t, x + z, α) − k) − ηδ(uˆ(t, x, α) − k)
|z|d+γ dzφρnρmdpB˜
l
kdkdyds
= E
∫
Q
∫
R
∫
Q
1∫
0
ηδ(uˆ(p) − k)
∫
Rd\{0}
ρm(x + z − y) − ρm(x − y)
|z|d+γ dzφρndpB˜
l
kdkdyds
= E
∫
Q
∫
R
∫
Q
1∫
0
ηδ(uˆ(p) − k)
∫
Rd\{0}
ρm(x − y + z)φ − ρmφ(s, y + z)
|z|d+γ dzρndpB˜
l
kdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
ηδ(uˆ(p) − k)ρmρn(−Δ)γ/2φ(s, y)dpB˜lkdkdyds
=: I41 + I42,
where in the above derivation ρm := ρm(x − y), φ := φ(s, y) and we have used the facts 
uˆ|Dc = 0 and
∫
Rd
v(−Δ)γ/2udx =
∫
Rd
u(−Δ)γ/2vdx.
Clearly,
lim
l,m,n,δ,δ˜,ε
I42 ≤
∫
Q
1∫
0
1∫
0
(uˆ(p) − u+(t, x, β))+(−Δ)γ/2φ(t, x)dtdxdαdβ.
We ﬁrst note that by the assumptions on ρm and φ, I41 makes sense.
lim
l,m,n,ε
I41 = E
∫
Q
∫
D
1∫
0
1∫
0
ηδ(uˆ(p) − ηδ˜(u(t, y, β)))
×
∫
Rd\{0}
δ0(x − y + z)φ − δ0(x − y)φ(t, y + z)
|z|d+γ dzdβdpdy
≤ E
∫
Q
1∫
0
1∫
0
∫
Rd\{0}
ηδ(uˆ(p) − ηδ˜(u(t, x + z, β))) − ηδ(uˆ(p) − ηδ˜(u(t, x, β)))
|z|d+γ
× φ(t, x + z)dzdβdp.
Thanks to the properties of ηδ, ηδ˜, we know that the above integration is well-posed. 
By the assumptions of φ, suppφ(t, ·) ⊂ B := Bi for some i ∈ {1, · · · , k}, there exists a 
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constant c1 > 0 which does not depend on φ such that |φ(x + z) − φ(x)| ≤ c1|z|. When 
|z| > 1, it is easy to prove the above integration makes sense. We only consider the case 
0 < |z| ≤ 1. Obviously,
∫
0<|z|≤1
ηδ(uˆ(p) − ηδ˜(u(t, x + z, β))) − ηδ(uˆ(p) − ηδ˜(u(t, x, β)))
|z|d+γ φ(t, x + z)dz
≤ C(|uˆ(p)| + |u(t, x, β)|)
∫
0<|z|≤1
|u(t, x + z, β)[φ(x + z) − φ(x)]|
|z|d+γ dz
+ φ(t, x)
∫
0<|z|≤1
ηδ(uˆ(p) − ηδ˜(u(t, x + z, β))) − ηδ(uˆ(p) − ηδ˜(u(t, x, β)))
|z|d+γ dz.
The ﬁrst integration is well-posedness because uˆ, u ∈ Lp, ∀p ≥ 2. Moreover, the ﬁrst 
integration is uniform bounded for δ, ˜δ > 0. By Taylor expansion, we have
∫
0<|z|≤1
ηδ(uˆ(p) − ηδ˜(u(t, x + z, β))) − ηδ(uˆ(p) − ηδ˜(u(t, x, β)))
|z|d+γ dz
= η′δ(uˆ(p) − ηδ˜(u(t, x, β)))η′δ˜(u(t, x, β))(−Δ)
γ
2 u(t, x, β)
+
∫
0<|z|≤1
[
η′′δ (uˆ(p) − ηδ˜(ξ))η′δ˜(ξ) − η′δ(uˆ(p) − ηδ˜(ξ))η′′δ˜ (ξ)
]
× |u(t, x + z, β) − u(t, x, β)|
2
|z|d+γ dz
≤ η′δ(uˆ(p) − ηδ˜(u(t, x, β)))η′δ˜(u(t, x, β))|(−Δ)
γ
2 u(t, x, β)|
+
∣∣∣∣
∫
0<|z|≤1
|η′′δ (uˆ(p) − ηδ˜(ξ))η′δ˜(ξ)
∣∣∣∣ |u(t, x + z, β) − u(t, x, β)|2|z|d+γ dz,
where ξ = θu(t, x + z, β) + (1 − θ)u(t, x + z), 0 ≤ θ ≤ 1. Since u ∈ Hˆ γ2 (Rd), the above 
integration is uniform bounded for δ, ˜δ > 0. That is to say, the following integration 
makes sense
E
∫
Q
1∫
0
1∫
0
∫
Rd\{0}
(uˆ(p) − u+(t, x + z, β))+ − (uˆ(p) − u+(t, x, β))+
|z|d+γ φ(t, x + z)dzdβdp.
For J5, we have
J5 = −E
∫
Q
∫
R
∫
Q
η′δ(k − ηδ˜(uε(s, y)))η′δ˜(uε(s, y))
∫
Rd\{0}
uε(s, y + z) − uε(s, y)
|z|d+γ dz
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× φ(s, y)ρn(t − s)ρm(x − y)dyds
1∫
0
Aˆlkdkdp
→l,m,n,δ,δ˜,ε −E
∫
Q
1∫
0
1∫
0
sgn+0 (uˆ(p) − u+(t, x, β)) sgn+0 (u(t, x, β))φ(−Δ)
γ
2 udβdp.
Due to u ∈ Hˆ γ2 (Rd), the above integration makes sense.
Following [4], we have I3 + J7 = 0 and
J6 →l,m,n,δ,δ˜,ε −E
∫
Q
1∫
0
1∫
0
F+(uˆ(p), u+(t, x, β))∇xφ(t, x)dαdβdp.
I5 + J8 =
1
2E
∫
Q
∫
R
∫
Q
1∫
0
h2(uˆ(p))η′′(uˆ(p) − k)ρm(x − y)ρn(t − s)φ(s, y)dpB˜lkdkdyds
+ 12E
∫
Q
∫
R
∫
Q
{
η′′δ (k − ηδ˜(uε(s, y)))
(
η′
δ˜
(uε(s, y))
)2
− η′δ(k − ηδ˜(uε(s, y)))η′′δ˜ (uε(s, y))
}
h2(uε(s, y))φ(s, y)ρn(t − s)
× ρm(x − y)dyds
1∫
0
Aˆlkdkdp
→l,n 12E
∫
Q
∫
D
1∫
0
h2(uˆ(p))η′′(uˆ(p) − ηδ˜(uε(t, y)))ρm(x − y)φ(t, y)dydp
+ 12E
∫
Q
∫
D
1∫
0
{
η′′δ (uˆ(p) − ηδ˜(uε(t, y)))
(
η′
δ˜
(uε(t, y))
)2
− η′δ(uˆ(p) − ηδ˜(uε(t, y)))η′′δ˜ (uε(t, y))
}
h2(uε(t, y))φ(t, y)ρm(x − y)dydp.
Since α(t) =
∫ 1
0 ρl(k − uˆ(t, x, τ))dτ is predictable and if one denotes
β(s)
∫
D
η′δ(k − ηδ˜(uε))η′δ˜(uε)h(uε)φ(s, y)ρn(t − s)dy,
we have
E
⎡
⎣α(t)
T∫
t
β(s)dw(s)
⎤
⎦ = E
⎡
⎣α(t)
T∫
0
β(s)dw(s)
⎤
⎦− E
⎡
⎣α(t)
t∫
0
β(s)dw(s)
⎤
⎦ = 0,
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where we used the fact that
E
⎡
⎣α(t)
T∫
0
β(s)dw(s)
⎤
⎦ = E
⎡
⎣α(t)E
T∫
0
β(s)dw(s)|Ft
⎤
⎦ = E
⎡
⎣α(t)
t∫
0
β(s)dw(s)
⎤
⎦ .
Then, by the same type of arguments with ρl(ηδ˜(uε(s − 2n , y)) − k), we deduce
I6 + J9 = E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(uˆ(p) − k)h(uˆ(p))dαρm(x − y)ρn(t − s)φ(s, y)dxdw(t)
× B˜lkdkdyds
− E
∫
Q
∫
R
∫
Q
η′δ(k − ηδ˜(uε(s, y)))η′δ˜(uε(s, y))h(uε(s, y))φ(s, y)ρn(t − s)dydw(s)
× ρm(x − y)
1∫
0
Aˆlkdkdp
= E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(uˆ(p) − k)h(uˆ(p))dαρm(x − y)ρn(t − s)φ(s, y)dxdw(t)
×
[
ρl(ηδ˜(uε(s, y)) − k) − ρl(ηδ˜(uε(s −
2
n
, y)) − k)
]
dkdyds.
As duε = [εΔuε − (−Δ)γ/2uε + div f(uε)]dt + h(uε)dw = Aεdt + h(uε)dw, we get
ρl(ηδ˜(uε(s, y)) − k) − ρl(ηδ˜(uε(s −
2
n
, y)) − k)
=
s∫
(s− 2n )+
ρ′l(ηδ˜(uε(σ, y)) − k)η′δ˜(uε(σ, y))Aε(σ, y)dσ
+
s∫
(s− 2n )+
ρ′l(ηδ˜(uε(σ, y)) − k)η′δ˜(uε(σ, y))h(uε(σ, y))dw(σ)
+ 12
s∫
(s− 2n )+
{
ρ′′l (ηδ˜(uε(σ, y)) − k)
(
η′
δ˜
(uε(σ, y))
)2
+ ρ′l(ηδ˜(uε(σ, y)) − k)η′′δ˜ (uε(σ, y))
}
h2(uε(σ, y))dσ
= − ∂
∂k
{ s∫
(s− 2n )+
ρl(ηδ˜(uε(σ, y)) − k)η′δ˜(uε(σ, y))Aε(σ, y)dσ
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+
s∫
(s− 2n )+
ρl(ηδ˜(uε(σ, y)) − k)η′δ˜(uε(σ, y))h(uε(σ, y))dw(σ)
+ 12
s∫
(s− 2n )+
{
ρ′l(ηδ˜(uε(σ, y)) − k)
(
η′
δ˜
(uε(σ, y))
)2 + ρl(ηδ˜(uε(σ, y)) − k)η′′δ˜ (uε(σ, y))}
× h2(uε(σ, y))dσ
}
.
Noting that 
∫
Q
A2ε(σ, y)dσdy < ∞, similar to that in [4], we have
lim sup
δ,δ˜
lim
l,n
I5 + J8 + I6 + J9 ≤ 0.
Combining all the estimates then yields
0 ≤ E
∫
Q×(0,1)2
(uˆ(p) − u+(t, x, β))+∂tφdpdβ
− E
∫
Q×(0,1)2
(uˆ(p) − u+(t, x, β))+(−Δ)γ/2φ(t, x)dpdβ
− E
∫
Q×(0,1)2
sgn+0 (uˆ(p) − u+(t, x, α))[f(uˆ(p)) − f(u+(t, x, β))] · ∇φdpdβ
+
∫
D
(uˆ0 − u+0 )+φ(0)dx + Lˆ(φ),
where
Lˆ(φ) = E
∫
Q
1∫
0
1∫
0
∫
Rd\{0}
(uˆ(p) − u+(t, x + z, β))+ − (uˆ(p) − u+(t, x, β))+
|z|d+γ
× φ(t, x + z)dzdβdp
− E
∫
Q
1∫
0
1∫
0
sgn+0 (uˆ(p) − u+(t, x, β)) sgn+0 (u(t, x, β))φ(−Δ)
γ
2 udβdp.
Step 2: Estimate the second part of (3.2) on the right-side hand, that is, estimate 
(−b − a−)+.
In this step, the proof is similar to that in [4]. Note that the test function φρmρn
vanishes on the boundary. By denoting again B˜lk := ρl(ηδ˜(uε(s, y)) − k), one has
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0 ≤ E
∫
Q
∫
R
∫
D
η˘δ(uˆ0(x) − k)φ(0, x)ρn(−s)ρm(y − x)dxB˜lkdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
η˘δ(uˆ(p) − k)∂tφ(t, x)ρn(t − s)ρm(y − x)dpB˜lkdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
η˘δ(uˆ(p) − k)φ(t, x)∂tρn(t − s)ρm(y − x)dpB˜lkdkdyds
− E
∫
Q
∫
R
∫
Q
1∫
0
F η˘δ(uˆ(p), k)∇xφ(t, x)ρm(y − x)ρn(t − s)dpB˜lkdkdyds
− E
∫
Q
∫
R
∫
Q
1∫
0
F η˘δ(uˆ(p), k)∇xρm(y − x)ρn(t − s)φ(t, x)dpB˜lkdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
η˘′δ(uˆ(p) − k)
∫
Rd\{0}
uˆ(t, x + z) − uˆ(t, x)
|z|d+γ dzφρnρmdpB˜
l
kdkdyds
+ 12E
∫
Q
∫
R
∫
Q
1∫
0
h2(uˆ(p))η˘′′(uˆ(p) − k)ρm(y − x)ρn(t − s)φ(t, x)dpB˜lkdkdyds
+ E
∫
Q
∫
R
∫
Q
1∫
0
η˘′δ(uˆ(p) − k)h(uˆ(p))dαρm(y − x)ρn(t − s)φ(t, x)dxdw(t)B˜lkdkdyds
=: I1 + I2 + · · · + I8.
Moreover, the entropy formulation, with k = 0 and any regular non-negative φ, yields
0 ≤
∫
D
ηδ(−uˆ0)φ(0)dx + E
∫
Q
1∫
0
[
ηδ(−uˆ)∂tφ − F η˘δ(uˆ, 0)∇φ + 12h
2(uˆ)η′′δ (−u)φ
]
dp
+ E
∫
Q
1∫
0
ηδ(−uˆ)(−Δ)γ/2φdp,
where we used the convex of the function η.
Since lim
δ→0
ηδ(x) = x+, lim
δ→0
η′′δ (x) = δ0(x) and h(0) = 0, we have
0 ≤
∫
D
uˆ−0 φ(0)dx + E
∫
Q
1∫
0
[
uˆ−∂tφ − F (·)−(uˆ, 0)∇φ + uˆ−(−Δ)γ/2φ
]
dp.
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Denote
L(φ) :=
∫
D
uˆ−0 φ(0)dx + E
∫
Q
1∫
0
[
uˆ−∂tφ − F (·)−(uˆ, 0)∇φ + uˆ−(−Δ)γ/2φ
]
dp.
Clearly, L is linear and non-negative over D([0, T ) × Rd). Since 0 ≤ φθm ≤ φθm+1 ≤ φ, 
we conclude that L(φθm) has a limit in [0, ∞) when m → ∞. Thus
lim
m→∞ L(φθm) =
∫
D
uˆ−0 φ(0)dx + E
∫
Q
1∫
0
uˆ−∂tφdp − E
∫
Q
1∫
0
F (·)
−
(uˆ, 0)∇φdp
− lim
m→∞E
∫
Q
1∫
0
φF (·)
−
(uˆ, 0)∇θmdp + E
∫
Q
1∫
0
uˆ−(−Δ)γ/2φdp
+ lim
m→∞E
∫
Q
1∫
0
uˆ−
∫
Rd\{0}
θm(x + z) − θm(x)
|z|d+γ φ(t, x + z)dzdp
=: I˜1 + · · · + I˜6.
On the other hand, denoting again Aˆ := ρl(k − uˆ), since uε is a viscous solution, the 
Itô formula applied to 
∫
D
ηδ(ηδ˜(uε) − k)ρn(t − s)ρm(y − x)φ(t, x)dyds yields
0 ≤ E
∫
Q
∫
R
∫
D
ηδ(ηδ˜(uε0(y)) − k)φ(t, x)ρn(t)ρm(y − x)dy
1∫
0
Aˆlkdkdp
+ E
∫
Q
∫
R
∫
Q
ηδ(ηδ˜(uε(s, y)) − k)φ(t, x)∂sρn(t − s)ρm(y − x)dyds
1∫
0
Aˆlkdkdp
− εE
∫
Q
∫
R
∫
Q
∇yuε(s, y)
[∇yφ(t, x)ρm(y − x) + ∇yρm(y − x)φ(t, x)]ρn(t − s)
× η′δ(ηδ˜(uε(s, y)) − k)η′δ˜(uε(s, y))dyds
1∫
0
Aˆlkdkdp
− εE
∫
Q
∫
R
∫
Q
[
η′′δ (ηδ˜(uε(s, y)) − k)
(
η′
δ˜
(uε(s, y))
)2 + η′δ(ηδ˜(uε(s, y)) − k)η′′δ˜ (uε(s, y))]
× |∇yuε(s, y)|2φ(t, x)ρm(y − x)ρn(t − s)dyds
1∫
0
Aˆlkdkdp
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− E
∫
Q
∫
R
∫
Q
F ηδ(ηδ˜(·)−k)(uε(s, y), k)∇yρm(y − x)ρn(t − s)φ(t, x)dyds
1∫
0
Aˆlkdkdp
+ E
∫
Q
∫
R
∫
Q
η′δ(ηδ˜(uε(s, y)) − k)η′δ˜(uε(s, y))
∫
Rd\{0}
uε(s, y + z) − uε(s, y)
|z|d+γ dz
× φ(t, x)ρn(t − s)ρm(y − x)dyds
1∫
0
Aˆlkdkdp
+ 12E
∫
Q
∫
R
∫
Q
{
η′′δ (ηδ˜(uε(s, y)) − k)
(
η′
δ˜
(uε(s, y))
)2
+ η′δ(k − ηδ˜(uε(s, y)))η′′δ˜ (uε(s, y))
}
× h2(uε(s, y))φ(t, x)ρn(t − s)ρm(y − x)dyds
1∫
0
Aˆlkdkdp
+ E
∫
Q
∫
R
∫
Q
η′δ(ηδ˜(uε(s, y)) − k)η′δ˜(uε(s, y))h(uε(s, y))φ(t, x)ρn(t − s)dydw(s)
× ρm(y − x)
1∫
0
Aˆlkdkdp
=: J1 + J2 + · · · + J8.
Due to that the support suppρn ⊂ [− 2n , 0], ρn(t) = 0 for t ∈ [0, T ], and thus J1 = 0. By 
the known results of [4], we have
I1 − I˜1 →l,δ,δ˜,ε,m,n E
∫
D
[u+0 − uˆ0]+φ(0, ·)dy −
∫
D
uˆ−0 φ(0)dy;
I2 − I˜2 →l,δ,δ˜,ε,m,n E
∫
Q
1∫
0
1∫
0
[u+(t, x, β) − uˆ(p)]+∂tφdpdβ − E
∫
Q
1∫
0
uˆ−∂tφdp;
I4 − I˜3 →l,δ,δ˜,ε,m,n −E
∫
Q
1∫
0
1∫
0
sgn+0 [u+(t, x, β) − uˆ(p)][f(u+(t, x, β))
− f(uˆ(p))]∇xφ(t, x)dpdβ
− E
∫
Q
1∫
0
1∫
0
f(−uˆ−)∇xφ(t, x)dp;
I5 + J5 − I˜4 = 0.
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By changing variable, we get I3 + J2 = 0 (see [4] for details). Noting that ∇yφ(t, x) = 0, 
we get
J3 = −εE
∫
Q
∫
R
∫
Q
η′δ(ηδ˜(uε(s, y)) − k)η′δ˜(uε(s, y))∇yuε(s, y)∇yρm(y − x)
× φ(t, x)ρn(t − s)dyds
1∫
0
Aˆlkdkdp
= −εE
∫
Q
∫
R
∫
Q
∇yηδ(ηδ˜(uε(s, y)) − k)∇yρm(y − x)φ(t, x)ρn(t − s)dyds
×
1∫
0
Aˆlkdkdp
= εE
∫
Q
∫
R
∫
Q
ηδ(ηδ˜(uε(s, y)) − k)Δyρm(y − x)φ(t, x)ρn(t − s)dyds
1∫
0
Aˆlkdkdp
→l,n,δ,δ˜ εE
∫
Q
∫
D
1∫
0
(u+ε (t, x) − uˆ(p))+Δyρm(y − x)φ(t, x)dydp
≤ εE
∫
Q
∫
D
1∫
0
|uˆ(p)|Δyρm(y − x)φ(t, x)dydp
+ εCE
T∫
0
(∫
D
u2ε(t, x)dx
) 1
2
(∫
D
(∫
D
Δyρm(y − x)dy
)2) 12
dt
→ε 0.
Noting that η′, η′′ ≥ 0, we have J4 ≤ 0. By Lemma 2.2, we know that 
∫
Q
A2ε(σ, y)dσdy <
∞, similar to that in [4], one can prove
I7 + J7 + I8 + J8 →l,δ,δ˜,ε,m,n 0.
Now, we consider the terms I6, J6, I˜5 and I˜6.
I6 = −E
∫
Q
∫
R
∫
Q
1∫
0
η′δ(k − uˆ(p))
∫
Rd\{0}
uˆ(t, x + z) − uˆ(t, x)
|z|d+γ dzφρnρmdpB˜
l
kdkdyds
≤ E
∫
Q
∫
R
∫
Q
1∫
0
∫
Rd\{0}
ηδ(k − uˆ(t, x + z, α)) − ηδ(k − uˆ(p))
|z|d+γ dzφρnρmdpB˜
l
kdkdyds
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= E
∫
Q
∫
R
T∫
0
∫
Rd
1∫
0
ηδ(k − uˆ(p))
∫
Rd\{0}
ρm(y − x − z)φ(t, x + z) − ρmφ(t, x)
|z|d+γ dz
× ρn(t − s)dαdxdtB˜lkdkdyds
= E
∫
Q
∫
R
T∫
0
∫
Rd
1∫
0
ηδ(k − uˆ(p))
∫
Rd\{0}
ρm(y − x − z) − ρm
|z|d+γ φ(t, x + z)dz
× ρn(t − s)dαdxdtB˜lkdkdyds
+ E
∫
Q
∫
R
T∫
0
∫
Rd
1∫
0
ηδ(k − uˆ(p))ρn(t − s)ρm(y − x)(−Δ)
γ
2 φdαdxdtB˜lkdkdyds
:= I61 + I62.
Note that y → ρm(x − y) ∈ D(D), we have
I62 →l,δ,δ˜,ε,m,n E
∫
Q
1∫
0
1∫
0
[u+(t, x, β) − uˆ(p)]+(−Δ)γ/2φ(t, x)dpdβ,
which implies
I62 − I˜5 →l,δ,δ˜,ε,m,n E
∫
Q
1∫
0
1∫
0
[(u+(t, x, β) − uˆ(p))+ − u−](−Δ)γ/2φ(t, x)dpdβ.
Similar to the discussion about the I41 and J5 in ﬁrst step, the following limits exist and 
the resulting integrations make sense
I61 = E
∫
Q
∫
R
T∫
0
∫
Rd
1∫
0
∫
Rd\{0}
ηδ(k − uˆ(t, x − z, α))ρm − ρm(y − x + z)|z|d+γ dz
× φ(t, x)ρn(t − s)dαdxdtB˜lkdkdyds
→l,n,m,δ,δ˜,ε E
∫
Q
1∫
0
1∫
0
∫
Rd\{0}
φ(t, x)[(u+(t, x, β) − uˆ(t, x + z, α))+
− (u+(t, x + z, β) − uˆ(t, x + z, α))+]/|z|d+γdzdβdp;
J6 = E
∫
Q
∫
R
∫
Q
η′δ(ηδ˜(uε(s, y)) − k)η′δ˜(uε(s, y))
∫
Rd\{0}
uε(s, y + z) − uε(s, y)
|z|d+γ dz
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× φ(t, x)ρn(t − s)ρm(y − x)dyds
1∫
0
Aˆlkdkdp
→l,m,n,δ,δ˜,ε E
∫
Q
1∫
0
1∫
0
sgn+0 (u+(t, x, β) − uˆ(p)) sgn+0 (u(t, x, β))
× φ(t, x)(−Δ) γ2 u(t, x, β)dβdp.
Denote
I := lim
l,n,m,δ,δ˜,ε
(I61 + J6).
Then, combining all the above estimates, we get
0 ≤ E
∫
D
[(u+0 − uˆ0)+ − uˆ−0 ]φ(0, x)dx
+ E
∫
Q
1∫
0
1∫
0
[(u+(t, x, β) − uˆ(p))+ − uˆ−](−Δ)γ/2φ(t, x)dαdβdtdx
+ E
∫
Q
1∫
0
1∫
0
[(u+(t, x, β) − uˆ(p))+ − uˆ−]∂tφdpdβ
− E
∫
Q
1∫
0
1∫
0
sgn+0 [u+(t, x, β) − uˆ(p)][f(u+(t, x, β)) − f(uˆ(p))]∇xφ(t, x)dpdβ
− E
∫
Q
1∫
0
1∫
0
f(−uˆ−)∇xφ(t, x)dp + lim
m
(L(φθm) − I˜6 + I).
Denote L˜(φθm) := (L(φθm) − I˜6), we have
lim
m→∞ L˜(φθm) =
∫
D
uˆ−0 φ(0)dx + E
∫
Q
1∫
0
uˆ−∂tφdp − E
∫
Q
1∫
0
F (·)
−
(uˆ, 0)∇φdp
− lim
m→∞E
∫
Q
1∫
0
φF (·)
−
(uˆ, 0)∇θmdp + E
∫
Q
1∫
0
uˆ−(−Δ)γ/2φdp.
By using the fact that (a+ − b)+ − b− = (a − b+)+, we get
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0 ≤
∫
D
(u0 − uˆ+0 )+φ(0, x)dx + limm [L˜(φθm) + I]
+ E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+∂tφdxdtdαdβ
− E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+(−Δ)αφ(t, x)dxdtdαdβ
− E
∫
Q×(0,1)2
sgn+0 [uˆ(p) − u(t, x, β)][f(uˆ(p)) − f(u(t, x, β))]∇xφ(t, x)dpdβ.
Note that −uˆ and −u are measure-valued entropy solution of dv = (div f˜(v) −
(−Δ)γ/2v)dt + h˜(v)dw with f˜(x) = −f(−x), h˜(x) = −h(−x) and initial data −uˆ0 and 
−u0, respectively, where u is obtained by the viscous approximation uε. Consequently, 
replacing uˆ by −uˆ and u by −u in above inequality, we get the following estimate
0 ≤
∫
D
(−u0 − uˆ−0 )+φ(0, x)dx + limm [L˜(φθm) + I˜]
+ E
∫
Q
1∫
0
1∫
0
(−u(t, x, β) − uˆ−(p))+(−Δ)γ/2φ(t, x)dαdβdtdx
+ E
∫
Q
1∫
0
1∫
0
(−u(t, x, β) − uˆ−(p))+∂tφdpdβ
− E
∫
Q
1∫
0
1∫
0
sgn+0 [−u(t, x, β) − uˆ−(p)][f(u(t, x, β)) − f(−uˆ−(p))]∇xφ(t, x)dpdβ,
where
I˜(φ) := E
∫
Q
1∫
0
1∫
0
∫
Rd\{0}
φ(t, x)[(u−(t, x, β) + uˆ(t, x + z, α))+
− (u−(t, x + z, β) + uˆ(t, x + z, α))+]/|z|d+γdzdβdp
− E
∫
Q
1∫
0
1∫
0
sgn+0 (u−(t, x, β) + uˆ(p)) sgn+0 (u(t, x, β))
× φ(t, x)(−Δ) γ2 u(t, x, β)dβdp.
Step 3: by using (3.2) and the identity
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− sgn+0 (b−a)[f(b)−f(a)] = − sgn+0 (b−a+)[f(b)−f(a+)]+sgn+0 (−a−b−)[f(a)−f(−b−)]
we obtain that
0 ≤
∫
D
(uˆ0 − u0)+φ(0)dx + E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+∂tφdxdtdαdβ
− E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+(−Δ)αφ(t, x)dxdtdαdβ
− E
∫
Q×(0,1)2
sgn+0 [uˆ(p) − u(t, x, β)][f(uˆ(p)) − f(u(t, x, β))]∇xφ(t, x)dpdβ
+ lim
m
[L˜(φθm) + I˜(φ)] + Lˆ(φ).
Now, let φ ∈ D+([0, T ) × B), then φ = θnφ + (1 − θn)φ and θnφ ∈ D+([0, T ) × D)
for n suﬃciently large. Then applying the local Kato inequality with θnφ and the global 
one with (1 − θn)φ, yields
0 ≤
∫
D
(uˆ0 − u0)+φ(0)dx + E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+∂tφdxdtdαdβ
− E
∫
Q×(0,1)2
(uˆ(t, x, α) − u(t, x, β))+(−Δ)αφ(t, x)dxdtdαdβ
− E
∫
Q×(0,1)2
sgn+0 [uˆ(p) − u(t, x, β)][f(uˆ(p)) − f(u(t, x, β))]∇xφ(t, x)dpdβ
+ lim
m
L˜(φ(1 − θn)θm) + [I˜ + L˜]((1 − θn)φ).
As L˜, Lˆ and I˜ are linear operators and θnθm = θn if m is large, one gets that
lim
m
L˜(φ(1 − θn)θm) = lim
m
L˜(φθm) − lim
m
L˜(φθn)
and lim
n
lim
m
L˜(φ(1 −θn)θm) = 0 = lim
n
[I˜ + L˜]((1 −θn)φ). Thus the global Kato inequality 
holds for any φ ∈ D+([0, T ] × B), and by using a partition of unity, it holds for any 
φ ∈ D+([0, T ] × Rd). This completes the proof. 
Proof of uniqueness. Similar to Lemma 3.2, one can get that
0 ≤
∫
D
(u0 − uˆ0)+φ(0)dx + E
∫
Q×(0,1)2
(u(t, x, β) − uˆ(t, x, α))+∂tφdxdtdαdβ
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− E
∫
Q×(0,1)2
(u(t, x, β) − uˆ(t, x, α))+(−Δ)αφ(t, x)dxdtdαdβ
− E
∫
Q×(0,1)2
sgn+0 [u(t, x, β) − uˆ(p)][f(u(t, x, β)) − f(uˆ(p))]∇xφ(t, x)dpdβ.
Combining Lemma 3.2, we have
0 ≤
∫
D
|uˆ0 − u0|φ(0)dx + E
∫
Q×(0,1)2
|uˆ(t, x, α) − u(t, x, β)|∂tφdxdtdαdβ
− E
∫
Q×(0,1)2
|uˆ(t, x, α) − u(t, x, β)|(−Δ)αφ(t, x)dxdtdαdβ
− E
∫
Q×(0,1)2
sgn[uˆ(p) − u(t, x, β)][f(uˆ(p)) − f(u(t, x, β))]∇xφ(t, x)dpdβ. (3.4)
For each n ∈ N , deﬁne
φn(x) =
⎧⎪⎨
⎪⎩
1 if |x| ≤ n,
2(1 − |x|2n ) if n < |x| ≤ 2n,
0 if |x| > 2n.
For each h > 0 and t ≥ 0, deﬁne
ψh(s) =
⎧⎪⎨
⎪⎩
1 if s ≤ t,
1 − s−th if t < s ≤ t + h,
0 if s > t + h.
Then, by standard approximation, truncation and molliﬁcation argument, (3.4) holds 
with
φ(t, x) = ψh(s)K(t, ·) ∗ φn(·)(x),
where K stands for the Green function on D with Dirichlet boundary condition. Similar 
to the proof of theorem 3.1 in [25], one can get the desired results. This completes the 
proof. 
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