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MOCK MODULAR FORMS AND GEOMETRIC THETA
FUNCTIONS FOR INDEFINITE QUADRATIC FORMS
JENS FUNKE AND STEPHEN S. KUDLA
Abstract. Mock modular forms are central objects in the recent discoveries of new
instances of Moonshine. In this paper, we discuss the construction of mixed mock
modular forms via integrals of theta series associated to indefinite quadratic forms.
In particular, in this geometric setting, we realize Zwegers’ mock theta functions of
type (p, 1) as line integrals in hyperbolic p-space.
1. Introduction
Theta series are a very important tool for the construction of automorphic forms
with many and significant applications ranging from number theory to physics. While
positive definite theta series are well understood, the scope and possibilities of indefi-
nite theta series are still developing. As an example we mention Borcherds’ celebrated
construction of automorphic products for Hermitian domains arising from a regular-
ized theta lift for an indefinite quadratic space of signature (p, 2) [4]. These ideas also
play a central role in the proof of the umbral moonshine conjecture given in [7]. Of
course, mock modular forms are in general central objects in the recent discoveries of
instances of moonshine.
Indefinite theta functions play an important role in the construction of mixed mock
modular forms and their completions. In 2002, Zwegers [38] constructed mock theta
functions of weight (p+ 1)/2 associated to quadratic spaces of signature (p, 1) whose
non-holomorphic completion involves the error function. In recent months, [2] (signa-
ture (p, 2)) and then [29] (general signature (p, q), already indicated in [2]) employing
the same method extended Zwegers’ construction to arbitrary signature. One obtains
so-called “higher depth” (mixed) mock modular forms. The input data depends on
a certain collection of time-like vectors in the underlying indefinite quadratic space,
and the completion involves generalized error functions. Westerholt-Raum [37] used
similar methods to obtain analogous results for different configurations of time-like
vectors. For his earlier work in this context, see [36]. It should be mentioned that
Zagier and Zwegers had previously announced some of the aforementioned results.
Indefinite theta series (of signature (1, 2)) also occur in the Gromov-Witten theory of
elliptic orbifolds [5].
Throughout the 1980’s [24, 25, 26], the second author in joint work with J. Millson
employed the Weil representation and the theta correspondence to systematically con-
struct holomorphic (Siegel) modular forms associated to indefinite quadratic forms.
More precisely, they obtain a lift from the (co)homology of the underlying locally
symmetric space to the space of holomorphic modular forms. The first author jointly
1
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2 JENS FUNKE AND STEPHEN S. KUDLA
with Millson [10, 11, 13, 14] has since studied the non-compact situation and also
considered local coefficient systems to construct modular forms of higher weight. The
second author [23] employed this machinery to recover the results of [2] from a more
geometric point of view. For the relationship to cycles on moduli spaces of K3 sur-
faces, see [21].
In this note, we first outline the representation theoretic background in the con-
struction of theta series stressing the role of the Weil representation. We then give an
introduction to the theory developed in [24, 25, 26]. The key object is the indefinite
theta function θ(τ, z, ϕKM),which as a function of τ ∈ H, the upper half plane, is a
modular form of weight (p + q)/2, while as function of z ∈ D, the symmetric space
associated to V , defines a closed differential q-form. For a compact q-chain C in D
and η a (not necessarily closed) differential (p−1)q-form on D with compact support,
we consider the theta integrals
I(τ, C) :=
∫
C
θ(τ, z, ϕKM) and I(τ, η) :=
∫
D
η ∧ θ(τ, z, ϕKM),
which, by construction, are then (non-holomorphic) modular forms of weight (p+q)/2
for a certain level. For those forms we then give a natural splitting into a holomorphic
‘mock theta’ part with a geometric interpretation and its non-holomorphic modular
completion. We then discuss the hyperbolic case explicitly and recover Zwegers’ theta
series in this setting.
In a separate paper [9] (following [22]), we will explain in detail how the results of
[29] and [37] can also be obtained in this setting.
Some of the new results in this paper stem from stimulating discussions during the
LMS-EPSRC Durham Symposium on New Moonshines, Mock Modular Forms and
String Theory in August 2015.
2. The Weil Representation and Theta Series
In this section, we recall the (Segal-Shale)-Weil or oscillator representation over R
and explain how it provides a representation-theoretic framework for the construction
and properties of theta series. A good reference is Shintani’s treatment [32].
2.1. Weil representation. Let V be a rational vector space over Q with a non-
degenerate bilinear form ( , ) of signature (p, q) and dimension m = p+ q. We pick an
ordered orthogonal basis {vi} of V (R) = V ⊗QR such that (vα, vα) = 1 for α = 1, . . . , p
and (vµ, vµ) = −1 for µ = p+ 1, . . . , p+ q. We denote the corresponding coordinates
for a vector x by xi.
We let Mp2(R) be the metaplectic cover of SL2(R) and let ω = ωV,ψ be the Weil
representation of Mp2(R) × O(V (R)) associated to the additive character ψ(t) =
e2πit, acting on S(V (R)), the space of Schwartz functions on V (R). For m even, the
representation factors through SL2(R). The orthogonal group acts linearly, that is,
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 3
ω(g)ϕ(x) = ϕ(g−1x). For matrices in SL2(R), there are preimages in Mp2(R) so that
ω (( 1 b0 1 ))ϕ(x) = e
πi(x,x)bϕ(x),
ω
((
a 0
0 a−1
))
ϕ(x) = am/2ϕ(ax) (a > 0),
ω(( 0 1−1 0 ))ϕ(x) = γV ϕˆ(x).
Here γV = e
2πi
p−q
8 and ϕˆ(x) :=
∫
V (R)
ϕ(y)e−2πi(x,y)dy is the Fourier transform.
On the Lie algebra level, the actions of the standard basis elements H = ( 0 −ii 0 ),
R = 1
2
( 1 ii −1 ), and L =
1
2
(
1 −i
−i −1
)
of sl2(C) are given by
ω(H) = −πr2 + 1
4π
∆,
ω(L) =
π
2
r2 +
1
8π
∆+
1
2
E +
m
4
,
ω(R) = −π
2
r2 − 1
8π
∆+
1
2
E +
m
4
.
Here r2 =
∑p
α=1 x
2
α −
∑m
µ=p+1 x
2
µ is the metric of V , ∆ =
∑p
α=1
∂2
∂x2α
−∑mµ=p+1 ∂2∂x2µ is
the Laplace operator, and E =
∑m
i=1 xi
∂
∂xi
is the Euler operator.
We let K ′ be the inverse image of SO(2) ≃ U(1) in Mp2(R) under the covering
map. Then K ′ admits a one-dimensional character χ1/2 whose square descends to
the map
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
7→ cos(θ) + i sin(θ) = eiθ on SO(2). We say ϕ ∈ S(V (R))
has weight 1
2
r ∈ 1
2
Z if ω(k′)ϕ = χr1/2(k
′)ϕ for k′ ∈ K ′. Note that in terms of the Lie
algebra action this is equivalent to
ω(−H)ϕ = r
2
ϕ.(2.1)
In particular, ϕ is an eigenfunction under the Fourier transform. Given ϕ ∈ S(V (R)),
it will be convenient to set
ϕ0(x) = eπ(x,x)ϕ(x).
Then a quick calculation shows that (2.1) is equivalent to
(E − 1
4π
∆)ϕ0 =
(
r −m
2
)
ϕ0,(2.2)
see also [34]. For example, the standard Gaussian ϕ0 on V (R) given by
(2.3) ϕ0(x) = e
−π(x,x)0
with (x, x)0 =
∑p+q
i=1 x
2
i has weight (p− q)/2 under the action of K ′.
Remark 2.1. Roughly speaking, the local theta correspondence or Howe duality cor-
respondence for SL2(R)×O(V (R)) is concerned with the question which irreducible
representations π ⊗ π′ of Mp2(R) × O(V (R)) occur as quotients of the Weil repre-
sentation, that is, Homequiv(ωV,ψ, π ⊗ π′) is non-zero (as (g, K)-modules or unitary
representations), see [19] or also [1]. The main result is that the space of intertwining
homomorphisms is always at most one-dimensional and hence one obtains a bijection
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4 JENS FUNKE AND STEPHEN S. KUDLA
between certain irreducible representations of Mp2(R) and of O(V (R)). This bijection
is called the Howe duality correspondence.
For V positive definite so that O(V (R)) is compact, an explicit description of the
correspondence is given by the theory of spherical harmonics. In that case, let Hℓ(V )
be the space of homogenous harmonic polynomials p(x) on V of degree ℓ, that is,
∆p(x) = 0. Then Hℓ(V ) is an irreducible representation of O(V (R)) of highest
weight (l, 0, . . . , 0). On the other hand, for n ∈ 1
2
Z, let D+n−1 be the holomorphic
(limit of) discrete series representation for Mp2(R) with holomorphic/lowest vector
of weight n forK ′. Then, as a unitary representation of Mp2(R)×O(V (R)), L2(V (R))
is a Hilbert space direct sum of the representations Hℓ(V )⊗D+p
2
+ℓ−1
. The irreducible
summands are generated by the vectors p(x)ϕ0(x) ∈ S(V (R)) for p(x) ∈ Hℓ(V ).
Note that p(x)ϕ0(x) is holomorphic (ω(L)p(x)ϕ0(x) = 0) and has weight
p
2
+ ℓ:
ω(−H)p(x)ϕ0(x) =
(
p
2
+ ℓ
)
p(x)ϕ0(x). This completely describes the theta corre-
spondence for the dual pair SL2(R)×O(V (R)) in the positive definite case.
In the indefinite case when O(V (R)) is non-compact, the situation is more com-
plicated. The space L2(V (R)) then has both a discrete and a continuous spectrum
and it is necessary to formulate the correspondence in terms of quotients, as above.
Duality was proved in full generality in terms of Harish-Chandra modules, [19]. For
a detailed description, see e.g. [18, 31, 30].
Remark 2.2. The Weil representation exists in a much larger context, see Weil’s
original paper [35]. For example, the corresponding p-adic groups O(V (Qp)) and
SL2(Qp) act on S(V (Qp)), the space of Bruhat-Schwartz functions on V (Qp), which
consists of the locally constant functions on V (Qp)). For us (see below), such a
function arises by the choice of (a coset of) a lattice L on V (Q), which is associated
to the characteristic function of a translate of Lp = L ⊗Z Zp for each prime p. The
local theta or local Howe correspondence can be studied in this setting as well.
2.2. Theta Series. Let ϕ ∈ S(V (R)) be an eigenfunction of weight 1
2
r ∈ 1
2
Z under
the action of K ′. We then set
ϕ(x, τ, z) := j(g′τ , i)
r/2ω(g′τ )ϕ(x) = v
−r/4+m/4ϕ0(x
√
v)eπi(x,x)τ .
Here g′τ is any element in SL2(R) moving the basepoint i of the upper half plane H
to τ = u + iv ∈ H and j(g′τ , i) denotes the usual automorphy factor. This does not
depend on the choice of g′τ , but we can take g
′
τ = (
1 u
0 1 )
(
v1/2 0
0 v−1/2
)
. Given an even
lattice1 L and a coset h ∈ L#/L we define the associated theta series by
(2.4) θ(τ, ϕ) = θ(τ, ϕ, L, h) =
∑
x∈L+h
ϕ(x, τ, z) = v−r/4+m/4
∑
x∈L+h
ϕ0(x
√
v)eπi(x,x)τ .
Then, by Poisson summation, one shows that θ(τ, ϕ) transforms like a modular form
of weight r/2 for the principal congruence subgroup Γ(N) and for Γ0(N) if h = 0.
1Even means that (x, x) ∈ 2Z for all x ∈ L. In particular, L ⊂ L#, where L# is the dual lattice
L# = {x ∈ V | (x, L) ⊂ Z}
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 5
For an outline of the argument, see for example p99-100 in [17]. Here N is the level
of the lattice L; that is, the smallest positive integer N such that N(x, x) ∈ 2Z for
all x ∈ L#.
For example, if V is positive definite and p(x) ∈ Hℓ(V ) harmonic of degree ℓ, then
θ(τ, pϕ0) =
∑
x∈L+h p(x)e
πi(x,x)τ is a holomorphic modular form of weight p
2
+ ℓ, and
is cuspidal if ℓ > 0.
However, in general, θ(τ, ϕ) is not holomorphic. We let Lr/2 = −2iv2 ∂∂τ be the
Maass lowering operator which lowers the weight of forms by 2. Then a little calcu-
lation shows that the action of Lr/2 on theta series corresponds to the Weil represen-
tation action of L ∈ sl2(C) on S(V (R)), that is,
(2.5) Lr/2θ(τ, ϕ) = θ(τ, ω(L)ϕ).
In particular, this ‘explains’ the holomorphicity of the theta series with harmonic
coefficients from a representation-theoretic perspective.
Note that the Weil representation extends to the Hilbert space L2(V (R)) and hence
L2-eigenfunctions under the Fourier transform can be also used to construct modular
objects. However, in order to obtain modularity one needs to ensure that Poisson
summation holds (which is automatic for Schwartz functions but not for square inte-
grable functions). We can summarize our discussion with the following theorem due
to Vignera`s [34]:
Theorem 2.3. Let p(x) be a function on V (R) such that ϕ(x) := p(x)e−π(x,x) and its
first and second partial derivatives are in L2(V (R)) ∩ L1(V (R)). Assume (2.2), that
is, (E − 1
4π
∆)p = λp for some λ ∈ Z. Then
θ(τ, ϕ) = v−λ/2
∑
x∈L+h
p(x
√
v)eπi(x,x)τ
transforms like a modular form of weight r/2 + λ of level N as above.
We give now one example where Theorem 2.3 can be applied. This often amounts
to the clever choice of a function p(x) which (partially) restricts the summation of
the theta series to the positive cone. For the general philosophy of this approach, see
also section 2.3 in [17].
Example 2.4. [Zwegers’ mock theta function, [38]]
Let V be of signature (p, 1) and let c1, c2 ∈ V (R) be two non-collinear vectors of
negative length with (c1, c2) < 0. For simplicity, we assume (c1, c1) = (c2, c2) = −1.
We let
E(t) = 2
∫ t
0
e−πu
2
du
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6 JENS FUNKE AND STEPHEN S. KUDLA
be the (modified) error function. We then set
p(x) =
1
2
(
E(
√
2(x, c1))− E(
√
2(x, c2))
)
=
1
2
(sgn(x, c1)− sgn(x, c2))
+
1
2
√
π
[
sgn(x, c2)Γ
(
1
2
, 2π(x, c2)
2
)− sgn(x, c1)Γ (12 , 2π(x, c1)2)] .
Here Γ(s, a) =
∫∞
a
e−tts−1dt is the incomplete Γ-function, and we use the convention
sgn(0) = 0. Then p(x) satisfies the hypothesis of Theorem 2.3 with λ = 0, and we
conclude that
θZ(τ, c1, c2) :=
1
2
∑
x∈L+h
(
E(
√
2v(x, c1))− E(
√
2v(x, c2))
)
eπi(x,x)τ
is a non-holomorphic modular form of level N of weight m/2.
Now (sgn(x, c1)− sgn(x, c2) = 0 for all x of non-positive length. Hence we can view
1
2
√
π
∑
x∈L+h
[
sgn(x, c2)Γ
(
1
2
, 2πv(x, c2)
2
)− sgn(x, c1)Γ (12 , 2πv(x, c1)2)] eπi(x,x)τ
as the non-holomorphic modular completion of the mock theta function
1
2
∑
x∈L+h
(x,x)>0
(sgn(x, c1)− sgn(x, c2)) eπi(x,x)τ ,
obtained by summation over the positive cone. Furthermore, for the shadow, we
easily compute the action of the lowering operator Lm/2 and obtain
Lm/2θZ(τ, c1, c2) =
v3/2√
2
∑
x∈L+h
(
(x, c2)e
−2π(x,c2)2v − (x, c1)e−2π(x,c1)2v
)
eπi(x,x)τ ,
which defines a non-holomorphic form weight m/2− 2.
2.2.1. Siegel’s theta series. Indefinite theta series go back to Siegel [33] (and of course
Hecke) and originally arose in a more geometric setting which we now describe.
We let G = SO(V (R)) be the special orthogonal group, and let K be the compact
subgroup of G stabilizing the oriented negative q-plane z0 := span{vµ; p + 1 ≤ µ ≤
p+ q}. Then the symmetric space D = D(V ) associated to V is given by D ≃ G/K.
Note that D = D+
∐
D− has two connected components and has dimension pq. We
can realize D as the Grassmannian of oriented negative q-planes in V (R):
D ≃ {z ⊂ V (R); z oriented; dim z = q; ( , )|z < 0}.
Indeed, byWitt’s theoremG acts transitively on this Grassmannian, and the stabilizer
of the base point z0 is by definition K. We let Γ ⊂ G be a congruence subgroup
stabilizing L + h (or even acting trivially on L#/L). Then X = XΓ = Γ\D is a
locally symmetric space of finite volume.
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 7
Example 2.5. (i) For signature (p, 1), D is hyperbolic p-space. Then the con-
nected component of the base point is given by
D+ ≃ {z ∈ V (R); (z, z) = −1; (z, vm) < 0}.
We will make this identification henceforth.
(ii) For signature (p, 2), D has a Hermitian structure and X is a quasi-projective
variety. For (1, 2), we have D+ ≃ H and X is a modular or Shimura curve;
for (2, 2), we have D+ ≃ H×H and X is a Hilbert modular curve; for (3, 2),
we have D+ ≃ H2, the Siegel upper half space of genus 2.
We associate to z ∈ D the standard majorant ( , )z given by
(x, x)z = (xz⊥ , xz⊥)− (xz, xz).
Here x = xz + xz⊥ ∈ V (R) is given by the orthogonal decomposition V (R) = z⊥ ⊕ z.
The standard Gaussian on V (R) is given by
ϕ0(x, z) = e
−π(x,x)z .
In particular, at the base point z0 ∈ D we have ϕ0(x, z0) = ϕ0(x) = e−π
∑p+q
i=1 x
2
i , see
(2.3) above. Note that ϕ0(x, z) = ϕ0(g
−1
z x), where gz ∈ G is any element moving z0
to z. In this way, we can view
(2.6) ϕ0 ∈ S(V (R))K ≃ [S(V (R))⊗ C∞(D)]G.
Here G acts diagonally and the inverse map is given by restriction at the base point
z0. Since the actions of SL2(R) and O(V (R)) commute, we also see immediately that
ϕ0(x, z) is an eigenfunction for K
′ of weight (p− q)/2 as well. Hence
θ(τ, z, ϕ0) = v
q/2
∑
x∈L+h
e−2πR(x,z)veπi(x,x)τ ∈ NonholM(p−q)/2(Γ(N))⊗ C∞(D)Γ
defines a non-holomorphic modular form of weight (p − q)/2 and level N , taking
values in the C∞-functions on X. Here R(x, z) := −(xz, xz) = 12((x, x)z − (x, x)), so
that ϕ00(x, z) = e
−2πR(x,z). Note that R(x, z) is non-negative and zero if and only x is
perpendicular to the negative q-plane z.
One can then use θ(τ, z, ϕ0) as an integral kernel to lift objects (automorphic forms)
for SL2 to the orthogonal group for V and vice versa. The celebrated Siegel-Weil
formula (classically and its extensions) asserts that
E(τ, ϕ0) :=
∫
X
θ(τ, z, ϕ0)dµ(z),
(in an adelic setting up) gives an Eisenstein series for SL2. Here dµ(z) is the G-
invariant measure on D. For an overview, see e.g. [20].
Conversely, the equally celebrated singular Borcherds lift arises by considering, for
signature (p, 2), the appropriately regularized theta integral
Φ(z, f) :=
∫ reg
Γ(N)\H
θ(τ, z, ϕ0)f(τ)dµ(τ),
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8 JENS FUNKE AND STEPHEN S. KUDLA
where f ∈M !1−p/2(Γ(N)) is a weakly holomorphic modular form (or more generally a
weak Maass form) of weight 1− p/2, see [4, 15, 6]. The associated Borcherds product
is roughly given by exponentiating Φ(z, f).
As another example, the Shimura-Shintani correspondence between holomorphic
modular forms of weight 2k and k + 1/2 can be realized via integration against a
certain theta series θ(τ, z, ϕk) for signature (2, 1), see [28, 32].
These theta liftings exist in much greater generality. For the general case, one
considers the general theta series
θ(g, g′, ϕ, L, h) :=
∑
x∈L+h
ω(g′)ϕ(g−1x) (g ∈ O(V (R)), g′ ∈ Mp2(R))
as integral kernel. As one varies ϕ (and L and h) one obtains the theta correspondence
between automorphic forms/representations of the two groups involved.
Remark 2.6. The global Weil representation acts on S(V (A)) =
⊗′
v≤∞ S(V (Qv)).
Then the global Howe correspondence is concerned with a correspondence between
automorphic representations in a similar fashion as in the local case, and typically this
correspondence can be realized by the above theta liftings/integrals. For example,
the Shimura correspondence was studied from a representation-theoretic perspective
by Waldspurger in the early 1980’s.
3. Special Schwartz forms
3.1. More on the orthogonal symmetric space. Let g be the Lie algebra of G
and g = p⊕ k its Cartan decomposition. Then p ≃ g/k is isomorphic to the tangent
space Tz0(D) at the base point of D, and with respect to the given basis of V (R) we
have
(3.1) p ≃ Hom(z0, z⊥0 ) ≃
{(
0 X
tX 0
)
; X ∈Mp,q(R)
}
.
We let Xαµ (1 ≤ α ≤ p, p+ 1 ≤ µ ≤ p+ q) denote the elements of the obvious basis
of p in (3.1), and let ωαµ be the elements of the dual basis which pick out the αµ-th
coordinate of p. For any point z ∈ D we have Tz(D) ≃ Hom(z, z⊥). We orient z⊥
such that its orientation followed by the given one of z gives the orientation of V .
This then gives an orientation for Hom(z, z⊥) and thus for D as in [26], p. 130/131.
For x ∈ V (R) with (x, x) > 0, we let
Dx = {z ∈ D; z ⊥ x}.
Note that Dx is a subsymmetric space of type Dp−1,q attached to the orthogonal
group Gx, the stabilizer of x in G. Note that R(x, z) = 0 exactly when z ∈ Dx.
Again following [26], page 130/131, we orient the cycles Dx. Namely, we first orient
the subspace x⊥ in V (R) such that x followed by an oriented basis of x⊥ gives an
oriented basis of V (R) and then follow the procedure for D. Note that with these
conventions we obtain D−x = (−1)qDx. We let Γx be the stabilizer of x in Γ. Then
we define the special cycle Cx as the image of Γx\Dx in X = Γ\D.
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 9
Example 3.1. If D is hyperbolic and (x, x) > 0, the cycle D+x = {z ∈ D+; (z, x) = 0}
divides D+ into two components defined by the sign of (z, x). On the other hand if
(x, x) < 0, then (by definition) (x, z) doesn’t change signs on each of the components
D+ and D−. The same holds for x isotropic.
3.2. Special Schwartz forms. The second author and Millson (see [24, 25, 26]) con-
structed (in more generality) Schwartz forms ϕKM on V (R) taking values in Aq(D),
the differential q-forms on D. More precisely,
(3.2) ϕKM ∈ [S(V (R))⊗
∧q
(p∗)]K ≃ [S(V (R))⊗Aq(D)]G.
The isomorphism in (3.2) generalizes the one indicated in (2.6) and can be described
explicitly as follows. Let gz ∈ G be any element moving the base point z0 to z. Then
gz defines an isomorphism from Tz(D) = Hom(z, z
⊥) to p = Tz0(D) = Hom(z0, z
⊥
0 )
in the usual way, that is, for T ∈ Hom(z, z⊥) we have (g−1z T )(v) := g−1z T (gzv). We
denote the dual map by (g−1z )
∗. We (initially) view ϕKM as a map from V (R) to
∧q Hom(z0, z⊥0 )∗ ≃ ∧qp∗. Then
ϕKM(x, z) := (g
−1
z )
∗ϕKM(g
−1
z x).
By K-invariance this is independent of the choice of gz ∈ G.
We define a differential operator acting on S(V (R)) by Di = xi− 12π ∂∂xi . Then ϕKM
is given by
ϕKM =
1
2q/2
p∑
α1,...,αq=1
[Dα1 · · · Dαq ]ϕ0 ⊗ ωα1p+1 ∧ · · · ∧ ωαqp+q.
(This is 2q/2 times the corresponding quantity in [26].) A bit more explicitly, we have
ϕ0KM(x) =
∑
α
P (q)α (x)e
−2πR(x,z0) ⊗ ωα1p+1 ∧ · · · ∧ ωαqp+q,(3.3)
where P
(q)
α (x) is a polynomial of degree q and α = (α1, . . . , αq) ∈ {1, . . . , p}q de-
notes a multi index. In fact, for α = (α, . . . , α), P
(q)
α (x) is given by P
(q)
α (x) =
(4π)−q/2Hq
(√
2πxα
)
, where Hq(t) = (−1)qet2 dqdtq e−t
2
is the q-th Hermite polynomial.
For ‘mixed’ α, P
(q)
α (x) is a product of Hermite polynomials in the xα.
It is easy to see that ϕKM is K-invariant. Its key (non-trivial!) properties are
(1) ϕKM(x, z) is a closed Γx-invariant differential form on D for all x ∈ V (R).
(2) ϕKM(x, z) is an eigenfunction of K
′ of weight m
2
.
(3) ϕ0KM(x, z) is a ‘Thom form’ for the cycle Cx = Γx\Dx on the ‘tube’ Γx\D,
that is, ∫
Γx\D
η ∧ ϕ0KM(x, z) =
∫
Cx
η
for any closed differential (p− 1)q-form η on Γx\D with compact support.
We also define another form
ψKM = ψ ∈ [S(V (R))⊗
∧
q−1(p∗)]K ≃ [S(V (R))⊗Aq−1(D)]G
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10 JENS FUNKE AND STEPHEN S. KUDLA
by
ψKM = − 1
2(q+2)/2
q∑
j=1
p∑
α1,...,αq−1=1
(−1)j−1[Dα1 · · · Dαq−1Dp+j]ϕ0
(3.4)
⊗ ωα1p+1 ∧ · · · ∧ ω̂αjp+j ∧ · · · ∧ ωαq−1p+q.
We can write
ψ0(x) = − 1√
2
q∑
j=1
∑
α
(−1)j−1xp+jP (q−1)α (x)e−2πR(x,z0)
(3.5)
⊗ ωα1p+1 ∧ · · · ∧ ω̂αjp+j ∧ · · · ∧ ωαq−1p+q,
where the sum extends over all multi-indices α = (α1, . . . , αq−1). The key relationship
between ϕKM and ψ, see [26], is given by
(4) ψ is an eigenfunction of K ′ with weight m
2
− 2.
(5) Let Lκ = −2iv2 ∂∂τ¯ be the Maass lowering operator and let d denote the exterior
differential in A•(D). Then
LκϕKM(x, τ, z) = dψ(x, τ, z).
Explicitly, this means
(3.6) v
∂
∂v
ϕ0KM(x
√
v) = dψ0(x
√
v).
3.3. A singular Schwartz form. For x 6= 0, we set
ψ˜0(x, z) := −
∫ ∞
1
ψ0(x
√
t, z)
dt
t
.(3.7)
Note that ψ˜0 has singularities when R(x, z) = 0, that is, exactly along the cycles Dx.
In particular, for (x, x) ≤ 0, ψ˜0 it is smooth. More precisely, a little calculation gives
(at the base point)
(3.8) ψ˜0(x, z0) =
∑
α
Qα(x)
q−1∑
ℓ=0
P
(q−1)
α,ℓ (x)(2πR(x, z0))
−(ℓ+1)/2Γ
(
ℓ+1
2
, 2πR(x, z0)
)
with
Qα(x) =
1
2q/2
q∑
j=1
(−1)j−1xp+j ⊗ ωα1p+1 ∧ · · · ∧ ω̂αjp+j ∧ · · · ∧ ωαq−1p+q.
Here P
(q−1)
α,ℓ (x) denotes the homogeneous component of degree ℓ of P
(q−1)
α (x). In
particular, R(x, z)q/2ψ˜0(x, z) extends to a smooth form on D.
In line with our conventions for Schwartz functions we also define
ψ˜(x, z) = ψ˜0(x, z)e−π(x,x).
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 11
While ψ˜ is not a Schwartz function on V (R), we can still define
ψ˜(x, τ, z) = ψ˜0(x
√
v, z)eπi(x,x)τ
for τ ∈ H as if it was an eigenfunction under K ′ of weight m/2 (which it is not). Note
ψ˜(x, τ, z) = −
(∫ ∞
v
ψ0(x
√
t)
dt
t
)
eπi(x,x)τ .
From the definition (3.7) of the singular form we immediately obtain
Proposition 3.2. Outside the singularities we have
(i)
dψ˜(x, τ, z) = ϕKM(x, τ, z).
(ii)
Lκψ˜(x, τ, z) = ψ(x, τ, z).
Note that (ii) motivates to consider ψ˜ as if it had weight κ. The key geometric
property of ψ˜ is given as follows.
Theorem 3.3. The singular differential form ψ˜(x) is a differential character (or
spark) for the cycle Dx (see [16]). That is, ψ˜(x) is locally integrable, and we have∫
D
η ∧ ϕ0KM(x, z) =
∫
Dx
η + (−1)(p−1)q+1
∫
D
dη ∧ ψ˜0(x, z).
for any (not necessarily closed) η ∈ A(p−1)qc (D), the space of (p−1)q-forms on D with
compact support. Here we set Dx = ∅ if (x, x) ≤ 0.
The theorem will be proved in Section 5 using the general Lie theoretic setting
explained above.
Remark 3.4. Note that the theorem also implies a ‘dual’ statement for the integral∫
C
ϕ0KM(x, z) over a compact q-chain C in D with piecewise smooth boundary. For
example, if C and Dx intersect transversely in the interior of C, we have∫
C
ϕ0KM(x, z) = [C,Dx] +
∫
∂C
ψ˜0(x, z).
Here [C,Dx] is the appropriately defined (local) intersection number of C and Dx.
For q = 2, such a statement can be found in [23] for a particular geodesic square in
D.
Example 3.5. For D hyperbolic p-space, all this can be seen explicitly. Namely, we
naturally have Tz(D) ≃ z⊥. Unraveling the definitions and basic formulas we see
ϕKM(x, z) =
√
2(x, ·)e−π(x,x)z
as functional on z⊥, and
ψ0(x, z) =
1√
2
(x, z)e−2π(x,z)
2
and ψ˜0(x, z) =
1
2
√
π
sgn(x, z)Γ
(
1
2
, 2π(x, z)2
)
.
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12 JENS FUNKE AND STEPHEN S. KUDLA
In particular, ψ˜0(x, z) has a singularity of type 1
2
sgn(x, z) along the cycle Dx, that
is, ψ˜0(x, z)− 1
2
sgn(x, z) extends to a smooth function on D. From that Theorem 3.3
is quite straightforward, see also Section 4.3 below.
4. Geometric Theta Integrals
In this section, we consider the theta series
θ(τ, z, ϕKM) =
∑
x∈L+h
ϕ0KM(x
√
v)eπi(x,x)τ =
∑
n∈Q
 ∑
x∈L+h
(x,x)=2n
ϕ0KM(x
√
v)
 qn
associated to ϕKM and use this theta series as an integral kernel. By the above
discussion we immediately see
θ(τ, z, ϕKM) ∈ NonholMm/2(Γ(N))⊗Aq(D)Γ,
that is, θ(τ, z, ϕKM) is a non-holomorphic modular form of weight (p−q)/2) and level
N taking values in the closed differential q-forms on X.
4.1. The cohomological lift. For η a (p − 1)q-form on X with compact support
and C a compact q-chain on X, we set
I(τ, η) =
∫
X
η ∧ θ(τ, z, ϕKM) and I(τ, C) =
∫
C
θ(τ, z, ϕKM).(4.1)
Then the n-th Fourier coefficient I(τ, η) for n 6= 0 is given by∫
Γ\D
η ∧
∑
x∈L+h
(x,x)=2n
ϕ0KM(x
√
v, z) =
∑
x∈L+h
(x,x)=2n
mod Γ
∫
Γx\D
η ∧ ϕ0KM(x
√
v, z).
Here in the last step we unfolded the integral and used the fact that Γ acts for n 6= 0
on the set {x ∈ L+ h; (x, x) = 2n} with finitely orbits. Then we set
Cn =
∑
x∈L+h
(x,x)=2n
mod Γ
Cx ∈ H(p−1)q(X, ∂X,Z).
By the Thom property of ϕ0KM (Key property (3) above, or also by Theorem 3.3) one
then obtains
Theorem 4.1 ([26]). Let η as above be a closed (p − 1)q-form and C be q-cycle on
X. Then
I(τ, η) =
∫
X
η ∧ eq +
∑
n>0
(∫
Cn
η
)
qn and I(τ, C) =
∫
C
eq +
∑
n>0
[C,Cn]q
n.
Here eq = ϕKM(0) is the Euler form for D, a certain closed G-invariant q-form on
D (which is zero for q odd) and [C,Cn] is the cohomological intersection number of
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 13
the cycles C and Cn. In particular, these two geometric theta integrals (4.1) define
holomorphic modular forms of weight m/2.
In conclusion, we obtain (co)homological maps
Hq(X,Z)→Mm/2(Γ(N)) and H(p−1)qc (X,R)→Mm/2(Γ(N)),
where the Fourier coefficients are given by periods respectively intersection numbers.
Results of this kind were first famously found by Hirzebruch-Zagier [17] for Hilbert
modular surfaces.
Remark 4.2. (i) Note that after integration all Fourier coefficients of negative
index vanish. Hence after integration the resulting theta function is given by
summation over the positive cone in the indefinite space V . However, in this
construction one obtains these series very differently by employing some kind
of ‘universal’ theta kernel arising from a Schwartz function.
(ii) The holomorphicity of the (co)homological theta integral can be seen directly
by the following amusing calculation, see [26], p. 122: Using LϕKM = dψ and
Stokes’ theorem we see
Lm/2I(τ, C) =
∫
C
Lm/2θ(τ, z, ϕKM) =
∫
C
dθ(τ, z, ψ) =
∫
∂C
θ(τ, z, ψ) = 0.
Here in the last step we used that C is a closed cycle. This highlights the role
of the “auxiliary” Schwartz form ψ for the theory.
Remark 4.3. In joint work with Millson, the first author has been studying gener-
alizations of the theory. We mention two main aspects.
(i) It is a natural question to investigate the case when η is no longer of compact
support respectively C is no longer compact. This natural question is partic-
ularly motivated by the original Hirzebruch-Zagier paper where this was also
considered. This has been studied extensively in [10, 13, 12, 14].
(ii) In [11], the theory is extended to cycles and (co)homology with local coeffi-
cients in large generality. In the setting of this paper, the coefficient system
involved is Hℓ(V ), the harmonic polynomials of degree ℓ. This can be viewed
as the analogue to the positive definite theta series with harmonic coefficients.
The generating series of intersection numbers then gives rise to modular forms
of higher weight m/2 + ℓ. In particular, in [12] Section 6, the classical Eisen-
stein series
Ek(τ) = ζ(1− k) +
∑
n,m>0
nk−1e2πinmτ
is explicitly realized as a theta series for signature (1, 1).
Remark 4.4. We also mention one significant application of the theory. In [3], the
authors use the above construction to establish new cases of the Hodge conjecture
when X arises from a space of signature (p, 2).
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14 JENS FUNKE AND STEPHEN S. KUDLA
4.2. The general theta integral. We now consider the theta integral for more
general input. We work on the symmetric space D itself.
Theorem 4.5. Let η ∈ A(p−1)qc (D) be a compactly supported differential (p−1)q-form
on D. Then
I(τ, η) =
∫
D
η ∧ θ(τ, z, ϕKM) =
∫
D
η ∧ eq +
∑
x∈L+h
(x,x)>0
(∫
Dx
η
)
q
1
2
(x,x)
+ (−1)(p−1)q+1
∑
x∈L+h
x 6=0
(∫
D
dη ∧ ψ˜0(x√v)
)
q
1
2
(x,x)
is a (non-holomorphic) modular form of weight m/2. In particular, if η is a closed
form, then I(τ, η) is holomorphic. Finally,
Lm/2I(τ, η) =
∫
D
η ∧ θ(τ, z, ψ).
Proof. By the compact support of η we can compute the integral termwise and see
(4.2)
∫
D
η ∧ θ(τ, z, ϕKM) =
∑
n∈Q
∑
x∈L+h
(x,x)=2n
(∫
D
η ∧ ϕ0KM(x
√
v, z)
)
qn.
Now for x = 0, we have ϕ0KM = eq. For all other terms we first use Theorem 3.3
and then use the following result to justify the splitting into holomorphic and non-
holomorphic part. 
Proposition 4.6. Let η ∈ A(p−1)qc (D). Then
∑
x∈L+h
(∫
Dx
η
)
q
1
2
(x,x) =
∑
n>0
 ∑
x∈L+h
(x,x)=2n
∫
Dx
η
 qn
is termwise absolutely convergent.
Proof. Let S be the compact support of η. Then there exists a constant C such that∣∣∣∫Dx η∣∣∣ ≤ C for all x ∈ V . By Lemma 4.11 of [23] (which is valid for any signature)
there exists a positive definite inner product ( , )S on V such that (x, x)S ≤ (x, x)z
for all x ∈ V and z ∈ S. Now consider x ∈ V with S ∩Dx 6= ∅, say z0 ∈ S ∩Dx, so
in particular R(x, z0) = 0. Then
(x, x) = (x, x)z0 − 2R(x, z0) = (x, x)z0 ≥ (x, x)S.
(This is basically Lemma 4.12 in [23]). Combining all this we conclude∣∣∣∣∣ ∑
x∈L+h
(∫
Dx
η
)
q
1
2
(x,x)
∣∣∣∣∣ ≤ C ∑
x∈L+h
Dx∩S 6=∅
e−πv(x,x) ≤ C
∑
x∈L+h
Dx∩S 6=∅
e−πv(x,x)S .
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 15
The claim follows. 
Remark 4.7. Let C be a compact q-chain in the symmetric space D with piecewise
smooth boundary. Then
I(τ, C) =
∫
C
θ(τ, z, ϕKM) =
∑
n∈Q
∑
x∈L+h
(x,x)=2n
(∫
C
ϕ0KM(x
√
v, z)
)
qn(4.3)
defines a non-holomorphic form of weight m/2. If the image of C in X defines a
closed cycle in C, then I(τ, C) is holomorphic. In general, we have
Lm/2I(τ, C) =
∫
∂C
θ(τ, z, ψ).
Of course, Theorem 3.3 and Remark 3.4 again provide a geometric formula. In [9],
we consider I(τ, C) for certain q-cubes in D in detail to recover the results of [29] in
the same way as in [23]. We consider the case q = 1 in the next section.
Remark 4.8. One of the delicate technical issues in constructing indefinite theta
series is the convergence of the series in question. The way presented here using
Schwartz functions and taking a geometric point of view avoids some of these diffi-
culties, see the proofs of Theorem 4.5 and Proposition 4.6. In this context, for the
analogous results for I(τ, C) it is important to note that for n > 0, the ‘infinite cy-
cle’
∐
x∈L+h
(x,x)=2n
Dx is locally finite in D, that is, the intersection with any compact set
involves only finite many cycles Dx.
4.3. Hyperbolic Space. We now explain how one can recover Zwegers’ mock theta
functions in this setting.
So let V be of signature (p, 1) and let c1, c2 ∈ V (R) be non-collinear as in Exam-
ple 2.4, that is, (c1, c1) = (c2, c2) = −1 and (c1, c2) < 0. Then c1 and c2 define two
different points in the same component of D, say D+, which by abuse of notation we
also denote by c1 and c2. Let Dc1,c2 be the geodesic arc segment in D
+ connecting
c1 with c2. One can interpret Dc1,c2 also as follows. The span of c1 and c2 defines
a subspace U of signature (1, 1) of V . Let U⊥ be its orthogonal complement in V
which is positive definite of dimension p− 1. Then D+
U⊥
:= {z ∈ D+; z ∈ U} defines
the infinite geodesic in D passing through c1 and c2 and
Dc1,c2 = {span(tc1 + (1− t)c2); t ∈ [0, 1]} ⊂ D+U .
Consider x 6= 0 in V . If (x, x) ≤ 0 or if (x, x) > 0 with Dx∩Dc1,c2 = ∅, then ϕ0KM(x, z)
is an exact form on Dc1,c2 , and we see by Stokes’ theorem∫
Dc1,c2
ϕ0KM(x, z) = ψ˜
0(x, c2)− ψ˜0(x, c1).
The hyperplane Dx intersects Dc1,c2 transversely (in the interior of the arc) if and only
if (x, c1) and (x, c2) have opposite signs. In that case the (local) intersection number
of Dx and Dc1,c2 is given by
1
2
(sgn(x, c1)− sgn(x, c2)). (This actually gives another
characterization ofDc1,c2 in terms the hyperplanesDx). AssumeDx∩Dc1,c2 = c and let
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16 JENS FUNKE AND STEPHEN S. KUDLA
cǫ− and cǫ−+ be points on the arc with distance ǫ > 0, say sgn(c, c1) = sgn(c, cǫ−) and
sgn(c, c2) = sgn(c, cǫ+). We then compute using the precise nature of the singularities
of ψ˜ (see Example 3.5)∫
Dc1,c2
ϕ0KM(x, z) = ψ˜
0(x, c2)− ψ˜0(x, c1) + lim
ǫ→0
ψ˜0(x, cǫ−)− ψ˜0(x, cǫ+)(4.4)
= ψ˜0(x, c2)− ψ˜0(x, c1) + 1
2
(sgn(x, c1)− sgn(x, c2)) .
Now this also holds if c is equal to c1 or c2 if we use the usual convention sgn(0) = 0
and set ψ˜0(x, c) = 0. Finally, if DU⊥ ⊂ Dx, that is x ∈ U⊥, then x ∈ z⊥ for all
z ∈ DU⊥ . Hence the pullback of ϕKM(x) to DU is zero and thus
∫
Dc1,c2
ϕ0KM(x, z) = 0.
In summary, (4.4) holds for all x 6= 0. We have shown
Theorem 4.9. The theta integral
∫
Dc1,c2
θ(τ, z, ϕKM) is given by
∫
Dc1,c2
θ(τ, z, ϕKM) =
∑
n>0
 ∑
x∈L+h
(x,x)=2n
1
2
(sgn(x, c1)− sgn(x, c2))
 qn
+
∑
x∈L+h
x 6=0
(
ψ˜0(x
√
v, c2)− ψ˜0(x
√
v, c2)
)
eπi(x,x)τ
and coincides with Zwegers’ theta series θZ(τ, c1, c2). Moreover, the “holomorphic
coefficients”
∑
x∈L+h
(x,x)=2n
1
2
(sgn(x, c1)− sgn(x, c2)) can be interpreted as the intersection
number of Dc1,c2 with the infinite cycle
∐
x∈L+h
(x,x)=2n
Dx.
Furthermore, assume (for simplicity) L+h = (L∩U+hU)⊕ (L∩U⊥+hU⊥). Then
we have the natural splitting∫
Dc1,c2
θ(τ, z, ϕKM) = θ(τ, U
⊥)
∫
DUc1,c2
θ(τ, z, ϕUKM).
Here θ(τ, U⊥) =
∑
y∈L∩U⊥+h
U⊥
eπi(y,y)τ is the usual theta series of weight (p − 1)/2
for the positive definite space U⊥ and
∫
DUc1,c2
θ(τ, z, ϕUKM) is the indefinite theta series
of signature (1, 1) for the space U = span(c1, c2) and L ∩ U + hU .
Remark 4.10. (i) The second part of the theorem follows from the pullback
formula ι∗Uϕ
V
KM = ϕ
U⊥
0 ϕ
U
KM , where ιU : DU →֒ DV is the natural embedding
of the symmetric space for U into the one for V . The splitting of course also
follows directly from considering the formula for Zwegers’ theta series.
(ii) One doesn’t have to pick Dc1,c2 to be the connecting geodesic. Since D
+
is simply connected and θ(τ, z, ϕKM) is closed, any other piecewise smooth
curve connecting c1 and c2 would do. Hence we have computed the integral∫
C
θ(τ, z, ϕKM) over any compact piecewise smooth curve in D.
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 17
(iii) Assume c1 and c2 are rational vectors. Then the geodesic DU connects two
rational cusps of D, represented by two isotropic vectors u1 and u2 in V . In
this case, the pointwise stabilizer of ΓU of U in Γ is either trivial or infinitely
cyclic. We let CU be the image of ΓU\DU in X, which then either is an
infinite geodesic in X connecting the two cusps or a closed geodesic defining
a class in H1(X,Z). In the latter case, c1 and c2 could be Γ-equivalent, hence∑
x∈L+h
x 6=0
ψ˜(x, τ, c1) =
∑
x∈L+h
x 6=0
ψ˜(x, τ, c2). Furthermore, the image of Dc1,c2 in
X is an integral multiple of CU , say kCU . Thus
I(τ,Dc1,c2) = I(τ, kCU) =
1
2
∑
x∈L+h
(x,x)>0
(sgn(x, c1)− sgn(x, c2)) eπi(x,x)τ .
In the first case, if CU is infinite, then we can consider the limit case c1 = u1
and c2 = u2 isotropic. This was done in [10], see also Example 4.3 (i) above.
One again obtains a holomorphic modular form and
I(τ, CU) = lim
ci→ui
I(τ,Dc1,c2) =
1
2
∑
x∈L+h
(x,x)>0
(sgn(x, u1)− sgn(x, u2)) eπi(x,x)τ .
(One now computes limci→ui
∑
x∈L+h
x 6=0
ψ˜(x, τ, ci) = 0).
(iv) Following [11, 12], one can also equip the geodesic arc segment Dc1,c2 with
coefficients, see Example 4.3 (ii) above. This then yields higher weight ana-
logues of Zwegers’ theta function. For V = U of signature (1, 1), one obtains
in the limit as ci → ui the classical holomorphic Eisenstein series.
Remark 4.11. The Schwartz forms also exist for higher Siegel genus n in which case
the associated theta series define closed differential nq-forms on X. One can then
consider integrals over compact nq-chains in D. For hyperbolic space this was done
in the recent Toronto Ph.D. thesis of I. Livinskyi [27]. It can be then viewed as a
higher genus analogue of Zwegers’ construction.
5. The singular Schwartz form as a current
In this section, we prove Theorem 3.3. This result is already implicit in [6], Section
7, where the corresponding statement for the singular theta lift of Borcherds type for
the Schwartz form ψ is given. We follow the line of reasoning given there. Since q = 1
was already discussed in the previous section, we assume q ≥ 2.
Consider a top degree form φ ∈ Apq(D). We then have∫
D
φ(z) =
(∫
G
φ(g)dg
)
(1p),
where φ on the right hand side is considered as an element in [C∞(G) ⊗ ∧pq p∗]K .
Here 1p is a properly oriented basis vector for
∧pq
p ≃ R of length one with respect to
the Killing form. Moreover, dg = dz dk, where dz is the measure on D coming from
the Killing form and vol(K, dk) = 1.
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18 JENS FUNKE AND STEPHEN S. KUDLA
We now pick appropriate coordinates for D. We set H = Gv1 , the stabilizer in G of
the first basis vector v1 of V . Let at = exp(tX1p+q) for t ∈ R, and let A = {at; t ∈ R}
be the associated one-parameter subgroup of G. We write Aε = {at; t ≥ ε}. We
have a decomposition G = HAK and, with a positive constant C depending on the
normalizations of the invariant measures, the integral formula (see [8], section 2)∫
G
φ(g)dg = C
∫
A0
∫
H
φ(hat) sinh(t)
q−1 cosh(t)p−1dh dt.
We first show that ψ˜0(x) is locally integrable, i.e.,
∫
D
η ∧ ψ˜0(x) < ∞ for any
compactly supported differential form η on D of degree (p− 1)q+ 1. We can assume
x = κ
√
mv1 for some m > 0 and κ = ±1. We have
(5.1)
∫
G
η(g) ∧ ψ˜0(g−1√mv1) dg
= C
∫
H
∫ ∞
0
η(hat) ∧ ψ˜0(κa−1t h−1
√
mv1) sinh(t)
q−1 cosh(t)p−1 dt dh.
Now a−1t h
−1
√
mv1 = cosh(t)
√
mv1 − sinh(t)
√
mvp+q so that, see (3.8),
(5.2) ψ˜0(κa−1t h
−1
√
mv1) =
κ(−1)q
2q/2
√
m sinh(t)
q−1∑
ℓ=0
(
2πm sinh2(t)
)−(ℓ+1)/2
Γ
(
ℓ+1
2
, 2πm sinh2(t)
)
×
∑
α
P
(q−1)
α,ℓ
(
κ
√
m cosh(t)v1
)⊗ ωαp+1 ∧ · · · ∧ ωαq−1p+q−1.
Therefore the integrand in (5.1) is bounded as t→ 0. On the other hand, ψ˜0(κa−1t h−1v1)
is exponentially decreasing in et (uniformly in h). Since η has compact support, we
conclude that (5.1) converges.
Now let η ∈ A(p−1)qc (D). Using dψ0 = ϕ0KM we have
η ∧ ϕ0KM(x) = (−1)(p−1)qd
(
η ∧ ψ˜0(x)
)
+ (−1)(p−1)q+1dη ∧ ψ˜0(x).
Hence we only need to show
(−1)(p−1)q
∫
D
d
(
η ∧ ψ˜0(x)
)
=
∫
Dx
η.
Again, we assume x = κ
√
mv1. For ε > 0, we let Uε be the open neighborhood of Dv1
defined in terms of the HAK-coordinates by {at; t < ε}. Then by Stokes’ theorem
(5.3)
∫
D
d
(
η ∧ ψ˜0(κ√mv1)
)
= lim
ε→0
∫
∂(D−Uε)
η ∧ ψ˜0(κ√mv1).
By the analogue for (5.1) (which follows from the considerations in [8], section 2), we
see that (5.3) is equal to
(5.4) C lim
ε→0
∫
H
η(haε) ∧ ψ˜0(κa−εh−1
√
mv1) sinh(ε)
q−1 cosh(ε)p−1 dh
(
1p/RX1p+q
)
.
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MOCK MODULAR FORMS AND GEOMETRIC THETA FUNCTIONS 19
for some universal constant C 6= 0. We consider (5.2) (with t = ε). For (5.4) only
the terms with ℓ = q − 1 can contribute. But
P
(q−1)
α,q−1(κ
√
m cosh(ε)v1) =
{(
κ
√
2m cosh(ε)
)q−1
, α = (1, 1, . . . , 1),
0, otherwise.
We obtain
C lim
ε→0
∫
H
η(haε) ∧ ψ˜0(κa−εh−1
√
mv1) sinh(ε)
q−1 cosh(ε)p−1 dh = C ′κq
∫
H
η(h) dh
with a constant C ′. Therefore, the theorem holds with a certain constant C ′′ inde-
pendent of η. (The factor κq arises from the orientation of Dx). The constant is equal
to 1 since this is the case for η closed by KM-theory.
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