Abstract-We introduce High-Relative Degree Stochastic Control Lyapunov functions and Barrier Functions as a means to ensure asymptotic stability of the system and incorporate state dependent high relative degree safety constraints on a non-linear stochastic systems. Our proposed formulation also provides a generalisation to the existing literature on control Lyapunov and barrier functions for stochastic systems. The control policies are evaluated using a constrained quadratic program that is based on control Lyapunov and barrier functions. Our proposed control design is validated via simulated experiments on a relative degree 2 system (2 dimensional car navigation) and relative degree 4 system (two-link pendulum with elastic actuator).
I. INTRODUCTION
With the rapid advancement of autonomous systems in various sectors such as automobile, aviation, finance and medical, there has been a surge on research interest into safety verification of control systems. Safety plays a crucial role in various engineering application and thus researchers have investigated various methods such as barrier methods [1] , reachable sets [2] , and discrete approximations [3] , to ensure safety certification of the system. Recently [4] , [5] introduced Control Barrier Functions (CBFs) which aims at designing controllers with verifiable safety bounds.
While there has been a considerable amount of work on investigating barrier function methods based on the invariant set theorem [5] for designing safe controllers for deterministic systems, similar literature on stochastic systems is rather scarce. Only recently, [6] provided some sufficient conditions to satisfy safety constrains for stochastic systems. This work was limited in the sense that it was applicable only to scenarios where the constrained states are directly actuated. For systems where the observed states are not directly actuated via control gives rise to higher relative degree systems. For underactuated deterministic systems, [1] proposed exponential CBF and demonstrated its effectiveness on systems with relative degrees 6 and 4. Recent work by [7] tried to generalise the exponential barrier function approach and designed controller for an automatic cruise control problem. But currently there are no formation for a high relative degree control barrier function for stochastic systems. To the best of our knowledge, the present paper is the first attempt to generalise higher relative degree Stochastic Control Barrier Function (SCBF). Interestingly, in our formulation, the recent work on Stochastic Control Lyapunov Function (SCLF) by [6] turns out to be a special case where the relative degree of the system is one.
We further investigate the links between the formulation of SCBF and SCLF. There has been a considerable amount work [8] , [9] , [10] , [11] done on investigating the stability of stochastic systems in the Lyapunov framework. Recently, [12] investigated the CLF-CBF formulation along with a Bayesian deep learning framework to design adaptive controllers for systems operating in uncertain environments. While the existing literature provide concrete foundation for Lyapunov function based stochastic controllers, they still do not provide a generalised framework that one can apply to systems with high relative degree or underactuated systems. While in the past the iLQG and dynamic programming framework [13] has been proven to be effective in case of stochastic systems, iLQG inherently assumes the system to be stabilizable which might not be the case for a underactuated system. Incidentally, there have been very few attempts in the past to address stability of stochastic systems with high relative degree.
In this paper we also provide a generalised Lyapunov function formulation for stochastic systems with high relative degree or high degree of underactuation. We also show how one can derive the existing formulation on SCLF [8] , [11] as a special case where the relative degree is equal to one. For our analysis we assume complete system state information. The contributions of the paper are as follows: i) We propose a generalised high relative degree SCBF formulation and derive sufficient conditions for the system to satisfy safety constraints with probability 1. ii) We extend the high relative degree SCBF formulation to a generalised high relative degree SCLF formulation and derive sufficient conditions for asymptotic stability in the sense of probability. iii) We show that the previous formulations on stochastic CLF-CBF was a special case of our generalised formulation where the relative degree is 1. iv) We propose an approach to evaluate control policies using a stochastic CLF-CBF based quadratic programs. The stability and performance of the controller in probabilistic sense can be guaranteed via stochastic CLFs. v) We validate the proposed controller via simulated experiments on two different stochastic systems of high relative degree.
The rest of the paper is organised as follows: Section II provides the mathematical preliminaries and the problem formulation. Section III derives the generalised higher order SCBF and Section IV considers the higher order SCLF. We provide the controller formulation in Section V followed by simulations results on two high relative degree stochastic systems with relative degree 2 (2D car navigation) and 4 (2-link pendulum with elastic actuator) in Section VI. Finally we conclude the paper in Section VII.
II. PROBLEM FORMULATION AND MATHEMATICAL

PRELIMINARIES
We consider the stochastic dynamics system as:
where, w(t) is an n w dimensional standard Brownian motion; x ∈ R n x , and u ∈ R n u ∩U ([0, T ] denote the state and control vectors, respectively, where U ([0, T ]) represents the set of admissible controls for a fixed finite time horizon T ∈ [0, ∞) (i.e 0 ≤ t < T < ∞). The functions f : R n x → R n x , G : R n x → R n x ×n u and Σ : R n x → R n x ×n w represent the uncontrolled system dynamics, the actuator dynamics, and the diffusion matrices, respectively. The drift terms are assumed to be modelled as:
For the dynamical system defined by (1) safety is ensured if x(t) ∈ C sa f e for all t, where the set C sa f e denotes the safe region of operation and is defined through a locally Lipschitz function h : R n x → R [4] as:
Definition 1.
We define an SCBF B(x) : R n x → R which is locally Lipschitz and twice differentiable on int(C sa f e ), and satisfies the property that there exist class-K functions α 1 , α 2 , and α 3 , such that 1
Theorem 1. If there exists a SCBF of the form given in Definition 1 for a process given in Eqn. (1), then Pr(x t ∈ C sa f e ) = 1 for ∀t given that x(t 0 ) ∈ C sa f e . The detailed proof can be found in [6] .
III. HIGH RELATIVE DEGREE STOCHASTIC CONTROL BARRIER FUNCTION Definition 2. Consider a Stochastic Dynamical System defined by Eq. (1) with safety set defined by C sa f e . We define a locally Lipschitz and twice-differentiable control barrier function B 0 (x) : R n x → R that satisfies Eqn. (3) and Definition 3. We define a sequence of safe sets as:
where ψ i with i = 0, 1, · · · , r b is defined as follows:
; γ i ∈ R + and α i 3 , with i ∈ {0, 1, · · · , r b − 1}, are class K function; B i (x) are locally Lipschitz and twice differentiable on int(C i ) and designed such that:
Here, α i 1 and α i 2 for i = 0, 1, · · · r b − 1, are all class K functions.
Theorem 2. If x(t 0 ) ∈ C r b and ψ r b (x) ≥ 0 then Pr(x t ∈ C sa f e ) = 1 for ∀t where r b denotes the relative degree of the control barrier function.
Proof. The proof is done via induction. We onsider the case with r b = 1 we have
From Eq (8) along with the Eq. (5) we can say
This directly follows from the proof given in [6] . Now assume that the relative degree of the CBF is j. Now, from Theorem 1. we have
Following the proof given for stochastic CBF in [6] we can derive that given Eq. 10 and Eq 5, Pr(x t ∈ C j−1 ) = 1 for ∀t Now, given x ∈ C j−1 for ∀t we can say that
With Eq. 12 and Eq. 5 we can again prove that:
Pr(x t ∈ C j−2 ) = 1 for ∀t Thus, with the property of induction and Eq 8 and Eq 5 we can iteratively prove that
Proof. This can be easily derived from Theorem 2. 
The function V (x) is known as the Stochastic Control Lyapunov Function SCLF. Detailed proof can be found in [11] Definition 5. A solution x(t) ≡ 0 of equation 1 is said to be asymptotically stable if it is stable in probability and moreover
Theorem 4. The system 1 is globally asymptotically stabilizable in probability if there exist a SCLF that satisfies
Detailed proof can be found in [11] and [8] Definition 6. Let there exist a smooth function V 0 (x) that satisfies the conditions given in theorem 4 such that,
The function V (x) is said to be Stochastic Control Lyapunov Function with relative degree r l . The function V (x) defined in theorem 4 is a special case where the relative degree of the SCLF, r l = 1 Definition 7. Define a sequence of Lyapunov sets as:
where, we define χ i with i = 0, 1, · · · , r l as follows:
and d ∈ R is the relaxation variable. υ i ∈ R + and β i 3 s are class K functions where i ∈ {1, · · · , r l − 1} . V i (x) are are locally Lipschitz, twice differentiable on int(L i ) and designed such that:
, ∀x ∈ L i (13)
Here β i 1 and β i 2 for i = 1, · · · r b − 1 are all class K functions. Theorem 5. If x(t 0 ) ∈ L r l and χ r l (x) ≥ 0, then the system governed with equation 1 is globally asymptotically stabilizable in probability.
Proof. From theorem 2 we can show that given, χ r l (x) ≥ 0,
Using theorem 4 we can easily show that system will be globally asymptotically stabilizable in probability.
Proof. This can be easily derived from Theorem 5.
Remark 2. It can be noted from Theorem 5 that
In this section we discuss how the control policies are formulated in the form of a Quadratic Program (QP) based on High-Relative Degree Stochastic Control Lyapunov Function (HDSCLF) and CBF. The details of HDSCLF-CBF based QP are as follows:
HDSCLF-CBF-QP:
Equation 15 denotes the cost of QP subjected to the SCLF and SCBF conditions and the higher and lower limits of the control effort.
VI. SIMULATION RESULTS
In order to validate our proposed method we consider two tasks: 2D car navigation in the presence of multiple obstacle (non-linear system with relative degree 2) and swinging a 2-link pendulum with elastic actuator (relative degree 4 system with 2 degree underactuation). We assume the noise only enters through the control channels similar to [14] and [15] . The details of the simulated experiments and results are as follows:
A. Two-dimensional Car navigation (Relative Degree 2)
We validate our proposed method on a relatively complex and nonlinear scenarios of a two-dimensional car navigation. We consider a simple 2D circle following a simplified car dynamics as given in [16] for a time horizon T = 8s : 
The barrier function and the safe sets for each obstacle i are defined as follows:
Where (x i c , y i c ) and r i denote the 2D position of the centre and radius of the i th obstacle respectively. n o represents the no of obstacle present. For our simulations of single obstacle the centre and radius was taken as (3, 2.5)m and 0.6m respectively. For the multiple obstacle case we took 3 obstacles placed at (1, 1)m, (1, 4)m and (3, 2.5)m with radius of 0.4m,0.4m and 0.6m respectively. The diagonal elements of the Q matrix are chosen as [1000, 10] and p = 1000. We simulated 20 sample trajectories for the experiments and the multiple obstacle avoidance task are shown in figure 1 and figure  2 . Interestingly from the enlarged portion of figure 2 we can see for the HDSCLF-CBF controller the trajectories take a U-turn after encountering the obstacle and moves towards the goal point. The circular trajectories around the goal point in figure 2 is expected due to the asymptotic nature of the stability in the sense of probability from theorem 5. Here we consider a two link pendulum with elastic actuator described in [1] . The two-link pendulum is a system with 4 degrees of freedom and two degrees of underactuation. The commanded torques τ 1 and τ 2 of the two motors in the two elastic actuators will generate torque at the two joints indirectly through the following motor dynamics: . k and J m are the stiffness and inertia of the motor respectively. The Equations for torque at the two joints are given as:
where J 1 and J 2 (J 1 > J 2 ) are the inertia of the links and ξ denotes the damping coefficient at the joints. The objective is to swing the pendulum from the initial state (θ 1 , θ 2 ) = (−π/2, 0) to the final state of (θ 1 , θ 2 ) = (π/2, 0). We also restrict −π ≤ θ 1 ≤ π.The control Lyapunov function was defined as :
The barrier function and the safe set are defined as follows:
We simulated 40 sample trajectories for a time horizon of 60s. σ = 0.05, d = 1000 and Q was taken as Identity. The results from the simulations are presented in figure 3 and figure 4.From our experiments we found that since the proposed method essentially solves a QP, it is highly dependent on how efficiently the optimizer can converge to a feasible solution. The highlighted portion in figure 4 shows one such cases where the optimizer fails to converge to a feasible solution and thus the trajectories violates the safety constraints. 
VII. CONCLUSION AND FUTURE WORK
We have introduced a generalised framework for control Lyapunov and barrier functions for stochastic systems with high relative degree. We have provided the necessary condition to guarantee asymptotic stability in the sense of probability to stochastic systems with observable states that are not directly actuated via control. Our high relative degree SCBF framework ensure safety bounds to a system by providing a means to incorporate positional state dependent constraints into the control problem formulation. Our control policies are evaluated in the form of a QP which has state dependent constraints based on SCLF-SCBF conditions. We have demonstrated the effectiveness of our proposed control methodology with numerical studies on a relative degree 2 system (2D car navigation with multiple obstacles) and 4 system (2-link pendulum with elastic actuator swing task).
The present work opens up numerous application of stochastic CLF and CBF formulation to safety critical systems. This formulation will be of particular interest to explore safe and sample efficient Reinforcement Learning frameworks that can incorporate the safety bounds in the formulation of the optimisation problem itself rather than learning them from making mistakes.
