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Evolution of magnetic fields from the 3 + 1 dimensional self-similar and
Gubser flows in ideal relativistic magnetohydrodynamics
M. Shokri∗ and N. Sadooghi†
Department of Physics, Sharif University of Technology, P.O. Box 11155-9161, Tehran, Iran
Motivated by the recently found realization of the 1 + 1 dimensional Bjorken flow in ideal and
nonideal relativistic magnetohydrodynamics (MHD), we use appropriate symmetry arguments, and
determine the evolution of magnetic fields arising from the 3+1 dimensional self-similar and Gubser
flows in an infinitely conductive relativistic fluid (ideal MHD). In the case of the 3 + 1 dimensional
self-similar flow, we arrive at a family of solutions, that are related through a differential equation
arising from the corresponding Euler equation. To find the magnetic field evolution from the Gubser
flow, we solve the MHD equations of a stationary fluid in a conformally flat dS3×E1 spacetime. The
results are then Weyl transformed back into the Minkowski spacetime. In this case, the temporal
evolution of the resulting magnetic field is shown to exhibit a transition between an early time 1/t
decay to a 1/t3 decay at a late time. Here, t is the time coordinate. Transverse and longitudinal
components of the magnetic fields arising from these flows are also found. The latter turns out to
be sensitive to the transverse size of the fluid. In contrast to the result arising from the Gubser
flow, the radial domain of validity of the magnetic field arising from the self-similar flow is highly
restricted. A comparison of the results suggests that the (conformal) Gubser MHD may give a
more appropriate qualitative picture of the magnetic field decay in the plasma of quarks and gluons
created in heavy ion collisions.
PACS numbers: 12.38.Mh, 25.75.-q, 47.75.+f, 47.65.-d, 52.27.Ny, 52.30.Cv
I. INTRODUCTION
In heavy ion collisions (HICs), large electromagnetic
fields are generated by the electric current produced by
the accelerated motion of positively charged spectators,
i.e. nucleons that do not participate in the collision
(see [1, 2] for recent reviews). Concerning the evolution
of electromagnetic fields, one may distinguish between
the collision, early (pre-equilibrium) and quark-gluon
plasma (QGP) stages [2]. Quite a large number of at-
tempts are devoted to estimate the strength and the
spacetime evolution of electromagnetic fields in these
stages. Depending on the energies and the impact pa-
rameters of the collisions, they are found to be of the
order eB ∼ 1-10m2π in the early stage [2–5].1 Moreover,
they are believed to be aligned in the transverse direc-
tion with respect to the reaction plane. In very short
timescales of about 0.065 fm/c (0.005 fm/c) at the Rel-
ativistic Heavy Ion Collider (RHIC) and 0.005 fm/c at
the Large Hadron Collider (LHC), the spectators leave
the scene, and a medium including highly excited par-
tons, mostly dominated by gluons, remains [6]. At this
stage, this medium is far from equilibrium and is, be-
cause of this gluon dominance, almost a perfect insula-
tor. Electromagnetic fields are thus believed to quickly
decay in this stage. The decay is roughly of a t−3 na-
ture near the center of the collision [2]. In a timescale of
roughly 0.5 fm/c, the medium is deexcited into a plasma
of quarks and gluons, and a local thermal equilibrium is
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1 Here, e is the electric charge and mpi ∼ 140 MeV the pion
mass.
approximately achieved. The spacetime history of the
QGP in this stage is well understood using the relativis-
tic hydrodynamics (RHD) (see [7] for a recent review).
Inspired by the successes of RHD, it seems therefore to
be natural to consider the relativistic magnetohydro-
dynamics (MHD) to provide a reliable effective picture
of the interplay between electromagnetic fields and the
QGP.
In this framework, one may ask two types of ques-
tions: (1) How do electromagnetic fields evolve within
the ultrarelativistic fluid, and (2) how do the fluid de-
grees of freedom, e.g. the fluid’s velocity and temper-
ature, are affected by electromagnetic fields. To the
best of our knowledge, the first analytical realization
of electromagnetic fields in MHD was presented in [8].
Here, the evolution of magnetic fields in an infinitely
conductive fluid was found in the presence of the 1 + 1
dimensional Bjorken flow [9]. In this setup the decay
of the magnetic field turns out to be of a t−1 nature at
the center of the collision. This is significantly slower
than its early time decay. In a previous work [10], we
relaxed the assumption of infinite conductivity made
in [8], and found the evolution of magnetic and electric
fields in the presence of the Bjorken flow. We also stud-
ied the effects of electromagnetic fields on the evolution
of QGP temperature. Other attempts to study the ef-
fects of magnetic fields on the properties of the QGP
created at the RHIC and LHC, and, in particular, to
determine their lifetime are made in [11].
A well-known poverty of the Bjorken flow, that pre-
vents it from giving a qualitative picture of certain ob-
servables of HICs, is its lack of a transverse expansion
[6]. In particular, the spectra of final hadrons’ trans-
verse momentum signal the existence of a significant ra-
dial expansion of the QGP [12, 13]. This fact motivated
several attempts on the generalization of the Bjorken
flow to solutions including an appropriate transverse
expansion. It is the main purpose of the present paper
to focus on the 3+ 1 dimensional self-similar flow from
[14, 15] and the Gubser flow from [16, 17], and to de-
termine the magnetic field evolution arising from these
flows. To do this, we present a realization of these flows
in an ideal MHD using, in particular, similar symmetry
arguments as in [18].
A 3+1 dimensional self-similar flow can be regarded
as a combination of three Bjorken flows in three spa-
tial directions. Although this flow is a simple spheri-
cal Hubble expansion, more symmetries can be intro-
duced by similarity variables [14, 15, 19]. Other at-
tempts are made, e.g., in [20] to introduce more realis-
tic elliptically-shaped solutions of hydrodynamic equa-
tions. On the other hand, the crucial observation that
leads to the Gubser flow is that the Bjorken flow is
based on the assumption of a translational invariance
in the transverse plane, which, as aforementioned, pro-
hibits an expansion of the fluid in transverse directions.
Similarly, the transverse MHD setup introduced in [8]
is, as a realization of the same Bjorken flow, also based
on the same symmetry. Gubser argued that such a sym-
metry is indeed a poor approximation for a small system
such as the QGP created in HICs, and replaced it with
a certain conformal symmetry [16]. Similar techniques
are used in [21] to introduce other nonboost invariant
flows as well as a generalization of the Gubser flow to
the case of noncentral collisions [22].
The organization of this paper is as follows: In Sec.
II, we briefly review the general equations of MHD in
the ideal limit. In Sec. III, we first present a gener-
alized form of the Bekenstein and Oron’s treatment of
symmetries in MHD from [18]. To set a benchmark for
this analysis, we then study the transverse MHD, pre-
viously considered in [8, 10], and arrive at the same re-
sults, as expected. We close this section with remarks
on a cylindrically symmetric flow with a longitudinal
boost invariance. In Sec. IV, the method developed in
Sec. III is applied to the case of a 3 + 1 dimensional
self-similar flow [14] with a cylindrical similarity vari-
able. We first find that a family of solutions exists,
and that the exact form of the magnetic field evolu-
tion is thus ambiguous. We then present a number of
possible solutions to this problem. Among others, we
consider the stationary case, where the corresponding
electric current vanishes. This solution is referred to
as the zero current self-similar solution (ZCSSF). In
Sec. V, we use the method of [16], and present a re-
alization of the Gubser flow in MHD. In Sec. VA, we
first start with a brief review of the Gubser flow from
a slightly different point of view than originally intro-
duced in [16]. We then show, in Sec. VB, that the
magnetic field arising from the implementation of the
Gubser flow into ideal MHD has only one nonvanish-
ing component in the longitudinal beam direction, and
that the surviving longitudinal component is sensitive
to the finite transverse size of the fluid. These results,
however, turn out to be in contrast to what is gener-
ally believed to be the case in HICs [2–5]. To overcome
this problem, we apply, in Sec. VI, the technique of
Weyl transformations from [17] to ideal MHD. How-
ever, instead of using the SO(3) symmetry group as in
[17], we introduce a proper similarity variable to fix the
four-velocity. We then determine the spacetime depen-
dence of the magnetic field by a Weyl transformation
from a combination of a three dimensional anti de Sitter
spacetime and a one dimensional Euclidean space, de-
noted by dS3×E1, into a 3+1 dimensional Miknowski
spacetime, denoted by M3,1. This turns out to be a
cure for the aforementioned problem with the Gubser
MHD. This novel solution is referred to as the con-
formal MHD solution (CMHD). We then numerically
compare the ZCSSF and CMHD solutions in Sec. VII.
In particular, we introduce a number of parameters to
emphasize the role played by nonvanishing longitudinal
components of these solutions. Section VIII contains
our conclusions and final remarks.
In this paper, we take ~ = c = kB = 1, and assume
the mostly plus metric diag(−+++). The four-velocity
is thus normalized as uµuµ = −1. We also use the
total antisymmetric tensor ǫ0123 = −1/ǫ0123 = −√−g
and the transverse projector ∆µν ≡ gµν + uµuν . The
covariant, covariant proper time and Lie derivatives are
denoted by ∇µ,D ≡ uµ∇µ, and Lξ, respectively (see
Appendix A for more definitions).
II. EQUATIONS OF MHD
Relativistic MHD is an extension of the RHD that
includes electromagnetic degrees of freedom. The cor-
responding constitutive equations consist of the energy-
momentum conservation equation,
∇µT µν = 0, (II.1)
as well as homogeneous and inhomogeneous Maxwell
equations,
∂αFβγ + ∂βFγα + ∂γFαβ = 0, (II.2)
and
∇νFµν = Jµ. (II.3)
The latter implies the electric current conservation,
∇µJµ = 0. (II.4)
Other conserved currents, such as baryon number or en-
tropy density currents, may also be present in the the-
ory. In (II.1), Tµν is the total energy-momentum ten-
sor, consisting of fluid and Maxwell energy-momentum
tensors, T µνF and T
µν
EM,
T µν = T µν
F
+ T µν
EM
. (II.5)
Neglecting the magnetization and electric polarization,
and assuming the fluid to be nondissipative, T µνF is
given by
T µν
F
= ǫuµuν + p∆µν . (II.6)
2
Here, uµ, ǫ and p are the fluid velocity, energy density
and pressure of the fluid, respectively. Moreover, the
Maxwell tensor T µνEM reads [23]
T µν
EM
= FµαF
να − 1
4
gµνFαβF
αβ , (II.7)
where Fµν , similar to any other antisymmetric rank two
tensor, can be decomposed as [19]
Fµν = uµEν − uνEµ + ǫµνρσBρuσ. (II.8)
Here,
Eµ = Fµνuν , (II.9)
and
Bµ =
1
2
ǫµνρσuρFρσ . (II.10)
In the local rest frame (LRF) of the fluid, (II.9) and
(II.10) are given by
Eµ
LRF
= (0,E), Bµ
LRF
= (0,B). (II.11)
For the electromagnetic field strength tensor Fµν , we
identify E and B with the electric and magnetic three-
vectors, as measured in the LRF of the fluid. Because
of this identification, Eµ and Bµ from (II.9) and (II.10)
are referred to as electric and magnetic four-vectors.2
Using (II.11), the magnitudes of local electric and mag-
netic fields are thus given by
B ≡ |B| =
√
BµBµ, E ≡ |E| =
√
EµEµ. (II.12)
In its simplest form, the electric current, appearing in
(II.3), is given by
Jµ = ρeu
µ + σeE
µ, (II.13)
where ρe is the proper charge density, and σe is the fluid
conductivity. For an infinitely conductive fluid, in order
to keep the current finite, Eµ must tend to zero. This
is the so called ideal MHD limit [8, 10, 18]. Using (II.1)
and (II.5), the energy-momentum conservation can also
be written as [18, 24]
∇µT µνF = F ναJα. (II.14)
Contracting both sides of (II.14) with uν , we arrive first
at the energy equation,
Dǫ+ (ǫ+ p)∇µuµ = 0. (II.15)
This relation shows that in the ideal limit, the electro-
magnetic part is completely decoupled from the energy
equation. To solve (II.15), one needs to provide the
2 One should bear in mind that, in an arbitrary frame Eµ and
Bµ are not purely electric and magnetic.
equation of state (EOS). We assume the EOS to be
[14]
ǫ = κp, (II.16)
with κ ≡ 1/c2s, and cs being the sound velocity in the
fluid. In what follows, we assume cs to be constant.
Projecting, at this stage, (II.14) into the transverse
direction, i.e. the direction perpendicular to uµ, we
arrive at the Euler equation, that, in the case of ideal
MHD reads [18]
(
ǫ+ p+B2
)
aµ = −∆µν
[
∂ν
(
p+
B2
2
)
−∇ρ(BνBρ)
]
,
(II.17)
where aµ ≡ Duµ is the acceleration of the fluid. In
contrast to (II.15), the Euler equation is different from
its pure hydrodynamical counterpart,
(ǫ+ p) aµ = −∆µν∂νp. (II.18)
One should bear in mind that, in the ideal MHD limit,
the electric current is ambiguous. Hence, only the ho-
mogeneous Maxwell equation from (II.2) should be used
to solve the energy equation (II.15) [25]. In what fol-
lows, the energy-momentum tensor and the inhomoge-
neous Maxwell equations (II.3) are only used to deter-
mine Jµ.
III. APPLICATION OF SYMMETRIES IN
RELATIVISTIC MHD
A. General remarks
Complicated equations of MHD may be simpli-
fied by symmetry considerations. A few decades ago,
Bekenstein and Oron showed that these equations can
be significantly simplified using a temporal (stationary)
and an axial symmetric flow [18]. In this section, we
generalize their treatment to the case of two arbitrary
spatial symmetries.
Let us assume that there exists two vectors ξ1 and
ξ2 that commute with the metric and every physical
quantities that appear in the energy-momentum tensor,
[ξi, gµν ] = 0,
[ξi, Fµν ] = 0, [ξi, uµ] = 0, · · · , for i = 1, 2. (III.1)
Based on the geometry and underlying physics of the
system, symmetries are to be found. For simplicity, let
us choose a coordinate system with ξi = ∂i, i = 1, 2.
Relations (III.1) thus takes the form
∂igµν = 0, ∂iFµν = 0, ∂iuµ = 0, · · · , for i = 1, 2.
(III.2)
As a consequence of (III.2), the homogeneous Maxwell
equation (II.2) reads
∂0F12 = 0,
∂3F12 = 0,
∂3F02 + ∂0F23 = 0. (III.3)
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Assuming Fαβ being zero at infinity, we arrive at
F12 = 0. (III.4)
As aforementioned, in the ideal MHD limit, the electric
field vanishes. Hence, Fαβu
β = Eα = 0 results in
F01u
1 + F02u
2 + F03u
3 = 0,
F10u
0 + F13u
3 = 0,
F20u
0 + F23u
3 = 0,
F30u
0 + F31u
1 + F32u
2 = 0. (III.5)
These equations lead to a number of relations between
electric and magnetic components of the field strength
tensor, F0i and Fij ,
F01 =
u3
u0
F13,
F02 =
u3
u0
F23,
F03 = − 1
u0
(u1F13 + u
2F32). (III.6)
Plugging at this stage, (III.6) into (III.3), we obtain
D logF13 = D logF23 = −u0∂3
(
u3
u0
)
. (III.7)
Two magnetic components F13 and F23 are thus related
as
F13 = f(ϑ)F23. (III.8)
In (III.8), ϑ is a parameter that does not change
through flow lines, i.e. Dϑ = 0. It also respects the
same symmetries as in (III.2), i.e. Lξiϑ = 0, i = 1, 2.
Being a proper scalar, one can thus label flow lines with
ϑ. Let us notice that under certain circumstances, ϑ
may also be regarded as a similarity variable [19]. Us-
ing (III.2), the right hand side (rhs) of (III.7) reads
−u0∂3
(
u3
u0
)
= −∂αuα +D log(u0). (III.9)
The first term on the rhs of (III.9) may be written in
a simpler form. To do this, let us consider a conserved
current of type Qµ = Q(x0, x3)uµ that satisfies
∇α(Quα) = 0. (III.10)
Physical examples of Q include the conserved baryon
number density n and entropy density s. For following
arguments, however, Q is not required to be any phys-
ical quantity. It is merely a solution to (III.10). Using
(A.2), (III.10) gives rise to
∂αu
α = −D log(√−gQ). (III.11)
Plugging, at this stage, (III.11) into (III.9), and then
the resulting expression into (III.7), and also using
(III.8), the formal solution for the field strength ten-
sor is found to be
F13 = Q(x
0, x3)u0
√−gf(ϑ)h(ϑ),
F23 = Q(x
0, x3)u0
√−gh(ϑ), (III.12)
with Q satisfying (III.10). These relations are quite
general, and are thus valid for different hydrodynamic
flows. They will be used in the next sections to derive
the evolution of magnetic fields from the 3 + 1 dimen-
sional self-similar and Gubser flows in the ideal MHD.
Assuming the corresponding symmetries to these flows,
we start with these four-velocity profiles, and solve
(III.10). We show that the corresponding solutions are
determined up to functions of the proper scalar, which
respects the assumed symmetries. Using then the Eu-
ler equation (II.17), we determine these functions, and
arrive at the final solutions of Bµ in each cases.
B. Ideal transverse MHD
To illustrate the approach described above, let us
consider the Bjorken flow with a transverse MHD setup
[8, 10]. As it was recognized by Gubser in [16], the
Bjorken velocity profile can be fixed by symmetry con-
siderations alone. The symmetries that fix it are
1. Translational invariance in the transverse x-y
plane.
2. Rotational invariance around the beamline, which
is assumed to be in the z-direction.
3. Boost invariance along the beamline.
According to our arguments in [10], the translational
invariance in the transverse plane leads automatically
to the transverse MHD setup, where, in particular,
v ·B = 0. Let us now parameterize the flat spacetime
metric as
ds2 = −dτ2 + dx2 + dy2 + τ2dη2. (III.13)
Here, τ ≡ √t2 − z2 is a combination of coordinates that
respect all aforementioned symmetries.3 The parame-
ter η ≡ 12 log t+zt−z is defined so that ∂η is the Killing
vector associated with a longitudinal boost. In terms
of the coordinates of (III.13), the Killing vectors associ-
ated with translational and boost symmetries are thus
ordinary partial derivatives with respect to (x, y) and
η, respectively. Remarkably, the Bjorken four-velocity
turns out to be given by [26]
uµ = − ∂µτ√−∂µτ∂µτ . (III.14)
3 The parameter τ is sometimes called spacetime proper time. In
this work, we avoid this confusing terminology, and emphasize
that, in general, τ is a coordinate that only in the Bjorken case
identifies with the spacetime proper time.
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In the metric (III.13), it reads uµ = (1, 0, 0, 0). Since
there is no proper acceleration, the left hand side (lhs)
of the Euler equation (II.17) vanishes identically. Using
the four-velocity profile from (III.14), let us now deter-
mine the magnetic field. In the transverse MHD setup,
we choose the symmetries of electromagnetism to be
ξx =
∂
∂x
, ξy =
∂
∂y
. (III.15)
These are a subset of the Bjorken symmetries. Relax-
ing the boost invariance for quantities other than uµ,
we can use η to label flow lines. From (III.6), one no-
tices that the electric components of the field strength
tensors, F0i, vanish. Moreover, according to [10], the
solution to (III.10) for Bjorken flow is given by
Q = Q0
τ0
τ
. (III.16)
Plugging (III.16) into (III.12), we arrive at
Fxη = Q0τ0f(η)h(η),
Fyη = Q0τ0h(η). (III.17)
The magnetic field Bµ is then immediately found by
plugging (III.17) into (II.10). It reads
Bµ = Q0
τ0
τ
h(η) (0, 1,−f(η), 0) . (III.18)
Here, functions f and h are found by plugging (III.18)
into (II.17), and solving the resulting equation. The lat-
ter can be simplified by symmetry arguments: The sec-
ond term on the rhs of (II.17), i.e. ∇ρ(BνBρ), vanishes
due to ∇ρBρ = 0 and the lack of connection between
transverse and longitudinal directions. The transverse
projector, i.e. ∆µν , vanishes for µ = τ . Moreover,
for µ = x, y, the rhs vanishes due to symmetries. The
only nonvanishing component of (II.17) is thus in the
η-direction. It reads
∂B
∂η
= 0. (III.19)
Using (III.18), this gives rise to
d
dη
[
h(η)2
(
1 + f(η)2
)]
= 0. (III.20)
Let us write, without loss of generality, the solution to
(III.20) as
h(η) =
1√
1 + f2(η)
. (III.21)
Plugging (III.20) into (III.18) leads to
Bµ = B0
τ0
τ
1√
1 + f2(η)
(0, 1,−f(η), 0) , and
B = B0
τ0
τ
. (III.22)
While, according to (III.19), B =
√
BµBµ is forced to
be boost invariant, it is not necessary for the individual
components of Bµ to be so.4 Here, as in the case of the
temperature and entropy density in self-similar flows
[10, 14, 15], there is an arbitrariness in (III.22). This
arbitrariness disappears if one assumes Bµ to be boost
invariant. Such an assumption has a crucial physical
significance, as we show below.
To do so, let us consider the electric current, Jµ from
(II.13), where, according to the arguments in [10],5 the
proper charge density ρe vanishes. The electric current
is thus given by Jµ = σeE
µ. It turns out to be am-
biguous, because in the ideal MHD limit, as Eµ tends
to zero, σe goes to infinity. We are therefore left with
a 0 × ∞ product that cannot be naively set to zero.
Plugging, nevertheless, (III.22) into (II.3), the electric
current is found to be
Jµ = B0
τ0
τ2
f ′(η)
(1 + f2(η))
3/2
(0, 1,−f(η), 0) . (III.23)
Interestingly, the current vanishes if Bµ from (III.22) is
assumed to be boost invariant. This assumption leads
automatically to f ′(η) = 0. Choosing, without loss of
generality, f = 1, a specific solution for Bµ from (III.22)
is given by
Bµ = B0
τ0
τ
1√
2
(0, 1,−1, 0) . (III.24)
One may also notice that
E
B
∼
√
JµJµ
σeB
=
1
σeτ
f ′(η)
(1 + f(η)2)
. (III.25)
This heuristic result confirms our previous results pre-
sented from [10], where it was found that for E ≪ B,
σe must be much larger than a typical value of τ .
C. General solutions of Bµ and Jµ
The rest of this work is devoted to flows that, in
contrast to the transverse MHD flow, are not transla-
tional invariance in the transverse plane, and expand in
transverse directions. Being motivated by the physics
of the QGP in HICs, flows that we study share two
symmetries, namely, boost invariance along and rota-
tional invariance around the beamline. To reveal these
symmetries, we parameterize the flat spacetime metric
as
ds2 = −dτ2 + r2dφ2 + τ2dη2 + dr2. (III.26)
For
xµ = (τ, φ, η, r), (III.27)
4 As a consequence of the η dependence of Bµ, the direction of
the B field differs between two flow lines, but is frozen through
each particular flow line.
5 See Appendix A 1 in [10].
we thus have r =
√
x2 + y2 and φ = arctan yx . In terms
of the coordinates (III.27), the Killing vectors that are
associated with these symmetries are
ξφ =
∂
∂φ
, ξη =
∂
∂η
. (III.28)
For the above metric (III.26), Christoffel symbols read
Γτηη = τ, Γ
η
τη = Γ
η
ητ =
1
τ
,
Γrφφ = −r, Γφrφ = Γφφr =
1
r
. (III.29)
Although the concrete form of the four-velocity profile
is specific to each flow, longitudinal boost invariance
together with Z2 symmetry under η → −η eliminates
uη in any case [16].6 If the system is nonrotating (φ
independent and symmetric under φ → −φ), we thus
end up with
uµ = (uτ , 0, 0, ur) . (III.30)
Using (III.30) and (III.6), we arrive, in particular, at
Fτr = 0. (III.31)
Moreover, for the metric (III.26), (III.12) turns out to
be
Fφr = rτQ(τ, r)u
τ f(ϑ)h(ϑ),
Fηr = rτQ(τ, r)u
τh(ϑ). (III.32)
Plugging first (III.6) into (II.10), and using (III.30), the
general solution of Bµ reads
Bµ =
1
uτrτ
(0, Fηr,−Fφr, 0) . (III.33)
Plugging then (III.32) into (III.33) leads to
Bµ = Q(τ, r) (0, h(ϑ),−f(ϑ)h(ϑ), 0) . (III.34)
As concerns the electric current Jµ, we use (II.3) to
arrive at
Jµ =
1√−g∂ν
(√−gFµν)
=
(
∂
∂τ
+
1
τ
)
Fµτ +
(
∂
∂r
+
1
r
)
Fµr . (III.35)
IV. THE 3+ 1 DIMENSIONAL SELF-SIMILAR
FLOW IN RELATIVISTIC MHD
A 3 + 1 dimensional generalization of self-similar
flows [15] was introduced in [14]. In this case, the
four-velocity can be shown to respect rotational invari-
ance around and boost invariance along the x, y and
6 This is because the Z2 symmetry demands uη(−η) = −uη(η)
and the longitudinal boost invariance demands the opposite.
z directions. More restricting symmetries such as the
spherical, cylindrical, and elliptical symmetries are in-
troduced by the assumption of different similarity vari-
ables. In this section, we first present an alternative
derivation of the self-similar flow from [14, 15], that fits
our purposes, and then implement it into ideal MHD,
where, in particular, the self-similar solution of Bµ is
presented.
To fix the four-velocity profile, we introduce the
following similarity variable that commutes with the
Killing vectors of (III.28)
ϑ ≡ r
τ
. (IV.1)
Assuming the similarity variable ϑ to be proper (i.e.
Dϑ = 0), (III.30) takes the form
uµ =
(
τ√
τ2 − r2 , 0, 0,
r√
τ2 − r2
)
. (IV.2)
A crucial point is that the combination ̺ ≡ √τ2 − r2
respects, apart from symmetries of (III.28), an extra
symmetry represented by
ξ03 = τ
∂
∂r
+ r
∂
∂τ
. (IV.3)
Here, ξ03 can be regarded as a boost in the radial r
direction (hereafter radial boost). Similar to (III.14)
for the Bjorken flow, the four-velocity profile can be
written as,7
uµ = − ∂µ̺√−∂µ̺∂µ̺ . (IV.4)
Identifying ̺ with the proper time, the proper accel-
eration aµ = Duµ vanishes. Moreover, the covariant
divergence of four-velocity is given by
∇µuµ = 3
̺
. (IV.5)
Physical quantities can be regarded as functions of ̺
and ϑ, instead of r and τ . For a scalar function f(r, τ),
the covariant proper time derivative is simply given by
Df =
∂f
∂̺
. (IV.6)
Using (IV.5) and (IV.6), the solution of (III.10) for the
3 + 1 dimensional self-similar flow is found to be
Q(τ, r) = Q0
(
̺0
̺
)3
Q(ϑ). (IV.7)
Here, Q0 ≡ Q(τ0, r0), ̺0 ≡
√
τ20 − r20 and Q is an
arbitrary differentiable function of ϑ, referred to as
the scaling function of Q [14, 15]. Plugging, at this
7 One may call τ and ̺ invariant scalars of the Bjorken and 3+1
dimensional self-similar flows, respectively.
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stage, (II.18), (IV.5) and (IV.6) into the energy equa-
tion (II.15) gives rise to
∂ǫ
∂̺
+ 3
(1 + κ)
κ
ǫ
̺
= 0. (IV.8)
The solution of this equation yields the ̺ dependence of
ǫ. As concerns its ϑ dependence, we consider the Euler
equation (II.18). Bearing in mind that aµ on the lhs of
(II.18) vanishes, we obtain
∆µν∂νp = 0, (IV.9)
that requires p and ǫ to be ϑ independent. The solution
to (IV.8) is thus given by
ǫ = ǫ0
(
̺0
̺
)3(1+1/κ)
, (IV.10)
as expected from [14, 15].
At this stage, we are in a position to implement
the 3 + 1 dimensional self-similar flow into ideal MHD.
Plugging first (IV.7) into (III.34) leads to
Bµ = Q0
(
̺0
̺
)3
(0, h(ϑ),−f(ϑ)h(ϑ), 0) , (IV.11)
where Q(ϑ) is absorbed into h(ϑ). For further conve-
nience, we introduce two constants A1 and A2 and two
functions H(ϑ) and F(ϑ) as
A1
√
H(ϑ) ≡ Q0h(ϑ),
A2
√
F(ϑ) ≡ −f(ϑ). (IV.12)
Using then these definitions, (IV.11) reads
Bµ =
(
̺0
̺
)3
A1
√
H(ϑ)
(
0, 1,A2
√
F(ϑ), 0
)
, (IV.13)
and the magnitude of the Bµ field is given by,
B =
(
̺0
̺
)3
A1
√
H(ϑ) (r2 + τ2A22F(ϑ)). (IV.14)
Here, (II.12) and the metric (III.26) are used. To de-
termine H(ϑ) and F(ϑ) in (IV.13) and (IV.14), we use,
as in the case of transverse MHD, the Euler equation
(II.17). For vanishing aµ on the lhs of (II.17), we arrive
first at
1
2
(
uµ
∂
∂̺
+ gµν∂ν
)
B2 +∆µνΓαβνB
βBα = 0, (IV.15)
where (IV.9) as well as ∇ρBρ = aρBρ = 0 [18, 24],
Bρ∂ρ = 0 and u
µ∂µ = ∂̺ are used. The second term
on the lhs of (IV.15) can be simplified using
ΓαβνB
βBα = Γ
φ
φνr
2
(
Bφ
)2
+ Γηηντ
2 (Bη)
2
. (IV.16)
Here, we can set α = β, because there is no connection
between longitudinal and transverse parts of the metric.
Plugging, at this stage, (IV.16) into (IV.15) gives rise
to
1
2
(
uµ
∂
∂̺
+ gµν∂ν
)
B2
+∆µν
(
δrν r
(
Bφ
)2
+ δτν τ (B
η)
2
)
= 0. (IV.17)
In the directions of symmetries, i.e. for µ = {η, φ},
(IV.17) turns out to be trivial. In the flow directions,
i.e. for µ = {r, τ}, however, we arrive at
1
2
(
r
∂
∂τ
+ τ
∂
∂r
)
B2 + rτ
[(
Bφ
)2
+ (Bη)2
]
= 0.
(IV.18)
Using the radial boost symmetry (IV.3), we have(
r
∂
∂τ
+ τ
∂
∂r
)
f(̺) = 0. (IV.19)
Plugging (IV.19) into (IV.18), and using (IV.13), we
obtain
1
2
(
1− ϑ2){[ϑ2 +A22F(ϑ)]dHdϑ +A22H(ϑ)dFdϑ
}
+2ϑH(ϑ)[1 +A22F(ϑ)] = 0. (IV.20)
Similar to the case of transverse MHD, we are therefore
left with one equation and two unknown functions H(ϑ)
and F(ϑ). In contrast to the case of transverse MHD,
however, they appear not only in Bµ from (IV.13), but
also in B from (IV.14). Applying, as in the case of
transverse MHD, the radial boost symmetry (IV.3) to
remove the arbitrariness of these functions, we arrive at
constant H and F . Plugging these constant functions
into (IV.20), it reduces to
2ϑH (1 +A22F) = 0. (IV.21)
For (IV.21) to hold, either H or 1 + A22F must van-
ish. The latter case is impossible, because, by (IV.12),
F is non-negative. For H = 0, we obtain Bµ = 0.
We conclude that the radial boost symmetry (IV.21)
prohibits the existence of a magnetic field in any direc-
tions. Similar to function Q in (IV.7), H and F may
also be considered as scaling functions. Although Q is
arbitrary for conserved charges, the magnetic scaling
functions are constrained by (IV.21).
In the rest of this section, we present two possible
solutions to (IV.20). The first one is found by assuming
Jµ = 0, in the same spirit of (III.24) in the transverse
MHD case. In HICs, such a solution may be regarded as
an approximation to late time hydrodynamical expan-
sion of the QGP, when induced currents are supposed
to be exhausted. This solution is referred to as the
stationary or ZCSSF solution. Another interesting so-
lution is found by assuming H = 1. This assumption
implies Bφ, which translates into By and Bx, to not
change between flow lines at every fixed proper time.
This solution, in contrast to the zero current one, turns
out to be regular at r = 0, and is thus referred to as
the regular self-similar solution.
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A. Zero current self-similar solution
Let us start by considering Jµ from (III.35). As it
turns out, for self-similar flow uµ from (IV.2) with van-
ishing uφ and uη, the τ and r components of Jµ vanish.
We are therefore left with its φ and η components,
Jφ =
1
r2τ
(
r
∂
∂τ
+ τ
∂
∂r
)
F13 − F13
r3
,
Jη =
1
τ3
(
r
∂
∂τ
+ τ
∂
∂r
)
F23 +
τ2 − 2r2
rτ4
F23. (IV.22)
The components of Fµν , arising in (IV.22), are found by
first plugging (IV.13) into (II.8), and then using (III.8).
This results in
Jφ = −A1A2̺
3
0
̺4
√
FH
[
2 +
1− ϑ2
2ϑ
d
dϑ
(FH)
]
,
Jη =
A1̺30
̺4
√H
[
2H+ 1
2
ϑ(1 − ϑ2)dH
dϑ
]
. (IV.23)
The solution to (IV.20) that eliminates the current is
thus given by
H = (1− ϑ
2)2
ϑ4
, F = ϑ4. (IV.24)
Plugging H and F from (IV.24) into (IV.13) and
(IV.14), we arrive at
Bµ = B
(
̺0
̺
)2 (
0,
̺0
r2
,A2 ̺0
τ2
, 0
)
, (IV.25)
and
B = B
(
̺0
̺
)2√
̺20
r2
+A22
̺20
τ2
. (IV.26)
Here, B ≡ A1̺0 is a constant with the dimension of
a magnetic field. In the limit r → 0 and r = τ , B
blows up. Let us notice that in a 3+1 dimensional self-
similar flow, other thermodynamic quantity such as the
entropy and energy densities as well as the temperature
are also proportional to ρ−1 and blow up at r = τ .
Transforming Bµ from (IV.25) back into the Minkowski
coordinate system (t, x, y, z), it is given by
Bµ = B
(
̺0
̺
)2 (
A2 ̺0
τ
sinh η,−y̺0
r2
,
x̺0
r2
,A2 ̺0
τ
cosh η
)
.
(IV.27)
Hence, A2 turns out to be proportional to Bz/B, with
Bz being the z component ofB from (II.11) in the LRF
of the fluid.
B. Regular self-similar solution
Let us now consider (IV.20) again. Plugging H = 1
into this equation gives rise to
1
2
A22(1− ϑ2)
dF
dϑ
+ 2ϑ
(
1 +A22F
)
= 0, (IV.28)
whose solution is given by
F(ϑ) = F(0)(1− ϑ2)2 − ϑ
2
A22
(2− ϑ2). (IV.29)
Plugging (IV.29) into (IV.14) at the point (τ0, r0) =
(τ0, 0), we obtain
B0 = A1A2̺0F(0). (IV.30)
Here, ̺0 =
√
τ20 − r20 = τ0 and B0 = B(τ0, r0 = 0). Let
us assume, without loss of generality, F(0) = 1. We
thus get A1 = A2̺0/B0. Plugging A1 into (IV.25), we
arrive at the regular self-similar solution for Bµ
Bµ = B0
(
̺0
̺
)2
×
(
0,
√
a20 − 1
̺
,
1
τ2
√
̺2 − r
2(τ2 + ̺2)
̺2(a20 − 1)
, 0
)
,(IV.31)
with
B = B0
(
̺0
̺
)2√
1− a20
( r
τ
)2
. (IV.32)
Here, a20 ≡ A
2
2+1
A22
. The radial domain of above solu-
tion is 0 ≤ r < τa0 . On the other hand, a0 is related
to the relative strength of magnetic field in transverse
directions compared to longitudinal ones,
a0 =
√√√√1 +
(
Bφ0
Bη0
)2
. (IV.33)
Here, Bφ0 ≡ Bφ(τ0, 0) and Bη0 ≡ Bφ(τ0, 0). As men-
tioned above, the radial domain of (IV.31), does not
cover the whole radial domain of self-similar flow r ≤ τ .
At any value of τ , the magnetic field exists only in a
circle of radius r⋆ = τ/a0. The value of
∫
r dr B is con-
stant within this circle. Moreover, B exactly vanishes
at r = τ/a0. It is also possible to show that By = rB
φ
at point (t, x, y, z) = (τ, r, 0, 0). For the solution of
(IV.31), By = 0 at r = 0. These kinds of properties are
not relevant in the QGP context. We thus exclude this
solution from the discussion in Sec. VII.
Let us notice, at this stage, that other solutions can
also be found for (IV.20). For example, we may assume
H(ϑ) = 1
ϑ2
exp
(
− ϑ
2
2b2
)
. (IV.34)
Here, b is a constant. Plugging (IV.34) into (IV.20), one
is able to find F , which contains exponential integral
functions, and becomes negative as ϑ tends to unity.
We may alternatively assume F to be unity, and find
H(ϑ) = (1− ϑ
2)2
(A22 + ϑ2)2
. (IV.35)
The radial domain of this solution is highly restricted
too. Moreover, the corresponding electric current does
8
not vanish, in contrast to Jµ arising from the ZCSSF
solution (IV.25). In the rest of this work we focus on
this solution, which is nicely related to the Bjorken and
Gubser solutions, whose corresponding currents also
vanish.
V. GUBSER FLOW IN RELATIVISTIC MHD
The Gubser flow was first introduced in [16] and
then, using a different approach, rederived in [17]. In
this section, motivated by the approach presented in
[16], we mainly focus on its realization in relativistic
MHD. In Sec. VA, we first derive its symmetries in a
rather different way than was presented in [16]. These
symmetries are then applied to MHD, and lead eventu-
ally to the evolution of the magnetic field in this setup
(see Sec. VB).
A. Gubser flow and its symmetries
As aforementioned, the Bjorken four-velocity
(III.14) can be fixed by considering three symmetries8
ξx =
∂
∂x
, ξφ =
∂
∂φ
, ξη =
∂
∂η
. (V.1)
The translational invariance in the y-direction, i.e. ∂∂y ,
is found by commutating ξx and ξφ. Using the Jacobi
identity, it can be shown to be a symmetry as well [23].
The assumption of translational invariance in the trans-
verse x-y plane, as in the Bjorken flow, implies the fluid
transverse size to be infinitely large. Bjorken assumed
that in the central rapidity region, where η ≈ 0, hy-
drodynamic equations respect the symmetries of (V.1).
In particular, he assumed that close to the center of
collisions, there exists a region in the transverse plane
where fluid elements are not affected by the finite size of
the system [9]. This can be interpreted as if in this re-
gion the mean free path of fluid constituents are almost
zero so that they are not aware of the fluid finite size.
According to this picture, the size of this unawareness
region shrinks with the sound velocity as the system
evolves. The mean free path thus increases with time,
and the system becomes diluted. There are, however,
experimental signals that suggest the early existence of
a transverse expansion (for a discussion on these sig-
nals, see [13] and the references therein). The Gubser
flow takes this early transverse expansion into account.
The Gubser’s approach is to replace the Killing
vectors associated with the translational invariance in
(V.1), with weaker symmetries that consider the finite
transverse size. The Bjorken symmetries (V.1) cover all
Killing vectors of M3,1 that may be appropriate in this
8 For simplicity, the first vector is given in (III.13) parameteri-
zation, while the second one in (III.26).
context. To expand the number of available symme-
tries, one extends to the conformal group of M3,1, and,
instead of Killing vectors associated with the aforemen-
tioned translational invariance, considers appropriate
conformal Killing vectors that satisfy conformal Killing
equation (A.9) from Appendix A. In addition, such
conformal Killing vectors must
1. depend on the typical transverse size of the sys-
tem, L,
2. commute with ∂η,
3. reduce to ∂x and ∂y as L→∞,
4. and, finally, reduce to ∂x and ∂y as τ → 0 and
r → 0.
Here, r, τ and η are coordinates defined in (III.27). For
simplicity, we introduce a quantity q ∼ L−1 having
energy dimension. Let us consider ξx ≡ ∂x in (III.27)
coordinates
ξx = cosφ
∂
∂r
− sinφ
r
∂
∂φ
. (V.2)
Let ζ be the conformal Killing vector that replaces ξx.
By requirement 2, components of ζ are found to be η
independent. Using (A.9) with ν = η, one immediately
finds ζη = 0, and thus
∇αζα = 4
τ
ζτ . (V.3)
Equation (V.3) and ζη = 0 ensures (A.9) for metric
components with µ = η and/or ν = η. Using (A.7),
(A.9) is rewritten as
∇µζν +∇νζµ = 2
τ
ζτgµν . (V.4)
For (µ, ν) = (τ, τ), (V.4) gives rise to
τ
∂ζτ
∂τ
= ζτ , (V.5)
whose solution is given by
ζτ = τA(r, φ). (V.6)
This leads immediately to ζτ = 0 at τ = 0. Using the
fact that ζτ has also to vanish at r = 0 and q = 0, we
arrive at ζτ = q2rτA(φ), with A(φ) a function of φ,
which is to be determined. The other two components
of ζ, ζφ and ζr, must reduce to components of (V.2) at
r = τ = 0 and q = 0. It is thus reasonable to assume
ζ = q2τrA(φ)
∂
∂τ
+ [1 + qbB(τ, r)] cosφ
∂
∂r
−[1 + qcC(τ, r)] sin φ
r
∂
∂φ
, (V.7)
with b and c being positive constants, and functions
B(τ, r) and C(τ, r) vanishing at τ = r = 0. These
9
functions are determined by plugging (V.7) into (V.4).
For (µ, ν) = (τ, φ) and (µ, ν) = (τ, r), we arrive at
q2τA′(φ) = −qc sinφ∂C
∂τ
,
q2τA(φ) = qb cosφ
∂B
∂τ
, (V.8)
respectively. An immediate result of (V.8) is that b =
c = 2. Bearing in mind that B(τ, r) and C(τ, r) are
functions of τ and r, and that A(φ) depends only on φ,
(V.8), we obtain
A(φ) = A cosφ,
B(τ, r) =
A
2
τ2 + B¯(r),
C(τ, r) =
A
2
τ2 + C¯(r), (V.9)
with A being a constant, and B¯ as well as C¯ two un-
known functions depending only on r. They are deter-
mined by plugging (V.9) into (V.7). This leads to
ζ = Aq2τr cosφ
∂
∂τ
+ (1 +
A
2
q2τ2 + q2B(r)) cos φ
∂
∂r
−(1 + A
2
q2τ2 + q2C(r))
sin φ
r
∂
∂φ
. (V.10)
Plugging, at this stage, (V.10) into (V.4) with (µ, ν) =
(r, r) and (µ, ν) = (φ, φ), we then obtain
Ar2 − B¯(r) + C¯(r) = 0, B¯′(r) = Ar. (V.11)
Solving (V.11), we finally end up with
ζ = Aq2τr cosφ
∂
∂τ
+
(
1 +
A
2
q2(τ2 + r2)
)
cosφ
∂
∂r
−
(
1 +
A
2
q2(τ2 − r2)
)
sinφ
r
∂
∂φ
, (V.12)
that satisfies (A.9). Here, A remains an arbitrary con-
stant. It can be absorbed into q. Setting, however,
A = 2, the vector introduced in [16] is found. It reads
ζ = 2q2τr cosφ
∂
∂τ
+ [1 + q2
(
τ2 + r2
)
] cosφ
∂
∂r
− [1 + q
2
(
τ2 − r2)]
r
sinφ
∂
∂φ
. (V.13)
Having ζ in hand, it is possible to determine the other
symmetry of the Gubser flow, that replaces ∂y of the
Bjorken flow. It is found from ζ′ = [ζ, ∂φ]. It is then
easy to check that ∂φ, ζ and ζ
′ satisfy the SO(3) algebra
[ξi, ξj ] ∼ ξk, and can be regarded as generators of this
group.
In what follows, we use appropriate symmetry argu-
ments, and show that the Gubser flow is given by
uµ = (coshΘ, 0, 0, sinhΘ) , (V.14)
with
tanhΘ =
2q2rτ
1 + q2 (τ2 + r2)
. (V.15)
To do this, let us consider
LζX = −aX
4
(∇λζλ)X, (V.16)
with X being an arbitrary rank tensor with ζ-weight
equal to aX [16]. Here, aX is a constant number. More-
over, for ζ from (V.13), we have
∇λζλ = 8q2r cosφ. (V.17)
Before proving (V.14), let us first consider a number of
relevant examples for the ζ-weight aX of an arbitrary
rank tensor X. Plugging, for instance, the metric into
(V.16), it turns out that it has a ζ-weight equal to ag =
−2. Moreover, whereas the transverse coordinates, r
and φ, do not have any well-defined ζ-weights, the ζ-
weights for the longitudinal coordinates, τ and η, are
given by aτ = −1 and aη = 0. They arise from
Lζτ = 1
4
(∇λζλ) τ, and Lζη = 0, (V.18)
respectively. In addition to η, the only combination of
coordinates with zero ζ-weight turns out to be [16]
G ≡ 1− q
2
(
τ2 − r2)
2qτ
. (V.19)
Let us now turn back to the Gubser flow (V.14). To
show it, one should bear in mind that uµ is a hydro-
dynamical variable, and as such, it has a well-defined
ζ-weight. Moreover, it also respects boost and rota-
tional symmetries. In other words, it commutes with
the Killing vectors from (III.28). It is thus constrained
to be a function of τ and G. To determine the ζ-
weight of uµ, let us remind that the transverse projec-
tor ∆µν should have the same weight as the metric, i.e.
a∆ = −2. This is satisfied if uµ has a ζ-weight equal
to auµ = −1. From uµuµ = −1, one then finds uµ’s
ζ-weight to be given by auµ = +1. Using, at this stage,
(V.16) for uµ with auµ = +1 and the Z2 symmetry, we
arrive at Gubser four-velocity (V.14). Alternatively, uµ
is given by [26]
uµ =
∂µG√−∂µG∂µG. (V.20)
Similar relations are also found for the Bjorken and
self-similar flows in (III.14) and (IV.4). In contrast to
these flows, however, it turns out that one cannot intro-
duce any proper similarity variable for the Gubser flow
without destroying the corresponding symmetry con-
straints. This is because the only proper scalar in this
setup,
Λ ≡ 2qr
1− q2 (r2 − τ2) , (V.21)
does not have any well-defined ζ-weight, and cannot
therefore be used as a proper similarity variable.
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Let us notice, at this stage, that using the general
solution of (V.16),
X =
X˜(G)
τa
, (V.22)
with G from (V.19)), it is possible to determine the
(τ,G) dependence of other hydro- and thermodynami-
cal variables.9 Plugging, e.g., (V.22) with X = ǫ into
(II.15), and using the EOS,10
ǫ = 3p, (V.23)
leads to
ǫ =
ǫ¯0
τ4 (1 +G2)
4/3
, (V.24)
where ǫ¯0 is an arbitrary integration constant.
11 Alter-
natively, we may use (C.18) for ǫ(τ). By the magic of
symmetries, the energy density and pressure automat-
ically satisfy the Euler equation.
B. Magnetic field from the Gubser flow in
relativistic MHD
Let us now turn back to the implementation of
the Gubser flow into relativistic MHD. This eventually
leads to a (τ,G) dependence of the magnetic field. Let
us notice that such a formulation is possible, because
the electromagnetic part of energy-momentum tensor
(II.7) is traceless. It thus respects the conformal invari-
ance [23].
Let us first consider
B · ∂ = Bφ ∂
∂φ
+Bη
∂
∂η
, (V.25)
that arises from the application of rotational and boost
symmetries from (III.28). In the index free notation,
the Lie derivative of the magnetic four-vector with re-
spect to ζ from (V.13) is thus given by
[ζ, B ·∂] = 2q2rτBφ sinφ ∂
∂τ
+
cosφ
r
{
[1 + q2
(
τ2 − r2)]Bφ + r([1 + q2 (τ2 + r2)]∂Bφ
∂r
+ 2q2rτ
∂Bφ
∂τ
)}
∂
∂φ
+cosφ
{
[1 + q2
(
τ2 + r2
)
]
∂Bη
∂r
+ 2q2rτ
∂Bη
∂τ
}
∂
∂η
+ [1 + q2
(
τ2 + r2
)
]Bφ sinφ
∂
∂r
. (V.26)
On the other hand, according to (V.16), we have
[ζ, B · ∂] ∝ B ·∂ with B · ∂ from (V.25). This implies
the τ and r components of (V.26) to be vanishing. We
therefore arrive at
Bφ = 0. (V.27)
Using, at this stage, the general solution of (V.16) from
(V.22), the formal solution of Bµ is given by
Bµ =
1
τaB
(0, 0, B˜η(G), 0), (V.28)
where aB is the ζ-weight of the magnetic four-vectorB
µ
and B˜η is a scalar function of G from (V.19). To de-
termine aB, let us consider the total energy-momentum
tensor T µν from (II.5). Using (V.24), the ζ-weight of
the energy density turns out to be aǫ = +4. Bearing in
mind that auµ = +1, the ζ-weight of T
µν turns out to
be aT = +6 [see (II.6)]. Plugging, on the other hand,
9 In the rest of this paper, quantities with “tilde” are defined to
be functions of G.
10 To respect conformal invariance the energy-momentum tensor
must be traceless. This implies the EOS to be given by (V.23).
11 Here, ǫ¯0 6= ǫ(τ0, 0).
Fµν ∝ Bρ from (II.8) with Eµ = 0 into (II.7), it turns
out that Bµ shows up in a BµBν combination in the
energy-momentum tensor. Its ζ-weight is thus given by
aB = +3. This immediately leads to
Bµ =
1
τ3
(0, 0, B˜η(G), 0). (V.29)
Comparing, at this stage, (V.29) with the general so-
lution (III.34) for the Bµ field, and bearing in mind
that the Gubser’s setup does not comprise any similar-
ity variable, the functions f and h in (III.34) turn out to
be constant. Hence, the only nonvanishing component
of Bµ is Bη, and (III.34) thus reduces to
Bη = −AQ, (V.30)
with A being a constant and Q the solution to (III.10)
for the Gubser flow (V.14). To find Q, we first notice
that, according to (V.30), aQ = aB = +3. We thus
have
Q =
1
τ3
Q˜(G). (V.31)
Plugging (V.31) into (III.10), and using (A.2) as well
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as (V.14), we arrive first at
∂
∂τ
(
r coshΘ
Q˜(G)
τ2
)
+
∂
∂r
(
r sinhΘ
Q˜(G)
τ2
)
= 0,
(V.32)
that leads to
2GQ˜(G) + (1 +G2)
dQ˜
dG
= 0. (V.33)
Here, the definition of G from (V.19) is used. Solving
(V.33) results in
Q =
Q¯0
τ3(1 +G2)
, (V.34)
where Q¯0 is an arbitrary integration constant. Plugging
finally (V.34) into (V.30) leads to
Bµ = (0, 0, Bη, 0), with Bη = − B¯0
τ3(1 +G2)
.
(V.35)
Here, B¯0 ≡ AQ¯0 and G is given in (V.19). Using
(V.35), (V.19), and the metric (III.26), the magnitude
of magnetic field thus reads
B =
4q2B¯0
1 + 2q2(τ2 + r2) + q4(τ2 − r2)2 . (V.36)
As concerns the Euler equation, plugging (V.35) and
(V.36) into (II.17), and using (V.23) as well as (V.24),
it turns out to be automatically satisfied.
At this stage, a number of remarks are in order.
As we have shown, in the above method of the MHD
realization of the Gubser flow, only the longitudinal z
component of the magnetic field survives.12 In HICs,
however, the created magnetic field is believed to be
aligned in the transverse x-y directions, while its lon-
gitudinal components are reported to be small [2–5].
Although the elimination of transverse components in
Bµ from (V.35) is not a feature of HICs, one may get
some insights about the longitudinal component of the
magnetic field in this approach. The first point is that
the existence of a longitudinal component is controlled
by the finiteness of the transverse size, i.e. by taking
the limit q → 0 or L → ∞, Bz and B automatically
vanish. The second point is that if we consider the ratio
ς ≡ B(τ, 0)/B(τ, 1/q), we obtain
ς =
4 + q4τ4
(1 + q2τ2)2
.
Whereas at τ = 0 we have ς = 4, ς reduces to a mini-
mum of 4/5 at τ = 2/q, and then asymptotically tends
to unity as τ →∞. This indicates thatBz becomes spa-
tially homogeneous in late times. The question whether
12 According to (C.3), in the LRF of the fluid Bx = 0, By =
rBφ = 0 and Bz = τBη 6= 0, with Bη given in (V.35).
these features are of any relevance for the magnetic
fields produced in HICs remains, however, open.
In Secs. III and IV, we introduced a proper similar-
ity variable, and relaxed at least one of the symmetries
of the flow. According to our arguments in the present
section, however, such a similarity variable cannot be
defined for the Gubser flow without destroying the cor-
responding symmetry constraints. We notice that with-
out an appropriate similarity variable, we have to apply
all symmetries from RHD to the relativistic MHD. It
is exactly this full set of symmetries that prohibits the
magnetic field (V.35) to possess transverse components.
In the next section, we slightly modify the alternative
approach to the Gubser flow from [17], and implement
it into relativistic MHD. This modification enables us
to define an appropriate similarity variable, and relax
at least one of the symmetries of the flow. We show
that apart from longitudinal components, nonvanish-
ing transverse components of the magnetic field also
arise, and, at the same time, the corresponding flow
remains preserved. The results presented in the next
section are supposed to be more relevant for the mag-
netic fields created in HICs.
VI. CONFORMAL MHD
In this section, we first start with a brief review of
the method presented in [17]. Then, relaxing a number
of symmetries in this setup, we introduce an appropri-
ate similarity variable. We finally generalize our argu-
ments to relativistic MHD, and determine the space-
time dependence of the magnetic field.
Let us consider two spacetimes that are related
through a Weyl rescaling
ds2 = Ω(x)2dsˆ2. (VI.1)
A physical quantity X, being an arbitrary rank tensor,
is said to have a conformal weight of wX if
X = Ω(x)−wX Xˆ. (VI.2)
Here, Xˆ is the tensor in the spacetime associated with
dsˆ2 from (VI.1).13 Following the standard practice,
we denote the conformal weight of X with [X]. All
hydrodynamical degrees of freedom, in particular, the
four-velocity, have definite conformal weights [17].14 In
contrast, the acceleration aµ does not have any defi-
nite conformal weight. This is why, a nonaccelerating
flow in a conformally flat spacetime can transform to
an accelerated one in the flat spacetime. Using Ω = τ
in (VI.1), the four-dimensional Minkowski spacetime is
13 In the rest of this paper, quantities with “hat” are in the space-
time associated with dsˆ2 from (VI.1).
14 This is a similar concept like the ζ-weight in Sec. V.
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transformed into dS3×E1 [17]. The corresponding met-
ric is then parameterized as
dsˆ2 = −dρ2 + cosh2 ρ sin2 θ dφ2 + dη2 + cosh2 ρ dθ2.
(VI.3)
Here,
sinh ρ = −1− q
2
(
τ2 − r2)
2qτ
,
tan θ =
2qr
1 + q2 (τ2 − r2) . (VI.4)
Comparing with the definitions of G and Λ in (V.19)
and (V.20), one notices that G = − sinh ρ and Λ =
tan θ. The corresponding Christoffel symbols to (VI.3)
read
Γρθθ = cosh ρ sinh ρ, Γ
ρ
φφ = cosh ρ sinh ρ sin
2 θ,
Γθρθ = tanh ρ, Γ
θ
φφ = − cos θ sin θ,
Γφρφ = tanh ρ, Γ
φ
φθ = cot θ.
(VI.5)
According to the arguments in [17], a stationary fluid
with SO(3) × SO(1, 1) × Z2 symmetry in dS3 × E1
transforms into the Gubser flow in the Minkowski
spacetime M3,1. As in previous sections, the Killing
vector associated with the SO(1, 1) subgroup is ∂η.
Moreover, it is known that the SO(3) subgroup of
SO(3) × SO(1, 1) × Z2, which acts on the S2 part of
dS3 with a constant ρ, contains ∂φ and [23]
ξ1 = sinφ
∂
∂θ
+ cot θ cosφ
∂
∂φ
,
ξ2 = cosφ
∂
∂θ
− cot θ sinφ ∂
∂φ
. (VI.6)
Comparing (VI.6) with (V.2), reveals ξ1 and ξ2 being
translations in S2. Using (VI.6) and (III.28), physical
quantities are thus functions of ρ, that plays the role of
τ in the Bjorken flow. A comparison with the Bjorken
case (III.14) gives rise to
uˆµ = − ∂µρ√−∂µρ∂µρ = (−1, 0, 0, 0). (VI.7)
Hence, in the coordinates presented by (VI.3), the fluid
is stationary. The Gubser flow in the flat spacetime,
(V.14), can be rederived from (VI.7) with an appropri-
ate Weyl rescaling together with a coordinate transfor-
mation [17].
At this stage, instead of applying (VI.6) and (III.28)
to the field strength tensor, and arriving at a constant
magnetic field, we relax (VI.6), and introduce a proper
similarity variable ϑ = ϑ(θ). This leads to the same
velocity profile (VI.7), but physical quantities, in par-
ticular, the electromagnetic field strength tensor may
acquire θ dependence. Following the arguments pre-
sented in [10, 15], it turns out that the θ dependence of
the energy density and pressure are eliminated. How-
ever, certain scaling function for the temperature re-
mains (see Appendix B for some more details). In this
way, the hydrodynamics of the Gubser flow remain es-
sentially the same as presented in [16, 17].
To generalize the above arguments to MHD, let us
bear in mind that the equations of MHD (II.1) and
(II.3) are conformal invariant, and that a solution can
be transformed between two conformally related space-
times. Inspecting electromagnetic terms in T µν , one
finds
[Fαβ ] =
d+ 4
2
, [Fαβ ] =
d− 4
2
. (VI.8)
For d = 4, we have, in particular, [Fαβ ] = 0. On the
other hand, as we have argued before, Bµ appears in
a BµBν combination in the energy-momentum tensor.
Hence,
[Bµ] =
d+ 2
2
, [Bµ] =
d− 2
2
, [B] =
d
2
. (VI.9)
We therefore have
Bµ(x) = Ω−
d+2
2
∂xµ
∂xˆν
Bˆν(xˆ). (VI.10)
In what follows, we first determine the components of
Bµ in dS3 × E1, where, according to (VI.7), the fluid
turns out be stationary. Using (VI.10), we then trans-
form them back into the Minkowski spacetime. To solve
MHD equations in the (VI.3) spacetime, let us consider
the Killing vectors (III.28), this time in the dS3 × E1
spacetime. Similar to the transverse MHD setup, since
the fluid is stationary, the electric component of the
field strength tensor vanish, i.e. Fˆ0i = Fˆi0 = 0, and
(III.3) thus leads to
∂Fˆ13
∂ρ
= 0,
∂Fˆ23
∂ρ
= 0. (VI.11)
We use the following ansatz for two nonvanishing com-
ponents of Fµν , which turn out to be functions of ϑ,
Fˆ23 = A1
√
F(ϑ), Fˆ13 = − sin θA2
√
H(ϑ). (VI.12)
Here, similar to (IV.12), A1 and A2 are constants, and
F(ϑ) and H(ϑ) two unknown scaling functions. Plug-
ging, at this stage, (VI.12) into (II.10), we arrive first
at
Bˆµ =
1
cosh2 ρ sin θ
(
0,A1
√
F(ϑ), sin θA2
√
H(ϑ), 0
)
.
(VI.13)
To determine the scaling functions F(ϑ) and H(ϑ), let
us consider the Euler equation (II.17). Here, similar to
the case of the Bjorken flow, the fluid is not accelerated.
We thus have aˆµ = 0. Being merely a function of ρ, the
pressure pˆ satisfies
∆ˆµν∂ν pˆ = 0. (VI.14)
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The Euler equation (II.17) thus reduces to
1
2
∆ˆµν∂νBˆ
2 = ∆ˆµν∇ρ
(
BˆνBˆ
ρ
)
= −∆ˆµνΓβανBˆαBˆβ
= − cosh2 ρ sin2 θ ∆ˆµνΓφφν
(
Bˆφ
)2
= − cosh2 ρ sin2 θ ∆ˆµν (tanh ρ δρν + cot θ δθν) (Bˆφ)2 .
(VI.15)
Plugging (VI.13) into (VI.15), we thus arrive at
1
2
∆ˆµν∂ν
[(
1
cosh2 ρ sin θ
)2 (
r2A21F(ϑ) + τ2A22 sin2 θ H(ϑ)
)]
= −r
2A21F(ϑ)
cosh2 ρ
∆ˆµν
(
tanh ρ δρν + cot θ δ
θ
ν
)
. (VI.16)
Bearing in mind that the fluid in dS3×E1 is stationary,
it turns out that ∆ˆiν = giν for the spatial directions
i = θ, φ, η, while it vanishes in the temporal direction
ρ. Hence, (VI.16) becomes trivial for µ = ρ. For µ =
{φ, η}, the lhs of (VI.16) vanishes because of (III.28),
and the rhs because of Kronecker δs. Setting µ = θ,
(VI.16) thus reads
A21 cosh2 ρ
(
1
2
dϑ
dθ
dF
dϑ
+ cot θF(ϑ)
)
+
1
2
A22
dϑ
dθ
dH
dϑ
= 0.
(VI.17)
Let us notice that (VI.17) must be satisfied for any
value of ρ. In addition, the solutions are to be indepen-
dent of a particular choice for ϑ. Hence, without loss
of generality, we let ϑ = θ. At ρ = 0, we thus obtain
A21
(
1
2
dF
dθ
+ cot θF(θ)
)
= −1
2
A22
dH
dθ
. (VI.18)
Plugging (VI.18) back into (VI.17) leads to(
1
2
dF
dθ
+ cot θF(θ)
)
= 0, and
dH
dθ
= 0. (VI.19)
The solutions to (VI.19) read15
F(θ) = 1
sin2 θ
, and H(θ) = 1. (VI.20)
Plugging, at this stage, (VI.20) into (VI.13) leads to
Bˆφ =
A1
cosh2 ρ sin2 θ
, and Bˆη =
A2
cosh2 ρ
. (VI.21)
To transform Bˆµ back into the Minkowski spacetime,
we use (VI.10). Using the fact that the coordinates η
and φ are the same in dS3×E1 and M3,1, (VI.10) with
Ω = τ and d = 4 reduces to
Bµ =
Bˆµ
τ3
. (VI.22)
15 For simplicity, integration constants are chosen to be unity.
Plugging (VI.21) into (VI.22), and using (VI.4) as well
as the relation r = τ cosh ρ sin θ, the components of the
magnetic field in conformal MHD read
Bφ =
A1
r2τ
,
Bη =
1
τ
4q2β0A1
[1 + q4(τ2 − r2)2 + 2q2(τ2 + r2)] , (VI.23)
with β0 ≡ A2/A1. In the limit of τ → 0, β0 reduces,
for qr = 1, to
β0 = lim
τ→0
Bη
Bφ
∣∣∣∣
qr=1
. (VI.24)
Hence, Bµ in the Minkowski spacetime is given by
Bµ =
(
0, Bφ, Bη, 0
)
, (VI.25)
with Bφ and Bη from (VI.23). Taking the covariant
square root of (VI.25), the magnitude of the magnetic
field given by
B = A1
[
1
r2τ2
+β20
(
4q2
[1 + q4(τ2 − r2)2 + 2q2(τ2 + r2)]
)2 ]1/2
.(VI.26)
Let us now consider the solutions (VI.23) and (VI.26)
for Bµ and B in the Minkowski spacetime. As it turns
out, in contrast to the longitudinal coordinate of the
magnetic field Bη, its transverse one Bφ is independent
of the system transverse size L ∼ q−1. In addition,
B exhibits a full symmetry under exchange of τ and r.
The first term is, however, singular in r and τ . Neglect-
ing the longitudinal term including q, and defining B0
to be the value of B at some arbitrary point (r0, τ0), B
is then given by
B = B0
r0τ0
rτ
. (VI.27)
For any fixed radius r⋆, (VI.27) is B = B0
τ0
τ , which is
the same as the transverse MHD result (III.22), with B0
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replaced with B0 ≡ B0r0/r⋆ and fixed r⋆. Same scaling
behavior occurs for the radial evolution of the magnetic
field, because of the aforementioned symmetry under
the exchange of r and τ .
We close this section with the computation of the
electric current in this conformal MHD setup. Using
(II.4) and the dS3×E1 metric (VI.3), we first arrive at
Jˆµ =
1√−g∂ν
(
Fˆµν
√−g
)
=
1√−g
[
∂ρ
(
Fˆµρ
√−g
)
+ ∂θ
(
Fˆµθ
√−g
)]
=
1
cos2 ρ sin θ
∂θ
(
Fˆµθ cos2 ρ sin θ
)
=
(
∂
∂θ
+ cot θ
)
Fˆµθ. (VI.28)
Plugging then (VI.20) into (VI.12), we obtain
Fˆφθ = − β0A0
cosh4 ρ sin θ
,
Fˆ ηθ =
A0
cosh2 ρ sin θ
. (VI.29)
We finally arrive at
Jˆµ = 0, (VI.30)
by plugging (VI.29) into (VI.28). Transforming (VI.30)
back into the Minkowski space, we obtain16
Jµ = 0. (VI.31)
This result is in contrast to the cases of transverse MHD
and self-similar flow in Secs. III and IV. In transverse
MHD setup in Sec. III, the electric current vanishes if
Bµ from (III.22) is assumed to be boost invariant. In
the self-similar flow in Sec. IVA), we assumed Jµ =
0, and found a specific solution to (IV.20). In both
cases, we could, in principle, use the heuristic relation
E/B ∼ J/(Bσe) to study the consistency of the ideal
MHD limit. However, since Jµ identically vanishes,
such argument does not hold in the present case.
VII. COMPARISON OF SOLUTIONS
In this section, we compare different features of the
solutions presented in previous sections. In particu-
lar, we focus on the ZCSSF solution from (IV.25) and
(IV.26) as well as the CMHD solution from (VI.23) and
(VI.26). To do this, we define (see Appendix C for more
details),
Binit. ≡ |B(τ0, r0)|, (VII.1)
16 We notice that such a transformation is only allowed when a
quantity has a definite conformal weight. According to [17] the
conformal weight of the current is [Jµ] = 4.
with B =
(
0, rBφ, τBη
)
from (C.3), and examine the
evolution of the dimensionless quantity B/Binit. for B
being ZSCCF and CMHD solutions. Let us notice that
studying B/Binit., instead of B, enables us to compare
these solutions independent of Binit., that cannot be
determined in the MHD framework. In this way, we
measure, without loss of generality, any local quantity
at a point (t, x, y, z) = (τ, r, 0, 0). In the context of
HICs, where the z-axis is identified with the beam di-
rection, (τ, r, 0, 0) turns out to be on the axis of the
impact parameter characterized by φ = 0 in the mid-
rapidity η = 0. Apart from Binit., we also define
α =
Bz
By
∣∣∣
φ=0,η=0
, (VII.2)
as the ratio of the longitudinal and transverse compo-
nents of the magnetic field. Here, α is the cotangent
of the angle between B and the beamline. Using α,
and, in particular, α0 gives us the possibility to express
different solution-dependent parameters with a single
free parameter (see Appendix C for more details).17 In
what follows, the point (τ0, r0) is referred to as the ini-
tial point. We assume τ0 = 0.5 fm/c and r0 = csτ0,
where cs = 1/
√
3 is the speed of sound. Whereas, the
value of r0 is arbitrary, and can thus be chosen as small
as desired, τ0 is roughly equal to the thermalization
time [12]. Another useful quantity is λ, defined by
λ ≡ Bz
B
∣∣∣
φ=0,η=0
. (VII.3)
Here, Bz = τB
η is the longitudinal magnetic field com-
ponent and B = |B|, with B from (C.3). We demon-
strate the evolution of the dimensionless quantity λ/λ0
for the ZCSSF and CMHD solutions with respect to τ
and r. Similar to α, λ turns out to be the cosine of the
angle between B and the beamline. To have a measure
for the strength of the magnetic field, we also study the
ratio of magnetic field energy B2 over the fluid energy
density ǫ,
σ ≡ B
2
2ǫ
. (VII.4)
This quantity is, in particular, related to the Alfve´n
wave velocity [27]
vA ≡
√
2σ
2σ + 1 + c2s
, (VII.5)
that goes to the speed of light c = 1, as σ tends to
infinity.
The corresponding B fields to the ZCSSF and
CMHD solutions turn out to be only functions of r
17 In general, X0 denotes the quantity X as measured at the
initial point, i.e. X0 ≡ X(τ0, r0).
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FIG. 1. (color online). (a) The (τ, r) dependence of B/Binit. for the ZCSSF solution (C.9) is plotted for α0 = 0.01. The
magnetic field turns out to be restricted to the domain r ≤ τ . (b) The (τ, r) dependence of B/Binit. for the CMHD solution
(C.15) is plotted for α0 = 0.01 and 1/q = 4.3 fm [16]. In contrast to the ZCSSF case, there is no restriction on the radial
domain of the CMHD solution.
and τ , and to have no radial components.18 In gen-
eral, at a fixed value of r, the τ -dependency of the B
field describes its evolution with time, whereas the r
dependence at a fixed value of τ gives the spatial dis-
tribution of the magnetic field in the transverse plane.
As it turns out, the evolution and spatial distribution
in both cases are sensitive to α0 = α(τ0, r0) with α de-
fined in (VII.2). Despite this similarity, two solutions
are different in many aspects. The first difference is
in their radial domain of validity. Whereas the CMHD
solution covers the whole domain [r0,∞) for any fixed
value of τ , the ZCSSF solution merely covers r ≤ τ .
This is demonstrated in Fig. 1, where the (τ, r) depen-
dence of B/Binit. for the ZCSSF and CMHD solutions
from (C.9) and (C.15) are plotted in Fig. 1(a) and
Fig. 1(b), respectively. Moreover, the magnetic field
turns out to be generally stronger in the CMHD solu-
tion than the ZCSSF one [see Fig. 2, where the (τ, r)
dependence of BCMHD/BZCSSF is plotted].
19 As the sys-
tem evolves, the ZCSSF solution significantly lags be-
hind the CMHD one. For the CMHD solution, B is not
far from Binit. for a significant timescale τ ≃ 5-6 fm/c,
that covers most of the hydrodynamical expansion near
the center of the collision. On the other hand, for the
ZCSSF solution, the magnetic field becomes one order
of magnitude smaller at a very short timescale. Let us
18 In (IV.25) and (VI.26), r =
√
x2 + y2 is the length of r =
(x, y), which is defined to be in the transverse x-y plane.
19 Here, Bsol with sol = {ZCSSF,CMHD} are defined by B = |B|
from (C.3), with (Bφ , Bη) from (IV.25) for the ZCSSF solution
and from (VI.23) for the CMHD solution (see Appendix C for
more details).
notice that if Binit. is sufficiently large to have measur-
able quantum effects, then significant physical differ-
ences will arise. These properties are demonstrated in
Fig. 3, where the τ dependence of [B/Binit.]sol, with
sol = {ZCSSF,CMHD}, is plotted for α0 = 0.01 (solid
orange curves) and α0 = 1 (dashed blue curves).
In Fig. 4, the r dependence of B/Binit. for the ZC-
FIG. 2. (color online). The (τ, r) dependence of the ratio
BZCSSF/BZCSSF is plotted for α0 = 0.01 and 1/q = 4.3 fm.
Both magnetic fields are comparable around τ = r line. For
τ > r and any fixed value of r, the CMHD solution becomes
significantly larger than the ZCSSF one.
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FIG. 3. (color online). The τ dependence of B/Binit. for the ZCSSF solution (panel a) and CMHD solution (panel b) is
plotted at r = r0 and for α0 = 0.01 (solid orange curve) and α0 = 1 (dashed blue curve). For the CMHD solution q is chosen
to be q = 1/4.3 fm−1. Whereas B/Binit. for the ZCSSF solution drops below 0.1 around τ ∼ 1 fm/c, B for the CMHD
solution becomes 0.1Binit. at τ ∼ 6 fm/c. In contrast to BCMHD, the decay of the ZCSSF field turns out to become faster, if
the initial magnetic field has a large component along the beamline. The latter is characterized with larger α0.
FIG. 4. (color online). The r dependence of B/Binit. for the ZCSSF solution (panel a) and the CMHD solution (panel b)
is plotted at τ = τ0 and for α0 = 0.01 (solid orange curves) and α0 = 1 (dashed blue curves). For the CMHD solution q is
chosen to be q = 1/4.3 fm−1. Whereas BZCSSF blows up as r → τ (this is indicated by the vertical green line in panel a),
BCMHD is finite in the whole range of r. For the latter case, the decay of B is slower for the initial magnetic field having a
larger component along the beamline (larger α0).
SSF and CMHD solutions is demonstrated for α0 =
0.01 (solid orange curve) and α0 = 1 (dashed blue
curve). A comparison of the radial and temporal de-
pendence of BZCSSF in Figs. 4(a) and 3(a) shows that
the radial dependence of BZCSSF is quite different from
its temporal evolution. As concerns its radial depen-
dence, the magnetic field tends to infinity as r/τ → 1.
In particular, it does not exist for r > τ . The verti-
cal green line in Fig. 4(a) indicates the r = τ validity
borderline for the ZCSSF solution (here, τ = τ0 = 0.5
fm/c). We notice that, mathematically, this inherent
feature of the ZCSSF solution arises from the factor
1/̺ in (C.9). In contrast to the ZCSSF solution, the
radial dependence of the magnetic field for the CMHD
solution, demonstrated in Fig. 4(b) is very similar to
its temporal evolution from Fig. 3(b). Similar to its
temporal dependence, B . Binit. for a relatively large
distance r ∼ 4-5 fm.
In HIC experiments, the longitudinal component of
the magnetic field, Bz, is generally reported to be small
[2]. However, in our solutions, Bz does not vanish nei-
ther in the ZCSSF nor in the CMHD cases.20 More-
over, as it is demonstrated in Figs. 3 and 4 for the τ
and r dependence of the magnetic field, B/Binit. is sen-
sitive to α0. As it turns out, the ZCSSF and CMHD
solutions behave differently for various choices of α0.
20 Let us notice that Bz is not forced to be zero. But, if it is zero
at the initial point, it remains zero during the evolution.
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FIG. 5. (color online). The τ dependence of λ/λ0 for the ZCSSF solution (panel a) and the CMHD solution (panel b) is
plotted at r = r0 and for α0 = 0.01 (solid orange curves) and α0 = 1 (dashed blue curves). For the CMHD solution q is
chosen to be q = 1/4.3 fm−1. Whereas [λ/λ0]ZCSSF decreases with increasing τ , [λ/λ0]CMHD exhibits a maximum at τ ∼ 4τ0,
and then slowly decreases with increasing τ . This maximum becomes larger, the smaller α0 is chosen.
FIG. 6. (color online). The r dependence of λ/λ0 for the ZCSSF solution (panel a) and the CMHD solution (panel b) is
plotted at τ = 4τ0 and for α0 = 0.01 (solid orange curves) and α0 = 1 (dashed blue curves). For the CMHD solution q
is chosen to be q = 1/4.3 fm−1. Whereas [λ/λ0]ZCSSF increases with increasing r, and it is slightly suppressed once larger
values of α0 are chosen, the r dependence of [λ/λ0]CMHD share the same properties with its τ dependence, i.e. for α0 being
small enough, a relatively large maximum appears that then slowly decays. For larger values of α0, [λ/λ0]CMHD remains
small.
Whereas the ZCSSF solution decays faster for larger
values of α0, the CMHD solution lives longer for the ini-
tial magnetic field having larger component along the
beamline (see the plots in Fig. 3, and compare the
τ dependence of the ZCSSF and CMHD solutions for
α0 = 0.01 and α0 = 1). Moreover, the CMHD solution
turns out to be significantly more sensitive to α0 com-
paring to the ZCSSF solution. As concerns the radial
dependence of B/Binit. for the ZCSSF and CMHD solu-
tions, whereas BZCSSF increases with a larger slope, the
decay of BCMHD becomes slower for larger values of α0
[see Fig. 4(b)], so that for larger values of α0, BCMHD is
relatively strong in larger radial distances with respect
to the centrum of the collision at r = 0.
The evolution of [λ/λ0]ZCSSF and [λ/λ0]CMHD in the
temporal τ and radial r directions is presented in Figs.
5 and 6, respectively. For the ZCSSF solution, λ/λ0
always decreases as the system evolves, although for
an initially large α0, it decreases at a slower pace [see
Fig. 5(a) and compare the evolution of [λ/λ0]ZCSSF for
α0 = 0.01 (solid orange curve) and α0 = 1 (dashed
blue curve)]. The evolution of λ/λ0 for the CMHD so-
lution is rather different. It experiences an initial rise
to a peak, and then mildly tends to zero at infinity.
Interestingly, a smaller initial α0 enhances [λ/λ0]CMHD
significantly stronger than a larger one [see Fig. 5(b),
and compare the evolution of [λ/λ0]CMHD for α0 = 0.01
(solid orange curve) and α0 = 1 (dashed blue curve)].
As it is demonstrated in Fig. 6(a), the radial distribu-
tion of [λ/λ0]ZCSSF is approximately linear, and becomes
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larger with increasing r up to the validity borderline of
this solution at r = τ , demonstrated with a vertical
green line (here τ = 4τ0 = 2 fm/c). The radial de-
pendence of [λ/λ0]CMHD in Fig. 6(b) shares the same
properties with its temporal evolution from Fig. 5(b).
In view of the above qualitative results, it would be
interesting to further explore the role playing by the
longitudinal component of the magnetic fields created
in HIC experiments.
Let us now consider σ defined in (VII.4). The ra-
tio σ/σ0 for the ZCSSF and CMHD solutions are pre-
sented in (C.12) and (C.19), respectively.21 Whereas
for [σ/σ0]ZCSSF the parameter κ turns out to be a free
parameter, σ/σ0 arising from the conformal solution for
the magnetic field (VI.23) as well as the corresponding
energy density (V.24), or equivalently (C.18), are re-
stricted to possess a conformal EOS ǫ = κp with κ = 3.
Let us first consider [σ/σ0]ZCSSF from (C.12). In Fig.
7, we have plotted the τ dependence of this quantity
for fixed r = r0 and α0 = 0.01 [Fig. 7(a)] and α0 = 1
[Fig. 7(b)] for two different κ = 3 (solid orange curves)
and κ = 10 (blue dashed curves).22 Whereas for κ = 3
and α = 0.01 [σ/σ0]ZCSSF remains almost constant, for
α0 = 1, it decreases very fast in the early stages af-
ter the collision, and then becomes saturated to a con-
stant value 0.2 in late times. In contrast, for κ = 10,
[σ/σ0]ZCSSF decreases for both α0 = 0.01 and α0 = 1.
The effect of different choices of α0 on the evolution
of [σ/σ0]ZCSSF is also demonstrated in Fig. 8(a), where
the τ dependence of [σ/σ0]ZCSSF is plotted for r = r0,
κ = 10, and two different α0 = 0.01 (solid orange curve)
and α0 = 0.5 (dashed blue curve). As it turns out,
larger values of α0 suppress the evolution of [σ/σ0]ZCSSF.
As concerns the evolution of [σ/σ0]CMHD, it is plotted
in Fig. 8(b) for r = r0, 1/q = 4.3 fm, and two different
α0 = 0.01 (solid orange curve) and α0 = 0.5 (dashed
blue curve). In contrast to [σ/σ0]ZCSSF,[σ/σ0]CMHD in-
creases with increasing τ .
The r dependence of [σ/σ0]sol for sol
= {ZCSSF,CMHD} is plotted in 9 for two differ-
ent α0 = 0.01 (solid orange curves) and α0 = 0.5
(dashed blue curves). Neglecting the blow up at the
r = τ validity borderline, demonstrated by the vertical
green line in Fig. 9(a), [σ/σ0]ZCSSF decreases with
r, and, in contrast to its temporal evolution, it is
enhanced for larger values of α0. The same is also
true for the r dependence of [σ/σ0]CMHD from Fig.
9(b), which is maximized in regions where τ/r is far
from unity. Comparing the τ and r dependence of
[σ/σ0]CMHD from Figs. 8(b) and 9(b), it turns out that
at any fixed value of r, σCMHD increases significantly
with τ , while for fixed values of τ , σ starts with a
sharp decline to a minimum at some r > r0. It then
increases with increasing r. The difference between
21 See Appendix C for a derivation of these two expressions in
(C.12) for the ZCSSF and (C.19) for the CMHD solution.
22 Nonconformal values for κ in ǫ = κp are also used in [28].
FIG. 7. (color online). The τ dependence of [σ/σ0]ZCSSF
is plotted for r = r0, α0 = 0.01 (panel a) and α0 = 1
(panel b) as well as different values for κ = 3 (solid orange
curves) and κ = 10 (dashed blue curves). For small values
of α0, [σ/σ0]ZCSSF remains almost constant for κ = 3, that
characterizes the conformal EOS. For a smaller speed of
sound, e.g. κ = c−2s = 10, [σ/σ0]ZCSSF decays as the system
evolves.
the temporal evolution and radial distribution for
the CMHD solution, is because of the breakdown of
r ↔ τ symmetry in ǫ from (V.24), or equivalently from
(C.18).
Let us notice, at this stage, that in [29] the value
of σ0 is reported to be of order 10
−2 in central HICs.
This is a small value that makes the effects arising from
magnetic fields much inferior than that from the hydro-
dynamical expansion. However, if in a particular event
the initial value of σ is not very small, in late times or
far from the center of the collision, the magnetic en-
ergy density B2 may compete with fluid energy density
ǫ. This may be a motivation for studying the effects
arising from magnetic fields on the acceleration of the
fluid.
We close this section with a qualitative comparison
of our solutions with few numerical results from the
literature. The magnitude of the magnetic field gen-
erated in HIC experiments is usually reported in the
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FIG. 8. (color online). The τ dependence of [σ/σ0] for the ZCSSF solution (panel a) and the CMHD solution (panel b) is
plotted at r = r0 and for α0 = 0.01 (solid orange curves) and α0 = 0.5 (dashed blue curves). For the CMHD solution q is
chosen to be q = 1/4.3 fm−1. The parameter κ, appearing in the EOS ǫ = κp is chosen to be κ = 10 for the ZCSSF and
κ = 3 for the CMHD solution. In contrast to [σ/σ0]ZCSSF, [σ/σ0]CMHD increases with increasing τ . Different choices for α0
affect the evolution of σ/σ0.
FIG. 9. (color online). The r dependence of [σ/σ0] for the ZCSSF solution (panel a) and the CMHD solution (panel b) is
plotted at τ = τ0 and for α0 = 0.01 (solid orange curves) and α0 = 0.5 (dashed blue curves). For the CMHD solution q is
chosen to be q = 1/4.3 fm−1. The parameter κ, appearing in the EOS ǫ = κp is chosen to be κ = 10 for the ZCSSF and
κ = 3 for the CMHD solution. The validity borderline for the ZCSSF solution at τ = r is demonstrated by a vertical green
line. Both [σ/σ0]ZCSSF and [σ/σ0]CMHD decrease with increasing r at early stages after the collision, and then, after passing
a minimum, they increase with increasing r. Different choices for α0 significantly affect the evolution of σ/σ0.
form eB/m2π. According to [2–5, 29], at RHIC center
of mass energies
√
sNN = 200GeV, eB/m
2
π is estimated
to be of order eB ∼ 5m2π. The aforementioned value is
the event-by-event average value of By, and, one should
bear in mind that these values correspond to very early
stages of the collision. External sources quickly van-
ish, and the magnetic field declines in a nonconductive
gluon dominated medium. A formula for the early time
dynamics of the magnetic field is given by (see [2] and
the references therein),
eBy(τ) =
eBy (0)
(1 + τ2/t2B)
3/2
, (VII.6)
where tB = 0.065 fm/c at RHIC top energies. Using
(VII.6), one arrives for eBy(0) = 5m
2
π and τB = 0.065
fm/c at eBy ∼ 10−2m2π for τ = 0.5 fm/c. In (VII.6),
there is no information about spatial distribution of B,
and it thus cannot be used for fixing Binit.. In [5, 30],
another useful ansatz is suggested for magnetic fields
arising from near-central collisions
eB(τ, r)
m2π
=
1
a1 + b1τ
exp
(
− r
2
σ2r
)
. (VII.7)
Here, numerical parameters are given by a1 = 78.2658,
b1 = 79.5457 fm
−1 and σr = 3.5 fm for a zero impact
parameter b = 0. In Fig. 10(a), the τ dependence of
eB/m2π is plotted for eB arising from the CMHD so-
lution with α0 = 0.01 (solid orange curve) and α0 = 1
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FIG. 10. (color online). (a) The τ dependence of eB/m2pi is plotted for the CMHD solution with α0 = 0.01, 1 as well as
1/q = 4.3 fm, the ZCSSF solution for α0 = 0.01, the early time dynamics (VII.6) (denoted by “E-Time”) for eB0 = 4mπ
2,
and the phenomenological Gaussian ansatz for r = r0 (denoted by “Gaussian”) (VII.7). The τ dependence of (VII.7) is
roughly τ−1, while (VII.6) ones is approximately τ−3. The CMHD solution transmits between τ−1 at early times to τ−3 at
late times. The CMHD solution with larger α0 turns out to be more similar to the Gaussian ansatz. The ZCSSF solution
is more similar to the early time dynamics, and changing α0 does not significantly modify this behavior (not shown). (b)
The r dependence of eB/m2pi is plotted for the CMHD solution with α0 = 0.01, 1 and 1/q = 4.3 fm as well as for the
Gaussian ansatz for τ = τ0. Although for larger α0, the magnetic field survives up to larger distances to the origin, but the
r dependence of the CMHD solution remains quite different from the r dependence of the Gaussian ansatz (VII.7).
(dashed blue curve), and from the ZCSSF solution with
α0 = 0.01 (dotted yellow curve). Moreover, eB/m
2
π is
plotted for the early time magnetic field from (VII.6)
with eBy(0) = 4m
2
π (dotted-dashed magenta curve) and
the Gaussian ansatz (VII.7) (green dashed curve). To
arrive at eBy(0) = 4m
2
π for (VII.6), we compared eB
from (VII.7) at τ = τ0 = 0.5 fm/c and r = r0 = 0.5cs
with eB from (VII.6) at τ = τ0 = 0.5 fm/c, and arrived
at eB0 ≈ 4m2π. As it turns out, the early time dynamics
(VII.6) is a decay of τ−3 type leading to a fast decay
of the magnetic field. On the other hand, (VII.7) is
a combination of a τ−1 temporal decay with a Gaus-
sian radial distribution, and turns out to be slower than
that arising from the Bjorken MHD, i.e. B ∝ τ−1 from
(III.22). The ZCSSF solution for small values of α0 is
very close to the early time dynamics, the CMHD so-
lution transmits between a τ−1 decay of Gaussian type
magnetic field from (VII.7) at early times to a τ−3 from
(VII.6) decay at late times [see Fig. 10(a)]. This is con-
sistent with the phenomenological picture of the QGP
evolution, that it transmits from an early Bjorken flow
to a later Hubble expansion [12]. The 3+1 dimensional
self-similar flow, being a Hubble expansion, may be con-
sidered as an effective picture in the later stages of the
QGP spacetime history. By virtue of these results, one
may conclude that the CMHD solution probably gives
the best qualitative picture of the magnetic field evolu-
tion in all stages of the QGP evolution from τ0 ∼ 0.5
fm to τf ∼ 10 fm/c. In Fig. 10(b), the r dependence of
eB/m2π is plotted for BCMHD with α0 = 0.01 (solid or-
ange curve), α0 = 1 (dashed blue curve) and the Gaus-
sian ansatz (VII.7) (dotted yellow curve). Although for
α0 = 1, the magnetic field survives in larger distances
from the origin, but the r dependence of the CMHD
solution remains quite different from the r dependence
of the Gaussian ansatz (VII.7).
VIII. CONCLUDING REMARKS
In this paper, we studied the evolution of magnetic
fields within an infinitely conductive fluid, using, in par-
ticular, the 3 + 1 dimensional self-similar and Gubser
flows. We followed a systematic procedure, and derived
the corresponding flows and magnetic fields to these se-
tups. This procedure is mainly based on the applica-
tion of appropriate spacetime symmetries, and can be
summarized as follows: In general, a solution to RHD
may be obtained by considering a set of isometries I.
This set must at least contain three independent isome-
tries to fix the four-velocity uµ. There may also exist
a scalar, Γ, that is invariant under all isometries in I.
If this is the case, the partial differential equations of
RHD reduce to ordinary differential equations with Γ
being an independent variable. In addition, the four-
velocity may be proportional to partial derivatives of Γ
with respect to given coordinates. For the Bjorken, 3+1
dimensional self-similar and Gubser flows, Γ was found
to be Γ = {τ, ̺,G}, respectively [see (III.13), (IV.1),
and (V.19)]. It is also possible to derive the same veloc-
ity four-vectors by relaxing some of the aforementioned
isometries in I. This can be done by introducing a
proper scalar ϑ, that must respect the remaining set of
isometries S. In this way, apart from the four-velocity,
the energy density remains also the same as is obtained
by application of I. In the case of an ideal fluid, this is
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because the Euler equation prevents the pressure and
energy density to obtain ϑ dependence. As a simple
example, we considered the spacetime rapidity η as the
proper scalar in the Bjorken flow. Here, although the
reduced set of isometries did not include the boost in-
variance, the Euler equation forced the pressure and
energy density to be boost invariant.23 We showed
that this trick is indeed crucial for the generalization
of RHD solutions to ideal MHD. If S contains at least
two independent isometries, the homogeneous Maxwell
equations can significantly be simplified. Assuming the
ideal MHD limit, one is then able to determine field
strength tensor, and eventually the magnetic field, up
to two unknown functions of ϑ. These functions, that
are referred to as scaling functions, can be found by
solving the MHD Euler equation.
To set a benchmark for this procedure, we repro-
duced the previous results on the transverse MHD from
[8, 10]. In addition to these results, we found that the
induced current vanishes if the boost invariance is not
relaxed. We then applied this procedure to the case of
3 + 1 dimensional self-similar and Gubser flows in or-
der to study the consequences of the QGP transverse
expansion on the lifetime of the magnetic field. Here,
in contrast to the Bjorken 1 + 1 dimensional case, the
dependence of the magnitude of magnetic field on the
proper scalar ϑ did not vanish. This was because of ad-
ditional terms in the MHD Euler equation, that did not
appear in the Bjorken case. In the 3+1 dimensional self-
similar flow, the aforementioned ϑ dependence turned
out to be mandatory. In addition, the Euler equation
transformed into one equation for two unknown func-
tions. We found a physically acceptable solution by as-
suming that the induced current vanishes (the ZCSSF
solution).
As concerns the implementation of the Gubser flow
into relativistic MHD, it turned out that in the flat
space, it is impossible to introduce a proper scalar that
respects the desired symmetries. It was this lack of a
proper scalar that led to the elimination of the mag-
netic field in transverse directions with respect to the
beamline. This makes the corresponding magnetic field
unappropriate for the purpose of HICs. We could re-
solve this problem by exploiting the technique of Weyl
transformations from [17]. The resulting solution was
referred to as the CMHD solution. According to our
numerical results from Sec. VII, the CMHD solution
transforms from an early time Bjorken ideal MHD so-
lution to a late time 3 + 1 self-similar MHD solution
as the system evolves. Moreover, the corresponding
induced current automatically vanishes. This is consis-
tent with the numerical results from [5]. Let us notice
that if the induced current vanishes, the electric con-
ductivity of the QGP becomes almost irrelevant for the
magnetic field evolution. This is also in agreement with
our previous results from [10], where we showed that in
23 This is the essence of the 1 + 1 self-similar flow [15].
nonideal transverse MHD the magnetic field is not sig-
nificantly modified by the finite electric conductivity,
and that a finite electric conductivity does not neces-
sarily lead to a deviation from the ideal MHD. It is note-
worthy to mention that in order for the magnetic field
to deviate from the ideal regime, the boost invariance
must also be broken. In the nonideal transverse MHD,
although the magnitude of the magnetic field remains
boost invariant, but its direction explicitly depends on
the spacetime rapidity η [10].
According to our results from Sec. VI, in any fixed
distances from the origin, the evolution of the trans-
verse component of the CMHD solution is similar to
that of the Bjorken solution from the ideal transverse
MHD [see (VI.23)]. This is also consistent with the nu-
merical results from [5, 31]. We also showed that, once
a small longitudinal component for the magnetic field
is assumed, the radial expansion of the fluid does not
significantly modify the magnetic field evolution. Let
us, however, notice that the longitudinal component of
the magnetic field vanishes only if the fluid transverse
size is assumed to be infinitely large. In a more realis-
tic setup, however, even an initially small longitudinal
component can be enhanced in certain regions of the
spacetime (see Sec. VII). We thus conclude that there
may be an unexplored role of the longitudinal compo-
nent of the magnetic field in HICs, which deserves to
be taken into account.
At this stage, let us notice that the ideal MHD limit,
which is used in the present work, is based on the
assumption of an infinitely large electric conductivity
of the QGP. This leads, however, to a large magnetic
Reynolds number Rm ≡ σeLu. Here, L and u are a
typical size and velocity of the fluid. For L ∼ 10 fm
and u ∼ 0.5, we arrive for Rm ≫ 1 at σe ≫ 40 MeV.
Such a large electric conductivity is much larger than
typical lattice QCD results for σe from, e.g., [32]. It
would be thus useful to extend the present work to non-
ideal MHD, and look for a generalization of self-similar
and Gubser solutions of ideal MHD to a resistive fluid
(nonideal MHD), as is already performed for the 1 + 1
dimensional Bjorken flow in [10]. Another important
extension is related to the assumed rotational invari-
ance around the beamline, which turns out to be a poor
approximation if the collision is not near-central. Inter-
estingly, a novel analytical solution for off-central HICs
is recently introduced in [33], that calls for a general-
ization to ideal and noideal MHD, using the symmetry
arguments presented in this paper.
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Appendix A: Useful definitions
In this appendix, we present a quick review of math-
ematical concepts used in this work (see [23] for more
details).
The covariant derivative of a vector is given by
∇µW ν = ∂µW ν + ΓνµρW ρ,
∇µWν = ∂µWν − ΓρµνWρ. (A.1)
For an arbitrary rank tensor Qµ1µ2···ν1ν2··· , the covariant
derivative is found by assuming a multiplication of vec-
tors Wµ1V µ2Uν1Xν2 · · · . Some useful identities are
∇µWµ = 1√−g∂µW
µ, (A.2)
∇µY µν = 1√−g∂µ
(√−gY µν)+ ΓνµρY µρ. (A.3)
For the antisymmetric tensor Fµν , we have, in partic-
ular,
∇µFµν = 1√−g∂µ
(√−gFµν) . (A.4)
The Lie derivative of a vector with respect to ξµ is given
by
LξWµ = ξν∂νWµ −W ν∂νξµ,
LξVµ = ξν∂νVµ + Vν∂µξν . (A.5)
In the index free notation, i.e. W = Wµ∂µ, the Lie
derivative is replaced by the Lie bracket as
LξWµ = [ξ,W ]µ. (A.6)
The Lie derivative of the metric is given by
Lξgµν = ∇µξν +∇νξµ. (A.7)
A Killing vector ξ is a vector that satisfies the Killing
equation
Lξgµν = 0. (A.8)
In the same spirit, in four-dimensional spacetime, a con-
formal Killing vector ξ satisfies
Lξgµν = 1
2
(∇.ξ)gµν . (A.9)
The dS3 is the set of points in M3,1 that satisfies
−(X0)2 + (X1)2 + (X2)2 + (X3)2 = L2. (A.10)
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Assuming L = 1, for the sake of simplicity, the Xµ
coordinates can be re-parameterized using
X0 = sinh ρ, X3 = cosh ρ cos θ,
X1 = cosh ρ sin θ cosφ, X2 = cosh ρ sin θ sinφ. (A.11)
In these coordinates, we have ds2 = −dX02 + dX12 +
dX2
2
+ dX3
2
takes the form (VI.3).
Appendix B: Scaling functions in the conformal
RHD
In this appendix, we briefly comment on scaling
functions in the conformal RHD. As it was mentioned
in Sec. VI, one may assume θ to be a proper similarity
variable. This also allows the temperature to possess a
θ dependency as
T =
Tˆ0
τ
(cosh ρ)
−2/3 T (θ). (B.1)
Here, T (θ) is an arbitrary scaling function. Using
(V.23), we obtain for a baryon-free quark matter,
Ts = ǫ + p = 4p. (B.2)
For an ideal nondissipative fluid the entropy density
satisfies (III.10). This leads to
s =
sˆ0
τ3
(cosh ρ)
−2 S(θ). (B.3)
According to (II.18), p from (B.2) is not function of θ.
We thus have T (θ)S(θ) = 1.
Appendix C: Matching free parameters in the
ZCSSF and CMHD solutions
In Sec. VII, we compared different features of the
ZCSSF and CMHD solutions from (IV.25) and (VI.26).
To do this, we had to bring the free parameters appear-
ing in these solutions into connection. In this appendix,
we explain how free parameters in these solutions are
matched. Before starting, let us remind that two pa-
rameters appear in each of these solutions. We thus
need two equations to fix them. Here, we use the mag-
nitude of the magnetic field at some fixed point and
the ratio By/Bz at the same point, and reexpress free
parameters in terms of these quantities. To find them,
we first find a relation between the corresponding mag-
netic four-vectors and the local magnetic three-vectors
to these solutions. Let us consider Bµ in ordinary
Minkowski coordinates (t, x, y, z),
Bµ =
(
zBη,−yBφ, xBφ, tBη) . (C.1)
Performing an appropriate boost to the LRF of the fluid
at (t, x, y, z) = (τ, r, 0, 0), we arrive for the ZCSSF and
Gubser flows
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uµ
ZCSSF
= xµ/̺, uµ
Gubser
= (coshΘ cosh η, sinhΘ cosφ, sinhΘ sinφ, coshΘ sinh η) , (C.2)
at
B = (0, rBφ, τBη). (C.3)
The Lorentz transformation tensor associated with this
boost reads
Λ0ν = −uν , Λij = δij +
uiuj
1 + u0
. (C.4)
At the initial point (τ0, r0), (C.3) gives rise to
Binit. = (0, r0B
φ
0 , τ0B
η
0 ), (C.5)
where B
φ/η
0 = B
φ/η(τ0, r0). Plugging at this stage,
(C.3) into α from (VII.2), we arrive first at
α =
τBη
rBφ
. (C.6)
At the initial point, (C.6) then reads
α0 =
τ0B
η
0
r0B
φ
0
. (C.7)
We are now in a position to use α0 from (C.7) to fix
free parameters A2, a0 and β0 in (IV.25), (IV.31) and
(VI.26).
For the ZCSSF solution from (IV.25), we get
A2 = α0 τ0
r0
. (C.8)
Plugging (C.8) into (IV.25), and using (C.5), we arrive
at[
B
Binit.
]
ZCSSF
=
1√
1 + α20
(
̺0
̺
)2√(r0
r
)2
+ α20
(τ0
τ
)2
,
(C.9)
with B = |B| and Binit. = |Binit.|, where B and Binit.
are from (C.3) and (C.5), respectively. Plugging first
(IV.25) into λ from (VII.3), and using C.8, leads to
λZSSF = α0
(τ0
τ
)( r
r0
)[
1 + α20
(τ0
τ
)2( r
r0
)2]−1/2
.
(C.10)
Using (C.10), we then arrive at
[
λ
λ0
]
ZCSSF
=
τ0
τ
r
r0
√√√√ 1 + α20
1 + α20
(
τ0
τ
)2 ( r
r0
)2 . (C.11)
Finally, using (IV.10) and (C.5) for the ZCSSF solution
(IV.25), σ from (VII.4) is given by
σZCSSF =
σ0
1 + α20
(
̺0
̺
)1−3/κ [(r0
r
)2
+ α20
(τ0
τ
)2]
,
(C.12)
with σ0 ≡ σ(τ0, r0) ≡ Binit.2ǫ0 .
Let us now consider the CMHD solution (VI.23) [or
equivalently (VI.22) with Bˆµ from (VI.21)]. Plugging
(VI.22) into α0 from (C.7), we first arrive at
α0 =
τ0
r0
Bˆη0
Bˆφ0
=
τ0
r0
β0 sin
2 θ0, (C.13)
where θ = θ(τ0, r0). Using then (VI.4), (C.13) yields
β0 = α0
[1 + q4
(
τ20 − r20
)2
+ 2q2
(
τ20 + r
2
0
)
]
4q2r0τ0
. (C.14)
Using (C.14), B/Binit. is found for the CMHD solution.
In terms of (ρ, θ) coordinates appearing in (VI.3) and
(VI.4), it is given by
[
B
Binit.
]
CMHD
=
1√
1 + α20
(τ0
τ
)2(cosh ρ0
cosh ρ
)2
×
[
α20 +
(τ0
τ
)2( r
r0
)2(
sin4 θ0
sin4 θ
)]1/2
. (C.15)
Plugging (VI.23) [or equivalently (VI.22) with Bˆµ from
(VI.21)] into λ from (VII.3), we get
λCMHD =
α0r0τ sin
2 θ√
α20r
2
0τ
2 sin4 θ + r2τ20 sin
4 θ0
. (C.16)
Here, β0 =
α0r0
τ0 sin2 θ0
from (C.13) is used. From (C.16),
we obtain
[
λ
λ0
]
CMHD
= r0τ sin
2 θ
√
1 + α20
α20r
2
0τ
2 sin4 θ + r2τ20 sin
4 θ0
.
(C.17)
To determine σ from (VII.4) for the CMHD solution,
let us first consider ǫ from (V.24). Bearing in mind
that in the coordinates appearing in (VI.3) and (VI.4),
1 + G2 = cosh2 ρ, and defining ǫ0 ≡ ǫ¯0τ40 (cosh2 ρ0)4/3 , we
arrive at
ǫ = ǫ0
(τ0
τ
)4(cosh ρ0
cosh ρ
)8/3
. (C.18)
Using then (C.15), we finally obtain
σCMHD =
σ0
1 + α20
(
cosh ρ0
cosh ρ
)4/3
×
[
α20 +
(τ0
τ
)2( r
r0
)2(
sin4 θ0
sin4 θ
)]
, (C.19)
with σ0 ≡ B
2
init.
2ǫ0
.
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