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Abstract
This thesis describes optical measurements on nanophotonic devices with integrated
electrically tuneable quantum dots. The quantum dots enable a range of non-linear
behaviour, including single photon generation and the generation of entangled pho-
tonic states on-chip. Device behaviour can be controlled by applying electric fields to
the devices, enabling fast switching and tuning of device behaviour.
A waveguide-coupled electrically-driven single-photon source is demonstrated. Elec-
troluminescence from a single quantum dot is coupled to a single-mode suspended
nanobeam waveguide. The number of quantum dots coupled to the waveguide is lim-
ited in order to isolate emission from a single source. The single-photon nature of the
emission is confirmed using correlation measurements.
The non-linear behaviour of a quantum dot in a single mode photonic crystal waveg-
uide is investigated. In this work three charge states of the same quantum dot are
investigated using resonance fluorescence and resonant waveguide transmission. A
strong non-linear effect is generated by the single quantum dot, enabling interac-
tions between pairs of photons and the generation of a two-photon bound state. Fast
switching of the device is demonstrated by the application of an electric field.
A waveguide-coupled quantum optical filter is presented. This device utilises Fano
interference in a QD-waveguide system to modulate a coherent photonic input, gen-
erating a bunched or antibunched output. The photon statistics of the output can be
tuned by changing the bias applied to the device.
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1 — Introduction
1.1 Quantum Information Processing
The field of quantum information processing uses quantum states to enhance the
transfer and manipulation of information. It is based on the manipulation of quan-
tum bits, or ’qubits’, two-state quantum mechanical systems capable of carrying
quantum information. Currently, three main areas of interest in quantum informa-
tion processing are quantum cryptography [1], quantum metrology [2,3] and quantum
computing [4–6].
In quantum computing, qubits are used to perform computation. Qubits allow several
improvements on classical computing due to the phenomena of quantum superposi-
tion and entanglement [7, 8]. Platforms for quantum computation need to meet the
DiVinchenzo criteria [9], which outline the necessary requirements on the physical sys-
tem. It has been shown that quantum computing will allow several classes of problem
to be performed exponentially faster [8, 10–12], reducing them from non-polynomial
to polynomial complexity.
In quantum cryptography, single photons are used to send information between two
parties. It relies on the principles of quantum measurement on single particles to de-
tect the presence of eavesdroppers, providing a secure method for sharing information
across public channels [1].
In quantum metrology, quantum states are used to improve the sensitivity of mea-
surements of physical parameters [2]. One important example is the use of N00N
states to improve the sensitivity of phase measurements in an interferometer [13,14].
One implementation of a quantum computer is based on quantum optical logic gates.
These perform quantum operations on photons. A universal basis for quantum com-
1
1.2. Integrated photonics as a platform for quantum information
processing
putation can be achieved with just two different types of gate [7,15]. One single qubit
gate – e.g. a 𝜋/2 phase shift or a Hadamard gate [16] – and one two-qubit gate – e.g.
a CNOT [17] or controlled-phase [18–20] gate – is required to create a universal set
of logic [7]. Implementation of single qubit gates is possible with linear optics only,
and it has been shown that linear optics can be used as a basis for quantum comput-
ing [21–24]. However, efficient two-qubit gates require non-linear optical behaviour
at the single-photon level [18,25].
1.2 Integrated photonics as a platform for quan-
tum information processing
There are many different systems which can be used as qubits, these include: sin-
gle electron spins [26], single photons [22, 27–31], and anharmonic oscillators - for
example atomic energy levels [32] or Josephson junctions [33]. Therefore of great in-
terest is the ability to create single photons [22,34] and isolate single electrons [26] or
atoms [32]. In addition, the interactions between these different qubits are powerful
tools in quantum information processing.
In this work we investigate the potential of integrated photonics; a platform which
offers the possibility of a scalable quantum system with an extremely high compo-
nent density [27, 35, 36]. In photonics, photons are used as flying qubits; photons
are ideal qubits as they only interact weakly with the environment, isolating them
from dephasing effects [36]. Quantum information is encoded into either the path
or the polarisation of the photon. Integrated photonics has been used to implement
boson sampling [11, 37], one implementation of linear optical quantum computing.
In integrated photonics the generation and manipulation of single photons can be
aided by embedded two-level systems (TLS). A single TLS can act as a source of
single-photons [38,39] or as a light-matter interface [40]. In addition, the light-matter
interactions of a two-level system can enable strong interactions between photons [41],
which do not naturally interact [22]. Currently there are many competing candidate
systems, including quantum dots in III-V materials [42, 43], colour centres in dia-
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mond [44], and trapped ions [32,45–48] or molecules [49].
We investigate the potential of InAs self-assembled quantum dots in GaAs. QDs
are solid-state systems, allowing them to be integrated into photonic structures [42].
Non solid-state systems such as trapped ions require complicated techniques such as
optical tweezers [50] to efficiently couple light into the system. QDs have favourable
optical properties in comparison to similar solid-state atom systems due to the direct
band gap of III-V semiconductors. For example, colour centres in diamond have large
phonon sidebands [44], which reduces the coherence of emission from these structures.
However there are difficulties in using QDs; the size, and consequently the emission
wavelength, of each QD is different, and QD coherence is reduced by interactions with
the environment [51, 52]. Despite these difficulties, QDs have shown their potential
in recent years as single-photon sources with extremely favourable properties [14,53],
in particular the high collection efficiencies enabled by photonic nanostructures [30].
1.3 Outline of this work
In this work, progress is made towards scalable integrated quantum light sources and
photonic logic gates. In chapter 4 an on-chip electrically driven single-photon source
is demonstrated; electrical driving and integration of a single-photon source allows
scaling to devices which require multiple single-photon sources. In chapter 5 a 1D
atom system consisting of a single QD efficiently coupled to a single-mode nanopho-
tonic waveguide is investigated. Electrical tuning and modulation of a single-photon
non-linearity is demonstrated, this non-linearity enables light-matter interactions and
photon-photon interactions. The non-linearity is stronger than observed in recent
work on similar systems; this strong interaction is enabled by the slow light effect of
a photonic crystal waveguide. In chapter 6 an integrated quantum optical filter is
demonstrated. This filter uses Fano interference in the 1D atom system to modulate
a coherent input, producing quantum states of light. The state of the output can be
tuned using an electric field, allowing local tuning of the device and tuning of photon
statistics without tuning the wavelength of the input/output light.
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2 — Background
This chapter introduces the physical systems studied in this thesis. First the statisti-
cal properties of different quantum states of light are introduced. The energy levels,
optical properties and coherence properties of quantum dots are discussed. Then
field of nanophotonics is introduced and the photonic structures used in this work are
described. The chapter ends with brief explanations of the 1D atom model and Fano
interference.
2.1 Quantum Photonics
2.1.1 Photon statistics
In quantum photonics, a beam of light is considered as a stream of photons rather
than a classical wave [54]. In this section we introduce the statistics of the photon
stream. We discuss the different statistical possibilities; and how the photon statistics
of a beam are characterised.
Coherent light
The first case to consider is coherent emission. In coherent light there are no time-
dependent intensity fluctuations. This case describes most classical light sources, most
importantly laser sources. A coherent beam of photons is represented in Figure 2-
1a, photons in the stream are randomly distributed. It is important to note that
attenuating the source does not change the photon statistics.
5
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Figure 2-1: Representation of the three types of photon statistics. (a) Coherent light,
the photons are randomly distributed in time. (b) Antibunched light, the photons
are separated by some minimum time interval. (c) Bunched light, most photons are
bunched together in groups.
Antibunched light
Antibunched light is the most commonly considered state in quantum photonics. An
antibunched beam of photons is shown in Figure 2-1b. Antibunched light constists
of single photons separated by some time interval; the time interval does not need
to be regular. Antibunched light is also called single-photon emission. Sources of
antibunched emission are generally single light emitting particles, such as individual
atoms [55] quantum dots [14,30,34,53,56–59] or colour centres [44,60].
Bunched light
The third statistical state is called bunched light. An example of bunched photons
is shown in Figure 2-1c. In bunched emission, photons are more likely to be in
groups than isolated. Sources of bunched light include ’chaotic’ light sources (i.e.
classical light sources in which light intensity fluctuates over time) and quantum
optical filters [61–68]. In quantum optical filters, single photons are removed from a
coherent stream to create a bunched output.
6
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2.1.2 Measurement of photon statistics
In order to analyse the photon statistics of a stream of light, the second order cor-
relation function needs to be introduced. The second-order correlation is defined
by:
𝑔(2)(𝜏) =
⟨𝑛1(𝑡)𝑛2(𝑡+ 𝜏)⟩
⟨𝑛1(𝑡)⟩⟨𝑛2(𝑡+ 𝜏)⟩ , (2.1)
where 𝑛𝑖(𝑡) is the number of counts registered on detector 𝑖 at time 𝑡. The angled
brackets ⟨...⟩ represent integrals over a large range of 𝑡. An important case of this
equation is 𝑔(2)(0), which describes the probability of two-photons arriving at the
detector at the same time, compared to two-photons arriving separated by a large
time difference.
For coherent light, there is no time correlation in the intensity. Photons are separated
by random time intervals, therefore the probability of two-photons being detected at
the same time is equal to the probability of two-photons being separated by a large
time; 𝑔(2)(𝜏) = 1. In antibunched light photons are separated by some minimum time
difference, therefore the probability of detecting two photons at the same time is low;
𝑔(2)(𝜏) < 1. In bunched light photons are grouped together, therefore photons are
more likely to arrive at the same time; 𝑔(2)(𝜏) > 1.
2.2 III-V Quantum Dots
The quantum emitters studied in this thesis are InAs/GaAs self-assembled quantum
dots (QDs). These nanostructures are small islands of strained InAs in a bulk GaAs
matrix [69,70]. The difference in band gap of InAs and GaAs creates a 3-D potential
well, confining charge carriers within the QD. This nanometer-scale 3-D confinement
of carriers leads to discrete quantised energy levels within the QD [71]. As a result,
the energy levels of a single QD form an anharmonic oscillator, and can be used as a
two-level system (TLS) [42]. QDs are powerful elements in quantum photonics, acting
as high-quality single-photon sources [29,30,56,57] and optical non-linearities [35,43].
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2.2.1 Energy levels
The three-dimensional confinement of carriers in QDs creates discrete energy levels.
These energy levels are analogous to atomic energy levels. In this work we consider
only the lowest energy levels, the s-shell for electrons in the conduction band and
heavy-holes in the valence band. Higher energy states are not considered as the
available thermal energy, 𝑘𝐵𝑇 , is much smaller than the energy of the intraband
transitions. When excited, carriers in these states quickly relax to the lowest available
energy state by the emission of phonons. These higher energy states include the 𝑑−
and 𝑓−shell energy levels, and the light-hole energy levels. The lowest energy levels
are isolated from these higher transitions, allowing the QD to be considered as a much
simpler system of few energy levels.
Each lowest energy level can contain up to two electrons or holes. Due to the Coulomb
interaction electrons and holes in the QD form excitonic states. There is a ladder of
exciton states available from the ground state (0) to the biexciton (2𝑋) state. The
simplest exciton which is formed is the neutral exciton (𝑋0), consisting of one electron
(𝑒−) and one hole (ℎ+). The electron has an s-type wavefunction, with total angular
momentum 𝐽𝑒,𝑧 = ±1/2; the heavy hole has a p-type wavefunction, with total angular
momentum 𝐽ℎ,𝑧 = ±3/2 [72]. The neutral exciton exhibits four spin states, which are
superpositions of the individual 𝑒− and ℎ+ spin states. The four energy states are:
𝑋𝐵 =
1√
2
(|⇑↓⟩+ |⇓↑⟩) (2.2a)
𝑌𝐵 =
1√
2
(|⇑↓⟩− |⇓↑⟩) (2.2b)
𝑋𝐷 =
1√
2
(|⇑↑⟩+ |⇓↓⟩) (2.2c)
𝑌𝐷 =
1√
2
(|⇑↑⟩− |⇓↓⟩) (2.2d)
The 𝑋𝐵 and 𝑌𝐵 states have a total angular momentum 𝑚𝑗 = ±1, these are known as
bright states because the exciton can relax from these states to the ground state by
emitting a photon. The 𝑋𝐷 and 𝑌𝐷 states have total angular momentum 𝑚𝑗 = ±2,
they are known as dark states because the transition to the ground state is optically
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forbidden due to the difference in angular momentum [73].
In the absence of a magnetic field or spin interaction these four states would be
degenerate. The degeneracy of the bright and dark states is lifted by the short range
electron-hole spin interaction. If the QD is asymmetric, the degeneracy of the bright
exciton states (𝑋𝐵 and 𝑌𝐵) is lifted, this is known as fine structure splitting [72]. The
𝑋𝐵 and 𝑌𝐵 states emit linearly polarised photons with orthogonal polarisations.
In addition to the neutral exciton to ground state transition (𝑋0 → 0), there are
three other radiative exciton transitions of interest. These are the positive exciton
(𝑋+ → ℎ+), negative exciton (𝑋− → 𝑒−) and biexciton (2𝑋 → 𝑋0) transitions. None
of these excitons have non-degenerate spin states unless under a magnetic field [74,75].
The four exciton transitions have different transition energies due to the Coulomb
interaction between the charge carriers. The charge state of the exciton is determined
by the charge environment around the QD. In diode structures the charge state can
be controlled [76,77] by controlling the tunnelling rates of carriers into and out of the
QDs.
2.2.2 Quantum confined Stark effect
The emission energy of light from a QD transition depends on the energy difference
between the electron and hole states. Applying an electric field to the QD modifies
the shape of the conduction and valence bands. The effect of an electric field applied
in the growth direction is shown in Figure 2-2; the electron and hole wavefunctions
are shifted by the electric field to lower energy states. This results in a reduction in
the energy difference of the electron and hole states, and a subsequent redshift in the
light created by this transition. This field dependence of the emission energy is called
the Quantum Confined Stark Effect (QCSE).
The energy shift as a function of electric field is given by Equation 2.3.
Δ𝐸(𝐹 ) = 𝑝𝐹 + 𝛽𝐹 2, (2.3)
where 𝑝 is the electric dipole moment of the QD, and 𝛽 is the polarisability.
The QCSE can be used to fine tune the photon energy in quantum optical exper-
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Figure 2-2: Effect of an external electric field in the z-direction on QD transition
energy. (a) The band structure and transition energy of an exciton in a quantum dot
under no electric field (i.e. flat band conditions). (b) The band structure of the same
quantum dot under an electric field. The electron and hole wavefunctions are shifted
by the electric field. This redshifts the transition energy of the exciton due to the
quantum-confined Stark effect.
iments, or to adjust the detuning of a QD transition relative to the energy of an
incoming photon. The electric field is a particularly powerful control mechanism in
nanophotonics as it can be used to address individual QDs [78], and it allows fast
modulation of the QD energy [79].
At large electric fields, the electron and hole will tunnel out of the QD. This limits
the tuning range which can be achieved using the QCSE. The maximum tuning range
is determined by the potential barrier between the QDs and the doped layers. The
effective barrier height can be increased by using QDs with lower energy states, or by
surrounding the QDs with a large band-gap material, for example AlGaAs.
For the QDs studied in this thesis - InAs QDs in bulk GaAs emitting at 900 nm - the
maximum tuning range is ∼0.15 meV. When a larger field is applied carriers tunnel
out of the QD and emission is quenched. Tuning ranges of 4 meV have been observed
in InAs QDs emitting at 1.5 𝜇m [80], and tuning ranges of 25 meV have been achieved
in QDs emitting at 900 nm by using large AlGaAs barriers [81].
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2.2.3 Coherence in Quantum Dots
The energy distribution of photons emitted by a TLS depends on the coherence time
of the emitter. This distribution is a Lorentzian line, with a full-width half-maximum
defined by Equation 2.4 [82]
𝐹𝑊𝐻𝑀 =
ℎ
𝜋 · 𝑇2 , (2.4)
where 𝑇2 is the coherence time.
In the ideal case, the coherence of light emitted from a TLS transition is determined
by the lifetime of the emitter (with 𝑇2 = 2𝑇1). In this case the emission line from
the TLS transition has an energy distribution known as the radiative linewidth. It
is important for many quantum photonics applications for the emission linewidth
to be at the radiative limit. However, there are several mechanisms which affect
the coherence of the emission. In the following section we consider the dephasing
mechanisms relevant to this work, pure dephasing and spectral wandering, and the
associated coherence of resonance fluorescence from a QD.
2.2.3.1 Pure dephasing
Pure dephasing is a term encompassing a range of dephasing mechanisms, most no-
tably acoustic phonon interactions [83–85], which reduce the coherence of the exci-
tonic state. Pure dephasing effects have no effect on the exciton population in the
QD. The coherence time of emission including pure dephasing effects is given by
Equation 2.5 [42].
1
𝑇2
=
1
2𝑇1
+
1
𝑇 *2
, (2.5)
where 𝑇2 is the coherence time of the emitted light, 𝑇1 is the lifetime of the QD and
𝑇 *2 is the pure dephasing time.
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2.2.3.2 Spectral wandering
QDs also experience spectral wandering, a dephasing process arising from interac-
tions with the local charge environment. Fluctuations in the charge environment
around the QD cause the QD energy to fluctuate over time due to the QCSE. These
fluctuations in QD energy reduce the coherence of single-photon emission from the
QD. The radiative linewidth can be recovered by measuring the QD on a very short
timescale [34], or by using resonant excitation [86]. When exciting resonantly a photon
is only absorbed when the QD is resonant with the laser. This property is favourable
when measuring resonant emission, however it has a deleterious effect when measur-
ing resonant absorption. This has a severe effect on the measurements in chapter 5,
which require a deterministic interaction with the QD.
It is important in many areas of QD research to minimise the effects of spectral wan-
dering. This is done by limiting the number of charge traps in the GaAs crystal
and by keeping the charge traps saturated with carriers. Spectral wandering can also
be mitigated by reducing the QD lifetime; this makes the radiative linewidth of the
QD broader and the effect of spectral wandering less significant [43]. It has been
shown that charge traps are particularly prevalent at dry-etched surfaces, therefore
thin membrane structures can cause additional spectral wandering [51]. The effect of
surfaces can be mitigated using a 𝑝 − 𝑖 − 𝑛 diode to control the electric field across
the QD, screening the QD from the field caused by surface charge fluctuations [77].
The charge traps are kept full by limiting the available escape mechanisms of carriers
in the charge traps, by working at low temperature [87] and using low power laser
excitation [52]. Typically the random fluctuations of charge environment change the
shape of the emission line from Lorentzian to Gaussian. However if the charge states
are saturated the wandering can be in the ‘motional narrowing regime’ in which a
Lorentzian broadening is observed [88].
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2.2.3.3 Resonance Fluorescence
When a QD transition is excited resonantly, there are two contributions to the coher-
ence of the output [89]. These are resonant Rayleigh scattering (RRS) and resonant
photoluminescence (RPL). The output signal is a superposition of these two contri-
butions. The RRS component inherits the coherence of the excitation laser; the RPL
has coherence determined by the coherence time of the QD, 𝑇2, and the excitation
power used. The relative intensity of the two components in the low power limit is
determined by Equation 2.6 [89], it depends on the lifetime, 𝑇1, and coherence time,
𝑇2, of the QD,
𝐼𝑅𝑅𝑆
𝐼𝑇𝑜𝑡𝑎𝑙
=
𝑇2
2𝑇1
, (2.6)
where 𝐼𝑅𝑅𝑆 is the intensity of resonant Rayleigh scattering from the QD and 𝐼𝑇𝑜𝑡𝑎𝑙 is
the total intensity scattered from the QD.
2.3 Integrated Nano-photonics
In order to couple light efficiently to quantum dots, they are embedded in nano-
photonic devices. The small scale of the devices enables high coupling efficiencies
between embedded emitters and the photonic devices [35]. III-V semiconductors
leverage the direct band gap of the material to create efficient light-matter interfaces.
The high refractive index of GaAs minimises optical loss between devices.
Nano photonic devices have been developed that function effectively as important
photonic components. These include single-photon sources [90, 91], cavities [29, 92],
beam splitters [93–96], phase shifters [95,96,96], on-chip single-photon detectors [97]
and spectral filters [98,99]. These different devices can be connected together on-chip
using optical waveguides [42]. Integrated nano-photonics offers a scalable approach
to quantum photonics, as multiple devices can be connected together on a single chip
with minimal losses. This method creates a photonic chip with a high component
density [42].
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2.3.1 Nanophotonic Devices
2.3.1.1 Nanobeam Waveguides
Critical to nano-photonics is the ability to confine light in nano-photonic structures
and to guide light around a circuit. This can be achieved using an air-clad suspended
nanobeam waveguide, which confines light in two directions by total internal reflec-
tion, leaving one allowed propagation direction. This nanobeam is a horizontal GaAs
nanowire; the surrounding material has been etched away. SEM images of typical
suspended nanobeams used in this work are shown in Figure 2-3.
The dimensions of the nanobeam are carefully chosen to allow only a single TE mode
to propagate. The cross-sections of these nanobeams are 280x170 nm2. The high re-
fractive index of GaAs in comparison to air allows efficient confinement of the mode,
minimising waveguide loss. In Figure 2-3 roughness can be seen on top of the nanos-
tructure; this is material that has deposited on the surface which is removed in a
subsequent cleaning step.
2.3.1.2 Photonic crystal waveguides
Another method of controlling the propagation of light is to use a photonic crystal.
Photonic crystals are periodic structures, alternating between two materials of dif-
ferent refractive index. A photonic band gap is created by this periodic structure,
analogous to the electronic band gap created by the periodic lattice of a semicon-
ductor. Light in this band gap cannot propagate through the photonic crystal. The
distance between holes in the photonic crystal determines the energy of the band
gap, related by the equation 𝑎 = 𝜆/2𝑛, where a is the lattice period of the photonic
crystal. In this work we use we use photonic crystal devices with a period of roughly
250 nm, these photonic crystals block the propagation of light in the range 900-950
nm. By removing the holes in one row of the photonic crystal, as shown inFigure 2-4,
we can create a path along which light can propagate.
The photonic crystals used in this work are 2D triangular photonic crystals. They
consist of an array of air holes in a GaAs slab. The photonic crystal confines light
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Figure 2-3: Nanobeam waveguides. (a) Angled SEM image of a free-standing
nanobeam waveguide, the top surface and side wall of the beam are visible. (b)
Top-down SEM image of a nanobeam waveguide; the top end is terminated by a
Bragg grating outcoupler, the bottom end is connected to a GaAs slab.
in the plane of the slab. Light is confined vertically by total internal reflection, as in
the nanobeam.
Photonic crystal devices are created by introducing defects into a photonic crystal.
In the photonic crystal devices studied in this work, the defects are a row of missing
holes in the lattice; a structure known as a W1 waveguide. SEM images of a PhC
waveguide device are shown in Figure 2-4. In this device a single ‘gap-guided’ mode
allows light to propagate along the row of defects. The group velocity of this guided
mode is highly frequency dependent; it is reduced at frequencies close to the band
edge [100–102]. This is called the slow light effect; the reduction in group veloc-
ity increases the interaction strength of QDs coupling to this mode [102], enabling
high coupling efficiencies [103, 104] and increasing the radiative decay rate of the
QD [43, 100, 101]. This increase is described by the Purcell factor (𝐹𝑃 ) [100], given
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by
𝐹𝑃 (𝑟) =
3𝜋𝑐3𝑎|e𝑘(𝑟) · n^|2
𝜔2
√
𝜖𝑣𝑔
(2.7)
where 𝜔 is the angular frequency of the QD, 𝑣𝑔 is the group velocity of the propagating
mode, 𝜖 is the dielectric constant of the waveguide, a is the period of the photonic
crystal, e𝑘(𝑟) is the electric field of the propagating mode at the position of the QD,
and n^ is the unit vector along the orientation of the dipole of the QD transition.
Figure 2-4: W1 Photonic Crystal waveguides. (a) Angled SEM image of a W1 pho-
tonic crystal (PhC) waveguide connected to a suspended nanobeam. The PhC region
is a suspended slab with a lattice of holes etched through it. (b) Top-down SEM
image of the W1 waveguide; one row of holes has been removed from the photonic
crystal design to create the waveguide.
2.3.1.3 Grating couplers
One important goal of integrated quantum photonics is to be able to detect single-
photons on chip. For measuring single components and devices however, it is more
practical to detect the light off chip. This is achieved by scattering light vertically
using Bragg gratings; the light can then be collected by confocal microscope.
Bragg grating outcouplers (BGOs) are used in this thesis to terminate nanobeam
waveguides, scattering incident light out of plane [105]. Each grating consists of three
semi-circular lines around the end of the nanobeam. The grating period is chosen to
be 𝜆/2𝑛, which maximises out of plane scattering and minimises reflections. An SEM
image of a typical grating coupler used in this work is shown in Figure 2-5
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The light scattered out of plane is collected into a single-mode fibre. It is predicted
that collection efficiencies as high as 40% [104] can be achieved using this design, how-
ever in practical devices lower coupling efficiencies are measured [106]. These circular
gratings also have strong back-reflections [104,107]. Recently, improved coupling effi-
ciency and reduced reflectivity has been achieved using shallow etched gratings [106].
Figure 2-5: Top-down SEM image of a BGO coupled to a nanobeam waveguide. The
bright areas are GaAs, the darker sections have been etched away. The repeating
pattern of the structure scatters incoming light at an angle of ∼90°, scattering of
light out of the plane of the device. BGOs allow efficient injection and collection of
light into and out of photonic devices.
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2.3.2 Coupling efficiency
One of the major benefits of III-V nanophotonics is the high coupling efficiencies that
are achievable between QDs and devices. High coupling efficiencies enable efficient
collection of single photons [29,29,30], and near deterministic light-matter interfaces
[108,109]. The high coupling efficiencies are enabled by the small scale of the devices,
which result in high electric field densities, and the direct band gap of III-V materials,
which results in a high QD radiative emission rate. As a result, a QD positioned at
the field maxima of a single mode device will couple very efficiently to that mode.
The coupling efficiency is characterised by the 𝛽 factor, which gives the probability for
an exciton in the QD to recombine by emitting a photon into a particular waveguide
mode. The 𝛽 factor also describes the probability of a photon in the waveguide mode
to excite the QD. The 𝛽 factor is defined as:
𝛽 =
Γ𝑤𝑔
Γ𝑤𝑔 + Γ𝑟𝑎𝑑 + Γ𝑛𝑟
, (2.8)
where Γ𝑤𝑔 is the coupling rate into the desired waveguide mode, Γ𝑟𝑎𝑑 is the decay
rate into other optical modes and Γ𝑤𝑔 is the non-radiative decay rate of the QD. Cou-
pling efficiencies as high as 98.4% have been measured in photonic crystal waveguide
devices [104].
Photonic devices can be designed which support circularly polarised modes [110–112].
In this case it is possible to design a unidirectional waveguide, in which light from a
QD transition will only couple to one propagating mode in the waveguide [86,107,110].
This has been used to couple the QD spin state to the photon emission path [107],
enabling a method of initialising a single QD spin state [77,113].
2.3.2.1 The Purcell effect
The emission rate of the QD can be enhanced or supressed by its photonic environment
[114–116]. Enhancing the emission rate of a QD is extremely desirable, increasing the
coupling efficiency of the device [100] and enabling higher repetition rates in single-
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photon sources [31]. In addition, the effects of pure dephasing and spectral wandering
of the QD are mitigated, improving the indistinguishability of emitted photons [31]
and the strength of non-linearities [43]. The magnitude of enhancement is given by
the Purcell factor:
𝐹𝑃 =
Γ𝐷
Γ𝐹𝑆
(2.9)
where Γ𝐷 is the decay rate of the QD in the photonic device and Γ𝐹𝑆 is the decay
rate of the QD in free space.
In this work, Purcell enhancements arise from the slow-light effect of a photonic
crystal waveguide [100–102]. Purcell factors as large as 30 have been predicted for
quantum dots in photonic crystal waveguides [100].
2.4 1D atom model
The potential of quantum dots in nanophotonic structures can be realised in the
model of a 1D atom. In the model an ’atom’ - modelled as a two-level system -
is coupled to a single propagating optical mode, creating an interface between the
TLS and photons in the mode [40, 43]. The coupling efficiency of the TLS to the
mode is characterised by the beta factor, 𝛽. In the ideal case decay to other modes
is suppressed, and the coupling efficiency is between the TLS and the mode is 100%
(𝛽 = 1). When this condition is met, all photons that scatter from the atom couple to
the optical mode and all photons in the mode will interact with the TLS; the system
is a deterministic light-matter interface.
The 1D atom enables several opportunities for quantum information processing. The
1D atom is nonlinear at the single photon level, where the response of the system is
different for inputs of one-photon and two-photon states. This non-linearity can be
used to enable two-qubit logic gates [46] and single-photon transistors [25], or to gen-
erate entangled photon states [38,41,43,117]. The deterministic light-matter interface
also enables the transfer of information between static and flying qubits [108,118] and
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deterministic single-photon sources [38].
A number of different systems have been proposed as 1D atom systems. These in-
clude QDs [43], diamond colour centres [119], or N-V centres [44], in nanophotonic
structures; atoms in cavities [32,46–48]; and surface plasmons [25].
Mathematical description of the 1D atom model
Here we examine the 1D atom model for the case of a single QD in a single mode
waveguide. A diagram of the system is shown in Figure 2-6. The important parame-
ters in this model are the coupling efficiency, 𝛽, and the detuning between the laser
and the QD, 𝛿. The intensities of single and two-photon transmission and reflection
are calculated, from which the transmitted intensity and the autocorrelation function
of the transmitted field is calculated.
The system is modelled using the input-output formalism similar to that presented
Figure 2-6: Diagram of the 1D atom model. Incoming light of energy ℎ¯𝜔 scatters off
a QD with a transition energy of ℎ¯𝜔0 and decay rate Γ. The TLS is coupled to the
waveguide with coupling efficiency 𝛽.
in Xu et al. [120]. In this model, a single QD is coupled to a waveguide which sup-
ports modes propagating forwards and backwards. The two modes of the waveguide
are treated as individual channels. The QD can be excited exactly once by an input
state.
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Using this model, the transmission of single photons is given by Equation 2.10.
𝑇1(𝜔) = |𝑡1(𝜔)|2 =
⃒⃒⃒⃒
1− 𝛽
1− 𝑖(𝜔 − 𝜔0/Γ)
⃒⃒⃒⃒2
, (2.10)
Where 𝛽 is the waveguide coupling efficiency, 𝜔 is the input photon frequency, 𝜔0
is the QD transition frequency and Γ is the radiative decay rate of the QD. 𝑡1 is
the transmission amplitude of the system, where the transmitted intensity 𝑇1(𝜔) =
|𝑡1(𝜔)|2.
From this point on, the detuning of the QD and the laser is represented by the
dimensionless parameter 𝛿.
𝛿 =
𝜔 − 𝜔0
Γ
, (2.11)
The transmission of single photons is shown in Figure 2-7. It can clearly be seen that
Figure 2-7: Transmission against detuning for different coupling efficiencies. A dip in
transmission is seen when the incoming light and the QD are resonant. The minimum
of the transmission dip depends on the coupling efficiency.
if the TLS is resonant with the laser then the TLS blocks the transmission of single
photons through the waveguide. In the ideal case, 𝛽 = 1, the waveguide transmission
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is reduced to 0. For non-unity coupling efficiencies the minimum transmission is given
by (1− 𝛽)2.
The second order autocorrelation function of the transmitted light is readily calculated
from the atomic operators. In the limit 𝜏 = 0 (zero time difference between the two
photons) the autocorrelation function is given by Equation 2.12.
𝐺(2)(𝜏 = 0, 𝛿) =
⃒⃒⃒⃒
𝑡1(𝛿)
2 − 𝛽
2
(1 + 𝛿2)
⃒⃒⃒⃒2
, (2.12)
The normalised autocorrelation function, 𝑔(2)(0, 𝛿), is achieved by normalising the
autocorrelation function to the square of the single-photon transmission intensity
from Equation 2.10 (|𝑡1(𝜔)|4).
𝑔(2)(0, 𝛿) =
1
|𝑡1(𝛿)|4
⃒⃒⃒⃒
𝑡1(𝛿)
2 − 𝛽
2
(1 + 𝛿2)
⃒⃒⃒⃒2
, (2.13)
This equation has two contributing terms. The first, 𝑡1(𝛿)
2, is the two-photon plane
wave state. This state describes two photons interacting with the TLS separately,
hence it is the square of the single photon transmission. This state always produces a
coherent output, 𝑔(2)(0) = 1. The other term describes the two-photon bound state,
in which two input photons interact with the TLS together. This term produces
quantum correlations in the transmitted light. In the ideal case, the two photon
bound state is preferentially transmitted, resulting in bunching of the output field.
2.5 Fano interference
In experimental realisations of the 1D atom models, several effects can complicate the
picture [43]. Of particular relevance to this work is Fano interference. Fano interfer-
ence is a general wave phenomenon which occurs when a resonant scattering process
interferes with a background continuum [121]. The resonance was first investigated by
Ugo Fano in 1961 [122]. Many examples of Fano resonances can be found in different
areas of physics. In our case light interacts resonantly with the QD transition, and
this interferes with the continuous background arising from the waveguide modes.
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The details of this interference are discussed further in chapter 5 and form the basis
of the work in chapter 6. Here we will describe the phenomenon in general.
The absorption spectrum of a Fano resonance is given in Equation 2.14 [121].
𝜎(𝐸) = 𝐷2
(𝑞 + Ω)2
(1 + Ω2)
, (2.14)
where 𝑞 = cotΔ is the Fano parameter, which describes the asymmetry of the line. Δ
is the phase shift of the continuum. Ω = (𝐸−𝐸0)/Γ is the normalised detuning of the
resonant emitter and the incoming light. 𝐷2 = 4sin2Δ is a normalisation constant.
In the limiting cases of this equation, 𝑞 = 0, 𝑞 → ±∞ (Δ = 𝜋/2,Δ = 0, 𝜋, 2𝜋 etc.) the
absorption spectrum is Lorentzian. These limiting cases are cases where the input is
completely coupled to either the resonant emitter or the continuum; as a result there
is no Fano interference.
At other values of 𝑞 the resonance has a characteristic asymmetric lineshape [121].
The different absorption lineshapes that can be produced by Fano interference are
demonstrated in Figure 2-8, which plots Equation 2.14 for different parameters.
For values of Δ = 𝜋/4 and Δ = 3𝜋/4 the spectrum transitions from minimum to
maximum absorption over a very small change in energy. This sharp transition is
caused by the phase shift of the resonant interaction, which varies dependent on the
detuning between incoming light and the resonance. This causes destructive and
constructive interference at the minimum and maximum respectively. The sharp
transition between minimum and maximum can be utilised to make a fast optical
switch [121].
Fano resonance is often seen in QD systems [61, 123, 124]. In these cases the QD is
the resonant emitter, the background continuum is either a continuum of electron
states [124] or an optical mode [61,123] .
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Figure 2-8: Absorption sectra in systems showing Fano interference for different values
of Δ. At values of Δ = 0, 𝜋, 2𝜋 etc. the absorption spectrum shows a Lorentzian peak.
At Δ = 𝜋/2, the absorption spectrum is a Lorentzian dip. In both these cases there
is no coupling between the QD and the continuum. At intermediate values of Δ the
characteristic asymmetric lineshape of a Fano resonance can be seen.
24
3 — Methods
This chapter discusses the experimental methods used for this work. First, the meth-
ods used to grow high-quality QDs and fabricate nano-photonic devices are intro-
duced. Then the computational methods used to design and analyse the devices
are presented. Subsequently, the microscopy methods, experimental measurement
techniques, and cryogenic techniques used to characterise the devices are discussed.
3.1 Sample Growth, Fabrication and Characteri-
sation
The following section introduces fabrication techniques used to produce the devices
that are studied in this thesis. This includes a discussion of the QD growth techniques
used to create high-quality wafer material and the lithographic techniques used to
fabricate the nano-photonic devices. In addition, the extra fabrication steps required
to allow electrical contact to the devices are discussed.
3.1.1 Quantum Dot Growth
The QDs used in this work are Indium Arsenide (InAs) self-assembled QDs grown in
Gallium Arsenide (GaAs) using molecular beam epitaxy (MBE). Self-assembled QDs
are grown via the Stranski-Krastnow growth method [70, 125]. This is a powerful
growth method as the full wafer including the QDs can be grown in a single MBE
session. In this method the QDs are created by the lattice mismatch (approximately
7%) of InAs and GaAs. A low density (∼10 QDs/𝜇 m2) distribution of QDs can be
consistently grown using this method [126].
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A thin layer of InAs is deposited on the GaAs substrate. The lattice mismatch of
the two materials causes strain in the InAs layer. After a critical thickness of ∼1.6
monolayers, this stress is relieved by the formation of 3D islands. The InAs deposition
is then stopped, leaving a random distribution of islands (the QDs) on top of a thin
layer of strained InAs (the wetting layer). The formation of the QDs can be monitored
using reflection high-energy electron diffraction (RHEED). RHEED is used to analyse
the topology of the crystal surface [127,128]; which assists in reliably stopping Indium
deposition at the correct time, allowing control of the size and density of the QDs. An
Indium flush technique [129,130] can then be used to adjust the size, and consequently
the transition energies, of the QDs. For this technique the QDs are partially capped
with GaAs, and then an annealing step is used to remove the exposed InAs, truncating
the QDs. After this step the QDs are fully capped with GaAs and the rest of the
wafer is grown.
The QD materials studied in this work were grown by Edmund Clarke at the EPSRC
National Epitaxy Facility at the University of Sheffield.
3.1.2 Heterostructures
One of the major benefits of QDs is that they are embedded in a semiconductor
matrix, allowing the fabrication of photonic devices with QDs embedded inside. For
fabrication, the QDs need to be grown inside specific membrane heterostructures. All
the photonic devices in this thesis are air-clad. This requires a thin waveguide layer,
with a sacrificial layer beneath that can be removed. In order to achieve this, a 1
𝜇m layer of 𝐴𝑙0.6𝐺𝑎0.4𝐴𝑠 is first grown on the substrate. This AlGaAs layer can be
selectively removed using hydrofluoric acid (HF), a process which does not affect the
GaAs membrane. On top of this layer 85 nm of GaAs is grown, then a single InAs QD
layer, then another 85 nm of GaAs. This forms a 170 nm thick GaAs membrane with
a layer of randomly distributed QDs at the centre. The thickness of the membrane
is chosen to enable the fabrication of single-mode waveguides.
For electrical control a vertical 𝑝 − 𝑖 − 𝑛 diode is defined in the 170 nm waveg-
uide membrane. For this structure the bottom 30 nm of the waveguide is (Silicon)
𝑛−doped, and the top 30nm of the waveguide is (Beryllium) 𝑝−doped. The doping
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concentration is ypically 1018cm−2 for n-doped material and 1019cm−2 for p-doped
material. An electric field is applied across this diode through contacts attached to
the 𝑝−doped and 𝑛−doped layers, as shown in Figure 3-2. More complicated diode
structures can be grown to adjust the electrical response of the QDs, incorporating
more doped layers [77] or AlGaAs tunnelling barriers [81].
Figure 3-1: Wafer heterostructures for (a) An undoped waveguide membrane sample
and (b) a 𝑝− 𝑖−𝑛 waveguide membrane sample. In both cases the QD layer is grown
in the centre (85 nm from the surface) of the GaAs membrane. The sacrificial layer
can be removed to create a suspended device of 170 nm depth
3.1.3 Diode Fabrication
In order to apply a voltage to the sample, diode mesas need to be defined. This
requires metal contacts to be attached to the top 𝑝−doped layer and bottom 𝑛−doped
layer of the membrane. A layer of photosensitive resist (SPR350) is spin coated onto
the wafer. Then a mask is aligned over the wafer and the resist is exposed to UV
emission, defining the mesa pattern into the resist. The resist is then developed in
MF26a, this removes all areas of resist that have been exposed to the UV emission.
The mesa pattern is then etched into the sample. The etch is controlled so as to
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expose the 𝑛−layer of the wafer for contacting (140-170 nm depth).
After the mesa structure has been defined, metal (TiAu) contacts are deposited onto
the surface. For this the same resist coating, exposure and developement method
is used, and then metal is deposited onto the exposed areas of the wafer only. A
Titanium/Gold alloy is used for the contacts to reduce diffusion of gold into the
doped layers. The chip is then mounted to a chip-carrier. Finally, a gold wire ball
bonder is used to connect the metal contacts on the chip to the metal pins of the chip
carrier. A schematic of a suspended device in a diode mesa is shown in Figure 3-2.
Figure 3-2: Visualisation of an etched diode mesa allowing electrical connections to
be made to the 𝑝− and 𝑛− doped layers. Applying a voltage between these two layers
allows a vertical electric field to be applied to the QDs in the mesa region
3.1.4 Structure Fabrication
After diode mesas have been fabricated, nanophotonic devices are made using sim-
ilar a lithographic method. In this method the 2D pattern of the device, designed
using CAD software, is etched into the wafer; the material under the device is then
removed to create a free-standing air-clad device. The steps required in this process
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are outlined here, diagrams of the different steps are provided in Figure 3-3.
The wafer is first spin coated with an electron sensitive resist (ZEP520A), this covers
the full wafer with a material that will resist etching. A pattern of the devices is then
produced in the resist using scanning electron beam lithography (EBL). The areas of
the resist exposed to the electron beam become soluble in xylene. This lithography
method allows a minimum feature size of ∼20 nm. The resist is then developed in
xylene, removing the exposed resist to create a mask for the etching step. The pattern
can now be etched into the wafer, using either a dry (Inductively-coupled plasma)
or wet (chemical) etch. For photonic structures this step needs to etch through the
GaAs membrane, exposing the AlGaAs layer for the underetching step. A shallow
etch (40 − 50 nm) can also be performed, breaking the top 𝑝− doped layer of the
device to electrically isolate some areas of the device. The remaining resist is then
removed. For devices on which electrical isolation is required multiple fabrication
steps are performed; one for the deep etch (to define the devices) and one for the
shallow etch (to enable electrical isolation).
To create suspended structures, the devices are then under-etched. This is performed
with hydrofluoric acid (HF), which attacks the AlGaAs sacrificial layer but not the
GaAs waveguide membrane. The HF is then removed from the sample using critical
point drying, if the critical drying step is not used then the surface tension of the acid
with cause the device to collapse as it dries. The full process produces free-standing
air-clad devices containing embedded QDs at their centre.
The structures studied in this thesis were fabricated by Dr Ben Royall.
3.1.5 Scanning Electron Microscopy
The finished structures are checked using a scanning electron microscope (SEM). This
allows precise imaging of the structure, with a resolution of <10 nm. This imaging
allows us to confirm that the devices have been successfully fabricated. SEM imaging
also allows precise measurement of feature sizes for comparison of the experimental
and theoretical device performance.
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Figure 3-3: The sample at different steps in the etching process. The steps are labelled
(a)-(f). (a) The wafer before processing as in 3-1 (not to scale). (b) The wafer is
covered with an electron sensitive resist. (c) The device is patterned into the resist
using EBL and the resist is developed to create a mask of the device. (d) The shape
of the device is etched into the GaAs membrane. (e) The remaining resist is removed.
(f) The device is underetched to leave a free-standing device.
3.2 FDTD Simulation
The operation of photonic devices can be studied using computational simulations.
This is useful for designing and understanding device operation. Simulations per-
formed for this work use the finite-difference time-domain (FDTD) method for a
variety of applications.
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The method simulates the propagation of electromagnetic fields through an arbitrary
dielectric material using Maxwell’s equations. A dipole source or mode source is used
as the input. The structure is broken down into a three-dimensional mesh. Then
the electric and magnetic fields at each point in the mesh are used to calculate the
change in field over a finite time step. A large number of time steps are performed
until the simulation reaches some endpoint, defined either by a maximum time limit
or a minimum remaining energy in the device. The electric and magnetic fields at
any location in the simulation can be monitored, allowing analysis of the photonic
properties of the device.
FDTD simulations are used in chapter 4 to calculate the position dependence of the
electric field in the device. This is used to estimate the coupling efficiency of QDs
at different positions in the device. In chapter 5, simulations are used to model the
transmission band gap of a photonic crystal waveguide. This information is used to
optimise fabrication parameters for the devices. Simulations are also used to model
reflections from different interfaces in the devices.
All FDTD simulations in this work were performed using Lumerical FDTD solu-
tions [131]. The FDTD simulations in chapter 4 were performed by Dr Rikki Coles,
the FDTD simulations for the devices used in chapter 5 and chapter 6 I performed
myself.
3.3 Cryogenics
All experiments in this thesis are performed at 4.2 K to eliminate the dephasing ef-
fects of phonon absorption [87]. To achieve this, samples are placed in liquid helium
cooled cryostats. Two types of cryostat were used in this work.
In the continuous flow cryostat liquid helium is continually passed through the cryo-
stat. The helium cools a cold finger, which provides thermal contact to the sample.
The sample itself is kept under vacuum. A glass window allows optical access to the
sample. The position of the sample is adjusted by moving the whole cryostat relative
to the objective lens. This is achieved by mounting the cryostat on translation stages.
Fine adjustments to alignment are made by adjusting the confocal optics above the
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cryostat.
The continuous flow cryostat is used to rapidly characterise samples, it allows for
the quick replacement of samples. However the flow of helium introduces vibrations,
which limit the stability of the cryostat. Therefore this cryostat is not suitable for
measurements where precise alignment needs to be maintained for a long time.
Some measurements in this work require long integration times. For these measure-
ments, the sample is placed in a helium bath cryostat. The sample is placed in a
vacuum tube; this tube is immersed in liquid helium. Thermal contact between the
helium and the sample is provided by a low density (50 mbar) of helium gas in the
sample tube.
Optical access is provided by a window at the top of the sample tube. The position
of the sample is controlled by piezoelectric translation stages. Three stages allow full
XYZ movement of the sample relative to the fixed aspheric (NA: 0.55) objective lens.
3.4 Microscopy and Analysis
The photonic devices are studied using confocal microscopy to focus light from above
the sample onto a small area on the sample surface. This technique enables optical
excitation of specific QDs, the injection of light into a waveguide and the collection
of light emitted from a QD or scattered by an outcoupler. The following section
discusses the microscopy methods, QD excitation schemes and the spectral analysis
techniques used in this thesis.
3.4.1 Confocal Microscopy
Samples are probed using confocal microscopy. This technique allows light to be
focused onto, and collected from, specific positions on the sample surface. A diagram
of the confocal microscope used in this thesis is shown in Figure 3-4.
A confocal microscope differs from a conventional microscope in that a pinhole is
used to limit the image to a small spot on the surface of the sample. In our case the
pinhole is defined by the core of a single mode fibre (radius = 4.4 𝜇m). This creates
a diffraction limited (radius = ∼ 0.5 𝜇m) spot on the sample. If a laser is injected
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from the fibre, the light will reach this position on the sample only. If emission from
the sample is collected into the fibre, then it is emission from this spot only that is
collected.
The confocal technique can be used to excite and collect emission from single QDs
[74,75,132]. Multiple spots can be defined by using multiple pinholes, and the position
of each spot can be adjusted independently by changing the angles of mirrors between
each pinhole and the objective lens. A charge-coupled device (CCD) camera allows
conventional optical microscope imaging of large areas of the sample for alignment
purposes.
All measurements in this thesis are made from directly above the sample surface,
measuring light that is scattered vertically out of the wafer.
Figure 3-4: Diagram of the confocal microscope setup used for EL, PL and RF
measurements. Two fibre-coupled optical paths allow excitation and measurement
of the sample via a 50:50 beam splitter. A power meter monitors the laser power
incident on the beam splitter. Short wavelength light is reflected by a dichroic mirror
to a camera to aid with alignment. Linear polarisers (LP), half-wave plates (HWP)
and a Soleil-Babinet (SB) compensator are used in RF measurements to reject laser
scatter off the sample.
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3.4.2 Non-resonant Excitation of Single QDs
QDs in the devices are excited using either optical or electrical excitation. Emission
from optically excitated QDs is called photoluminescence (PL), emission from elec-
trically excitated QDs is called electroluminescence (EL). In optical excitation, an
incident photon creates a free electron in the conduction band and a hole in the va-
lence band; this electron and hole relax into the QD. Electrical excitation is achieved
by applying a bias to the 𝑝 − 𝑖 − 𝑛 diode such that electrons and holes tunnel from
the 𝑝− and 𝑛− layers into the QDs.
Confocal microscopy enables measurement of small numbers of QDs using either PL
or EL. In PL measurements, two confocal spots are focused onto the sample, one to
excite the QDs and one to collect the emission. When measuring PL small numbers
of QDs are excited [69, 74, 75]. Optical excitation in this work is performed using
either a 632.8 nm HeNe laser or an 808 nm diode laser.
In EL measurements, only the collection spot is required. When measuring EL all
QDs which have a bias applied to them will emit, therefore electrical excitation ex-
cites a large number of QDs in the sample. Measurements on EL from single QDs
have been achieved by limiting the collection area using confocal microscopy [78].
Limiting the number of QDs excited using electrical excitation is a major challenge
in the work presented in chapter 4.
3.4.3 Resonance Fluorescence of Single QDs
One specific type of optical excitation is resonance fluorescence (RF). In RF measure-
ments, a QD single transition is excited directly by photon with energy matching the
transition energy. As such, only one QD is excited in RF measurements. Measuring
RF using a confocal microscopy setup presents several experimental challenges. RF
is also useful as an analysis technique.
When using resonant excitation it is important to differentiate between emission from
the QD and scattered laser light from the sample. In non-resonant optical excitation
the excitation laser is removed using spectral filtering. In resonant excitation the
excitation laser is of the same wavelength as the QD emission so this is not an option.
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Two techniques are used to differentiate between RF emission and laser scatter. The
first is polarisation rejection. In this technique, the excitation and collection paths
are orthogonally linearly polarised, such that scattered laser light is rejected while RF
emission from the QD is collected. Half-wave plates, quarter-wave plates and Soleil-
Babinet compensators are added to the microscopy setup to improve the rejection of
the laser while maintaining a high QD signal. The positions of the polarising optics
are indicated in Figure 3-4.
The second technique used in resonant excitation is modulation. This allows the laser
background to be measured and removed from the final signal. Modulation can be
performed by tuning the QD or laser energy out of resonance, or by modulating an
above band laser which stabilises the charge state of the QD [86,133].
RF can be used to take a high resolution spectrum of a single QD transition. In
this measurement the excitation laser is tuned through resonance with the QD tran-
sition, the RF intensity is measured at different values of detuning. By measuring the
detuning dependence of the RF intensity, the inhomogeneous linewidth (broadened
by spectral diffusion) and lineshape of the QD transition is measured.
In RF measurements the emission intensity is measured using avalanche photodiodes
(APDs). APDs count the number of photons emitted from the QD, however they do
not provide any spectral information about the light. This is not important in RF
measurements as only one QD is excited and the emission energy is indentical to the
excitation laser energy. In other measurements, spectral analysis of the emitted light
is required to isolate emission from single QDs.
3.4.4 Spectroscopy
Spectral analysis of QD emission is performed using a grating spectrometer. This
instrument separates of light of different energies. This is achieved by spatially sep-
arating the light using a diffraction grating, then focusing the light onto a charge-
coupled device (CCD) image sensor. The spatial measurement of the CCD is then
converted to a spectral measurement using known parameters of the spectrometer
and grating. The spectrometer used in this work is a Princeton Instruments Acton
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SpectraPro SP750i, the CCD is a Princeton Instruments Pylon CCD. The maximum
achievable resolution with this spectrometer is 16 𝜇eV. This technique is used to
characterise QDs, allowing measurement of their central energies, emission intensities
and linewidths.
The spatially separated light can also be directed through a narrow aperture, exiting
the spectrometer. By doing this the spectrometer can be used as a tuneable spectral
filter. This is used to isolate emission from a single QD line for further study; remov-
ing emission from other sources on the sample such as the wetting layer and other
QDs. When used as a filter the spectrometer has a maximum resolution of ∼50 𝜇eV.
3.4.5 Interferometry
The coherence of emitted light can be measured directly using interferometry. Two
types of interferometer are used in this work: a scanning Fabry-Pe´rot interferometer
and a Michelson interferometer. The Fabry-Pe´rot interferometer is used to measure
EL linewidths which are narrower than the resolution limit of the spectrometer. The
Michelson interferometer is used to measure RF coherence in the absence of spectral
wandering.
The scanning Fabry-Pe´rot interferometer is a cavity that has a narrow transmission
linewidth. The central frequency of the transmission can be tuned by applying a
voltage to a piezoelectric crystal which controls the cavity length. By tuning the
central frequency a spectrum of the input light can be produced. The Fabry-Pe´rot
interferometer can achieve a resolution of 0.3 𝜇eV. A Michelson interferometer allows
measurement of coherence in the time domain. This is used to determine the coher-
ence time of RF emission from the QD. The RF emission is difficult to measure in
the spectral domain because a proportion of the light is coherent scatter, which has
the coherence of the laser. In the spectral domain this produces a bright resolution
limited line whereas in time domain this produces a flat baseline which is easier to
remove.
The Michelson interferometer splits input light into two arms using a beam splitter.
The two paths are then interfered with each other. One path has a controllable path
length. Fine tuning of the path difference produces interference fringes due to the
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phase difference of each path. Coarse tuning of the path difference changes the visi-
bility of the fringes. This change in visibility is used to measure the coherence time of
the input light. The interferometer used in this work has a maximum path difference
of 30 cm, corresponding to a maximum time difference of 1 ns.
3.5 Time Resolved Single-Photon Counting
Spectroscopy measurements extract useful information for characterising QD transi-
tions. However spectroscopy alone does not allow characterisation of the quantum
optical properties of the devices. In order to observe these effects, time-resolved
single-photon counting (TRSPC) measurements need to be undertaken. TRSPC can
be used to measure the time response of a light source, or to measure the photon
statistics of a light source.
In any TRSPC measurement, the arrival time of a single-photon detection event is
compared to a reference pulse. This reference pulse can be a laser pulse, or a different
single-photon detection event. A histogram of time differences between the two pulses
is created.
TRSPC measurements require a method of detecting single-photons, and a method
of comparing arrival times with a resolution of a few picoseconds. The measurement
hardware used in TRSPC measurements will be briefly discussed. Then the specific
TRSPC measurements used in this work are discussed.
3.5.1 Single-Photon Detectors
When performing quantum optical measurements, single-photon detectors are used.
There are two types of single-photon detector used in this thesis: avalanche photodi-
odes (APDs) and superconducting nanowires (SNSPDs).
An APD consists of a photoelectric material operating in a large reverse bias. The
large reverse bias is used to apply a gain to the photocurrent created by a single-
photon. The result of this is that a single-photon incident on the detector creates a
measurable pulse. The response time of the APDs used in this work is roughly 400
ps.
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Superconducting nanowire single-photon detectors (SNSPDs) are the second type of
time resolved single-photon detectors used in this work. In an SNSPD the photon is
absorbed by a superconducting nanowire. The local heating caused by the absorption
of the photon raises the temperature above the critical temperature, meaning that
some part of the nanowire is no longer superconductive. The increase in resistance
this causes produces a voltage pulse which can be measured. The response time of
an SNSPD can be as low as 15 ps, with efficiencies of up to 85% [134].
SNSPDs have a much shorter time response than APDs; however SNSPDs need to
operate at a temperature below 3K, whereas APDs function at room temperature.
As a result the SNSPDs need to be cooled in a separate cryostat. Because of this
additional experimental requirement, SNSPDs are only used when APDs are unsuit-
able, for example if the QD lifetime is shorter than the APD response time. In this
work they are used when studying Purcell-enhanced QDs [92] only.
3.5.2 Single-Photon Counting
A single-photon correlator (SPC) is used to correlate the signal and reference. This
module is able to measure the relative arrival time of the two voltage pulses with
picosecond resolution [135]. The module used in this work is a Becker-Hickl SPC-
130. This card uses the reference pulse as a start signal, triggering a rising voltage.
The second pulse is used to stop the rising voltage. This voltage is measured, giving
a measurement of the time difference between the two pulses. The time difference
of each event is added to a histogram, which builds up over many photon detection
events to represent some time-dependent parameter of the emission.
3.5.3 Photon correlation measurements
TRSPC is used for three types of measurement in this work; measurements of QD
lifetime, QD autocorrelation measurements and QD cross-correlation measurements.
In the lifetime measurement, the detection of photons from a single QD is correlated
with a reference signal created by the measurement of a femtosecond laser pulse. The
QD is excited by the laser pulse; the exciton then recombines, emitting a photon.
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The time difference between the excitation pulse and the QD emission is recorded.
The excition lifetime can be extracted from the resulting histogram.
In an autocorrelation measurement, a stream of photons is split at a 50:50 beam
splitter into two channels. The photon detections in one channel are correlated relative
to the other. The output of this measurement is the second-order correlation function
(𝑔(2)(𝑡)) of the light source. This measurement is often called a Hanbury-Brown and
Twiss (HBT) measurement. This measurement is used to measure the statistics of the
input photons, characterising a light source as Poissonian, sub-Poissonian or super-
Poissonian.
In a QD cross-correlation measurement, single-photons from one QD transition are
correlated with single photons from another QD transition. Photons from the two
QDs are sent to two separate single-photon detectors. The output of this measurement
is also a second-order correlation function. This measurement is used to identify
whether two transitions originate from the same QD or from different QDs.
When using SPDs on both measurement channels, the full measurement time response
is a convolution of the two detector responses. Therefore if an HBT measurement
is performed using two APDs with response times of 400 ps, the full measurement
response time will be roughly 700 ps. This often limits measurements on QDs with
moderate Purcell factors.
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4 — Generation of coherent electrically
driven single-photons coupled to a
single mode waveguide
4.1 Introduction
The generation of single-photons as flying qubits is the basis of many quantum op-
tical technologies [5]. Single-photons can be used to enable protected information
transfer in quantum key distribution [1], high precision measurements in quantum
metrology [2] and quantum computers [4, 5, 21]. Large scale devices can be enabled
by embedding single-photon sources in integrated photonic circuits [27,35,42].
Quantum dots [QDs] have been shown to be highly coherent, efficient sources of
single photons [53]. QDs can be embedded in nano-photonic devices to create in-
tegrated single-photon sources [29]. These photonic devices allow the integration of
QDs with devices such as waveguides, cavities or beam splitters, enabling manipula-
tion of the photonic environment of the QD. This can be used to efficiently collect
emission from the QD [30, 42] or to enhance the emission rate of the QD using the
Purcell effect [29,42,57,90]. These devices can be connected together to scale to larger
photonic circuits. Integrated photonic circuitry has great potential in quantum in-
formation processing due to the high component densities that can be achieved [42].
In addition, integrated photonic devices aren’t sensitive to mechanical noise, reduce
the experimental complexity and allow efficient propagation of light over long dis-
tances [35].
Most experiments on integrated single-photon sources have relied on optical excita-
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tion. Optical excitation can excite a small spot on a sample, allowing for the excita-
tion of single QDs with low background emission [69,74,75]. Optically excited single
QDs have been used to generate indistinguishable single-photons [53, 91] or photon
pairs [136,137] on-demand, generate single photons with a two-photon emission prob-
ability of less than 10−5 [59] and to investigate quantum interference of single photons
from separate sources [138,139]. However, optical driving of a multiple QDs presents
a challenge. A separate optical path is required to excite each QD, creating a large
resource requirement.
One solution for driving large numbers of quantum dots is to use electrically driven
single-photon sources. Electrical driving allows continuous [58, 78, 140] or triggered
[58,141] generation of single photons from multiple sources without the need to main-
tain optical alignment on multiple spatially-separated QDs. Electrical driving of these
single photon sources allows simultaneous driving of many single-photon sources in
the photonic circuit. In addition to acting as a single-photon source, an electrically
driven QD can be used to generate entangled photon pairs [142] and indistinguish-
able entangled photons [143] via the biexciton cascade; entangled photons from these
devices can be used to realise a quantum relay [144].
The main challenge in using electrical driving is limiting the number of QDs that
photons are collected from. In the past this has been achieved using a 𝜇EL setup to
collect emission from a small spot on the wafer [140], or by using diode structures
to limit the emission area [58, 78] to limit the active region. Electroluminescence of
single QDs in 𝜇EL setups has been shown to produce single photons [58,78,140] and
entangled photon pairs [142,143]. However this method is not suitable for large-scale
integrated photonics, instead the number of QDs coupled to the photonic device needs
to be controlled.
This chapter discusses a method of generating waveguide-coupled single photons us-
ing electroluminescence from single quantum dots. Single QDs are isolated by three
techniques; limiting the area of the sample under bias, limiting the area of the sample
that couples to the device, and using a material with a low-density of QDs. Us-
ing these techniques, the number of QDs coupled to the device is reduced such that
the antibunching of emission from a single QD can be measured. A measurement
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of the second-order auto-correlation function of the emission confirms antibunching.
𝑔(2)(0) = 0.07 is measured, corresponding to a signal to background ratio of 27:1.
Electrical driving of quantum dots is often considered to be less coherent than other
excitation methods due to the indirect driving mechanism [52] and the relatively
large currents required [145]. In addition, placing QDs in waveguides has been shown
to reduce coherence [51]; due to the increased charge noise that arises from having
surfaces very close to the QDs [51] and the increased sensitivity to phononic modes
that arises from the nanobeam structure itself [146]. In spite of this, we show that
the device generates photons with a coherence time of (270 ± 10) ps, comparable to
results that can be achieved using photoluminescence [86, 147] in membrane struc-
tures. This result is also comparable to the highest coherence achieved using QD EL
in non-membrane structures [140]. This demonstrates that electroluminescence from
quantum dots is a viable source of single photons on-chip.
4.2 Device Design
Overview
The devices need to be designed to support the coupling of single QD EL to single-
mode waveguides. The most significant difference in design between these devices
and normal devices is the addition of a shallow etch (50 nm deep), which breaks the
electrical contact to some areas of the device while maintaining optical transmission.
The next section discusses the considerations made when designing devices for single-
QD EL. Considerations include the choice of wafer, the position of the shallow etches
and the coupling efficiency of QDs to the waveguides. The first consideration when
designing these devices is using a wafer which suits our needs. The wafer used is a
170 nm thick 𝑝− 𝑖− 𝑛 membrane, allowing both electrical driving and fabrication of
single mode waveguides. The top and bottom layers of the membrane are 𝑝−doped
(1019cm−2) and 𝑛−doped (1018cm−2) respectively, creating a vertical 𝑝− 𝑖− 𝑛 diode
across the device. A voltage is applied to these layers through electrical connections
that are deposited elsewhere on the sample. A low density layer of SAQDs (∼10
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QDs/𝜇m2) is grown at the midpoint of the 170 nm membrane.
The full device consists of three nanobeam waveguides, 170 nm high and 280 nm wide;
terminated at one end by a Bragg grating outcoupler. Two waveguides have isolation
etches to reduce the number of active QDs that will be coupled to them. The third
waveguide is left as a control. A large number of these devices were fabricated; with
variations in the position of the isolation etch.
A false-colour SEM image of a fabricated device is displayed in Figure 4-1. The iso-
Figure 4-1: False colour SEM image of full set of three waveguides terminated with
outcouplers at one end. The area under bias is marked in red; the area unconnected
is marked in blue. The etched region that breaks contact to the main diode is marked
in green. The metal contact is marked in gold.
lation etch is marked in green on this plot. The area that is connected to the voltage
source is marked in red. The area of the device which is isolated from the voltage
source is marked in blue. QDs in the red area only will emit EL when a bias is applied
to the sample. EL from some of these QDs will couple to the three waveguides.
The left waveguide (WG1) is the control device; it has no isolation etch. This device
is used to test whether the isolation etch is successful. This control device also al-
lows us to demonstrate the importance of electrical isolation in reducing background
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Figure 4-2: Schematic of a single waveguide. Red and blue mark the 𝑝−doped layer
of the biased and unbiased regions of the device respectively. They are separated by a
shallow etch, of 1𝜇m width, through the 𝑝−layer which breaks the electrical contact.
The 𝑛−doped layer of the device is marked in green. The gold bars represent electrical
contacts to the 𝑝− and 𝑛−doped layers.
emission in these devices. The centre waveguide (WG2) is the first functional device;
it has a 1 𝜇m long, 50 nm deep isolation etch positioned a short distance from the
start of the waveguide. The right waveguide (WG3) has a 50nm etch starting at the
same position, but continuing along the full waveguide. The starting positions of the
two etches are varied between 1 𝜇m and 5 𝜇m on different devices across the sample.
The full etch on WG3 is a contingency in case the contact is not completely broken
by the 1 𝜇m long etch used on WG2. Removing the 𝑝-layer across the full waveguide
guarantees that no QDs in the waveguide are active. However the etch changes the
waveguide parameters and will have a detrimental effect on the waveguide transmis-
sion.
A 3D schematic showing the operation of WG2 is shown in Figure 4-2. Again the
active area is marked in red; the isolated area is marked in blue. The isolation etch
breaks the electrical contact, but maintains the transmission of light through the
waveguide. To reduce reflections off this etched surface a very weak acid is used in
the etching process; this gives the etch tapered sides rather than sharp edges.
In the experiment the QDs are driven by applying a voltage to the red area of the
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device, emission is collected from the outcoupler. The electrical isolation means that
any emission collected from the outcoupler has to originate from QDs at the far end
of the waveguide. This allows the measurement of waveguide coupled EL from QDs.
Simulations
In order to observe single-photon EL, it is important that emission from only a few
QDs is coupled to each waveguide. This will allow us the spectrally resolve emission
from a single QD. In addition, the degree of antibunching will be limited by any
background emission in the waveguide. This background emission will come from
a large number of QDs which couple weakly to the waveguide, giving a broadband
signal which cannot be fully filtered. In order to estimate the number of QDs cou-
pled to a waveguide finite-difference time-domain (FDTD) simulations are performed.
These estimate how efficiently light will couple from QDs in different positions to the
waveguide.
A simulation of the waveguide mode is shown in Figure 4-3. This simulation shows
the electric field density of the optical mode that interfaces between the waveguide and
membrane. This field strength determines the coupling efficiency to the waveguide of
a QD at the position. This simulation shows that efficient coupling requires the QD
to be in the waveguide. The isolation etch breaks the electrical contact 1-5 𝜇m from
the start of the waveguide; therefore the area from which QDs will couple efficiently
varies between 0.2 𝜇m2 and 1 𝜇m2. The QD density is ∼10 QDs/𝜇m2, so between 2
and 10 QDs in each waveguide will couple well. QDs which couple inefficiently will
be unsuitable as single-photon sources and need to be filtered out. The simulation
shows that the total area from which QDs will be inefficiently coupled (10-50% of
maximum E-field) is roughly 2 𝜇m2 (20 QDs per WG). With 20 QDs coupled to each
waveguide, the average spectral separation between QD lines in a device will be 1-2
nm. To isolate single QDs in later experiments, we use a filter of 0.07 nm bandwidth.
Therefore we expect it will be possible to isolate almost any single QD line in a device
using spectral filtering.
In addition to the region in which light is well coupled to the waveguide, there is
a large area from which light couples very weakly (<10%) to the waveguide, this
46
Chapter 4. Generation of coherent electrically driven
single-photons coupled to a single mode waveguide
Figure 4-3: Normalised electric field density of the optical mode at the start of the
single waveguide in the QD plane obtained by finite-difference time-domain modelling.
The etched region is marked by white lines. The field density is used to estimate the
coupling efficiency of a QD at that position to the waveguide. The white dashed line
indicates the centre of the waveguide.
will contribute a broad background signal which cannot be completely removed using
spectral filtering. This simulation cannot be used to estimate the area from which
light will couple weakly, as the simulation area itself is too small.
Figure 4-4 displays the coupling efficiency into the waveguide of dipole sources placed
at different positions along the waveguide axis. Zero is the position of the waveguide-
slab interface. As the waveguide supports transmission in either direction the maxi-
mum achievable efficiency is 50%. The simulations indicate that QDs at the within
the waveguide will couple with close to maximum efficiency. Figure 4-4 also shows
the simulated coupling efficiency out of plane, allowing an approximate comparison
of the relative intensity that will be seen from the far end of the waveguide and when
using a 𝜇EL setup to collect emission out of plane. The simulation indicates that
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Figure 4-4: Comparison of coupling efficiency to the waveguide and out of plane for
dipole sources at various positions along the white dashed line in Figure 4-3. This
confirms the behaviour seen previously, coupling efficiency to the waveguide drops
off sharply as the dipole is moved further from the waveguide. The measurement
above the QD position allows an approximate comparison of the waveguide coupling
efficiency to the collection efficiency of a 𝜇EL setup.
coupling to the waveguide is significantly more efficient than coupling out of plane.
However, the scattering efficiency of the grating coupler and subsequent collection
efficiency of the 𝜇EL setup is not considered.
4.3 Initial characterisation of an electrically-driven
waveguide device
Initial characterisation shows the effectiveness of the isolation etches. For these mea-
surements, voltage is applied to the device such that the QDs emit EL. Usually for a
GaAs diode, the EL turn on voltage would be just higher than the band gap energy;
1.52V. In this device however there is some additional resistance from the electrical
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contacts to the sample, therefore the EL threshold is at a slightly higher voltage;
2.1V. Figure 4-5 shows a collection map of set of waveguides. This map is obtained
by scanning the collection spot of the 𝜇EL setup using motorised mirrors and mea-
suring the collected EL intensity using an SPCM. As the output is not filtered, the
EL intensity is dominated by emission from the wetting layer. The map area matches
the SEM image shown in Figure 4-1.
Emission can be seen from the contacted area at the bottom of the device, and from
the three outcouplers. It is clear that emission from the control waveguide (WG1) is
significantly brighter than from the other two (WG2, WG3). This indicates that a
larger area of this waveguide is emitting EL, implying that the isolation etches have
worked. In the control waveguide the entire waveguide, including the outcoupler it-
self, is under bias; this results in emission from many QDs as well as WL emission
from a large area coupling to the waveguide. For the etched waveguide however, only
the first 2 𝜇m of the waveguide are under bias, resulting in a much reduced signal.
The emission area, and consequently the number of QDs emitting into the waveguide
has been limited. The intensity at the outcoupler of WG2 and WG3 is the same,
indicating that the 1 𝜇m long isolation etch is effective in breaking the electrical
contact and the full waveguide etch is not required. Bright spots are also visible at
the interfaces between the slab and the waveguides. The waveguide structure seems
to cause increased scatter out of plane. This scatter is significantly brighter on the
control waveguide, indicating that this scatter originates from QDs in the waveguides
rather than in the bulk area around the start of the waveguide. This scatter is not
predicted in the FDTD simulations.
Figure 4-6 shows a comparison of typical EL spectra collected from the outcouplers
of etched and control waveguides. This confirms the difference in intensity seen in the
PL map. The control waveguide shows a bright wetting layer signal at 860-880 nm
and many QD lines at 910-960 nm. In comparison, the etched waveguide shows a dim
wetting layer signal and lines from far fewer quantum dots. The single QD lines are
no less bright than the lines emitting in the control waveguide. The reduction in the
number of QDs coupled to the waveguide means that it is possible to isolate single
QD lines in these devices, making these devices suitable for further investigation.
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Figure 4-5: Unfiltered EL map of a set of waveguides obtained by scanning the
collection spot across the device at constant voltage. An SEM image of the device is
overlayed on the map for clarity. The control waveguide is on the left, the other two
have isolation etches. Emission can be seen from the contacted area at the bottom
of the device and from the outcouplers of the three waveguides.
50
Chapter 4. Generation of coherent electrically driven
single-photons coupled to a single mode waveguide
Figure 4-6: Spectrum from the outcouplers of a typical waveguide with an isolation
etch (WG2) and the outcoupler of a typical control waveguide (WG1). Fewer QD
lines can be seen and the wetting layer emission is dimmer from the etched waveguide.
This is due to the electrical isolation, which reduces the area of the waveguide that
is under bias.
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4.4 Waveguide-coupled emission from a single QD
4.4.1 Characterisation of emission from a single QD
A detailed investigation was performed on a single QD (labelled QD-A from here
on) coupled to one waveguide. QD-A is visible from the outcouopler of a waveguide
that has an isolation etch (WG2). This QD line was selected because it was rela-
tively bright (saturated count rate: 80 kHz), indicating that it is well coupled to the
waveguide and because there is very little emission from other sources at a similar
wavelength in this device. In addition, the EL turn on voltage for this line is lower
(2.1V) than for most other lines (2.6V), meaning that background emission is further
reduced. In the following section, the voltage dependence of emission from this QD
is characterised, in comparison to the intensity of emission from the ensemble.
Figure 4-7 compares the emission from the waveguide QD-A at different biases. Fig-
ure 4-3a shows a spectrum from the waveguide containing QD-A collected from the
outcoupler at 2.1V, the threshold voltage for EL. QD-A is visible at 921.8 nm, weak
emission from a small number of other single QDs is also visible. Figure 4-7b shows a
spectrum at 2.5 V. At this bias, the brightest emission from QD-A is seen. The total
count rate from the line is 80 kHz. The emission is split across multiple data points,
so the peak intensity does not represent the total count rate. Emission from other
lines is visible, but the ensemble background is still small. At 2.9 V (Figure 4-7c)
emission from QD-A is dimmer, this is likely because the change in voltage is chang-
ing the charge state of QD-A. More lines are visible in this spectrum, and the broad
background is now significant. At 3.3 V (Figure 4-7d) the spectrum is dominated by
background emission.
Some of the QD emission is scattered out of plane, this can be measured by collect-
ing emission from above the QD position. Figure 4-8 shows emission collected from
above the QD position, at the voltage at which the QD is brightest – 2.5 V. The
total count rate from this position is 50 kHz, significantly lower than measured at the
outcoupler. Again, the peak intensity does not represent the total intensity because
the QD line is spread across multiple pixels on the CCD. The comparative brightness
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of the out of plane emission is in conflict with the FDTD simulations, which predicted
that out of plane scattering would be at least ten times weaker than emission into
the waveguide. The difference can be accounted for by the scattering efficiency of the
outcoupler, which is not considered in the simulations. The simulated scattering effi-
ciency of a grating outcoupler is 30%, and collection in the 𝜇EL setup is significantly
lower [106].
Figure 4-9 shows a filtered EL collection map. The filtering is performed using a
Figure 4-7: EL emission from QD-A, a QD located at the bottom end of a waveg-
uide. The emission is collected from above the outcoupler of the device at (a) 2.1 V,
corresponding to the EL threshold (b) 2.5 V, at which the brightest emission is seen
from QD-A (c) 2.9 V, at which the broad background is visible and (d) 3.3 V, where
the broad background dominates the signal.
spectrometer, the central wavelength of the filter is 921.8 nm and the bandwidth is
0.1 nm. Emission can be seen from both ends of WG1 and WG2. The spectra shown
in Figure 4-7 and Figure 4-8 indicates that the emission seen at both ends of WG2 is
dominated by emission from QD-A. The emission at the lower end of WG2 on the map
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Figure 4-8: Spectrum of QD-A at 921.8 nm collected from above the QD position
at 2.5 V, the bias at which QD-A is brightest. The out-of-plane emission of QD-A
is comparable in intensity to that collected from the outcoupler, in contrast to the
FDTD prediction shown in Figure 4-4.
is EL from QD-A which has scattered out of plane; the location of this bright spot
could represent the QD position although the scatter from the waveguide-slab inter-
face makes confirmation of this unreliable. The brightest emission at this wavelength
is collected from the outcoupler of WG2; this is EL from QD-A which has coupled to
the waveguide. The spectrum in Figure 4-6 shows that emission from WG1 is likely
to be from a large number of QDs emitting in that waveguide. Bright emission at
this wavelength cannot be seen from WG3, or any other area of the device.
4.4.2 Waveguide-coupled single-photon emission
The quality of the single-photon source is limited by background emission. A quan-
titative description of the background emission can be obtained by comparing the
intensity of the peak to the intensity of the background at various voltages. This
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Figure 4-9: Filtered EL map of the device. The filter is centred on QD-A. An SEM
image of the device is overlayed on the map. The assumed position of QD-A is
indicated by the white box. Emission can be seen from the control waveguide, and
from QD-A and the outcoupler of WG2. This measurement confirms QD-A is located
in the start of the waveguide.
is done using the spectra in Figure 4-7 and Figure 4-8. The total emission of the
peak is compared to the total emission over a range of 0.07 nm. This is used to
compare the intensity of the single-photon source to the background intensity that
will be collected. 0.07 nm is the bandwidth of the filter used for photon statistics
measurements.
Figure 4-10 shows the voltage dependence of the total signal, QD signal, and the
background when collecting emission from the outcoupler. The QD emission inten-
sity rises sharply between 2.0 and 2.5 V as the rate of carrier injection is increased.
The QD intensity peaks at 2.5 V, and then drops slightly. The drop in intensity
is probably due to a change in the charge state of QD-A, caused by an increase in
the tunnelling rate of either electrons or holes. The background emission increases
gradually as the voltage is increased.
Figure 4-11 shows the signal-to-background ratio (SBR) calculated for QD emission
collected from the waveguide and from above the QD position. The highest SBR is
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measured when the QD emission is brightest. The SBR drops at higher voltage be-
cause the QD intensity is lower and the background intensity is larger. The best SBR
is achieved from the outcoupler at a voltage of 2.5V – the voltage at which QD-A is
brightest. The SBR peaks at a value of 27:1. From above the QD position the best
achievable SBR is 19:1.
The background will increase the chance of two-photon emission in the device. The
estimated 𝑔(2)(0) of a single-photon source with a background can be calculated using
Equation 4.1 [60].
𝑔(2)(0) = 1− 𝑆𝐵𝑅
2
(𝑆𝐵𝑅 + 1)2
, (4.1)
Using this equation the estimated 𝑔(2)(0) that is achievable from this QD is 0.07 at
the outcoupler, and 0.10 at the QD position.
The single-photon nature of the emission is confirmed by a series of Hanbury Brown
Figure 4-10: QD signal and filtered background emission as a function of voltage.
This allows us to identify the optimum operational voltage of the device, at which
the signal to background ratio is largest.
56
Chapter 4. Generation of coherent electrically driven
single-photons coupled to a single mode waveguide
Figure 4-11: (a) Signal-background ratio and (b) corresponding g(2)(0), calculated
from Equation 4.1, for QD-A as a function of voltage when collecting from the out-
coupler and above the QD position. When collecting from the outcoupler the largest
SBR is 27:1 at 2.5V, from this SBR a corresponding g(2)(0) of 0.065 is expected.
and Twiss (HBT) auto-correlation measurements. The emission from QD-A is fil-
tered through a spectrometer, split at a 50:50 fibre beam splitter and detected by two
APDs. Time differences between coincidences on the two detectors are measured.
The resulting normalised histograms are displayed in Figure 4-12a and Figure 4-12b.
Figure 4-12a shows the second order correlation function for emission from QD-A
collected from above the QD position. A value of 𝑔(2)(0) = 0.34 is measured. The
red curve shows a fit to the data; the fit equation is a double-sided exponential curve,
convolved with a Gaussian peak (FWHM 870ps). This convolution is required to
account for the jitter time of the photon detectors. A lifetime for the QD of 𝜏 =
870ps is obtained from the exponential decay constant. The blue curve shows the
double-sided exponential dip without the convolution, this is the true minimum of
the antibunching. After accounting for the detector response 𝑔(2)(0) = 0.10 is ob-
tained. This matches the estimate made from the measured signal-background ratio
of 19:1.
Figure 4-12b shows the second order correlation function for emission from QD-A col-
lected from the outcoupler. In this measurement the value 𝑔(2)(0) = 0.07 is obtained,
after accounting for the detector response. This also matches the estimate from the
signal-background ratio of 27:1. These measurements both show that the emission is
strongly anti-bunched, demonstrating that the device is a source of single photons.
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The waveguide improves on the measurement from above the QD in both collection
efficiency and SBR.
A cross-correlation measurement is also performed between emission collected from
above the QD and from the outcoupler. For this measurement a beam splitter is
used to collect from two different positions on the sample into separate fibres; this
emission is filtered through two separate spectrometers and sent to two APDs. Time
differences between coincidences on the two detectors are measured. The resulting
normalised histogram is displayed in Figure 4-12c. Anti-bunching (g(2)(0) = 0.12)
in this measurement indicates that the emission comes from the same anti-bunched
source.
Figure 4-12: Auto-correlation measurements on EL emission (at a bias of 2.5V) col-
lected from (a) the outcoupler, and (b) the QD position. Both measurements show
strong antibunching, verifying the single-photon nature of the emission. (c) Cross-
correlation between emission from the outcoupler and QD position. This measure-
ment also shows antibunching, verifying that the emission at each end of the waveg-
uide originates from the same single-photon source.
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4.4.3 Coherence of single-photon emission
The linewidth of QD-A is smaller than can be resolved using a spectrometer (15 𝜇eV
resolution). The linewidth is accurately measured using a scanning Fabry-Pe´rot inter-
ferometer. The Fabry-Pe´rot interferometer has a resolution of 0.3 𝜇eV. A spectrum of
EL from QD-A taken using the Fabry-Pe´rot interferometer is shown in Figure 4-13.
The high resolution spectroscopy shows that the line is actually a doublet, arising
presumably from the two fine structure states of a neutral exciton [72]. Here they
are labelled 𝑋10 and 𝑋
2
0 . The 𝑋
1
0 line is brighter, indicating that it is better coupled
to the waveguide. The 𝑋10 line has a FWHM of (4.9±0.2) 𝜇eV, the 𝑋20 line has a
FWHM of (5.5±0.3) 𝜇eV. The splitting between the lines is 15 𝜇eV. The measured
linewidth of the QD is used to calculate the coherence time of the emission using
Equation 2.4. The maximum observed coherence time is (270± 10)ps.
Figure 4-14 shows the voltage dependence of the coherence time of emission from
the two fine structure states. At low biases both lines have a coherence time of 250
ps. As the bias increases the coherence time starts to degrade. This likely cause
of this is increased current through the device, which increases charge noise in the
environment of the QD. Both lines show the same coherence at low biases, however
as the bias is increased the coherence of the emission drops. The 𝑋20 line broadens
at 2.9 V and the 𝑋10 line broadens at 3.1 V. Broadening is expected as the current
through the diode, and consequently the charge noise in the device, increases at the
bias is increased. Interestingly the 𝑋20 line loses coherence at a lower bias, indicating
that this dipole is more sensitive to the charge noise arising from the higher current.
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Figure 4-13: High resolution spectrum of the line from QD-A at 2.8V, measured using
Fabry-Pe´rot interferometry. This measurement reveals that the QD line is a doublet,
split by 15 𝜇eV due to the fine structure splitting of the QD; the lines are now labelled
𝑋10 and 𝑋
2
0 . The blue line is a fit to two Gaussian peaks.
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Figure 4-14: Coherence times of the two fine structure states as a function of voltage.
Initially both lines show similar coherence times of 200-250 ps. The coherence of the
emission drops as the voltage is increased beyond 2.8 V.
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4.5 Summary and Outlook
We have demonstrated single-photon electroluminescence from a self-assembled quan-
tum dot coupled to a single-mode nanobeam waveguide. A value of 𝑔(2)(0) = 0.07 is
measured for the second order correlation function of the electroluminescence mea-
sured from the outcoupler of the waveguide. The emission is also highly coherent,
showing that the method does not inherently reduce the quality of the emitted light.
Fabry-Pe´rot interferometry confirms a coherence time of 250ps for the emission. This
coherence time is comparable to the best results measured in thicker structures in
EL [140], and photoluminescence in thin membrane structures [86,147].
The background emission in the waveguide is small due to the small effective collec-
tion area of the device. However the maximum signal to background ratio is limited
because the open end of the waveguide allows the collection of background emission
from a relatively large area. The signal-background ratio could be improved using a
device based on a photonic crystal. This could be used to create a mirror on one side
of the QD to supress emission from outside the waveguide, giving greater control of
the collection area; or to create a cavity, enhancing the emission from the QD.
There is also the potential to improve the electrical control of the source. Resonant
injection [145] may reduce charge noise in the device and improve the coherence of
the emission. Modulating the voltage could allow the device to be used as a triggered
single-photon source [141].
An alternative method is to use indirect electrical excitation. In this method a large
diode in the structure is driven electrically, and emission from this device is used to
excite the QDs. This achieves resonant driving of multiple quantum emitters. This
method has been achieved using LEDs [148] and with micropillar cavities [149].
This device provides the basis for on-chip electrically driven single photon sources
which can be easily coupled to other nano-optical components. This development
enables photonic circuits with multiple single-photon sources. The shallow etch elec-
trical isolation could also be used to individually tune separate QDs using the Stark
effect, enabling devices with multiple QDs in resonance.
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5.1 Introduction
The efficient generation and manipulation of non-classical states of light is a funda-
mental requirement of integrated quantum photonic devices. In these devices photons
are used as flying qubits. Photons are potentially free from decoherence [22] and can
be easily initialised into quantum states of either path or polarisation [24], however
photons are limited by their weak interactions with each other [22]. Photon-photon
interactions are required for the creation of two-photon logic gates [18], quantum
memories [5] or single-photon transistors [25]. Manipulation of these interactions re-
quires low power non-linear optical phenomena, for example the saturation of a single
ion [32, 46] or the Hong-Ou-Mandel effect [150]. These interactions enable quantum
computing methods such as boson sampling [11,37].
A two level system can act as both a source of single-photons [14, 29, 30, 53, 56, 57]
and as a saturable non-linearity [40,43], while the waveguide coupling allows coupling
of multiple elements together in a compact and scalable architecture [27, 42]. In this
scheme photon-photon interactions are mediated by the interaction of each photon
with the two level system. Recent work has shown the potential of this approach
using InGaAs quantum dots [43, 105, 151], and colour centres in diamond [119, 152].
This nonlinearity can be exploited to create controlled-phase [18–20] or controlled-
not [17, 28] logic gates. Exotic states of light, such as photon-photon bound states
[38, 41,117,153] can be created from the nonlinear interaction. A single-photon non-
linearity is also a powerful optical element that could find uses in optical routing [32]
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or single-photon transistors [25]. Crucially, the waveguide architecture allows easy
coupling of multiple elements together to create larger photonic networks [42,76].
Further advances in this direction require local control of the quantum emitters.
Electrical control allows static and dynamic tuning, solving problems with charge
state instability [26, 154, 155], reducing charge noise [77] and allowing fast switch-
ing [79,141]. Critically, local control of the QD emission energy allows reversible, fast
tuning of multiple QDs into resonance, allowing the field to advance beyond single
emitter devices. Electrical control is achieved by embedding the QDs in a 𝑝 − 𝑖 − 𝑛
diode; this allows an electric field to be applied to the QDs, allowing control of the
charge state [26, 76, 92] by tuning the shape of the tunnelling barriers and control of
the QD resonant energy via the quantum confined Stark effect [78–81].
The work in this chapter will demonstrate electrical control of resonant photon scat-
tering from QDs in an integrated waveguide device. The QD behaves as a spectrally
tuneable single-photon source and as a switchable and tuneable nonlinear element at
the single-photon level. Electrically tuneable resonance fluorescence (RF) is demon-
strated from the neutral, negatively and positively charged states of the same QD.
In RF measurements the charge state of the QD is controlled and stabilised by an
electric field. The performance of the device is improved by the slow-light effect of a
photonic crystal (PhC) waveguide [100–102], which increases the radiative decay rate
of the QD. In the best case, the QD has a linewidth only 1.4 times larger than the
radiative limit. In resonant transmission measurements it is found that the QD has
a strong effect on waveguide transmission, reflecting up to 65% of incident photons.
Bunching of the transmitted signal and anti-bunching of the reflection signal demon-
strates the quantum nonlinear nature of the photon scattering interaction. The RF
and nonlinear effect can both be switched electrically on a timescale of 80ns in this
device.
5.2 Device Design
The device is deisgned to maximise the visibility of the non-linear effect in trans-
mission, while maximising transmission of the device in the abscence of the QD and
64
Chapter 5. Electrical control of a waveguide-coupled
non-linearity
allowing electrical control of the QDs. The device is fabricated on a 170nm 𝑝− 𝑖− 𝑛
diode wafer, allowing control of the electric field across the QDs in the z-direction.
The limiting factors for the transmission visibility are: the coupling efficiency, the
pure dephasing rate, and spectral wandering of the QD. All three of these factors are
affected by the radiative decay rate of the QD. The coupling efficiency is improved
because the emission rate into the waveguide mode is increased, while non-radiative
emission and emission into other modes are not affected. In the model of this system,
the effect of pure dephasing and spectral wandering is defined by the ratio of these
parameters to the radiative decay rate. Therefore an increase in the decay rate is
equivalent to a reduction in these factors.
The radiative decay rate is increased by the Purcell effect. A large Purcell factor could
be achieved by placing the QD in a cavity, however this is not ideal for a waveguide-
coupled device as the cavity will reflect a large proportion of incoming light and has
an extremely narrow operating bandwidth. Instead we use a photonic crystal waveg-
uide; this allows high coupling efficiencies and a Purcell factor due to the slow light
effect while having a reasonable operating bandwidth and high transmission.
A schematic of the sample is shown in Figure 5-1. The key feature of the device
Figure 5-1: Schematic of the transmission experiment. The transmission and reflec-
tion of a single QD in a PhC waveguide is measured. The QD energy can be tuned
electrically via the quantum confined Stark effect.
is the single-mode slow-light PhC W1 waveguide. This is the section of the device
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Figure 5-2: SEM image of a full waveguide device. The white dashed box indicates
the slow light region of the PhC waveguide. The triangle shows the rough location of
the QD studied.
where QDs will be Purcell enhanced by the structure. The PhC waveguide is coupled
to two nanobeam waveguides that are individually terminated with Bragg grating
outcouplers for vertical in- and out-coupling of light. Intermediate PhC waveguides
with a larger hole separation are fabricated on either side of the main PhC waveguide
section to gradually change the group index of the PhC waveguide [156], this reduces
the intensity of back reflections from the PhC-nanobeam interface. In addition, the
PhC-nanobeam interface is designed to minimise reflections [157].
An SEM image of the final device is shown in Figure 5-2. The position of the central
slow-light section of the PhC waveguide is marked with a white dashed box; the PhC
regions outside this area are the previously mentioned intermediate regions. The lo-
cation of a suitable QD is marked with a white triangle. There is 90 degree bend in
one nanobeam, making the optical excitation and collection polarisations orthogonal.
This allows efficient in- and out-coupling to the device while scattered laser light is
rejected.
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5.3 Characterisation of photonic crystal waveguides
In order to have a large Purcell factor in a W1 PhC waveguide, the QD energy needs
to be close to the lower band edge of the waveguide. We find the band edges of
different devices using high-power above-band photoluminescence; this excites the
QD ensemble and produces broadband emission from 890 nm to 940 nm. This is used
to measure the transmission of the waveguide over a wide wavelength range.
To account for fabrication uncertainties, a range of devices were produced with
Figure 5-3: High power PL spectrum showing emission from the ensemble of QDs in
the PhC waveguide. The band edge of the waveguide is seen at 900 nm, indicated
by a solid back line. Peaks are visible from the Fabry-Pe´rot (F-P) modes in the
waveguide. The solid line is a fit of multiple Gaussian peaks to the data. The dashed
lines indicate the individual Gaussian peak of each F-P mode. The spectral positions
of the three excitons studied in the next section are indicated.
different hole sizes. Changing the hole size shifts the energy of the band edge of the
waveguide. In order for a device to contain QDs with a Purcell factor it is required
for the band edge to be within the QD ensemble emission range.
The PL spectrum of one device is shown in Figure 5-3. For this measurement, a
high power (500𝜇W) 808nm (above-band) laser is incident on one outcoupler of the
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device. The laser excites many QDs in and around the outcoupler, producing a broad
light source. This broad emission passes through the full length of the waveguide,
and is scattered by the other outcoupler for collection. Therefor,e this spectrum is a
measurement of the wavelength dependent transmission of the waveguide.
The PL spectrum shows that the band edge of this device is at 900 nm, the waveguide
doesn’t transmit light of longer wavelengths. Similar measurements on other devices
with different hole sizes show band edges at 920 nm and 940 nm. Some of the devices
have band edges shorter than 890 nm and show no transmission, or band edges longer
than 940 nm and show the full QD ensemble emission.
The waveguide transmission is modulated by Fabry-Pe´rot (F-P) modes. These are
standing modes that create fringes of high and low waveguide transmission. The
modes arise due to reflections off interfaces within the waveguide. These reflections
could come from several sources: the outcouplers, the PhC-nanobeam interface, or the
intermediate PhCWG interface. Here we determine from the properties of the modes
which interface is most likely to be causing the modes. For this we use Equation 5.1
describing the free spectral range of a F-P cavity.
Δ𝜈𝐹𝑆𝑅 =
𝑐
2𝑛𝑔𝑙
, (5.1)
where 𝑙 is the cavity length and 𝑛𝑔 is the refractive index of the material.
Using this equation, the measured mode period (2 nm), and the refractive index of
GaAs (3.4) we calculate the length of the cavity forming these F-P mode to be roughly
50 𝜇m. The length of the full device is 30 𝜇m, while the length of the PhC section is
8 𝜇m. From this we conclude that it is most likely that the reflections arise from the
outcouplers at each end of the waveguide and that the group index in the PhC region
of the structure is higher than the index of bulk GaAs due to the slow light effect.
This conclusion is supported by a measurement of the finesse of the cavity. The
finesse of a F-P cavity is described by Equation 5.2.
𝐹𝐶 =
2𝜋
−𝑙𝑛(𝑅2) , (5.2)
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where 𝐹𝐶 is the finesse of the F-P modes and R is the reflectivity of the interfaces.
The finesse of the modes is calculated to be 1.6. From Equation 5.2 we calculate
the reflectivity of the interfaces to be 23%. FTDT simulations of the PhC-nanobeam
interface indicate that the reflectivity of these interfaces is <10%, while nanobeam-
coupled outcouplers have been known to have reflectivities as high as 20% [107]. This
supports the conclusion that the F-P modes arise from reflections off the ends of the
waveguide.
5.4 Results
In order to demonstrate electrical control of a waveguide-coupled non-linearity we per-
form a detailed study one QD coupled to a PhC waveguide, which exhibits promising
properties as a 1D atom. This QD is representative of the results that can be achieved
with this device. We fully explore the properties of this device using photolumines-
cence, resonance fluorescence and resonant transmission measurements. We study
three different charge states of this QD.
Quantum dot characterisation
To identify a high quality QD for transmission measurements, we first measure many
QDs using photoluminescence. This allows us to identify QDs with low rates of spec-
tral wandering and high coupling efficiency, with energies close to the PhC waveguide
band edge. In this measurement, QDs in the PhCWG are excited by an 808 nm laser
at a power of 1.3 𝜇W, emission from the QDs is collected from an outcoupler of the
device. This emission is measured using a spectrometer.
Bias dependent photoluminescence from the QD is shown in Figure 5-4. Three lines
are visible from the QD at different biases; these are from the positive (𝑋+ − 894
nm), neutral (𝑋0−893 nm) and negative (𝑋−−896 nm) excitons. The three lines are
bright relative to lines from other QDs in the device, indicating that the coupling effi-
ciency of this QD is high. In addition, all three charge states have narrow linewidths
(<15𝜇eV), indicating that the variance of spectral wandering in these states is low.
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Figure 5-4: Photoluminescence intensity versus wavelength and bias for the QD under
study. Three charge states of the same QD can be seen, labelled as the neutral (𝑋0),
positively charged (𝑋+) and negatively charged (𝑋−) exciton states.
Finally, these three lines are all close to the device band edge of 900 nm, indicating
that they are likely to have a Purcell enhanced decay rate. The position of the charge
states relative to the waveguide modes is indicated in Figure 5-3. The active charge
state of the QD can be controlled using the bias. The 𝑋+ is active between 5.5 and
6.8 V, the 𝑋0 is active between 6.0 and 7.2 V and the 𝑋
− is active at voltages larger
than 6.9 V. The voltage ranges of the charge states overlap in this measurement be-
cause above band photoluminescence creates many free charge carriers, which can
relax into the QD and change the charge state. In later resonant measurements, the
voltage ranges of the charge states don’t overlap.
The bias also allows fine tuning of the QD energy via the QCSE. The charge states
each shift to shorter wavelength as the bias is increased. The tuning range of each
state is limited by the voltage range at which it is active. The 𝑋+ has the largest
tuning range of 0.25 nm, the 𝑋0 has a range of 0.15 nm and the 𝑋
− tuning range is
too small to measure on the spectrometer.
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We note that this wafer has a large series resistance, arising from low dopant density
in the 𝑛−layer. Therefore the applied voltage does not represent the voltage across
the diode. Flat band conditions for the device are observed at 7.5 V, at this bias the
diode has 1.5 V across it. Much of the voltage is lost across the resistive 𝑛−layer.
This high voltage requirement does not appear to have any adverse effect on the
QD properties. In addition, there is a large current density (∼ 10mA/mm2) flowing
through the sample at the biases used. This also does not appear to affect the QD
properties, as the results we measure are comparable to the best results in devices
designed to minimise current flow [77]. It is likely that a large part of this current
flows through areas of the device far away from the QDs under study and therefore
do not affect the device being studied.
Cross-correlation measurements
To prove that these three lines originate from the same QD, cross-correlation HBT
measurements are performed. These measurements are possible because of the volt-
age overlap of the charge states in PL, which allows two charge states to be active at
once.
In this measurement the bias is set to a value at which two charge states are active
(6.6 V for the 𝑋0 and 𝑋
+ states and 7.0 V for the 𝑋0 and 𝑋
− states). The PL signal
at this bias is split and filtered using two separate spectrometers to isolate emission
from the two lines. The output from the spectrometers is then directed onto two
SPCMs.
Figure 5-5a and Figure 5-5b show the results from cross-correlation measurements on
lines from the QD under study. Both measurements show clear antibunching of the
signal, indicating that the two lines originate from the same source.
For comparison, Figure 5-5c shows a control measurement performed on the 𝑋0 state
and a line from a different QD. This measurement shows no antibunching because
the two lines are from separate QDs.
These cross-correlation measurements also reveal interesting information about the
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Figure 5-5: Cross-correlation measurement between (a) the 𝑋+ and 𝑋0 charge states,
(b) the 𝑋− and 𝑋0 charge states and (c) control measurement on two lines from
different QDs. Cross-correlation measurements between lines originating from the
same QD display antibunching.
charge dynamics of the QD. In Figure 5-5b, it can be seen that the decay constant for
the antibunching is clearly not symmetric, whereas in Figure 5-5a the decay constant
is symmetric. This difference is caused by the different switching times of the QD
charge states.
The cross-correlation measurement shows the time difference between photons emit-
ted from the different states. Positive time represents a photon from one particular
charge states arriving after the other, a negative time difference represents the pho-
tons in the opposite order. Therefore the decay constants in these measurements
represent the average time for the QD to switch charge state. For example, in Fig-
ure 5-5b the positive time constant represents the average time taken for the QD to
switch from the 𝑋+ state to the 𝑋0 state and negative time represents the time for
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the QD to switch from the 𝑋0 back to the 𝑋
+ state.
The cross-correlation measurements are each fitted with two exponential curves to
determine the switching times for each exciton transition. The switching time for the
four transitions are: 𝑡(𝑋0 → 𝑋−) = 0.8ns, 𝑡(𝑋− → 𝑋0) = 0.6ns, 𝑡(𝑋+ → 𝑋0) =
0.55ns and 𝑡(𝑋0 → 𝑋+) = 1.8ns.
In particular we note that one transition takes significantly longer than the other
three. The switching times for the 𝑋0 → 𝑋−, 𝑋− → 𝑋0 and 𝑋+ → 𝑋0 transitions
are all <0.8 ns, whereas the switching time for the 𝑋0 → 𝑋+ transition is over twice
as long. Tuning of the QD from the 𝑋0 to 𝑋
+ state appears to be constrained by
the charging mechanism, which requires an electron to tunnel out of the 𝑋0 exciton
while the exciton is in the excited state.
Later in this chapter, we observe that resonant measurements on the 𝑋0 and 𝑋
− state
do not require optical stabilisation, whereas the 𝑋+ state does require this laser. This
lack of stabilisation is due to the different charging mechanism of this state, evident
here.
5.4.1 Resonance fluorescence on a charge-controlled QD
In preparation for the resonant transmission measurements we extract relevant infor-
mation about the QD using resonance fluorescence (RF). Using RF we measure the
linewidths and the charge plateaus of the different charge states, and measurements
of the lifetimes and coherence times of the QD states.
In these measurements the QD is excited from above by a resonant laser at 425
nW.The QD then emits photons into the waveguide and emission is collected from
an outcoupler. The excitation laser itself does not couple directly to the waveguide,
allowing a high signal-background ratio. Both the laser wavelength and the QD tran-
sition energy can be tuned in the following measurements. Background measurements
at each point are taken for each point by tuning the QD to another charge state, al-
lowing background emission to be removed from the measured signal.
The three charge states are all visible in RF. Large range bias dependences of the 𝑋0
and 𝑋− are shown in Figure 5-6 and Figure 5-8 respectively. A bias dependence of RF
from the 𝑋0 exciton with the laser wavelength constant is shown in Figure 5-7. RF
73
5.4. Results
spectra from the 𝑋− and 𝑋+ excitons with the bias constant are shown in Figure 5-9
and Figure 5-10 respectively. No RF bias dependence is shown for the 𝑋+.
The three lines are active over three different charge plateaus, in contrast to the PL
measurement there is very little overlap in these charge plateaus. The 𝑋− is active
between 6.9 and 7.8 V, the 𝑋0 between 6.5 and 6.9 V, the 𝑋
+ is active between 5.5
and 6.5 V. All three charge states tune to higher energy as the voltage is increased.
The 𝑋− tunes 20 pm, the 𝑋0 tunes 50 pm. The tuning range of the 𝑋+ is not
measured in RF, but it is determined in later resonant transmission measurements
(Figure 5-19) to be 150 pm.
RF allows accurate measurement of the linewidths of the different states, which are
too narrow to be measured using the spectrometer. This is done by tuning the laser
through the QD transition, and measuring the RF intensity at each wavelength. The
linewidth of the 𝑋− is (5.1 ± 0.1)𝜇eV and linewidth of the 𝑋+ is (11.7 ± 0.4)𝜇eV.
The 𝑋0 is a doublet with linewidths of (4.8± 0.2)𝜇eV and (3.1± 0.1)𝜇eV. All three
lines are best fit by Lorentzian fits, indicating that while the states are broadened by
spectral wandering this wandering is in the ’motional narrowing’ regime [88].
The 𝑋0 is clearly identified by the two fine-structure states that are visible in RF.
These states have been labelled 𝑋10 and 𝑋
2
0 in Figure 5-7. These two states have a
splitting of 36 𝜇eV. The 𝑋10 is both brighter and broader than the 𝑋
2
0 . It is expected
that the orthogonal polarisation of the fine structure states will produce different cou-
pling efficiencies depending on the position of the QD in the PhC waveguide [104].
The difference in linewidth is more unexpected, but is also caused by the orthog-
onal polarisations of the states [72] and the proximity of GaAs-air interfaces near
the QD [51]. Figure 5-7 shows a voltage sweep of the 𝑋10 and 𝑋
2
0 states and the
corresponding background emission. This measurement was taken by fixing the laser
wavelength at 892.99 nm and using the bias to tune the charge state through reso-
nance with the laser. This measurement is equivalent to the spectra taken by changing
the laser wavelength, as the QD energy is tuned by the bias. However tuning the laser
can produce fluctuations in the background laser intensity, whereas tuning using the
bias does not. The figure shows the RF signal compared to the background, which
has contributions from the reflected laser and from wetting layer EL. The peak of the
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signal is at 6.63 V, at this point the SBR is 200:1. Detector dark counts (20 Hz) have
been subtracted from both sets of data.
It is worth noting that resonant measurements can be performed on the 𝑋0 and 𝑋
−
states without the application of a non-resonant laser; in other work a weak above-
band laser was required to stabilise the charge state of the QD [133, 158]. In these
measurements the QD would become trapped in a charge state that was not resonant
with the laser; the non-resonant laser would free the QD from this dark state. In this
work the 𝑝 − 𝑖 − 𝑛 diode stabilises the charge state for the 𝑋0 and 𝑋− states [159]
so the QD is always in the same charge state. Resonant measurements on the 𝑋+
charge state do require the application of a non-resonant laser, indicating that the
diode does not stabilise this charge state.
The 𝑋+ shows a significantly larger linewidth than the other charge states of the QD;
the measured linewidth is over double that seen for the other two lines. This larger
linewidth is the result of a higher variance in spectral wandering. It is likely that this
spectral wandering is caused by additional charge noise arising because of the charge
instability in the device.
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Figure 5-6: RF intensity as a function of laser waveguide and bias for the neutral
(𝑋10 and 𝑋
2
0 ) lines. The intensity of the 𝑋
2
0 line has been scaled by a factor of 5 for
clarity.
Figure 5-7: Bias dependence of RF from the 𝑋0 state (red) with counts (blue). The
laser is held at 892.99 nm. This bias dependence looks very similar to a spectrum,
as the QD-laser detuning is changing with bias, which brings the QD states through
resonance with the laser. The dotted line is a Lorentzian fit to the 𝑋10 line. A
signal-background ratio of 200:1 is measured at the peak of the 𝑋10 line.
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Figure 5-8: RF intensity as a function of laser waveguide and bias for the negatively
charged (𝑋−) line. The QD does not tune past 895.84 nm despite the increase in bias,
indicating that the diode is at flat band and the resistance of the device is dropping.
Figure 5-9: Single RF spectrum from the 𝑋− line. The bias is held at 6.95 V and the
laser swept through resonance. The solid line is a Lorentzian fit with a linewidth of
(5.1± 0.1)𝜇eV.
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Figure 5-10: Single RF spectrum from the 𝑋+ line. The bias is held at 6.26 V and
the laser swept through resonance. The solid line is a Lorentzian fit with a linewidth
of (11.7± 0.4)𝜇eV.
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Resonant Lifetime and Coherence Time
RF measurements were used to measure the lifetime and pure dephasing time of the
QD states. The lifetimes of the 𝑋0 and 𝑋
− lines are measured using pulsed RF. A
femtosecond pulse is filtered through a spectrometer, producing a final pulse roughly
40 ps long and 10 pm broad. This pulse is used to excite the QD as in the previous
RF measurements. The laser pulse is measured by a photodiode, and QD emission
is measured by an SNSPD. The pulses from the photodiode and detector measured
by a time-correlated photon counting card [135]. The total system response time is
70 ps. The arrival times of photons from the QD are compared to the times of the
laser pulses. Two measurements are taken for each result, one with the QD resonant
with the laser (signal), one with the QD detuned (background). This allows laser
background to be removed from the lifetime measurement.
The lifetime measurement for the 𝑋0 state is shown in Figure 5-11. There are
three components to the measured signal: RF signal from the QD, some residual
laser background, and electroluminescence from other QDs. The residual background
signal gives a Gaussian pulse at time zero, this is light that hasn’t interacted with the
system. The EL gives a flat background with no time dependence. The RF emission
from the 𝑋0 state gives an exponential decay, with a decay constant equal to the QD
lifetime. It is assumed that most of the signal comes from the 𝑋10 state as it is far
brighter. The 𝑋10 is found to have a lifetime of (441±20) ps, indicating that the PhC
waveguide is giving this state a modest Purcell factor. The lifetime of the 𝑋20 cannot
be determined as the two states cannot be separated in this measurement.
The lifetime measurement for the 𝑋− is shown in Figure 5-12. The 𝑋− state has
a lifetime of (580 ± 40) ps, which is also Purcell enhanced. The transform limited
linewidth of the 𝑋10 (𝑋
−) state is therefore 1.5 𝜇eV (1.1 𝜇eV). Lifetime measurements
are performed on similar 𝑋0 and 𝑋
− states of a QD in the nanobeam section of the
waveguide to estimate the sponteneous decay rate in the absence of any Purcell effect;
the lifetime of the unenhanced 𝑋0 and 𝑋
− states are measured to be 750 ps and 1500
ps respectively. We use these measurements to estimate the Purcell factor of the
𝑋10 (𝑋
−) state to be 2.2(2.6). This measurement is only a rough estimate because we
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Figure 5-11: Resonant lifetime measurement of the 𝑋0 line. The instrument response
is shown in grey. The decay is fit with a single exponential curve with a decay constant
of 440ps.
Figure 5-12: Resonant lifetime measurement of the 𝑋− line. The instrument response
is shown in grey. The decay is fit with a single exponential curve with a decay constant
of 580ps.
only measure the lifetime of one unenhanced QD. Generally a measurement of the
QD ensemble lifetime would be performed, however we measured different lifetimes
for our QD when exciting resonantly to exciting above band, so a measurement of the
ensemble (which requires above band excitation) would not be a good comparison.
After spectral wandering, the largest source of decoherence is pure dephasing. The
pure dephasing rate can be probed by performing interferometry on the collected RF
photons. Since RF is only emitted when the QD is resonant with the laser, these pho-
tons do not have the coherence of the inhomogeneous broadening caused by spectral
wandering. These photons show the transform limited properties of the QD, which
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Figure 5-13: 𝑔(1)(𝑡) coherence measurement taken using a Michelson interferometer
on RF from the 𝑋0 line. The red line is a fit to Equation 5.3.
are determined by the lifetime of the QD and the pure dephasing time only. The
coherence time of RF is measured using a Michelson interferometer.
The RF has contributions from RRS and RPL; the relative intensity of the two con-
tributions is described in Equation 2.6. The RRS has the coherence of the excitation
laser, which is assumed to be infinite on the scale measured here. The RPL has coher-
ence defined by 𝑇2. We use Equation 2.6 and the coherence of the RPL (Lorentzian
distribution) to create a full description of the interference visibility in this measure-
ment, which depends on 𝑇1 and 𝑇2 only. The full equation for visibility is Equation 5.3,
𝑉 (𝑡) =
(︂
1− 𝑇2
2𝑇1
)︂
𝑒
− 𝑡
𝑇2 +
𝑇2
2𝑇1
, (5.3)
where 𝑡 is the time difference in the interferometer, 𝑇1 is the lifetime of the QD and
𝑇2 is the coherence time, as in Equation 2.4.
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The results of the Michelson interferometry are shown in Figure 5-13. The coherence
consists of an exponential decay from the RPL and a flat contribution from the RRS.
From fitting this data we find a coherence time of (670±40) ps for the 𝑋10 state. The
coherent fraction in this measurement is 0.74±0.05.
From this measurement of the coherence time, the pure dephasing time is calculated
using Equation 2.4 to be (2.8 ± 0.7) ns. The pure dephasing time is therefore 5-10
times longer than the measured lifetime, indicating that pure dephasing is unlikely
to have a significant effect on the waveguide transmission measurement for this QD.
For comparison, the coherence time including the effect of spectral wandering (from
the linewidth measurement of 4.8 𝜇eV) is 450 ps.
5.4.2 Resonant transmission and reflection of a QD in a single-
mode waveguide
In the following section we present the transmission spectra of the three charge states
of QD-A. Initially we study the transmission intensity of single-photons only. The
expected result is a reduction in waveguide transmission when each QD state is res-
onant with the laser. The lowest point of this reduction is dependent on the spectral
wandering and coupling efficiency of the QD charge state. In the ideal case the trans-
mission is completely blocked by the interaction with a single QD. In this work, we
observe a maximum reduction of 35% in waveguide transmission from a single QD.
These measurement is performed by injecting a weak (8 nW) resonant laser into
the waveguide and measuring the transmitted intensity. The weak laser inputs 0.06
photons per QD lifetime. This approximates a single-photon input because the prob-
ability of the laser injecting two photons within the lifetime of the QD is very low.
The QD is modulated using the electric field to observe the effect of the QD. In the
following measurements the transmission intensity with the QD on resonance is nor-
malised to the transmission intensity with the QD detuned far from the laser.
All three charge states have a strong effect on waveguide transmission. Transmis-
sion spectra at constant bias for the 𝑋0, 𝑋
− and 𝑋+ charge states are displayed in
Figure 5-14, Figure 5-16 and Figure 5-18 respectively. Large range bias dependences
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Figure 5-14: Normalised transmission spectrum of the 𝑋0 states at a bias of 6.75 V.
The solid blue line is a theoretical fit to Equation 5.4.
Figure 5-15: Waveguide transmission as a function of laser wavelength and bias look-
ing at the effect of the 𝑋0 states.
of the three states are shown in Figure 5-15(𝑋0), Figure 5-17(𝑋
−) and Figure 5-19
(𝑋+). The transmission spectra are fit using the model, allowing explanation of the
different properties of the three states.
The three charge states are active over the same voltage ranges as seen in RF; the
transition energies and tuning ranges of the states are also unchanged. The linewidths
measured in transmission are narrower than those measured in RF for all three states;
this is likely due to the different excitation methods. In transmission measurements
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the laser is incident on an outcoupler, therefore any fluctuations in temperature or
charge environment that the laser causes are spatially separated from the QD. In
addition the laser power used to excite the sample is lower in transmission measure-
ments.
A transmission spectrum of the 𝑋0 is shown in Figure 5-14. Two dips in transmis-
sion can be seen from the two fine structure states. The higher energy state reduces
waveguide transmission by a maximum of 35%, the lower energy state reduces trans-
mission by 5%. This difference is attributed to a lower coupling efficiency, as seen in
RF. The FWHM of the two lines at this bias is measured to be (3.7±0.2)𝜇eV for the
𝑋10 and (3.3± 0.3)𝜇eV for the 𝑋20 .
The bias dependence of the transmission of the 𝑋0 is shown in Figure 5-15. The
wavelength of the resonance can be tuned over 50 pm using the bias. The transmis-
sion minimum from the 𝑋10 state is significantly lower than that measured for any of
the other states. Therefore more detailed measurements, which are made clearer by
a stronger effect, in this chapter will focus on the 𝑋10 state.
A transmission spectrum of the 𝑋− is shown in Figure 5-16. This state reduces
transmission by up to 18%, the linewidth of this state is (4.6 ± 0.5)𝜇eV. The differ-
ence in minimum between this state and the 𝑋10 is determined to be due to the longer
lifetime and larger viariance of spectral wandering; other parameters are found to be
similar. Figure 5-17 shows a transmission contour plot of the 𝑋− line. As in RF, the
state can be seen to tune over 20 pm and the diode reaches flat band conditions at
895.84 nm.
The transmission of the 𝑋+ is shown in Figure 5-19. As with the RF measurements
on this exciton, a weak non-resonant laser is required for this charge state to be active.
This exciton is active over a wide range of voltages, and tunes over a 150 pm range.
A single spectrum of the 𝑋+ is displayed in Figure 5-19. This state reduces waveg-
uide transmission by up to 15%. The shape of this line is significantly different to
that measured for the other two states. We can still extract the QD parameters from
fitting, which accounts for this asymmetry. From this we find the linewidth of the
𝑋+ to be (7.3± 1.8)𝜇eV.
Fitting to this line indicates that difference in transmission is caused by the increased
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Figure 5-16: Normalised transmission spectrum of the 𝑋− state at a bias of 7.2 V.
The solid blue line is a theoretical fit to Equation 5.4.
Figure 5-17: Normalised waveguide transmission as a function of laser wavelength
and bias showing the 𝑋− line.
rate of spectral wandering for this state. In addition, the dark state probability for
this state is significantly higher (𝛼 ≃ 40%) than for the other two states (𝛼 <5%).
This is another effect of the charge instability of this state, evidenced by the need for
a weak repump laser in measurements on this state.
This transition produces an asymmetric line, a characteristic sign of Fano interference.
Fano interference in this system arises from the interaction between the resonant QD
scatter and the background waveguide transmission. The waveguide transmission
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Figure 5-18: Normalised transmission spectrum of the 𝑋+ state. The solid blue line
is a theoretical fit to Equation 5.4.
Figure 5-19: Normalised waveguide transmission as a function of laser wavelength
and bias showing the 𝑋+ line.
varies with wavelength due to the F-P modes seen in Figure 5-3. It is clear from
Figure 5-3 that the background waveguide transmission at the wavelength of the 𝑋+
state is significantly different than for the 𝑋0 and 𝑋
+ states. Fano interference in
the QD-waveguide system is investigated in more detail in chapter 6. Figure 5-20
shows the bias dependence of the transmission minimum of the 𝑋10 state. The charge
plateau can be seen between 6.65 and 6.85 V. There is a slight improvement in the
visibility as the bias is increased. This appears to be caused by a slight reduction in
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Figure 5-20: Bias dependence of the transmission minimum of the 𝑋10 line. The red
line is a linear fit over the region 6.65-6.85 V indicating the minimum getting lower
as the bias is increased. At 6.85 V the charge state of the QD changes.
Figure 5-21: Bias dependence of the transmission linewidth of the 𝑋10 line. The red
line is a linear fit over the region 6.65-6.9 V indicating a reduction in linewidth of the
𝑋10 as the bias is increased
the spectral diffusion of the state as the bias is increased. This can be observed in
Figure 5-21, which shows the linewidth as a function of voltage. Some oscillation can
be seen in the linewidth, however the general trend is downwards - from (3.3 ± 0.2)
pm at 6.6 V to (2.4± 0.2) pm at 6.9 V.
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Reflection of a single QD in a waveguide
The scattering of single-photons by the QD causes the reduction in waveguide trans-
mission when the QD is resonant with the input laser. It is important to identify what
happens to the light that is not transmitted. Photons that scatter off the QD are
reflected and exit the waveguide from the input BGC; we can collect these photons
to measure waveguide reflectivity. The increased reflectivity caused by the resonant
scattering can also be measured. This reflected signal will consist mainly of single-
photons. Antibunching of the reflected photons has not been measured previously in
waveguide devices due to the diffuculty of the measurement. In the following section
we measure the reflected signal and assess whether is it possible to measure anti-
bunching of the reflected photons.
Reflection measurements on this device are limited because it is extremely difficult to
separate the signal from scattered laser. The excitation and collection spot need to
be aligned onto the same outcoupler; as a result, neither spectral nor spatial filtering
can be used to reject the laser scatter. The only filtering that can be used is polarisa-
tion. This is achieved by polarising the incoming light at +45 degrees and collecting
light at -45 degrees relative to the outcoupler, these crossed-polarisations block light
that scatters directly off the sample while allowing light to be injected to and col-
lected from the waveguide. This polarisation rejection is further complicated by the
structure of the outcoupler; scatter off this uneven surface doesn’t have a smooth
Gaussian profile. Therefore, even small movements of the sample surface (e.g. from
temperature fluctuations) drastically affect the efficiency of the polarisation rejection.
It is possible to study reflection using electrical modulation to identify the effect of
the QD. However the laser scatter makes a detailed study of photon statistics (e.g.
power dependence) in reflection impossible.
Figure 5-22 shows the bias and wavelength dependence of the reflected signal from
the 𝑋0 states. There is a clear resonance at the wavelength of the 𝑋
1
0 state measured
previously using RF and transmission. In this measurement there is a large amount
of laser scatter, it is not possible to maintain the polarisation rejection as the laser
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wavelength is tuned. The laser scatter is identified using electrical modulation and is
subtracted from the final signal. Interestingly the interference of the signal and the
laser scatter creates a similar Fano interference as seen in transmission, although this
Fano resonance can be suppressed by better rejecting the laser scatter, as is evident
in Figure 5-23.
Figure 5-23 shows a reflection spectrum of the neutral exciton at 892.99 nm, with
10 nW of laser power incident above the objective; the laser scatter is well rejected
in this measurement, so no Fano resonance is visible. The spectrum is performed
by tuning the exciton energy instead of the laser wavelength; the rejection of laser
scatter has a dependence on the laser wavelength. Lines are visible from both FSS,
although the 𝑋10 state has a much larger reflected intensity. The linewidth of the fit
is estimated to be 3.7𝜇eV. This value is similar to the linewidth measured for the 𝑋10
in transmission. A maximum signal-background ratio of 6:1 is obtained for the 𝑋10
reflected line, the background in this case is the residual laser scatter.
From this measurement, we determine that an HBT measurement on the reflected
signal from this device is possible. If the reflected signal is fully antibunched, then
with this signal-background ratio an HBT measured would obtain a 𝑔(2)(0) of 0.26.
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Figure 5-22: Reflection intensity of the 𝑋10 state as a function of laser wavelength
and bias. The intensity has been normalised to the intensity of laser scatter off the
sample.
Figure 5-23: Reflection spectrum of the 𝑋10 and 𝑋
2
0 states as a function of laser
wavelength and bias. The blue dotted line is a Lorentzian fit to the 𝑋10 state.
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5.4.3 Electrical control of waveguide transmission using a
single QD
The electrical tuning of the QD allows modulation of both the RF and transmission
effect, this is important as it can allow a quantum optical circuit to be reconfigured
remotely. An important parameter for modulation is the time response of switching
the device on and off. Electrical control should allow for an extremely fast time re-
sponse as the QD only needs to be tuned out of resonance with the laser, a relatively
small disturbance to the system compared to optical switching [43,133] with changes
the charge state of the QD. High frequency control of RF can be used to enable gen-
eration of frequency stabilised single-photons [155].
To measure the switching time, the bias applied to the sample is modulated between
6.62 V and 6.55 V at a rate of 20 kHz; this brings the 𝑋10 in and out of resonance with
the laser. The transmitted photons are detected on an APD and a time-resolved mea-
surement, synchronised to the voltage source, is used to measure the time response of
the device. The time resolution of the measurement is 40 ns and the switching time
of the voltage source is 30 ns.
The result of the switching measurement is shown in Figure 5-24. The QD is tuned
into resonance at 0 𝜇s, and out of resonance at 50 𝜇s. The switching is extremely
fast; the 80:20 time of both tuning in and out of resonance is measured to be 80 ns.
A similar switching time is obtained when measuring RF from the QD.
The device can be modulated to 80% of the maximum visibility in a short time,
however when tuning into resonance the device doesn’t reach 100% visibility imme-
diately. There is a slow voltage response arising because the device tunes the QD
near to resonance, but not exactly to the correct energy. This is due to the changing
resistance of the diode, which produces some small fluctuation in the applied voltage
on timescales of ∼1 𝜇s after switching. These fluctuations do not affect the signal
when tuning out of resonance as when out of resonance the signal is not sensitive to
small changes in bias. These fluctuations could be mitigated by optimising the diode
for a fast voltage response. This would require the active area of the diode to be
made smaller, for example by using a micro-diode contacting scheme [79].
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Figure 5-24: Switching of the waveguide transmission of the𝑋10 line. The transmission
effect is switched on at 0 𝜇s and off at 50 𝜇s.
The device can be modulated extremely quickly, a switching time of 80 ns means
that the device can be modulated at up to 10 MHz. This compares very favourably
to other switching methods, such as optical switching (𝜇𝑠 timescale [43, 133]). Our
measured result may still be limited by the switching time of the voltage source (30
ns) and the resolution of the measurement (40 ns). In addition, the device is not
designed for fast switching, GHz modulation frequencies could be achieved using an
optimised micro-diode [79].
5.4.4 Non-linear behaviour of a QD in a single-mode waveg-
uide
The nonlinear photon-QD interaction is evident in the power dependence of the trans-
mission effect. The quantum nature of this nonlinearity is confirmed using photon
statistics measurements on the transmitted and reflected laser fields. The photon
statistics measurements allow the transmission of single-photons to be compared to
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Figure 5-25: Power dependence of the transmission minimum of the 𝑋10 line. Solid
line is a fit to Equation 5.9, the critical power is found to be 530nW.
the transmission of two-photon states. Figure 5-25 shows the power dependence
of the transmission minimum of the 𝑋10 . For this measurement transmission spec-
tra are recorded at different powers and the minimum is determined by fitting the
spectra. The nonlinear behaviour is evident in this measurement, as the waveguide
transmission reduces with increasing power as predicted by Equation 5.9. The fit to
Equation 5.9 gives a critical power, 𝑃𝐶 of 530 nW.
The critical power of 530 nW is far higher than predicted from Equation 5.10. The
most likely cause of this is that incident light is very poorly coupled into the waveg-
uide, meaning that most of the incident light does not reach the QD. Using measured
values for 𝛽 = 0.9, Γ = 2.27 𝑛𝑠−1, 𝛾0 = 0.35 𝑛𝑠−1 and 𝜆0 = 893 nm the expected
critical power for this QD is estimated at ∼2 nW. Assuming that this is the correct
critical power in the waveguide, we calculate that 0.4% of incident light is coupling
into the waveguide.
Figure 5-26 and Figure 5-27 show 𝑔(2)(𝑡) measurements for transmitted and reflected
laser fields respectively with the QD on resonance. The input laser is coherent, there-
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fore the input field has 𝑔(2)(0) = 1. Preferential transmission of two-photons creates
bunching in the transmitted field. Single-photons are reflected by the QD, therefore
the reflected field is anti-bunched.
A 𝑔(2)(0) of 1.15 is measured for the transmitted field; this is limited by the visibility
of the transmission dip and depends largely on the QD parameters. A 𝑔(2)(0) of 0.4
is measured for the reflected field, displaying clear antibunching at zero time. The
minimum of 𝑔(2)(0) is limited by the collection of laser scatter which cannot be elim-
inated (the signal-background ratio is 6:1 in this case).
Figure 5-28 shows the bunching as a function of 𝑋10 -laser detuning. The detuning is
controlled by electrically tuning the QD relative to the fixed laser wavelength. 𝑔(2)(0)
is maximised at zero detuning. 𝑔(2)(0) approaches unity as the detuning is increased,
as expected for a coherent laser source. Controlling the detuning allows for switching
of the nonlinear effect and control of the strength of the effect.
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Figure 5-26: Photon statistics of the transmitted light with the input laser on reso-
nance with the 𝑋10 line. Bunching of 1.15 is seen at 𝜏=0
Figure 5-27: Photon statistics of the reflected light with the input laser on resonance
with the 𝑋10 line. Antibunching is seen at 𝜏=0.
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Figure 5-28: 𝑔(2)(0) of the transmitted light as a function of 𝑋10 -laser detuning. The
degree of bunching can be controlled.
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5.4.5 Observation of a strong waveguide-coupled non-linearity
Figure 5-29: Transmission spectrum from QD-B. The solid blue line is a theoretical
fit to Equation 5.4.
Figure 5-30: Normalised waveguide transmission as a function of laser wavelength
and bias showing the 𝑋0 line for QD-B.
After performing these measurements, we are able to improve on the results by
locating QDs with better properties. These QDs are labelled QD-B and QD-C from
here on. The QD studied in section 5.4 is referred to as QD-A here. The properties
of these QDs are investigated further in chapter 6, here we summarise the properties
of QD-B to demonstrate the improvement in device performance.
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These high-quality QDs were found after a change of the QD characterisation method.
Rather than characterising QDs in PL and RF, the transmission of the waveguide is
probed directly. The electrical control allows a full waveguide to be tested for high
quality QDs in one scan, whereas PL and RF scans only probe a small area of the
device. Measuring directly in transmission also means that the QDs with desir-
able properties are immediately more visible, whereas in PL and RF many complex
measurements are required to determine how the viability of a QD for transmission
measurements.
Using this method we are able to find QDs closer to the band edge of the waveguide,
which have larger Purcell enhancements. These were previously rejected after PL
characterisation because the linewidths are broad. Measuring directly in transmis-
sion shows that the broad linewidth is caused by a shorter lifetime rather than spectral
wandering. Figure 5-29 shows a transmission spectrum from QD-B. This QD state
reduces waveguide transmission by up to 65%. Further investigation finds a lifetime
of (150±3) ps and a FWHM of (5.6±0.3) 𝜇eV for this line, representing a broadened
linewidth only 1.4 times larger than the transform limited linewidth. Figure 5-31 and
Figure 5-32 show 𝑔(2)(𝑡) measurements on QD-B, the maximum 𝑔(2)(0) observed for
this state is 2.2. This result is a 10x improvement on the result from the 𝑋10 state of
QD-A.
This result is not only notable for being a significant improvement on previous results
using QDs in waveguides, but it is also better than any result for waveguide based
devices currently in literature. This demonstrates the potential of waveguide-QED
using InAs QDs, as in the last two years the maximum transmission visibility in
QD devices has improved from 8% [43] to 75%. This visibility needs to be further
improved for the effect to be useful in quantum-optical circuits; to achieve this im-
provement the rate of spectral wandering needs to be reduced further. This work
has shown that other effects that limit the visibility in QD based systems – namely
blinking and pure dephasing – do not have a significant effect in this device.
The increased visibility of the transmission effect allows the power dependence of
the photon statistics to be measured. The power dependence of the bunching of the
transmitted autocorrelation function is shown in Figure 5-33. In this measurement,
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Figure 5-31: Photon statistics of the transmitted light with the laser resonant with
the 𝑋10 of QD-B. A 𝑔
(2)(0) of 2.2 is measured.
the autocorrelation function is taken at the transmission minimum for increasing in-
put powers. The peak bunching is reduced as the power is increased. This reduction
in bunching in the autocorrelation function occurs at the same power as the increase
in transmission minimum.
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Figure 5-32: 𝑔(2)(0) of the transmitted light as a function of QD-laser detuning for
QD-B. The solid line is a theoretical estimate of the autocorrelation function using
parameters extracted from the transmission spectrum of this QD.
Figure 5-33: Power dependence of the transmission minimum (red) and the corre-
sponding autocorrelation maximum (blue) for QD-A. The red dashed line is a fit to
Equation 5.9. The blue dashed line is a guide to the eye.
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5.5 Modelling waveguide transmission of a single
QD
The system is understood using the input-output formalism outlined in section 2.4.
This formalism allows the intensities of single and two-photon transmission and re-
flection to be calculated. In section 2.4 the behaviour of an ideal TLS is considered.
In order to fit the theoretical data in this chapter is it required that we account for
the real-world properties of the QD. These additional effects are spectral wandering
and dark state probability of the QD. In addition, we model the power dependence
of the system.
The theory in this section is based on the work done by Dr. David Hurst, seen in the
supplementary information of [165].
Spectral Wandering
Spectral wandering is a random fluctuation in energy of the QD transition over time,
it is caused by changes in the charge and spin environment of the QD. The fluc-
tuations create a broadening of the line. All lines measured in this chapter show
a Lorentzian broadening from spectral wandering. In order to model the effect of
spectral wandering, the transmission function is convoluted with a Lorentzian line,
characterised by the FWHM of the wandering. To account for spectral wandering
in the autocorrelation function the one and two-photon components are convoluted
separately, this is required to account for the wandering of both the autocorrelation
function and the transmission intensity.
After convolution with a Lorentzian, the time-averaged transmission and autocorre-
lation function are given by Equation 5.4 and Equation 5.5.
𝑇𝑎𝑣(𝛿) =
1
𝜋
∫︁
𝐿(𝑥)𝑇1(𝛿 + 𝑥)𝑑𝑥, (5.4)
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𝑔(2)𝑎𝑣 (0, 𝛿) =
1
𝜋
∫︁
𝐿(𝑥)𝑔(2)(0, 𝛿 + 𝑥)𝑑𝑥, (5.5)
where 𝑇1(𝛿) is the waveguide transmission at detuning 𝛿, and 𝑔
(2)(0, 𝛿) is the auto-
correlation function of the transmitted light at time t=0 and detuning 𝛿. L(x) is the
Lorentzian distribution:
𝐿(𝑥) =
1
𝜋
1
2
𝜎
𝑥2 + (1
2
𝜎)2
, (5.6)
where 𝜎 is the FWHM of the distribution. Figure 5-34 shows the effect of spectral
Figure 5-34: Transmission spectra for different rates of spectral wandering, defined
relative to the spontaneous decay rate of the QD, Γ. The minimum and width of the
transmission dip depends on the ratio of the variance of spectral wandering to decay
rate.
wandering on the transmission spectrum of a QD. Spectral wandering reduces the
effect of the QD, as the QD is not always resonant with the incoming photon. In-
creasing the spectral wandering broadens the line, and increases the transmission at
𝛿 = 0.
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Blinking
It is possible for the QD to switch from the desired state to another charge or spin
state. The other states will have different transition energies and can be consid-
ered dark states for the purposes of the experiment - they will not interact with the
incoming light. This phenomenon is known as ‘blinking’. The transmission and auto-
correlation function of the system when the QD is in a dark state are both unity. The
effect of blinking on transmission and autocorrelation can be modelled as a weighted
sum of the bright and dark state interactions
𝑇𝑏𝑙𝑖𝑛𝑘(𝛿) = (1− 𝛼)𝑇 (𝛿) + 𝛼, (5.7)
𝑔
(2)
𝑏𝑙𝑖𝑛𝑘(0, 𝛿) = (1− 𝛼)𝑔(2)(0, 𝛿) + 𝛼, (5.8)
Where 𝛼 is the fraction of time when the QD is in a dark state.
Power Dependence
The equations described above apply for a low-power coherent input state only, in
this case we can assume only one photon is incident within the lifetime of the QD.
Increasing the power beyond this level will reduce the effect of the QD on waveguide
transmission. The power dependence is accounted for in the 𝑆𝑍 operator [43]. The in-
put power is compared to a critical power. The power dependence of the transmission
minimum is given by:
𝑇1(𝑃 ) = 1− 𝑇 (0)
1 + 𝑃
𝑃𝐶
, (5.9)
Where T(0) is the transmission minimum at low power, and the critical power 𝑃𝐶
is related to the number of photons incident with the lifetime of the QD by Equa-
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tion 5.10.
𝑃𝐶 =
Γℎ𝑐
𝜆
(︂
1 + 2𝛽𝛾0/Γ
4𝛽2
)︂
, (5.10)
where 𝛾0 is the pure dephasing rate of the emitter.
5.6 Conclusion
We have demonstrated electrical control of the strong on-chip non-linearity arising
from the interaction between a single QD and a single-mode waveguide. A maximum
laser extinction of 75% is seen, and a bunching of up to 2.5 is generated. The op-
erating wavelength of this effect is tuneable by up to 0.15 nm, and is switchable at
frequencies up to 10 MHz.
The strength of the non-linearity depends on reducing the effects of dephasing on the
QD. A Purcell effect mitigates these effects, particularly spectral wandering. We give
the QD a Purcell factor of 6 by operating in the slow light region of a PhC waveguide.
However the strength of the effect is still limited by spectral wandering.
Measurements on different charge states of the same QD reveal that the electrical
control stabilises two of the available charge states. The charge state which is not
stabilised shows increased spectral wandering and a high dark state probability, two
unfavourable properties for devices utilising deterministic light-matter interactions.
Use of a ’repump’ laser to stabilise the charge state does not recover the properties
seen in the other two states.
Similar work in this field has demonstrated control of the waveguide transmission by
controlling the spin state of the QD [77, 160]. However, this requires a chirally cou-
pled QD, which is not obtainable in a standard PhC waveguide. There is potential
to have both a chirally coupled QD, for spin control, and a Purcell factor, for greater
visibility, by using specially designed PhC waveguides [111,112].
The potential of integrated nano-optics is in the ability to connect multiple devices
to make quantum networks. The scalability of these devices requires multiple devices
containing different QDs to operate at the same wavelength. This is difficult because
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lines from different QDs have vastly different wavelengths, while the QD lines them-
selves are extremely narrow. The electrical control in this sample allows 0.1 nm of
tuning, more than 10x the optical linewidth of the QDs. The tuning range can be
improved, by incorporating AlGaAs barriers into the diode membrane, which gives a
tuning range of 5nm. The wavelengths of different QDs could be made more homoge-
nous by pre-selecting QDs with similar wavelengths and fabricating devices around
them using various registration techniques [161–164].
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6.1 Introduction
The generation of non-classical states of light is a fundamental requirement for quan-
tum optical devices. For instance, a single-photon input is necessary for linear optical
quantum computation schemes [22,27], while N00N states can enable superresolving
phase measurements [13,14]. Two-level systems are a proven resource for generating
non-classical light. Quantum dots have been shown to generate single-photon [14,59]
and two-photon states [137], as well as entangled photonic states [41,43,136,137].
A different approach to creating non-classical light is to manipulate a coherent input
state such that it becomes either bunched or antibunched. A coherent state can be
considered as a weighted sum of different number states. Number state filtering, in
which the weight of individual number states is controlled, converts the classical input
into a quantum output state.
Number filters based on quantum interference have been shown to produce tuneable
photon statistics, with tuning achieved by changing the detuning between the in-
put coherent state and the resonance of the quantum emitter. Number filters have
been demonstrated using QDs in several different systems. In strongly-coupled QD-
cavity systems [62–65] first- or second-order maniforlds of the Jaynes-Cummings lad-
der are selectively excited, creating a photon tunnelling and photon blockade effect.
In weakly-coupled QD-cavity systems destructive interference between two excitation
pathways [66] enables the ’unconventional’ photon blockade [66–68], and quantum
interference between RF from a QD in a cavity and photons reflected directly by the
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cavity can also be used to tune photon statistics [61].
A single QD in a waveguide has been demonstrated to function as a number-state
filter, removing single photons from a coherent input to create bunched light [43,151,
165]. However this effect alone only allows the creation of bunched light; it does not
enable tuning of the photon statstics and it does not allow the creation of antibunched
light. In this work, Fano interference is used to enable antibunching of the transmitted
field. Fano interference arises when a discrete localised transition is coupled a back-
ground continuum of states [121,124]. Fano interference is widely observed in photon-
ics and has been observed previously in QD-waveguide systems, caused by interference
of the QD with standing Fabry-Pe´rot (F-P) modes in the waveguide [43, 110]. Fano
interference is characterised by an asymmetric absorption line; caused by constructive
and destructive interference of the light scattered by a resonant emitter and a back-
ground continuum [121]. Fano interference has been theoretically shown to enable
tuneable number-state filtering in waveguide QED [120,166,167].
In this work we demonstrate a quantum optical filter which can generate either
bunched or antibunched light from a coherent input in a waveguide device. The device
uses a single QD exhibiting Fano interference. A coherent single mode laser is injected
into the waveguide and Fano interference is observed in transmission. We show that
the transmitted photon statistics of the output state are bunched when resonant with
the Fano minimum and antibunched when resonant with the Fano maximum. Elec-
trical control of the QD energy allows tuning of the detuning, enabling local tuning
of the photon statistics. Electrical tuning of the emitter energy allows tuning of the
photon statistics without any change to the output photon energy. Importantly, this
device is waveguide-coupled, allowing the device to be included in a larger photonic
circuit. Modelling of the system reveals that the generation of a two-photon bound
state is required to observe number state filtering. Furthermore, antibunching in this
system is achieved via destructive interference of the two-photon bound states and
two-photon product states, which becomes possible due to the Fano resonance.
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6.2 Theoretical model of Fano interference in a 1D
waveguide system
In this section, we describe the effect of Fano interference on the 1D-atom model. We
describe how the transmission spectrum of the model is modified by Fano interfer-
ence. We introduce the phase parameter, 𝜑 which characterises the Fano interference
of a QD. We do not yet consider the autocorrelation function of the transmitted light.
Detailed discussion of the autocorrelation function is undertaken in section 6.5, after
the experimental results are presented.
The theory used in this chapter was developed by Dr. Ivan Iorsh, and derivations of
the equations can be found in the supplementary information of [168].
Descriptions of the transmission of a 1D atom system in the abscence of Fano
Figure 6-1: System schematic. The system is similar to that presented in Figure 2-6.
ℎ¯𝜔0 is the energy of the incoming photons, ℎ¯𝜔 is the transition energy of the QD, Γ
is the decay rate of the QD and 𝛽 is the coupling efficiency between the QD and the
waveguide. Partially reflective interfaces (PRI) create standing Fabry-Pe´rot modes in
the waveguide; the effect of these modes is described by the scattering matrix C [120],
defined in Figure 6.1.
interference have been introduced in section 2.4, the parameters introduced in sec-
tion 2.4 are also used here to describe the system. A schematic of the device is shown
in Figure 6-1. In this system F-P modes are created by reflections off interfaces in
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the waveguide; these F-P modes modulate the waveguide transmission. The effect of
this modulation is described by the non-resonant scattering matrix C. The scattering
matrix [120] is:
C =
⎡⎣ 𝑡0 𝑖𝑟0
𝑖𝑟0 𝑡0
⎤⎦ , (6.1)
where 𝑡0 is the transmission amplitude of the structure in the absence of the QD, and
𝑟0 =
√︀
1− 𝑡20 is the reflection amplitude of the structure in the absence of the QD.
In the absence of F-P modes 𝑡0 = 1 and 𝑟0 = 0.
Modulation of the background waveguide transmission enables Fano interference be-
tween the emitter and the waveguide mode. The strength of Fano interference is
represented using a new parameter, 𝜑, which takes the form of a phase shift.
𝜑 = 𝑡𝑎𝑛−1
(︂
𝑟0
𝑡0
)︂
, (6.2)
This parameter depends on the waveguide transmission amplitude at the QD wave-
length. QDs with different resonant energies will experience different values of 𝜑. For
a QD at the peak of a F-P mode, 𝑡0 = 1 and consequently 𝜑 = 0. For a QD at the
minimum of an ideal F-P mode, 𝑡0 = 0 and 𝜑 = 0.5𝜋.
The effect of the modulation on waveguide transmission is modelled using the method
presented in Xu et al. [120]. The transmission of the waveguide is then given by Equa-
tion 6.3.
𝑇1(𝛿) = |𝑡1(𝛿)|2 =
⃒⃒⃒⃒
𝑐𝑜𝑠(𝜑)− 𝑒
𝑖𝜑𝛽
1− 𝑖𝛿
⃒⃒⃒⃒2
, (6.3)
where 𝛿 = (𝜔 − 𝜔0)/Γ as in section 2.4. If 𝜑 is set to 0, Equation 6.3 is identical to
Equation 2.10, describing waveguide transmission in the absence of Fano interference.
𝜑 can be varied between −𝜋/2 and 𝜋/2 to produce a complete description of the sys-
tem, however the positive and negative phases produce symmetric results. Therefore
in describing the system we only look at the range 0 <𝜑 <𝜋/2.
Transmission spectra for QDs with different values of 𝜑 are shown in Figure 6-2,
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showing the different lineshapes that the QD can exhibit in transmission. At 𝜑 = 0
the effect of Fano interference is minimal and the transmission spectrum shows a
Lorentzian dip. At 𝜑 = 0.45𝜋, the QD produces an anti-Lorentzian peak. For an
intermediate value (𝜑 = 0.3𝜋) an asymmetric lineshape is expected, this is a key
characteristic of Fano interference.
In addition to the effect of Fano interference, the effects of blinking and spectral wan-
Figure 6-2: Transmission spectra of a QD for different values of 𝜑. Different lineshapes
are predicted depending on the detuning of the QD from maximum of the F-P mode.
(a) At 𝜑 = 0 the QD causes a Lorentzian dip (b) At 𝜑 = 0.3𝜋 the QD creates an
asymmetric line characteristic of Fano interference (c) At 𝜑 = 0.45𝜋 the QD resonance
causes a quasi-Lorentzian peak
dering are accounted for using the methods introduced in section 5.5. The resulting
equation is used to fit the transmission data measured in later sections.
6.3 Device Characterisation
The device used in this work is of the same design as that described in section 5.2.
In these devices, reflections off the outcouplers at either end of the waveguide create
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standing F-P modes, enabling Fano interference. In order to observe the effects of
Fano interference on waveguide transmission, a QD is required which is detuned from
the peak of a F-P mode. An SEM image of a typical device is shown in Figure 6-3. A
QD is coupled to a PhC waveguide, enabling a high coupling efficiency to the waveg-
uide and a reduced lifetime via the slow-light effect. This maximises the effect of the
QD on waveguide transmission, allowing the detailed photon-statistics measurements
performed in this chapter.
The waveguide transmission is characterised using high-power photoluminescence
Figure 6-3: SEM image of a full waveguide device. The white dashed box indicates
the slow light region of the photonic crystal waveguide. The triangle shows the rough
location of the QD studied.
of the ensemble of QDs. The ensemble in one outcoupler of the device is excited
and the emission is measured from the other outcoupler. The resulting spectrum is
shown in Figure 6-4. The band edge of the waveguide is visible at ∼916 nm, at longer
wavelengths the transmission of the waveguide is very low. Oscillations in transmis-
sion efficiency are visible for wavelengths shorter than 916 nm, these oscillations arise
because of Fabry-Pe´rot modes in the waveguide.
The spectral position of the QD - 915.05 nm - is marked with an arrow. The QD is
very close to the band edge of the device, and experiences a large Purcell enhance-
ment from the slow-light effect of the PhC waveguide. The QD is detuned from the
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maximum of the F-P mode. We estimate the waveguide transmission amplitude, 𝑡0
at the QD wavelength by comparing the transmission intensity at 915.05 nm to the
maximum transmission intensity of the adjacent Fabry-Pe´rot mode. This gives a
value of 𝑡0 = 0.55, this corresponds to a value of 𝜑 = 0.44𝜋 for the phase parameter.
This phase may be overestimated due to the proximity of the band edge. From fitting
to transmission spectra for this QD (Figure 6-7), a value of 𝜑 = 0.3𝜋 is measured.
Theoretical modelling (Figure 6-10) predicts that either of these values for 𝜑 will
enable the generation of antibunching in the transmitted field.
The lifetime and linewidth of the QD are measured using RF measurements, this
Figure 6-4: High power PL measurement of Device A, showing the F-P modes in the
waveguide. The spectral position of the QD is marked with an arrow. The QD is very
close to the band edge, so a large Purcell factor is expected. The QD is displaced
from the nearest F-P mode peak by ∼ 1nm.
reduces the number of free parameters in the model when fitting data later in the
chapter. An RF spectrum of the QD is shown in Figure 6-5. The measured linewidth
of the RF line is (12.6 ± 0.2) 𝜇eV. A lifetime measurement of the QD is shown in
Figure 6-6. The lifetime of the exciton is measured to be (150±30) ps, corresponding
to a transform limited linewidth of (5.1± 1.0) 𝜇eV.
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Figure 6-5: RF spectrum of the QD. Solid line is a Lorentzian fit with a FWHM of
12.6 𝜇eV.
Figure 6-6: Lifetime measurement of the QD. The instrument response of 40 ps is
shown in grey. The solid blue line is exponential fit with a decay constant of 150 ps.
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6.4 Results
6.4.1 Transmission of a QD exhibiting Fano interference
Next the effect of the QD on waveguide transmission is probed. It is expected from
the estimate of 𝜑 that this QD will have an asymmetric lineshape in transmission.
In this measurement a weak tuneable continuous laser is injected into the waveguide
and the output power is measured as a function of QD-laser detuning. The input
power of 500nW is chosen such that, on average, less than one photon interacts with
the QD within the lifetime of the exciton.
A transmission spectrum of the device is shown in Figure 6-7. In these measure-
ments, the QD transition energy is fixed and the laser is tuned through resonance
with the QD. The transmission at each point is normalised to the waveguide trans-
mission at that wavelength with the QD far detuned from the laser, as in chapter 5.
The QD shows a strongly asymmetric lineshape with a minimum of 0.4 and a maxi-
mum of 1.8. From fitting the transmission data using Equation 6.3 and the methods
presented in section 5.5, we extract values for the Fano parameter, 𝜑 = 0.3𝜋, the
coupling efficiency, 𝛽 = 0.9 and the blinking probability (fraction of time that the
QD is in a dark state, as described in section 5.5) 𝛼 = 0.01. This fit matches the
data across most of the spectrum, however there is a significant deviation between
915.01nm and 915.04nm. The cause of this discrepancy is unclear.
Voltage tuning of the device is shown in Figure 6-8. The QD is tuned to shorter
wavelength as the bias is increased, and the central position of the line tunes accord-
ingly. The Fano lineshape does not change as the QD is tuned, because the tuning
range of the QD (<0.1 nm) is small in comparison to the period of the F-P modes.
The charge state of the QD changes abruptly at 6.8 V. At this bias the full effect of
the QD, including the Fano interference which is visible at large detuning from the
QD-transition, disappears abruptly.
The transmission measurement confirms the presence of Fano interference in this
device, and the strength of the QD-waveguide interaction. At the transmission mini-
mum, waveguide transmission is reduced by 60%, at the maximum it is increased by
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Figure 6-7: Single transmission spectrum with the bias fixed at 6.65 V. The solid blue
line is a fit to theory.
Figure 6-8: Transmission of the device as a function of laser wavelength and bias. The
Fano asymmetry is clearly visible across the full charge plateau. The charge state of
the QD changes at 6.8V.
80%. 𝜑 for this QD is calculated to be 0.3𝜋. In Figure 6-11 it is predicted that a
QD with this value of 𝜑 can generate antibunched light due to the effect of the Fano
interference.
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6.4.2 Tuning the photon statistics of a coherent input
Now we demonstrate the performance of the device as a tuneable quantum optical
filter. A weak coherent source is injected to the waveguide, and the autocorrelation
function of the transmitted field is measured as a function of QD-laser detuning. In
previous measurements [43, 165] bunching is observed at the transmission minimum.
It is expected that the Fano interference in this device will allow the generation of
either bunched or antibunched light.
The second order autocorrelation function (𝑔(2)(0)) of the transmitted field is mea-
Figure 6-9: Second order autocorrelation function (blue) and waveguide transmission
(red) as a function of detuning. The solid blue line is a fit to the model. The
dashed red line is a model of the waveguide transmission generated using the same
fit parameters.
sured using a Hanbury Brown-Twiss setup. The measurement setup has a convolved
instrument response time of 80 ps. The QD-laser detuning is changed in this mea-
surement by tuning the laser wavelength, the bias can also be used to change the
QD-laser detuning.
The measured autocorrelation function of the output is shown in Figure 6-9, the
transmission spectrum of the QD is shown on the same plot. It can be clearly seen
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that the device can generate either bunched or antibunched light, dependent on the
QD-laser detuning. At +10 𝜇eV, corresponding to the minimum in transmission, the
output is bunched with a maximum value of 2.0. At -10 𝜇eV, corresponding to the
maximum in transmission, the output is antibunched with a minimum value of 0.88.
The solid blue line on Figure 6-9 is a theoretic fit, the theory of the autocorrelation
function is discussed later, in section 6.5. The fit uses Equation 6.4, and accounts
for spectral wandering and blinking as in section 5.5. In addition, the effect of the
finite detector response time on the measured value of 𝑔(2)(0) is calculated. We test
the validity of this fit by using the same parameters to produce an estimate of the
transmission from Equation 6.3. This estimate is the dashed red line. It can be
seen that this estimate is in good agreement with the measured data. Thus, we
have demonstrated number state filtering of photon statistics in a waveguide coupled
device, using the detuning as a single control parameter.
6.5 Discussion of the generation of antibunching
in a QD-waveguide system
In this section, we consider the effect of Fano interference on the autocorrelation
function of transmitted light in the 1-D atom model. We discuss the optimum value
of 𝜑 for generating both strong bunching and antibunching in the same device. The
contributions of the two-photon plane wave states and two-photon bound states to
the transmission are considered. Finally, the theoretical model is compared to real
data, and the differences between the two are explained.
The normalised autocorrelation function is given by Equation 6.4.
𝑔(2)(0, 𝛿) =
1
|𝑡1(𝛿)|4
⃒⃒⃒⃒
𝑡1(𝛿)
2 − 𝑒
2𝑖𝜑𝛽2
|𝑡0|2(1 + 𝛿2)
⃒⃒⃒⃒2
, (6.4)
where 𝑡1(𝛿) is the transmission intensity calculated in Equation 6.4.
The autocorrelation functions of transmitted light for devices with different values
of 𝜑 are presented in Figure 6-10. For devices where 𝜑 = 0 the transmitted light
is bunched when the QD and laser are resonant, no antibunching is visible at any
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Figure 6-10: Autocorrelation function of the light transmitted through a QD for
different values of 𝜑. For 𝜑 = 0 the output is bunched when resonant with the
transmission minimum. For 𝜑 = 0.3𝜋 the output is still bunched when resonant with
the transmission minimum, which has tuned slightly away from the QD resonance,
however antibunching is now visible to either side of the bunching. For 𝜑 = 0.45𝜋
this antibunching is enhanced, allowing tuning of the photon statistics from strongly
antibunched at 𝛿 = 0 to strongly bunched at 𝛿 = −10.
detuning. This is the case presented in chapter 5.
At 𝜑 = 0.3𝜋, the same bunching is predicted at the transmission minimum, weak
antibunching is predicted either side of the minimum. The results presented in Fig-
ure 6-9 were for a device with 𝜑 = 0.3𝜋. In that data, antibunching is only visible to
one side of the transmission minimum. The reasons for this are discussed at the end
of this section.
At 𝜑 = 0.45𝜋 strong antibunching is visible at 𝛿 = 0 and 𝛿 = −20, strong bunching
is still predicted at 𝛿 = −10. In the ideal case, as 𝜑 approaches 𝜋/2, the minimum
achievable 𝑔(2)(0) approaches 0, while the maximum bunching is still very large. Note
that 𝜋/2 is not plotted here as that would result in a waveguide transmission of 0, cre-
ating infinities in the calculation of 𝑔(2)(0). For a device with 0.45𝜋 < 𝜑 < 𝜋/2, Fano
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interference would allow the photon statistics can be tuned from strongly bunched
to strongly antibunched by changing the detuning of the QD and laser. This is not
achievable in this device because the finesse of the Fabry-Pe´rot modes is too low; this
could be increased by increasing the reflectivity at the ends of the waveguides.
Understanding of the photon statistics requires the consideration of two kinds of
two-photon states. These are two-photon product (separable) states, and two-photon
bound (frequency entangled) states [41,117]. The two-photon product state is consid-
ered to interact with the QD as two separate photons. The two-photon bound state is
considered to interact with the QD as a single particle. The first term in Equation 6.4
represents the two-photon product state, the second represents the two-photon bound
state. It has previously been shown that the two-photon product state is required to
observe bunching in a QD-waveguide system [38]. In order to explain the generation
of antibunching interference between the two types of state must be considered. In
order to do this Equation 6.4 is expanded to form Equation 6.5.
𝑔(2)(0, 𝛿) = 1 +
1
|𝑡1(𝛿)|4 (𝛿 + 𝑡𝑎𝑛(𝜑))4
+
2𝑐𝑜𝑠(2𝜑)
|𝑡1(𝛿)|4(𝛿 + 𝑡𝑎𝑛(𝜑))2 , (6.5)
Equation 6.5 consists of three terms. The first term is the contribution of the two-
photon product state. The second term is the contribution of the two-photon bound
state. The third term describes interference between the product states and bound
states.
The contributions of the different terms in Equation 6.5 are examined in Figure 6-
11 for the three cases of 𝜑 = 0, 𝜑 = 0.3𝜋 and 𝜑 = 0.45𝜋. The contribution of the
product state is always unity; this is because the product state describes two photons
interacting separately with the QD, therefore the two-photon case and the case of
two single-photons are identical and there is no effect on the photon statistics. For
all three cases, the bound state gives a positive contribution, which goes to infinity
at the transmission minimum of the QD resonance. The position of this minimum is
tunes away from the zero detuning as the strength of Fano interference is increased.
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Note that the bound state always gives a positive contribution to the 𝑔(2)(0), enabling
the generation of bunching but not antibunching.
The interference term is the term responsible for generating antibunching. This term
gives a positive contribution for 𝜑 < 𝜋/4, and a negative contribution for 𝜋/4 < 𝜑
< 𝜋/2. This negative contribution is required to measure a 𝑔(2)(0) < 1 The contribu-
tions of the bound state term and interference term are both very large when at the
transmission minimum of the resonance. The bound state term is larger and narrower
than the interference term, resulting in a central bunching peak with antibunching
predicted when the QD is detuned to either side of the minimum.
There is a notable difference between the measured autocorrelation function and
the theoretical prediction. In Figure 6-10 antibunching is predicted when the QD
is detuned to either side of the bunched peak, in experiment antibunching is only
observed to one side of the peak - corresponding to the maximum of waveguide trans-
mission. This difference is caused by the effect of spectral wandering, and the detector
response time. We use the parameters extracted from fitting the data to estimate de-
vice behaviour in the abscence of these effects. These estimates are presented in
Figure 6-12. It can be seen that when these effects are not present, the behaviour
predicted in Figure 6-10 is recovered, and two regions of antibunching can be seen.
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Figure 6-11: Autocorrelation function of the transmitted light for (a) 𝜑 = 0, (b)
𝜑 = 0.3𝜋 and (c) 𝜑 = 0.45𝜋. Each figure shows the contributions of the different
states described in Equation 6.5. The two-photon product state is always 1. The
two-photon bound state always gives a positive contribution to 𝑔(2)(0). The contri-
bution of interference between the product and bound states gives a different contri-
bution depending on the parameters of Fano interference, enabling the observation of
antibunching where 𝜑 is in the range 𝜋/4 < 𝜑 < 𝜋/2. The autocorrelation function,
𝑔(2)(0), is the sum of the three contributions.
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Figure 6-12: Effect of spectral wandering and a finite detector response time on the
observed 𝑔(2)(0). The red line is the fit to the measured data; the blue line is the 𝑔(2)(0)
obtained with infinitely fast detectors; and the yellow line is the 𝑔(2)(0) obtained in
the absence of spectral wandering with infinitely fast detectors
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6.6 Conclusion
We have demonstrated an integrated quantum optical filter based on Fano interference
in a waveguide coupled system consisting of a single quantum dot in a single-mode
nanophotonic waveguide. A coherent input to this system is converted to create
either a bunched or antibunched output. We note that the precise measurements of
the autocorrelation function are enabled by the large effect of the QD in transmission,
optimised in chapter 5. Antibunching in this system is only enabled by the interference
between the two-photon product state and the two-photon bound state, and is only
accessible due to the Fano interference between the QD and the F-P waveguide modes.
This filter is coupled to waveguides, enabling integration of this filter into a larger
quantum photonic circuit.
Theory indicates that strong antibunching can be generating by creating a device
in which 𝜑 approaches 𝜋/2; achieving this presents several experimental challenges.
Firstly in the waveguide studied here the F-P modes overlap, restricting access to
this regime. This is because the reflectivity of the interfaces causing the modes is
low. Furthermore, since achieving this value of 𝜑 requires tuning away from the F-P
mode, the Purcell effect on the QD is reduced. This has a detrimental effect on the
coupling efficiency of the QD, and on the effect of spectral wandering. This system
can be used to electrically modulate photon statistics, allowing local control of the
device. Electrical tuning of the QD can be used to tune the photon statistics without
changing other properties of the output photons; this is in contrast to modulating the
laser energy, as done in other work, which changes the wavelength of output photons.
124
7 — Summary and Outlook
This thesis has presented optical measurements of several nanophotonic devices in-
corporating embedded III-V quantum dots. These devices are able to create and
manipulate quantum states of light on-chip. These measurements represent signifi-
cant progress towards an integrated quantum optical processor. Chapter 1 introduces
the context of the work, and the field of quantum optical processing.
Chapter 2 summarises relevant background informationfor the material in this thesis.
This includes a brief discussion of photon statistics; an introduction to quantum dots
and nanophotonic devices; and descriptions of the 1D atom model and Fano interfer-
ence.
Chapter 3 describes the methods used to perform the experiments in this thesis.
These methods include the fabrication techniques used to create the devices, the
computational modelling used to design the devices and the experimental techniques
used to test the devices.
7.1 Summary
Chapter 4: Generation of coherent electrically driven single-
photons coupled to a single mode waveguide
In Chapter 4 an integrated electrically-driven single-photon source was demonstrated.
Spatial selection was used to isolate emission from a single QD into a single-mode
nanophotonic waveguide. The single photon nature of the emission was demonstrated
with autocorrelation measurements. The coherence of the source was measured using
interferometry.
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Chapter 5: Electrical control of a waveguide-coupled non-
linearity
In Chapter 5 the non-linear behaviour of a single quantum dot coupled to a single-
mode waveguide was investigated. The QD acts as an integrated non-linearity, which
enables nanophotonic logic gates. The non-linear behaviour of the QD is evident in
the power dependence of the device in transmission. The single-photon nature of the
non-linearity is evidenced by bunching in the transmitted light. In addition detailed
resonance fluorescence and resonant transmission measurements on three different
charge states of the same QD are presented.
Chapter 6: Using Fano interference to control photon statis-
tics on-chip
In Chapter 6 an integrated quantum optical filter is demonstrated. The filter modu-
lates a coherent input to produce bunched or antibunched light. The photon statistics
of the output field can be controlled by electrically tuning the device. The device con-
sists of a single QD in a single-mode waveguide supporting weak Fabry-Perot cavity
modes.
7.2 Outlook
In the following section some possible directions for future investigation are presented.
These consist of steps to improve the measured devices, and experiments which de-
velop the research further.
One important direction which applies to all the chapters is the demonstration of
devices which integrate multiple quantum dots. This integration has been shown
in simple devices [169], and is required in order to scale the quantum photonic de-
vices demonstrated in this work into fully integrated quantum photonic circuits. One
important technique for improving scalability in these devices is deterministic fabri-
cation. In this technique single QDs are selected, and devices are deterministically
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fabricated [161–164]. Using this technique it would be possible to select two QDs
which emit at the same wavelength, and then fabricate a device around them.
7.2.1 Chapter 4: Generation of coherent electrically driven
single-photons coupled to a single mode waveguide
This chapter demonstrated single photon emission coupled to a nanophotonic waveg-
uide. The coupling efficiency of the device was limited to 50% because light was
allowed to couple to both directions of the waveguide, this coupling efficiency could
be improved by creating a mirror on one side of the QD. The brightness of the source
could be improved by creating mirrors on both sides of the QD, creating a cavity.
This cavity could be implemented in either a nanobeam [152, 170] or photonic crys-
tal [171,172] waveguide.
In this work, isolation of emission from a single QD was achieved using off-chip
spectral filtering. This filtering removes emission from the wetting layer of the de-
vice, and emission from other QDs. In order to realise a fully on-chip electrically-
driven circuit, this filtration needs to be performed on-chip. Waveguide-coupled cavi-
ties [170,173,174] have been shown to act as narrow bandwidth spectral filters suitable
for this application.
It is important to be able to integrate this source to other nano-photonic devices.
One simple component which could have an integrated electrically driven source is
a beam splitter. This could be used to perform an HBT measurement on chip [94],
or to demonstrate interference between two electrically driven sources on-chip, which
would be a major milestone in the development of quantum photonic circuits.
7.2.2 Chapter 5: Electrical control of a waveguide-coupled
non-linearity
This chapter demonstrated the potential of the QD-waveguide system as a non-linear
element and a light-matter interface. High coupling efficiencies were obtained using
well known fabrication methods, and blinking was nearly eliminated due to the charge
stabilisation of the electric field. The main process limiting the efficiency of the
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interaction was spectral wandering. In order to improve the efficiency of the effect,
spectral wandering needs to be reduced. This could be achieved either by reducing
charge and spin noise in the device [34], or by increasing the spontaneous decay rate
of the emitter via a larger Purcell factor [53].
One interesting property of the 1D atom system is that a frequency-dependent phase
shift is induced in the photons [40]. This phase shift switches from +𝜋/2 to −𝜋/2
over a frequency range on the order of the linewidth of the emitter. This phase
shift could be used to realise controlled-phase quantum logic gates [19]. Measuring
the magnitude of this phase shift in the transmitted/reflected photons requires a
homodyne measurement on the transmitted/reflected field. This could be performed
using an on-chip Mach-Zehnder interferometer.
7.2.3 Chapter 6: Using Fano interference to control photon
statistics on-chip
This chapter demonstrated an integrated quantum optical filter, capable of generating
either bunched or antibunched emission from a coherent input. Fano interference is
of significant interest for applications requiring fast optical switching, and this work
demonstrates that this switching capability extends to photon statistics.
An important development for this device would be the ability to generate strongly
antibunched (single-photon) emission in addition to strongly bunched light. This
would require increasing the value of 𝜑 that can be achieved in this system. In the
system studied, the available range of 𝜑 is limited by the overlap of the F-P modes.
This increase could be achieved by increasing the reflectivity of the reflecting interfaces
which create the F-P modes, resulting in an increased Q-factor and narrower modes.
Another implementation would be to integrate a nanocavity into the waveguide device
[152], this cavity would support a single fundamental mode. Detuning the QD from
the cavity resonance would allow access to large values of 𝜑.
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