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Dephasing of quantum dots presents an intrinsic limitation on their usage for quantum computing.
We consider the dephasing of a double quantum dot caused by the Coulomb interaction with the
nearby gate electrodes, and show that this occurs on a much longer timescale than dephasing due
to phonons. However, the effect grows rapidly stronger as the system size decreases, and therefore
it is expected to limit potential miniaturization of these systems.
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I. INTRODUCTION
The development of a functional quantum computer
is an important goal that has attracted much attention
in recent years. The importance of quantum computing
is due to the existence of “quantum algorithms” which
solve certain problems (e.g. prime factorization [1]) ex-
ponentially faster than they can be solved on a classical
computer. This speedup is possible because the algo-
rithms exploit the quantum mechanical properties (such
as superposition and entanglement) of the quantum bits
(qubits) [2, 3].
However, since quantum mechanical systems can never
be isolated completely from their environment, a pre-
pared quantum state will decay with time. This passage
from a quantum into a classical state involves two dif-
ferent types of decay — dephasing and dissipation. De-
phasing refers to the loss of phase coherence of the su-
perposition of states, i.e. the decay of the off-diagonal
elements of the density matrix, and dissipation describes
the flow of energy out of the system, characterized by
the decay of the diagonal elements of the density matrix.
Both mechanisms destroy the quantum mechanical na-
ture of the system. A system may therefore only be a
viable option for a quantum computer if its dephasing
and dissipation times are much longer than the average
computation time [2, 3].
Solid state systems have emerged as promising candi-
dates for quantum computing, due to their scalability and
the wealth of expertise available in fabrication and mea-
surement technology. Proposals for solid state quantum
computers are usually either based on superconductivity,
in which a few macroscopic variables act as the quantum
states [4–6], or semiconductor systems such as quantum
dots [7, 8] or periodic dopant arrays [9, 10], in which in-
dividual electrons carry the information. In this paper,
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we consider a charge qubit, which consists of a pair of
quantum dots with a single electron tunneling between
them.
Two distinct types of dephasing occur in such a system.
The first occurs as the initial (experimentally prepared)
state evolves into a quasiparticle state of the many-body
system. For example, a bare exciton excited by a photon
will rapidly lose coherence when “dressed” with phonons
[11]. Similarly, an electron beam passing through a quan-
tum dot dephases as it induces an image charge in a
nearby point contact [12–16]. We shall refer to this type
of dephasing as “initialization dephasing”. It is caused by
renormalization and, if the environment (i.e. everything
apart from the quantum dot system) is stationary, it has
only limited effect — it ceases to act once a quasiparticle
state is formed. (If the environment is nonstationary, as
in a current-based “which-path” detector [12–16], a true
quasiparticle state cannot form; initialization dephasing
may be unlimited in this case.).
We focus here on the second type of dephasing, which is
caused by interactions of the quasiparticle state with the
environment. This proceeds either via scattering of the
quasiparticle, or by the interaction of the quasiparticle
with fluctuations (both quantum and thermal). We refer
to this as “dynamical dephasing”. Typically, dynamical
dephasing acts on a much slower timescale than initial-
ization dephasing, but is unlimited in effect; it will even-
tually lead to complete decoherence of the system. For
example, a bare exciton will be dressed by LA phonons
within several picoseconds of excitation, causing up to
25% loss of coherence [11]. The dressed exciton is more
stable, however, and subsequent dephasing occurs on the
timescale of nanoseconds [17, 18].
Theoretical investigations of dynamical dephasing usu-
ally focus on electron-phonon scattering [17, 18]. In this
paper we consider an alternative dephasing mechanism
— the interaction of the electron with nearby gate elec-
trodes. Gate electrodes are metallic strips used to define
and control the potential surface of the quantum dots
and to prepare initial states (e.g. the “left” or “right”
2charge states [18]). Although they are typically assumed
to contribute only a classical field, this is not necessarily
true [19]. Dephasing due to gate electrodes has been con-
sidered in Ref. [10], where the electrodes are treated as
a noninteracting boson gas, coupled to the quantum dot
by the “spin-boson” interaction. Instead of using this
highly-idealized coupling mechanism, we use the more
realistic Coulomb interaction. We also do not make the
Markov approximation; memory effects in the gate are in-
cluded using the kinetic equation approach described in
Ref. [20]. (The term “kinetic equation” is taken from the
work of Loss and Schoeller [21]; in Ref. [20], the same
equation is referred to as a “generalized master equa-
tion”.)
Unlike the Coulomb-induced dephasing present in
“which-path” detectors [12–16], our Coulomb bath (com-
prising the gate electrodes) has zero current. We there-
fore neglect the initialization dephasing and assume that
the image charge in the gate electrodes, and all related
renormalization effects, are included in the initial condi-
tions.
In Section II we present our model in detail and de-
scribe our basic assumptions. In Section III we present
the kinetic equation that describes the evolution of the
quantum dot density matrix. This equation contains the
retarded density-density correlation function of the gate
electrode, which is shown in Section III to be related to
the generalized reflectivity coefficient of the metal. (Us-
ing the Drude approximation [22], this may be calcu-
lated explicitly.) We then demonstrate how the Laplace
transform aids in the solution of the kinetic equation. In
Section IV we present our numerical results of the dis-
sipation and dephasing times of a GaAs charge qubit,
as functions of various parameters. Our conclusions are
presented in Section V. The detailed derivation of the
kinetic equation is contained in Appendix A, while a de-
scription of our numerical methods is presented in Ap-
pendix B. Unless otherwise stated, Hartree atomic units
are used throughout.
II. DESCRIPTION OF THE PROBLEM
A schematic diagram of a typical charge qubit is shown
in Fig. 1(a) (see e.g. Refs. [18, 23]). A 2-dimensional elec-
tron gas is formed at the interface between GaAs and Al-
GaAs. A double quantum dot structure [indicated by the
dashed lines in Fig. 1(a)] is then defined by charging the
gate electrodes to different potentials. In a typical exper-
iment (see e.g. Refs. [10, 18]), the system is initialized by
setting the potential of one of the dots much lower than
the other, so that the electron rests within that dot. At
t = 0, the potentials are nonadiabatically equalized, and
tunneling begins. After a time, the potentials are shifted
again and a measurement is made. Dephasing can be
estimated from the difference between the result of the
measurement and the expected result (calculated from
elementary quantum mechanics). We study only the de-
phasing part of this process; that is, we fix the initial
state and keep the potential constant throughout.
Before we can study the dynamics of dephasing, sev-
eral approximations are needed. First, we consider the
gate electrodes. As shown in Fig. 1(a), there are several
of these, all of which may be at different potentials. From
the point of view of the quantum dot, each electrode has
two separate effects: the potential of each electrode stat-
ically defines the two quantum dots, and each electrode
exhibits a dynamical response to the motion of the elec-
tron. Since the potential of an electrode has a negligible
effect on its Fermi level, plasmon frequency and electron
mean free path, each electrode will have a similar dynam-
ical response. From the dynamical point of view, there is
little difference between a system with several separate
electrodes and a system with a single, large electrode.
(The primary differences are the increase of interaction
area and the neglect of eddy currents, both of which are
small effects in this system.) However, the correlation
functions of the latter are far more amenable to calcu-
lation. We therefore separate the contribution from the
gate electrodes into a static part, which defines the po-
tential landscape of the quantum dots, and a dynamical
part, which is taken to be an infinite metal layer. This is
shown schematically in Fig. 1(b).
Next, we consider the quantum dot system. We assume
that the confinement in the z direction is significantly
stronger than that in the x or y directions, so that the
wavefunction may be written
ϕi(r) =
√
δ(z)ϕi(r‖). (1)
In the x and y directions, we assume that each quan-
tum dot is a square-well potential with infinitely high
walls except in the tunneling direction. The height of
the tunnel barrier is chosen so that the tunneling energy
matches that of experiment, and both wells have the same
depth. We assume that only the lowest energy bonding
and antibonding wavefunctions are relevant; these are
constructed numerically (see Appendix B for details).
As mentioned previously, we assume that the renor-
malization due to the image charge is already taken into
account in the form of the potential landscape of the
quantum dots. Thus the static image charge of the sim-
plified system [i.e. the single electrode system depicted
in Fig. 1(b)] vanishes.
Finally, we assume that at t = 0, there is no correla-
tion between the gate and the electron in the qubit. This
means that for t < 0, the quantum dot system behaves
classically, and at t = 0 we “turn on” the quantum me-
chanics. This is equivalent to assuming that at t = 0, we
may prepare the dot very rapidly in a particular quantum
state, thus breaking all correlations with the gate.
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FIG. 1: (a) A schematic drawing of a double quantum dot sys-
tem. The electrodes define the quantum dots (indicated by the
dashed lines), control tunneling into the source or drain elec-
trodes (not shown) and determine the tunnel barrier. (b) An
approximated system, in which the electrodes are replaced by a
single, infinite electrode, and the double quantum dot system is
represented with a pair of square well potentials of equal height
connected via a tunnel barrier. The gate electrode is assumed
thick enough that it may be approximated as a bulk metal (filling
the region z > d).
III. EQUATIONS OF MOTION
A. The kinetic equation
The closed quantum system, consisting of the gate elec-
trode and the double quantum dot, may be described by
the Hamiltonian
H =
2∑
i=1
Eia
†
iai +HB
+
∑
i,j
∫
drdr′
1
ǫr|r− r′|
ϕ∗i (r)ϕj(r)Ψ
†(r′)Ψ(r′)a†iaj .(2)
The double quantum dot is expressed in the energy eigen-
function basis (i.e. ϕ1 and ϕ2 are the bonding and an-
tibonding orbitals, respectively), with a†i and ai respec-
tively the creation and annihilation operators in this ba-
sis. The position representation is used for the gate elec-
trons. HB is the Hamiltonian for the bare gate, and ǫr
is the dielectric constant of the semiconductor medium
between the dot and the gate.
The position representation is preferable for describing
the gate, since it shows explicitly that the interaction cou-
ples the quantum dot states to the electron density of the
gate [via the operator n(r′) = Ψ†(r′)Ψ(r′)]. This has the
advantage that the density-density correlation function,
which we use below, takes the form of a 2-point correla-
tor; in any other basis, it appears as a 4-point correlator
(with two creation operators and two annihilation opera-
tors). However, Eq. (2) is not the spin-boson model, since
the Hamiltonian HB contains fermionic terms that can-
not be expressed in terms of the bosonic operator n(r).
In deriving the equations of motion, we may choose
the eigenfunctions of the quantum dot to be real-valued,
which allows some simplification. Furthermore, the static
image charge vanishes (as described in Section II):
<n(r)>=
Tr [exp(−βHB)n(r)]
Tr [exp(−βHB)]
= 0.
To describe the dynamics, we denote the density op-
erator of the combined dot-gate system by W (t). This
operator contains all possible information concerning the
evolution of the full system. To describe the dynamics
of the quantum dot, we define the reduced density oper-
ator, ρ(t) = TrB [W (t)], where TrB traces over all gate
variables. The operator ρ(t) is the many-body density
operator that describes the quantum dot; since we con-
sider only the one particle sector of this operator, ρ(t) is
identical to the single-particle density operator. We may
therefore express it as a density matrix ρij(t) relative to
the energy eigenfunction basis spanned by {ϕ1, ϕ2}.
The evolution of ρij(t) is governed by a kinetic equa-
tion [20]. This equation is derived by projecting the dy-
namics of W (t) onto the quantum dot subspace (for de-
tails, see Appendix A). The evolution of the gate system
under the influence of the dot is taken into account by the
kinetic equation, which leads to a retarded interaction of
the dot with itself. The kinetic equation is exact, but con-
tains all orders of the interaction Hamiltonian. To obtain
more tractable equations, we truncate the kinetic equa-
tion at second order (second order Born approximation),
after which the equations of motion for ρij(t) become
4ρ˙11(t) =
∫ t
0
{
ρ22(t− t
′)
[
eiE21t
′
R>1221(t
′) + e−iE21t
′
R<1221(t
′)
]
− ρ11(t− t
′)
[
eiE21t
′
R<1221(t
′) + e−iE21t
′
R>1221(t
′)
]
+ρ12(t− t
′)eiE21t
′
[R<1112(t
′)−R>1222(t
′)] + ρ21(t− t
′)e−iE21t
′
[R>1112(t
′)−R<1222(t
′)]
}
dt′, (3a)
ρ˙12(t) = iE21ρ12(t) +
∫ t
0
{
[ρ21(t− t
′)− ρ12(t− t
′)]
[
R<1221(t
′) +R>1221(t
′)
]
+ρ12(t− t
′)eiE21t
′ [
R>1122(t
′)−R>1111(t
′) +R<1122(t
′)−R<2222(t
′)
]}
dt′. (3b)
[The equations for ρ21(t) and ρ22(t) follow from the re-
lations ρ21(t) = ρ
∗
12(t) and ρ22(t) = 1 − ρ11(t).] Here,
E21 = E2−E1 is the energy difference between the bond-
ing and antibonding orbitals, and
R<,>ijkl (t)=
∫
drdr′dsds′
ϕi(r)ϕj(r)
ǫr|r− r′|
ϕk(s)ϕl(s)
ǫr|s− s′|
G<,>(r′, s′, t),
(4)
in which the density-density correlation functions of the
gate appear:
G>(r, s, t)
= TrB
(
e−β(HB−Ω)eiHBtΨ†(r)Ψ(r)e−iHB tΨ†(s)Ψ(s)
)
=<n(r, t)n(s)> (5a)
G<(r, s, t)
= TrB
(
e−β(HB−Ω)Ψ†(s)Ψ(s)eiHBtΨ†(r)Ψ(r)e−iHB t
)
=<n(s)n(r, t)> . (5b)
Here,<X> denotes the thermal expectation value of the
operator X , and we follow the notation of Kadanoff and
Baym [24] in which the “greater-than” function has the
order of its arguments (r, s) preserved, while the “less-
than” function has the order reversed. (Strictly speaking,
the “less-than” correlation function of an operatorX(r, t)
is defined by G<X(rt, r
′t′) ≡<X†(r′, t′)X(r, t)>; in writ-
ing Eqs. (5a)-(5b), we have used invariance in time to
eliminate one of the time variables, and also noted that
the density operator, n(r, t) = n†(r, t), is Hermitian.)
Although they appear complicated, the various com-
ponents of Eqs. (3a)-(3b) admit a simple physical inter-
pretation. The first line of Eq. (3a) is similar to a typical
rate equation, in which the rate of change of a quantity
is given by the difference between the “scattering in” and
the “scattering out” rates. These scattering rates are de-
termined by the off-diagonal elements of the interation
Hamiltonian, which give rise to R<,>1221(t). The oscillatory
factors are related to energy conservation. The second
line of Eq. (3a) is not relevant to the current work, as
it vanishes due to symmetry [see the discussion following
Eq. (11)]. Eq. (3b) describes the evolution of ρ12 and
determines the dephasing of the system. The first line
consists of the energy-mismatch term (which causes ρ12
to oscillate), as well as the dephasing due to scattering,
which is apparent from its dependence on R<,>1221(t). The
second line, which is related to the diagonal elements
of the interaction Hamiltonian, arises as the metal gate
measures the state of the quantum dot without scattering
the electron. This is referred to as “pure dephasing”.
B. Response function of the gate electrode
We now relate the functions G<,>(r, s, t) to known
properties of the metal gate. Note that G<,> de-
scribe density-density correlations of the gate. To obtain
G<,>(t), we make use of the generalized reflection coef-
ficient g(q, ω), which is a well known quantity in surface
science [25, 26]. The function g(q, ω) is defined as the
coefficient of the reflected potential induced by a point
charge near a surface. More precisely, given a potential
φext(r, t) =
2π
q
e−q(z+d)eiq‖·r‖eiωt, (6)
the induced potential due to the image charge will be
φind(r, t) = −g(q, ω)
2π
q
eq(z−d)eiq‖·r‖eiωt. (7)
If the dot is reasonably far away from the gate (farther
than about 10nm [26]), then the approximate form for g
is
g(q, ω) =
1
ǫr
ǫ(ω)− 1
ǫ(ω) + 1
. (8)
(Linear- and higher-order corrections in q are only rele-
vant when the dot is so close to the gate that the electric
field lines are not orthogonal to the surface [25, 26].)
An alternative method of evaluating g(q, ω) is to deter-
mine the linear response of the surface charge density to
a potential of the form (6). The induced charge density
is related by a Kubo formula to the retarded density-
density correlation function [27]
Gret(r, s, t) ≡ iθ(t)
[
G>(r, s, t)− G<(r, s, t)
]
.
By the Kubo formula, we may relate g(q, ω) to the cor-
relation functions G<,>(r, s, t). The details of this calcu-
lation are straightforward, and we find that
G>(q, ω) = eβωG<(q, ω) =
2qǫr
(2π)5(1− e−βω)
Im[g(q, ω)],
(9)
5where G<,>(q, ω) is the Fourier transform of G<,>(r, s, t)
(and we have used the translational invariance of the
surface to write G<,>(q, ω) as functions of a single mo-
mentum). Using Eqs. (8) and (9) in Eq. (4), we find
R>ijkl(t) = R
<
ijkl(−t) and
R>ijkl(t) =
1
2π2ǫ2r
∫
dω
e−iωt
1− e−βω
Im
[
ǫ(ω)− 1
ǫ(ω) + 1
]
×
∫
dq‖
e−2|q‖|d
|q‖|
αij(−q‖)αkl(q‖), (10)
where
αij(q‖) =
∫
z<d
drϕi(r)ϕj(r)e
|q‖|zeiq‖·r‖ . (11)
Using the symmetry properties of the qubit orbitals (the
bonding and antibonding orbitals are respectively even
and odd in x) in Eq. (10), we see that
R<,>1112 = 0 = R
<,>
1222.
Thus the second line of Eq. (3a) vanishes, and Eqs. (3a)
and (3b) may be solved separately.
We see from Eq. (10) that R<,>ijkl (t) is a product of an
orbital term and a time-dependent term:
R<,>ijkl (t) = I
<,>(t)Γijkl , (12)
where
Γijkl =
1
2π2ǫ2r
∫
dq‖
e−2|q‖|d
|q‖|
αij(−q‖)αkl(q‖) (13)
and
I>(t) = I<(−t) =
∫
dω
e−iωt
1− e−βω
Im
[
ǫ(ω)− 1
ǫ(ω) + 1
]
. (14)
Assuming the Drude form [22] for ǫ(ω),
ǫ(ω) = 1−
ω2p
ω(ω + 2iγ)
,
I>(t) may be evaluated explicitly, yielding
I>(t) ≈


πω2pe
−γt
4x e
−ixt − 2πβ
∑∞
n=1 e
−2πnt/βgn t > 0
πω2pe
γt
4x e
−ixt − 2πβ
∑∞
n=1 e
2πnt/βgn t < 0
(15)
Here, the function gn is defined as
gn =
8πnβ3γω2p
4(2π)4n4 + 4(2π)2n2β2(ω2p − 4γ
2) + ω4pβ
4
(16)
and x = (ω2p/2 − γ
2)1/2 is the real part of the first-
quadrant pole of Im[(ǫ−1)/(ǫ+1)]. Since ωp is typically of
the order of 10eV, exp(−ixt) oscillates extremely rapidly.
In Eq. (15), terms which are a factor of exp(−βωp)
smaller have been neglected; for the realistic value of
ωp = 10eV, this is a reasonable approximation for tem-
peratures as high as 1000K and is certainly justified for
the temperatures considered here.
C. The Laplace transform of the kinetic equation
We proceed now to the solution of Eqs. (3a)-(3b).
Since these equations are of Volterra type, they may be
solved by direct time evolution from a given initial con-
dition. However, this method is computationally intense
— to resolve the rapid oscillations of the integral ker-
nel (15), we require a timestep ∆t of the order of 0.01fs,
meaning that 108 timesteps are needed for a simulation
time of 1ns. Furthermore, the method scales badly with
the number of timesteps — each new timestep requires an
integration over all previous times. Although this may be
improved somewhat (e.g. using the fact that the kernel
(15) decays rapidly), simulations beyond several nanosec-
onds cannot be computed in reasonable time.
It is better to take advantage of the fact that Eqs. (3a)-
(3b) are linear integral equations with convolutive ker-
nels, and to use the Laplace transform. We multiply
Eqs. (3a)-(3b) by exp(−zt) and integrate over t:
zρ˜11(z) = ρ11(0) + Γ1221
{
ρ˜22(z)
[
I˜>(z − iE21) + I˜
<(z + iE21)
]
− ρ˜11(z)
[
I˜>(z + iE21) + I˜
<(z − iE21)
]}
(17a)
6zρ˜12(z) = ρ12(0) + iE21ρ˜12(z) + Γ1221 [ρ˜21(z)− ρ˜12(z)]
[
I˜>(z) + I˜<(z)
]
+ ρ˜12(z)
[
(Γ1122 − Γ1111)I˜
>(z − iE21) + (Γ1122 − Γ2222)I˜
<(z − iE21)
]
. (17b)
Here, we have introduced the Laplace transforms of ρij
and I(t):
ρ˜ij(z) =
∫ ∞
0
ρij(t)e
−ztdt
and
I˜<,>(z) =
∫ ∞
0
I<,>(t)e−ztdt.
Since I<,>(t) are sums of exponentials [see Eq. (15)],
their Laplace transforms are straightforward to calculate.
Eqs. (17a)-(17b), when considered with similar equa-
tions for ρ22 and ρ21, form a pair of 2×2 matrix equations
for the unknowns ρ˜ij(z). The formal solution of these
is easily found, although the solutions are complicated
functions of z, for which the inverse Laplace transform
cannot be calculated. Direct computation of the inverse
Laplace transform by numerical contour integration is
possible; however, this method requires a separate con-
tour integral for each different time at which the solution
is desired and is of similar computational intensity to the
direct simulation of Eqs. (3a)-(3b).
The alternative method is to make use of the fact that
the positions of the simple poles of the Laplace trans-
form yield the exponential decay rates. For asymptotic
analysis, only the poles with the largest (and sometimes
second largest) real parts are significant; the smaller the
real part, the faster the decay of that component. Alge-
braic decay leads to singularities at the origin. Therefore,
our strategy for analyzing Eqs. (17a)-(17b) is to find the
poles of ρ˜ij(z) with the largest real parts, and to inves-
tigate the nature (multiplicity, residues, etc.) of these
singularities.
IV. NUMERICAL RESULTS FOR A REALISTIC
SYSTEM
In order to obtain numerical results, we must spec-
ify the physical constants that enter Eqs. (17a)-(17b).
The semiconductor surrounding the quantum dot is as-
sumed to be GaAs/AlGaAs, for which ǫr ≈ 13 and
m∗ ≈ 0.067. To describe the metal, we take the “typical”
values ωp = 10eV and γ = 1eV. The size of the quantum
dots were chosen to be R = 50nm. The other four param-
eters — temperature, tunneling energy, distance between
the dots and distance to the gate — were varied. When
each of these was varied, the others were chosen at the
following default values: temperature T = 100mK; tun-
neling energy E21 = 8µeV; distance between the dots
s = 100nm; distance to the gate d = 50nm. These pa-
rameters were chosen so that our results could be com-
pared with the experimental results of Ref. [18].
For all choices of the parameters, we found qualita-
tively similar results, which we now summarize. The evo-
lution of the diagonal elements ρ11 and ρ22 is dominated
by two real, simple poles. A pole at z = 0 ensures that
there is a nondecaying component, and another pole at
z < 0 describes the decay. From the residues at these
poles, we find that the diagonal matrix elements evolve
(approximately) according to(
ρ11(t)
ρ22(t)
)
=
(
a+ (1− a)e−t/T1 a(1− e−t/T1)
(1 − a)(1− e−t/T1) 1− a(1− e−t/T1)
)(
ρ
(0)
11
ρ
(0)
22
)
(18)
where a and T1 are functions of the parameters. (We use
the standard notation T1 to denote the energy relaxation
time.) Eq. (18) preserves the relation ρ11 + ρ22 = 1 and
shows that all initial conditions decay to the same final
state.
The dynamics of the off-diagonal elements ρ12 and
ρ21 are governed by a complex conjugate pair of sim-
ple poles, with negative real part. Most of the residues
at these poles vanish, and the evolution is approximately
described by(
ρ12(t)
ρ21(t)
)
=
(
e−t/T2+iǫ21t 0
0 e−t/T2−iǫ21t
)(
ρ
(0)
12
ρ
(0)
21
)
(19)
Clearly, this evolution preserves the relation ρ12 = ρ
∗
21.
The oscillation frequency ǫ21 is always slightly larger
(around 1%) than the bare tunneling energy E21, i.e. the
gate assists the tunneling.
For all values of the parameters, we find that the de-
phasing rate 1/T2 is slightly faster than half of the energy
decay rate:
1
T2
=
1
2T1
+
1
TΦ
(20)
where 1/TΦ > 0 is the “pure dephasing” rate. The pure
dephasing rate is always less than 1% of the value of the
energy dissipation rate, which is unusual for solid state
systems. However, this may be understood by consider-
ing the source of pure dephasing. As discussed at the
end of Sec. III A, pure dephasing is described by the sec-
ond line of Eq. (3b). (This was verified by removing this
line from our numerical work — in this case, the relation
1/T2 = 1/2T1 holds exactly.) The terms in this line are
proportional to either (Γ1122 − Γ1111) or (Γ1122 − Γ2222)
which, from Eq. (13), are related to the differences be-
tween the multipole moments of the bonding and anti-
bonding orbitals. These moments are very similar, so the
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FIG. 2: The dephasing rate of the double quantum dot sys-
tem, due to the interaction with the gate electrode, as a func-
tion of tunneling energy (a), distance between the gate and the
quantum dots (b), distance between the quantum dots (c) and
temperature (d). In (a) we set d = 50nm, s = 100nm and
T = 100mK. In (b) E21 = 8µeV, s = 100nm and T = 100mK.
In (c) E21 = 8µeV, d = 50nm and T = 100mK, and finally in
(d) we used E21 = 8µeV, d = 50nm and s = 100nm.
pure dephasing rate may be expected to be small. The
physical interpretation is that the gate cannot perform an
accurate quantum measurement, since it cannot readily
distinguish between the quantum states.
Our numerical results are contained in Figs. 2-4. Fig. 2
shows the dephasing rate as a function of E21, d, s and
T . The dephasing rate clearly increases very rapidly as
d is reduced, or as the tunneling energy is increased.
Comparing Fig. 2(a) with Fig. 3(b) of Ref. [18], we see
that the dependence of dephasing on tunneling energy
is far stronger for the Coulomb interaction than for the
electron-phonon interaction. Thus for very large tunnel-
ing energies, we expect competition between these effects.
The “pure dephasing” rate is plotted in Fig. 3, and is
clearly far smaller than the total dephasing rate. Finally,
in Fig. 4 we show the asymptotic value of ρ11, compared
with the thermal equilibrium value 1/(1 + e−βE21). It is
clear from the agreement between these two quantities
that the final qubit temperature is the same as that of
the gate. We note that there is negligible difference be-
tween using E21 (the bare tunneling energy) and ǫ21 (the
true oscillation frequency) to evaluate the thermal equi-
librium distribution. The results using E21 were consis-
tently closer to the numerically determined asymptotics,
but both results were always within 0.1% of each other.
V. CONCLUSIONS AND OUTLOOK
We have studied dephasing of a charge quantum dot
due to the direct Coulomb interaction with nearby gate
electrodes. The interaction was treated in the second
order Born approximation, using the kinetic equation
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FIG. 3: The pure dephasing rate, as defined in Eq. (20), as a
function of tunneling energy (a), distance between the gate and
the quantum dots (b), distance between the quantum dots (c)
and temperature (d). The other parameters are chosen as in
Figs. 2(a)-(d), respectively.
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FIG. 4: The asymptotic value of ρ11, as a function of E21 (with
T = 100mK) and T (with E21 = 8µeV). The solid line in-
dicates the thermal equilibrium value, while the circles are the
numerically calculated asymptotes (calculated from the residue
of the z = 0 pole of the Laplace transform). In both figures,
s = 100nm and d = 50nm.
method [20]. Both the dephasing and dissipation times
have been evaluated by numerical solution of Laplace
transform of the kinetic equation.
The dephasing and dissipation rates were found to be
of the order of 10ms−1. This is significantly slower than
the typical phonon dephasing rate [17, 18], which is usu-
ally around 1ns−1 for the system parameters considered
here. Gate-induced dephasing yields a negligible contri-
bution for the current design of double quantum dots.
However, the dephasing rate increases rapidly as either
the system becomes smaller or the tunneling energy is
increased. Therefore as systems are miniaturized (by de-
creasing d) or higher oscillation frequencies are sought
(by increasing E21), this form of dephasing will become
increasingly relevant.
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8Appendix A: Derivation of the kinetic equation
We derive Eqs. (3a)-(3b), the kinetic equations describ-
ing the evolution of the quantum dot under the influ-
ence of the gate electrode, following closely the method
of Haake [20].
The Hamiltonian describing the combined dot-gate
system is
H=
2∑
i=1
Eia
†
iai +HB
+
∑
i,j
∫
drdr′
1
ǫr|r− r′|
ϕ∗i (r)ϕj(r)Ψ
†(r′)Ψ(r′)a†iaj .(A1)
The reduced density matrix of the dot is defined as
ρ(t) = TrBW (t), (A2)
where W (t) is the density matrix for the full system,
and TrB is the partial trace over the gate degrees of
freedom. We assume that at t = 0, the gate and the dot
system are disentangled, and that the gate is in a thermal
distribution:
W (0) = ρ0 ⊗ e
−β(HB−Ω) (A3)
with e−βΩ = TrB(e
−βHB ).
The density operator W (t) evolves according to the
Heisenberg equation of motion,
W˙ (t) = −i[H,W (t)] ≡ −iLW (t),
where L is the Liouvillian superoperator. We apply the
projection superoperators P = e−β(HB−Ω)TrB and P
′ =
1−P to this equation, integrate the equation for P ′W (t),
and perform the partial trace over PW (t) to obtain (see
Ref. [20] for details)
ρ˙(t) = −iLeffρ(t) +
∫ t
0
K(t′)ρ(t− t′)d t′, (A4)
where
Leff = LS +TrBLSBe
−β(HB−Ω) (A5)
and
K(t) = −TrB {LSB exp[−i(1− P)Lt]
×(1− P)(LB + LSB)e
−β(HB−Ω)
}
. (A6)
The superoperators LB, LS and LSB are the Liouvillians
of the gate, the dot and the interaction term respectively.
[Eqs. (A4)-(A6) are Eqs. (2b.13) and (2b.14) in Ref. [20];
the term I(t) found in Ref. [20] vanishes due to our choice
of projector.] Since LBHB ≡ 0, K(t) contains only terms
of second order and higher in the interaction term.
Eq. (A4) is formally exact, but through the term
exp[−i(1− P)Lt] in Eq. (A6), K(t) contains correlation
functions of all orders. Assuming that the lowest order
correlators are the most important, we write
exp[−i(1− P)Lt] ≈ exp[−i(1− P)(LS + LB)t]. (A7)
Then Eq. (A6) retains only terms of second order in the
interaction.
We note that this approximation contains all second-
order processes. This may be checked by writing
ρij(t) = Tr
[
a†j(t)ai(t)ρ0 ⊗ e
−β(HB−Ω)
]
(A8)
and expanding ρij(t) to second order. We thus find that
Eq. (A4) is the time representation of the Dyson equation
for ρij(t) in the second order Born approximation.
By substituting the Hamiltonian (A1) into Eq. (A4),
using the approximation (A7) and performing the requi-
site commutators and traces, we obtain the kinetic equa-
tions (3a) and (3b) studied in the text. Furthermore, if
we use Eq. (A4) to derive equations for ρ˙21 and ρ˙22 in
the second order approximation, we find that they ex-
actly obey the symmetries
ρ˙11 + ρ˙22 = 0 and ρ˙
∗
12 = ρ˙21.
Thus our approximation scheme is consistent — it con-
serves both the hermiticity of ρ(t) and the property that
Tr[ρ(t)] = 1.
Appendix B: Numerical aspects
1. The qubit wavefunctions
To calculate the Γijkl components needed in
Eqs. (17a)-(17b), the wavefunctions of the quantum dot
are needed. These are obtained by approximating the
z-dependence with a δ-function [see Eq. (1)] and solving
numerically the 2-dimensional Schro¨dinger equation(
−
1
2m∗
∇2‖ + V (r‖)
)
ϕi(r‖) = Eiϕi(r‖), (B1)
with the potential
V (r‖) =


0 x ∈ [−R− s2 ,−
s
2 ]; y ∈ [−
R
2 ,
R
2 ]
V0 x ∈ [−
s
2 ,
s
2 ]; y ∈ [−
R
2 ,
R
2 ]
0 x ∈ [ s2 , R+
s
2 ]; y ∈ [−
R
2 ,
R
2 ]
∞ otherwise
(B2)
Here, V0 is chosen to reproduce a given tunneling energy,
E21.
Eq. (B1) is separable. The y component is calculated
analytically, and the x component is determined numer-
ically by expanding ϕ in a cosine or sine series (for the
bonding and antibonding orbitals respectively); we used
500 modes in this series (which yielded the same result as
using 300 modes). Using the expansion in Fourier modes,
the integral in Eq. (11) may be obtained analytically. The
integral in Eq. (13) must be evaluated numerically, with
some care taken to resolve the apparent singularity at the
origin.
92. Poles of the Laplace transform
Eqs. (17a)-(17b), when complemented with the equa-
tions for ρ˜21 and ρ˜22, form a pair of matrix equations
[that is, one equation for (ρ11, ρ22) and one for (ρ12, ρ21)],
each of the form
U˜(z)˜f(z) = f0. (B3)
The poles of f˜(z) occur at the values of z for which the
determinant of U˜(z) vanishes. Thus we are left with a
simple root-finding problem, which we solve using the
Newton-Raphson method. Then using Cramer’s rule
(which is particularly simple in this case, since U˜(z) is
a 2 × 2 matrix), we may explicitly solve Eq. (B3), and
calculate the residues of the components of U˜−1(z) at the
poles using finite differences.
The bulk of the computation time is occupied by the
Newton-Raphson calculation, due to the infinite series in
I˜>(z). From Eq. (15), we find
I˜>(z) ≈
πω2p
4x(z + γ + ix)
−
2π
β
∞∑
n=1
gn
z + 2πn/β
, (B4)
with gn defined in Eq. (16). This series may be approx-
imated analytically in the limits |z|β ≫ 1 and |z|β ≪ 1;
however, when solving Eqs. (17a)-(17b) we must evalu-
ate I˜>(z) with |z| ≈ E21, which is of similar magnitude
to 1/β. Thus we cannot use an analytic approximation
for the series in Eq. (B4); it must be truncated at some
value N and calculated numerically.
The factor gn decays as n
−3 provided n ≫ βωp ≡
ωp/kBT . Since the plasmon energy is typically much
larger than the temperature, the series needs very large
N . However, if N is too large, the accuracy may be
reduced due to round-off errors. This problem is aggra-
vated by the almost complete cancellation of the first
term of Eq. (B4) with the series — typically, the series
sums to approximately 0.2, while I˜>(z) ≈ 10−6 − iπ/2.
We found that the optimal number of terms N ∼ 108.
(For T > 40mK, the tail of the series is negligible if
N = 1 × 108 terms are used; for smaller temperatures,
N = 4 × 108 terms were needed.) The maximum pos-
sible round-off error (using double-precision arithmetic)
for this number of sums is approximately 4×10−9, which
is sufficiently smaller than I˜>(z) that it does not change
our results. To verify that round-off effects were negligi-
ble, we reversed the order of the sum, and we also broke
the term πω2p/4x(z + γ + ix) into N terms and included
these terms in the summation; neither of these modifica-
tions significantly affected the result.
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