Abstract: In two-wheeled vehicles, the presence of a single axis, the high sensitivity to load variations and the strong coupling between front and rear wheel dynamics make the problem of designing effective active braking controllers a much more challenging task than it is for cars. To address this issue, this paper proposes to employ an enhanced switched second order sliding mode controller, based on the idea of adapting the controller parameters to the current region of the state space in which the system is operating. In contrast to previous proposals, in this work the adaptation requires the knowledge of the sliding variable only. Simulation results are presented to confirm the effectiveness of the proposed approach.
INTRODUCTION AND MOTIVATION
Nowadays, on board of four-wheeled vehicles many different active control systems can be found, tailored to enhance driver's and passengers' safety, some of which -such as the Antilock Braking System (ABS) -have recently become a standard on all cars, see e.g., Johansen et al. (2003) , Drakunov et al. (1995) , Savaresi and Tanelli (2010) . In the field of two-wheeled vehicles, instead, such spread of electronic control systems its still in its infancy, and today only a few commercial motorbikes are equipped with ABS systems, see e.g., Corno et al. (2008) .
In designing active control systems for two-wheeled vehicles, it is of utmost importance to be able of devising approaches which offer robustness properties in the face of modeling uncertainties and unknown parameters. Furthermore, to be applicable in practice, the resulting control laws must retain a simplicity that allows the implementation on board of the vehicle electronic control units (ECUs) . Further, as the wheel slip dynamics get faster as speed decreases, at low speed reduced tracking performance are acceptable in exchange for increased (and guaranteed) safety.
To address this complex control problem, this paper relies on the theory of sliding mode control, which has been shown to be effective in solving the wheel slip control problem both for four-and two-wheeled vehicles, see e.g., Tanelli et al. (2009); Drakunov et al. (1995) .
Specifically, a novel switched formulation of second order sliding mode (SOSM) control is presented, which stems from the preliminary formulation given in Tanelli and Ferrara (2010a,b) . The main idea is that of tuning a different SOSM control law for each region of the state space, adapting its parameters to the uncertainty levels and to the possibly different control objectives. With respect to the switched SOSM (S-SOSM) controller presented in Tanelli and Ferrara (2010a,b) , which was derived assuming that both the sliding variable and its time derivative are available for measurement, here we consider a partial measurement case, i.e., only the sliding variable is accessible. The proposed S-SOSM control algorithm is inspired by the work in Bartolini et al. (2001) , where a SOSM algorithm to deal with state-dependent uncertainties and to ensure a global convergence of the closed-loop trajectories to the origin was provided. Specifically, we devise an ad-hoc modification of the algorithm in Bartolini et al. (2001) conferring a suitable switched nature to the control law.
Based on this control approach, we propose a solution to the problem of designing an active braking controller for twowheeled vehicles which can be adapted with respect to the forward vehicle speed, thereby enhancing active safety.
PRELIMINARIES
For the discussion on the S-SOSM algorithm it is worth recalling the basic features of SOSM control laws (see e.g., Bartolini et al. (1998) ). For simplicity, we consider the so-called auxiliary system, which has the forṁ z 1 = z 2 (1)
T ∈ R 2 is the system state, z 1 (t) is the sliding variable, v(t) is the control signal and f (z(t)) and g(z(t)) are uncertain, sufficiently smooth functions, satisfying all the conditions ensuring existence and uniqueness of the solution Khalil (1996) , together with the following bounds
(3) The SOSM control problem is formulated as follows: given system (1), where g(z(t)) and f (z(t)) satisfy (3)-(2), design the control signal v(t) so as to steer both z 1 (t) and z 2 (t) to zero in finite time.
Note that, if one assumes instead that f (z(t)) is a class K function of z (see e.g., Isidori (1995) ), i.e., the uncertainty is state-dependent, then to achieve global convergence to zero of the system state it is necessary to devise an appropriate initialization phase, which ensures that the first extremal value is reached in finite time. To do this, in Bartolini et al. (2001) it was shown that, assuming that a state-dependent bound of the form
with F (z) being a known K function of z, holds, a control law of the type
with κ > 0, globally ensures that the first extremal point z 1 M 1 is reached in a finite time at t = t M1 . Further, for all t > t M1 , in order to ensure that between two successive extremal points a constant control amplitude can be chosen so that it can counteract the uncertain terms (which do not have a priori known constant upper bounds), one needs to employ a control strategy which makes use of a variable commutation point. The rationale behind this choice is that the commutation instant is chosen based on the fact that the state norm has exceeded a predefined upper-bound, so as to ensure that the control signal amplitude, tuned according to such a threshold on the uncertainty level, has enough authority to counteract it. The control strategy in Bartolini et al. (2001) is such that, once the commutation occurs, one is ensured that z 2 has not exceeded the value η z 1 M j , where η is a positive constant. As a result, the closed-loop trajectory evolves within invariant sets of the type
The existence of such invariant sets, which define upper bounds on z 1 (t) and z 2 (t), is in fact the key to provide constant bounds for f (z(t)) in each invariant set.
S-SOSM CONTROL: PROBLEM SETTING AND ASSUMPTIONS
The core idea of the S-SOSM is that of tuning a dedicated SOSM controller for each region of the state space, which is determined by different uncertainty levels and/or by possibly different control objectives. To present the S-SOSM control algorithm, we consider again the auxiliary system (1). Moreover, we work under the following assumptions.
(1) State-space partitioning We assume that the state space Z of system (1) is partitioned into k regions, which are in fact stripes, S i , i = 1, . . . , k, all containing the origin, such that ∪ i S i = Z and with S i+1 ⊂ S i . Further, we define as switching surfaces Figure 1) . Finally, we assume that in each region Z i = S i ∩S i+1 , i = 1, . . . , k− 1, and in Z k ≡ S k , we may define different upper and lower bounds for the uncertainties, which will be specified in the following. Note that only one of these regions, namely the innermost one Z k , contains the origin (see again Figure 1 ). Specifically, it is assumed that the regions S i , i = 2, . . . , k are defined as follows
We consider the following bounds on the uncertain terms. Case 1: Outermost Region Z 1 In the outermost region Z 1 , the following bounds are given
where F 1 (z) is a known class K function of its argument. Case 2: Regions Z i , i = 2, . . . , k In the inner regions Z i , i = 2, . . . , k, the uncertainties are described as
and F i (·) are known class K functions and G 1,i , G 2,i are known positive constants. Further, as in the inner regions it is possible to bound the state of the system in view of the invariant sets generated by the adopted SOSM control law (see Equation (6)), a constant upper bound on the uncertain terms is assumed to be known, i.e., ∀ i = 2, . . . , k we can write
S-SOSM CONTROL ALGORITHM
This section is devoted to present the S-SOSM control algorithm assuming that only the sliding variable is available for measurement. This assumption leads to the state space partitioning given in (7)). Hence, to ensure that the closedloop trajectories enjoy the needed convergence properties one needs ensure that the closed-loop trajectories evolve across a finite sequence of invariant sets which contain the origin and shrink in size as time evolves, as it was the case for the case treated in Tanelli and Ferrara (2010a,b) where both z 1 and z 2 were measurable. To ensure that these invariant sets are strictly contained in each other, thus contractive as we move to the origin, it will be needed to devise an adaptation rule also for the parameter η of the algorithm in Bartolini et al. (2001) that defines the invariant sets induced by the controller (see Equation (6)). Furthermore, the intersection of the state trajectory with the switching surface W i must affect the update of the sequence of extremal points z 1 M j , which will thus contain also non-canonical extremal points, i.e., extremal points with z 2 (t Mj ) = 0, given by the intersections of the state trajectory with the boundaries of the regions S i .
Thus, as we need to consider as extremal points also the abscissas of the intersections with the switching surfaces, it is necessary to act on η so as to ensure that
which is the condition ensuring that the next invariant set of the type given in (6) with the adapted value of η is such that I j+1 ⊂ I j and that the sequence of the upper bounds for z 2 (t) is properly updated.
To ensure that condition (12) holds for both positive and negative amplitudes of the controller gain, the state trajectories in both cases must be analyzed. Following a worst-case approach for the uncertainties and assuming negative values of the gain v(t) = −V Mj and, say, z(t) ∈ Z i , i = 2, . . . , k and t Mj < t ≤ t Mj+1 yields
where
is a non-canonical extremal point due to an intersection with the switching surface W i+1 (see Figure (7)). Hence, from (13) one gets that
With a similar reasoning, for the case v(t) = V Mj and, again, z(t) ∈ Z i , i = 2, . . . , k and t Mj < t ≤ t Mj+1 , one gets We are now ready to introduce the switched SOSM algorithm. Algorithm 4.1. (Partial Measurement S-SOSM) Consider system (1), with the state space partitioned as in (7). Assume also that, for z ∈ Z 1 , g(z(t)) and f (z(t)) satisfy constraints (8), whereas for each z ∈ Z i , i = 2, . . . , k, g(z(t)) and f (z(t)) satisfy constraints (11).
If z ∈ Z 1 , over the time interval to the first extremal point, i.e., for 0 ≤ t ≤ t M1 , define the control signal as
with ν > 0. Over the time interval t M1 < t ≤ t M2 such that z(t) ∈ Z i , i = 1, . . . , k, adopt the control law
(a) (b) Fig. 3 . Example of the closed-loop trajectories and of the update rules for the S-SOSM algorithm when (19) holds in Case 2.1a) (a) and Case 2.1b) (b).
with
Over the generic time interval t Mj < t ≤ t Mj+1 , j > 1, if
update the extremal point z 1 M j+1 and set the value of the parameter η j+1 as follows:
• Case 1.1: If the sliding variable reaches its upper bound β j z 1 M j while the state trajectory is within the open region Z i (see Figure 2 ), i.e., if
let (see again Figure 2 )
If a switch occurs due to the intersection between the state trajectory and the switching surface W i+1 , i.e., if
two different situations may happen. Namely, if · Case 2.1a) (see Figure 3 (a))
let (see again Figure 3(a) )
where |z 2 M j+1 | is as in (14). On the other hand, if · Case 2.1b) (see Figure 3( 
let (see again Figure 3(b) )
If update the extremal point z 1 M j+1 and set the value of the parameter η j+1 as follows.
• Case 1.2: If the state trajectory is such that a canonical extremal point is encountered while within an open region Z i (see Figure 4 ), i.e., if
let (see again Figure 4 ) If a switch occurs due to the intersection between the state trajectory and the switching surface W i+1 , i.e., if
two different situations may happen. Namely, if · Case 2.2a) (see Figure 5 (a))
where |z 2 M j+1 | is as in (15). On the other hand, if · Case 2.2b) (see Figure 5 (b)) z(t) ∩ W i+1 = {z 1,i+1 , z 2 } with z 2 = 0, (38) let (see again Figure 5 
Further, choose the control gain as
is an upper bound on the function F i (z) computed at any time instant {t Mj } in which the sequence of extremal points (canonical and non canonical) {z 1 M j } is updated.
For a proof of the algorithm convergence see .
THE BRAKING CONTROL PROBLEM IN TWO-WHEELED VEHICLES
This section presents the SOSM approach to the active braking control problem for two-wheeled vehicles. To this end, we first introduce the dynamical model and then show how to approach the controller design.
Two-wheeled vehicle model
Motivated by the fact that we consider braking maneuvers taking place on a straight line, the two-wheeled vehicle dynamics can be expressed as are the moment of inertia of the wheel, the vehicle mass, and the wheel radii, respectively. The system is nonlinear due to the dependence of F xi , i = {f, r}, on the state variables v and ω i , i = {f, r}. The expression of F xi can be well-approximated as follows, Savaresi and Tanelli (2010) F
where F zi is the vertical force at the tire-road contact point and µ(·, ·; ϑ) is a function of: (i) the longitudinal slip λ i ∈ [0, 1], which, during braking, is defined as λ i = v − ω i r /v; (ii) the wheel side-slip angle a it . Vector ϑ in µ(·, ·; ϑ) represents the set of parameters that identify the tire-road friction condition. Since for braking maneuvers performed along a straight line one can set the wheel side-slip angle equal to zero (a it = 0), we shall omit the dependence of F xi on a it and denote the µ function as µ(·; ϑ). Note, in passing, that from (43) one has that the longitudinal force produced by a wheel is bounded, i.e., |F xi | ≤ Ψ, i ∈ {f, r}.
(44) The tire model (43) is a steady-state model of the interaction between the tire and the road. The transient tire behavior, due to tire relaxation dynamics, yields traction forces F xi with bounded first time derivative, i.e., |Ḟ xi | ≤ Γ, i ∈ {f, r}.
(45) Many empirical analytical expressions for function µ(·; ϑ) have been proposed in the literature. A widely-used expression (see e.g., Savaresi and Tanelli (2010) where ϑ i , i = 1, 2, 3, are the three components of vector ϑ. By changing the values of these three parameters, many different tire-road friction conditions can be modeled. In Figure 6 (a) the shape of µ(λ; ϑ) in four different conditions is displayed. From now on, for ease of notation, the dependency of µ on ϑ will be omitted, and the function in equation (46) will be referred to as µ(λ).
To complete the description of F xi in (43), we just have to specify the expression for F zi . To describe the load transfer phenomena between front and rear axles, we model the vertical force on the front and rear wheels as follows
where l is the wheelbase, l f and l r are the distances between the projection of the center of mass on the road and the front and rear wheel contact points, respectively, h is the height of the center of mass and g is the gravitational acceleration. Note thatv is the vehicle acceleration, hence it is negative during braking.
In system (42) the state variables are v and ω i . As λ i , v and ω i are linked by the algebraic equation given by the definition of the wheel slip itself, it is possible to replace ω i with λ i as state variable. This, using expressions (43) and (47) leads to the system
Figures 6(b) and 6(c) show a plot of the functions Ψ f (·, λ r ) and Ψ r (λ f , ·), respectively, obtained for different values of λ r and λ f . As it is apparent by inspecting these figures, the front wheel behavior is substantially independent from that of the rear wheel, while the latter is strongly coupled to the front one. This can be explained noticing that Ψ f (·, λ r ) and Ψ r (λ f , ·) are different in magnitude, as the term ∆ Fzv changes sign. This makes Ψ r (λ f , ·) much more sensitive to the variations in the front wheel slip λ f . In what follows we disregard the dependence of Ψ f (λ f , λ r ) on λ r and adopt the notation Ψ f (λ f ).
It is worth noting that the dependence of Ψ r (λ f , ·) on λ f can be easily dealt with with a SM approach, as the function Ψ r (λ f , ·) is in any case bounded, and a worst-case approach can be pursued so as to account for the variability of the tyre-road friction model with the front wheel slip. This makes the proposed approach particularly attractive for the problem at hand, as it allows us to design two single-input-singleoutput (SISO) wheel slip controllers, one for each wheel, where the coupling only affects the definition of the bounds on the uncertain terms.
S-SOSM Traction Controller Design
The braking controller is designed to steer the wheel slips λ i , i = {f, r} to the desired value λ * i . The error between the current slip and the desired slip is chosen as the sliding variable, i.e., s i = λ i − λ * i , i = {f, r} and the control objective is to design a continuous control law T i capable of steering this error to zero in finite time. Then, the chosen sliding manifold is given by s i = 0.
The first and second time derivatives of the sliding variable s i are
whereλ i is given by the first and the second of (48), and h i and ϕ i are defined as
Combining the third of (42) with (44), it yields
Further, taking into account the first time derivative of the third of (42), (45), and (54), one has that
Finally, from the first and second of (42) and (44), one gets
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Relying on (54), (55), and (56), and assuming v > 0, ω i > 0, hence λ i ∈ [0, 1) one has that ϕ i is bounded. From a physical viewpoint, this means that, when a constant driving torque T is applied, the second time derivative of the rear wheel slip is bounded.
To design a SOSM controller, it is not necessary that a precise evaluation of ϕ i is available. In what follows it will be only assumed that suitable bounds of ϕ i , i = {f, r}, are known, i.e.,
. Similar considerations can be made for h i , i = {f, r}, which can be regarded as unknown bounded functions with the following known bounds 0
It is worth noting that the uncertain functions h i and ϕ i in (52) and (53) are indeed functions of the vehicle speed, thus an adaptation with respect to this variable will affect the closed-loop performance. Based on the given system and uncertainties description, in the following we will compare the performance of a standard SOSM controller of the type presented in Bartolini et al. (1998) , which has constant and fixed parameters with those of the proposed S-SOSM one.
SIMULATION RESULTS
This section is devoted to analyze the performance of the proposed S-SOSM controllers via a simulation study carried out on a detailed dynamical model of a two-wheeled vehicle, in which the suspensions dynamics are explicitly modeled and tire elasticity relaxation dynamics, are also taken into account. As for the braking system, a first order low-pass filter with a bandwidth of 10 Hz has been employed, Corno et al. (2008) .
To compare the performance of the considered controllers, a step wheel slip set point of 0.15 has been selected both for the front and the rear wheel slip. The braking maneuver is carried out for three different values of the initial vehicle speed, namely v = {10, 20, 30}m/s on dry road. Four switching thresholds have been defined; thus, we have one controller setting for v ≤ 10 m/s, a second one for 10 < v ≤ 18 m/s, a third for 18 < v ≤ 25 m/s, and the last one for speed values above 25 m/s. 
which represent, in percent, the tracking error normalized, for fixed vehicle speed, with respect to the control algorithm and, for fixed control algorithm, with respect to the vehicle speed, respectively. Figure 7(a) shows the values of (57) obtained in the considered braking maneuver. By inspecting the figure one may notice that at low speed the S-SOSM controller ensures a lower RMSE with respect to the SOSM one; the fact that at high speed the opposite is true is due to the tuning of the SOSM controller, the gain of which is an average value of that used in the S-SOSM. Finally, Figure 7(b) shows the values of (58) for all vehicle speeds: as can be seen, the RMSE of the S-SOSM controller gets significantly lower as speed decreases, while that of the SOSM one remains approximately constant. These results confirm the theoretical development of the switched controller and its suitability to be employed in the considered application.
