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Laplacian matrices and their spectrum are of great importance in algebraic graph theory.
There exist efficient formulations for eigensolutions of the Laplacian matrices associated
with a special class of graphs called product graphs. In this paper, the problem of
determining a few approximate smallest eigenvalues and eigenvectors of large scale
product graphs modified through the addition or deletion of some nodes and/or members,
is investigated. The eigenproblem associatedwith amodified graphmodel is reduced using
the set ofmaster eigenvectors and linear approximated slave eigenvectors from the original
model. Implicitly restarted Lanczos method is employed to obtain the required eigenpairs
of the reduced problem. Examples of large scale models are included to demonstrate the
efficiency of the proposed method compared to the direct application of the IRL method.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Graph theory has a long history, and its applications in structural mechanics and in particular, optimal analysis, nodal
ordering and graph partitioning are well documented in the literature [1,2].
Algebraic graph theory can be considered as a branch of graph theory, where eigenvalues and eigenvectors of certain
matrices are employed to deduce the principal properties of a graph. In fact, eigenvalues are closely related to most of the
invariants of a graph, linking one extremal property to another. These eigenvalues play a central role in our fundamental
understanding of graphs.
Although there aremany generalmethods available for calculating the eigenvalues ofmatrices, the use of canonical forms
makes this process much simpler for structures with special patterns such as symmetric structures [3].
Many structural models possess regularities that can be considered as product graphs (see [4] for definition of product
graphs). Calculation of the eigenvalues and eigenvectors of thesemodels can be simplified using the corresponding canonical
forms [5,6].
In practice, it is not uncommon to encounter models that are locally altered through the addition or elimination of some
nodes and/or members of the original product graphs, despite the dominance of regularity in their forms. We can refer
to the local refinement of a regularly meshed finite element model, small cutouts extracted from a structural model, or
nonregular constraints imposed on the model, as a few examples. We call the original unmodified regular model, the ‘base
model’. Matrices associated with the base models, such as the Laplacian matrix, possess decomposable canonical forms that
profoundly simplify their eigensolutions. The aforementioned modifications may be viewed as a small rank perturbation of
the Laplacian associatedwith the basemodel. Decompositionmethods have been proposed for special types of perturbations
in [7,8]. However these perturbations, in general, prohibit the direct application of decomposition methods to the modified
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Laplacian. But there is still the hope that information from the base model is exploited in order to simplify the eigensolution
of the modified problem.
The eigenproblem for the Laplacian of a modified product graph may be stated in a general form
(A+ ECET)u = µu, (1)
where A is the Laplacian of the base model, and C is a symmetric matrix of smaller orderm representing the modifications.
This paper presents partitioned formulations of problem (1) using the Lagrange multipliers, and introduces a reduction
method to facilitate the approximate determination of eigenvalues and eigenvectors. Formulations are developed in three
separate sections to account for different types of modifications.
A closer look at problem (1) unveils its connection with two other extensively investigated eigenproblems in structural
mechanics. The first one is the structural dynamic reanalysis problem, which deals with efficient use of natural frequencies
and modes obtained from a previous analysis to derive the response of the new modified structure, without extensive
additional computations. Approximate methods for eigenvalue reanalysis based on Taylor’s series expansion, have been
proposed [9,10]. However these methods are not suitable for significant modifications. Rank one modification of the
eigenproblem has been the subject of research for quite some time [11–14]. However these methods rely on the complete
eigensolution of the original system, which is prohibitively expensive for large-scale systems. Carey et al. [15] proposed
a block Lanczos method to calculate a few lowest eigenvalues based on the information obtained in the solution of a few
eigenvalues for the original system. They employed a clever idea of using starting Lanczos vectors which span the column
space of the matrix E in (1). The modification problem of (1) that we are going to address in this paper however differs from
the reanalysis problem both in terms of its characteristics and themethod of solution. In our problemswe are interested not
only in those modifications which alter the size of a graph (size of a graph is defined as the number of its members), but also
the modifications which change its order (or the number of its nodes). Reanalysis procedures have not regarded this latter
problem. Besides, as noted before, in the applications of this paper A has a block diagonalizable structure that offers great
opportunities in eigensolution and linear solution of the corresponding equations, an occasion that is efficiently employed in
the proposedmethods of this paper. Nevertheless, themethods developedhere are directly applicable to reanalysis problems
as well.
Another problem of structural mechanics related to the subject matter is the dynamic substructuring [16]. There are
basically two methods available in literature for the eigenvalue problem of substructuring. Kron’s method is one of them;
where the problem reduces to solving a nonlinear eigenvalue problem involving the Kron matrix [17,18]. The other method
is component mode synthesis (CMS), where a nonlinear eigenvalue problem is avoided by restricting the solution to a
certain subspace [19–23]. Sehmi [24] applied the Lanczos algorithm to Kron’s method and showed that operation count
decreases dramatically compared to the classic solutions of Kron’s scalar equation. However a remarkable drawback of
Kron substructuring is the need to calculate all eigenpairs of each substructure primarily. This is very time consuming,
since only the first a few eigensolutions are generally of interest for most applications. Weng et al. [25] improved the
Kron’s substructuring method using modal truncation approximation. They incorporated the first-order and the second-
order residual flexibility approximations of the higher modes.
Our formulations for the eigenproblem of the modified Laplacian, are principally based on the concepts of modal
truncations employed in CMSmethods. The globalmodel is torn into a ‘basemodel’ and amodification part, and the Lagrange
multipliers are used to develop eigenequations of the torn submodels. The assembled eigenequation is then formulated
which is a reduced order problemwhose eigenvalues give approximations to the eigenvalues of the global model. The well-
known Implicitly Restarted Lanczos (IRL) method with shift and invert preconditioning is employed to accelerate the task
of finding a few eigenpairs of the reduced problem.
2. Preliminaries from graph theory and matrix algebra
A graph S consists of a setN(S) of elements called ‘nodes’ (vertices or points) and a setM(S)of elements called ‘members’
(edges or arcs) together with a relation of incidence which associates with each member a pair of nodes, called its ‘ends’.
A graph product is a regular graph model constructed as the Cartesian, strong Cartesian, direct or lexicographic product
of simple sub-graphs called the ‘generators’ of that model (see [4] for the definition of each product).
The Laplacian matrix L = [lij]n×n of a graph is defined as
lij =
−1 if node ni is adjacent to node nj
deg(ni) if i = j
0 otherwise,
(2)
where deg(ni) is the degree of the node ni.
L is a positive semi-definite matrix with real eigenvalues expressed as
0 = λ1 ≤ λ2 ≤ · · · ≤ λn. (3)
Let A be the Laplacian matrix of a product graph (L is reserved for a later use). With a proper node-ordering of the graph,
matrixA takes a block pattern known as a ‘canonical form’. Standardmethods have been developed for decomposing various
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canonical forms [3]. These methods involve the construction of an orthogonal transformation matrix T such that it block-
diagonalizes A under a similarity transformation as follows
A(BD) = TTAT =

A1
A2
. . .
As
 . (4)
Using the transformation (4), the eigensolution as well as the linear solution of the Laplacian matrix associated with a
graph product is greatly simplified.
3. Theory
In this section, necessary formulations are presented for reducing the eigenproblem of the Laplacian associated with
a large product graph, locally modified through the addition or elimination of some nodes and/or members. To this end,
the Laplacian matrix of the modified product graph is decomposed into the sum of two components; the original product
graph called the ‘base model’ and the alteration part. The eigenproblem of the modified Laplacian is rewritten in terms
of these two components using the Lagrange multipliers. By employing a number of lower eigenvectors together with
linear approximation of higher eigenvectors from the base model which are easily obtained due to block-diagonalizable
structure of its Laplacian, a smaller order eigenproblem associated with the modified model is formulated. Eigenvalues of
this reduced problem are approximations for the eigenvalues of the modified Laplacian, and its eigenvectors are used to
determine the associated eigenvectors of the modified system. The accuracy of the obtained eigenvalues can be enhanced
by employing further eigenvectors from the base model. The required number of smallest eigenvalues and eigenvectors
of the reduced eigenproblem are obtained using the well-known Implicitly Restarted Lanczos (IRL) method. Shift and
invert preconditioning can be effectively employed to accelerate the convergence of the IRL method towards the smallest
eigenpairs.
Formulations are provided in three separate sections; in Section 3.1 ‘member-node’ augmentation is investigated which
refers to product graphs augmented by the addition of some nodes and members. In Section 3.2 the member augmentation
is addressed briefly as a special case of member-node augmentation in which no further nodes are added to the product
graph and just the addition of some new members or elimination of some existing members are considered. In Section 3.3
the ‘cutout’ problem is studied which involves the elimination of nodes and members from the product graphs.
3.1. Member-node augmentation
The Laplacian matrix for a product graph of order N augmented by n additional nodes can be stated as
L =
[
A
0n
]
+ QCQT, (5)
where A is the Laplacian of the product graph and 0n stands for zero matrix of order n. C is a symmetric and positive
semi-definite matrix of necessary modifications. Suppose that m nodes of the product graph are modified in the process
of augmentation. We partition the matrix C as follows:
C =
[
Ca H
HT Cb
]
, (6)
where Ca (n× n) and Cb (m×m) correspond to augmented nodes and modified nodes, respectively. With this partitioning
of the Cmatrix, Q in (5) takes the form
Q =
[
0 E
In 0
]
, (7)
where E is an N bym correspondence matrix between the sets of N base nodes andmmodified nodes.
Our aim is to solve the following simple eigenproblem:
Lu = µu, (8)
in order to obtain a few smallest eigenvalues µ and the corresponding eigenvectors u. In our applications L is sparse
and could be solved for a few smallest eigenpairs using sparse solvers based on the Lanczos method. However for very
large product graphs with small modifications, the advantage of block-diagonalizable structure of A could be exploited to
produce a set of eigenvectors and ‘static’ vectors, whichmay be used to transform the eigenproblem (8) into a much smaller
problem. Then the application of the Lanczos method to this reduced order problem produces approximate eigenvalues of
the modified system.
At the outset, let us shift the Laplacian matrix by a nonzero σ to discard the zero eigenvalue of A
L(σ ) = L− σ I. (9)
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Fig. 1. (a) Member-node augmented graph G(L), (b) base model G(A), (c) augmenting subgraph G(C).
Hence the eigenproblem (8) turns into
L(σ )u = λu, (10)
where λ = µ− σ .
Introducing a set of m Lagrange multipliers, the eigenproblem (10) can be decomposed into the sum of two
eigenproblems; the eigenproblem associated with the base model, and that of the augmenting model. This is illustrated
in Fig. 1 by a simple example. Fig. 1(a) depicts the augmented graph model G(L), where each entry of vector u is shown
as a weight on the corresponding node of the graph. Fig. 1(b) and (c) depict the base graph G(A) and the augmenting
subgraph G(C), respectively. Node 7 is the augmented node, and nodes {1,2,3,4} are the set of modified nodes. It is clear
that uA = [u1, u2, . . . , u6]T, ub = [u1, u2, u3, u4]T and ua = [u7]. The Lagrange multipliers are shown by arrows on the
modified nodes. The opposite direction of the arrows between the two models implies the opposite sign of the Lagrange
multipliers. The vector F of Lagrange multipliers is F = [f1, f2, f3, f4]T. Defining:
u =
[
uA
ua
]
, (11)
it can be easily verified that the eigenproblem (10) associatedwith graphmodelG(L) is satisfied, if the following decomposed
problems associated with G(A) and G(C) are satisfied simultaneously:
(A− σ I)uA − λuA + EF = 0, (12)
and [
Ca − σ I H
HT Cb
] [
ua
ub
]
− λ
[
ua
0
]
−
[
0
F
]
= 0, (13)
together with the compatibility relation
ETuA − ub = 0. (14)
Putting relations (12)–(14) together, we arrive at the following assemblage:A− σ I Ca − σ I H
HT Cb
uAua
ub

− λ
uA
ua
0

+ PTF = 0,
P
uA
ua
ub

= 0,
(15)
where
P = [ET 0m×n −Im]. (16)
It can be concluded from (13) that F is independent of λ and is given by:
HT ua + Cb ub = F. (17)
Let us start with the eigensolution of A− σ I and denote its eigenvalues and eigenvectors byΩ and Φ, respectively; i.e.
(A− σ I)Φ = ΦΩ. (18)
The eigenvaluesΩ are simply those of A, minus the shift value σ .
Now, introducing a cutoff eigenvalue ωc , we partitionΩ into lower and higher eigenvalues as
Ω =
[
Ωl
Ωh
]
, (19)
where Ωl is the matrix of all eigenvalues less than ωc , and Ωh is the matrix of the eigenvalues greater than or equal to ωc .
The corresponding partitioning of the eigenvectors follows as
Φ = [Φl Φh]. (20)
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Now, using the coordinate transformation
uA =

Φl Φh
 [ql
qh
]
. (21)
Eq. (15) leads toΩl Ωh Ca − σ I H
HT Cb

qlqhua
ub
− λ
qlqhua
0
+ BTF = 0,
B
qlqhua
ub
 = 0.
(22)
In this equation
B = [ETΦl ETΦh 0m×n −Im]. (23)
In what follows, we will introduce approximations that reduce (22) into an eigenproblem of order Nl+n, where Nl is the
number of computed lower eigenvaluesΩl and eigenvectors Φl, also called the ‘master’ eigenvalues and eigenvectors.
Suppose that we are interested in those eigenvalues λ in Eq. (22) satisfying
λ≪ ωc . (24)
From Eq. (22) we can write
Ωhqh − λqh +ΩTh E F = 0. (25)
Premultiplying byΩ−1h the Eq. (25) leads to
qh − λΩ−1h qh +Ω−1h ΦTh E F = 0. (26)
Considering the assumption (24), we can put
λΩ−1h ≈ 0. (27)
Hence, the Eq. (26) leads to the following approximation
qh ∼= −Ω−1h ΦTh E F. (28)
Multiplying (28) by Φh, we get
Φhqh ∼= −ΦhΩ−1h ΦTh E F. (29)
Expanding the inverse of A− σ I in terms of its eigenvalues and eigenvectors, we obtain
(A− σ I) −1 = ΦlΩ−1l ΦTl + ΦhΩ−1h ΦTh. (30)
From which the residual inverse is obtained as
R = ΦhΩ−1h ΦTh = (A− σ I) −1 − ΦlΩ−1l ΦTl . (31)
The inversion (A − σ I) −1 is easy to perform through the LU factorization of the block-diagonalized transform of A
(Eq. (4)). The product ΦhΩ−1h Φ
T
h E in (29) mimics the residual response of a linear system to unit load vectors applied to
each modified node separately. Substituting (31) into (29), it is concluded that the higher eigenvectors are approximated
using the residual inverse as follows:
Φhqh ∼= −REF. (32)
Now let us return to (22) and use the compatibility relation to obtain
ETΦlql + ETΦhqh − ub = 0. (33)
Substituting from (32) into (33), results in
ETΦlql − ETREF− ub = 0. (34)
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Substituting F from (17) into (34), we obtain ub in terms of ql and ua as follows
ub = C˜−1(Ψ lql − R˜HTua), (35)
where
R˜ = ETRE, Ψ l = ETΦl and C˜ = I+ R˜Cb. (36)
Now refer to (22) again to derive the two equations involving λ as follows
Ωlql − λql + ΦT1 E F = 0, (37)
(Ca − σ I)ua + Hub − λua = 0. (38)
Substituting for F and ub from (17) and (35), into the simultaneous equations (37) and (38), results in the following reduced
order eigenproblem for the member-node augmented graph product[
Ωl + Ψ Tl CbC˜−1Ψ l Ψ Tl C˜−1HT
HC˜−1Ψ l Ca − σ I− HC˜−1R˜HT
] [
ql
ua
]
− λ
[
ql
ua
]
= 0 of order (Nl + n). (39)
Eigenvalues of the original problem which was stated in (8), are calculated from
µ = λ+ σ . (40)
The corresponding eigenvectors are obtained from (11), in which uA = Φlql + Φhqh. Using the approximation (29), and
going further through the calculations, the following approximation is obtained for uA:
uA ∼= (I− RECbC˜−1ET)Φlql + REC˜−1HTua. (41)
3.2. Member augmentation
The Laplacian matrix for a product graph modified by the addition or elimination of some members can be written
as
L = A+ ECET. (42)
This modification can be considered as a special case of member-node augmentation derived in Section 3.1, in which no
further nodes are added to the product graph (n = 0). The reduced eigenproblemcan be easily derived from (39), considering
that Ca and ua should vanish
(Ωl + Ψ Tl CC˜−1Ψ l)ql − λql = 0 of order (Nl). (43)
In this relation
C˜ = I+ R˜C, (44)
and the other parameters are as defined in Section 3.1.
Eigenvalues of the original problem are calculated from (40), and the corresponding eigenvectors are approximated as
follows
u ∼= (I− RECC˜−1ET)Φlql. (45)
3.3. Cutouts
The Laplacian matrix L for a product graph of order N from which n nodes together with their adjoining members are
eliminated can be deduced from a permutation of the following sum:[
L
0n
]
= perm(A+ ECET), (46)
where ‘perm’ denotes the permutation, A is the Laplacian of the product graph and 0n stands for zero matrix of order n. The
matrix C of order n+m is minus the Laplacian of the eliminated part.m is the number of modified but not eliminated nodes
of the product graph. We partition the matrix C as follows:
C =
[
Cb H
HT Ce
]
(47)
where Cb (m×m) and Ce (n× n) correspond to modified nodes and eliminated nodes, respectively.
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Introducing a shift σ and using the Lagrange multipliers F, the eigenproblem of the modified Laplacian can be stated as
follows:A− σ I Cb H
HT Ce
uAub
ue

− λ
uA
0
0

+ PTF = 0,
P
uA
ub
ue

= 0,
(48)
where
P = [ET −Im+n]. (49)
We impose the additional constraint that the components of eigenvector u on the eliminated nodes be zero, i.e.
ue = 0. (50)
Then, (48) is simplified to[
A− σ I
Cb
] [
uA
ub
]
− λ
[
uA
0
]
+
[
E
−Im|0m×n
]
F = 0,[
ET
−Im
0n×m
] [
uA
ub
]
= 0.
(51)
Using the coordinate transformation (21) and the approximation (32), the compatibility equation in (51) reads as
Ψ lql − R˜F−
[ −Im
0n×m
]
ub = 0, (52)
and the eigenequation in terms of the master vectors, is given by
Ωlql − λql + Ψ Tl F = 0. (53)
Ψ l and R˜ are defined in (36).
Also, from the first set of equations in (51) we can write
Cb ub + [−Im | 0m×n]F = 0. (54)
The Lagrange vector is obtained from (52) in terms of ql and ub as follows
F = R˜−1Ψ lql − R˜−1
[ −Im
0n×m
]
ub. (55)
R˜ is nonsingular because it is related to the residual inverse Rwhich has no zero eigenvalues.
Substituting F from (55) into (53) and (54) we arrive at the following system of simultaneous equations:[
Ω¯l Ψ lb
Ψ Tlb C¯b
] [
ql
ub
]
− λ
[
I 0
0 0
] [
ql
ub
]
= 0 of order (Nl +m), (56)
where
Ω¯l = Ωl + Ψ Tl R˜−1Ψ l, (57)
C¯b = Cb + [−Im | 0m×n]R˜−1
[ −Im
0n×m
]
, (58)
Ψ lb = Ψ Tl R˜−1
[ −Im
0n×m
]
. (59)
Eq. (56) is the reduced generalized eigenproblem associated with cutouts. Eigenvalues of the original problem, are obtained
from (40), and its eigenvectors u are calculated as[
u
0n
]
= perm(uA), (60)
where uA is approximated from
uA ∼= (I− RER˜−1ET)Φlql + RER˜−1
[ −Im
0n×m
]
ub. (61)
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3.4. Summary and evaluation of the solution method
In all the cases of modifications that were studied in the previous sections, a reduced symmetric eigenproblem was
obtained, the order of which is dependent on Nl, the number of master eigenvectors from the base model. The eigenvalues
of this reduced problem give approximations to the actual eigenvalues of the modified product graph. The more master
eigenvectors are used, the better approximations will be obtained.
The reduced eigenproblem is solved for the requested eigenvalues and eigenvectors, using the well-known Implicitly
Restarted Lanczos (IRL) method [26–28]. In many applications just a few smallest eigenpairs are requested. Hence, a shift
and invert transformation is used to enhance convergence to the lowest eigenpairs. The transformed eigenvalues are usually
far better separated than the original ones which results in better convergence [29].
An outline of the solution procedure is presented below:
• Requested: k smallest eigenvalues and eigenvectors of the modified Laplacian.
(1) Select a shift value σ and the number of master eigenpairs from the base model (Nl).
(2) Calculate Nl eigenvaluesΩl and eigenvectorsΦl of the base model, using a block diagonal transform of A− σ I (Eq. (4)),
together with the residual inverse R (Eq. (31)), using a block diagonal transform of (A− σ I) −1.
(3) Organize the reduced eigenproblems (39) and (43) or (56), depending on the type of the modifications involved.
(4) Solve the reduced problem for the k requested eigenpairs using the IRL method with a shift-invert preconditioning.
(5) Obtain the original eigenvalues from (40) and the corresponding eigenvectors from (11) and (41), (45) or (60) and (61),
depending on the modification type.
Remarks:
• The main reason for incorporating a shift value σ is to eliminate the zero eigenvalue of A and to enable the necessary
inversions. On the other hand, shift and invert transformation can be used to accelerate the convergence of the iterative
eigensolver towards the requested eigenpairs. Sincewe are interested in a few lower eigenpairs of themodified Laplacian,
it is desirable for σ to have a small nonzero absolute value. In order to ensure that A− σ I is positive definite, and hence
all the eigenvaluesΩ are positive, it is recommended that a negative shift is used. Although a smaller σ in absolute value
is preferred for convergence purposes, but the selection is not a critical matter and any number−1e−6,−1e−3 or even
−1 could be used. The comparative performance results are not sensitive to the selected σ , because the shift and invert
transformation is applied to both the direct method and the proposed method with the same shift value for comparison
purposes.
• Nl should be selected such that the largest master eigenvalue (or the cutoff value ωc) be much greater than the largest
requested eigenvalue. A good recommendation is to choose Nl such that ωNl /ωk > 10, where ωNl , ωk ∈ Ωl.• The only thing that is required in the IRLmethod is to supply ameans to compute amatrix vector productw← Av. Hence,
none of the reduced order matrices in (39) and (43) or (56) are calculated explicitly, rather they are implemented by
successivematrix vector products and linear solutions throughmatrix factorizations. For example the inverse (A−σ I) −1
in the Rmatrix is performed using an LU factorization of the block diagonal transform of A− σ I.
Calculations are performed up to full machine precision, but since we seek approximate eigenvalues and eigenvectors,
hence the results are presented up to just six decimal places in the tables. Relative error of the eigenvalue calculated by the
proposed method, µ˜, against the eigenvalue obtained from the direct application of IRL method to the modified Laplacian,
µ, is calculated from
Re(%) = |µ˜− µ|
µ
× 100. (62)
Relative errors are calculated using the full precision numbers.
The calculated eigenvectors, u˜i, are also verified against those of the direct IRL method, ui. Note that the angle θ between
the two vectors can be defined by
cos2 θ = |u˜
T
i ui|2
(u˜Ti u˜i)(u
T
i ui)
. (63)
Also, the angle between two subspaces of the same dimension with orthonormal bases of U˜i and Ui is defined by
cos2 θ = det(MT M), (64)
where
M = U˜Ti Ui. (65)
For simple eigenvalues, Eq. (63) is used as a measure of the accuracy of eigenvectors. For multiple eigenvalues, it is possible
for the algorithm to calculate a different basis for the associated eigenspace. Hence, the subspaces spanned by the set of
orthonormal eigenvectors associatedwith themultiple eigenvalue, are tested for similarity using Eq. (64). In these relations,
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Fig. 2. (a) Cartesian product PnPn , (b), augmenting subgraph, (c) member-node augmented Cartesian product.
Table 1
Comparison of the results for example 1; member-node augmentation of Cartesian product (N = 4096,m = 365).
IRL method Proposed method
Master vectors (Nl) = 90 Master vectors (Nl) = 180
Run time (s) 1.528 0.0848 0.129
Index Eigenvalue Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err
1 0 0 0 0 0 0 0
2 0.002604 0.002604 0.002 3.8E−10 0.002604 0.001 1.6E−10
3 0.002604 0.002604 0.002 3.8E−10 0.002604 0.001 1.6E−10
4 0.004847 0.004847 0.000 8.7E−10 0.004847 0.000 7.7E−11
5 0.008452 0.008452 0.008 7.1E−08 0.008452 0.002 1.7E−09
6 0.009707 0.009708 0.003 3.3E−08 0.009707 0.001 8.1E−10
7 0.012334 0.012334 0.003 1.6E−08 0.012334 0.002 6.5E−09
8 0.012334 0.012334 0.003 1.6E−08 0.012334 0.002 6.5E−09
9 0.017793 0.017796 0.018 7.9E−07 0.017794 0.003 1.8E−08
10 0.022764 0.022766 0.007 1.8E−07 0.022765 0.004 6.6E−08
11 0.022764 0.022766 0.007 1.8E−07 0.022765 0.004 6.6E−08
12 0.024058 0.024058 0.000 2.5E−09 0.024058 0.000 4.5E−10
13 0.024427 0.024429 0.006 3.3E−07 0.024428 0.002 2.5E−08
14 0.033531 0.033537 0.018 8.6E−07 0.033535 0.011 3.5E−07
15 0.033531 0.033537 0.018 8.6E−07 0.033535 0.011 3.5E−07
16 0.036805 0.036830 0.068 2.2E−05 0.036810 0.012 5.1E−07
17 0.039249 0.039263 0.035 9.3E−06 0.039251 0.007 2.3E−07
18 0.041112 0.041115 0.007 9.3E−06 0.041113 0.002 2.3E−07
cos2 θ ≈ 1 is an indication of similarity between the two eigenspaces. The eigenvector error is calculated using
Evec err = 1− cos2 θ. (66)
4. Numerical experiments
Example 1. This example is devised to demonstrate our approach of Section 3.1 for member-node augmentation problems.
A Cartesian product PnPn is selected as the base model as shown in Fig. 2(a), with n = 10 (N = 100) in this case; and
an nc × nc grid at the centre of the model is refined by augmenting another subgraph C, a prototype of which is shown in
Fig. 2(b), with nc = 4 in this case. The resulting modified model is depicted in Fig. 2(c). With this sort of augmentation,
(nc − 1)2 extra nodes are entered into the model, and hence matrix C of Eq. (5) would be of orderm = n2c + (nc − 1)2.
The results are presented in Table 1 for a large-scale model with n = 64 (N = 4096) and nc = 14, for which 18
lower eigenpairs are calculated using the proposed method and the direct sparse IRL method. The proposed method is
implemented separately with 90 and 180 master vectors from the base model. The percentage of the relative error for the
estimated eigenvalues are calculated from (62) and are reported in the column headed by ‘Re(%)’. The errors of the estimated
eigenvectors are also calculated from (66) and are reported in the column headed by ‘Evec err’. The second line of the table
gives the required CPU time (in second) to obtain the first 18 eigenpairs of the modified model using the corresponding
methods on a PC with 1.86 GHz Intel Core 2 Duo processor and 2 GB of memory.
From the Table 1 it is observed that the acquired eigenpairs are very satisfactory. Eigenvalues are obtained with relative
error less than 0.01% and eigenspaces are highly accurate. Run time measurements suggest that the proposed method
performs in average 15 times faster than the direct IRL method.
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a b
Fig. 3. (a) Cartesian product PnPn , (b) member augmented product.
Table 2
Comparison of the results for Example 2; member augmentation of the Cartesian product (N = 900,m = 80).
IRL method Proposed method
Master vectors (Nl) = 90 Master vectors (Nl) = 180 Master vectors (Nl) = 270
Run time (s) 0.123 0.005 0.008 0.018
Index Eigenvalue Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err
1 0 0 0 0 0 0 0 0 0 0
2 0.011031 0.011034 0.024 4.1E−07 0.011032 0.011 1.1E−07 0.011032 0.005 2.9E−08
3 0.011031 0.011034 0.024 4.1E−07 0.011032 0.013 1.1E−07 0.011032 0.005 2.9E−08
4 0.022165 0.022172 0.035 1.1E−06 0.022170 0.023 4.9E−07 0.022167 0.010 1.1E−07
5 0.044516 0.044540 0.055 4.3E−06 0.044529 0.031 1.6E−06 0.044522 0.014 3.5E−07
6 0.044818 0.044865 0.104 8.5E−06 0.044836 0.041 1.5E−06 0.044825 0.016 2.7E−07
7 0.056549 0.056611 0.109 9.7E−06 0.056580 0.055 2.8E−06 0.056563 0.025 6.5E−07
8 0.056549 0.056611 0.109 9.7E−06 0.056580 0.055 2.8E−06 0.056563 0.025 6.5E−07
9 0.090399 0.090491 0.102 1.8E−05 0.090447 0.054 5.5E−06 0.090422 0.026 1.2E−06
10 0.101164 0.101268 0.103 2.4E−05 0.101213 0.049 6.9E−06 0.101186 0.022 1.6E−06
11 0.101164 0.101268 0.103 2.4E−05 0.101219 0.055 6.9E−06 0.101186 0.022 1.6E−06
12 0.115015 0.115257 0.210 4.5E−05 0.115126 0.097 9.1E−06 0.115054 0.033 2.0E−06
13 0.116129 0.116342 0.183 3.5E−05 0.116271 0.122 1.7E−05 0.116188 0.050 3.6E−06
14 0.148833 0.149058 0.151 5.0E−05 0.148950 0.078 1.6E−05 0.148887 0.036 3.9E−06
15 0.148833 0.149058 0.151 5.0E−05 0.148960 0.085 1.6E−05 0.148887 0.036 3.9E−06
16 0.177473 0.177599 0.071 3.2E−05 0.177555 0.046 1.6E−05 0.177510 0.021 3.5E−06
17 0.180442 0.180691 0.138 8.8E−05 0.180546 0.057 1.8E−05 0.180474 0.018 2.1E−06
18 0.197606 0.198051 0.225 8.8E−05 0.197830 0.113 1.8E−05 0.197695 0.045 2.1E−06
Example 2. This example is selected to illustrate the procedure for member-augmentation, presented in Section 3.2.
Consider the Cartesian product PnPn augmented by crossed members in some corner cells, where n is the node number of
the generator (hence the graphmodel is of orderN = n2). Let nc be the number of horizontal (and also vertical) cells crossed
in each corner. For instance, the model shown in Fig. 3 is a prototype with n = 10 (N = 100), and nc = 3. With regard to
this figure the number of modified nodes,m, and hence the order of the matrix C in Eq. (42), ism = 16 nc .
The results are summarized in Tables 2–4 for three large-scale models of varying n and m to illustrate the impact of
the model size. For each case, 18 lower eigenpairs are calculated using the proposed method and the direct IRL method.
The proposed method is implemented with different number of master eigenvectors to investigate the amount of accuracy
gains.
From the presented results, we can conclude that the proposed method produces satisfactory approximations for
eigenvalues ofmember-augmented product graphswith small ordermodifications (the ratio ofm toN below10%). A relative
error of maximum 0.2% is achieved when the number of master vectors employed is about 5 times the required eigenpairs.
This error is reduced to maximum 0.05% when the number of master eigenvectors is increased to 15 times the required
eigenpairs. Form the Tables 2–4 it can be deduced that the accuracy of the obtained eigenspaces are very satisfactory. Also
comparing the run times it can be concluded that the proposed method performs 10–30 times faster than the direct sparse
IRL method to produce the required number of eigenpairs with the above mentioned accuracies.
Example 3. In this experiment, a strong Cartesian product of a cycle Cn and a path Pt is considered (see Fig. 4(a) for a
prototype with n = 36 and t = 13). Three cutout segments are extracted from this product graph as shown in Fig. 4(b). The
total number of affected nodes, including eliminated and modified but not eliminated nodes amounts to m. To investigate
numerical performance of the formulations presented in Section 3.3, a large scale model with n = 36 and t = 100
(N = 3600) andm = 99 is selected and the results are presented in Table 5. The proposed method is implemented with 90,
180 and 270 master eigenvectors.
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Table 3
Comparison of the results for Example 2; member augmentation of the Cartesian product (N = 2025,m = 192).
IRL method Proposed method
Master vectors (Nl) = 90 Master vectors (Nl) = 180 Master vectors (Nl) = 270
Run time (s) 0.385 0.021 0.031 0.042
Index Eigenvalue Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err
1 0 0 0 0 0 0 0 0 0 0
2 0.004897 0.004899 0.025 6.1E−07 0.004898 0.013 1.4E−07 0.004898 0.007 3.7E−08
3 0.004897 0.004899 0.025 6.1E−07 0.004898 0.013 1.4E−07 0.004898 0.007 3.7E−08
4 0.009834 0.009837 0.037 1.4E−06 0.009836 0.024 5.9E−07 0.009835 0.011 1.1E−07
5 0.019748 0.019759 0.054 5.2E−06 0.019755 0.034 2.1E−06 0.019751 0.017 4.2E−07
6 0.019831 0.019853 0.112 1.4E−05 0.019838 0.036 1.3E−06 0.019836 0.024 4.8E−07
7 0.024993 0.025021 0.111 1.3E−05 0.025008 0.059 3.7E−06 0.025001 0.032 8.9E−07
8 0.024993 0.025021 0.111 1.3E−05 0.025008 0.059 3.7E−06 0.025001 0.032 8.9E−07
9 0.040027 0.040071 0.109 2.2E−05 0.040053 0.065 8.0E−06 0.040040 0.031 1.6E−06
10 0.044807 0.044852 0.100 3.1E−05 0.044829 0.049 6.9E−06 0.044820 0.027 1.8E−06
11 0.044807 0.044852 0.100 3.1E−05 0.044829 0.049 6.9E−06 0.044820 0.027 1.8E−06
12 0.050557 0.050662 0.209 6.9E−05 0.050593 0.073 6.6E−06 0.050578 0.043 2.1E−06
13 0.051145 0.051231 0.170 3.9E−05 0.051203 0.113 1.7E−05 0.051172 0.053 3.1E−06
14 0.065757 0.065856 0.151 5.6E−05 0.065818 0.093 2.2E−05 0.065784 0.041 4.1E−06
15 0.065757 0.065856 0.151 5.6E−05 0.065818 0.093 2.2E−05 0.065784 0.041 4.1E−06
16 0.079035 0.079074 0.050 3.1E−05 0.079063 0.036 1.2E−05 0.079051 0.021 3.0E−06
17 0.079953 0.080068 0.144 1.1E−04 0.079990 0.047 1.2E−05 0.079975 0.027 3.3E−06
18 0.086843 0.087004 0.185 1.1E−04 0.086923 0.092 1.2E−05 0.086888 0.052 3.3E−06
Table 4
Comparison of the results for Example 2; member augmentation of the Cartesian product (N = 4225,m = 288).
IRL method Proposed method
Master vectors (Nl) = 90 Master vectors (Nl) = 180 Master vectors (Nl) = 270
Run time (s) 1.463 0.055 0.117 0.192
Index Eigenvalue Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err
1 0 0 0 0 0 0 0 0 0 0
2 0.002345 0.002345 0.023 6.9E−07 0.002345 0.013 1.8E−07 0.002345 0.008 5.8E−08
3 0.002345 0.002345 0.023 6.9E−07 0.002345 0.013 1.8E−07 0.002345 0.008 5.8E−08
4 0.004705 0.004707 0.038 1.8E−06 0.004707 0.025 8.0E−07 0.004706 0.012 1.5E−07
5 0.009444 0.009449 0.052 5.6E−06 0.009448 0.036 4.5E−06 0.009446 0.018 1.3E−06
6 0.009468 0.009477 0.092 1.4E−05 0.009471 0.034 3.1E−06 0.009471 0.027 1.5E−06
7 0.011918 0.011932 0.114 1.7E−05 0.011925 0.062 5.0E−06 0.011922 0.035 1.2E−06
8 0.011918 0.011932 0.114 1.7E−05 0.011925 0.062 5.0E−06 0.011922 0.035 1.2E−06
9 0.019098 0.019119 0.109 2.3E−05 0.019112 0.074 1.1E−05 0.019105 0.035 2.2E−06
10 0.021391 0.021410 0.089 3.3E−05 0.021401 0.045 7.9E−06 0.021397 0.028 2.3E−06
11 0.021391 0.021410 0.089 3.3E−05 0.021401 0.045 7.9E−06 0.021397 0.028 2.3E−06
12 0.024016 0.024058 0.175 7.2E−05 0.024030 0.060 6.4E−06 0.024027 0.044 3.0E−06
13 0.024299 0.024339 0.165 4.6E−05 0.024326 0.114 2.2E−05 0.024311 0.053 3.6E−06
14 0.031306 0.031352 0.148 6.5E−05 0.031335 0.095 2.9E−05 0.031320 0.045 5.3E−06
15 0.031306 0.031352 0.148 6.5E−05 0.031335 0.095 2.9E−05 0.031320 0.045 5.3E−06
16 0.037854 0.037869 0.038 2.2E−05 0.037866 0.030 1.4E−05 0.037861 0.016 2.8E−06
17 0.038137 0.038180 0.115 9.5E−05 0.038151 0.037 9.8E−06 0.038147 0.028 4.1E−06
18 0.041210 0.041276 0.159 9.5E−05 0.041242 0.078 9.8E−06 0.041229 0.045 4.1E−06
Data presented in Table 5 indicate that the obtained eigenpairs are very satisfactory. Relative errors for eigenvalues are
negligible and eigenspaces are highly accurate. Run time measurements suggest that the proposed method performs in
average 20 times faster than the IRL method.
5. Concluding remarks
The problem of determining a few approximate eigenvalues and eigenvectors of the Laplacian matrices associated with
modified product graphs is investigated. Formulations are developed for three kinds of different modifications based on
using truncated eigenspace of the base model. Numerical experiments with large-scale models show that the presented
formulations are reliable and efficient. Running time for the algorithms is dependent on the amount of modifications
involved, but even for relatively remarkable modifications (where about 10% of the nodes are affected) in order to generate
eigenvalues with less than 0.1% relative error, in average a 20-fold reduction in CPU time is observed. It should be noted that
the examples presented in this paper by no means imply any particular modification pattern on the base models; rather the
form and location of the modifications are arbitrary. The proposed methods are also suitable for reanalysis problems, when
the effect of different modifications on the eigensolution is sought.
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Table 5
Comparison of the results for Example 3; cutout from strong Cartesian product (N = 3600,m = 99).
IRL method Proposed method
Master vectors (Nl) = 90 Master vectors (Nl) = 180 Master vectors (Nl) = 270
Run time (s) 1.271 0.0422 0.0644 0.0856
Index Eigenvalue Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err Eigenvalue Re (%) Evec err
1 0 0 0 0 0 0 0 0 0 0
2 0.003006 0.003010 0.131 1.1E−06 0.003009 0.102 8.1E−07 0.003008 0.074 4.9E−07
3 0.011971 0.011986 0.125 4.7E−06 0.011983 0.097 3.6E−06 0.011980 0.071 2.2E−06
4 0.026756 0.026786 0.114 9.3E−06 0.026780 0.089 7.1E−06 0.026773 0.064 4.2E−06
5 0.034452 0.034798 1.005 3.0E−06 0.034667 0.625 9.2E−07 0.034543 0.263 1.6E−07
6 0.034452 0.034798 1.005 3.0E−06 0.034668 0.626 9.2E−07 0.034543 0.263 1.6E−07
7 0.047206 0.047252 0.098 1.3E−05 0.047242 0.077 9.9E−06 0.047232 0.055 5.8E−06
8 0.073261 0.073321 0.081 1.4E−05 0.073308 0.064 1.1E−05 0.073294 0.045 6.2E−06
9 0.091217 0.091218 0.001 4.1E−07 0.091217 0.000 1.6E−07 0.091217 0.000 3.3E−08
10 0.091217 0.091218 0.001 4.1E−07 0.091217 0.000 1.6E−07 0.091217 0.000 3.3E−08
11 0.098187 0.098197 0.010 4.2E−06 0.098193 0.006 1.6E−06 0.098190 0.003 3.4E−07
12 0.098187 0.098197 0.010 4.2E−06 0.098193 0.006 1.6E−06 0.098190 0.003 3.4E−07
13 0.105026 0.105098 0.068 1.4E−05 0.105083 0.054 1.1E−05 0.105066 0.038 6.1E−06
14 0.111589 0.111616 0.024 1.0E−05 0.111604 0.014 3.9E−06 0.111596 0.006 9.0E−07
15 0.111589 0.111616 0.024 1.0E−05 0.111604 0.014 3.9E−06 0.111596 0.006 9.0E−07
16 0.131202 0.131254 0.040 1.9E−05 0.131231 0.022 6.9E−06 0.131217 0.011 1.9E−06
17 0.131202 0.131254 0.040 1.9E−05 0.131231 0.022 6.9E−06 0.131217 0.011 1.9E−06
18 0.142702 0.142791 0.063 1.5E−05 0.142770 0.048 1.1E−05 0.142751 0.034 6.3E−06
a b
Fig. 4. (a) Strong Cartesian product, (b) the model with cutouts.
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