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Abstract—Within the context of microgrids optimal voltage
control, most schemes proposed in the literature either rely on (i)
droop-control methods or (ii) methods involving the computation
of explicit nodal power set-points as a solution to a given
optimization problem. The first category of approaches is in
general suboptimal as it relies on locally sensed measurements.
The second category guarantees some level of optimality but
requires an accurate and up-to-date model of the network that
is, in general, not always available in low voltage grids. To
overcome the aforementioned limitations, in this work we propose
a methodology suitable for voltage control in generic low voltage
3-phase unbalanced grids. It can be used for the computation of
either explicit power set-points or to define the droops of local
voltage regulators. Its main characteristic is that it does not rely
on the knowledge of the system model and its state. In particular,
the goal is to compute linearized dependencies between voltage
magnitude and nodal power injections, i.e., voltage sensitivity
coefficients. The proposed method assumes availability of a
monitoring infrastructure and the computation of the desired
sensitivities involves the solution of an over-determined system of
linear equations constructed solely using available measurements
of nodal power injections and voltage magnitudes. The proposed
method is also capable to account for the measurement errors
and their time correlation. The performance evaluation of the
proposed method is carried out using real measurements coming
from a real low voltage feeder located in Switzerland equipped
with an appropriate metering infrastructure.
Index Terms—Voltage sensitivity coefficients, monitoring in-
frastructure, power systems optimal operation, voltage control.
I. INTRODUCTION
The continuously increasing connection of highly intermit-
tent distributed generation in low voltage grids, essentially
composed of renewable energy resources, leads to violations of
operational constraints and calls for development of dedicated
control mechanisms [1], [2]. In particular, voltage control
is one of the typical controls expected to be deployed in
distribution systems.
Traditional controls deployed in the case of microgrids
mainly rely on droop-control methods (e.g., [3]–[5]). Specif-
ically for the case of voltage control, such methods involve
the local sensing of the voltage at the controllable resources
connection point and the adjustment of the reactive and/or
active power injection of the various resources according
to a specific voltage droop characteristic. This category of
control provides, in general, suboptimal voltage profiles as
it relies on locally available data and does account for the
grid topology and parameters. Therefore, such methods lead
to suboptimal solutions and, in some cases, to non-feasible
operating conditions or even to system collapse [6].
An alternative approach to microgrids voltage control is to
directly control the grid by defining explicit set-points for
active and reactive nodal power injections (e.g., [1], [7]).
These power set-points are typically computed as a solution
to an online optimization problem in order to guarantee an
optimal grid operation. This category of approaches even
though it guarantees some level of optimality compared to
the droop-control methods, requires an accurate knowledge of
the feeder’s topology and parameters. In low voltage grids,
this assumption does not always hold in reality. In particular,
the distribution network operator (DNO) might have erroneous
information on the status of breakers, wrong data for the feeder
parameters and the topology is adapted quite frequently [8]–
[10]. Furthermore, there are factors, such as the temperature
that can cause variations on the values of the resistances of the
network branches along the day and, typically, are not taken
into account in the computation of the admittance matrix [11].
In order to overcome the limitations of the aforementioned
approaches, in this work we propose a methodology suitable
for voltage control in generic low voltage 3-phase unbalanced
grids that can be used to compute either explicit power
set-points or voltage-droop characteristics of controllable re-
sources but does not rely on the knowledge of the system
model. In particular, we are interested in the computation
of linearized dependencies between control variables (power
injections) and controlled quantities (voltages), i.e., voltage
sensitivity coefficients (e.g., [12]–[16]).
The computation of voltage sensitivities requires in gen-
eral the knowledge of the network topology and parameters.
However, recently there has been an effort in the literature to
compute sensitivity coefficients using only measurements and,
thus, avoiding the use of the network admittance matrix. In
particular, in [17], [18] a least squares method is proposed
for the computation of injection shift factors in transmission
networks where large sets of synchronized measurements of
PMUs are available. In the same direction, in [19], availability
of measurements coming from smart meters is assumed and
voltage sensitivity coefficients are computed for a low volt-
age grid and for different loading scenarios of the network.
However, measurements coming from PMUs are, in general,
not available in low voltage grids and the noise should also
be suitably considered in the computation.
In this paper, we propose a methodology for the compu-
tation of voltage sensitivity coefficients in a low voltage 3-
phase unbalanced grid without relying on the knowledge of the
system model and its state. We obtain the desired sensitivities
as a solution to an overdetermined system of linear equations.
Contrary to the work in [17], [18], we do not require highly
synchronized phasor measurements from PMUs, instead we
assume availability of a monitoring infrastructure that provides
measurements of power injections and voltage magnitudes
only. Compared to [19], in this work, we compute sensitivities
in the generic case of 3-phase unbalanced networks and we
consider the presence of errors in the available measurements,
the time correlation of which we take into account in the prob-
lem formulation. Furthermore, we perform the computation in
an online fashion, thus enabling, in principle, the adoption of
the method into real time controllers.
The structure of this paper is the following. In Section II
we focus on the problem formulation by describing, in detail,
the analytical procedure used for the voltage sensitivities com-
putation relying solely on measurements. In Section III, we
describe the case study used for the validation of the proposed
method which consists of a real low voltage feeder located in
Switzerland, equipped with the necessary monitoring infras-
tructure. Section IV focuses on the performance evaluation of
the proposed method. Finally, Section V provides the main
observations and possible directions for future work.
II. PROBLEM FORMULATION
In this section we propose a method for the computation of
voltage sensitivities relying solely on measurements, without
using any information on the grid model.
As discussed in the literature, the coefficients of interest are
the voltage magnitude sensitivities of the i-th bus with respect
to absorbed/injected power of a bus j defined as:
KPij ,
∂Ei
∂Pj
;KQij ,
∂Ei
∂Qj
(1)
The computed sensitivities allow for a local linearization
of the voltage deviation as a function of the nodal power
variations:
∆Ei ≈ KPi∆P+KQi∆Q , (KP,Q∆(P,Q))i (2)
where KPi = [KPi1 , . . . ,KPiN ],KQi = [KQi1 , . . . ,KQiN ],
are the vectors of voltage sensitivities of bus i.
Such a linearized dependency can be used by the DNO
to formulate an optimal control problem whose solution is
optimal required nodal power adjustments, which lead to the
desired operation set-point for voltage control (e.g., [1], [20]).
For instance, the DNO may wish to minimize the voltage
deviations from the network rated value (Er) while respecting
the capability curves (H) of a number NDER of controllable
energy resources. In this case, the optimal control problem
can be formulated making use of the computed sensitivity
coefficients as follows:
min
∆(P,Q)
∑
i
(Ei +
(
KP,Q∆(P,Q)
)
i
− Er)2 (3)
subject to: (Pj , Qj) ∈ Hj , j = 1, . . . , NDER (4)
Alternatively, their knowledge can be used for the on-line
tuning of droop controllers of flexible resources as a function
of the system state. In this case, specific control laws can be
designed on the basis of the computed sensitivities, such that
the controllable energy resources locally sense the voltage and
adjust their power injections in order to guarantee a network
voltage profile for safe grid operation.
The sensitivities of interest are typically acquired through an
updated Jacobian matrix derived from the load flow problem,
via methods based on the use of the so-called adjoint network
or using analytical approaches that involve the solution of lin-
ear systems of equations (e.g., [12]–[14], [20]–[24]). Despite
their differences, all the aforementioned methods require the
knowledge of the network admittance matrix. In this work, we
use as benchmark the coefficients computed using the method
presented in [20].
In this work, in order to estimate the aforementioned voltage
sensitivity coefficients using measurements only we rely on the
following hypotheses:
H1. The DNO has no knowledge of the network admittance
matrix [Y] and system state, i.e., nodal voltage phasors.
H2. A monitoring infrastructure is available providing the
DNO with measurements at frequent time-intervals (in
our case sampling frequency is 1s) of the voltage mag-
nitude of each network bus i, (E˜i(t)) and of the nodal
power injections (P˜i(t), Q˜i(t))
1. Note that we do not
require the measurements to be highly synchronized as
availability of PMUs is still limited in distribution grids
and we rely on conventional metering devices2. A rea-
sonable assumption is that metering devices are aligned
with the network time protocol (NTP) ( [25]).
H3. The desired sensitivities do not vary significantly over
a time window of duration τ during which an adequate
number of measurements can be obtained for their com-
putation.
1In the rest of the paper we denote with a tilde the quantities that
correspond to measurements, e.g.,E˜.
2It is worth noting that, in the absence of a dedicated metering infras-
tructure, the proposed method can still be deployed, for instance using mea-
surements coming from smart meters that are already present in distribution
systems. Alternatively, the method can be used off-line by using pseudo-
measurements produced by historic data of nodal power injections.
The key idea behind the proposed method is to use the
available measurements in order to compute variations of the
voltage magnitudes and corresponding variations of the nodal
power injections3. In order to be able to compare the obtained
measurement-based coefficients with the analytical method
in [20], we assume that the nodal power injections are constant
power ones, i.e., voltage independent. However, it is worth
mentioning that the proposed measurement-based method can
be used also in the cases where loads/injections exhibit voltage
dependency. Then using the computed variations, a system of
linear equations can be obtained starting from (2) that we can
solve to obtain the desired coefficients.
In particular, between two consecutive sets of measurements
available at time t and t + ∆t (for a small ∆t > 0 ), we
define ∆P˜i(t) = P˜i(t + ∆t) − P˜i(t) and ∆Q˜i(t) = Q˜i(t +
∆t)− Q˜i(t). Similarly for the voltages, the desired variation
is computed as ∆E˜i(t) = E˜i(t + ∆t) − E˜i(t). If we have
a large number of available measurements over a given time
window τ = [t1, tm] and we make the assumption that the
desired sensitivities do not vary significantly during this time
period then we can construct the following system of linear
equations for each network bus i:


∆E˜i(t1)
...
∆E˜i(tm)

 ≈


∆P˜1(t1) · · · ∆P˜N (t1) ∆Q˜1(t1) · · · ∆Q˜N (t1)
...
. . .
...
...
. . .
...
∆P˜1(tm) · · · ∆P˜N (tm) ∆Q˜1(tm) · · · ∆Q˜N (tm)

·


KPi1
...
KPiN
KQi1
...
KQiN


⇒∆E˜i,τ =∆(P˜, Q˜)τKPQi + ω (5)
The additional vector ω in (5) contains the errors from
the measurements. These errors are a combination of the
measurement errors for both voltages and powers. Among
these two, we assume that the effect of the errors linked to the
power measurements is negligible compared to the one of the
errors in voltage measurements. In order to take into account
the voltage measurement noise, we first use a pre-filtering of
the acquired measurements. In particular, for each time-step
t, at least one value of the ∆E˜i(t) among all the network
buses should be higher than a pre-specified threshold. The
value of this threshold is determined based on the uncertainty
of the voltage sensors. To fix ideas, this threshold can be 3σE ,
where σE is the variance of a type II uncertainty of a voltage
meter. After the filtering, in order to maintain an acceptable
number of values that will allow the solution of the problem,
3Note that the method described next is generic and can be applied to the
case of unbalanced networks as it treats each phase of the network separately.
the filtered values are replaced by older measurements that
satisfy the criterion.
Furthermore, in order to properly model the noise in (5)
we take into account the correlation of the errors on the
voltage measurements between consecutive time steps. The
errors of the voltage measurements are considered gaussian,
independent and identically distributed (i.i.d.) with a standard
deviation that reflects the accuracy of the metering equipment4.
However, in (5) we formulate the problem using voltage
differences and therefore the noise term ω exhibits correlation
between two consecutive time steps that cannot be neglected.
In particular, the voltage measurement of bus i at time-step
t is denoted as:
E˜i(t) = Ei(t) + ǫi(t) (6)
where each ǫi ∼ N (0, σE). The errors associated with the
voltage measurements are assumed i.i.d between different time
steps and different buses.
Using this notation the voltage differences for each bus i
are expressed as:
∆E˜i(t+∆t) = E˜i(t+∆t)− E˜i(t)
= Ei(t+∆t)− Ei(t) + ǫi(t+∆t)− ǫi(t)
= ∆E(t+∆t) + ωi(t+∆t) (7)
where ωi(t + ∆t) , ǫi(t + ∆t) − ǫi(t) ∼ N (0,
√
2σ) is
still gaussian as the difference of 2 gaussian variables but
exhibits correlation. The correlation coefficient between two
consecutive time-steps is defined as:
ρ(ωi(t), ωi(t+∆t)) =
cov(ωi(t), ωi(t+∆t)
σωi(t),ωi(t+∆t)
(8)
where cov(ωi(t), ωi(t+∆t))
= E[(ωi(t)− E[ωi(t)])(ωi(t+∆t)− E[ωi(t+∆t)])]
= E[(ωi(t))(ωi(t+∆t))]
= E[(ǫi(t)− ǫi(t−∆t))(ǫi(t+∆t)− ǫi(t))]
= E[−ǫi(t)2] = −σ2 (9)
Therefore: ρ(ωi(t), ωi(t+∆t)) =
−σ2√
2σ
√
2σ
= −1
2
Note that, due to the i.i.d and zero-mean assumptions on the
errors ǫi, it holds that E[(ǫi(t+k∆t)ǫi(t+µ∆t))] = 0, ∀k 6= µ.
Therefore, the correlation coefficient of the errors ωi between
two non-consecutive time-steps is equal to 0 and the resulting
correlation matrix has the following structure5:
Σ =


1 −0.5
−0.5 . . . . . . 0
. . .
. . .
. . .
0
. . .
. . . −0.5
−0.5 1


4Note that by metering equipment in this section we refer to industrial-
grade metering infrastructure.
5Note that Σ is correct for the ideal case where the errors in the power
measurements are less dominant than those of the voltages. If both errors
need to be accounted for, Σ is not known a priori and its assessment might
require a more sophisticated analysis.
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Figure 1. Real low voltage distribution feeder used for the performance
evaluation of the proposed method.
Table I
LINES PARAMETERS
Cable type Length (R,X) Ohm/km C uF/km
L1 1kV 4 x 240mm2 AL 219m (0.096,0.072) 0.77
L2 1kV 4 x 150mm2 AL 145m (0.2633,0.078) 0.73
Provided that tm>2N , we have formulated the problem as
an over-determined system of linear equations that can be
solved using a generalized least squares method to account
also for the correlated errors. In such a case, the sensitivity
coefficients are obtained analytically through the resolution of
the following equations [26]:
KPQi = (∆(P˜, Q˜)
T
τ Σ
−1∆(P˜, Q˜)τ )
−1∆(P˜, Q˜)Tτ Σ
−1∆E˜i,τ
It is important to note that when the pre-filtering described
earlier is considered, then certain columns (rows) of the matrix
∆(P˜, Q˜)τ (∆E˜i,τ ) are removed. In this case the correlation
matrix needs to be adjusted properly setting to zero the entries
that do not correspond to measurements of consecutive time
steps.
III. CASE STUDY
In this section we present the case study used for the
evaluation of the proposed method. We provide all the
details of the grid topology, as well as the relevant metering
infrastructure.
A. Network Configuration
The network used in this case study is a real low voltage
three-phase radial distribution feeder (230/400 V, 50Hz) lo-
cated in a rural area in Switzerland, shown in Fig. 1. This
particular feeder is composed of 57 residential blocks, 9
agricultural buildings and supplies in total 88 customers.The
characteristics of the feeder and the substation transformer are
summarized in Table I and Table II.
Table II
TRANSFORMER PARAMETERS
Power Uin Uout Coupling Ucc X/R
T1 250 kVA 20kV 230 / 400V DYn11 4.1% 2.628
Table III
PV GENERATORS CHARACTERISTICS
PV Generators Number of inverters Rated Power (kVA)
G1 12 3-phase 196
G2 2 1-phase 6
G3 3 3-phase 72
This system has been selected as it contains non-negligible
injections from photovoltaic systems. The existing decentral-
ized PV plants (marked G1, G2 and G3 in Fig. 1) provide
a maximum power of 274kVA and their characteristics are
reported in Table III. With the existing PV capacity, there are
time-periods when the production of power is larger than the
consumption of the entire feeder. The associated power flows
in these cases cause non-negligible voltage fluctuations above
the allowed limits. In particular, voltage variations of 9.1%
larger that the network rated value are constantly observed
with consequent impacts on the quality of service.
The second reason why this grid was selected is because
its network topology and component data are available and,
therefore, it is feasible to validate the proposed method by
comparing the assessment of the measurement-based sensiti-
vities with the benchmark ones computed using the network
admittance matrix.
B. Measurements
This particular feeder is equipped with metering devices
called GridEye6. These devices measure, for each of the three
phases, the voltage and the input current at each network
node with a high sampling frequency (50kHz). Once the
measurements are acquired, a post-processing of the measured
quantities is performed using an Interpolated-Modulated DFT
( [27]–[29]) on an embedded ARM processor that allows the
computation of the nodal (phase-to-ground) real and reactive
power, as well as the voltage magnitude.
The specifications of the metering equipment, as well as the
specific accuracies related to the voltage, current and phase
measurements are reported below in Table IV.
IV. PERFORMANCE ASSESSMENT
The numerical validation of the proposed method is carried
out using the real measurements coming from the real three-
phase LV feeder in Switzerland described in the previous
section.
In order to be able to compare the performances of the
proposed method with the formal analytic method presented
in [20] we need to have access to the true grid state and the
6GridEye is a LV grid metering and control tool, which has been
developed by the DEPsys Company and is used in this paper for the metering
function only.
true topological information that correspond to the obtained
measurements. To this end, we adopt the following procedure.
We consider the nodal power profiles given by a set of real
measurements7. Fig. 2-4 show the active and reactive power
measurements of phases a, b and c of buses 1, 2 and 3 during
a time window of 9.22 h. Moreover, we use the nominal
values of the network admittance matrix that, for the sake of
validation, is available and is computed using the network data
reported in Tables I,II. Using this data, we perform a three-
phase load flow calculation to obtain the voltage phasors that
correspond to the nominal admittance matrix and the measured
power profiles. This provides us with the ground truth and
allows the computation of the exact sensitivity coefficients.
Next, we use the load-flow voltage magnitude profiles and we
create a set of pseudo-measurements by adding white Gaussian
noise with a standard deviation of 2.17E − 4 that represents
the accuracy of the metering equipment8. This set of pseudo-
measurements, along with the true measurements of the nodal
power injections, are used as input for the measurement-based
computation of the sensitivity coefficients.
For the sake of brevity, only a few coefficients will be
shown for every part of the validation process. Note that
cross-phase coefficients are not shown in what follows. These
coefficients are zero in this case-study as the grid topology
is symmetric despite the imbalances in the network loads. In
Fig. 5 and 6 we emphasize the importance of the size of
the time window used for the estimation. The red solid line
represents the actual voltage coefficients of phase a of bus 3
with respect to the active power injection of phase a of the
Table IV
METERING DEVICES CHARACTERISTICS
Voltage
measurements
3 isolated inputs
(3L-N),
High speed 16 bits
ADC sampling
Reading Resolution:
0.05 VRMS
Accuracy:
± 0.05 VRMS
of RMS value
(maximum
absolute error)
1-300 VRMS
Current
measurements
4 inputs with
Rogowski coil
High speed 16 bits
ADC sampling
Reading resolution:
1 ARMS
Accuracy:
± (1% of
measured value +
0.025% of range)
1-1500 ARMS
Phase shift
Resolution: 1 degree.
Accuracy: 1 degree
0-360˚
Sync system
actual version
NTP based on GSM communication
Sync system
new version
NTP, PTP, GPS or DCF 77
7In this study we use measurement-traces acquired during February and
July to capture the different loading conditions of the grid during different
seasons.
8For the computation of the standard deviation corresponding to the
voltage measurements we have used the maximum absolute error of 50mV
reported in Table IV divided by the nominal network rated voltage value as
all the computations are performed in p.u. quantities.
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Figure 2. Nodal power measurements (p.u.) of bus 1.
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Figure 3. Nodal power measurements (p.u.) of bus 2.
same bus. The blue and green curves depict the corresponding
measurement-based coefficients using a time window of 200 s
and 1000 s respectively, whilst the red curve corresponds to the
true coefficients computed using [20]. It is worth observing
that even though both the blue and green curves are quite
close to the actual coefficients in the first 1 h, the blue curve
exhibits large variations in the last 1.5 h. The reason for this is
that the least squares problem that needs to be solved is badly
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Figure 4. Nodal power measurements (p.u.) of bus 3.
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Figure 5. Exact and measurement-based voltage sensitivity coefficients of bus
3 phase a with respect to the active power of bus 3 phase a using different
window sizes.
conditioned. This is shown in Fig. 6 where it can be observed
that with a time window of 200 s, the condition number of
the matrix that needs to be inverted increases significantly
and consequently the quality of the estimated coefficients
becomes worse compared to the case of a 1000 s time-window.
Therefore, in what follows we choose to estimate the desired
coefficients using a measurement time-window of 2000 s9.
Fig. 7-9 show the exact voltage sensitivities in red line,
the measurement-based sensitivities without the noise pre-
filtering described in Section II in green and the measurement-
based sensitivities using the noise pre-filtering in blue. In
particular, Fig. 7 shows the sensitivity of phase c of bus 2
w.r.t. active power of phase c of bus 2, Fig. 8 shows the
sensitivity of phase a of bus 3 w.r.t. active power of phase
a of bus 3 and Fig. 9 shows the sensitivity of phase b of
bus 3 w.r.t. reactive power of phase b of bus 3. In all
9The final size of the time-window was decided by performing a series
of simulation experiments with different time-windows varying from 200 s to
5000 s and keeping the smallest value which did not result in large condition
numbers of the least squares matrix.
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Figure 6. Condition number of the matrix used in the least-squares problem
for different window sizes.
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Figure 7. Exact and measurement-based voltage sensitivity coefficients of
bus 2 phase c with respect to the active power of bus 2 phase c using solely
correlation or noise pre-filtering and correlation.
cases, the measurement-based estimates of the coefficients are
close to the exact values computed using the analytical method
in [20]. However, it is worth noting that in some cases not
using the pre-filtering of the noise (green curves) results in
significant peaks in the estimated coefficients (Fig. 8) that can
also lead to values of the sensitivities that are very far away
from the actual coefficients (for instance negative values in
Fig. 9). This behavior is observed when the network state
does not vary significant from one time step to the next, and
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Figure 8. Exact and measurement-based voltage sensitivity coefficients of
bus 3 phase a with respect to the active power of bus 3 phase a using solely
correlation or noise pre-filtering and correlation.
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Figure 9. Exact and measurement-based voltage sensitivity coefficients of bus
3 phase b with respect to the reactive power of bus 3 phase b using solely
correlation or noise pre-filtering and correlation.
therefore the matrices corresponding to the voltage and power
differences are essentially composed of noise and lead to an
ill-conditioned system (time 3.2 h in Fig. 8 or time 9.1 h in
Fig. 9). In this case, using the pre-filtering technique described
earlier leads to much better estimates of the sensitivities as
evidenced by the blue curves in Fig. 8 and 9 which are
much closer to the exact coefficients and do not exhibit large
variations across the time-steps.
V. CONCLUSION
In this paper we have proposed a methodology suitable
for generic low voltage 3-phase unbalanced grids that can
be used to supply either a centralized optimal control or
for the definition of time-variant voltage-droop characteristics.
The method does not rely on the knowledge of the network
admittance matrix. In particular, we have computed voltage
sensitivities as a solution to an over-determined system of lin-
ear equations constructed solely using measurements of nodal
power injections and voltage magnitudes. We have considered
the presence of errors in the available measurements, the time
correlation of which we have taken into account explicitly
in the problem formulation. The proposed method has been
validated and its performance has been evaluated using real
measurements coming from a low voltage feeder located
in Switzerland equipped with an industrial-grade metering
infrastructure. The proposed method represents the foundation
of a more generic approach in which power uncertainties and
their time correlation can be considered. In this case, a suitable
computation of the correlation matrix Σ is required. Future
work will be focused on this specific aspect.
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