Abstract: Timely and accurate estimation of the area and distribution of crops is vital for food security. Optical remote sensing has been a key technique for acquiring crop area and conditions on regional to global scales, but great challenges arise due to frequent cloudy days in southern China. This makes optical remote sensing images usually unavailable. Synthetic aperture radar (SAR) could bridge this gap since it is less affected by clouds. The recent availability of Sentinel-1A (S1A) SAR imagery with a 12-day revisit period at a high spatial resolution of about 10 m makes it possible to fully utilize phenological information to improve early crop classification. In deep learning methods, one-dimensional convolutional neural networks (1D CNNs), long short-term memory recurrent neural networks (LSTM RNNs), and gated recurrent unit RNNs (GRU RNNs) have been shown to efficiently extract temporal features for classification tasks. However, due to the complexity of training, these three deep learning methods have been less used in early crop classification. In this work, we attempted to combine them with an incremental classification method to avoid the need for training optimal architectures and hyper-parameters for data from each time series. First, we trained 1D CNNs, LSTM RNNs, and GRU RNNs based on the full images' time series to attain three classifiers with optimal architectures and hyper-parameters. Then, starting at the first time point, we performed an incremental classification process to train each classifier using all of the previous data, and obtained a classification network with all parameter values (including the hyper-parameters) at each time point. Finally, test accuracies of each time point were assessed for each crop type to determine the optimal time series length. A case study was conducted in Suixi and Leizhou counties of Zhanjiang City, China. To verify the effectiveness of this method, we also implemented the classic random forest (RF) approach. The results were as follows: (i) 1D CNNs achieved the highest Kappa coefficient (0.942) of the four classifiers, and the highest value (0.934) in the GRU RNNs time series was attained earlier than with other classifiers; (ii) all three deep learning methods and the RF achieved F measures above 0.900 before the end of growth seasons of banana, eucalyptus, second-season paddy rice, and sugarcane; while, the 1D CNN classifier was the only one that could obtain an F-measure above 0.900 for pineapple before harvest. All results indicated the effectiveness of the solution combining the deep learning models with the incremental classification approach for early crop classification. This method is expected to provide new perspectives for early mapping of croplands in cloudy areas.
Introduction
Crop-type information is important for food security due to its wide-ranging applicability, such as for yield estimates, crop rotation, and soil productivity [1, 2] . Timely and accurate estimation of crop distribution provides crucial information for agricultural monitoring and management [3, 4] , and the demand for accurate crop-type maps is increasing in government and society [5] [6] [7] .
In the field of crop classification, optical data are useful to estimate the chemical contents of crops, e.g., chlorophyll and water [8] , whereas synthetic aperture radar (SAR) backscatter is more sensitive to crop structure and field conditions [9] . However, in southern China, optical sensors do not perform well due to frequent rainy weather and prolonged cloud cover [10] . However, active microwave remote sensing using SAR can work under any weather condition [11, 12] .
The phenological evolution of each crop structure produces a unique temporal profile of the SAR backscattering coefficient [13, 14] . In this way, multi-temporal SAR imagery is an efficient source of time series observations that can be used to monitor growing dynamics for crop classification [15, 16] . However, different classification tasks require different levels of temporal resolution in SAR data.
In previous studies, a lack of high spatial and temporal resolution SAR data was a major challenge for crop identification in southern China, due small-scale structures of plants and a rich variety of crops in the region [14] . Especially for early crop identification, the sufficient frequency of data acquisition in the growth season is very important.
Sentinel-1A (S1A), launched on 3 April 2014, is equipped with a C-band SAR sensor with a 12-day revisit interval, 20 m spatial resolution, and two polarizations (VH, VV) [17] . Moreover, the Level-1 Ground Range Detected (GRD) product, at an image resolution of 10 m, is open access. Therefore, S1A SAR imagery provides new opportunities for early crop identification in southern China.
Classical machine learning approaches, such as the random forest (RF) and support vector machine (SVM), are not designed to work with time series data, and they take each time acquired data as an input feature in crop classification tasks [18, 19] . Therefore, they ignore the temporal dependency of the time series [20] . Deep learning algorithms have gained momentum in recent years, and have shown unprecedented performance in combining spatial and temporal patterns for crop classification. Different from classical machine learning methods that use the extracted features as input [21] , deep learning methods allow a machine to be fed raw data (such as the pixel values of raw imagery) and to automatically discover representations needed for detection or classification at multiple levels [22, 23] . For classification tasks, higher-level layers of representation in a network amplify aspects of the input that are important for discrimination and that suppress irrelevant variations [22] . This is very helpful for crop classification because of the complex relations of internal biochemical processes, inherent relations between environmental variables, and variable crop behavior.
One-dimensional convolutional neural networks (1D CNNs) [24] and recurrent neural networks (RNNs) [25] have been shown to be effective deep learning methods for end-to-end time series classification problems [26, 27] . Long short-term memory RNNs (LSTM RNNs) and gated recurrent unit RNNs (GRU RNNs) are variants of RNNs that solve the problem of gradient disappearance or explosion seen with an increasing time series [28, 29] . Recently, some effort has been spent on exploiting 1D CNNs [2, 30] , LSTM RNNs [20, [31] [32] [33] , and GRU RNNs [20, 33] for time series classification of crops. Zhong et al. [30] classified 13 summer crops in Yolo County, California, USA, by applying 1D CNNs to the Enhanced Vegetation Index (EVI) time series. Conversely, Kussul et al. [2] input time series of multiple spectral features into 1D CNNs. Ndikumana et al. [20] evaluated the potential of LSTM RNNs and GRU RNNs on Sentinel-1 remote sensing data.
To our best knowledge, there are almost no RNNs that have been applied to time series data for early crop identification. Cai et al. [34] used time series data (Landsat 5, 7, and 8) during the growing season of corn and soybean from 2000 to 2013 to train hyper-parameters and parameters of a determinate 1D CNN architecture. Different time series data during the growing season from 2014 and 2015 were selected as testing data. The test started at day of year (DOY) 91 and more Landsat data was gradually input to generate the crop classification until DOY 270. This method is not suitable for RNNs due to the parameters (but not hyper-parameters) being determined by the length of the time series [35] . However, if we train optimal architectures and hyper-parameters of RNNs and CNNs at each time series, the workload is huge.
In this work, we proposed to train 1D CNNs, LSTM RNNs, and GRU RNNs based on full time series data during the growing season of the main crop in the study area. The goal was to attain the networks' optimal architectures and hyper-parameters (we refer to these networks as classifiers). Next, starting at the first time point of the time series, we performed an incremental classification to train each classifier using all of the previous data, and obtained a classification network with all parameter values (including the hyper-parameters acquired before) at each time point. In the incremental classification method, more data will be input into the classifier as the growing season progresses [36] . Finally, test accuracies of each time point were assessed to find the earliest optimal classification performance for each crop type.
A case study was conducted in Suixi and Leizhou counties of Zhanjiang City, China. In addition, in order to verify the effectiveness of this solution, we also implemented the classic random forest (RF) approach. This paper is organized as follows. In Section 2, the study area and data are introduced. In Section 3, the methodology is reported, while in Section 4 an analysis of the results is presented. In Section 5, a discussion is provided. Finally, conclusions are drawn in Section 6.
Data Resources

Ground Data
For our experiments, an 84 km × 128 km study area in Suixi and Leizhou counties of Zhanjiang City, China ( Figure 1 ) was chosen as the area of interest (AOI). It has a humid subtropical climate with mild and overcast winters and a hot and dry summer period. The monthly daily average temperature in July is 29.1 • C, and in January is 16.2 • C. The rainy season is from May to October [37] .
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Ground Data
For our experiments, an 84 km × 128 km study area in Suixi and Leizhou counties of Zhanjiang City, China ( Figure 1 ) was chosen as the area of interest (AOI). It has a humid subtropical climate with mild and overcast winters and a hot and dry summer period. The monthly daily average temperature in July is 29.1 °C, and in January is 16.2 °C. The rainy season is from May to October [37] . The field campaign was conducted in the study area in October 2017. We specified six major cropping sites based on expert knowledge, and we traveled to each site and recorded raw samples of the crop types at each site. There were 198 samples acquired from the field survey, and 610 samples were taken by interpretation. Therefore, a total of 808 sample points (at the center of the fields) were obtained through ground surveys for five main types of local vegetation, as follows: (1) Paddy, (2) sugarcane, (3) banana, (4) pineapple, and (5) eucalyptus. The size of fields ranged from 0.3 to 2 ha. Figure 1 shows the position of ground samples, and the distribution of the number of samples per class is shown in Table 1 . Sugarcane, with a growth period from mid-March to mid-February of the following year, is the most prominent agricultural product of the AOI. Bananas, pineapples, and paddy rice are native products that also play a significant role in the local agricultural economy. In addition, the study area is the most important eucalyptus growing region in China. In the paddy fields of the AOI, paddy rice includes first-season rice and second-season rice, whose growth periods are early March to late July and early August to late November, respectively. The growth periods of banana, pineapple, and eucalyptus generally last for 2-4, 1.5-2, and 4-6 years, respectively.
At present, there is no research that has been carried out to prove the optimal distribution of samples in deep learning models for classification tasks using remote sensing data. In References [20] and [38] , 11 crop types were classified based on 921 samples and 547 samples respectively, so we believe that the ground data set in this study is effective for the classification of five crop types using deep learning models
SAR Data
For this study, we used the S1A interferometric wide swath GRD product, which has a 12-day revisit time; thus, there were 30 images acquired from 10 March 2017 to 21 February 2018, covering the 2017 growing season. The product was downloaded from the European Space Agency (ESA) Sentinels Scientific Data Hub website [39] for free. The product contains both VH and VV polarizations, which allows for measurement of the polarization properties for terrestrial surfaces, and the backscatter intensity.
The S1A data was preprocessed using Sentinel Application Platform (SNAP) open source software version 6.0.0. The preprocessing stages included the following: (i) Radiometric calibration. This step provided imagery in which the pixel values could be related directly to the radar backscatter of the scene, and depended on metadata information downloaded with the Sentinel-1A data. Using any of the four look-up tables provided with Level 1 products, the pixel values are returned as either of the following: Gamma naught band (γ•), sigma naught band (σ•), beta naught band (β•), or the original digital number band. In this study, the sigma naught band (σ•) was used for analysis.
(ii) Orthorectification. To compensate for geometric distortions introduced from the side-looking geometry of the images, range Doppler terrain orthorectification was applied to the images radiometrically corrected in step (i). The orthorectification algorithm used the available metadata information on the orbit state vector, the radar timing annotations, slant to ground range conversion parameters, and a reference Digital Elevation Model (DEM) data set to derive the precise geolocation information.
(iii) Re-projection. The orthorectified SAR image was further resampled to a spatial resolution of 10 m using bilinear interpolation, and re-projected to the Universal Transverse Mercator (UTM) coordinate system, Zone 49 North, World Geodetic System (WGS) 84.
(iv) Speckle filtering. In this study, the Gamma-MAP (maximum a posteriori) speckle filter with a 7 × 7 window size [40] was applied to all the images to remove the granular noise (i.e., speckle filtering).
(v) After speckle filtering, all intensity images were transformed to the logarithmic dB scale, and normalized to values between 0 and 255 (8 bits).
Methodology
The overall methodology used in this study is presented in Figure 2 . In Step 1, we processed S1A imagery to get the VH + VV-polarized backscatter data (see Section 2.2), and extracted the backscatter time series (VH + VV) of 30 lengths using the ground point data. In Step 2, we trained the deep learning networks (1D CNNs, LSTM RNNs, and GRU RNNs) and RF to attain their optimal architectures and hyper-parameters using the time series data of 30 lengths. It should be noted that 80% of each crop type was randomly selected to constitute the training set, and the remaining 20% was used in the test set. In Step 3, we performed incremental classification to train the four classifiers with the optimal architectures and hyper-parameters using all of the previous data. Finally, we analyzed test performance in terms of overall accuracy and Kappa coefficient (Step 4) and the accuracy of each crop time series (Step 5). (iv) Speckle filtering. In this study, the Gamma-MAP (maximum a posteriori) speckle filter with a 7 × 7 window size [40] was applied to all the images to remove the granular noise (i.e., speckle filtering).
The overall methodology used in this study is presented in Figure 2 . In Step 1, we processed S1A imagery to get the VH+VV-polarized backscatter data (see Section 2.2), and extracted the backscatter time series (VH+VV) of 30 lengths using the ground point data. In Step 2, we trained the deep learning networks (1D CNNs, LSTM RNNs, and GRU RNNs) and RF to attain their optimal architectures and hyper-parameters using the time series data of 30 lengths. It should be noted that 80% of each crop type was randomly selected to constitute the training set, and the remaining 20% was used in the test set. In Step 3, we performed incremental classification to train the four classifiers with the optimal architectures and hyper-parameters using all of the previous data. Finally, we analyzed test performance in terms of overall accuracy and Kappa coefficient (Step 4) and the accuracy of each crop time series (Step 5). 
3.1.D CNNs
Neural networks are parallel systems used for solving regression and classification problems in many fields [41] . Traditional neural networks (NNs) have various architectures and the most popular form is multiplayer perceptron (MLP) networks [42] . In an MLP, each neuron receives a weighted sum from each neuron in the preceding layer and provides an input to every neuron of the next layer [43] .
Compared with traditional NNs, CNNs share local connections and weights using a convolution kernel (also known as a "filter") [22] . The convolution kernel not only reduces the number of parameters, but also reduces the complexity of the model [44] . Therefore, CNNs are more suitable than traditional NNs for processing a large amount of image data [44] .
LeCun et al. introduced the architecture of 2D CNNs [45] . It includes a convolutional layer (Conv), the rectified linear unit (Relu), the pooling layer (Pooling), and the fully connected layer (Fully-Con). The 1D CNN is a special form of the CNN, and employs a one-dimensional convolution 
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Compared with traditional NNs, CNNs share local connections and weights using a convolution kernel (also known as a "filter") [22] . The convolution kernel not only reduces the number of parameters, but also reduces the complexity of the model [44] . Therefore, CNNs are more suitable than traditional NNs for processing a large amount of image data [44] . LeCun et al. introduced the architecture of 2D CNNs [45] . It includes a convolutional layer (Conv), the rectified linear unit (Relu), the pooling layer (Pooling), and the fully connected layer (Fully-Con). The 1D CNN is a special form of the CNN, and employs a one-dimensional convolution kernel to capture the temporal pattern or shape of the input series [46] . Conv layers can be stacked so that lower layers focus on local features and upper layers summarize more general patterns [30] .
LSTM RNNs
RNNs are neural networks specialized for processing sequential data. A standard RNN architecture is shown in Figure 3 ( (b) is an expanded form of (a) on data sequences). The state of the network at each time point depends on both the current input and the previous information stored in the network. There are two types of RNN architectures, as follows: With output at each time point (many-to-many) or with output only at the last time point (many-to-one).
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RNNs are neural networks specialized for processing sequential data. A standard RNN architecture is shown in Figure 3 ((b) is an expanded form of (a) on data sequences). The state of the network at each time point depends on both the current input and the previous information stored in the network. There are two types of RNN architectures, as follows: With output at each time point (many-to-many) or with output only at the last time point (many-to-one).
Given an input sequence , , … , , the output of the unit at time t is given by the following:
where is the state of the network at time; U, V, and W are weight matrices; and are bias weight vectors; and f and are usually tanh and softmax activation functions, respectively. When t is 1, is normally initialized as 0. Since ordinary RNNs fail to learn long-term dependencies because of the problem of vanishing and exploding gradients, an LSTM unit was designed, because the LSTM can "remember" values over arbitrary time intervals, long or short [47] .
The LSTM unit reduces or increases the ability of information to pass through the unit through three gates, as follows: Forget, input, and output. These gates are shown in Figure 4 . Each gate is controlled by the state of the previous time step and the current input signal, and it contains a sigmoid layer and a multiplication operation. The sigmoid layer outputs a value between 0 and 1, which represents how much information can be passed. The forget gate decides what information will be discarded from the unit state C and the input gate decides what new information is going to be stored in it. The output gate determines the new state . Equations (4) to (9) describe the internal operations carried out in an LSTM neural unit.
• , , Given an input sequence {x 1 , x 2 , . . . , x t }, the output y t of the unit at time t is given by the following:
where s t is the state of the network at time; U, V, and W are weight matrices; b and c are bias weight vectors; and f and g are usually tanh and softmax activation functions, respectively. When t is 1, s 0 is normally initialized as 0. Since ordinary RNNs fail to learn long-term dependencies because of the problem of vanishing and exploding gradients, an LSTM unit was designed, because the LSTM can "remember" values over arbitrary time intervals, long or short [47] .
The LSTM unit reduces or increases the ability of information to pass through the unit through three gates, as follows: Forget, input, and output. These gates are shown in Figure 4 . Each gate is controlled by the state of the previous time step and the current input signal, and it contains a sigmoid layer and a multiplication operation. The sigmoid layer outputs a value between 0 and 1, which represents how much information can be passed. The forget gate decides what information will be discarded from the unit state C and the input gate decides what new information is going to be stored in it. The output gate determines the new state s t . Equations (4) to (9) describe the internal operations carried out in an LSTM neural unit.
where, C t−1 , C t , and 
where, , , and are unit memory, , , , and are weight matrices; and , , , and are bias vectors. 
GRU RNNs
A gate recurrent unit (GRU) is an LSTM variant with a simpler architecture [48] , as shown in Figure 5 . The GRU unit has two gates, as follows: Update and reset. The update gate determines if the hidden state is to be updated with a new hidden state, while the reset gate decides if the previous hidden state is to be ignored. Their outputs are and , respectively. The detailed operations of the GRU unit are illustrated in Equations (10) to (13).
• , ,
where, , , and are weight matrices; and , , are bias vectors. 
A gate recurrent unit (GRU) is an LSTM variant with a simpler architecture [48] , as shown in Figure 5 . The GRU unit has two gates, as follows: Update and reset. The update gate determines if the hidden state is to be updated with a new hidden state, while the reset gate decides if the previous hidden state is to be ignored. Their outputs are z t and r t , respectively. The detailed operations of the GRU unit are illustrated in Equations (10) to (13) .
where, W z , W r , and W s are weight matrices; and b z , b r , and b s are bias vectors.
Remote Sens. 2019, 11, 2673 8 of 23
RF
The RF classifier is an ensemble classifier proposed by Breiman (2001) [49] . It improves classification accuracy and controls overfitting by fitting the results of multiple simple decision tree classifiers [48] . These simple decision tree classifiers act on a subset of the samples. To reduce the computational complexity of the algorithm and the correlation between subsamples, tree construction can be stopped when a maximum depth is reached or when the number of samples on the node is less than a minimum sample threshold [20] .
Previous studies have shown that in crop identification of time series data, compared with other machine learning methods such as the SVM, the RF has the characteristics of high precision and fast calculation speeds to process high-dimensional data [18, 50] . Several studies have investigated the use of the RF classifier for rice mapping with SAR datasets [18, 51, 52] . Considering that 30 time series SAR data are to be processed, we chose the RF for comparison with deep learning methods.
Classifier Training
The objective of classifier training is to get the optimal architectures and hyper-parameters of each method. The criterion is usually decided in order to obtain the highest accuracy with the least amount of calculation. Thirty time series of dual-polarized (VH + VV) data were input when training was executed, and the dimension of an input sample for the 1D RNN and RF was 60 (30(time series) × 2(VV and VH)). These values were (30, 2) for LSTM RNN and GRU RNN. Since the distribution of the number of samples of different crops was uneven, we randomly selected 80% of samples of each crop type to form the training set, and the remaining samples (20%) constituted the test set. The trained hyper-parameters are shown in Table 2 . All of the training for both CNNs and RNNs was performed by using the Adam optimizer with cross entropy loss [53] , which has been shown to be superior to other stochastic optimization methods [54] , and it has been used successfully in some classification tasks of time series [30, 31, 55] . In the case of the 1D CNN, the training started using an architecture with two convolutional layers and two fully connected layers [56] [57] [58] [59] . The number of neurons in the second fully connected layer was equal to the number of categories (5), and thus was not trained as a parameter. When the accuracy of the test set was unchanged by changing hyper-parameters, we added a convolutional layer to generate a new network. In order to improve the training speed and generalization ability of networks, we added a batch normalization (Batch-Norm) layer after each Conv layer [36, 60] . Hence, there was a Batch-Norm layer [61] and a Relu layer [45] after each convolutional layer. Using a model with the best performance on the validation set as a seed, a new iterative training was started until an acceptable accuracy above 0.950 was reached. Other parameters were set based on experience, e.g., the width of the "filter" was generally set to be small sizes (3-5) in order to capture local temporal information [56, 62] .
The starting architecture of the LSTM RNN and GRU RNN included one hidden layer with 50 neurons, and iterative training was performed by adding hidden layers and changing hyper-parameters. Experiential values of hyper-parameters in References [63, 64] were referred to in the training process.
To run the RF model at each time point, it is necessary to tune several adjustable hyper-parameters. The primary parameters are the number of predictors at each decision tree node split and the number of decision trees to run [65] . These are parameters "max_features" and "n_estimators", respectively, in Scikit-learn. In this study, features changed with the length of time series, and therefore, the parameter "max_features" was set with the default value √ p (p is the number of input features) [66] .
The optimized 1D CNN architecture includes three Conv layers and two fully-con layers ( Figure 6 ). The convolution kernel sizes (width height × input channel × output channel) of Conv1, Conv2, and Architectures of the LSTM-based and the GRU-based networks with optimal performance are presented in Figure 7 and Figure 8 , respectively. The optimized LSTM RNN architecture consists of three hidden layers, and there are 100 LSTM neurons in each layer. The optimized GRU RNN architecture is shallower, with two hidden layers; there are 200 neurons in each layer. These two networks only output classification results at the last time step in a time series. Therefore, they are both many-to-one RNNs. Architectures of the LSTM-based and the GRU-based networks with optimal performance are presented in Figures 7 and 8 , respectively. The optimized LSTM RNN architecture consists of three hidden layers, and there are 100 LSTM neurons in each layer. The optimized GRU RNN architecture is shallower, with two hidden layers; there are 200 neurons in each layer. These two networks only output classification results at the last time step in a time series. Therefore, they are both many-to-one RNNs.
Architectures of the LSTM-based and the GRU-based networks with optimal performance are presented in Figure 7 and Figure 8 , respectively. The optimized LSTM RNN architecture consists of three hidden layers, and there are 100 LSTM neurons in each layer. The optimized GRU RNN architecture is shallower, with two hidden layers; there are 200 neurons in each layer. These two networks only output classification results at the last time step in a time series. Therefore, they are both many-to-one RNNs. three hidden layers, and there are 100 LSTM neurons in each layer. The optimized GRU RNN architecture is shallower, with two hidden layers; there are 200 neurons in each layer. These two networks only output classification results at the last time step in a time series. Therefore, they are both many-to-one RNNs. Implementation details: 1D CNNs, LSTM RNNs, and GRU RNNs were implemented based on Tensorflow-cpu, version 1.13.1; the RF classifier was used with Scikit-learn, version 0.19.1; and the Python version was 3.6.
Incremental Classification
In order to perform crop-type identification before the end of crop seasons, an incremental classification procedure was used. The objective of this method was to obtain the best classification results based on the shortest time series data. Firstly, we set the first time point (10 March 2017) as the start, and performed supervised classification using 1D CNNs, LSTM RNNs, GRU RNNs, and RF classifiers with optimal architectures and hyper-parameters. Then, the four classifiers were triggered at each time when a new S1A image acquisition was available, using all of the previously acquired images [36] . Finally, we obtained three deep learning networks and an RF with all parameters at each time point. The above configurations allowed us to analyze the evolution of the classification quality as a function of time and thus we could find the earliest time points at which classifiers identified different crop types effectively. The test protocol used 80% of the samples of each crop type for training and the rest for testing.
To reduce the influence of random sample splitting bias, five random splits were performed in order to perform five trainings and five corresponding tests. This allowed us to compute average performances.
Accuracy Assessment
As shown in Figure 2 , the accuracy assessment of the proposed classification methods consisted of two steps.
(i) First of all, the Kappa coefficient and overall accuracy (OA) were used for the overall accuracy measure of different classifiers. Then, the confusion matrix, producer's accuracy (PA), and user's accuracy (UA) were calculated using the highest OA time point of each classifier for further overall assessment. All these calculations were introduced in Reference [67] .
A confusion matrix (as demonstrated in Table 3) lists the values (A, B, C, and D) for known cover types of the reference data in the columns and those of the classified data in the rows. A, B, C, and D represent the number of true positives, false positives, false negatives, and true negatives, respectively. OA is calculated by dividing the correctly classified pixels (sum of the values in the main diagonal) by the total number of pixels checked. The Kappa coefficient is a measure of overall agreement of a matrix. In contrast to the overall accuracy-the ratio of the sum of diagonal values to the total number of cell counts in the matrix-the Kappa coefficient also takes non-diagonal elements into account [68] .
The PA is derived by dividing the number of correct pixels in one class by the total number of pixels as derived from the reference data (column total in Table 3 ). Meanwhile, the UA is derived by dividing the number of correct pixels in one class by the total number of pixels derived from classified data (row total in Table 3 ) [69] .
(ii) In order to evaluate the performances of different classifiers on each crop type and find the optimal time series lengths for different crops, the F-measure was used. The F-measure is defined as a harmonic mean of precision (P) and recall (R) (see Equation (14)) [70] . Recall equals PA, and precision is the same as UA.
4. Results Figure 9 summarizes the temporal profiles of the five crop types per polarization, and each point is the average backscatter coefficient of samples per type. There are 30 points in each time series (one for each acquisition). Figure 10 provides information on the temporal dynamic of crop types by giving their averages and standard deviations.
Temporal Profiles of the Sentinel-1A Backscatter Coefficient
(ii) The backscatter coefficient of banana, which had the highest average backscatter values (VH + VV) (Figure 10 ), was always higher than that of other crop types before October. Thus, banana can be identified early.
(iii) The backscatter coefficient curves of two-season paddy rice, sugarcane, and pineapple changed dramatically and intersected many times before September, and therefore early identification of these three crop types was more difficult than identification of other crop types. Figure 11 summarizes the evolution of average classification accuracies of five test sets as a function of time series using 1D CNNs (blue), LSTM RNNs (orange), GRU RNNs (red), and the RF (yellow). Each time point indicates the performance from five test sets on S1A imagery time series. The Kappa coefficient value given for each time point is the average from five repetitions. Figure 11 summarizes the evolution of average classification accuracies of five test sets as a function of time series using 1D CNNs (blue), LSTM RNNs (orange), GRU RNNs (red), and the RF (yellow). Each time point indicates the performance from five test sets on S1A imagery time series. The Kappa coefficient value given for each time point is the average from five repetitions.
Overall Accuracy Metrics
In terms of the temporal profiles of the Kappa coefficient (Figure 11 ), we can see that the (i) The backscatter coefficient curve of eucalyptus ( Figure 9 ) was almost horizontal, meaning its backscatter coefficient rarely changed throughout the growing season. In addition, compared to other crop types, eucalyptus had the smallest backscatter standard deviations (VH + VV) (Figure 10 ). Therefore, it exhibited significant temporal characteristics, which benefit its identification.
(iii) The backscatter coefficient curves of two-season paddy rice, sugarcane, and pineapple changed dramatically and intersected many times before September, and therefore early identification of these three crop types was more difficult than identification of other crop types. Figure 11 summarizes the evolution of average classification accuracies of five test sets as a function of time series using 1D CNNs (blue), LSTM RNNs (orange), GRU RNNs (red), and the RF (yellow). Each time point indicates the performance from five test sets on S1A imagery time series. The Kappa coefficient value given for each time point is the average from five repetitions. respectively. Therefore, the 1D CNNs achieved the highest overall crop classification accuracy. However, GRU RNNs achieved the maximum OA two months earlier than 1D CNNs and the RF, and had the Kappa coefficient above 0.900 for the first time before the 1D CNNs and RF. Confusion matrices (averages from five test sets) on the time series data with the maximum OAs of the different approaches are reported in Figure 12 . The producer's accuracy (PA) and user's accuracy (UA) are summarized in Table 5 and Table 6 . We can observe that 1D CNNs had the best UAs on three crop types (sugarcane, banana, and eucalyptus), and the second-best UAs were obtained by GRU RNNs on two crop types (paddy and pineapple).
The results showed that 1D CNNs exhibited the best accuracies overall, but GRU RNNs performed better in classification before the end of growth seasons. In terms of the temporal profiles of the Kappa coefficient (Figure 11 ), we can see that the accuracies of 1D CNNs, LSTM RNNs, and GRU RNNs increase with the length of the time series. Moreover, the curve of 1D CNNs is very close to that of the RF. This is an important result supporting the early crop classification solution of combining deep learning models with the incremental classification.
In addition, from Figure 11 we can also observe that the highest accuracy of each classifier is above 0.900, thus showing the quality of the three deep learning methods for crop classification tasks using S1A imagery in the AOI. A summary of the overall performances of different classification approaches is reported in Table 4 . This table includes four metrics: (i) Kappa-Max, the maximum Kappa coefficient each classifier can obtain; (ii) OA-Max, the maximum OA a classifier achieves; (iii) Date of Maximum, the date corresponding to the Kappa-Max and OA-Max metrics; and (iv) First Date of Kappa ≥ 0.900, the first time point when the Kappa coefficient is above 0.900. The maximum Kappa coefficient values of 1DCNNs, LSTM RNNs, GRU RNNs, and RF were 0.942, 0.931, 0.934, and 0.937, respectively, and the maximum OAs were 0.956, 0.951, 0.954, and 0.954, respectively. Therefore, the 1D CNNs achieved the highest overall crop classification accuracy. However, GRU RNNs achieved the maximum OA two months earlier than 1D CNNs and the RF, and had the Kappa coefficient above 0.900 for the first time before the 1D CNNs and RF. Confusion matrices (averages from five test sets) on the time series data with the maximum OAs of the different approaches are reported in Figure 12 . The producer's accuracy (PA) and user's accuracy (UA) are summarized in Tables 5 and 6 . We can observe that 1D CNNs had the best UAs on three crop types (sugarcane, banana, and eucalyptus), and the second-best UAs were obtained by GRU RNNs on two crop types (paddy and pineapple). The results showed that 1D CNNs exhibited the best accuracies overall, but GRU RNNs performed better in classification before the end of growth seasons.
Incremental Classification Accuracy of Each Crop
The F-measure is used to measure a test's accuracy, and it balances the use of precision and recall. Since crop type determined the optimal time series length, we reported per-type F-measure values as a function of time series using 1 D CNNs (Figure 13 ), LSTM RNNs (Figure 14) , GRU RNNs (Figure 15 ), and RF ( Figure 16 ) to find the early classification time series of different crop types. In addition, a summary showing the dates and values of each crop type when F-measures were above 0.900 for the first time for different classifiers is given in Table 7 .
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(ii) All classifiers performed poorly on pineapple; it had the largest VH + VV backscatter standard deviation values (see Figure 10 ). This might be related to its year-round planting. Moreover, its F-measure time series values changed greatly with three deep learning methods, especially GRU RNNs, thus causing great volatility of its Kappa coefficient temporal profile. It is worth mentioning that this phenomenon is related to the long-term temporal dependence of GUR RNNs.
(iii) In all four methods, the F-measure values of the paddy and sugarcane were relatively higher on 1 August 2017, and this was followed by slow or fluctuating growths. As shown in Figure 9 , the VH backscatter coefficient of the paddy decreased significantly on 1 August 2017 due to the harvest of first-season paddy rice.
Furthermore, taking into account the summarized dates and accuracies summarized in Table 7 , we can report that GRU RNNs had an advantage in classifying banana, the 1D CNN classifier was the only one that achieved an accuracy on pineapple above 0.900, and the RF had better early classification of the three other crop types (second-season paddy rice, sugarcane, and eucalyptus). However, on account of the growth periods of second-season paddy rice (early August to late November), sugarcane (mid-March to mid-February of the second year), and eucalyptus (4-6 years) (see Section 2.1), we believe that 1D CNNs, LSTM RNNs, and GRU RNNs achieved acceptable results for early classification of these crops.
Discussion
In this work we attempted to evaluate the use of three deep learning methods (1D CNNs, LSTM RNNs, and GRU RNNs) for early crop classification using S1A image time series in the AOI. We proposed to use all 30 S1A images during the 2017 growing season to train the architectures and hyper-parameters of three deep learning models, and we obtained three classifiers accordingly. Then, starting at the first time point, we performed an incremental classification process to train each classifier using all of the previous data. We obtained a classification network with all of the parameter values (including the hyper-parameters acquired earlier) at each time point. In order to validate the solution, we also implemented the classic RF approach.
First of all, we showed that with both the deep learning methods and the classical approach (the RF), good classification performance could be achieved with S1A SAR time series data. In order to find the early classification time series of different crop types, we reported the F-measure time series of each classifier for each crop type in Figures 13-16 and summarized the first time points (and F-measure values) where the F-measure was above 0.900 in Table 6 . We note that only 6 of 33 optical images acquired by Sentinel-2 [71] during the 2017 growing season in the AOI were not hindered by cloud cover. Therefore, good performance in early crop classification can be achieved because S1A SAR with a 12-day revisit period allows us to not only obtain data under any weather conditions, but also permits a precise temporal follow-up of crop growth.
All results in Section 4 indicated the effectiveness of the proposed solution, which avoided the training of optimal architectures and hyper-parameters at each time point. Although the performances of the three deep learning methods are almost similar to those of the RF, as mentioned in Section 1, deep learning models have advantages that other methods do not. For example, they allow a machine to be fed with raw data, can learn long-term dependencies and representations that handcrafted feature models cannot [22, 23, 59] , and so on. Therefore, we believe that deep learning methods will play an important role in early crop identification in the near future.
Further illustrating the performance of the three deep learning methods on S1A time series data, Figure 12 shows that the 1D CNNs and RF performed better than LSTM RNNs and GRU RNNs before July. As the length of the time series increased, the accuracies of LSTM RNNs and GRU RNNs increased rapidly, especially between June and August 2017. This was due to the long-term dependencies improving the performance of LSTM RNNs and GRU RNNs. Although GRU RNNs achieved an accuracy above 0.900 earlier than other classifiers, i.e., on 6 September 2017, its Kappa coefficient temporal profile fluctuated more. This performance was mainly due to RNNs establishing long-term dependence on the sequence data; meanwhile, the 1D CNN convolutional kernel was locally calculated [72] .
As described in Section 1, Cai et al. demonstrated the effectiveness of training all parameters of deep learning models using time series data from different years [34] . We can use all time series data during growing seasons from different years to train optimal architectures and hyper-parameters of 1D CNNs, LSTM RNNs, and GRU RNNs, and then train their parameters at each time point. It is worth pointing out that training data must be sorted by DOY when they come from different years [55] . In addition, the input data of all the used models were ground data labels and backscatter coefficients, and therefore, the solution can be scalable to other regions.
Conclusions
In this paper, we investigated the potential of three deep learning methods (1D CNNs, LSTM RNNs, and GRU RNNs) for early crop classification in S1A imagery time series in Zhanjiang City, China. The main conclusions are as follows.
First, we validated the effectiveness of combining 1DCNNs, LSTM RNNs, and GRU RNNs with an incremental classification method for early crop classification using the time series of 30 S1A images by comparing them with the classical method, RF. The key idea of this solution was that the three deep learning models were trained on the full time series data to produce optimal architectures and hyper-parameters, and then all of the parameters were trained at each time point with all of the previous data. This solution increased the application efficiency of deep learning models for early crop classification by avoiding training optimal architectures and hyper-parameters at each time point.
Second, in terms of early classification of different crop types, we demonstrated that the three deep learning methods could achieve an F-measure above 0.900 before the end growth seasons of the five crop types.
Finally, we found that, compared with 1D CNNs, the performance metrics of the two RNNs (LSTM-and GRU-based) were smaller in the case of very short time series lengths. Moreover, the Kappa coefficient temporal profiles of the two RNNs showed greater fluctuations. This is mainly because RNNs are more sensitive to long-term temporal dependencies.
Future work intends to focus on parcel-based early crop identification using deep learning methods in order to map crops intelligently for sustainable agriculture development.
