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Abstract— The Perturb and Observe (P&O) and the 
Incremental Conductance (INC) algorithms are the two most 
commonly employed hill-climbing maximum power point 
tracking (MPPT) techniques for photovoltaic (PV) systems. The 
comparison between the two algorithms at low perturbation rates 
has been the subject of a number of publications. No much 
attention was paid to such a comparison at high perturbation 
rates, when system response to MPPT perturbations is never 
allowed to settle, although higher energy utilization efficiency 
and better system performance may be achieved in this operation 
mode. This paper presents a comprehensive experimental and 
theoretical comparison between the two algorithms when 
operated at high perturbation rates. The experimental setup is a 
standalone PV system comprised of 1080Wp PV generator, 
MPPT controlled dc-dc converter and a dc motor-pump load. 
Keywords— DC-DC power conversion, maximum power point 
tracking (MPPT), perturb and observe (P&O) algorithm, 
Incremental Conductance (INC) algorithm. 
I. INTRODUCTION 
It is important to maximize the energy utilization efficiency 
of photovoltaic systems by using an efficient maximum power 
point tracking scheme. The most commonly applied MPPT 
algorithms are hill-climbing algorithms in which the algorithm 
tries to climb the power-voltage curve of the PV array to reach 
the maximum power point (MPP). The location of the MPP 
varies depending on weather conditions and is usually 
unknown for the MPPT algorithm. Among hill-climbing 
algorithms, the P&O and the INC algorithms have gained a lot 
of popularity and acceptance in different PV applications.   
These are simple algorithms that do not require previous 
knowledge of the PV generator characteristics or the 
measurement of solar intensity and cell temperature and is 
easy to implement.  
The P&O algorithm regularly perturbs the operating point 
of the PV generator by increasing or decreasing a control 
parameter by a small amount (step size) and measures the PV 
array output power before and after the perturbation. If the 
power increases, the algorithm continues to perturb the system 
in the same direction; otherwise the system is perturbed in the 
opposite direction [1-11]. The operation of the INC algorithm 
is based on the fact that the power-voltage curve of a PV 
generator at constant solar irradiance and cell temperature 
levels normally has only one maximum power point (MPP) [9-
21]. At this MPP, the derivative of the power with respect to 
the voltage equals zero which means that the sum of the 
instantaneous conductance (IPV/VPV) and the incremental 
conductance (dIPV/dVPV) equals zero (Fig. 1). To the right hand 
side of the MPP, the sum of the instantaneous and incremental 
conductances is negative while it's positive on the left hand 
side of the MPP. The INC algorithm compares the 
instantaneous conductance of a PV generator with its 
incremental conductance and decides whether to increase or to 
decrease a control parameter accordingly [12]. The array 
voltage, array current or the MPPT converter duty ratio have 
been used as a control parameter in the literature. In this paper, 
the duty ratio of the converter is used the control parameter for 
both hill-climbing algorithms.  
For both the P&O and INC algorithms, due to the 
continuous MPPT perturbations (step changes in converter 
duty ratio), system waveforms fluctuate around their MPP 
values, eve in converter duty ratio n if solar irradiance and cell 
temperature are constant. The magnitude and frequency of this 
oscillation depends on algorithm parameters i.e. the step size 
and perturbation frequency. When the perturbation interval is 
long enough to allow the system response to reach a steady 
state after every MPPT perturbation, system waveforms 
fluctuate between three levels, as shown in Fig. 2. For the 
same algorithm parameters, both algorithms offer the same 
steady-state characteristics. The three-level operation of the 
system with both algorithms has been widely investigated in 
the literature [3, 10, 15, 16].  
The use of high step sizes results in high steady-state 
oscillations in the array voltage, decreasing the energy 
utilization efficiency of the system. The steady-state 
oscillations can be reduced by using lower step sizes. 
However, this slows down the starting transient of the MPPT 
algorithm as well as the response of the system to irradiance 
and temperature changes [7- 10]. The slow transient response 
can be mitigated by using an adaptive step size scheme [6, 8, 
14, 19, 20] or by using a higher perturbation rate [9, 13]. 
At high perturbation rates, the sampling period is shorter 
than the settling time of the system response. In this case, the 
system will never reach a steady state and the local stability at 
the operating point can frequently be lost and the interaction 
between system dynamics and the MPPT perturbations results 
in irregular system waveforms. However, the system 
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waveforms are always bounded by two levels and hence the 
global stability of the system is maintained. At high 
perturbation rates, very small step sizes can be used resulting 
in small steady-state oscillations without scarifying the speed 
of system response. In this case, the algorithm may be 
confused due to noise which is now comparable to the effect 
of MPPT perturbations. However, the perturbation direction 
would be corrected after a very short time as the sampling 
interval is very short.  
 This paper compares between the P&O algorithm and the 
INC algorithm when employed at a high perturbation rate. 
Simulation and experimental results using a 1080-Wp 
standalone PV system with a motor-pump load are presented to 
support the comparison. Simulations results are used to study 
the qualitative behavior of the system and to investigate the 
effect of noise and irradiance changes on algorithm 
performance. The quantitative behavior of the system is also 
evaluated by calculating the energy utilization efficiency of the 
experimental system for different weather conditions.  
II. EXPERIMENTAL SETUP AND METHODOLOGY 
The experimental standalone PV system used in this 
investigation is shown in Fig. 3. It comprises six 180Wp solar 
modules (divided into two parallel branches of three series 
connected modules), a step down dc-dc converter and a dc 
motor-pump load. A simplified circuit diagram of this setup 
with the motor-pump load is shown in Fig. 4. A resistive load 
fed by one branch of the PV array was also investigated but 
the results are not shown in this paper as they are quite similar 
to those of the motor-pump load. The PV array current and 
voltage were measured with Hall Effect sensors. For 
experimental flexibility and ease of programming, a Texas 
Instruments TMS320F2812 DSP based eZdsp kit was used for 
control and data acquisition. Meteorological parameters were 
recorded at a one second sampling rate utilizing a weather 
station installed on the same roof on which the PV array is 
installed. Motor armature resistance and inductance were 
measured at 1.25Ω and 3.5mH, respectively. A 470µF link 
capacitance was used together with a PWM frequency of 
10kHz, ensuring converter operation in continuous current 
mode throughout the full range of duty ratio variations.  
Short duration tests of 30 seconds at constant irradiance, 
ignoring variations in solar irradiance within 1%, were 
performed to study the starting and steady-state performance 
of the algorithm. System parameters were recorded with a 
sampling rate of 2K samples/s. A longer experimental test 
duration of 20min was used to study the effects of weather 
variations on system behavior and to calculate the energy 
utilization efficiency for different weather conditions. In this 
test, parameters were recorded with a low acquisition rate of 
10 Samples/s to limit the host computer buffer size and the 
storage memory required for the acquisition files. Simulations 
were used to study the effects of the variations in step size and 
irradiance level on the behavior of the algorithm as these 
cannot be accomplished with a site installed PV array. Due to 
the similarity in system behavior with a resistive load and with 
a motor-pump load, the discussion below will be limited to the 
motor-pump load except where stated otherwise. 
 
Array Voltage
Ar
ra
y 
Po
w
e
r 
LHS RHS
VMPP
di/dv > - i/v di/dv < - i/v
di/dv = - i/v
 
Fig. 1.  Power-voltage characteristic of a PV array 
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Fig. 2.  Experimental verification of three-level operation of PV pumping 
system utilizing P&O MPPT algorithm  
 
 
 
Fig. 3.  Experimental PV pumping system 
 
 
 
Fig. 4.  Simplified circuit diagram of experimental PV pumping system 
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III. P&O ALGORITHM AT HIGH PERTURBATION RATES 
At high perturbation rates, the system is never allowed to 
reach a steady state and its response at a specific time is 
affected by previous perturbations. The P&O algorithm cannot 
distinguish between power variations due to the perturbations 
and those resulting from system dynamics. The system 
response to each individual MPPT perturbation depends on the 
initial conditions at the perturbation instant which vary 
continuously. The sensitivity of the system to the initial 
conditions and the repeated confusion of the algorithm result 
in chaotic system behavior. As a result, the duty ratio and 
consequently the other parameters of the system oscillate 
around their MPP value in a chaotic manner. 
Fig. 5 shows the array voltage, current and power and the 
duty ratio waveforms of the experimental system measured at 
753.8W/m2 solar irradiance and 25.3˚C cell temperature with a 
perturbation rate of 2kHz and a step size of 0.05%. As shown, 
the duty ratio and the array voltage, current and power 
oscillate crossing their optimum values forward and backward 
in a chaotic manner. However, these waveforms (and also the 
other system waveforms) are always bounded by two levels. 
For example, the duty ratio is bounded between 67.6% and 
81.5% and the motor speed varies in a narrow range between 
326.9rad/s and 330.8rad/s, as illustrated by the duty ratio–
motor speed phase portrait shown in Fig. 6. As the different 
waveforms are always bounded, the system is globally stable 
despite the instability of the local operating points.  
 The impact of step size choice on system performance can 
be studied by plotting the bifurcation diagrams of system 
parameters talking the step size as the bifurcation parameter. 
Herein, the bifurcation diagrams are obtained by taking 300 
samples of the steady-state waveforms of the system at the 
perturbation rate (2kHz) for each value of the bifurcation 
parameter. Fig. 7 shows the simulated duty ratio–step size 
bifurcation diagram of the system. As shown, at very low step 
sizes, the system operates at equilibrium points near the initial 
operating point. The tracking algorithm begins to work at 
about 0.01% step size and works on its highest efficiency 
between step size values between 0.02 and 0.05. Duty ratios 
above 0.1% cause higher swings in the duty ratio around the 
MPP duty ratio. Similar bifurcation diagrams were obtained 
for array voltage and motor current and speed. 
At high perturbation rates, although the P&O algorithm is 
frequently confused by system dynamics, it has a faster 
transient response compared to its operation at lower 
perturbation rates. For example, for a step change in solar 
irradiance from 500W/m2 to 1000W/m2, the P&O algorithm 
reaches the new MPP in less than 1s despite being confused 
many times by system dynamics (Fig. 8). This takes at least 
(without algorithm confusion) 2s at a low perturbation 
frequency of 10Hz and a step size of 1% [3].  
For slow changing irradiance, a system employing the P&O 
algorithm at a high perturbation rate gives comparable energy 
utilization efficiency to one operating at three voltage levels, 
when algorithm parameters are appropriately chosen in both 
cases. The superiority of one mode over the other depends on 
converter design with regard to noise immunity. For rapid 
irradiance changes, high perturbation rates allow fast recovery 
of the perturbation direction resulting in higher energy 
utilization efficiency. 
0
40
80
120
160
200
Vo
lta
ge
 (V
)
 
 
0
2
4
6
Cu
rr
e
n
t (A
)
 
 
ψ=753.8W/m2, T
c
=25.3oC
0
500
1000
Po
w
e
r 
(W
)
 
 
Δd=0.05%, fMPPT=2000Hz
0 5 10 15 20 25 300
20
40
60
80
100
Time (sec)
D
u
ty
 
R
a
tio
 
(%
)
 
 
Measured Array Voltage
Calculated MPP Voltage
Measured Array current
Calculated MPP Current
Measured Array Power
Calculated Maximum Power
Measured Duty Ratio
Calculated MPP Duty Ratio
 
Fig. 5.  Experimental system response; P&O algorithm 
 
Fig. 6.  Experimental duty ratio−motor speed phase portrait; P&O algorithm  
 
Fig. 7.  Simulated duty ratio −step size bifurcation diagram; P&O algorithm  
 
Fig. 8.  Simulated response to a step change in solar irradiance (500W/m2 to 
1000W/m2); P&O algorithm  
  
I. INC ALGORITHM AT HIGH PERTURBATION RATES 
At high perturbation rates, the INC algorithm runs at a 
higher speed than that of the system response. At low noise 
levels and stationary weather conditions, the INC knows the 
correct perturbation direction based on the array power to 
voltage derivative. However, because the system response is 
slower than the MPPT perturbation, the INC algorithm 
continues to increase/decrease the duty ratio beyond its 
optimum value. As a result, the duty ratio and consequently 
the array voltage and current oscillate around their MPP value 
in a quasi-periodic pattern, as shown in Fig. 9. The 
corresponding duty ratio– motor speed phase portrait of the 
system response, sampled at the perturbation frequency, is 
shown in Fig. 10. as shown in both figures, all the system 
waveforms are bounded and hence the system is globally 
stable. 
For a practical system operating at a high perturbation rate 
and a low step size, the INC algorithm may easily be confused 
due to noise. Fig. 11 shows the array voltage, current and 
power and the duty ratio waveforms of the experimental 
system operating at a high perturbation rate of 2kHz. As 
shown, the confusion due to noise changes the perturbation 
direction before the MPP is crossed producing chaotic system 
waveforms. When the step size is high enough so that the 
noise effect on the array power can be neglected with respect 
to that of the INC perturbations, system waveforms oscillate in 
quasi-periodic patterns.  
The duty ratio/step size bifurcation diagram at 1000W/m2 
solar irradiance and 25˚C cell temperature is shown in Fig. 12. 
As shown, the magnitude of duty ratio oscillations is nearly 
unchanged for step sizes up to about 0.07%. However, the 
higher the step size the faster the transient response of the 
system and the lower the impact of noise on MPPT algorithm 
decisions. If a very low step size is used with a practical 
system, the effect of noise may dominate the effect of MPPT 
perturbation. For these reasons, a step size between 0.05% and 
0.07% will be an appropriate choice for the PV pumping 
system considered in this study.  
 Fig. 13 shows the duty ratio responses for step irradiance 
changes from 500W/m2 to 1000W/m2. The duty ratio follows 
its optimum value with a delay due to the dc motor electrical 
time constant (La/Ra). With three-level operation, the 
response of the algorithm to the same step irradiance change is 
much slower, as reported in [15].  
 At high perturbation rates, the INC algorithm recovers the 
correct perturbation direction quickly after being confused due 
to noise or irradiance changes. This yields higher energy 
utilization efficiencies compared to three-level operation at 
lower perturbation rates, especially for rapidly changing 
irradiance. Higher energy utilization efficiencies can be 
achieved at higher irradiance levels since the perturbation in 
the control parameter produces a higher array power change 
magnitude and consequently less algorithm confusion. The 
energy utilization efficiency of the experimental system, with 
both algorithms, was calculated for different weather 
conditions and a summary is provided in the next section. 
 
Fig. 9.  Simulated system response under a high perturbation rate; INC 
algorithm  
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Fig. 10.  Simulated duty ratio−motor speed phase portrait; INC algorithm 
 
Fig. 11.  Experimental system response; INC algorithm  
 
Fig. 12.  Simulated duty ratio −step size bifurcation diagram; INC algorithm 
  
 
Fig. 13.  Simulated response to a step change in solar irradiance (500W/m2 to 
1000W/m2); INC algorithm 
II. COMPARISON BETWEEN THE INC AND P&O MPPT 
ALGORITHMS  
The operating characteristics of the P&O algorithm has 
previously been investigated at low [3] and high [9] 
perturbation rates. Likewise, the operation of the INC has been 
evaluated at low [15] and high [13] perturbation rates. In these 
publications, both algorithms were applied to the same 
standalone PV installations considered in this paper. A 
comparison between the two algorithms when operated in low 
and high perturbation rate modes is summarized in this 
section.  Similarities and differences between the two 
algorithms are summarized in Table 1. 
Both the P&O algorithm and the INC algorithm, when their 
parameters are chosen appropriately, offer higher energy 
utilization efficiencies depending on weather conditions. The 
relative merits of the INC algorithm over the P&O algorithm 
depend on weather conditions, algorithm parameters and the 
level of noise. In the past, the use of the INC algorithm was 
limited due to the complexity and higher cost of 
implementation with analog circuits [18]. Nowadays, the price 
of some microcontrollers/DSPs is comparable to that of 
discrete analog components and may even be cheaper. At low 
perturbation rates, the INC algorithm can be implemented 
using a low price microcontroller at no extra cost than that 
required for the P&O algorithm. At high perturbation rates, 
both algorithms require a faster microcontroller to implement, 
with a little extra computation for the INC algorithm. The 
increase in implementation cost due to the use of a faster 
microcontroller is be paid back by the excess energy obtained 
when the algorithms operate at a high perturbation rate. 
Reference voltage perturbation and reference current 
perturbation can be used to implement the P&O algorithm and 
the INC algorithm when operated at low perturbation rates. 
These implementation techniques are not suitable for 
algorithm operation at high perturbation rates since, in this 
case, the PI controller employed to adjust the duty ratio of the 
converter may cause instability problems. No such PI 
controller is used with direct duty ratio perturbation and the 
global stability of the system is maintained when higher 
perturbation rates up to the PWM rate or up to the ADC rate 
(if this is lower than the PWM rate) are used. 
At low perturbation frequencies and high step sizes, the 
P&O algorithm and the INC algorithm result in three-level 
system waveforms even if insolation and cell temperature are 
constants. A lower step size results in lower steady-state 
oscillations but slows down the response to irradiance and 
temperature changes, and vice versa. The slow transient 
response at low step sizes can be mitigated by using a higher 
perturbation rate. However, at high perturbation rates, the 
local stability of the system at the operating point can 
frequently be lost and the interaction between system 
dynamics and the MPPT perturbations results in chaotic 
system waveforms with the P&O algorithm and quasi-periodic 
waveforms with the INC algorithm. 
The P&O algorithm uses only the change in array power to 
decide the next perturbation direction which makes it at high 
perturbation rates more susceptible to confusion by system 
dynamics than the INC algorithm. The INC algorithm is also 
less confused by noise as its decision is based on the change in 
two variables (VPV and IPV). At high perturbation rates, the 
effect of noise becomes more significant due to the use of low 
step sizes that results in lower change in array power 
comparable to that arisen from noise. In this case, slightly 
higher energy utilization efficiencies can be achieved with the 
INC algorithm due to its better noise immunity.  
For three-level operation, both algorithms may be confused 
in rapidly changing irradiance depending on the direction of 
the last perturbation. With reference voltage perturbation, both 
algorithms exhibit the same the confusion patterns. With direct 
duty ratio perturbation, the INC algorithm exhibits worse 
behavior than the P&O algorithm, during rapid irradiance 
increase since it can be confused regardless of the direction of 
the perturbation preceding the irradiance change. On the other 
hand, the probability of confusion of the P&O algorithm 
during rapid irradiance increase is 50%, depending on the 
direction of the last perturbation before the increase [3, 13]. 
For high perturbation rates, both algorithms recover the MPP 
in a relatively short time with less confusion and faster 
recovery achieved by the INC algorithm. 
III. CONCLUSION 
The paper provided a detailed comparison of the P&O and 
the INC algorithm when operated at high perturbation rates. 
Simulation and experimental results of a 1080-Wp PV 
installation have been used to examine the qualitative behavior 
of the system and to calculate the energy utilization efficiency 
for slow and rapidly changing weather conditions. Algorithm 
performance in this mode of operation is also compared with 
three-level operation for both algorithms. 
At high perturbation rates, both the P&O and the INC 
algorithms offer faster transient response and compared to the 
conventional three-level operation mode. In this operation 
mode, the INC algorithm offers lower steady-state oscillation 
and less susceptibility to noise compared with the P&O 
algorithm. This results in higher energy utilization efficiencies 
with the INC algorithm in this operation mode. 
  
Table 1. Comparison between P&O and INC MPPT algorithms 
 P&O INC 
three-level operation high perturbation rate 
operation 
three-level operation high perturbation rate 
operation 
Measured parameters VPV, IPV VPV, IPV VPV, IPV VPV, IPV 
Perturbation Parameter Vref , Iref or D D only Vref , Iref or D D only 
Decision Based on change in one parameter (PPV) one parameter (PPV) two parameters (VPV and IPV) two parameters (VPV and IPV) 
Implementation analog or digital analog or digital digital digital 
Implementation cost low slightly higher low slightly higher 
Steady-state fluctuations in array voltage  three-level chaotic three-level quasi-periodic 
Convergence speed parameter dependent faster parameter dependent the fastest 
Dependence of tracking efficiency on cell temperature 
and irradiance levels 
less dependent more dependent less dependent more dependent 
Tracking efficiencies for stationary weather conditions high slightly higher high the highest 
Tracking efficiencies for rapidly changing irradiance relatively low higher relatively low the highest 
Confusion due to noise  less affected the most affected less affected  more affected 
Confusion due to system dynamics less affected the most affected less affected more affected 
Confusion due to irradiance changes affected less affected more affected the least affected 
Tracking efficiency for experimental system; reference 
voltage control 
95% - 98% N/A 95% - 98% N/A 
Tracking efficiency for experimental system; duty 
ratio control 
96% - 99% 96%-99% 96% - 99% 97% - 99% 
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