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ABSTRACT
We investigate the formation of molecular clouds from atomic gas by using three-dimensional magne-
tohydrodynamic simulations, including non-equilibrium chemical reactions and heating/cooling pro-
cesses. We consider super-Alfve´nic head-on colliding flows of atomic gas possessing the two-phase
structure that consists of HI clouds and surrounding warm diffuse gas. We examine how the forma-
tion of molecular clouds depends on the angle θ between the upstream flow and the mean magnetic
field. We find that there is a critical angle θcr above which the shock-amplified magnetic field controls
the post-shock gas dynamics. If the atomic gas is compressed almost along the mean magnetic field
(θ ≪ θcr), super-Alfve´nic anisotropic turbulence is maintained by the accretion of the highly inhomo-
geneous upstream atomic gas. As a result, a greatly extended turbulence-dominated post-shock layer
is generated. Around θ ∼ θcr, the shock-amplified magnetic field weakens the post-shock turbulence,
leading to a dense post-shock layer. For θ ≫ θcr, the strong magnetic pressure suppresses the for-
mation of cold dense clouds. Efficient molecular cloud formation is expected if θ is less than a few
times θcr. Developing an analytic model and performing a parameter survey, we obtain an analytic
formula for the critical angle as a function of the mean density, collision speed, and field strength
of the upstream atomic gas. The critical angle is found to be less than ∼ 15◦ as long as the field
strength is larger than 1 µG, indicating that the probability of occurrence of compression with θ < θcr
is limited if shock waves come from various directions.
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1. INTRODUCTION
The formation of molecular clouds (MCs) is one of the
fundamental building blocks in star formation. MCs are
thought to form through shock compression of atomic
gas. In galaxies, shock waves are frequently driven
by several energetic phenomena, including supernova
(SN) explosions (Chevalier 1974; McKee & Ostriker
1977; Koyama & Inutsuka 2000), expansion of super-
bubbles due to multiple SNe (McCray & Kafatos
1987; Tomisaka et al. 1988; Dawson et al. 2011, 2013;
Ntormousi et al. 2017), and galactic spiral waves
(Wada et al. 2011; Grand et al. 2012; Baba et al. 2017).
Head-on colliding flows of warm neutral medium
(WNM) have been considered to model the formation
of MCs. The simple colliding flow model allows us
to investigate the detailed physics working in the
shocked regions using local numerical simulations
with high resolution. Although the setup is simple,
the shock compression generates a complex turbulent
multi-phase structure consisting of shocked WNM and
cold clouds condensed through the thermal instability
(Koyama & Inutsuka 2002; Audit & Hennebelle 2005;
Heitsch et al. 2005, 2006; Va´zquez-Semadeni et al.
2006, 2007; Hennebelle & Audit 2007; Hennebelle et al.
2007, 2008; Banerjee et al. 2009; Heitsch et al. 2009;
Audit & Hennebelle 2010; Va´zquez-Semadeni et al.
2010, 2011; Clark et al. 2012). The turbulence is
driven by various instabilities (Heitsch et al. 2008),
including the thermal instability (Field 1965; Balbus
1986; Koyama & Inutsuka 2000; Iwasaki & Tsuribe
2008, 2009), the Kelvin-Helmholtz and Rayleigh-Taylor
instabilities (Chandrasekhar 1961), and the nonlinear
thin-shell instability (Vishniac 1994; Blondin & Marks
1996; Heitsch et al. 2007; Folini et al. 2014). These
simulation results successfully reproduce observational
properties of the interstellar clouds (Hennebelle et al.
2007), such as the supersonic turbulence (Larson
1979, 1981; Solomon et al. 1987; Heyer et al. 2009),
the mass function of cold clumps (Kramer et al. 1998;
Heithausen et al. 1998), and the angular correlation
between filamentary atomic gases and magnetic fields
(Clark et al. 2015; Inoue & Inutsuka 2016).
2Magnetic fields exert a great impact on the MC
formation. Performing magnetohydrodynamic (MHD)
simulations, Inoue & Inutsuka (2008, 2009) showed
that interstellar clouds, which are the precursor of
MCs, are formed only if the WNM is compressed al-
most along the magnetic field. Otherwise, the for-
mation of dense clouds is prohibited by the shock-
amplified magnetic field, and only HI clouds form (also
see Hennebelle & Pe´rault 2000; Heitsch et al. 2009;
van Loo et al. 2010; Ko¨rtgen & Banerjee 2015). If the
WNM is compressed by shock waves from various direc-
tions with respect to magnetic fields, the MC formation
is expected to be significantly delayed and HI clouds are
formed in almost all compression events. Most simu-
lations of the MC formation have focused on colliding
flows parallel to the magnetic field (Hennebelle et al.
2008; Banerjee et al. 2009; Va´zquez-Semadeni et al.
2011; Valdivia et al. 2016; Zamora-Avile´s et al. 2018).
Although most authors have considered the MC for-
mation directly from a typical atomic gas with a den-
sity of ∼ 1 cm−3, there is some observational evi-
dence that MCs grow through accretion of HI clouds
with a density of ∼ 10 cm−3 (Blitz et al. 2007;
Fukui et al. 2009, 2017) and even through accretion of
denser clouds containing molecules (Motte et al. 2014).
In addition, recent global simulations of galaxies re-
vealed that the direct precursor of MCs is not typi-
cal diffuse atomic gases but dense atomic gases with
a mean density of ∼ 20 cm−3 which have been
piled up by dynamical disturbances (Dobbs et al. 2012;
Bonnell et al. 2013; Baba et al. 2017). The formation
of molecules requires a column density larger than
∼ 2 × 1021 cm−2 (van Dishoeck & Black 1988). The
accumulation length to form molecules is required to
be larger than 650 pc (n/1 cm−3)−1, where n is the
gas density (Hartmann et al. 2001; Pringle et al. 2001;
McKee & Ostriker 2007; Inoue & Inutsuka 2009). This
length may be too long to form MCs within a typical
lifetime of a few tens of megayears estimated from ob-
servational results (Kawamura et al. 2009; Murray 2011;
Meidt et al. 2015). From the observational and theoret-
ical points of view mentioned above, shock compression
of gases denser than a typical atomic gas with a density
of ∼ 1 cm−3 is one plausible path from atomic gas to
MCs. The dense atomic gases are generated by multiple
episodes of shock compression (Inoue & Inutsuka 2009;
Inutsuka et al. 2015; Kobayashi et al. 2017, 2018).
Inoue & Inutsuka (2012) investigated the MC forma-
tion directly from collision of a dense atomic gas with
a mean density of ∼ 5 cm−3 along the magnetic field.
They took into account the two-phase structure of the
atomic gas (Field et al. 1969; Wolfire et al. 1995, 2003;
Iwasaki & Inutsuka 2014). They found that the colli-
sion of the highly inhomogeneous upstream gas drives
super-Alfve´nic anisotropic turbulence. MCs form on a
timescale of 10 Myr which is consistent with that esti-
mated observationally by Kawamura et al. (2009).
Shock compression completely along the magnetic
field considered in Inoue & Inutsuka (2012) is an
extreme case. If the atomic gas is compressed
from various directions randomly, shock compres-
sion misaligned to magnetic fields is more likely to
occur. Although Hennebelle & Pe´rault (2000) and
Inoue & Inutsuka (2009) have investigated the effect of
field orientation on the cloud formation, their studies are
restricted to the cases with colliding flows of the WNM
with a density less than 1 cm−3. Atomic gas intrinsically
has the two-phase structure, and the resulting density
inhomogeneity is expected to significantly affect the MC
formation. In this paper, taking into account the real-
istic two-phase structure of atomic gas, we clarify how
the MC formation depends on the angle between the
upstream flow and magnetic field by performing three-
dimensional magnetohydrodyamic simulations including
simplified chemical reactions and cooling/heating pro-
cesses.
This paper is organized as follows. Section 2 presents
the basic equations, and methods for chemical reactions,
heating/cooling processes, and simplified ray tracing. In
Section 3, the results of a fiducial parameter set are pre-
sented. In Section 4, we introduce an analytic model
that describes the simulation results. The results of a
parameter survey are shown in Section 5. Astrophysi-
cal implications are discussed in Section 6. Finally, our
results are summarized in Section 7.
2. EQUATIONS AND METHODS
2.1. Basic Equations
The basic equations are given by
∂ρ
∂t
+
∂ (ρvµ)
∂xµ
= 0, (1)
∂ρvµ
∂t
+
∂
∂xν
(ρvµvν + Tµν) = 0, (2)
∂E
∂t
+
∂
∂xµ
[
(Eδµν + Tµν) vν − κ ∂T
∂xµ
]
= −L, (3)
∂Bµ
∂t
+
∂
∂xν
(vνBµ − vµBν) = 0, (4)
and
Tµν =
(
P +
B2
8π
)
δµν − BµBν
4π
, (5)
where ρ is the gas density, vµ is the gas velocity, Bµ is
the magnetic field, E = ρv2/2+P/(γ−1)+B2/8π is the
total energy density, T is the gas temperature, κ is the
thermal conductivity, and L is a net cooling rate per unit
volume. The thermal conductivity for neutral hydrogen
3is given by κ(T ) = 2.5×103 T 1/2 cm−1 K−1 s−1 (Parker
1953).
Anisotropy of the thermal conduction is not important
in our simulations because the ISM considered in this
paper is weakly ionized. In the weakly ionized ISM, the
main carriers of heat are neutral particles. The thresh-
old temperature below which the effect of charged par-
ticles on the thermal conduction coefficient is negligi-
ble is approximately 5 × 104 K (Parker 1953). In our
simulations, the gas temperature increases to ∼ 104 K
through the shock compression and decreases due to ra-
diative cooling, indicating that the gas temperature is
lower than the threshold temperature throughout the
computation box.
To solve the basic equations (1)-(4), we use Athena++
(Stone et al. 2019, in preparation) which is a com-
plete rewrite of the Athena MHD code (Stone et al.
2008). The HLLD method is used as the MHD Rie-
mann solver (Miyoshi & Kusano 2005). Magnetic fields
are integrated with the constrained transport method
(Evans & Hawley 1988; Gardiner & Stone 2008).
Chemical reactions, heating/cooling processes, and
ray tracing of far-ultraviolet (FUV) photons and cool-
ing photons are newly implemented into Athena++ as
shown in the next section. Because self-gravity is ig-
nored in this paper, we focus on the early phase of the
MC formation. The effect of self-gravity will be investi-
gated in forthcoming papers.
2.2. Chemical Reactions and Heating/Cooling
Processes
To treat the transition from atomic to molecu-
lar phases, non-equilibrium chemical reactions must
be taken into account (Glover & Mac Low 2007;
Clark et al. 2012; Valdivia et al. 2016). We follow
Inoue & Inutsuka (2012) for the chemical reactions,
heating/cooling processes, and ray tracing of FUV and
cooling photons. We reduce the number of chemical
species, retaining H+, H, H2, He
+, He, and the most
important species for cooling, C+, O, and CO. The ele-
mental abundances of He, C, and O with respect to hy-
drogen nuclei are given by AHe = 0.1, AC = 1.5× 10−4,
and AO = 3.2 × 10−4, respectively. In the formation
of CO, we use a simplified treatment of the conver-
sion of C+ to CO proposed by Nelson & Langer (1997)1.
Glover & Clark (2012) showed that gas dynamics is not
sensitive to the detailed chemistry, and the simplified
method works reasonably well to capture the global be-
1 Note that the evolutionary equation for CO in
Nelson & Langer (1997) has a typographical error pointed out in
Glover & Clark (2012) although the error does not significantly
affect the results. In this paper, we use the corrected version of
that expression.
havior of the CO formation, although CO abundance is
not very accurate. The FUV radiation field strength is
set to 1.6×10−3 erg cm−2 s−1, corresponding to G0 = 1
in the units of the Habing flux (Habing 1968; Draine
1978).
The detailed chemical reactions and cooling/heating
processes are described in Inoue & Inutsuka (2012). One
update is that the OI cooling is evaluated by using cal-
culations of the populations of the three levels exactly.
The number density of the ith species, ni, satisfies the
following equation:
∂ni
∂t
+
∂ (nivµ)
∂xµ
= Fi −Di, (6)
where Fi and Di are the formation and destruction rates
of the ith species. The number density of electron is de-
rived using charge neutrality, n(e) = n(H+)+n(He+)+
n(C+). In this paper, the number density is referred to
as that of hydrogen nuclei, n = n(H)+n(H+)+ 2n(H2).
The density is given by
ρ =
∑
i
mini = µmpn, (7)
where mi is the mass of the ith species, mp is the proton
mass, and µ = 1.4 is the mean molecular weight. The
equation of state is given by
P = ntotkBT, (8)
where ntot is the total number density of the gas par-
ticles, ntot = (1 +AHe +AC +AO)n+ n(e)− n(H2)−
n(CO).
Since the timescale of the chemical reactions is much
shorter than the dynamical and cooling timescales, a
special treatment is required for solving the chemi-
cal reactions. We divide Equation (6) into the ad-
vection term and chemical reactions in an operation-
splitting manner. First, we solve the advection of the
chemical species coupled with equations (1)-(4). In or-
der to keep consistency between equations (1) and (6)
and to ensure the local conservation of the elemen-
tal abundances, we use the consistent multi-fluid ad-
vection algorithm (Plewa & Mu¨ller 1999; Glover et al.
2010). After that the chemical reactions are solved.
Inoue & Inutsuka (2008) and Inoue & Inutsuka (2012)
developed the piecewise exact solution (PES) method.
The PES method divides the chemical reactions into
small sets of reactions, each of which has an analytic
solution, and solves them in an operator-splitting man-
ner. The advantage of the PES method is that iteration
is not required. Comparing the results obtained using
the PES method and an iterative implicit method with
the Gauss-Seidel method, the difference is negligible at
least in our simplified chemical network. Since the PES
method takes a shorter calculation time than the itera-
tive method, the PES method is adopted in this paper.
42.3. Initial and Boundary Conditions
As an initial condition, we prepare a two-phase atomic
gas with a mean density of 〈n0〉 as a precursor of MCs.
To generate it, the following calculation is performed.
A thermally unstable gas with a uniform density of 〈n0〉
is set in a cubic simulation box of (20 pc)3 in volume.
We add a velocity perturbation that follows a power law
with the Kolmogorov spectral index. There are two rea-
sons why the Kolmogorov spectrum is used in the initial
velocity dispersion. One is that Larson (1979) observa-
tionally discovered that there is a correlation between
the velocity dispersion σ of the atomic gas and the size
of regions l, σ = 0.64 km s−1 × (l/pc)0.37. The relation
is quite similar to the Kolmogorov spectrum, which has
the relation σ ∝ l1/3. The other is that the observed
turbulence in the atomic gas is subsonic or transonic
for the WNM. Theoretically, it is natural that subsonic
turbulence follows the Kolmogorov spectrum, which is
satisfied in incompressible turbulence. The spectrum of
the initial velocity dispersion relates to the size distri-
bution of the clumps of cold neutral medium (CNM),
which may affect the efficiency of converting the up-
stream kinetic energy into the post-shock kinetic energy.
The initial velocity dispersion is 10% of the initial sound
speed. The initial magnetic field B0 is set to be uniform.
The field strength is denoted by B0, and the angle be-
tween B0 and the x-axis is denoted by θ. Imposing
periodic boundary conditions in all directions, we solve
the basic equations until t = 8 Myr which corresponds
to several times of the cooling time of the initial unsta-
ble gas. In this calculation, we consider the optically
thin cooling/heating processes and chemical reactions
by ignoring the dust extinction and optical depth of the
cooling photons. To save the computational time, the
calculation is performed with a resolution of 1283.
Next we set an initial condition for the simulation
of MC formation using the two-phase atomic gas ob-
tained using the calculation shown above. The calcu-
lation domain is doubled in the x-direction, indicat-
ing that the volume is (40 pc) × (20 pc)2. The phys-
ical quantities are copied periodically in the x-direction.
Fig. 1 shows the density slice at the z = 0 plane of
the initial condition for 〈n0〉 = 5 cm−3, B0 = 5 µG,
θ = 45◦, and V0 = 20 km s
−1. A colliding flow profile
vx(x, y, z) = −V0 tanh(x/(1 pc)) is added in the initial
profile. The Dirichlet boundary conditions are imposed
at x = ±20 pc in a manner such that the initial distribu-
tion is continuously injected into the calculation domain
with constant velocities of V0 and −V0 from x = 20 pc
and x = −20 pc, respectively. Periodic boundary con-
ditions are imposed at the y- and z-boundaries. The
simulations are conducted on uniform 1024× 512× 512
cells, leading to a grid size of 0.04 pc.
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Figure 1. An example of the initial conditions: density cross
section at the z = 0 plane of the initial condition for 〈n0〉 =
5 cm−3, B0 = 5 µG, and θ = 45
◦
2.4. Methods for Estimating Column Densities and
Optical Depths
In order to calculate the FUV flux at an arbitrary
point, we need to integrate the column density along ev-
ery ray path from the boundaries of the simulation box,
summing over the contributions from each path. Since
the exact radiation transfer is computationally expen-
sive, a two-ray approximation in the x-direction is used
(Inoue & Inutsuka 2012). The FUV irradiation is calcu-
lated with two rays, which irradiate in the x-direction
from the x-boundaries, x = ±20 pc. The flux of each
ray is G0 = 0.5. This approximation is justified by the
geometry of the MC formation site. The compressed
region has a sheet-like configuration extended in the
(y, z) plane. FUV photons penetrate mainly in the x-
direction because the column densities in the x-direction
are smaller than those along the y- and z-directions in
the sheet structures.
The values of the local visual extinction at (x, y, z)
measured from the x = 20 pc and x = −20 pc are given
by
A−V(x, y, z) =
1
N0
∫ x
−L
n(x′, y, z)dx′ (9)
and
A+V(x, y, z) =
1
N0
∫ L
x
n(x′, y, z)dx′, (10)
respectively, whereN0 = 1.9×1021 cm−2 and L = 20 pc.
The local column densities of C, H2, and CO used in
the chemical reactions and heating/cooling processes are
calculated in a manner similar to that used in calculating
the visual extinction. The two-ray approximation is also
used for for the escape probabilities of the [OI] and [CII]
cooling photons. The escape probabilities are calculated
as follows: we estimate τ+ and τ−, which are the optical
depths integrated from the left and right boundaries,
respectively,
τ±(C+,O) =
N±(C+,O)
Nτδv5
, (11)
5where Nτ = 2.6× 1017 cm−2 for the [OI] line and Nτ =
1.5× 1017 cm−2 for the [CII] line (Hollenbach & McKee
1989), and δv5 = δv/(1 km s
−1) represents the Doppler
shift effect. The OI and CII cooling processes are impor-
tant in relatively low-density regions where the velocity
dispersion along the x-direction is as high as∼ 8 km s−1.
Thus, δv5 = 8 is adopted. The escape probability is eval-
uated as β(τ+)+β(τ−), in which β(τ) is the escape prob-
ability in a semi-infinite medium (de Jong et al. 1980).
The optical depth of the CO line cooling is evaluated in a
similar way, but δv5 = 3 is used because the high-density
regions where CO forms have lower velocity dispersions.
3. RESULTS OF A FIDUCIAL PARAMETER SET
In this section, we investigate how the MC formation
depends on θ in the fiducial model with a parameter
set of 〈n0〉 = 5 cm−3, V0 = 20 km s−1, B0 = 5 µG.
Super-shells are often observed as HI shells that have
expansion speeds of ∼ 10− 20 km s−1 and sizes of a few
hundred parsecs (Heiles 1979). Shock compressions with
a velocity difference of 2V0 = 40 km s
−1 are expected in
super-shells younger than 10 Myr (McCray & Kafatos
1987). The fiducial parameter set is motivated by col-
lisions between adjacent expanding HI shells. Our se-
tups are also relevant to the large-scale converging flows
with a speed of a few tens of km s−1 associated with
the spiral arm formation (Wada et al. 2011). The field
strength B0 = 5 µG is close to the median value ∼ 6 µG
measured by observations of the Zeeman effect in CNM
(Heiles & Troland 2005; Crutcher et al. 2010). The me-
dian field strength is roughly consistent with other ob-
servations (Beck 2001). Note that the median field
strength of ∼ 6 µG is not necessarily the most probable
one since the probability distribution function (PDF) of
the field strength is only loosely constrained by obser-
vations in the range 0 < B0 < 12 µG. We explore the
parameter space of (〈n0〉, V0, B0) in Section 5.
The upstream atomic gas has a two-phase structure
as shown in Fig. 1. In this paper, we define WNM as
the gas with a temperature higher than 103 K. Typical
densities of the CNM clumps and WNM are ∼ 40 cm−3
and ∼ 2 cm−3, respectively, indicating that the den-
sity contrast is as large as ∼ 20. The density of the
CNM is consistent with observations (Heiles & Troland
2003). In our initial conditions, the CNM clumps make
up roughly half of the total mass. Note that the warm
gas, which we call WNM, is not in thermal equilibrium
but still in a thermally unstable state. Indeed, obser-
vations have revealed that a substantial fraction of the
atomic gas is in the unstable regime (Heiles & Troland
2003; Kanekar et al. 2003; Roy et al. 2013). Theoreti-
cally, it is easy for the WNM to deviate from the ther-
mal equilibrium state due to turbulence because the
cooling/heating timescales are long (Gazol et al. 2001;
Audit & Hennebelle 2005). The Mach numbers of the
colliding flow with respect to the WNM and CNM are
∼ 4 and ∼ 18, respectively. The Alfve´n Mach number
of the colliding flow for the WNM is ∼ 3, while that for
the CNM is ∼ 14.
The results of three main models are shown: one is the
case of an almost parallel field of θ = 3◦ which provides
almost the same results as in the case of a completely
parallel field case in Inoue & Inutsuka (2012), and the
others are cases of oblique field in which the magnetic
fields are tilted at θ = 11◦ and 36◦ to the upstream flow.
We name a model by attaching “Θ” in front of a value
of θ in degrees, i.e., models Θ3, Θ11, and Θ36.
A head-on colliding flow produces two shock fronts
that propagate outward. The simulations are termi-
nated at t = 5 Myr because the shock fronts reach
the x-boundaries for model Θ3. The termination time
(t = 5 Myr) is longer than the cooling times, which
are approximately 1 Myr for the shocked warm gas and
10−2 Myr for the shocked CNM clumps (Equation (A3)).
The termination time will be compared with the dynam-
ical time in Section 3.3.
3.1. Main Features
Fig. 2 shows the density color maps in the three or-
thogonal planes at t = 2.5 Myr and t = 5 Myr for models
Θ3, Θ11, and Θ36. The magnetic field lines are shown
by the red lines. Unlike in WNM colliding flows, the
CNM clumps exist in the upstream gas in the present
models. A CNM clump is not decelerated completely
when passing through a shock front, and plows the post-
shock gas with a large x-momentum. The MHD inter-
action with the surrounding gas decelerates the CNM
clump.
For model Θ3, since the CNM clumps move almost
along the magnetic field, the Lorentz force does not con-
tribute to their deceleration of the CNM clumps sig-
nificantly. A CNM clump that enters into the post-
shock layer from one of the shock fronts is not decel-
erated completely, and it collides with the shock front
on the opposite side. Since the upstream CNM clumps
accrete onto the post-shock layer from both the ±x-
directions, the shocked CNM clumps are moving in op-
posite directions along the x-axis in the post-shock layer.
This ballistic-like motion of the CNM clumps pushes the
shock fronts outward and significantly deforms them as
shown in Fig. 2. The gas motion significantly widens the
post-shock layer. These behaviors have been found by
Inoue & Inutsuka (2012) and Carroll-Nellenback et al.
(2014, without magnetic fields).
Note that if there were no radiative cooling, the CNM
clumps would be quickly destroyed and mixed with the
surrounding warm gas after passing through the shock
fronts as shown in Klein et al. (1994). In our simula-
6Figure 2. Density slices at the three orthogonal planes for Θ3 (left column), Θ11 (middle column), and Θ36 (right column).
The upper and lower panels correspond to the results at t = 2.5 Myr and t = 5 Myr. The magnetic field lines are plotted as the
red lines.
tions, the radiative cooling, high density contrast, and
magnetic fields extend the lifetime of the CNM clumps.
The CNM clumps even grow through accretion of the
surrounding warm gas due to radiative cooling. A de-
tailed discussion is given in Appendix A.
The deformation of the shock fronts allows the ki-
netic energy of the upstream gas to remain almost un-
changed after passing through them. The remaining
kinetic energy is available to disturb the deep interior
of the post-shock layer. Fig. 3a shows the gas ve-
locity slice at the z = 0 plane. The green lines indi-
cate the two shock fronts whose positions are defined as
the minimum and maximum of the x coordinates where
P (x, y, z)/kB ≥ Pth is satisfied, where Pth is a thresh-
old pressure that should be larger than the upstream
mean pressure P0 ∼ 4.0 × 103 K cm−3. A value of
5.8 × 103 K cm−3 is adopted. We confirmed that the
results are not sensitive to the choice of Pth as long as
Pth is not far from P0. In this figure, channel-flow-like
fast WNM streams are visible in the post-shock layer.
They are almost aligned to the x-axis, and their speeds
are as fast as 10 km s−1 which is comparable to the
WNM sound speed. The CNM clumps are entrained by
interaction with the surrounding warm gas, forming a
filamentary structure elongated along the x-axis (also
see Mellema et al. 2002; Cooper et al. 2009).
Magnetic fields are passively bent because the gas mo-
tion is super-Alfve´nic, as will be shown in Section 3.2.
The CNM clumps moving in opposite directions stretch
the field lines preferentially in the direction of collision.
As a result, the field lines are folded (Fig. 2). There are
regions where the magnetic fields are flipped from the
original orientation (Inoue & Inutsuka 2012).
The middle column of Fig. 2 demonstrates that the
small obliqueness of θ = 11◦ drastically changes the
post-shock structure. Since the shock compression am-
plifies the tangential component of the magnetic field,
the field lines are preferentially aligned to the y-axis
although they have significant fluctuations. Since the
shock-amplified tangential magnetic field pulls the CNM
clumps back, they are decelerated before reaching the
opposite side of the post-shock layer. The decelerated
CNM clumps are accumulated in the central region. Un-
like for model Θ3, there is no significant gas motion
across the thickness of the post-shock layer (Fig. 3b).
The post-shock layer therefore becomes much thinner
7Figure 3. Gas speed slices in the z = 0 plane at t = 5 Myr
for models (a) Θ3, (b) Θ11, and (c) Θ36. The velocity field
is shown by the arrows only inside the post-shock layer. The
two shock fronts whose positions are defined by the minimum
and maximum of the x coordinates where P (x, y, z)/kB >
5.8×103 K · cm−3 is satisfied. The positions of the identified
shock fronts are shown by the green lines.
than that for model Θ3.
When the magnetic field is further tilted at θ = 36◦
to the upstream flow, the results are almost the same as
those for model Θ11 but the post-shock layer is thicker
for model Θ36 (Fig. 2c). This is simply because it
contains larger magnetic fluxes.
3.2. Transversely Averaged Momentum Flux in the
Compression Direction
Figs. 2 and 3 suggest that the magnetic field con-
trols the post-shock structures if the angle θ is large
enough. To investigate the role of the magnetic fields
in the post-shock structures quantitatively, we mea-
sure the momentum flux along the x-axis, which con-
sists of the ram pressure (Pram ≡ ρv2x), magnetic stress
(Πmag ≡ (B2y + B2z − B2x)/8π), and thermal pressure
(Pth). Note that the magnetic stress Πmag is not the
magnetic pressure but the xx component of the Maxwell
stress tensor. Since the magnetic tension contributes to
Πmag, Πmag can be negative if the magnetic tension is
larger than the magnetic pressure. These quantities are
useful for understanding quantitatively which pressures
are dominant in the post-shock layers.
The transversely volume-weighted averaged momen-
tum fluxes, which are denoted by 〈Pram〉yz , 〈Πmag〉yz ,
and 〈Pth〉yz , are plotted in Fig. 4 as functions of x at
two different epochs, of t = 2.5 Myr and t = 5 Myr
for models Θ3, Θ11, and Θ36. In all the models, the
transversely averaged total momentum flux (〈Ptot〉yz =
〈Pram〉yz + 〈Πmag〉yz + 〈Pth〉yz) almost coincides with
the upstream ram pressure 〈ρ0〉V 20 , indicating that the
pressure balance is established along the x-axis. This
implies that the average propagation speed of the shock
fronts is negligible in the computation frame. Indeed,
the average shock propagation speed along the x-axis is
only a few km s−1 in the computation frame, and hence
the shock velocity with respect to the upstream gas does
not differ from V0 by more than ∼ 10%.
For model Θ3, 〈Pram〉yz is much larger than the other
pressures throughout the post-shock layer, regardless of
time. This clearly shows that the gas motion is highly
supersonic and super-Alfve´nic. The transversely aver-
aged magnetic stress 〈Πmag〉yz is always negative, or
〈B2x〉 > 〈B2y+B2z 〉 because the parallel component of the
magnetic field is preferentially amplified by the channel-
like fast gas flows biased in the collision direction (Fig.
3a). Amplification of the transverse field component
does not work significantly.
For the oblique field models (Θ11 and Θ36), the post-
shock layers can be divided into two regions. One is the
warm surface layer, where all the pressures contribute
equally to the total momentum flux. The other is the
cold central layer, where 〈Pth〉yz is low while 〈Πmag〉yz
is high. A similar two-region structure was also found
in WNM colliding flows perpendicular to the magnetic
field (Heitsch et al. 2009).
The warm surface layers are formed by a continuous
supply of the upstream WNM. After shock heating, it
cools down by radiative cooling, and accretes onto the
cold central layer. Thus, the thicknesses of the warm
surface layers are roughly determined by the cooling
length; this is estimated to be 2 pc, which is compara-
ble to their thicknesses in Fig. 4. When a CNM clump
enters the post-shock layer, it passes through a warm
surface layer easily and collides with the cold central
layer.
In the cold central layer, 〈Pram〉yz decreases with time
both for models Θ11 and Θ36. This is because the
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Figure 4. Transversely averaged Pram (red), Πmag (blue),
and Pth (green) for models (a) Θ3, (b) Θ11, and (c) Θ36.
The thin and thick lines represent the results at t = 2.5 Myr
and t = 5 Myr, respectively. The blue dashed line shows
that Πmag is negative, indicating that the magnetic tension
is larger than the magnetic pressure. The total pressures are
shown by the black lines only at t = 5 Myr. The horizontal
gray line corresponds to the ram pressure of the atomic gas
〈ρ0〉V
2
0 .
cold central layer is “shielded” by the tangential mag-
netic field shown in Fig. 2 against the accretion of the
CNM clumps. This accretion of the CNM clumps dis-
turbs the gas near the surfaces of the cold central layer.
The turbulence inside the cold central layer decays due
to numerical dissipation and escaping cooling photons
from the shock-heated regions, leading to a decrease in
〈Pram〉yz in the central layer. The time evolution of
〈Πmag〉yz in the central layer is different between models
Θ11 and Θ36. For model Θ11, at t = 2.5 Myr, 〈Pram〉yz
plays an important role in the total pressure. Thus, the
decrease in 〈Pram〉yz causes the post-shock layer to be-
come denser, leading to an increase in 〈Πmag〉yz due to
flux freezing (Fig. 4b). By contrast, for model Θ36,
the post-shock layer is mainly supported by the mag-
netic stress at t = 2.5 Myr. Since 〈Pram〉yz makes a
negligible contribution to the pressure balance where
〈Πmag〉yz ∼ 〈ρ0〉V 20 , 〈Πmag〉yz is constant with time in
the cold central layer (Fig. 4c).
3.3. Velocity Dispersion
In Section 3.2, we found that the ram pressure does
not decrease for model Θ3 while it decreases with time
for the oblique field models (Θ11 and Θ36). In this
section, we examine the time evolution of the post-shock
velocity dispersion.
Fig. 5 shows the mass-weighted and CO-density-
weighted velocity dispersions, which are measured along
the x-axis (δvx) and averaged between the y- and z-
components (δvyz ≡
√
(δv2y + δv
2
z)/2) for models Θ3,
Θ11, and Θ36. The CO-density-weighted velocity dis-
persions correspond to the velocity dispersions in the
dense regions where n > 103 cm−3 because CO forms
only in the dense regions as shown in Section 6.3.
We investigate how many dynamical timescales are
considered in the simulations. The dynamical time de-
pends on the direction. In the x-direction, the dynam-
ical time is given by tdyn,x = Lx/δvx, where Lx is the
width of the post-shock layer. By measuring Lx from
Fig. 3 and δvx from Fig. 5a at t = 5 Myr, one obtains
tdyn,x ∼ 3 Myr for models Θ3 and Θ11, and 6.5 Myr for
model Θ36. Thus, the post-shock gases are mixed well
on the x-axis for models Θ3 and Θ11. The dynamical
times with respect to the transverse direction are given
by (20 pc)/δvyz ∼ 8 Myr where δvyz is set to 2.5 km s−1
from Fig. 5b for all the models. The simulations are ter-
minated before the transverse dynamical time.
First, we examine the velocity dispersion parallel to
the x-axis. Fig. 5a shows that in the early phase
(t < 0.5 Myr), δvx is as high as 6 − 7 km s−1. Fig.
6 indicates that δvx(t = 0.5 Myr) is almost independent
of θ although there are fluctuations. The efficiency ǫ for
converting the kinetic energy of the upstream atomic
gas into the post-shock kinetic energy parallel to the
collision direction is expressed as
ǫ ≡ M˙tottδv
2
x/2
M˙tottV 20 /2
=
(
δvx
V0
)2
∼ 10%, (12)
where M˙tot = 2〈ρ0〉V0L2 is the mean mass accretion
rate. Fig. 7 illustrates that the time evolution of the
total post-shock kinetic energies parallel to the x-axis,
which increase obeying (ǫM˙totV
2
0 /2)t for all the mod-
els in the early phase, where ǫ = 10%. The efficiency
ǫ = 10% is larger than those obtained from simulations
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Figure 5. Time evolution of the mass-weighted (solid lines)
and CO-density-weighted (dashed lines) velocity dispersions
for models Θ3 (red), Θ11 (blue), and Θ36 (green). The top
and bottom panels represent the velocity dispersions parallel
to the x-axis and those averaged in the y- and z-components,
δvyz ≡
√
(δv2y + δv2z)/2, respectively. Equation (13) is shown
by the black line in the top panel.
considering WNM colliding flows (Heitsch et al. 2009;
Ko¨rtgen & Banerjee 2015; Zamora-Avile´s et al. 2018).
The upstream two-phase structure enhances the effi-
ciency.
For t > 0.5 Myr, we find a clear dependence of δvx
on θ from Fig. 5a. The velocity dispersion parallel to
the x-axis is almost constant or even slightly increases
with time at least until 5 Myr for model Θ3, while it
decreases with time for models Θ11 and Θ36.
Why does δvx not decrease for model Θ3? One reason
is that the gas flows are not fully turbulent, but rather
laminar as shown in Fig. 3a. The gas flows are strongly
biased in the collision direction, and the transverse mo-
tion is restricted (δvyz/δvx ∼ 0.3 in Figs. 5a and 5b).
Since translational coherent gas flow is unlikely to decay,
δvx does not decrease.
Interestingly, for both of the models Θ11 and Θ36,
the velocity dispersions parallel to the x-axis are closely
approximated by
δvx ∼ δvx0(t/t0)−1/2, (13)
where δvx0 = 6 km s
−1 and t0 = 1 Myr although δvx
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Figure 6. The velocity dispersions parallel to the x-axis
measured at the three different epochs t = 0.5 Myr (dotted),
t = 2.5 Myr (dashed), and t = 5 Myr (solid) are plotted as
a function of sin θ.
is slightly smaller for model Θ36 than for model Θ11.
In order to see the universality of the time evolution of
δvx more clearly, we investigate the θ-dependence of δvx
using additional simulations with different field orienta-
tions. Fig. 6 shows δvx at the three different epochs as a
function of sin θ. At both t = 2.5 Myr and at t = 5 Myr,
δvx shows a decrease in the range of 0
◦ < θ < 11◦, and
the decreases suddenly slow down around θ ∼ 11◦. For
angles larger than θ ∼ 11◦, δvx does not depend on θ
sensitively.
10−1 100 101
time [Myr]
1047
1048
1049
P
os
ts
h
oc
k
ki
n
et
ic
en
er
gy
[e
rg
]
θ = 3◦
θ = 11◦
θ = 36◦
Figure 7. Time evolution of the total post-shock kinetic en-
ergies parallel to the x-axis for models Θ3 (red), Θ11 (blue),
and Θ36 (green). The black line indicates the time evolution
of the post-shock kinetic energy in the case where the frac-
tion ǫ = 10 % of the upstream kinetic energy is converted
into the post-shock kinetic energy (ǫM˙totV
2
0 /2)t.
The time dependence of δvx ∝ t−1/2 implies that the
total kinetic energy parallel to the x-axis (M˙tottδv
2
x/2) is
constant with time. Fig. 7 indicates that the total post-
10
shock kinetic energies parallel to the x-axis are constant
with time in the late phase (t > 0.5 Myr) for models
Θ11 and Θ36. This is probably explained if the rate of
kinetic energy input from the shock fronts balances with
dissipation rates.
The transverse velocity dispersion δvyz shows the op-
posite trend to δvx; δvyz is larger for larger θ although
the difference is small. The reason why model Θ3
gives the lowest δvyz is that the motion of the CNM
clumps is not randomized in the post-shock layer (Fig.
3a). In contrast to δvx, δvyz does not decrease even
for models Θ11 and Θ36. There are several mecha-
nisms to drive transverse velocity dispersion. Espe-
cially for larger angles (e.g., model Θ36), the presence
of an upstream field component perpendicular to the
collision direction drives a transverse flow behind the
shock front following the MHD Rankine-Hugoniot rela-
tion (de Hoffmann & Teller 1950). The transverse flow
is generated even without any perturbation. In Fig.
3c, the gas is moving coherently in the +y-direction for
x < 0 and in the−y-direction for x > 0. As long as a col-
liding flow is stationary, the transverse flow speed should
remain approximately constant. Another mechanism is
that the shock-amplified magnetic field bends the gas
motion so that the gas flow is parallel to the transverse
direction (Heitsch et al. 2009). The shock deformation
due to the accretion of the CNM clumps generates a
transverse flow along the magnetic field (Inoue & Fukui
2013; Inoue et al. 2018). The thermal instability that
develops preferentially along the magnetic field (Field
1965) also contributes to the transverse velocity disper-
sion.
For all the models, the CO-density-weighted veloc-
ity dispersions are larger than 1 km s−1, indicat-
ing that the velocity dispersions in the cold dense
gases are supersonic with respect to their sound
speeds (∼ 0.3 km s−1). Collision of the two-
phase atomic gas drives stronger post-shock turbu-
lence than that of the WNM (Inoue & Inutsuka 2012;
Carroll-Nellenback et al. 2014).
3.4. Mean Post-shock Densities
Fig. 8 shows the time evolution of the mean post-
shock densities 〈nsh〉 which are derived by averaging
densities over the identified post-shock layers.
In the early phase (t < 0.5 Myr), the mean post-shock
densities are enhanced only by a factor of 8 and are com-
parable among the models because the super-Alfve´nic
collision of the inhomogeneous atomic gas drives strong
velocity dispersions, regardless of θ (Fig. 5a).
Fig. 8 shows that only model Θ11 exhibits a rapid
increase in 〈nsh〉 while the mean post-shock densities re-
tain their initial values for the other models. For model
Θ11, the obliqueness is large enough for the cold central
layer to develop, but it is small enough for 〈Pram〉 to be a
main contributor to the support of the post-shock layer
against the upstream ram pressure. Thus, the decrease
in 〈Pram〉 causes the post-shock layer to become denser,
leading to the increase in 〈nsh〉. For model Θ3 (Θ36),
the ram pressure (magnetic stress) suppresses further
gas compression.
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Figure 8. Time evolution of the mean post-shock densities
for models Θ3 (red), Θ11 (blue), and Θ36 (green).
3.5. Density PDFs and Dense Gas Fractions
We found that the mean post-shock densities increase
only for model Θ11 from Fig. 8. In the MC forma-
tion, how much dense gas forms is important because
molecules are preferentially formed in dense gases. In
this section, we investigate the density PDFs and the
time evolution of the mass fraction of dense gases.
3.5.1. Density PDFs
The mass-weighted density probability distribution
functions (PDFs) P are shown in Fig. 9 for models Θ3,
Θ11, and Θ36. The definition of P is given by
P(Xi) = 1
Mtot∆X
∫
|X−Xi|<∆X/2
ρd3x, (14)
where X ≡ log10 n is divided into equally spaced bins
whose widths are denoted by ∆X , i is the index of the
bins, and Mtot = M˙tott is the total mass of the post-
shock layer. At t = 2.5 Myr, the PDFs for all the models
have log-normal shapes, although the PDF for model
Θ11 is slightly shifted toward higher densities than for
the other PDFs. Therefore, model Θ11 has the highest
mean density (Fig. 8).
For models Θ3 and Θ36, the PDFs show little time
variation, as in the time evolution of 〈nsh〉 found in Fig.
8, although the high-density tails are slightly extended
toward higher densities.
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By contrast, model Θ11 shows significant time vari-
ation not only in 〈nsh〉 but also in the PDF. Interest-
ingly, even without self-gravity, Fig. 9 shows that the
mass fraction of the dense gas with n > 103 cm−3 sig-
nificantly increases with time. This implies that the gas
is compressed not only in the collision direction but also
along the field lines. The increase in f>103 is caused
by transverse flows generated behind a shock front and
by gas condensation due to the thermal instability that
tends to develop along magnetic fields (Field 1965).
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Figure 9. Mass-weighted probability distribution functions
(PDFs) of gas density for models Θ3 (red), Θ11 (blue), and
Θ36 (green). For each of the models, the thin and thick lines
correspond to the results at t = 2.5 Myr and t = 5 Myr,
respectively.
3.5.2. Time Evolution of Dense Gas Mass Fractions
To investigate the evolution of dense gases more
clearly, we measure the mass fractions of the dense gases
with n > 102 cm−3 and n > 103 cm−3, which are de-
noted by f>102 and f>103 , respectively.
The top left panel of Fig. 10 shows the time evolution
of f>102 for models Θ3, Θ11, and Θ36. In all the models
f>102 does not depend on time sensitively. The dense
gas mass with n > 102 cm−3 increases at a constant
rate.
Note that the fractional difference in f>102 is only 30%
among the models, although 〈nsh〉 for model Θ11 is more
than twice as large as than those for models Θ3 and
Θ36 (Fig. 8). This indicates that the post-shock layers
for models Θ3 and Θ36 contain wider and less-dense
regions than model Θ11 while the total masses with n >
102 cm−3 are comparable.
Using the results with various field orientations shown
in Fig. 6, we plot f>102 at t = 5 Myr as a function of
sin θ in the top right panel in Fig. 10. The figure exhibits
a weak θ-dependence of f>102 . The mass fraction has a
broad peak around θ ∼ 11◦ (sin θ ∼ 0.2) which gives the
maximum mean density in Fig. 8.
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Figure 10. Time evolution of the mass fraction of dense
gases with n > 102 cm−3 (the top left panel) and with n >
103 cm−3 (the bottom left panel). In both panels, the red,
blue, and lines correspond to the results for models Θ3, Θ11,
and Θ36, respectively. The mass fraction of dense gases with
n > 102 cm−3 (the top right panel) and n > 103 cm−3(the
bottom right panel) at t = 5 Myr as a function of sin θ.
By contrast, the mass fraction of denser gas (n >
103 cm−3) is sensitive to θ. The time evolution of the
mass fraction of the dense gas with n > 103 cm−3 is
plotted in the bottom left panel of Fig. 10. While f>103
is constant with time for models Θ3 and Θ36, f>103 in-
creases rapidly with time for model Θ11. This rapid in-
crease is related to the development of the high-density
tail in the density PDF for model Θ11 (Fig. 9).
The bottom right panel of Fig. 10 shows that f>103
at 5 Myr has a sharp peak around θ ∼ 10◦ (sin θ ∼ 0.2).
For angles larger (smaller) than ∼ 10◦, f>103 rapidly
decreases because of the magnetic stress (ram pressure).
3.6. The Formation of Molecules
At t = 5 Myr, the mean accumulated column density
reaches 2〈n0〉V0t ∼ 3.2× 1021 cm−2, corresponding to a
mean visual extinction of 2〈n0〉V0t/N0 ∼ 1.6. Thus, H2
and CO are expected to form in regions where FUV pho-
tons are shielded. For H2, the self-shielding is effective
if column densities of H2 are larger than ∼ 1014 cm−2
(Draine & Bertoldi 1996). Thus almost all the regions
in the post-shock layers are self-shielded. By contrast,
the formation of CO proceeds only when AV exceeds
unity, because it requires dust extinction.
3.6.1. Formation of hydrogen molecules
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Figure 11. Time evolution of the H2 fraction (the top
left panel) and CO fraction (the bottom left panel) in the
post-shock layers. In both panels, the red, blue, and green
lines correspond to the results for models Θ3, Θ11, and Θ36,
respectively. The H2 fraction (the top right panel) and CO
fraction (the bottom right panel) at t = 5 Myr are plotted
as functions of sin θ.
The top left panel of Fig. 11 shows the time evolu-
tion of the mass fraction of H2 in the accreted hydrogen
nuclei, which is defined as
fH2 ≡
∫
2n(H2)d
3x
2〈n0〉V0L2t . (15)
The mass fraction of H2 increases continuously with
time, and the increase in fH2 is faster for model Θ11
than for models Θ3 and Θ36. Although the self-
shielding is effective, the H2 formation on dust grains
takes a relatively long time. A typical formation time
of H2 in the gas with a density of n is estimated from
tform,H2 = (kH2n)
−1 ∼ 15 Myr (n/102 cm−3)−1, where
kH2 ∼ 2 × 10−17 cm3 s−1 is the H2 formation rate as-
suming that the gas and dust temperatures are 100 K
and 10 K, respectively (Hollenbach & McKee 1979).
Glover & Mac Low (2007) and Valdivia et al. (2016) re-
ported that the density inhomogeneity promotes the H2
formation because tH2 is shorter for denser gases. In or-
der to investigate the effect of the density inhomogene-
ity on the H2 formation, we estimate an H2 fraction by
assuming that the post-shock layer has a spatially and
temporally constant density of n. In the derivation of
the H2 fraction, we take into account the effect of mass
accretion, which continuously supplies H2-free atomic
gas into the post-shock layer. The detailed derivation is
presented in Appendix B. We obtain the H2 fraction at
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Figure 12. Mass-weighted probability distribution function
of gas density (red lines) for the models (a) Θ3, (b) Θ11, and
(c) Θ36. The green and blue lines indicate the H2-density-
weighted (PH2) and CO-density-weighted (PCO) PDFs of gas
density, respectively. In all the panels, the PDFs are calcu-
lated at t = 5 Myr.
tf = 5 Myr which is given by
fH2,ave(n) = 1−
1− e−2kH2ntf
2kH2ntf
. (16)
For model Θ11, 〈nsh〉 increases from ∼ 40 cm−3 to ∼
115 cm−3 (Fig. 8). Thus, the H2 fraction derived assum-
ing the spatially constant post-shock density of 〈nsh〉 is
expected to take a value between fH2,ave(40 cm
−3) = 0.1
and fH2,ave(115 cm
−3) = 0.3. For models Θ3 and Θ36,
〈nsh〉 remains a value of ∼ 40 cm−3 from Fig. 8, lead-
ing to fH2,ave(40 cm
−3) ∼ 0.1. Thus for all the models,
the formation of H2 proceeds faster than predicted by
fH2,ave(n = 〈nsh〉).
The comparison of fH2(t = tf) with fH2,ave suggests
that the rapid formation of H2 arises from the high
density-inhomogeneity in the post-shock layers. In order
to examine which density ranges are responsible for the
H2 formation, we plot the H2-density-weighted PDFs
PH2 calculated at t = 5 Myr for the three models in Fig.
13
12. PH2 is defined by
PH2(Xi) =
∫
|X−Xi|<∆X/2
2µn(H2)mHd
3x
Mtot∆X
. (17)
For reference, the mass-weighted PDFs of gas density
P are plotted in Fig. 12. If PH2 coincides with P at a
density bin, all the hydrogen nuclei become H2 in the
corresponding density range. Fig. 12 illustrates that
the formation of H2 depends on density. The H2 frac-
tion is almost unity in the gas with a density larger
than 103 cm−3. This is because tH2(n > 10
3 cm−3) is
less than 1.5 Myr which is sufficiently short to form H2.
The density giving tform,H2 = 5 Myr is approximately
300 cm−3 which corresponds to the peak densities of
PH2 for all the panels of Fig. 12.
The top right panel of Fig. 11 shows the θ-dependence
of fH2 at t = 5 Myr. The mass fraction of H2 does
not depend on θ sensitively, and there is a broad peak
around θ = 11◦. Even in models Θ3 and Θ36 having low
〈nsh〉, the H2 fractions are comparable to that in model
Θ11. The weak θ-dependence of fH2 comes from the
fact that the H2 formation occurs mainly in the dense
gas with n > 102 cm−3 whose mass fraction exhibits a
weak θ-dependence as shown in Fig. 10.
3.6.2. Formation of CO
Fig. 12 shows the CO-density-weighted PDFs of gas
density PCO which is defined as
PCO(Xi) =
∫
|X−Xi|<∆X/2
µn(CO)mHd
3x
ACMtot∆X . (18)
If PCO coincides with P in a bin, all the carbon nuclei are
in the form of CO in the corresponding density range.
Fig. 12 shows that CO formation proceeds preferentially
in denser gases than H2 formation. For n < 10
3 cm−3,
the CO fractions quickly decrease as density decreases
for all the models because CO molecules are destroyed
by FUV photons for low-density regions where AV < 1.
The bottom left panel of Fig. 11 shows the time evolu-
tion of the mass fraction of CO in the accreted C-bearing
species, which is defined as
fCO =
∫
n(CO)d3x
2〈n0〉ACV0L2t . (19)
The CO fractions remain extremely small in the early
phase and begin to increase at points near t ∼ 1 Myr
for all the models (the bottom left panel of Fig. 11).
This behavior of fCO can be roughly understood from
the time evolution of dust extinction. In order to char-
acterize the dust extinction at each position, we define
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Figure 13. Mass-weighted probability distribution function
of the effective visual extinction for the models Θ3 (red),
Θ11 (blue), and Θ36 (green). The results at t = 1 Myr and
t = 5 Myr are shown by the thin and thick lines for each
model, respectively. The vertical line indicates AV,eff = 1
above which dust extinction works effectively.
the effective visual extinction AV,eff as
AV,eff = − 1
2.5
ln
[
1
2
(
e−2.5A
−
V + e−2.5A
+
V
)]
, (20)
where the factor of 2.5 comes from the dust extinc-
tion factor e−2.5AV of the CO photodissociation rate
(Glover et al. 2010). In the initial conditions, the mean
values of AV,eff in the simulation box are 0.16 and their
maximum values are 0.32 for all the models, indicating
that dust extinction does not work initially and the CO
abundances are extremely low. As the atomic gas ac-
cumulates into the post-shock layer, the mean value of
AV,eff increases with time. In addition, spatial varia-
tions of Aeff are enhanced by shock compression. Fig.
13 shows the PDFs of Aeff in the post-shock layers for
models Θ3, Θ11, and Θ36. Around t = 1 Myr, the
high AV,eff tails of the PDFs start to exceed AV,eff = 1
for all the models (Fig. 13). This indicates that the
regions shielded by dust grains are formed at a epoch
near t ∼ 1 Myr. At that epoch, fCO begins to grow (the
bottom-left panel of Fig. 11).
Unlike the H2 formation, the CO formation proceeds
more rapidly for model Θ11 than for models Θ3 and
Θ36. This is because the gas tends to have higher AV,eff
for model Θ11 than for models Θ3 and Θ36 as shown
in the PDFs at t = 5 Myr in Fig. 13. In addition,
model Θ11 has a larger amount of the dense gas with
n > 103 cm−3 (Fig. 9). An increase in gas density
promotes the CO formation.
Note that the fraction of CO is still less than 20% even
for model Θ11 because we terminate the simulations at
the relatively early epoch of t = 5 Myr to ignore self-
gravity. The CO formation is expected to proceed and
a significant fraction of the gas will be fully molecular
after t = 5 Myr. The later evolution will be discussed
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in Section 6.
4. AN ANALYTICAL MODEL DESCRIBING TIME
EVOLUTION OF THE POST-SHOCK LAYERS
Our results showed that there is a critical angle de-
noted by θcr above which the shock-amplified magnetic
field controls the post-shock layers. We define the crit-
ical angle θcr as the angle above which the velocity dis-
persion parallel to the x-axis obeys δvx0(t/t0)
−1/2. From
Figs. 5a and 6, the critical angle is set to 11◦ in the fidu-
cial parameter set. In Sections 3.2-3.4, we found that
the time evolution of the post-shock layer can be under-
stood using the pressure balance between the pre- and
post-shock gases. In this section, we establish a simple
analytic model that describes the global time evolution
of the post-shock layers.
4.1. Formulation
The pressure balance between the post- and pre-shock
gases is given by
〈Pram〉ana + 〈Πmag〉ana ∼ 〈ρ0〉V 20 , (21)
where 〈Pram〉ana ≡ 〈ρsh〉δv2x, 〈Πmag〉ana = B2sh⊥/8π, and
Bsh⊥ is the mean transverse field strength. The effect of
the parallel field component is omitted in Equation (21)
because V0 is super-Alfve´nic. The effect of the radiative
cooling is implicitly considered by ignoring the thermal
pressure in Equation (21). The contribution of the ther-
mal pressure to the total momentum flux is negligible for
all the models (Fig. 4). The magnetic flux conservation
across a shock front is given by
Bsh⊥
〈ρsh〉 =
B0 sin θ
〈ρ0〉 . (22)
Combining Equation (21) with (22), one obtains
〈ρsh〉
〈ρ0〉 = −
(
δvx
CA0⊥
)2
+
√(
δvx
CA0⊥
)4
+ 2
(
V0
CA0⊥
)2
(23)
where CA0⊥ = B0 sin θ/
√
4π〈ρ0〉 is the upstream Alfve´n
speed with respect to the transverse component of the
upstream magnetic field.
Equations (21)-(23) imply that δvx is related to the
post-shock structure. The ram pressure becomes equal
to the magnetic stress when the velocity dispersion sat-
isfies δvx = δvx,eq, where
δvx,eq=
√
V0CA0⊥
2
=2.9 km s−1
(
V0
20 km s−1
)1/2(
B0 sin θ
5 µG× sin 11◦
)1/2
×
( 〈n0〉
5 cm−3
)−1/4
(24)
If δvx ≫ δvx,eq, the ram pressure dominates over the
magnetic stress. In this case, Equation (23) is reduced
to 〈ρsh〉/〈ρ0〉 ∼ (V0/δvx)2. If δvx ≪ δvx,eq, mainly the
magnetic stress supports the post-shock layers. In this
case, the mean post-shock density is given by
〈ρsh〉
〈ρ0〉 ∼
〈ρsh〉m
〈ρ0〉 ≡
V0
√
8π〈ρ0〉
B0 sin θ
. (25)
Equation (25) was derived by McKee & Hollenbach
(1980) and Inoue & Inutsuka (2009).
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Figure 14. The critical velocity dispersion δvx,eq for which
the ram pressure is equal to the magnetic stress as a function
of sin θ (black solid line). The red and blue regions corre-
spond to the 〈Pram〉ana-dominated and 〈Πmag〉ana-dominated
regions, respectively. The velocity dispersion parallel to the
x-axis in the very early phase is plotted as the horizontal
dashed line. The dotted vertical line corresponds to the crit-
ical angle below which the turbulence is maintained. The
three gray circles indicate the velocity dispersions in the early
phases for models Θ3, Θ11, and Θ36. The velocity disper-
sions giving equality for models Θ3, Θ11, and Θ36 are shown
by the three black circles. The gray arrows represent the time
evolutions of δvx for the models until t = 5 Myr.
Fig. 14 shows δvx,eq as a function of sin θ. If δvx
is larger (smaller) than δvx,eq, 〈Pram〉ana (〈Πmag〉ana)
dominates in the post-shock layers. Let us consider the
time evolution of the post-shock layers in this figure. In
the early phase, the super-Alfve´nic collision of the high
density-inhomogeneous gas drives the longitudinal ve-
locity dispersion as large as ∼ 6 km s−1 (the horizontal
dashed line), regardless of θ (Fig. 5). The later evo-
lution of δvx is determined by the critical angle of θcr
(the vertical dotted line). If θ is less than θcr, δvx does
not decrease with time and remains the initial value of
∼ 6 km s−1. As long as θ ≥ θcr, we found that δvx
decreases as vx0(t/t0)
−1/2, regardless of θ as in Figs. 5a
and 6. The gray arrows indicate the time evolutions of
δvx until t = 5 Myr for models Θ11 and Θ36. Fig. 14
clearly shows that the magnetic stress overtakes the ram
pressure earlier for model Θ36 than for model Θ11 since
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the difference between δvx(t) and δvx,eq indicates the
significance of the ram pressure.
The analytic formula for the time evolution of δvx
(Equation (13)) allows us to express Equations (21)-(23)
as a function of time. At a given θ, 〈Pram〉ana becomes
equal to 〈Πmag〉ana, and δvx reaches δvx,eq when t = teq,
where
teq=4.4 Myr
(
δvx0/V0
0.3
)2(
V0
20 km s−1
)
( 〈n0〉
5 cm−3
)1/2 (
B0 sin θ
5 µG× sin 11◦
)−1
.(26)
4.2. Comparison with the Simulation Results
4.2.1. Mean Magnetic Stresses
Fig. 15 shows 〈Πmag〉 measured at t = 2.5 Myr and
t = 5 Myr as a function of sin θ. The ram pressures
are not plotted because 〈Pram〉 + 〈Πmag〉 ∼ 〈ρ0〉V 20 is
satisfied.
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Figure 15. Dependence of 〈Πmag〉 on sin θ. The solid and
dashed lines correspond to the magnetic stresses measured
at t = 2.5 Myr and 5.0 Myr, respectively. The vertical axis
is normalized by the upstream ram pressure. The dotted
vertical line represents the critical angle.
The behavior of 〈Πmag〉 is determined by whether θ is
larger than θcr or not. If θ < θcr, 〈Πmag〉 is almost inde-
pendent of time and remains almost zero. For θ > θcr,
〈Πmag〉 approaches 〈ρ0〉V 20 as turbulence decays. The
magnetic stresses for larger θ models reach 〈ρ0〉V 20 ear-
lier as shown in Fig. 14. At each epoch, the analytic
estimate of the magnetic stress is plotted as the thin
line. It is confirmed that the predictions from the ana-
lytic model are consistent with the simulation results,
although there are some discrepancies. The analytic
model slightly underestimates the magnetic stress for
larger θ because of the weak negative dependence of δvx
on θ found in Figs. 5a and 6.
We should note that, strictly speaking, 〈Πmag〉 re-
mains almost zero not for θ < θcr but for θ <
0.6θcr (sin θ < 0.12) in Fig. 15. A model with
θ ≤ 0.6θcr does not show a decrease in 〈Pram〉. For
θ ≥ θcr, the shock-amplified magnetic field controls the
post-shock dynamics and δvx decreases, obeying δvx ∼
δvx0(t/t0)
−1/2. The angle range of 0.6θcr < θ < θcr ex-
hibits the transition between the layers regulated by ram
pressure (〈Πmag〉 ∼ 0, 〈Pram〉 ∼ 〈ρ0〉V 20 ) and those reg-
ulated by magnetic stress (δvx ∼ δvx0(t/t0)−1/2). Al-
though the importance of 〈Πmag〉 increases with time
in the total momentum flux, the ram pressure disturbs
the post-shock layer significantly, leading to a slower de-
crease in δvx (δvx > δvx0(t/t0)
−1/2).
4.2.2. Mean Post-shock Densities
Fig. 16 shows 〈nsh〉 measured at three different epochs
as a function of sin θ. The dashed line corresponds to
〈nsh〉m as a function of sin θ (Equation (23)). At a fixed
θ the mean post-shock density approaches 〈ρsh〉m as
δvx decreases, because the difference between 〈nsh〉 and
〈nsh〉m indicates the significance of the ram pressure.
The analytic estimates shown in Equation (23) at the
three different epochs are plotted by the three thin lines.
The mean post-shock densities predicted from Equation
(23) are consistent with those derived from the simula-
tion results at each epoch for θ ≥ θcr.
Note that the angle (θ ∼ θcr) that gives the max-
imum 〈nsh〉 does not depend on time, although 〈nsh〉
for larger θ reaches 〈nsh〉m earlier. This is because
〈nsh〉m ∝ (sin θ)−1 is a decreasing function of θ.
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Figure 16. The mean post-shock densities at the three
different epochs t = 5 Myr (red), t = 2.5 Myr (blue), and
t = 1 Myr (green) are plotted as a function of sin θ. At
each epoch, the analytic estimation of 〈nsh〉 (Equation (23))
is plotted as the thin line with the same color. The dashed
line indicates 〈nsh〉sh given by Equation (25). The dotted
vertical line represents the critical angle.
Although the magnetic stress starts to show a consid-
erable growth at θ = 0.6θcr in Fig. 15, 〈nsh〉 appears to
increase smoothly for θ < θcr in Fig. 16. The smooth
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increase of 〈nsh〉 for θ ≤ 0.6θcr is explained as follows.
For θ ≤ 0.6θcr, δvx gradually decreases with θ (Fig. 6)
although 〈Pram〉 ∼ 〈ρ0〉V 20 is constant. From the rela-
tion 〈Pram〉 ∝ 〈nsh〉δv2x, 〈nsh〉 should increase with θ as
shown in Fig. 16. Although 〈nsh〉 increases smoothly
with θ for θ < θcr, its manner of the time evolution
of 〈nsh〉 suddenly changes at an angle near θ = 0.6θcr.
Fig. 16 clearly shows that 〈nsh〉 increases with time
for sin θ = 0.15 (θ = 0.75θcr) while 〈nsh〉 does not in-
crease significantly and is saturated around 60 cm−3 for
sin θ = 0.1 (θ = 0.5θcr).
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Figure 17. Top panel: time evolution of the longitudinal
velocity dispersions for various models. The velocity dis-
persions are measured for N5V20B5 (θ = 11◦), N10V20B5
(θ = 23◦), N5V10B1 (θ = 36◦), N5V20B2.5 (θ = 23◦),
N10V10B5 (θ = 11◦), and N5V20B10 (θ = 11◦). The bot-
tom panel is the same as the top panel but the horizontal axis
is changed to τ = t (〈n0〉/5 cm
−3)(V0/20 km s
−1)/(1 Myr)
and the vertical axis is normalized by V0.
5. PARAMETER SURVEY
In Section 3, we presented the results for the fidu-
cial parameter set (〈n0〉 = 5 cm−3, B0 = 5 µG,
V0 = 20 km s
−1). In this section, a parameter survey
is performed by changing (〈n0〉, V0, B0). The adopted
parameters are summarized in Table 1. To save compu-
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Figure 18. Top panel: mean magnetic stresses in the
post-shock layers for various parameter sets of (〈n0〉, V0, B0),
which are tabulated in Table 1, as a function of sin θ. The
magnetic stresses are measured at τ = 5. The bottom panel
is the same as the top panel but the horizontal axis is normal-
ized by the critical value (sin θcrit) shown in Equation (28).
For each model, the mean ram pressures in the post-shock
layer are also plotted as the dashed line with the same color.
The vertical dotted line represents the θ = θcr line.
tational costs, we conducted the parameter survey with
half the resolution, 512×256×256, compared to the fidu-
cial parameter set shown in Section 3. We have checked
that at least the global quantities, 〈Pram〉 and 〈Πmag〉,
are consistent with those with twice the resolution (the
fractional differences are as small as 10% in the fiducial
parameter set). In each of the models, the simulations
are performed by changing θ, and 〈Pram〉 and 〈Πmag〉 are
calculated as functions of θ.
The top panel of Fig. 17 shows the time evolution
of δvx for various models. For each model, we measure
δvx at an angle θ where 〈Πmag〉 increases with time.
The longitudinal velocity dispersions for all the models
decrease with time in a similar manner (Fig. 5a). The
bottom panel of Fig. 17 shows that δvx roughly follows
a universal law,
δvx = 0.3V0τ
−1/2. (27)
17
Model name
〈n0〉
[cm−3]
V0
[km s−1]
B0
[µG]
MA
N5V20B5 5 20 5 4.9
N5V20B2.5 5 20 2.5 9.7
N5V10B1 5 10 1 12
N10V20B5 10 20 5 6.9
N10V10B5 10 10 5 3.4
N5V20B10 5 20 10 2.4
Table 1. Model parameters. The last column indicates the
Alfve´n Mach number MA = V0
√
4π〈ρ0〉/B0
where τ = t× (〈n0〉/5 cm−3)
(
V0/20 km s
−1
)
/(1 Myr).
Equation (27) is reduced to Equation (13) in the fidu-
cial model. Interestingly, the time evolution of δvx/V0
does not depend on the field strength sensitively, and it
is characterized only by the accumulated mean column
density σ = 2〈ρ0〉V0t, which is proportional to τ . We
compare these results for the models at τ = 5 when the
mean visual extinction reaches 1.6.
The top panel of Fig. 18 shows 〈Πmag〉 as a function of
sin θ for various parameter sets. For a given parameter
set (〈n0〉, V0, B0), the θ-dependence of 〈Πmag〉 is simi-
lar to that for the fiducial parameter set as shown in
Fig. 15. The averaged magnetic stress 〈Πmag〉 increases
monotonically with θ. The only difference is the values
of the critical angles below which 〈Πmag〉 is almost zero.
Here, we present an analytic estimate of the critical
angle that can explain the results in different parameter
sets (〈n0〉, V0, B0) using the analytic model developed in
Section 4. We found that δvx is roughly proportional to
V0 at least in the V0 range 10 km s
−1 ≤ V0 ≤ 20 km s−1
for large angles from Fig. 17. At the critical angle,
δvx,eq(θcr) is equal to 0.15V0 in the fiducial parameter
set (Fig. 14). If this is the case also for other parameter
sets, one obtains
sin θcr = 0.2
( 〈n0〉
5 cm−3
)1/2(
V0
20 km s−1
)(
B0
5 µG
)−1
.
(28)
Equation (28) is rewritten as
MA⊥,cr = V0
CA0⊥(θcr)
= 25, (29)
meaning that if the Alfve´n Mach number with respect to
the perpendicular field component, MA⊥ = V0/CA0⊥,
is larger than 25, the super-Alfve´nic velocity dispersion
is maintained.
Let us derive the critical angle (Equation (28)) from
the following simple argument. In the early phase, the
velocity dispersion parallel to the x-axis takes a roughly
constant value of
δvx ∼
√
ǫV0, (30)
where Equation (12) is used. If the magnetic stress
mainly supports the post-shock layer against the up-
stream ram pressure, the post-shock Alfve´n speed CA,sh
becomes
CA,sh =
(
V0B sin θ√
2π〈ρ0〉
)1/2
, (31)
where we use Equation (25) and B2sh,⊥/8π = 〈ρ0〉V 20 .
If δvx < CA,sh, the magnetic field cannot be bent by
the velocity dispersion parallel to the x-axis. From
Equations (30) and (31), the critical angle θ′cr satisfy-
ing δvx ∼ CA,sh is given by
sin θ′cr ∼ 0.3
( ǫ
0.1
)( 〈n0〉
5 cm−3
)1/2(
V0
20 km s−1
)(
B0
5 µG
)−1
.
(32)
The parameter dependence of sin θ′cr is consistent with
that of sin θcr although sin θ
′
cr is slightly larger than
sin θcr.
The bottom panel of Fig. 18 clearly shows that each
of 〈Πmag〉/〈ρ0〉V 20 and 〈Pram〉/〈ρ0〉V 20 for all the mod-
els follows a universal line if sin θ/ sin θcr is used as the
horizontal axis. The ratio sin θ/ sin θcr can be expressed
as 25M−1A⊥. The reason why both 〈Πmag〉/〈ρ0〉V 20 and
〈Pram〉/〈ρ0〉V 20 depend only onMA⊥ is that all the mod-
els have almost the same δvx/V0 ∼ 0.13 at τ = 5 (Fig.
17). From Equation (23), one finds that 〈ρsh〉/〈ρ0〉 de-
pends only on MA⊥ if δvx/V0 is fixed at 0.13. Substi-
tuting Equation (23) with δvx/V0 = 0.13 into Equa-
tions (21) and (22), it is found that 〈Πmag〉/〈ρ0〉V 20
and 〈Pram〉/〈ρ0〉V 20 are determined only by MA⊥ as in
〈ρsh〉/〈ρ0〉.
The mean post-shock densities normalized by 〈n0〉 for
various models are plotted as a function of sin θ/ sin θcr
in Fig. 19. The dashed line corresponds to 〈nsh〉m,
which is rewritten as 〈nsh〉m/〈n0〉 = 35 (sin θ/ sin θcr)−1.
For angles larger than ∼ θcr, 〈nsh〉/〈n0〉 in all the mod-
els is approximated by an universal line as a function
of sin θ/ sin θcr (Fig. 19). By contrast, the behav-
ior of 〈nsh〉/〈n0〉 for angles smaller than ∼ θcr can be
divided into two groups. One group contains mod-
els N10V20B5, N5V10B1, and N5V20B2.5, where 〈nsh〉
rapidly decreases with decreasing θ from θ ∼ θcr in a
manner similar to that for the fiducial parameter set
(N5V20B5). This group is referred to as the low-〈nsh〉
group. All the lines of this group converge to a uni-
versal line in the (sin θ/ sin θcr, 〈nsh〉/〈n0〉) plane. How-
ever, models N10V10B5 and N5V20B10 do not show a
rapid decrease in 〈nsh〉 as θ decreases. Especially for
model N10V10B5, the post-shock layers are dense even
for θ < θcr, and a sharp 〈nsh〉 peak disappears.
The density enhancement for θ < θcr in model
N10V10B5 arises from the fact that δvx gradually de-
creases with time. In the low-〈nsh〉 group including the
fiducial model, δvx is found not to decrease for θ < θcr
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Figure 19. Mean post-shock densities for various parameter
sets of (〈n0〉, V0, B0), which are summarized in Table 1, as a
function of sin θ. The post-shock densities are measured at
t = 5 Myr (〈n0〉/5 cm
−3)−1
(
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)
−1
. The vertical
axis is normalized by the upstream mean density and the
horizontal axis is normalized by the critical value (sin θcrit)
shown in Equation (28). The dashed line corresponds to
〈nsh〉m shown in Equation (25). The vertical dotted line
shows θ = θcr.
because the CNM clumps are not decelerated signifi-
cantly after passing through the shock fronts. We spec-
ulate that the difference between the δvx evolutions for
model N10V10B5 and the low-〈nsh〉 group comes from
the following three points. First, because MA is lower
for model N10V10B5 than for the low-〈nsh〉 group where
MA & 5 (Table 1), the magnetic field is expected to
work more effectively than in the low-〈nsh〉 group. In-
deed, at τ = 5, 〈Πmag〉/〈ρ0〉V 20 for model N10V10B5 is
2.5 times larger than that for the fiducial model. How-
ever, lower Alfve´n Mach numbers are not a sufficient
condition to get larger 〈nsh〉/〈n0〉 because 〈nsh〉/〈n0〉 is
larger for model N10V10B5 than for model N5V20B5
although MA is lower for model N5V20B5. Thus, the
other points appear to be required. The second point
is that the collision speed for model N10V10B5 is lower
than in the fiducial model, indicating that the upstream
CNM clumps have lower momenta, which allow them to
be decelerated more easily. The third point is the larger
upstream mean density for model N10V10B5, which en-
hances the volume filling factor of the CNM phase. A
collision between CNM clumps is more probable than
one between a CNM clump and WNM.
We should note that even for models N10V10B5
and N5V20B10 the super-Alfve´nic turbulence is main-
tained without decay because 〈Pram〉 is much larger than
〈Πmag〉 as shown in Fig. 18. The decrease in δvx does
not lead to an increase in 〈Πmag〉. This contrasts with
the case with θ > θcr, in which 〈Πmag〉 increases with
decreasing δvx. For θ < θcr, the decrease in δvx is com-
pensated by the increase in the mean post-shock density
to maintain pressure balance between 〈Pram〉 and the
upstream ram pressure.
6. DISCUSSION
6.1. Sub-Alfve´nic Colliding Flows
The parameter survey in Section 5 shows that the
global time evolution of the post-shock layers is de-
scribed by the analytic model. It should be noted that
the simulation results depend not on the parallel field
component (B0 cos θ) but only on the perpendicular field
component (B0 sin θ). This is simply because super-
Alfve´nic colliding flows are considered in this paper. The
parallel field component does not play an important role.
The analytic model thus cannot be applied for all
parameter sets of (〈n0〉, V0, B0). If a colliding flow is
sub-Alfve´nic, the magnetic field is too strong to be
bent by shock compression. Instead, the gas is allowed
to accumulate along the magnetic field through slow
shocks. From the MHD Rankine-Hugoniot relations,
Inoue & Inutsuka (2009) derived a criterion required to
form slow shocks as follows:
B0 > Bcr ≡ 2
3
V0
√
4πρ0, (33)
where ρ0 is the uniform upstream density and the ra-
tio of specific heats is set to 5/3. We should note
that equation (33) is different from equation (14) in
Inoue & Inutsuka (2009), where the left-hand side of
equation (33), B0, is replaced by B0 cos θ. Equation
(33) corresponds to a necessary condition to form slow
shocks. If equation (33) is not satisfied, slow shocks are
not generated for any angle. Equation (33) is roughly
the same as the condition of sub-Alfve´nic colliding flows,
which is given by B0 > V0
√
4πρ0.
Fig. 20 shows Bcr as a function of 〈n0〉 for three dif-
ferent collision speeds. In the figure, for a given V0, the
region above (below) the line B = Bcr is referred to as
the strong (weak) field regime. The range of B0 that be-
longs to the weak field regime is wider for higher mean
densities because Alfve´n speed is a decreasing function
of gas density. Shock compression of denser atomic gases
is likely to be in the weak field regime, where the ana-
lytic model can be applied. Since this paper focuses on
the MC formation from dense atomic gases that have
already been piled up by previous episodes of compres-
sion, all our simulations are in the weak field regime.
6.2. Comparison with Previous Studies
Most simulations of WNM colliding flow have been
done in the cases where the collision direction is paral-
lel to the mean magnetic field (Hennebelle et al. 2008;
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Banerjee et al. 2009; Va´zquez-Semadeni et al. 2011;
Ko¨rtgen & Banerjee 2015; Zamora-Avile´s et al. 2018).
One of the differences between two-phase and WNM
colliding flows is that the two-phase colliding flows are
highly inhomogeneous. Our results showed that the in-
homogeneity of colliding flows enhances longitudinal ve-
locity dispersion for θ ∼ 0◦ (also see Inoue & Inutsuka
2012; Carroll-Nellenback et al. 2014; Forgan & Bonnell
2018). We also found density enhancement for θ ∼ 0◦
in the models where the field strength is relatively large
and the Alfve´n Mach number of the colliding flow is close
to unity in Fig. 16. This is consistent with the results
of Heitsch et al. (2009) and Zamora-Avile´s et al. (2018)
who found that the post-shock layers become denser for
stronger magnetic fields with a fixed collision speed (also
see Heitsch et al. 2007, for isothermal colliding flows).
In the two-phase colliding flows, the pre-existing up-
stream CNM clumps become an ingredient of the post-
shock CNM clumps. For WNM colliding flows with
oblique fields, Inoue & Inutsuka (2009) showed that
only HI clouds with a density of ∼ 10 cm−3 form.
Heitsch et al. (2009) also reported that the formation
of dense clouds is prohibited in a WNM colliding flow
with a perpendicular magnetic field. Our results, how-
ever, show that a large amount of the dense gas with
> 102 cm−3 exists in the post-shock layers even for
model Θ36 (Fig. 10). This is simply because the dense
gases with > 102 cm−3 can be directly supplied by the
accretion of the pre-existing CNM clumps, whose densi-
ties are enhanced over 102 cm−3 by the super-Alfve´nic
shock compression. Note that the CNM mass fraction in
the post-shock layer is larger than the upstream CNM
mass fraction of ∼ 0.5. This indicates that the dense
gases with > 102 cm−3 are also provided from the sur-
rounding diffuse gas through the thermal instability.
6.3. Implications for the Formation of MCs
We found that the CO molecules form efficiently
around θ ∼ θcr where the dense gas with > 103 cm−3
is efficiently generated (Fig. 10). For θ < θcr (θ > θcr),
the large anisotropic velocity dispersion (the magnetic
stress) prevents the gas from being dense enough to form
CO molecules (Figs. 10 and 11). Although the simula-
tions are terminated in the early phase, the mass frac-
tion of CO-forming gases exceeds 17% for θ ∼ θcr. The
CO fraction will continue to increase if we follow further
evolution of the post-shock layers.
The setup of head-on colliding flows of the atomic
gas leads to somewhat artificial results, especially for
θ < θcr in the models belonging to the low-〈nsh〉 group,
or model Θ3 for the fiducial model. The lower post-
shock mean density and faster shock propagation ve-
locity for model Θ3 can be explained as follows: the
upstream CNM clumps that are not decelerated at the
shock due to high density continue to stream roughly
along the x-axis and finally hit/push the shock wave
on the opposite side. We think that this effect can be
expected only for a very limited astronomical situation
where two identical flows collide as in the present simula-
tions. If we consider, for instance, the growth of an MC
through an interaction with a shocked HI shell created
by a supernova shock or an expanding HII region (e.g.
Inutsuka et al. 2015), the interaction would not destroy
the MC even if the HI shell accretes to the MC along
the magnetic field. This is because the MC would have
a mass (or column density) enough to decelerate the ac-
creting HI gas. In addition to this, when we consider
the effect of gravity, we can expect that the expansion
of the shocked region for model Θ3 is stopped around
t & 5 Myr (see equation C9), because the freely flying
CNM clumps leaving the shocked region are decelerated
by the gravity (Appendix C). In the previous simulation
done by Inoue & Inutsuka (2012), they prevented the
free propagation of CNM that crosses the x-boundary
planes by setting a viscosity at the boundaries to mimic
the effect of gravity. They found that even for the condi-
tion θ = 0◦, a realistic MC can be formed at t ∼ 7 Myr.
Self-gravity also contributes to local gas compression.
This will further promote the formation of MCs. By
contrast, if θ is sufficiently large, the formation of MCs
is expected to remain inefficient even if the self-gravity
becomes important because density enhancement is sup-
pressed by the magnetic pressure.
Our results show that the physical properties of cold
clouds depend strongly on the field orientation especially
around θ ∼ θcr. To estimate how rare a shock compres-
sion with θ < θcr is, the contours of the critical angles
in the (〈n0〉, B0) plane for two different collision speeds
are plotted in Fig. 21. The gray regions in Fig. 21 are
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not focused on in this paper (Section 6.1).
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Figure 21. Contours of the critical angles in the (〈n0〉,
B0) plane for V0 = 20 km s
−1 (top) and V0 = 10 km s
−1
(bottom). The numbers on the contours indicate the corre-
sponding angles in degrees. In each panel, the dotted line
corresponds to the critical field strength shown in equation
(33). In the regions below the dashed lines, the critical an-
gles become 90◦, indicating that turbulence does not decay
for any angle because of the low field strength.
Fig. 21 shows that the critical angles are very small
unless magnetic fields are weak (B0 < 1 µG). To esti-
mate the probability of realizing a shock compression
with θ ≤ θcr (P (θ ≤ θcr)), it is assumed that a shock
compression occurs isotropically in a uniform magnetic
field. The probability is proportional to the solid angle
Ω of a cone with apex angle 2θcr (Ω = 4π sin
2(θcr/2)).
Using Ω, the probability is given by P (θ ≤ θcr) =
2 × Ω/4π = 2 sin2(θcr/2), where the factor of two is to
account for the cases of θ ≤ θcr and θ ≥ π−θcr. Finally,
we obtain P (θ ≤ θcr) ≃ θ2cr/2 because the critical angle
is small for B0 > 1 µG (Fig. 21) (also see Inutsuka et al.
2015). The probability P (θ ≤ θcr) = 0.017 (θcr/11◦)2 is
extremely low in the fiducial parameter set. From Fig.
11, shock compression with larger θ significantly sup-
presses the formation of dense gases and CO. At least in
the early evolution of MCs, the shock compression with
angles less than ξθcr (ξ = 1−2) is expected to contribute
to an efficient MC formation because f>103 and fCO de-
creases rapidly with θ for θ > θcr (Figs. 10 and 11). The
probability of realizing the compression with θ < ξθcr is
P (θ < ξθcr) = 2πξ
2θ2cr/4π ∼ 0.04 (ξ/1.5)2(θcr/11◦)2.
The free parameter ξ cannot be determined from our
work because we focused on the early stage of the MC
formation. We expect that ξ is determined as a function
of (〈n0〉, V0, B0) by whether cold clouds become massive
enough for star formation to occur against the magnetic
pressure. We will present the results of long-term simu-
lations including gravity in a future paper.
6.4. Caveats
Although the simple setup of steady head-on colliding
flows enables us to investigate the detailed post-shock
dynamics, we ignore several aspects of physics that are
important in the galactic environment.
6.4.1. Head-on Collision
We consider that colliding flows are generated by adja-
cent expanding super-bubbles and galactic spiral waves.
However, head-on collisions considered in this paper are
an extreme case. In realistic situations, we need to take
into account an offset colliding flow, which would induce
a global shear motion in the post-shock layer. The shear
motion can affect the post-shock dynamics significantly
(Fogerty et al. 2016).
Colliding flows are not an optimal approximation in
the cases of a single SN or multiple SNe, which are ex-
pected to contribute to the MC formation. They gen-
erate a hot bubble that drives an expanding shell con-
fined by the shock front on the leading side and the con-
tact discontinuity, which separates the shell from the hot
bubble, on the trailing side. Especially for the almost
parallel field models (for instance model Θ3), the exis-
tence of two shock fronts strongly affects the post-shock
dynamics as discussed in Section 6.3. Kim & Ostriker
(2015) investigated the evolution of shells expanding
into realistic two-phase atomic gases. Because they ig-
nore magnetic fields, their setups relate to the almost
parallel field models in this work. In their simula-
tions, pre-existing HI clouds strongly deform both the
shock front and contact discontinuity, and the shells are
widened. These behaviors are qualitatively consistent
with our results. However, the effect of the contact dis-
continuity should affect the post-shock dynamics.
6.4.2. Local Simulations
Although the well-controlled setups of our local sim-
ulations allow us to perform a detailed analysis, the lo-
cality of our simulations is one of the caveats. In this
paper, we consider a continuous supply of the atomic
gas assuming constant values of V0, B0, and θ.
First, we should note that shock compression has
a finite duration in the galactic environment. We
consider that colliding flows are generated by ad-
jacent expanding super-bubbles and galactic spiral
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waves. Although our simulations are terminated ear-
lier than the typical duration of super-bubbles and
spiral waves (a few tens of megayears), it is worth
discussing the time evolution of a post-shock layer
after shock compression ceases. In local simula-
tions, many studies took into account the finite dura-
tion of colliding flows (Va´zquez-Semadeni et al. 2007;
Banerjee et al. 2009; Va´zquez-Semadeni et al. 2010,
2011; Ko¨rtgen & Banerjee 2015; Zamora-Avile´s et al.
2018). As the shock compression weakens, Bcr decreases
with time in Fig. 20. Once Bcr becomes smaller than
B0, the magnetic field cannot be bent by the shock com-
pression. Magnetic tension realigns the magnetic field
with the upstream field direction. If the gravitational
force is important, the gas accumulates along the re-
aligned magnetic field.
Although all local simulations considered the MC for-
mation via a single compression of the atomic gas, we
need to consider multiple episodes of compressions to
form giant MCs (Inutsuka et al. 2015; Kobayashi et al.
2017, 2018). Recent global simulations of galactic disks
have also pointed out that global MCs experience col-
lisional build-up driven by large-scale flows associated
with the spiral arm and nearby supernova explosions
during their growth and evolution (e.g., Dobbs et al.
2015; Baba et al. 2017). We will investigate the effect
of multiple compressions during the MC formation in a
local simulation to achieve high resolution in the future.
6.4.3. Limitation of the Analytic Model
The analytic model developed in Sections 4 and 5 de-
scribes the evolution of the averaged quantities 〈nsh〉,
〈Πmag〉, and 〈Pram〉 using the pressure balance across
a post-shock layer. However, the post-shock dynamics
is not fully understood because we do not explain why
δvx obeys the universal law shown in equation (27) for
θ > θcr. It also remains an unsettled question what
determines θcr although θ
′
cr is derived by the simple ar-
gument in Equation (32). We expect that the interac-
tion between the upstream CNM clumps and the warm
interclump gas is crucial in the post-shock dynamics.
If θ is sufficiently small, the motion of CNM clumps
triggers magnetic reconnection, which prevents the field
lines from being compressed (Jones et al. 1996). The in-
teraction between CNM clumps through magnetic field
lines also plays an important role in the post-shock dy-
namics (Clifford & Elmegreen 1983; Elmegreen 1988).
We will address these issues in forthcoming papers.
7. SUMMARY
We investigated the early stage of the formation of
MCs by colliding flows of the atomic gas, which has a
realistic two-phase structure where HI clouds are em-
bedded in warm diffuse gases. As parameters, we con-
sider the mean density 〈n0〉, the strength and direction
of the magnetic field B0, and the collision speed V0 of
the atomic gas.
First, we investigated the MC formation at a fiducial
parameter set of (〈n0〉 = 5 cm−3, V0 = 20 km s−1, B0 =
5 µG) by changing the angle θ between the magnetic
field and upstream flow. We focus on super-Alfve´nic
colliding flows (V0 > B0/
√
4π〈ρ0〉) which are more likely
for compression of denser atomic gases (Section 6.1).
Our findings are as follows.
1. In the early phase, shock compression of the highly
inhomogeneous atomic gas drives the velocity dis-
persions in the compression direction, which are
as large as ∼ 0.3V0, regardless of θ. The trans-
verse velocity dispersions are much smaller than
the longitudinal ones.
2. The later time evolution of the post-shock layers
can be classified in terms of a critical angle θcr
which is roughly equal to ∼ 11◦ for the fiducial
parameter set.
3. If θ < θcr, an upstream CNM clump is not decel-
erated when it passes through a shock front, and
finally collides with the shock front on the opposite
side. A highly super-Alfve´nic velocity dispersion
is maintained by accretion of the upstream CNM
clumps. The velocity dispersion is highly biased
in the compression direction. The magnetic field
does not play an important role, and it is passively
bent and stretched by the super-Alfve´nic gas mo-
tion. The post-shock layer significantly expands in
the compression direction as a result of the large
velocity dispersion.
4. If θ > θcr, the shock-amplified transverse mag-
netic field decelerates the CNM clumps moving in
the compression direction. The decelerated CNM
clumps are accumulated in the central region. The
velocity dispersion in the compression direction
decreases as ∝ t−1/2, and appears not to depend
on θ sensitively. The time dependence may be
explained if there is a mechanism that keeps the
total kinetic energy in the compression direction
constant. The velocity dispersion in the transverse
direction does not decrease with time.
5. As a function of θ, the mean post-shock densities
have a sharp peak at an angle near θ ∼ θcr, re-
gardless of time (Fig. 16). Around θ ∼ θcr, the
gas compression occurs not only in the collision
direction but also along the shock-amplified trans-
verse magnetic field. As a result, the total mass of
dense gases rapidly increases and CO molecules ef-
ficiently form even without self-gravity. The mean
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post-shock densities, the dense gas masses, and the
CO abundances rapidly decrease toward θ < θcr
(θ > θcr) because of the ram pressure (magnetic
stress).
6. By developing an analytic model and perform-
ing a parameter survey in the parameters of
(〈n0〉, V0, B0), we derive an analytic formula for
the critical angle θcr (Equation (28)), above which
the shock-amplified magnetic field controls the
post-shock dynamics. We also found that the
mean ram and magnetic pressures in the post-
shock layers evolve in a universal manner as a func-
tion ofMA⊥ and the accumulated column density
for various parameter sets (〈n0〉, V0, B0). The evo-
lution of the mean post-shock densities also follows
a universal law. However, in colliding flows with
Alfve´n Mach numbers less than∼ 4, lower collision
speeds, and higher mean upstream densities, the
post-shock mean densities can be high for θ < θcr.
7. The critical angle θcr takes a small value as long as
magnetic fields are not very weak (> 1 µG) (Fig.
21). If the atomic gas is compressed from various
directions with respect to the field line direction,
the compression with θ < θcr seems to be rare.
Although we need further simulations including
self-gravity, shock compression with angles a few
times larger than the critical angle is expected not
to contribute to an efficient MC formation because
the CO formation is inefficient owing to the lack
of dense gases.
Our results show that the post-shock structures depend
strongly on θ in the case that θ is less than a few times
θcr. This may create a diversity of the physical proper-
ties of dense clumps and cores in simulations including
self-gravity. Self-gravity is also expected to affect the
global structures of MCs. We will address the effect of
self-gravity on the MC formation in forthcoming papers.
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APPENDIX
A. THE EFFECT OF RADIATIVE COOLING ON THE EVOLUTION OF CNM CLUMPS
The interaction of a shock wave with an isolated interstellar cloud for the adiabatic case was investigated by
Klein et al. (1994). According to their estimation, the cloud is destroyed and mixed with the surrounding diffuse
gas by the Kelvin-Helmholtz and Rayleigh-Taylor instabilities in several cloud-crushing times given by
tcc,CNM = χ
1/2LCNM
V0
∼ 0.2 Myr
( χ
20
)1/2 (LCNM
1 pc
)(
V0
20 km s−1
)−1
, (A1)
where χ is the density contrast between the CNM and WNM, and tcc,CNM is the timescale for the shock to travel the
cloud size in the compression direction, LCNM. If there is turbulence in the post-shock region, the destruction timescale
becomes even shorter (Pittard et al. 2009). Thus, shocked CNM clumps are expected to be destroyed quickly on a
timescale less than 1 Myr.
For comparison, we perform another simulation without the cooling/heating processes for the θ = 0◦ case. The
results are shown in Fig. A1. After passing through the shock fronts, the CNM clumps are quickly destroyed and are
mixed up with the surrounding warm gases. The mixing causes the density distribution to be relatively smooth as
shown in the top panel of Fig. A1. Unlike the results with radiative cooling, the velocity field in the post-shock layer
appears not to be biased in the compression direction but to be randomized. This is consistent with the estimation
in equation A1. The bottom panel of Fig. A1 shows local amplification of the magnetic field. This is formed by the
Richtmyer-Meshkov instability, where the MHD interaction between a shock wave and a CNM clump develops vortices
that amplify magnetic fields (Inoue et al. 2009; Sano et al. 2012).
Fig. 2, however, shows that the two-phase structure is clearly seen in the post-shock layers for all the models,
indicating that the cooling/heating processes are important in the survival of the CNM clumps. This effect has
been pointed out by Mellema et al. (2002), Melioli et al. (2005), and Cooper et al. (2009) in different contexts. The
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Figure A1. Maps of density (top panel) and field strength (bottom panel) in the z = 0 plane at t = 1.2 Myr for the adiabatic
case where the cooling/heating processes are switched off in the same initial and boundary conditions. The arrows in the top
and bottom panels indicate the directions of the velocity and magnetic fields, respectively.
significance of the radiative processes is characterized by the cooling time given by P/ {(γ − 1)Λ}, where we use the
following approximate cooling rate:
Λ ∼ 3× 10−28n2
√
Te−92/T erg cm−3 s−1 (A2)
(Koyama & Inutsuka 2002). Just behind the shock front, the CNM temperature increases up to 3µmHV
2
0 /16kB and
the CNM density increases by a factor of 4 if the shock is adiabatic. The cooling time of the shocked CNM is estimated
as
tcool,CNM ∼ 1.2× 10−2 Myr
(
V0
20 km s−1
)( nCNM,sh
200 cm−3
)−1
, (A3)
where nCNM,sh is a typical CNM density in the post-shock region under the adiabatic assumption. Equations (A1)
and (A3) indicate that the cooling time is much shorter than the cloud-crushing time. A shocked CNM clump
quickly cools and condenses to reach a thermal equilibrium state. Although the CNM clumps fragment, this does
not lead to complete mixing of the CNM clumps with the surrounding WNM. Instead, gas exchange owing to phase
transition between CNM/WNM occurs (Iwasaki & Inutsuka 2014; Valdivia et al. 2016). The large density contrast
also contributes to the long lifetime of the CNM clumps (see Equation (A1)). Magnetic fields also increase the lifetime
of the CNM clumps by reducing the growth rate of the Kelvin-Helmholtz instability.
B. EVOLUTION OF THE HYDROGEN MOLECULE FRACTION IN A POST-SHOCK LAYER.
In this appendix, we estimate the H2 fraction in a post-shock layer with a constant density of nsh. Since the fresh
material, whose H2 fraction is almost zero, is continuously supplied to the post-shock layer, the evolution of the H2
fraction in the post-shock layer cannot be understood using a simple formation time of (kH2nsh)
−1, where kH2 is the
H2 formation rate coefficient (Hollenbach & McKee 1979).
Here we derive the H2 fraction in the post-shock layer at an epoch of t = tf as follows. The time evolution of the
number density of atomic H is given by
dnH
dt
= −2kH2nshnH. (B4)
In order to derive an upper limit on the H2 abundance, we neglect the photodissociation of H2. The number of the
hydrogen nuclei entering the post-shock layer from t to t + ∆t is 2L20V0〈n0〉∆t. Among them, the number of the
hydrogen nuclei remaining in atomic H is given by
∆NH = 2L
2
0V0〈n0〉∆t exp
[
−
∫ tf
t
2kH2nshdt
]
, (B5)
where we use the fact that most of the hydrogen nuclei are in atomic H just after the shock compression. By integrating
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Equation (B5) from t = 0 to t = tf , one obtains the total number of atomic H at t = tf as follows:
NH = 2L
2
0V0〈n0〉
∫ tf
0
exp
[
−
∫ tf
t
2kH2nshds
]
dt. (B6)
If nsh and kH2 are constant with time, Equation (B5) is reduced to
NH = 2L
2
0V0〈n0〉
1− e−2kH2nshtf
2kH2nsh
. (B7)
Finally, the H2 fraction fH2,ave is given by
fH2,ave ≡ N −NH
N
= 1− 1− e
−2kH2nshtf
2kH2nshtf
, (B8)
where N = 2L20V0〈n0〉tf is the total number of the hydrogen nuclei accumulated in the post-shock layer until t = tf .
C. THE EFFECT OF SELF-GRAVITY IN THE CASE THAT MAGNETIC FIELDS ARE ALMOST PARALLEL
TO COLLIDING FLOWS.
Here we estimate the timescale on which a freely propagating CNM clump leaving the shocked region is decelerated
by the gravitational force from the shocked region. Let us consider a sheet with a surface density σ. If it is formed by
the converging flows, we can write σ = 2〈ρ0〉V0t. Since the gravitational force exerted by the sheet on an object with
mass m from the sheet is given by FG = 2πmGσ, the equation of motion for a cold clump that is freely flying outside
of the sheet is given by dv/dt = 2πGσ. Thus, a clump that is ejected from the sheet with a velocity vej is attracted by
the self-gravitational force of the sheet and eventually pulled back at the time tg ≃ {vej/(4πG〈ρ0〉V0)}1/2. If we use
typical parameters of the θ = 3◦ case, the timescale can be expressed as
tg ≃ 5 Myr
(
vej
5 km s−1
)1/2( 〈n0〉
5 cm−3
)−1/2(
V0
20 km s−1
)−1/2
. (C9)
This suggests that the shocked region would not expand after tg ≃ 5 Myr.
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