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273 Pages
Neuronal activity is a product of more than the underlying neuronal connections.
Modulatory influences like changes in the animal’s environment, the animals physiological state,
or the release of neuromodulators can dramatically alter neuronal activity. Modulatory influences
can be beneficial for the animal because they are a source of neuronal and behavioral plasticity,
and they can provide neuronal circuits with the robustness needed to continue to function in new
conditions, states, or tasks.
However, malfunctions of the modulatory system can disrupt neuronal activity and lead
to pathologies. Predicting how modulatory influences will alter neuronal activity is challenging
because the underlying cellular and circuit properties are delicately balanced and often respond
in nonlinear and multifaceted ways to modulatory influences. In my thesis I address how several
types of modulatory influences affect neuronal activity in the crustacean stomatogastric nervous
system, and seek to characterize the circuit and cellular mechanisms that underlie them.
In Chapter II I show that the activation of chemosensory pathway alters the frequency of
backpropagating action potentials in a proprioceptive sensory neuron that measures muscle
tension when the animal chews. These backpropagating action potentials invade the most distant
regions of the proprioceptive neuron where muscle tension is encoded, including the spike
initiation site and sensory dendrites. They alter the latency, the number, and the frequency of

action potentials in response to muscle stimuli. When the chemosensory neurons become active,
backpropagating action potential frequency decreases, thereby granting greater sensitivity to the
muscle tension receptor. Since the chemosensory pathway is activated by food before the
chewing starts, the modulation of backpropagating action potentials prepares the muscle receptor
for future changes in muscle tension. Thus, my results demonstrate that one sensory pathway can
prime another for upcoming tasks via the modulation of backpropagating action potentials.
In Chapter III I show two ways that neuronal activity can be sustained during temperature
modulation. First, I show that axons of different pyloric neurons maintain action potential timing
between them over a large temperature range, despite their distinct morphological and intrinsic
properties. I used computational model axons to determine if, and if so, how, axons with
different diameters that are exposed to varying temperatures can maintain action potential timing
with one another. I found that the temperature sensitivity of most ion channel properties mattered
little to action potential timing. Conversely, the ratio of two Sodium channel parameters were
critical: how much the maximum conductance and activation gate time constant in one axon
changed with temperature relative to the other axon strongly influenced action potential timing
between two. Since the ratio was critical, but not the actual values, this demonstrated that even
highly temperature-sensitive ion channels can support temperature-robust action potential timing
between neurons.
Second, I show that acutely warming the stomatogastric ganglion by 3°C disrupts a
gastric mill rhythm by diminishing the spread of electrical signals in the dendrites of the Lateral
Gastric neuron (LG). I also show that a substance P-related peptide restores dendritic electrical
spread and consequently the gastric mill rhythm at the warmer temperature. Specifically, the
peptide rescues electrical spread through the activation of a modulatory cation current (the

'modulatory induced current' (IMI)). These data demonstrate the cellular mechanisms by which
this peptide neuromodulator induces temperature-robust neuronal activity.
A realization during my work on the previous chapters was that few peer-reviewed
protocols exist that provide detailed and reproducible workflows of electrophysiological and
molecular approaches for the study of modulatory influences. Many laboratories use
'homegrown' protocols or protocols that were inherited by word of mouth and are not widely
available. This leads to a lack or reproducibility of research approaches and results and impedes
the widespread use of these techniques. Chapters IV and V address these issues.
In Chapter IV, I first, provide detailed protocols on how to generate action potentials in
an axon using extracellular stimulation. Second, I provide a detailed protocol on how to measure
action potential conduction velocity using extracellular recordings.
In Chapter V, I expand on the concept of providing easily understandable and
reproducible protocols to the processes of integrating genetic and molecular techniques with
electrophysiological one in both lab and classroom settings. I establish a workflow that guides
undergraduates or physiologists in the manual identification, confirmation, and curation of
putative genes involved in neuronal function. I implement this workflow in a Course in
Undergraduate Research Education (CURE) – like setting, that brings undergraduate students of
all levels to actively participate in research labs by allowing students to work under supervision
of graduate students and faculty mentors. The workflow outlines a efficient protocol for gene
identification in marbled crayfish, clear leaning objectives, and several quality control and
assessment processes that enable students to conceptualize the interconnectedness of genetics,
molecular, and physiological neuroscience. By following this workflow, I identified the
transcript and gene sequences for two Gamma Aminobutyric Acid (GABA) receptors subunits in

the marbled crayfish (Procambarus virginalis). In addition to its educational purpose, the
provided protocol serves as a first step toward integrating genetic and molecular techniques with
electrophysiological ones to study the impact of receptor diversity for the cellular mechanisms of
modulation in the marbled crayfish.
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CHAPTER I: INTRODUCTION
Modulation is a Critical Component of Neuronal Activity
How the nervous system generates and coordinates the activity of tens to millions of cells
to produce meaningful behaviors is a long-standing question for neuroscientists. Knowing which
neurons and synaptic connections contribute to a behavior is a prerequisite to begin answering
this question. Indeed, identifying the neurons and their connectivity has dramatically expanded
our understanding of the neuronal control of animal behaviors (Marder and Calabrese, 1996).
This is perhaps best exemplified by the identification and characterization of small circuits and
the neurons and synapses that drive easily observable behaviors. There are several classical
examples of central pattern generators where most neurons and synapses involved in the control
of specialized behaviors have been identified, including locust flight (Wilson, 1961; Wilson and
Weis-Fogh, 1962; Pearson and Wolf, 1987,1988; Wolf and Pearson, 1989), swimming in leech
(Kristan et al., 1974), and processing of food in crustaceans(Mulloney and Selverston, 1974b,a).
Looking across species, the general principles for motor pattern generation were identified,
informing not only the study of a specific rhythmic behavior in one species, but also other types
of stereotyped rhythmic behaviors, in all animals. However, a common theme among these
studies is that while the neuronal connectivity can explain components of neuronal activity, the
connectivity by itself neither captures the dynamics of the involved neurons and synapses, nor
the plasticity bestowed by modulatory influences.
Modulation encompasses the environmental, physiological, and electrical influences that
change neuronal activity. Modulation affects the activity of neurons and circuits on various
timescale and timescales, from rapid and transient modulatory influences to long-term changes in
gene expression. Modulatory effects range from large scale, environmental influences that affect

1

whole body and brain regions to small scale electrical and neurotransmitter-evoked events that
alter the biophysical properties of individual neurons or their compartments (Birmingham and
Tauck, 2003; Dickinson, 2006; Stein, 2009). Neuromodulation is prevalent in all nervous
systems, and many, often idiosyncratic, effects on neuronal activity have been described.
However, the cellular mechanisms that underlie the activity changes are not so well understood.
In my thesis I address the cellular mechanisms underlying three types of modulation that alter
neuronal activity: (1) Backpropagating action potentials that modulate sensory encoding, (2)
Temperature changes that modulate action potential initiation and timing, and (3) Receptor
diversity that contributes to chemical neuromodulation.
(1) Backpropagating Action Potentials that Modulate Sensory Encoding
Although the flow of information within a neuron is often described as unidirectional,
this concept has been challenged many times. For example, action potentials that propagate
antidromically from the axon initial segment and invade the dendritic regions are instrumental in
NMDA receptor activation and coincidence detection (Stuart and Hausser, 2001; Wu et al.,
2012). Even axons can propagate action potentials antidromically towards the axon origin when
action potentials are initiated distally in the axon (Bucher and Goaillard, 2011). Action potentials
can be generated anywhere that the membrane excitability reaches suprathreshold potentials for
action potential initiation and active properties exist that support action potential generation.
Typically, spike initiation sites are located at the axon origin or hillock, but membrane
excitability along the axon can vary depending on a vast array of extrinsic and intrinsic
conditions (Pumphrey and Young, 1938; Nadim and Bucher, 2014). This is exemplified by the
use of extracellular stimulation to generate action potentials in distal axonic regions (Städele et
al., 2017), but more naturally occurring examples include neuroendocrine axonal modulation or
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axo-axonic synapses (Bevengut et al., 1997; Cattaert et al., 2001; Schmitz et al., 2001; Bucher
and Goaillard, 2011; Fink et al., 2014; Feldmeyer et al., 2017). Action potentials initiated far
from the primary spike initiation site and axon origin are referred to as ‘ectopic action potentials’
and are common to many systems and neurons (Dubuc et al., 1988; Pinault, 1995; Waters et al.,
2005; Ma and LaMotte, 2007; Papatheodoropoulos, 2008; Bucher and Goaillard, 2011). Because
the axon membrane on either side of the ectopic spike initiation site supports action potential
propagation, ectopic action potentials often propagate bi-directionally; orthodromically toward
the axon terminal and antidromically toward the axon origin and dendrites (Städele and Stein,
2016). Little is known about control and functional effects of ectopic action potentials, and what
is known primarily characterizes the influence of the orthodromic action potentials on synaptic
output (Bevengut et al., 1997). The influences of the antidromic action potential propagation are
far more elusive (Combes et al., 1995; Le Ray et al., 2005). In Chapter II, I study the modulatory
effects of antidromic action potentials as a means to modulate the encoding of sensory stimuli.
The main hypothesis driving this research is that antidromic action potentials invade primary
spike initiation sites and dendrites where they modulate ionic conductances that contribute to
information encoding.
(2) Temperature Changes that Modulate Action Potential Initiation and Timing
Temperature changes can dramatically modulate neuronal activity because they affect
nearly every part of the neuron. Specifically, temperature changes influence passive biophysical
properties as well as active ionic conductances (Denys, 1991; Rosenthal and Bezanilla, 2000;
Moran et al., 2004; Peloquin et al., 2008). Poikilothermic animals are particularly susceptible to
the changes in temperature changes because they do not possess thermoregulatory organs.
Consequently, their body temperature closely tracks the ambient temperature (Soofi et al., 2014).
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Thus, they rely on behavioral choices to prevent exposure to harmful temperatures (Stillman and
Somero, 1996) and on physiological processes and adaptations to continue to functioning even
when temperature changes quickly. Poikilothermic animals are thus ideal subjects to study the
effects of temperature and the physiological processes intrinsic to the nervous system that
maintain neuronal function when body temperature changes.
The effects of temperature on many neuronal systems have been described in great detail,
and while many neurons stop functioning with temperature changes of only a few degrees
(Robertson and Money, 2012; Howells et al., 2013; Städele and Stein, 2016), there are several
examples where neurons and circuits continue to function over a broad temperature range (Katz
et al., 2004; Tang et al., 2010; Tang et al., 2012). The physiological processes that sustain the
pattern generation of neuronal activity during temperature are particularly well studied in the
pyloric circuit of the crustacean stomatogastric nervous system. The phase relationships of the
lateral pyloric (LP), pyloric dilator (PD) and pyloric constrictor (PY) neurons are maintained
over a 20°C temperature range. Phase relationships appear to be maintained through an intrinsic
coordination of ion channel temperature sensitivities such that ionic currents scale
concomitantly, allowing continued action potential generation with adequate timing (Tang et al.,
2010). However, neuronal output does not solely reflect activity at the primary spike initiation
site. Instead, propagation along the axon can alter the temporal dynamics of action potentials of
an individual neuron (Bucher et al., 2003) as well as shift the timing of action potentials between
several separate neurons. (Pumphrey and Young, 1938; Burrows, 1996; Tomasi et al., 2012;
Innocenti et al., 2014). The contributions that the axonal properties have on spike timing and
pattern maintenance at different temperature has been largely ignored.
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In the first article of Chapter 3, I address the role of axons in sustaining temperaturerobust neuronal activity as action potentials in motor neurons propagate towards the periphery.
The underlying question is whether axons can maintain the timing of action potentials generated
at the axon origin and faithfully propagate them towards their target muscles. I test the
hypothesis that axons of distinct neuron types can maintain neuronal timing over the same range
of temperatures as the primary spike initiation sites, and that they do so by coordinating ion
channel temperature sensitivities within and across the different axons.
Not all neurons and circuits appear to be intrinsically robust to the full range of
temperatures the animal may experience. Instead, they may rely on alternate or complementary
methods of temperature compensation to support their activity over a large range of
temperatures. Recent studies indicate that peptide neuromodulation can sustain neuronal activity
at different temperatures (Städele et al., 2015; Zhu et al., 2018). Neuropeptides, in particular,
have been implicated in sustaining activity in pattern generating networks (Gray et al., 1999;
Mutolo et al., 2010; Zhao et al., 2011; Shi et al., 2020). For example, neurons in the PreBötzinger complex show decreased excitability at temperatures 5°C warmer than body
temperature (Tryba and Ramirez, 2004). However, peptide neuromodulation can increase the
temperature range at which these neurons continue to function. The release of substance P can
increase excitability in the Pre-Bötzinger complex (Gray et al., 1999) and increased PACAP
receptor expression has been associated with reducing temperature-induced apneas (Shi et al.,
2020). While this suggests that peptide neuromodulation may serve as an additional means of
temperature compensation, the cellular mechanism by which peptides acts and the physiological
consequence it has toward temperature robustness remains unknown. In the second article of
Chapter 3, I address the cellular mechanism by which peptide neuromodulation increases the
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temperature range at which neuronal activity continues normally in the gastric mill network of
the stomatogastric nervous system, where temperature compensation by neuropeptide
modulation was described first (Städele et al., 2015).
(3) Receptor Diversity that Contributes to Chemical Neuromodulation
Hundreds of neurotransmitters and neuromodulators that shape neuronal activity have
been identified, and concurrently, the influences of many neuromodulators on neuronal activity
have been described. Neuronal responses to neuromodulation appear to depend on the state of
the neuron and site of modulation, thus neuromodulator actions appear manifold and highly
idiosyncratic. For example, depending on the location of the biogenic anime dopamine, it can
modulate synaptic dynamics of neurons in the stomatogastric ganglion (Flamm and HarrisWarrick, 1986a,b; Johnson and Harris-Warrick, 1990; Johnson et al., 1993,1994; Harris-Warrick
et al., 1995b; Harris-Warrick et al., 1995a; Harris-Warrick et al., 1998), but also modulate the
temporal dynamics of bursts of action potentials as they propagate towards their target muscles
along the axons of the same stomatogastric neurons (Bucher et al., 2003). Similarly, Serotonin
enhances neurotransmitter release at a crayfish neuromuscular junction (Delaney et al., 1991;
Qian and Delaney, 1997), but has more variable effects on the rest of the escape circuit.
Depending on both the release site, release rate, and concentration of serotonin the crayfish
escape circuit can become more or less excitable (Herberholz et al., 2001; Edwards and Spitzer,
2006).
For many neuromodulators no function has yet been identified. For example, the effects
of only a handful of the more than 100 different neuromodulators that are present in the
hemolymph surrounding the Jonah crab stomatogastric ganglion have been identified (DeLaney
et al., 2021).
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Studying the effects of neuromodulators is further complicated because they may not act
in isolation. While many experiments focus on individual neuromodulators, they are far more
likely to be released in multiplicity. For example, co-transmission of neurotransmitters and
neuromodulators has been described for a wide variety of invertebrate (Blitz and Nusbaum,
1999; Wood et al., 2000; Nusbaum et al., 2001; Christie et al., 2004; Stein et al., 2007; DeLong
et al., 2009a) and vertebrate neurons (Parker, 2000; Svensson et al., 2019). Furthermore, many
neuromodulators are released in an endocrine or paracrine fashion and reach their targets in
different combinations and concentrations. Individually, the influence of many neuromodulators
is well described, but very little is known about their interactions or combined effects on
neuronal activity. For example, large numbers of potentially neuromodulatory peptides are
released into the hemolymph that bathes the stomatogastric ganglion when crabs feed (DeLaney
et al., 2021). Yet, only the effects of a very small subset of these peptides have been tested, and
most of them individually in the absence of others.
The response of a neuron to a given neuromodulator is determined by the receptor
through which the modulator acts. A prerequisite to understand the actions of neuromodulators is
thus to identify which receptors are present, where they are expressed and in what density. For
example, in the pyloric circuit of the stomatogastric ganglion, individual neurons express
different combinations of peptide receptors (Swensen and Marder, 2000; Nusbaum et al., 2001;
Swensen and Marder, 2001). All of these receptors elicit the same ionic current, but different
combinations of neurons are activated with the release of an individual peptide, making the
receptor diversity a critical factor for the modulation of motor pattern generation (Stein et al.,
2016).
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Receptor expression is also not static. Recently, is was shown that serotonin receptor
expression varied on a daily basis in the sea slugs, Tritonia and Pleurobranchii, and that
expression correlated with whether their swim circuits could be activated or not (Tamvacakis et
al., 2018). Other studies have shown that receptor expression can change for a variety of reasons
including temperature changes (Tomanek, 2010), and activity changes (Schulz and Lane, 2017)
among others. Differences in receptor expression may also account for the seemingly overabundance of neuromodulators available to many systems.
Characterizing the diversity of receptors available to a given nervous system or parts of it
is therefore an initial step to understanding neuromodulator function. Genetic approaches to
identifying receptor genes have facilitated our ability to take this first step. Genome and
transcriptome sequencing have supported the identification of receptors while the development
of molecular tools have created ways to manipulate receptor actions and expression. The true
power of these techniques in their combination with electrophysiology. By integrating all three
approaches receptor function, diversity, and physiological consequences for neuronal activity can
be tested. In the final chapters of my thesis I develop detailed protocols of both
electrophysiological, and genetic and molecular approaches to improve the integration of these
techniques. In Chapter IV, I describe two vital electrophysiological protocols; how to stimulate
action potentials in an axon and how to measure action potential conduction velocity. In Chapter
V, I develop a workflow to guide the identification and characterization of neuromodulator
receptors that can be manipulated by molecular techniques and functionally tested by
electrophysiological ones. While this has the ability to improve our understanding of
neuromodulation, this chapter is also specifically targeted at increasing the involvement of
undergraduate researchers in physiological research by making research more accessible.
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Studying Cellular Mechanisms of Modulation in the Crustacean Nervous System
For most of my studies in this thesis, I used the well-characterized pyloric and gastric
mill central pattern generators within the crustacean stomatogastric ganglion (STG). The STG is
a midline ganglion in the stomatogastric nervous system that contains ~30 neurons (Stein, 2009).
The pyloric and gastric mill motor circuits within it have been used for decades to investigate
rhythmic pattern generation at the cellular and circuit levels (Stein et al., 1997; Nusbaum and
Beenhakker, 2002; Marder and Bucher, 2007), neuromodulation (Harris-Warrick, 2011; Taghert
and Nitabach, 2012; Bucher and Marder, 2013; Nusbaum, 2013; Nadim and Bucher, 2014;
Städele et al., 2015; Stein, 2017) and inter-individual variability (Prinz et al., 2004; Schulz et al.,
2006; Schulz et al., 2007). Their activity underlies the chewing and filtering of food within the
stomach and pylorus, respectively.
The connectivity of neurons within the STG has been well characterized for over a
decade (Selverston et al., 1976; Nusbaum and Marder, 1989). Figure 1 shows the connectivity
diagram of both the pyloric and gastric mill circuits. Neurons participating in the gastric mill
rhythm are represented in blue while those in the pyloric rhythm in green. Some neurons
participate in multiple rhythms and are thus shaded with colors from both rhythms they
contribute to (ie blue-green shaded neurons can contribute to both, the pyloric and gastric mill
motor patterns). Most STG neurons have homologs in other decapod crustacean species,
allowing for the characterization of neuronal properties across species and identification of
general motifs underlying neuronal function (Stein et al., 2016).
The STG is regularly exposed to modulation from synaptic, hormonal, and environmental
influences. Cancer borealis, the crab species I used, is a cold-water crab that lives in the benthic
waters off the northeastern American coast. They can be exposed to many environmental
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Figure 1.1. The connectivity of the STG neurons. The colors of each neuron indicate which
rhythm the neuron participates in. Neurons that participate in the pyloric rhythm are colored
green, while gastric mill neurons are colored blue. Some neurons participate in multiple rhythms
and are depicted as a combination of the colors for each rhythm. The pyloric rhythm is driven
by the pacemaker ensemble encased in a green box, while the gastric mill rhythm is driven by a
half-center oscillator encased in a blue box. The STG neurons interact through inhibitory and
electrical synapses. Neuron abbreviations: AB anterior burster, PD pyloric dilator, LPG lateral
posterior gastric, LP lateral pyloric, IC inferior cardiac, LG lateral gastric, MG medial gastric,
GM gastric mill, PY pyloric constrictor, VD ventricular dilator, Int1 interneuron 1, AM anterior
median, DG dorsal gastric.

changes including changes in water pH (Appelhans et al., 2012), oxygenation (Taylor, 1982),
salinity (Curtis et al., 2010), and temperature (Soofi et al., 2014) that occur on time scales from
seconds to annual events. Additionally, many neuromodulators are present in the STG,
particularly biogenic amines and neuropeptides (Marder and Thirumalai, 2002; Stein, 2017).
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Neuromodulators are released either directly into the STG neuropil by descending projections
from the CoGs and brain (Nusbaum and Beenhakker, 2002; Marder and Bucher, 2007; Stein,
2009; Blitz and Nusbaum, 2011; Nusbaum and Blitz, 2012), or through the circulatory system as
neurohormones (Nusbaum and Beenhakker, 2002; Marder and Bucher, 2007; Stein, 2009; Blitz
and Nusbaum, 2011). For many neuromodulators, the actions have been well characterized and
include the modulation of synaptic transmission and intrinsic neuronal properties (Katz and
Frost, 1996; Nusbaum and Beenhakker, 2002; Birmingham and Tauck, 2003; Dickinson, 2006;
Stein, 2009; Harris-Warrick, 2011; Marder, 2012). Specific currents that are activated in
response to neuromodulation are also described and in several cases, multiple neuromodulators
are known to converge upon a single current (Swensen and Marder, 2001).
The pyloric rhythm is a continuous triphasic rhythm that is driven by the activity of an
ensemble of pacemaker neurons. It is characterized by the highly stereotyped rhythmic bursting
of three types of neurons, the lateral pyloric (LP), the pyloric constrictor (PY), and pyloric dilator
(PD) neurons, each of which is individually identifiable. The phase relationship of these three
neurons is considered a critical aspect of the motor pattern function. It is well-maintained across
animals and even species (Bucher et al., 2005; Tang et al., 2010; Soofi et al., 2014; Stein, 2017;
Martinez et al., 2019).
The gastric mill rhythm, on the other hand, is an episodic, biphasic rhythm that is
activated by descending modulatory input from higher order neurons and by sensory pathways
(Nusbaum and Beenhakker, 2002; Stein, 2017). It is driven by two reciprocally inhibitory halfcenter oscillator neurons, the lateral gastric (LG) neuron and interneuron 1 (Int1). Together with
the follower gastric neurons, the gastric mill circuit controls protraction and retraction of the
medial tooth and two lateral teeth within the stomach (Stein, 2017)
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Sensory Feedback to the STG Central Pattern Generators
Like in other motor systems, sensory feedback plays an important role in the control of
the STG motor circuits (Smarandache et al., 2008). Two proprioceptive pathways have been
investigated in detail; the gastropyloric receptor (GPR) (Katz et al., 1989; Katz and HarrisWarrick, 1989) and anterior gastric receptor (AGR) neuron pathways (Simmers and Moulins,
1988; Combes et al., 1993; Combes et al., 1995). Of the two pathways, AGR can easily be
accessed with electrophysiological methods as its soma is located within the STG, just posterior
to the cell bodies of the pyloric and gastric mill CPG neurons (Fig. 1.2A inset). AGR is a singlecell bipolar muscle-tendon organ that senses the muscle tension of the gastric mill 1 (GM1)
muscles (Combes et al., 1995). These are the largest bilaterally symmetric muscles in the
stomach, and they control the power stroke of the medial tooth (Fig. 1.2A). AGR encodes muscle
tension as bursts of action potentials, in which the maximum intraburst frequency reflects the
intensity of the tension and the burst duration corresponds to the duration of the muscle
contraction (Fig. 1.2B). AGR is activated during isometric contractions or passive stretch of the
GM1 muscles (Combes et al., 1995; Daur et al., 2012), which can occur at various phases of the
chewing rhythm (Smarandache et al., 2008). AGR's feedback entrains the gastric mill rhythm via
long-loop polysynaptic pathways from upstream projection neurons in the distal commissural
ganglia (Daur et al., 2012). Its bursting contributes to the timing and burst durations of the
gastric mill neurons (Smarandache and Stein, 2007). All of AGR's sensory functions are
mediated by action potentials that propagate orthodromically from its sensory dendrites to the
commissural ganglia (Fig. 1.2C). These action potentials are generated at AGR's primary spike
initiation site that is located close to where AGR innervates the GM1 muscles (Combes et al.,
1995).
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Figure 1.2. AGR is a bipolar proprioceptive neuron. A. Schematic of the STNS. AGR
projects a bipolar axon (green) from its soma in the STG antidromically toward the gastric mill
muscles and orthodromically toward the commissural ganglia. Inset: Desheathed stomatogastric
ganglion. B. AGR generates spontaneous ectopic action potentials (red) in the absence of muscle
tension. AGR encodes muscle tension as a burst of action potentials (blue). C. Action potentials
on the AGR axon can be recorded at multiple sites. Ectopic action potentials are initiated near
the STG and propagated bidirectionally while orthodromic action potentials are initiated near
the gastric mill muscles and propagate unidirectionally. Abbreviations: CoG commissural
ganglion, ion inferior oesophegeal nerve, son superior oesophegeal ganglion, stn stomatogastric
nerve, dgn dorsal gastric nerve, GM1 gastric mill 1 muscle, AGR anterior gastric receptor
neuron.

However, AGR has an additional, ectopic, spike initiation site near the neuropil of the
STG where it generates spontaneous action potentials far from the primary spike initiation site
(Städele and Stein, 2016). These ectopic action potentials are generated at low tonic frequencies
when the primary spike initiation site is silent. During an active gastric mill rhythm, this occurs
periodically when muscle tension diminishes during the retraction of the medial tooth. AGR's
ectopic action potentials can travel bi-directionally; orthodromically toward the axon terminals in
the commissural ganglia and antidromically toward the primary spike initiation site and sensory
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dendrites (Fig. 1.2C). While it is known that the orthodromic ectopic action potentials regulate
the gastric mill circuit's response to sensory feedback (Bevengut et al., 1997; Daur et al., 2009),
the role of the antidromic action potentials is less well understood. Because AGR’s ectopic spike
initiation site is located at the anterior end of the STG neuropil and several small neurites branch
off the AGR axon in this area (Städele and Stein, 2016), the AGR axon, and potentially its
ectopic spike initiation site, may be subject to a similar modulation as the other STG neurons. In
fact, it is known that the AGR axon can be modulated by biogenic amines (Städele and Stein,
2016).
In Chapter II, I study the impact of neuromodulation on AGR's ectopic spike initiation
site, and the influence this has on AGR’s sensory function. Specifically, in the first article of
Chapter II, I test the hypothesis that backpropagating ectopic action potentials invade the primary
spike initiation site and the peripheral dendrites to alter AGR's sensory response to muscle
tension.
In the second article of Chapter II, I study the modulation of AGR's ectopic spike
initiation site by the biogenic amine, histamine. Specifically, I demonstrate that the inferior
ventricular (IV) neurons diminish AGR's ectopic firing rate through the release of histamine. The
IV neurons are a pair of chemosensory pathway neurons that project from the brain to the STG.
They become active when the animal encounters food (Stein et al., 2006) and release the cotransmitters histamine and FMRFamide (Christie et al., 2004). It appears that the IV neuron's
transmitter release is spatially divergent, with FMRFamide being selectively released in the
commissural ganglia, while histamine is released in the STG (Christie et al., 2004). I test the
hypothesis that histamine released from the IV neurons modulate the frequency of
backpropagating ectopic action potentials that invade AGR’s primary spike initiation site, and by
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doing so alter AGR's sensory response. This would allow a chemosensory pathway to directly
modulate a receptor of different sensory modality, namely that of proprioceptive feedback from
the muscles.
Temperature Compensation in the Pyloric Circuit
Crabs have no thermoregulatory organs. Consequently, their body and nervous system
temperature closely tracks the ambient water temperatures they are exposed too. Annually, Jonah
crabs experience water temperatures ranging from 3°C to 18°C
(http://www.cfrfoundation.org/jonah-crab-lobster-research-fleet; accessed 2021/02/19). To
support survival, STG circuits appear to possess physiological adaptations that sustain their
activities at the different temperatures the animal is exposed too. In particular, the temperature
response of the pyloric circuit has been well characterized. As temperature rises the pyloric
rhythm cycle frequency increases but the PD, LP, and PY neurons phase relationships are
maintained between ~7°C and ~26°C (Tang et al., 2010; Soofi et al., 2014). Since phase
relationships of these neurons are considered integral to the function of the pyloric circuit and
control of the pylorus filter apparatus (Rezer and Moulins, 1983; Morris and Hooper, 1997), the
rhythm is considered functionally intact in over temperature range. Several studies have
described processes that support phase maintenance while allowing the cycle frequency to vary.
Independently of temperature, the strength and timing of inhibition from the AB and PD neurons
on the LP and PY neurons contribute to phase maintenance (Mamiya and Nadim, 2004; Mouser
et al., 2008), as well as interactions of the transient outward Potassium current (IA) and
hyperpolarization-activated inward current (Ih; Tierney and Harris-Warrick, 1992; Rabbah and
Nadim, 2005). With respect to temperature changes, computational studies indicate that
coordination of the temperature sensitivities (Q10s) between ionic conductances, including
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opposing ones such as Ih and IA, could maintain the sensitive balance of these conductances when
temperature rise. This would allow for a continuous functioning neurons at different
temperatures (Tang et al., 2010). These studies focus on mechanisms that maintain pattern
generation, but this is only one component of functional neuronal output. The adequate
propagation of action potentials along axons is critical to maintain centrally generated patterns
for neuronal output, and in particular for motor neurons like the LP, PD and PY neurons,
centrally generated patterns for muscle activation. Whether the pyloric axons support
temperature-robust action potential propagation is unknown as are the mechanisms that axons
may use maintain action potential timing during temperature changes.
Like in many other motor systems, several types of neurons with distinct morphologies
and biophysical properties in the pyloric circuit must be coordinated to enable the sequence of
muscle contractions necessary for adequate behavioral performance. The pyloric neurons show
distinct ionic conductances (Prinz et al., 2003; Schulz et al., 2007), morphologies (Otopalik et
al., 2017; Otopalik et al., 2019), and propagate action potentials at different velocities along their
axons. This raises the question if, and if so, how the phase relationships between these neurons
can be maintained at elevated temperatures as action potential travel towards the muscles. It is
well established that rising temperature increases action potential propagation velocity (Hodgkin
and Huxley, 1952b; Hodgkin, 1954; Poulter et al., 1993). However, even if all axons were
affected similarly, and velocities increased proportionally, maintaining action potential timing
between axons is challenging (Fig. 1.3). The reason behind this is that proportional increases in
velocity magnify the differences in velocity and by doing so alters timing between axons (Fig.
3). Therefore, possessing axons with similar temperature responses is unlike to support adequate
propagation for distinct neuronal types. Instead, because each pyloric axon propagates a single
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Figure 1.3. Proportional changes in velocity alter the timing of action potentials between
axons when they have distinct velocities. A. these are pretend axons – say that like a scientist.
Identical axons maintain timing at both cold and hot temperatures. B. Distinct axons propagate
action potentials at different velocities at cold and warm temperatures. When the velocity
increases by the same proportion in both axons the timing between axon differs when
temperature changes.

component of the pyloric rhythm and there is no feedback between axons on their way to the
muscles that can correct the timing of action potentials between them, one would expect that the
temperature responses of the pyloric axons such that propagation velocity increases less with
temperature in faster axons than slower ones.
In the first article of Chapter III, I determine that the axons of the pyloric neurons sustain
action potential timing over the same temperature range as the pyloric rhythm is functionally
generated. Using computational modelling, I then demonstrate that coordinating the temperature
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responses of ion channels in a single axon is not sufficient to maintain timing between multiple
neurons with distinct velocities. Instead, the ratio of temperature responses between axons is far
more important and specifically, the ratio of the Sodium channel maximum conductance and
time constant temperature sensitivity in one axon with respect to the other.
Temperature Compensation in the Gastric Mill Circuit
In contrast to the continuously active pyloric rhythm, the gastric mill rhythm is episodic.
Its activation relies on modulatory input from descending projection neurons (Nusbaum et al.,
1992; Coleman et al., 1995; Hedrich et al., 2009). Of the gastric mill rhythms described, the
temperature responses of the gastric mill rhythm elicited by the modulatory commissural neuron
1 (MCN1) is the most well-characterized. Figure 1.4 shows the synaptic interactions between
MCN1 and the gastric mill half-center oscillator circuit neurons LG and Int1. MCN1 excites
spiking in the LG neuron through the summation of excitatory electrical post synaptic potentials
(ePSPs) and excitatory chemical transmission. Tonic stimulation of MCN1 elicits a gastric mill
rhythm in which the LG and Int1 neurons burst in alternation. This rhythmic activity is a result of
several factors including reciprocal inhibit of LG and Int1 (Coleman and Nusbaum, 1994),
divergent co-transmitter release from MCN1 (Stein et al., 2007), and because LG inhibits
chemical excitation from MCN1 (Bartos and Nusbaum, 1997).

Figure 1.4. Connectivity of the descending input and feedback between the MCN1 and the
gastric mill half-center oscillator circuit neurons. MCN1 has divergent co-transmitters at its
chemical synapses such that LG is excited by peptide modulation (Cancer borealis tachykininrelated peptide 1, CabTRP) and Int1 is excited by γ-aminobutyric acid (GABA; Stein et al.,
2007). The MCN1 gastric mill rhythm depends on a combination of connectivity and
neuromodulator release and time course (Coleman et al., 1995; Stein et al., 2007).
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If MCN1 input to the STG remains constant the gastric mill rhythm is disrupted by a
modest temperature increase of only a few degrees (Städele et al., 2015). This is due to LG
failing to generate bursts of action potentials, which disrupts the entirety of the gastric mill
rhythm (Stein et al., 2007). The main reason for the LG spike failure is a temperature-induced
increase in leak conductance which shunts the membrane and reduces excitability. The gastric
mill circuit thus appears to lack an intrinsic robustness to temperature changes, which contrasts
the properties of the pyloric circuit.
The strong temperature sensitivity of the gastric mill rhythm was only revealed in in vitro
studies, i.e. in isolated ganglion preparations where extrinsic modulatory influences had been
removed or were strictly controlled. In intact animals, or when upstream modulatory neurons
were left intact and exposed to temperature changes, the gastric mill rhythm continues to
function over a wider temperature range (Städele et al., 2015; Powell et al., 2021). This suggests
that extrinsic modulatory influences may maintain the gastric mill rhythm. Indeed, MCN1
releases the peptide Cancer borealis tachykinin-related peptide Ia (CabTRP Ia; Christie et al.,
1997; Stein et al., 2007; DeLong et al., 2009b) and augmenting MCN1's influence in vitro via
increasing its firing frequency or via bath application of CabTRP Ia is sufficient to rescue the
gastric mill rhythm at warm temperatures. Temperature compensation of gastric mill rhythm is
mediated through extrinsic neuromodulation.
CabTRP Ia, like several other neuropeptides and muscarinic agonists, activates the
modulator-induced current, IMI (Wood et al., 2000; Stein et al., 2007) in STG neurons. This
current is a second messenger-activated voltage-dependent inward current similar to that evoked
by NMDA (Swensen and Marder, 2000). There are implications that the negative linear slope in
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a portion of the IMI current-voltage relationship acts as a negative leak conductance (Zhao et al.,
2010) and artificial subtraction of a linear leak current via dynamic clamp is sufficient to restore
the gastric mill rhythm at warm temperatures. (Städele et al., 2015) This suggests CabTRP Ia
restores the gastric mill rhythm at warm temperatures though the negative leak component of IMI.
In the second article of Chapter III, I test the hypothesis that the loss of LG’s neuronal
activity at warm temperatures is due to reduced electrical spread in its dendrites. As the
temperature increases, so too does the leak conductance, which I predict shunts the spread of
post synaptic potentials in the LG dendrites and prevents the post synaptic summation necessary
for action potential initiation. I also predict that CabTRP Ia, via the activation of IMI, counteracts
this temperature-induced electrical shunt and restores electrical spread in the dendrites.
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CHAPTER II: ECTOPIC ACTION POTENTIALS MODULATE SENSORY ENCODING
This chapter contains two published peer-reviewed articles that focus on the modulation
of the proprioceptive neuron, AGR, by antidromic action potentials. In the first article, we show
that ectopic action potentials that are spontaneously generated in the axon of AGR propagate
antidromically towards the periphery. These action potentials not only invade the peripheral
dendrites, but they also influence spike generation when AGR encodes muscle tension. We
found that higher ectopic spike frequencies delayed peripheral spiking and reduced burst
duration and number of spikes generated, demonstrating that action potentials that invade
sensory dendrites can modulate encoding properties of the sensory neuron. Our accompanying
computational model predicts that slow hyperpolarizing ionic conductances either at the
peripheral spike initiation site or in the sensory dendrites facilitate these effects.
In the second article, we expanded upon the concept of antidromic action potentials that
invade and modulate sensory dendrites. We show that the frequency of AGR’s ectopic action
potentials is modulated by a pair of chemosensory descending projection neurons called the IV
neurons. Release of histamine from the IV neurons directly diminishes ectopic firing in AGR’s
axon and we show that the resulting firing frequency reductions increase AGR’s response to
muscle stretch. This demonstrates not only that antidromic action potentials alter sensory
responses when they invade the sensory periphery, but also that this mechanism allows
descending modulatory pathways to enhance sensory responses. Importantly, this suggests that
chemosensory pathways can prime the sensitivity of proprioceptive neurons for upcoming tasks.
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Long-Distance Modulation of Sensory Encoding via Axonal Neuromodulation
This article was adapted from “Margaret Louise DeMaegd & Wolfgang Stein (2018)
Long-Distance Modulation of Sensory Encoding via Axonal Neuromodulation. In: Sensory
Nervous System (Heinbockel T, ed). Rijeka: InTech Open.”
Abstract
The neuromodulatory system plays a critical role in sensorimotor system function and
animal behavior. Its influence on axons, however, remains enigmatic although axons possess
receptors for a plethora of modulators, and pathologies of the neuromodulatory system impair
neuronal communication. The most dramatic neuromodulatory effect on axons is ectopic spiking,
a process common to many systems and neurons during which action potentials are elicited in
the axon trunk and travel antidromically toward the site of sensory transduction.
We argue that ectopic action potentials modify sensory encoding by invading the primary
spike initiation zone in the periphery. This is a particularly intriguing concept, since it allows the
modulatory system to alter sensory information processing. We demonstrate that aminergic
modulation of a proprioceptive axon that elicits spontaneous ectopic action potentials changes
spike frequency, which determines the burst behavior of the proprioceptor. Increasing ectopic
spike frequency delayed the peripheral burst, caused reductions in spike number and burst
duration, and changes in sensory firing frequency. Computational models show these effects
depend on slow ionic conductances to modulate membrane excitability. Thus, axonal
neuromodulation provides a means to rapidly influence sensory encoding without directly or
locally affecting the sites of stimulus reception and spike initiation.

22

Introduction
Flow of information in neurons of the sensory nervous system, as in the central nervous
system, is usually thought of as unidirectional. The function of sensory neurons is to supply the
central nervous system with information from the periphery, and this information is transmitted
through action potentials (APs) propagating along the sensory axons. While this concept was
introduced early in the history of neuroscience in Cajal's neuron doctrine, it has been challenged
many times. Such challenges include examples from retrograde transport from the synaptic
terminals to the soma, which affects slow homeostatic processes (Sanyal et al., 2004), to APs
that backpropagate from the axon initial segment into the dendritic regions where they modulate
postsynaptic signaling and contribute to coincidence detection on fast time scales (Stuart and
Hausser, 2001; Wu et al., 2012). Even axons, which are traditionally seen as faithful
unidirectional conductors, can propagate APs backwards towards the axon origin (Bucher and
Goaillard, 2011). Propagation direction depends on where APs are initiated, which is typically a
spike initiation zone (SIZ) at the axon initial segment, near the axon hillock. Here, the
excitability of the neuronal membrane is at its highest and integrated synaptic or sensory
information has easy access.
The last decades have shown that membrane excitability, including that of the axon, is
subject to changes depending on a diverse set of intrinsic and extrinsic conditions. The
neuromodulatory system, for example, plays a critical role in sensory processing as a major
contributor to the plasticity maintaining sensorimotor system function and animal behavior
(Nadim and Bucher, 2014). It typically targets local signal encoding, transmission, and AP
initiation by modulating ion channel conductances though metabotropic (typically G-protein
coupled) receptors. Modulator influences on long distance communication, however, remain
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enigmatic even though axons possess receptors for a plethora of modulators (Bucher and
Goaillard, 2011), and pathologies of the neuromodulatory system impair neuronal
communication. Recent evidence suggests that neuromodulator-induced changes in axon
membrane excitability facilitate AP propagation dynamics (Ballo et al., 2010; Ballo et al., 2012;
Zhang et al., 2017), and may serve to adapt sensory functions to different behavioral conditions.
The most dramatic change in axonal excitability is ectopic AP generation, a process
common to many systems and neurons (Dubuc et al., 1988; Pinault, 1995; Waters et al., 2005;
Ma and LaMotte, 2007; Papatheodoropoulos, 2008; Bucher and Goaillard, 2011). In this case,
axon trunk excitability increases to superthreshold levels, and APs are generated spatially distant
from the primary SIZ. Since the axon membrane surrounding the AP initiation site is not
refractory, APs propagate in both directions, orthodromically towards the axon terminal and
antidromically towards the dendritic sites of signal integration. Excitability changes leading to
ectopic spiking can be caused by various influences, including slow changes in local or global
neuromodulators, external conditions such as temperature, or in different hormonal or
pathological states. On faster time scales, antidromic APs can be elicited by axo-axonic
synapses, such as those present in hippocampus (Schmitz et al., 2001), cortex (Feldmeyer et al.,
2017), and most sensory neurons (Bevengut et al., 1997; Cattaert et al., 2001; Fink et al., 2014).
Furthermore, external axon stimulation is a common technique used by physicians to test reflex
function and treat chronic neuropathic pain (Song et al., 2014). Little is known about the origin,
control and functional effects of these additional APs. While postsynaptic effects of ectopic APs
that propagate orthodromically have been shown, the effects of antidromic APs on information
processing are mostly unknown (Bevengut et al., 1997).

24

In pseudounipolar neurons of the sensory system, such as pain fibers, proprioceptors, and
somatosensory neurons, ectopic APs travelling towards the periphery may more easily invade the
primary SIZ and the sensory dendrites. In these neurons, there is no soma between the axon and
sensory dendrites, which is why in this case the latter are often referred to as receptive endings
instead. Without a soma between the axon and the receptive endings, these neurons have fewer
impedance changes (Grossman et al., 1979) to stop antidromic AP propagation from reaching the
periphery. Despite, ectopic APs typically having lower frequencies, AP collisions (Follmann et
al., 2015) and failures due to refractory membrane block (Zhang et al., 2006) must be rare
whenever the sensory neuron's primary SIZ is silent, giving ectopic APs ample opportunity to
invade the receptive endings in the periphery.
We argue using a 'simple' proprioceptor and computational modeling, that antidromic
traveling ectopic APs modify sensory encoding by invading the primary SIZ in the periphery,
and modulating membrane excitability. This is a particularly intriguing concept, since the
frequency of antidromic APs can be determined through external stimulation, or through
neuromodulatory or synaptic actions on the axon trunk. These actions may allow the humoral
and nervous systems to alter sensory information as it travels towards the central nervous system.
To test our hypothesis, we utilized the experimentally advantageous anterior gastric receptor
(AGR; Smarandache and Stein, 2007; Smarandache et al., 2008). AGR is a single-cell muscle
tendon organ in the crustacean stomatogastric ganglion (Combes et al., 1995) - a wellcharacterized system for the investigation of cellular and circuit neuromodulation (Stein, 2017).
AGR generates ectopic APs in its several centimeter-long axon trunk, spatially distant from the
primary SIZ in the periphery (Daur et al., 2009). To test whether changes in AGR's ectopic AP
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frequency determine peripheral information encoding, we elicited different ectopic frequencies
using extracellular axon stimulations while we chemically elicited peripheral AP bursts.
Our data show that ectopic APs propagated without failures towards the periphery, where
they invaded the primary SIZ and caused three distinct frequency-dependent actions on sensory
encoding: 1) an increase burst onset latency, 2) a reduction AP number, and 3) a reduction the
burst duration. These effects increased when ectopic APs continued throughout the encoding of
sensory information and caused significant frequency-dependent decreases in the average and
maximum frequency. Using computational models of generic neurons, we show that slow ionic
conductances facilitate antidromic AP modification of sensory encoding. Slow ionic
conductances, such as those elicited by persistent Sodium, hyperpolarizaton-activated (HCN),
and slow Potassium channels are ubiquitous in neurons and axons (Shu et al., 2007; Jiang et al.,
2008; He et al., 2014), indicating that sensory modification by antidromic APs may be inherent
to many other systems. We conclude that axonal neuromodulation provides a means to rapidly
influence sensory encoding via ectopic APs that invade the periphery, without directly or locally
affecting the sites of stimulus reception and AP initiation.
Materials and Methods
Dissection
The stomatogastric nervous system (STNS) of adult male crabs (Cancer borealis) was
isolated following standard procedures (Gutierrez and Grashow, 2009), and superfused with
physiological saline (10-12°C, Städele and Stein, 2016) KCl was increased 10 to 20 fold for high
Potassium (K+) saline. To maintain osmolarity, NaCl was reduced appropriately. K+ saline
depolarizes the membrane, and its effective concentration was determined for each preparation.
Octopamine hydrochloride (OA, Sigma Aldrich) was diluted in saline to the desired
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concentration (0.1-100µM). OA was cooled to 10-12°C and manually applied to the isolated
STG in a petroleum jelly well. As a control, saline was applied at the same temperature 3min
before each neuromodulator application. Measurements were taken in steady-state (2-5min after
OA wash in). To prevent cumulative effects due to repeated modulator application, wash-outs
were 5min long with continuous superfusion of cooled saline. Peripheral bursts were elicited
with a 0.1-0.5s puff of K+ saline to a continuously saline-superfused well around the pdgn. To
prevent accumulation of modulator effects 60-90s washout occurred between puffs.
Extracellular recordings, stimulations, and optical imaging
Standard techniques were used for extracellular recordings and data analysis (DeMaegd
et al., 2017). The activity of AGR was monitored on multiple extracellular recordings
simultaneously, namely on the stomatogastric nerve (stn), the dorsal gastric nerve (dgn), and the
supraoesophageal nerve (son), see Figure 1A). To identify AGR, we used APs recorded on the
dgn or stn and performed a time-correlation analysis (multisweep). Ectopic APs (1-10Hz) were
elicited with extracellular nerve stimulation (Städele et al., 2017) of the AGR axon trunk. The
lipophilic voltage-sensitive dye Di-4-ANNEPDHQ (Obaid et al., 2004) was used according to
published protocols (Follmann et al., 2017). To facilitate access of the dye to the axons, the
connective tissue sheath of the pdgn was manually removed. We used event-triggered averaging
of APs to improve the signal-to-noise ratio of the optically recorded data (similar to Städele et
al., 2012).
Data analysis, statistics, and figure preparation
Data were analyzed using scripts for Spike2 (available on www.neurobiologie.de/spike2).
To compute the EC50 of OA, instantaneous ff. was normalized to control frequencies, then to the
minimum and maximum frequency within each animal. Average response to OA±SD are plotted.
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To compare changes in burst parameters, results were normalized to the control bursts measured
before stimulation and plotted as a function of the normalized difference. Mean normalized
differences±SD are plotted. Pearson correlation analyses were used to assess changes in AGR
peripheral burst activities in response to forcing different AGR ectopic AP frequencies. Tests
were computed in SigmaPlot (version 12 for Windows, Systat Software GmbH, Erkrath,
Germany). Final figures were prepared with CorelDRAW Graphics Suite (version X7, Corel
Corporation, Ottawa, ON, Canada).
Modeling
Computation models were designed using NEURON (Hines and Carnevale, 2001) using
standard Hodgkin-Huxley ionic conductances in a cable model of an unmyelinated axon. The
model length was set to 1.213cm with 10μm compartments and the axon diameter was 0.6μm.
Axial resistivity (28Ω*cm) and membrane capacitance (1μF/cm2) were constant through the
length of the neuron. The neuron had three sections, the axon (1012µm), the peripheral SIZ
(100µm), and the dendritic terminal (101µm). Active channel properties were conserved in the
axon and peripheral SIZ, except only the peripheral SIZ had Ih or IKs (Table 1).

Table 1. Parameters of Ionic Currents Used in Computational Models
Ionic
gating
g̅ max
current (mS/cm2)
INa
0.4
m3
h
IKd
1.09
n4
IKs
0.1
n4
Il
0.0016
Ih
0.103
h

Activation function

Tau (ms)

1/(1+exp(-0.4(36+v))
1/(1+exp(39.5+v))
1/(1+exp(0.125(-33-v)))
1/(1+exp(0.125(-33-v)))

0.19exp(-0.05(v+40)
40exp(-0.025(v-55))
55exp(-0.015(v-28))
4000/cosh((v+73)/21)

1/(1+exp((v+70)/7)

300 or 3000
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Ex
(mV)
50
-77
-90
-60
-10

Results
Antidromic ectopic action potentials invade the site of sensory encoding
The effects of antidromic APs on sensory encoding can be experimentally challenging to
delineate. We use the anterior gastric receptor neuron (AGR) of the crab, C. borealis because it
is experimentally advantageous. AGR is a bipolar single-cell muscle tendon organ that projects
two axons from its cell body - one towards the peripheral gastric mill 1 (gm1) muscles, and one
to the commissural ganglia (CoGs, Fig. 2.1A), where it innervates premotor control neurons
(Hedrich et al., 2009). The CoGs are analogous to the vertebrate brainstem, and contain a set of
descending projection neurons that modulate downstream motor circuits in the stomatogastric
ganglion (STG) and promote appropriate behavioral responses. The primary function of AGR is
to encode information about changes in gm1 muscle tension and to convey this to the CoG
networks. Sensory information is encoded as bursts of APs with maximum frequencies between
20-30Hz at the primary SIZ in close proximity to the peripheral gm1 muscles (Fig. 2.1B). APs
generated at this site are propagated unidirectionally towards the integrating centers in the
upstream CoGs. Fig. 2.1C shows an in-situ recording of AGR, using multiple extracellular
recordings at different sites along its axons. AGR burst activity was elicited by isometric gm1
muscle contractions that increased muscle tension (similar to Smarandache et al., 2008). All APs
in this burst were recorded first in the dorsal gastric nerve (dgn), through which AGR innervates
the gm1 muscles. They then passed through the soma before reaching the stomatogastric (stn)
and superior esophageal (son) nerves, through which the AGR axon innervates the CoGs. The
soma lies posterior to the STG, and functionally and physically connects the two AGR axons.
Unlike most neuronal somata, AGR's cell body possesses active properties and thus act as a
continuation of the axon (Daur et al., 2012).
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In addition to the peripheral SIZ, AGR generates APs at a second SIZ in its axon trunk
whenever no sensory bursts are produced (Fig. 2.1B, Smarandache et al., 2008). These APs first
occurred in the stn, before appearing on the dgn and son (Fig. 2.1C). These spontaneous APs
thus traveled bidirectionally from the axon trunk towards the CoGs and the periphery, and were
not elicited at the primary SIZ. Previous studies have estimated that these ectopic APs originate
approximately 225microns anterior to the STG neuropil, near the origin of the stn (Städele and
Stein, 2016). Thus, they were initiated spatially distant from the primary SIZ, at an approximate
distance of 1cm. AGR maintains its firing properties and SIZs even when isolated. In these in
vitro conditions, the gm1 muscles are dissected away from the peripheral dendrites, removing the
source of sensory stimuli, and only STG, CoGs, and the connecting nerves containing AGR's
axons are retained (see Fig. 2.1A). Sensory-like bursts can be generated when short puffs of K+
physiological saline are applied locally to the peripheral dendrites. In the experiment shown in
Figure 2.1B, a petroleum jelly well was placed around the pdgn containing the sensory dendrites
of AGR (Fig. 2.1A) and a puff of K+ saline was applied (see Materials and Methods). The
elicited APs first appeared on the pdgn, demonstrating that they were initiated at the peripheral
application site (Fig. 2.1C). Spontaneous APs elicited in between peripheral bursts were first
recorded in the stn and dgn. Then, again past the stn in the son, near the CoGs, while
simultaneously continuing past the dgn to the pdgn containing the peripheral dendrites of AGR.
This is consistent with previous results (Daur et al., 2009; Städele and Stein, 2016) and the intact
animal (Smarandache et al., 2008), and suggests that these in vitro spontaneous tonic APs are
generated ectopically in AGR's axon trunk. We used our ability to generate uniform sensory
bursts at controlled times and track AP direction to investigate the modulatory effects of
antidromic APs on sensory encoding. To control the frequency of ectopic APs in the axon trunk,
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Figure 2.1. AGR initiates action potentials from two locations. A. Schematic representation
of STNS and AGR. AGR projects an axon to the gm1 muscles in the periphery, and to the
premotor CoGs. The AGR ectopic SIZ is located in the stn, near the anterior end of the STG.
The primary SIZ is near the gm1 muscles (*). B. AGR produces spontaneous ectopic APs in
situ and in vitro (original recordings). Ectopic APs can be elicited with stimulation of AGR's
central axon. APs have been color coded for clarity. C. Overlay ('multisweep') and average
(colored) of nerve recordings containing the AGR axon used to track AP propagation from
posterior (dgn) to anterior (son), in different conditions. Stimulation artifacts are labelled with
(*).

we elicited APs through extracellular stimulation of the AGR axon in the STG well (Fig. 1B,
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Städele et al., 2017). Forced ectopic APs followed the same pattern of propagation as
spontaneously generated ectopic APs: bidirectionally from the STG well to the stn and dgn (Fig.
2.1C).
To confirm that ectopic APs travelled without failures throughout the entire length of the
AGR axon, we first recorded spontaneous and stimulated APs on the son, near the terminal ends
of AGR in the CoGs, as well as from the pdgn, i.e. the dgn branch that responded to K+
stimulation and contained the primary SIZ. In all recordings (N=14), ectopic APs reached the son
and pdgn without ever failing. This provided good evidence that ectopic APs propagated
throughout the entire length of AGR. However, extracellular recordings have limited spatial
resolution due to the space required to place electrodes. Therefore, it was difficult to determine if
ectopic APs truly invaded the axon terminals in the CoG and the sensory encoding region,
respectively. While we did not expect AGR's APs to fail when they enter the CoG axon
terminals, we decided to intracellularly record from a known postsynaptic target neuron of AGR,
the commissural projection neuron 2 (CPN2). Fig. 2A shows intracellular somatic recordings of
CPN2 and AGR. AGR was tonically active and APs were generated at the ectopic AP SIZ. Each
AGR AP was followed by a time-locked EPSP in CPN2 (Fig. 2.2B), demonstrating that ectopic
APs propagated all the way to the axon terminals and elicited postsynaptic responses. In the
periphery, for ectopic APs to modulate sensory encoding, they must affect the primary SIZ. AGR
encodes sensory stimuli pertaining to changes in muscle tension, and there are no postsynaptic
structures to measure invading antidromic APs. In contrast to the output terminals in the CoGs,
the AGR axon splits into several collaterals, with several branches innervating each of the two
bilaterally symmetric gm1 muscles (Fig. 2.1A). Axonal branching
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Figure 2.2. Orthodromic action potentials influence AGR’s post synaptic partner, CPN2.
A. Intracellular recordings of AGR and its postsynaptic partner, CoG projection neuron CPN2.
EPSPs in CPN2 were time locked to APs in AGR during spontaneous ectopic AP activity,
while strong AGR firing elicited a burst of APs (*). B. Multisweep and average of EPSPs in
CPN2, triggered by APs in AGR. C. High resolution photo of pdgn with AGR's peripheral
axon (blue). D. AGR's firing frequency increases when the peripheral (primary) SIZ is
illuminated with fluorescent excitation light. E. Optical recordings of primary SIZ. Left: lightinduced APs traveled orthodromically towards the CoGs. Right: stimulus evoked ectopic APs
traveled antidromically towards the periphery and invaded the primary SIZ.

poses a problem for APs if they propagate from a single axon trunk towards a branch point,
since the branching causes increases in membrane impedance (Grossman et al., 1979), and may
decrease currents promoting AP propagation. This can lead to propagation failures, AP
reflections, or both. Sensory APs from the AGR periphery propagate orthodromically from the
branches into the main axon trunk, and are thus unlikely to be affected at these branch points.
Antidromic APs, however, enter these branches coming from the main axon trunk, and may thus
encounter non-permissive conditions. To test whether APs indeed invaded the primary SIZ
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without failure, we used the voltage sensitive dye, Di-4-ANNEPDHQ to record and identify the
AGR axon in the periphery (see Materials and Methods). This dye has two major advantages: it
changes fluorescence with membrane potential with high temporal and spatial acuity, which
overcomes the limited spatial resolution of the extracellular recordings, and it selectively stains
neuronal membranes, making it possible to visually identify and separate individual axons in a
nerve bundle Städele and Stein, 2016). We applied the dye to the pdgn well used to isolate and
activate the primary SIZ with K+ saline. This locally stained all axon membranes in the pdgn.
Besides AGR, the dgn contains the axons of several STG motor neurons (Goldsmith et al.,
2014). We identified the AGR axon by recording the optical signals of all stained axons, and
aligning them to APs on the electrical recordings. Only optical signals from the AGR axon were
consistently timed to extracellularly recorded AGR activity. We first used spontaneously
generated APs to identify the AGR axon in the dgn, and then visually tracked the identified axon
towards the periphery using the membrane staining. Lipophilic voltage-sensitive dyes such as the
one we used here have excitatory side-effects with high-intensity fluorescence illumination
(Stein and Andras, 2010; Preuss and Stein, 2013; Städele and Stein, 2016). We used this fact to
our advantage: the excitation light was focused on a small area the the nerve (225μm, Städele
and Stein, 2016). We found that when illuminated, APs originated in the periphery, i.e. they first
appeared on the electrical recording of the dgn, and then propagated to the stn and son. As we
moved illumination along the axon, AP frequencies varied substantially. SIZs are defined by an
increased propensity to generate APs. Therefore, we determined that the region which generated
the highest AP frequency would be the approximate location of the primary SIZ. Figure 2.2C
shows the location on AGR that resulted in the highest firing frequency with illumination in
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Figure 2.2D. When we optically tracked APs initiated there, we found that they started at the site
of illumination, and propagated orthodromically along the AGR axon (Fig. 2.2E).
To determine if ectopic APs could penetrate this peripheral area we first forced ectopic
APs by extracellular stimulation of the AGR axon in the STG (see Figure 2.1C) and optically
recorded the primary SIZ. Because illumination elicited orthodromic APs, there was a potential
for collisions between orthodromic APs and antidromic ectopic APs (Follmann et al., 2015). To
ensure that ectopic APs would not fail to be recorded in the periphery due to collisions, we
forced ectopic APs at a higher frequency than the spontaneous firing frequency (1-2Hz higher
than the peripheral frequency). We found that all stimulated APs elicited an optical signal in the
periphery time-locked to the stimulus (Fig. 2.2E, right). Thus, ectopic APs invaded AGR's
stimulus encoding regions. Taken together, we find that AGR has two SIZs, one that
spontaneously generates ectopic APs in the axon trunk, and one that generates APs in response to
sensory stimuli. While APs encoding sensory stimuli travel unidirectionally in orthodromic
direction, ectopic APs travel bidirectionally. Antidromic ectopic APs invade the primary SIZ of
AGR.
Axonal amine modulation increases ectopic action potential frequency
Since AGR's ectopic APs invade the periphery, we hypothesized that these APs modulate
sensory encoding occurring there. In the simplest case, ectopic APs will penetrated the sensory
SIZ at a constant frequency, leading to a static, continuous effect on sensory encoding. However,
AGR's spontaneous ectopic firing frequency is variable. In vivo, it varies between 0.7-9.4Hz
(3.66+2.2Hz., N=17) between animals, but it can also change quickly within a given animal. Our
in vitro recordings revealed an average ectopic firing frequency consistent with the in vivo data
(3.36±0.64Hz, N=14). However, the range of frequency changes in vitro is smaller in
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Figure 2.3. The AGR ectopic action potential frequency depends on octopamine
concentration. AGR firing frequency increases in a concentration dependent manner when
OA is applied to the ectopic SIZ. Original recording of an individual animal at three
concentrations. B. Dose response curves of AGR firing frequency (top: raw; middle:
normalized) and response latency (raw) after OA application. C. Multisweeps and averages of
nerve recordings that contain the AGR axon to track AP propagation and the location of the
ectopic SIZ at different concentrations of OA. OA did not displace the ectopic SIZ.

comparison to the in vivo range (2.31-4.74Hz). The STG is subject to heavy neuromodulation
from hormones in the blood stream and from peptide and amine modulators released from
descending modulatory projection neurons (Stein, 2009; Daur et al., 2016; Nusbaum et al.,
2017). In vitro, modulation is reduced, leading to a much reduced variability in activity in
comparison to in vivo (Yarger and Stein, 2015). The reduced modulation may account for the
smaller range of AGR frequencies when compared to intact animals.
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We have previously shown that the axon of AGR passes through the heavily modulated
area in the STG as it projects from the periphery to the CoGs, and possesses receptors for the
biogenic amine Octopamine (OA). OA is the invertebrate analog of norepinephrine and present
in both the STG and stn (Barker et al., 1979). We hypothesized that OA would affect the
spontaneously generated ectopic APs, and increase their frequency. To test this, we locally
applied OA at different concentrations to the recording well containing AGR’s ectopic SIZ. We
identified the recording well nearest to the ectopic SIZ as shown previously, using a multisweep
of several extracellular recording wells. AGR firing frequencies were measured in a steady state
for all concentrations of OA. We followed each measurement by washing out OA through
superfusion of physiological saline until the ectopic AP firing frequency returned to baseline
frequency. First, we found that the ectopic firing frequency of AGR increased with the
application of OA (Fig. 2.3A), and it did so in a concentration dependent manner with an EC50 of
4.13μM (Fig. 2.3B, sigmoidal fit, R2=0.988, SE of estimate 0.053, P<0.001). The average
maximum frequency elicited by OA application ranged from 3.35±1.054Hz at 0.1μM OA to
5.09±1.34Hz at 100μM OA (N=6), which corresponded to an average increase of 64.7±47.8% at
100μM OA. We further found that the latency between OA application and the half-maximum
frequency diminished with increasing OA concentration, with an EC50 value of 1.00μM (four
parameter logistic curve fit, R2 0.994, SE of estimate 0.026, P<0.001, Fig. 3B, N=6). Finally, the
location of the ectopic SIZ remained unchanged and APs did not dislocate at any OA
concentration, suggesting that OA exerted it actions directly at the axonal ectopic SIZ (Fig.
2.3C). This demonstrates that there is OA concentration dependent ectopic firing frequency
modulation in the AGR axon, enabling various frequencies at which ectopic APs will penetrate
the periphery.
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Antidromic action potentials have frequency-dependent effects on sensory encoding
Since AGR's ectopic APs invade the periphery at different frequencies, we hypothesized
that there is frequency-dependent modulation of sensory encoding occurring there. To test this,
we extracellularly forced ectopic APs to a set of fixed firing frequencies (1-10Hz) and measured
the effect on various parameters of stimulus encoding. Ectopic APs were continuously elicited
(at least 20 APs at each ectopic frequency) before a local puff K+ saline was applied to elicit a
peripheral burst (Fig. 2.1B). Ectopic AP stimulation continued until the first AP in the burst,
mimicking the behavior of the spontaneous and modulated ectopic APs in AGR (Fig. 2.1B). We
then compared changes in the peripheral bursts in control (no ectopic stimulation) to
experimental bursts with stimulated ectopic APs preceding the burst. Sensory stimuli can be
encoded in the number of APs, the frequency, and the precise timing of APs. We thus measured
the change in number of APs per burst, the average and maximum AP frequencies, the durations
of peripheral bursts, and their onset latencies (the time between the K+ saline puff and the first
AP of the peripheral burst).
We found that invading ectopic APs had significant influences on several aspects of
stimulus encoding. Figure 2.4 shows a comparison of a control burst to a burst with forced
ectopic frequency of 6Hz. Burst delay, burst duration and the number of APs in burst were
clearly diminished when ectopic APs are present. The smaller number of burst APs was not due
to AP collisions, since we (1) were able to account for all ectopic APs in the periphery, and (2)
AP collisions could be identified missing APs on the multisweep recordings. Since ectopic AP
stimulation stopped when the first burst spike was detected, we found collisions to be rare (less
than 2%). In general, increasing ectopic AP frequencies caused stronger effects on the sensory
burst. For example, burst onset latency significantly increased with ectopic AP frequency
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Figure 2.4. Encoding of sensory bursts depends on the AGR ectopic AP frequency. A.
Original recordings of AGR ectopic and burst AP activities. i: control sensory burst (bottom),
elicited with high potassium (K+) in the periphery. Top: with forced ectopic APs that ended at
the beginning of the sensory burst. ii: corresponding changes in latency of elicited sensory
bursts at different ectopic AP frequencies (mean±SD), iii: number of spikes per burst, iv: burst
duration, v: average intraburst frequency, vi: maximum intraburst frequency. B. i: control
sensory burst and burst with ectopic APs that continued throughout, ii-vi: like in A.
(p=0.01, Pearson correlation coefficient r2=0.532, Fig. 2.4Aii), indicating that membrane
excitability at the beginning of the burst decreased with higher ectopic AP frequencies. There
was also a significant negative correlation between ectopic AP frequency and the number of APs
in a burst (p=0.001, Pearson correlation coefficient r2=0.729; Fig. 2.4Aiii). This resulted in a
nearly 30% decrease in the number of APs in a burst at 10Hz ectopic frequency. Concurrently,
burst duration decreased significantly with ectopic AP frequency (p<0.001, Pearson correlation
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coefficient r2=0.750; Fig. 2.4Aiv), reaching a nearly 30% decrease at 10Hz. Neither average nor
maximal burst frequency changed significantly with ectopic AP frequency (r2=0.122 and 0.0696
respectively, Fig. 2.4Av, vi), although both tended to be lower at higher ectopic AP frequencies.
Ectopic APs occur spontaneously and in response to modulator actions at the ectopic SIZ
in AGR. However, ectopic APs can also be elicited by synaptic actions at axo-axonic synapses
such that the ectopic firing frequency is determined by the occurrence of synaptic potentials in
the axon (Pinault, 1995; Bevengut et al., 1997; Ma and LaMotte, 2007). In this case, ectopic
firing would not cease when the sensory burst is elicited. While this is not the case for AGR, the
effects of continuous ectopic spiking was tested by continuing the forced ectopic APs throughout
the sensory burst. Figure 2.4B shows an example recording for continued ectopic spiking at 6Hz,
in comparison to a control burst without forced ectopic APs. As a consequence of the continued
ectopic firing during the sensory burst, AP collisions were more prevalent, although still rare.
We estimate less than 5% of all ectopic APs collided on their way to the periphery. This low
number is mostly due to the small distance between ectopic and primary SIZs (about 1cm), and
that propagating APs 'occupy' the axon only for a short amount of time (around 10ms given the
propagation speed of AGR's APs of around 1m/s). Consequently, even at ectopic frequencies of
10Hz (interspike intervals of 100ms), axons were non-refractory for 90% of the time.
Like in the previous experiments, the effects of ectopic spiking on the sensory burst were
immediately obvious. In this case, they were more pronounced: burst latency increased
significantly with ectopic AP frequency (p=0.03, Pearson correlation coefficient r2=0.4643, Fig.
2.4Bii), further supporting the notion that membrane excitability at the burst start is lowered
when ectopic APs enter the primary SIZ. Burst duration and the number of APs in a burst
significantly decreased with ectopic AP frequency (AP number: p<0.001, Pearson correlation
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coefficient r2=0.9152; duration: p=0.001, Pearson correlation coefficient r2=0.7512, Fig. 2.4Biii,
iv), resulting in a greater than 40% reduction for both measurements at 10Hz ectopic frequency.
In contrast to the previous experiments, average and maximal burst frequency now changed
significantly with ectopic AP frequency (r2=0.9192 and 0.7525 respectively, p<0.001 and
p=0.001, Pearson correlation, Fig. 2.4Bv, vi), following the same trend as already seen when
ectopic APs did not penetrate the burst.
Modulation of sensory encoding requires slow ionic conductances in the periphery
Taken together, our data indicate that ectopic APs invade the periphery where they affect
sensory bursts in a frequency-dependent manner. This leads to the question; does this axon or its
SIZ possesses distinct properties that facilitate the actions of invading ectopic APs, and if so,
which properties this may be? To address this question, we created a computational model axon
using NEURON (Hines and Carnevale, 2001). The details of the model are given in the
Materials and Methods. Briefly, the model was a linear axon trunk primary SIZ, and a single
sensory dendrite. The axon and SIZ possessed active properties and were able to generate APs.
The dendritic compartments were passive, i.e. did not possess any voltage-gated ion channels.
Ectopic APs were elicited with pulsed current injections (40nA, 1ms) at different frequencies
into the axon trunk. Ectopic APs propagated from the axon trunk towards the primary SIZ.
Sensory bursts were elicited with ramp-and-hold current stimuli into the peripheral dendrites
(Fig. 2.5A). This assembly allowed us to reproduce ectopic APs that either penetrated the
sensory burst (like in the case of strong synaptic inputs via axo-axonal synapses) or stopped upon
burst start (like for spontaneous and modulated ectopic APs).
The simplest axonal configuration is probably the one described by Hodgkin and Huxley
(HH) in their groundbreaking work on the squid giant axon (Hodgkin and Huxley, 1952b). HH
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Figure 2.5. Slow hyperpolarizing currents underlie ectopic action potential influences.
Comparison of membrane potential traces of AGR models without (A) and with (B) IKs at the
primary SIZ. i: control sensory burst, elicited by ramp-and-hold current in the peripheral
dendrite, ii: with ectopic APs elicited in the axon trunk. Ectopic APs ended at the beginning of
the sensory burst. Red arrowheads indicate ectopic stimulation. C. Corresponding changes in
latency at different ectopic AP frequencies. Bottom: magnification of HH model burst latency.
D. Changes in burst parameters with ectopic AP frequency. E. Comparison of burst shapes
using instantaneous firing frequencies at burst start and end. AP number corresponds to the
count of APs in the burst.

axons are limited in that they only possess voltage-gated Sodium and Potassium currents in
addition to the passive membrane properties. Thus, they may not reflect more complex
propagation dynamics and AP modulation reported more recently for a variety of axons (Bucher
and Goaillard, 2011). Nevertheless, HH axons explain the properties of AP initiation and
propagation observed in many axons. To test which neuronal properties would facilitate the
effects ectopic APs have on sensory bursts, we thus first started out with a HH axon that
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approximated biological firing frequencies. We implemented gate kinetics according to
previously published axon models (Zhang et al., 2017), and adjusted them to produce robust
firing. We elicited sensory bursts of 3s duration and approximately 30Hz frequency. Fig. 2.5A
shows the example of a 6Hz stimulation sequence at its arrival at the peripheral SIZ. The
corresponding sensory burst and a control burst without ectopic APs are shown as well. The
sensory burst was unaffected by the presence of the ectopic APs. To exclude that this was due to
the specific ectopic AP frequency used, we varied frequency from 1-10Hz. We found no obvious
influences on any burst parameters (Fig. 2.5C, D, E, circles), with the exception of a small, but
consistent frequency-dependent increase of burst latency with higher ectopic AP frequency (Fig.
2.5C, bottom).
Which conductances could enable ectopic APs to affect sensory encoding then? In
addition to the standard HH properties, AGR possesses several ionic conductances that may to
affect sensory encoding (Daur et al., 2012). In specific, a slow hyperpolarization-activated cation
current (Ih) seems to affect AP frequency in the sensory burst, and a slow Calcium-dependent
Potassium current (IKs) seems to affect burst timing and structure such that firing frequencies
during the burst accommodate and diminish towards burst end (Daur et al., 2012). Slow
conductances are common to many sensory neurons, including pain fibers (Jiang et al., 2008;
Momin et al., 2008), for example. To test whether these slow ionic conductances may enable
ectopic APs to exert a frequency-dependent effect on the sensory burst, we added them
individually to our axon model. We first implemented Ih, with a time constant of 300ms,
according to previously published data in the stomatogastric ganglion (Buchholtz et al., 1992).
While the sensory burst was strongly affected by the presence of Ih, this was independent of any
ectopic firing, and adding ectopic APs at any frequency had no further influence on the burst
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(data not shown). This was also the case when we increased the Ih time constant to achieve 10x
slower kinetics, as suggested by previous measurements in AGR (Daur et al., 2012). Since Ih had
no frequency-dependent effects on the sensory burst, we did not consider it further.
In contrast to Ih, Calcium-activated Potassium currents are activated when neurons
depolarize, and are slow enough to maintain hyperpolarizing currents. When we implemented IKs
in the primary SIZ, we saw a clear influence when we changed ectopic AP frequencies. Figure
2.5B shows the results from a model with 6Hz ectopic AP frequency. Changes in ectopic AP
frequency had similar effects to the biological system: with increasing ectopic AP frequencies,
burst latencies increased, AP numbers in the burst decreased, and burst duration decreased (Fig.
2.5C,D, diamonds). There was a small increase in average intraburst firing frequency, and a
small decrease in the maximum firing frequency (Fig. 2.5C,D). These frequency-dependent
effects were most obvious between 1-5Hz ectopic frequencies, and saturated at higher ectopic
frequencies.
To determine the effects of strong synaptic input at the axon trunk, we modeled
continuous ectopic firing through the burst. Similar to what we observed experimentally, the
effects of changes in ectopic AP frequency were exaggerated in comparison to when ectopic APs
stopped with the burst onset. Specifically, there was an increase in burst latency that did not
plateau with higher ectopic frequencies (Fig. 2.5C). The maximum latency observed at 10Hz was
more than twice that of previous model. The effects on AP number and burst duration were also
strengthened, resulting in larger decreases. There were again small effects on the average and
maximum intraburst firing frequencies (less than 2Hz). We noted that these small changes
contrasted to the biological experiments. The small influence on maximum frequency is likely
due to the strength of the ramp-and-hold current used, which was designed to reach biological
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relevant frequencies (~30Hz). However, these frequencies are close to maximum frequencies the
model can sustain. Consequently, the dynamic range around the maximum frequency might be
limited.
To address the difference in average frequency between model and physiology, we
assessed burst shape by measuring instantaneous firing frequencies at burst start and burst end
(Fig. 2.5E). We again compared the basic HH model with the ones containing the IKs. Firing
frequencies in the HH model burst were not different from the control burst at any ectopic AP
frequency, both at the beginning or end of the burst. In contrast, both models with IKs showed
higher instantaneous burst frequencies when ectopic AP frequency was increased at burst start.
Again, these effects were stronger in the model where ectopic APs continued through the burst.
Conversely, at the end of the burst, instantaneous burst frequencies were lower when ectopic AP
frequency was increased. This was more pronounced in models with continuous ectopic firing.
Together, these effects might explain why there are few changes in average intraburst firing
frequency.
In conclusion, our experimental and model data demonstrate that antidromic APs can
invade the primary SIZ of sensory neurons, and cause frequency-dependent modulation of
sensory encoding at this site. Our model results suggest that for ectopic APs to exert their effects,
ionic conductances with slow kinetics must be present at the primary SIZ.
Discussion and Conclusions
We demonstrate that modulation of the axon trunk of a proprioceptive neuron influences
the encoding of sensory information in the distant periphery. The frequency of ectopic APs
initiated in the axon is increased by the biogenic amine Octopamine in a concentration dependent
manner, leading to a larger number and higher density of APs that propagate towards and invade
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the sensory encoding SIZ. We show three frequency-dependent actions on sensory encoding with
ectopic APs that stop once an orthodromic burst begins: 1) an increase in the onset latency, 2) a
reduction of AP number and, 3) a reduction in the duration of the sensory burst. These effects are
strengthened when ectopic APs are elicited throughout the burst, and there is a significant
frequency-dependent decrease in the average and maximum burst frequencies. Computational
models demonstrate that antidromic APs modify sensory encoding in generic neurons when slow
ionic conductances are present. Thus, axonal neuromodulation serves to rapidly influence
sensory encoding distantly from the sites of stimulus reception and AP initiation.
Neuromodulation of sensory systems
Sensory neurons are dynamic and change their responses in a state and context dependent
manner. Consequently, their AP trains do not solely depend on stimulus properties, but also on
internal and external conditions of the neuron. In recent years, increasing evidence about the
ability of the neuromodulatory system to influence sensory systems has accumulated.
Neuromodulation has been shown to modify the response to identical sensory stimulus and cause
significant functional changes in behavior and perception by acting on intrinsic and synaptic
properties (Nadim and Bucher, 2014). Modulators like monoamines, peptides, and opiates, for
example, alter reflexes such as startle responses (Davis, 1980). While initially thought to be
related to optimal energy expenditure, it is now clear that altering sensory responses is a widely
used phenomenon to allow dynamic adaptations. Thus, neuromodulation allows organisms to
modify neuronal and circuit responses to changing external and internal conditions, and allows
sensory systems to contribute to not just one, but many behaviors.
More recently, many non-reflex sensory responses have been added to the list of
modulated systems, including social communication (Hoke and Pitts, 2012), taste (Lemon,
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2017), olfaction (Kawai et al., 1999), hearing (Brozoski and Bauer, 2016), and pain (Tsuda,
2017). For instance, the AP responses of mammalian pain and itch receptors have been shown to
be differentially affected by a variety of immune molecules and neuromodulators that alter
nociceptive TRP channel activation during injury, inflammatory, and other pathological
conditions (Mickle et al., 2016), including Parkinson disease (Cury et al., 2016).
Neuromodulators also convey history- and state-dependent sensory responses. The receptor
thresholds in newt primary olfactory receptors which determines odor perception sensitivity, for
example, are modulated by adrenaline (Kawai et al., 1999). In the crustacean STNS, the AP
response of a muscle stretch receptor is modulated by at least six distinct modulators, including
monoamines, neuropeptides, and GABA (Birmingham et al., 1999; Birmingham, 2001;
Birmingham et al., 2003), which switches how sensory information is encoded (from burst
coding to AP coding), and encoding preciseness (Billimoria et al., 2006). Neuromodulation
enables the encoding process of both slow and fast processes to be largely plastic.
Modulation of axons
The actions and functions of neuromodulators on axons, as opposed to synaptic and
dendritic regions, remain enigmatic, in part due to the common misconception that axons are
only simple and robust carriers of information. Membranes of both myelinated and unmyelinated
axon trunks are endowed ionotropic and metabotropic receptors for transmitters and
neuromodulators (Swadlow et al., 1980; Kamiya, 2002; Bucher and Goaillard, 2011; Sasaki et
al., 2011) and several different types of ion channels (such as Ih (Baker et al., 1987; Eng et al.,
1990; Poulter et al., 1993; Grafe et al., 1997; Takigawa et al., 1998; Soleng et al., 2003; Kiernan
et al., 2004; Baginskas et al., 2009; Ballo and Bucher, 2009; Ballo et al., 2010; Tomlinson et al.,
2010); P, N and L type Ca channels (Fern et al., 1995; Callewaert et al., 1996; Sun and Chiu,
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1999; Beck et al., 2001; Brown et al., 2001; Lohr et al., 2001; Ouardouz et al., 2003; Tippens et
al., 2008)) to act upon proving compelling evidence for axonal neuromodulation. While the
origins of axonal modulators are often unknown, it is reasonable to assume that modulation
stems from synaptic, paracrine, and endocrine sources (Bucher and Marder, 2013; Nadim and
Bucher, 2014) and is an intricately balanced process that defines axon excitability. This results in
more flexibility of propagation dynamics including conduction velocity and APs number (Barron
and Matthews, 1935; Toennies, 1938; Bullock, 1951; Krnjevic and Miledi, 1959; Standaert,
1963,1964; Swadlow and Waxman, 1976; Swadlow et al., 1980), thus increasing the
computational and processing capabilities of the neuron (Segev and Schneidman, 1999;
Debanne, 2004; Sidiropoulou et al., 2006; Kress and Mennerick, 2009; Debanne et al., 2011).
Conversely, several disorders and pathologies of the neuromodulatory system severely impair
neuronal communication and axonal properties (Harvey et al., 2006; Dobryakova et al., 2015;
Melnikov et al., 2016).
Axonal modulation modifies distant sensory encoding through ectopic action
potentials
A lesser-studied phenomenon is how axon modulation affects frequency encoding in
neurons. Recent studies have suggested that the size and location of SIZs help regulate neuron
excitability and define responses to synaptic inputs and membrane potential changes (Kuba et al.,
2006; Grubb and Burrone, 2010; Kuba et al., 2010). Moreover, pathologies and modulators can
shift SIZ location (Ma and LaMotte, 2007; Städele and Stein, 2016), or generate entirely new
SIZs in the axon trunk. For example, hyper-excitability of spinal pain fibers in the dorsal horn is
suggested to underlie chronic pain and itch (Tsuda, 2017). Similarly, chronic inflammation can
hyper-excite proprioceptive sensory axons and lead to ectopic APs that are initiated far from the
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primary SIZ and travel bi-directionally (Ma and LaMotte, 2007). While common in many
systems and neurons (Bucher and Goaillard, 2011), including sensory neurons, the effects
ectopic APs that travel antidromically toward the site of sensory reception may have on sensory
encoding remain poorly understood.
We argue that antidromic traveling ectopic APs modify sensory encoding by invading the
primary SIZ and modulating membrane excitability. This is a particularly intriguing concept,
since it allows the modulatory system to alter sensory information before and after it is
transduced, and as it travels towards the central nervous system. This is especially true when the
ectopic AP frequency changes in different modulatory conditions, as we show for Octopamine
modulation of AGR. In the STNS, modulatory descending projection neurons are a major source
of neuromodulation (Nusbaum and Beenhakker, 2002; Stein, 2009; Nusbaum and Blitz, 2012),
and it is reasonable to assume that these neurons modulate the AGR axon (Städele and Stein,
2016). Given that descending modulatory projection neurons are a hallmark of most
sensorimotor systems (Nusbaum, 2013), axonal neuromodulation may be common and allow the
nervous system to control its own sensory encoding.
The idea that backpropagating APs influence information encoding is not new. Studies in
neocortex and hippocampus demonstrate that locally (at the axon initial segment) generated APs
backpropagate into the dendritic areas, and modify subsequent signal encoding (Markram et al.,
1997; Wu et al., 2012). To our knowledge, we are the first ones to directly show antidromic
ectopic APs can serve a similar function, i.e. that APs generated distantly from the dendritic
structures can affect information encoding. A similar phenomenon has been suggested in dorsal
root ganglion cells (Dubuc et al., 1988; Beloozerova and Rossignol, 2004; Ma and LaMotte,
2007). The implications of antidromic ectopic APs and backpropagating APs from the axon
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initial segment are distinct though: APs initiated at the axon initial segment will always be
elicited by dendritic activity, and therefore backpropagation can only affect future events. It thus
can never modify the entirety of the information encoded. In contrast, ectopic APs influenced by
axonal neuromodulation are not dependent on incoming dendritic events, and can thus modulate
the entirety of the incoming sensory information. This may be a potential mechanisms by which
motor systems control information entering the central nervous system.
Antidromic action potentials allow more flexibility in sensory encoding
Our data indicates that the effects ectopic APs have on sensory encoding depends on
whether ectopic APs continue through the sensory burst or stop when it begins. Specifically,
frequency-dependent decreases in average and maximal burst frequency are only present when
ectopic APs continue through the burst. Though there are frequency-dependent changes in the
burst onset latency, AP number, and burst duration in both paradigms, these effects are stronger
when ectopic APs continue through the burst. This may be in particular pertinent to the treatment
of neuropathologies using continuous high frequency stimulation (Kumar et al., 2007; Song et
al., 2014). While the high frequency will overrun all sensory information, this may not be
necessary or even provide the best treatment. Examples for this come from the treatment of
chronic neuropathic pain with spinal cord stimulation, where continuous stimulation is used to
block all peripheral sensations with a tonic train of stimuli (Meyerson and Linderoth, 2000). This
prevents the perception of pain, but can result in paresthesia (De Ridder et al., 2010). We show
ectopic AP frequencies lower than sensory burst frequencies can change sensory encoding,
suggesting high frequency stimulation may not be a prerequisite for treatment. Nevertheless, it
seems reasonable to speculate about the relationship of sensory burst frequency and the ectopic
APs frequency range, which modulates it. Higher frequencies of either SIZ leads to more ‘winner
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takes all’ situations, where the higher frequency SIZ simply overruns the lower frequency SIZ.
The potential for modulation is thus limited by the opportunity of the ectopic APs to reach the
encoding regions. In other words, the sensory AP frequencies must at some point fall below the
ectopic AP frequency to allow them to invade the primary SIZ.
Our computational models indicate that a prerequisite for these actions is the presence of
slow ionic conductances. While the detailed biophysical mechanisms that affected particular
spike parameters are beyond the scope of this study, slow ionic conductances greatly influence
neuronal behavior and responses to synaptic input. For example, transitions between tonic and
bursting states are mediated by changes in slow Potassium currents and their functional
antagonists, such as Ih, and persistent Sodium or T-type Calcium currents (Harris-Warrick, 2002;
He et al., 2014). In axons, slow conductances and membrane potential changes have been
implicated in affecting axonal excitability and AP propagation. For example, slow potassium
channels affect AP width and transmitter release in myelinated axons of cortex (Shu et al., 2007),
and slow currents elicited by the Sodium-Potassium pump affect AP propagation in crustacean
motor neurons (Zhang et al., 2017). It would not be surprising to find similar AP-induced, slow
accumulating, currents in peripheral sensory axons or dendrites. For AGR, the main effect of the
ectopic APs seems to stem from IKs, or a similar current that imposes a slow inhibitory action
that accumulates as ectopic APs invade the primary SIZ. Axon modulation thus appears to give
sensory neurons the opportunity to be more flexible, depending on the source and type of
modulation, in their ability to encode stimuli. This may be particularly important for time critical
processes, and behaviors that rely on time sensitive synaptic processes that require precise AP
timing
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State-Dependent Modification of Sensory Sensitivity via Modulation of Backpropagating
Action Potentials
This article was adapted from, “Carola Städele, Margaret Louise DeMaegd, Wolfgang
Stein (2018) State-Dependent Modification of Sensory Sensitivity via Modulation of
Backpropagating Action Potentials. eNeuro 5(4) e0283-18.2018.”
Abstract
Neuromodulators play a critical role in sensorimotor processing via various actions,
including pre- and postsynaptic signal modulation and direct modulation of signal encoding in
peripheral dendrites. Here we present a new mechanism that allows state-dependent modulation
of signal encoding in sensory dendrites by neuromodulatory projection neurons. We studied the
impact of antidromic action potentials (APs) on stimulus encoding using the anterior gastric
receptor (AGR) neuron in the heavily modulated crustacean stomatogastric ganglion. We found
that ectopic AP initiation in AGR's axon trunk is under direct neuromodulatory control by the
inferior ventricular (IV) neurons, a pair of descending projection neurons. IV neuron activation
elicited a long-lasting decrease in AGR ectopic activity. This modulation was specific to the site
of AP initiation and could be mimicked by focal application of the IV neuron co-transmitter
histamine. IV neuron actions were diminished after blocking H2 receptors in AGR's axon trunk,
suggesting a direct axonal modulation. This local modulation did not affect the propagation
dynamics of en-passant APs. However, decreases in ectopic AP frequency prolonged sensory
bursts elicited distantly near AGR's dendrites. This frequency-dependent effect was mediated via
the reduction of antidromic APs, and the diminishment of backpropagation into the sensory
dendrites. Computational models suggest that invading antidromic APs interact with local ionic
conductances the rate constants of which determine the sign and strength of the frequency-
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dependent change in sensory sensitivity. Antidromic APs therefore provide descending
projection neurons with a means to influence sensory encoding without affecting AP propagation
or stimulus transduction.
Significance Statement
Descending modulatory projection neurons are a hallmark of motor systems and
fundamentally involved in sensorimotor processing. While they have been shown to interact on
many levels with motor networks to dynamically and rapidly adjust motor and behavioral output,
their actions on sensory neurons are not well understood. We found that descending projection
neurons directly modulate action potential initiation in a sensory axon, diminishing the frequency
of spontaneously generated ectopic action potentials that propagate antidromically into
peripheral sensory dendrites. Changes in the frequency of these backpropagating action
potentials determined the response of the sensory neuron to sensory stimuli. This suggests that
descending projection neurons modulate sensory encoding by altering axonal membrane
excitability and the frequency of antidromic action potential initiation.
Introduction
While precise and reliable sensory transduction is fundamental for adequate functioning
of sensorimotor systems, stimulus properties are not the only factors that contribute to sensory
responses. Instead, peripheral and central influences interact to produce the neuronal output,
making the state of the system and ongoing activity important contributors to stimulus-induced
changes in motor output. A number of mechanisms have been identified that affect sensory
responses, including activity- or state-dependent reduction of afferent spike amplitude (Clarac
and Cattaert, 1996; Schmitz and Stein, 2000; Margrie et al., 2001; Barriere et al., 2008), spike
conduction block (Burrows and Matheson, 1994; Xiong and Chen, 2002; Lee et al., 2012), and
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regulation of spike initiation (Evans et al., 2003; Cropper et al., 2004). In addition,
neuromodulators alter the encoding of sensory information via their actions on local signal
processing and transmission, and action potential (AP) initiation (Katz and Frost, 1996;
Birmingham, 2001; Birmingham et al., 2003; Mitchell and Johnson, 2003; Dickinson, 2006;
Stein, 2009; Nadim and Bucher, 2014). Here, we show that neuromodulators explore an
additional pathway to alter sensory encoding, namely via antidromic APs that invade the
encoding region of sensory neurons. Neuromodulators can alter axonal membrane excitability
and lead to ectopic AP generation, a process common to many systems and neurons, in both
normal and pathological conditions (Dubuc et al., 1988; Lena et al., 1993; Pinault, 1995; Cattaert
et al., 1999; Waters et al., 2005; Ma and LaMotte, 2007; Papatheodoropoulos, 2008; Bucher and
Goaillard, 2011). These ectopically generated APs functionally add to already present
orthodromic action potentials and correspondingly alter synaptic output (Lambe et al., 2003).
Ectopic APs also backpropagate towards the axon origin, carrying potentially important
information against the usual propagation direction. This reversal of the functional polarization
of the neuron has been implicated to affect encoding of incoming sensory and synaptic stimuli.
For instance, backpropagating APs can alter the sensitivity of sensory neurons in crayfish
chordotonal organs involved in posture control (Bevengut et al., 1997), in CA1 hippocampal
neurons they cause long-lasting synaptic depression of incoming synaptic signals, and may
contribute to memory consolidation (Bukalo et al., 2013).
While ectopic APs can be initiated by modulators and backpropagating APs can influence
stimulus encoding, it remains unclear (1) whether these two processes combined exploit a
functional dynamic regulation of stimulus encoding, and (2) what underlying cellular properties
facilitate the actions of backpropagating APs on stimulus encoding. We hypothesized that axonal
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ectopic spiking is directly controlled by neuromodulatory pathways, enabling a dynamic
modulation of the processing of incoming stimuli via APs that backpropagate into the stimulus
encoding regions of neurons. To test our hypothesis, we used the experimentally advantageous
anterior gastric receptor neuron (AGR) in the crustacean stomatogastric ganglion (STG). The
STG houses several central pattern generators (CPGs) that are regulated by descending
modulatory projection neurons and control aspects of feeding (Stein et al., 2016; Nusbaum et al.,
2017; Stein, 2017). AGR senses the tension of the paired gastric mill muscles 1 (gm1) when the
animal chews food in its stomach. AGR's soma in the STG protrudes two several centimeter long
axons: one to the upstream commissural ganglia (CoG), and one to the peripheral gm1 muscles
(Fig. 2.6A) (Combes et al., 1995; Daur et al., 2009). Part of AGR's activity repertoire is the
generation of low-frequency tonic ectopic APs in its central axon that occur as soon as muscle
tension is low, i.e. at rest, and in-between bites when bursts are not generated in the periphery (in
vivo and in vitro; Smarandache et al., 2008; Daur et al., 2009).
We show that axonal spike initiation in AGR is directly modulated by descending
projection neurons that control the CPGs in the STG. We found that the inferior ventricular (IV)
neurons (Christie et al., 2004; Hedrich and Stein, 2008), a pair of descending chemosensory
projection neurons that are activated when the animal encounters food as it starts the feeding
process (Fig. 2.6A), decrease AGR's ectopic spike frequency. This effect was mediated via
release of histamine, one of the IV neuron co-transmitters, and specific to the ectopic spike
initiation zone (SIZ) in AGR's axon. The change in ectopic spike frequency affected AGR's
sensory burst via antidromic AP propagation into the sensory dendrites, with lower frequencies
allowing for stronger sensory bursts. Therefore, an activation of chemosensory pathways primes
the proprioceptive system by increasing its sensitivity to muscle tension. We thus demonstrate
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that frequency regulation of backpropagating ectopic APs by modulatory neurons represents a
mechanism to alter sensory encoding.
Materials and Methods
Dissection
Adult male crabs (Cancer borealis) were purchased from The Fresh Lobster Company
(Gloucester, MA) and kept in tanks with artificial sea water (salt content ~1.025g/cm³, Instant
Ocean Sea Salt Mix, Blacksburg, VA) at 11°C and a 12-hour light-dark cycle. Before dissection,
animals were anesthetized on ice for 20-40 minutes. All experiments were performed in vitro on
isolated nervous systems. The stomatogastric nervous system including the supraesophageal
ganglion (brain, Fig. 2.6A) was isolated from the animal following standard procedures, pinned
out in a silicone lined (Sylgard 184, Dow Corning) petri dish and continuously superfused (7-12
ml/min) with physiological saline (10-12°C). Experiments were performed on fully intact and
decentralized preparations. In the latter, the CoGs were removed by transecting the paired ion
and son nerves.
Solutions
C. borealis saline was composed of (in mM) 440 NaCl, 26 MgCl2, 13 CaCl2, 11 KCl,
11.2 Trisma base, 5 Maleic acid, pH 7.4-7.6 (Sigma Aldrich). In some experiments, low Ca2+
saline was used to block chemical transmission in the posterior part of the stn (close to the STG
neuropil). Low Ca2+ saline was composed of (in mM) 440 NaCl, 11 KCl, 26 MgCl2, 0.1 CaCl2,
11.2 Trisma base, 5.1 Maleic acid, 12.9 MnCl2, pH 7.4-7.5. High-divalent saline (“HiDi”) was
used to raise spike threshold and contained 5 times the amount of Ca2+ and Mg2+ than the
regular saline. HiDi was composed of (in mM) 439 NaCl, 130 MgCl2, 64.5 CaCl2, 11 KCl, 12.4
Trisma base, 5 Maleic acid. HiDi was superfused to the posterior half of the stn including the
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STG neuropil. In these experiments, AGR spike activity was monitored extracellularly on the
anterior part of the stn (close to the stn/son junction) which was not affected by HiDi application.
High K+ saline was composed of (in mM) 110-220 KCl, 341-231 NaCl, 26 MgCl2, 13 CaCl2,
11.2, Trisma base, 5 Maleic acid, pH 7.4-7.6.
Modulators and antagonists
Neuromodulators and antagonists were stored as concentrated stock solutions in small
quantities at -20°C. Immediately before an experiment, neuromodulators were diluted in saline to
the desired concentration. Concentrations varied between neuromodulators and are stated in the
text/figures. Histamine dihydrochloride (H7250, Sigma Aldrich) and FMRF-like peptide F1
(TNRNFLRF-NH2, Bachem) were diluted in ultrapure water (18.3 MΩ). Cimetidine
hydrochloride (PHR1089, Sigma Aldrich) was dissolved in dimethyl sulfoxide (DMSO) and
protected from light throughout the length of the experiment. The two Orcokinins ([Ala13] and
[Val13] orcokinin; Li et al., 2002) were a gift from Dr. Lingjun Li (University of Wisconsin at
Madison, WI, USA).
Extracellular recordings
If not stated otherwise, all experiments were carried out using non-desheathed nervous
system preparations and extracellular recording techniques because removing the sheath of the
STG influences modulation of AGRs ectopic spiking (Goldsmith et al., 2014; Städele and Stein,
2016). For extracellular recordings, petroleum jelly-wells were built to electrically isolate a small
part of the nerve from the surrounding bath. One of two stainless steel wires was placed inside
the well to record neuronal activity of all axons projecting through a particular nerve. The other
wire was placed in the bath as reference electrode. Extracellular signals were recorded, filtered
and amplified through AM Systems amplifier (Model 1700, Carlsborg, WA). Files were
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recorded, saved and analyzed using Spike2 Software (CED, UK) at 10 kHz. The activity of AGR
was monitored on multiple extracellular recordings simultaneously, namely on the stn, dgn, and
the son (Fig. 2.6A). AGR activity was measured as instantaneous firing frequency (ff.) as
determined by the reciprocal of the interspike interval.
Extracellular axon stimulation
We used retrograde extracellular nerve stimulation to activate sensory modalities of
interest as described in detail by Städele and colleagues (Städele et al., 2017). In short, a
petroleum jelly well was built around a nerve containing the axons of the neurons of interest.
One of two stainless steel wires was placed inside the compartment, the other was placed
outside. Current pulses were applied with a Master-8 pulse stimulator (A.M.P.I., Israel)
controlled by self-programmed Spike2 scripts. IV neurons were activated via extracellular
stimulation of the ivn with 10 consecutive stimulus trains, 10 to 50 Hz stimulation frequency, 6
sec stimulus trains, 6 sec intertrain intervals ,1ms pulse duration, 0.5 to 2 Volt stimulation
voltage (in accordance to their in vivo firing pattern; Hedrich et al., 2009; Hedrich et al., 2011).
The VCNs were activated via extracellular stimulation of the paired dpon with 10 consecutive
stimulus trains, 15 Hz stimulation frequency, 6 sec stimulus trains, 4 sec intertrain intervals, 1ms
pulse duration, 2-3 Volt stimulation voltage (Beenhakker et al., 2004). In all experiments both
dpons were stimulated simultaneously using different channels on the Master-8 stimulator.
To determine history-dependent changes in spike conduction velocity and differences in
spike failures before and during IV neuron modulation, AGR was stimulated on the agn, a side
branch leaving the dgn that exclusively contains the AGR axon. To determine changes in spike
conduction velocity we used 5 consecutive trains of 15 Hz stimulation frequency, each train with
28 pulses, 6 to 9 sec intertrain interval and 1ms pulse duration. To elicit spike failures, the agn
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was stimulated with 10 consecutive trains, 10 to 50 Hz stimulation frequency (10 Hz intervals), 9
sec stimulus trains, 9 sec intertrain intervals, 1ms pulse duration and 0.5 to 1 Volt before and
during IV neuron stimulation. We found that the IV neuron mediated decrease in AGR firing
frequency was strongest after the 5th stimulation train (Fig. 2.6C). We thus started agn
stimulation after the 5th IV stimulation train to ensure sufficient modulation of the AGR axon.
AGR spike conduction velocity was calculated using standard protocols (DeMaegd et al., 2017).
To assess the effects of ectopic spike frequency on AGR's sensory encoding, ectopic APs were
elicited via extracellular stimulation of the AGR in the posterior stn. A minimum of 20 ectopic
APs were elicited and stimulation continued until the first orthodromic spike was detected.
Stimulation frequencies were 10 Hz to 3 Hz in 1 Hz steps. Stimulus parameters were 1 ms for
pulse duration and 0.2 to 1 V for stimulus amplitudes.
Drug and saline applications
Neuromodulators, antagonists, HiDi and Ca2+ saline were applied selectively to the
posterior part of the stn where AGR’s ectopic SIZ is located (Städele and Stein, 2016). A
petroleum-jelly well was used to isolate the application site from the rest of the nervous system.
The well had an inner diameter of approximately 300-400 µm. Solutions were cooled to 10-12°C
and manually applied into the well using a 1 ml syringe with an injection needle. To exclude
temperature-induced changes in AGR frequency, saline with the same temperature as the
neuromodulators/antagonists was applied 5 minutes before each application. Measurements for
quantitative analysis were taken in steady-state (5 minutes after neuromodulator/antagonist wash
in). Modulators were washed out for 20 to 40 minutes with continuous superfusion of cooled
saline.
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Sensory burst induction
Either muscle stretch or high K+ saline was used to excite AGR’s peripheral dendrites
and elicit sensory bursts. In experiments were muscle stretch was used, the gm1 muscles and
their innervation by AGR was left intact. The anterior ossicles where the gm1 muscles attach to
the carapace were pinned in place and the posterior ossicles of the gm1 muscles were attached to
an electrical micromanipulator (PatchStar, Scientifica) Initial muscle stretch was set by adjusting
the distance between the posterior and anterior ossicle to the original muscle length measured in
the intact animal before dissection. Muscle stretch was applied via a ramp-and-hold movement of
the manipulator. Stretch amplitude was adjusted for each animal to activate AGR at
physiologically relevant frequencies (typically ~500μm). To prevent muscle damage due to
many repeats and long duration experiments, muscles stretches were kept short, with a holding
phase of ~500ms. Stretch rate was ~200 μm/s.
In experiments where high K+ saline was used, an oblong petroleum jelly well with inner
diameter of about 9x3 mm was used to isolate the agn. Chilled physiological saline was
continuously superfused into the well. Inflow and outflow were placed on either side of the agn,
such that saline flowed in one direction across the agn. High K+ saline was added to this flow by
puffing it into the well for 0.1 to 0.5 seconds using a picospitzer. To prevent accumulation of
modulator effects puffs occurred every 60 to 90 seconds with continuous washouts in between
puffs.
Across preparations peripheral bursts triggered by the same concentration of high K+
saline were quite variable in burst duration and intraburst firing frequency. Thus, to reduce this
variability the K+ concentration was determined separately for each preparation. Specifically, K+
saline was applied to the agn, and changes in AGR spike frequency were measured on the dgn.
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Puffs started with the lowest concentration (110mM) and K+ concentration was increased until
no further increase in intraburst firing frequency could be observed. After this, the duration of
the puff was adjusted so that bursts reflected AGR's physiological response to muscle tension.
Intraburst firing frequency was defined as the number of spikes per burst -1, divided by the burst
duration.
To determine the influence of stimulation induced antidromic APs ('siAPs') on sensory
encoding, the duration of the burst, average intraburst firing frequency, and number of spikes per
burst were quantified following different siAP frequencies. SiAP frequencies were randomized
in each preparation. In each trial, siAP stimulation ended when the first AP of the sensory burst
was detected. For each preparation and frequency two trials were averaged in muscle stretch
experiments and between one and three trials per were averaged in high K+ saline experiments.
Burst duration was measured as the time from the first orthodromic AP to the last orthodromic
AP. Orthodromic APs were identified by spike shape and direction of propagation. Average
intraburst firing frequency was determined as the average of instantaneous spike frequencies
during the burst.
Computer model
To determine the influence that varying ectopic AP frequencies have on sensory bursts,
we created a model neuron with standard morphology and passive properties (Ekeberg et al.,
1991) using MadSim (Stein and Ausborn, 2004; Straub et al., 2004; Städele et al., 2015) (freely
available for download at http://www.neurobiologie.de). Passive parameters used were: leak
conductance, 3 nS, Cm, 0.8 nF, resting potential, -60 mV. Active membrane properties were
implemented according to modified Hodgkin-Huxley equations (Ausborn et al., 2007; Daur et
al., 2012).
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A slow K+ current (IKS) was implemented as non-inactivating current using I=ḡ*α*(V-E).
V is the membrane potential, E the K+ equilibrium potential (-80mV), and ḡ the maximum
conductance. ḡ was set to 0.7 μS. Activation α was calculated using α=1/(1+exp((V-V0)/s)), with
V0 =-39.5 mV and S=-8 mV. The time constant of activation was constant and varied between
models (0.25 sec to 4 sec). Ectopic APs were elicited with 10 ms current pulses (50 nA) at
frequencies between 3 and 7 Hz. Sensory bursts were elicited with 12 nA ramp-and-hold current
injections (1s ramp up, 0.5 sec holding phase, 2s ramp down). Simulations produced 20s long
voltage waveforms.
Experimental design and statistical analysis
All experiments were performed on wild caught male C. borealis. Animals were kept for
at least 7 days in artificial sea water tanks prior to experiments. AGR firing frequency represents
the mean instantaneous firing frequency of APs occurring over 20 to 40 seconds. ‘Baseline’
refers to AGR firing frequency at rest, while ‘control’ refers to AGR’s firing frequency
immediately before a treatment. Data were analyzed using scripts for Spike2 (available on
www.neurobiologie.de/spike2) and by using built-in software functions. To determine temporal
differences in spike appearance on multiple recording sites, a voltage threshold was used for
spike detection and the subsequent maximum or minimum voltage deflection of the signal
passing through this threshold was used as trigger. In cases where extracellular stimulus artifacts
or the APs of other neurons obscured the neuron of interest, obscuring signals were eliminated
from recordings by subtracting the average stimulus artifact with Spike2. Statistical tests were
performed using SigmaStat (Systat Software GmbH, Erkrath, Germany) Kolmogorov-Smirnov
test with Lillifors correction was used to assess normal distribution of data sets. Paired t-test and
one way repeated measure ANOVA with Holm-Sidak posthoc or Student-Newman-Keuls
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posthoc test were used to test for significant differences. Statistical results are reported as
followed:
Paired t-test: t(degrees of freedom)=t value, p value, number of preparations.
One way repeated measures ANOVA: F(degrees of freedom, residual)=f value, p value,
posthoc test, number of experiments.
“N” denotes the number of preparations, while “n” is the number of trials/APs.
Significant differences are indicated using *p<0.05, **p<0.01, ***p<0.001.
Results
STG neurons are heavily modulated by descending projection neurons that release a
variety of different modulators, including neuropeptides and biogenic amines (summarized in
Marder and Bucher, 2001; Selverston et al., 2009; Stein, 2009; Blitz and Nusbaum, 2011). The
axons of several neurons are sensitive to biogenic amines in that focal application of these drugs
to axonal regions elicits secondary, ectopic SIZs and backpropagating APs (Bucher et al., 2003;
Meyrand et al., 1992; Goaillard et al., 2004; Städele and Stein, 2016). Despite this, there is no
direct evidence that modulatory control of ectopic APs is indeed employed by projection neurons
and that such modulation affects the function of the modulated neuron.
We studied whether the IV neurons, a pair of aminergic descending projection neurons,
affect ectopic AP production in the axon of the single-cell muscle tendon organ AGR, and how
this modulation affects the encoding of sensory stimuli. AGR and the IV neurons contribute to
the same behavior in that they serve complementary functions in feeding: In C. borealis, the IV
neurons activate rhythmically when the animal encounters food with its antennae (Hedrich and
Stein, 2008), usually immediately before food is cleaved by the mandibles and enters the
stomach. Activation of the IV neurons causes a long-lasting gastric mill rhythm in the stomach
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that drives three internal teeth in mastication within the lumen of the stomach. Once the gastric
mill rhythm is running, AGR senses muscle tension of the gm1 protractor muscles during the
powerstroke of the medial tooth and generates bursts of APs near its dendrites in the muscle. Its
feedback controls timing and strength of the gastric mill activity (Smarandache et al., 2008).
Functionally, thus, IV neuron activity precedes AGR activity, but both can continue throughout
feeding. The IV neurons project from the brain through the unilateral inferior ventricular nerve
(ivn) and innervate the STG and the CoG (Fig. 2.6A). Importantly, they can be selectively
activated by extracellular stimulation of the ivn (Hedrich and Stein, 2008), which like
chemosensory stimulation of the antennae elicits a gastric mill rhythm.
Part of AGR’s normal activity repertoire is the generation of APs at two different SIZs.
Low frequency (3-9 Hz) ectopic APs are generated tonically in posterior parts of the stn (in the
trunk of the central AGR axon; Daur et al., 2009; Städele and Stein, 2016). Higher frequency
bursts of APs (15 - 40 Hz) are induced in the peripheral anterior gastric nerve (agn), close to
gm1 muscles, and encode muscle tension (Combes et al., 1995; Smarandache et al., 2008).
Whenever muscle tension is low, ectopic APs are initiated at the ectopic SIZ in the stn, and the
peripheral SIZ is silent.
AGR’s ectopic spike activity is influenced by IV projection neurons
To test whether the IV neurons modulate AGR's ectopic spiking, we stimulated the ivn
and monitored AGR’s ectopic spike frequency extracellularly, along with several gastric mill
motor neurons. Figure 2.6B shows original recordings of AGR and the gastric mill neurons
before and during consecutive ivn stimulation with 40 Hz (10 trains, 6 sec train/intertrain
duration). Stimulation parameters were selected according to the published in vivo activity of the
IV neurons (Hedrich and Stein, 2008). We observed a strong decrease in AGR's ectopic firing
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Figure 2.6. IV neuron activation decreases the frequency of ectopic spike initiation in
AGR. A, Schematic of the stomatogastric nervous system. Axonal projections of the paired IV
neurons are depicted in red. AGR and its axonal projections are depicted in blue. Nerve names
are italicized. Green circles in the CoG represent descending projection neurons. A',
Composite photo of AGR (yellow) and STG (orange) showing the morphology of AGR and its
axonal projections in the stn and dgn. AGR was visualized via intracellular injection of Alexa
Fluor 568. Neural structures were visualized via bath-application of the voltage-sensitive dye
Di-4 ANNEPS. Note that AGR possesses 1-3 arbors in the STG neuropil (Städele and Stein,
2016) that are not visible here because of high background fluorescence of the STG neuropil.
Scale bar, 100 µm. n=neuropil. B, AGR instantaneous firing frequency (AGR ff., top) and
extracellular nerve recordings of the lgn and dgn (bottom) showing the responses of AGR
(blue) and the STG gastric mill neurons before and during IV neuron stimulation (gray area).
Black bars above the recording visualize the repetitive stimulation of the IV neurons (40Hz, 10
consecutive trains). IV neurons stimulation elicited a gastric mill rhythm (note the alternating
activity of LG on the lgn and DG on the dgn) and a concurrent decrease in AGR ff. by 41%. C,
Time course of the average change in AGR ff. during 40 Hz IV neuron stimulation for 10
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consecutive trains. AGR firing frequency was normalized to the frequency measured 100 sec
before IV neuron stimulation (baseline). Control refers to the frequency measured immediately
before the stimulation. Shown are means ± SD. N=14 preparations. D, Average time course of
the change in normalized AGR ff. during IV neuron stimulation with varying stimulation
frequency (10 to 50 Hz). Shown are means. N=10 preparations. Nerves: ivn: inferior
ventricular nerve, ion: inferior esophageal nerve, son: superior esophageal nerve, dpon: dorsal
posterior esophageal nerve, stn: stomatogastric nerve, dgn: dorsal gastric nerve; agn: anterior
gastric nerve, lvn: lateral ventricular nerve, lgn: lateral gastric nerve. Ganglia: STG:
stomatogastric ganglion, CoG: commissural ganglion, brain: supraesophageal ganglion.
Neurons: AGR: anterior gastric receptor neuron, IV: inferior ventricular neurons. Figure A
adapted from Hedrich and Stein, 2008 and Städele et al., 2012 Figure adapted from Stadele et
al., 2018).

frequency in response to IV stimulation, in this particular example from 3.9 Hz to 2.3 Hz (f=1.6 Hz). This diminishment outlasted the stimulation for more than 300 seconds.
As previously described (Christie et al., 2004; Hedrich and Stein, 2008), IV neuron
stimulation elicited a long-lasting gastric mill rhythm, apparent by the alternating burst activity
of the lateral gastric (LG) and the dorsal gastric (DG) neuron (Fig. 2.6B, bottom). Similar to
previous observations (Goldsmith et al., 2014; Städele and Stein, 2016) we found that the gastric
mill rhythm was accompanied by small rhythmic frequency changes in AGR (arrows in Fig.
2.6B) which are likely to be mediated by the gastric mill (GM) motor neurons that are active in
the same phase as LG. The decrease in AGR firing frequency could be prolonged when IV
neurons were stimulated for longer durations (up to 40 stimulus trains, N=5, data not shown). In
these cases, the beginning of the recovery back to baseline frequency was also delayed until the
end of the stimulation.
To characterize the IV neuron mediated effect, we measured AGR firing frequency
before IV stimulation (control), during the 5th and 10th stimulation train, and 80sec and 200sec
after the last stimulation (Fig. 2.6C). On average (N=14), AGR firing frequency was
significantly diminished starting with the 5th stimulation and up to 200 sec after the end of IV
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stimulation, with the largest decrease at the 10th stimulation (from 4.5±1.3 Hz to 3.1±1.1 Hz,
f=-1.3±0.3 Hz, one way RM ANOVA, F(13,4)=49.21, p<0.001, Holm-Sidak post-hoc test with
p<0.05). In vivo, the response of the IV neurons to chemosensory stimuli at the antennae is quite
variable (Hedrich and Stein, 2008), and ranges between 10 and 50 Hz, probably due to the
saliency of the chemosensory stimulus. We thus tested a variety of IV neuron stimulus
frequencies and found that the response of AGR to IV neuron stimulation depended on
stimulation frequency. When we stimulated the IV neurons with frequencies ranging from 10 to
50 Hz, in 10 Hz intervals (Fig. 2.6D), a significant diminishment in AGR firing frequency was
observed at stimulation frequencies of 20 Hz and above (One way RM ANOVA, F(4,4)=49.21,
p<0.001, Holm-Sidak post-hoc test with p<0.01 significance level, N=10). Thus, IV neuron
firing frequency determined how strongly AGR firing frequency was diminished, indicating that
the strength of the chemosensory stimulus differentially affects AGR ectopic spiking.
IV neurons alter AGR’s axonal membrane excitability
Only one of the two AGR SIZs is active at a given time. The current hypothesis is that
the ectopic SIZ has the higher intrinsic membrane excitability and thus dominates AGR's firing
in the absence of sensory spikes (Daur et al., 2009). However, when the excitability at the
ectopic SIZ is artificially reduced, the location of spike initiation switches, and the sensory SIZ
in the agn starts spiking even in the absence of muscle tension (Daur et al., 2009; Städele and
Stein, 2016). In some of our experiments, we observed a switch in spike initiation from the stn to
the periphery during IV stimulation. In 9 of 45 experiments, the decrease in AGR ectopic firing
frequency was so dramatic that spike initiation switched from the stn to the periphery. Figure
2.7A shows the switch in AGR spike initiation exemplarily for one preparation. In this particular
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Figure 2.7. IV neuron stimulation can stop ectopic spike production. A, Extracellular
recording of the dgn (bottom) and AGR instantaneous spike frequency (top) showing that
AGR spike amplitude changed during strong decrease of AGR instantaneous firing frequency.
A’, Magnification of the gray area in A. While AGR spikes on the dgn had similar shapes and
amplitudes before IV neuron stimulation, spike amplitude continuously changed during IV
stimulation. Arrows mark the changes in AGR amplitude. Ectopic APs had negative
deflections and are marked blue. APs generated in the periphery had positive deflections and
are highlighted in green. Note the different time scales in Figures A and A’. B, Comparison of
spike appearance and delay of arrival of AGR APs with negative (Bi) and positive deflection
(Bii) at three recording sites along the AGR axon (dgn, stn and son). APs on the dgn were used
for temporal alignment. Shown are single sweeps (left, middle) and an overlay of 20 APs
(right) showing the loss in temporal accuracy (jitter). The recording sites where APs appeared
first are highlighted in bold. Colors correspond to different AP deflections as shown in A.
Gray lines depict the delay in AP appearance between recording sites. C, Example recording
showing a complete stop in AGR's ectopic firing during IV stimulation (gray area). Note the
large gap in spike frequency after the 4th IV stimulus train.

example, IV neuron activation initially diminished AGR firing frequency by about 25%, until a
steady state was reached. At that time, spike polarization of AGR on the dgn changed noticeably
(arrows in Fig. 2.7A’), indicating that the direction of AP propagation switched and APs were
initiated elsewhere (described by Daur et al., 2009; Städele and Stein, 2016). To determine where
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APs were initiated, we compared the delay in spike appearance between multiple extracellular
recording sites along the AGR axon (peripheral: dorsal gastric nerve (dgn), central:
stomatogastric nerve (stn), close to the CoGs: superior esophageal nerve (son)). We found that
spikes with negative deflection (blue, Fig. 2.7A) always occurred first on the stn recording site
(Fig. 2.7B, i), and traveled orthodromically towards the sons and antidromically towards the
peripheral dgn. In contrast, spikes with positive deflection (green, Fig. 2.7A) always occurred
first on the dgn and propagated only orthodromically towards the stn and sons (Fig. 2.7B, ii).
Spike initiation switched back and forth between the ectopic and sensory SIZ, indicating that the
membrane excitability of the ectopic SIZs fell below that of the peripheral one. We noticed that
during the switches the temporal accuracy of APs was reduced in that APs arrived with slightly
different delays (‘jitter’) at the extracellular recording sites (Fig. 2.7ii, right). This may indicate
that APs were either not initiated at a fixed location or that propagation velocity varied. In four
additional experiments, the diminishing effect of the IV neurons turned off spike initiation
completely (Fig. 2.7C). In conclusion, our results so far predict that IV neurons alter spike
initiation in the AGR axon most likely by reducing axonal membrane excitability.
IV neurons control ectopic spiking via release of histamine
The IV neurons exert their actions on the STG motor circuits directly via histaminergic
inhibition of STG circuits, and indirectly via activation of other modulatory projection neurons in
the commissural ganglia (Christie et al., 2004; Hedrich et al., 2009). Their latter actions are
required for eliciting the gastric mill rhythm and involve at least two identified CoG projection
neurons (Christie et al., 2004; Hedrich et al., 2009; Hedrich et al., 2011). Since the observed
decrease in AGR firing frequency during IV neuron stimulation was always accompanied by a
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Figure 2.8. The IV neurons exert their effects on the AGR axon via chemical
transmission. A, AGR ff. before and during VCN stimulation (gray bar). VCN stimulation did
not diminish AGR ff., but started a gastric mill rhythm (see LG activity on the lgn and DG on
the dgn). Recordings are from the same experiment as shown in Figure 1B. B, Average time
course of normalized AGR ff. in response to VCN stimulation. Shown are mean ± SD. VCN
stimulation did not cause a significant change in AGR firing frequency. N=12 preparations. C,
AGR ff. during IV neuron stimulation in the intact nervous system (i), after CoG transection
(ii), and after block of chemical transmission via application of low Ca2+ saline to the
posterior stn (iii). Recordings are from the same preparation. D, Analysis of the average
change in AGR ff. during IV neuron stimulation in saline (IV stim), after CoG transection (IV
stim + CoG cut), and after chemical transmission was blocked (IV stim + low Ca2+). Shown
are means ± SD. Control refers to the frequency measured immediately before IV stimulation.
n.s. = not significant different with p>0.8, one way RM ANOVA, N=6 preparations.

gastric mill rhythm, we wanted to exclude that the decrease was due to the involvement of CoG
projection neurons. To test this, we elicited gastric mill rhythms that involved the same two
identified projection neurons known to mediate the IV neuron-induced gastric mill rhythm. In
this case, however, the rhythm was activated via stimulation of the mechanosensory ventral
cardiac neurons (VCN; Beenhakker et al., 2004). While the elicited gastric mill rhythm (Fig.
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2.8A) was accompanied by small rhythmic firing frequency changes in AGR during the activity
phase of the GM neurons (Goldsmith et al., 2014; Städele and Stein, 2016), VCN activation did
not cause a significant decrease in AGR firing frequency. This was true for all preparations
tested (Fig. 2.8B) (one way RM ANOVA, F(11,4)=4.17, p=0.06, N=8). With the exception of the
small rhythmic firing frequency changes, AGR firing frequency remained unaffected during and
after VCN stimulation. This indicated that the decrease in AGR firing frequency was specific to
the IV neurons and not dependent on the activation of CoG projection neurons.

Figure 2.9. The IV neuron co-transmitter histamine diminishes the AGR firing frequency
mainly via acting on H2 receptors. A-B, AGR ff. in response to (A) FMRF-like peptide F1
and (B) histamine application to the posterior stn. Colored areas mark the time of drug
application. Arrows in B indicate switches of AP initiation to other locations. A’-B’, Analysis
of the change in AGR ff. before and during application of (A’) FMRF-like peptide F1 and (B’)
histamine. Black circles represent individual experiments. Diamonds represent mean ± SD.
N=13 preparations. C, AGR ff. in response to 40 Hz IV neuron stimulation in saline (i), and
after blocking of H2 receptors with Cimetidine (ii). Recordings are from the same preparation
and scaled identically. D, Comparison of AGR ff. during H2 receptor blockade with
cimetidine immediately before (control cimet.) and during IV stimulation (IV + cimet.).
Circles represent individual experiments. Diamonds represent mean ± SD. n.s. = not
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significant different, paired t-test, t(4)=2.66; p=0.056, N=5 preparations. E, Average change in
AGR ff. in saline (gray) and cimetidine (purple). Shown are means ± SD. One way RM
ANOVA, F(4,3)=33.27, p<0.001, Holm-Sidak post-hoc test with p<0.05, N=5 preparations.
n.s. = not significant different with p=0.58

To further scrutinize this result we completely removed both CoGs by transecting the
ions and sons. This kept the direct connection between IV neurons and STG intact but eliminated
indirect effects via CoG neurons. Figure 2.8C shows the decrease in AGR ectopic firing
frequency in response to IV neuron stimulation before and after CoG transection. Across
preparations (Fig. 2.8D) the decrease in AGR firing frequency did not significantly change when
the CoGs were transected (comparison of AGR ff. after 5th stim, one way RM ANOVA,
F(3,17)=32.36, p<0.001, Holm-Sidak post-hoc test with p<0.01, N=6). However, as expected,
without CoGs IV neuron stimulation did not elicit a gastric mill rhythm, and the small gastric
mill-timed AGR rhythmic frequency changes were absent.
To test whether the decrease in AGR firing frequency during IV neuron stimulation could
be chemically transmitted, we blocked chemical transmission at AGR’s ectopic SIZ by reducing
the extracellular Ca2+ concentration. Specifically, we focally applied low Ca2+ saline to the
posterior part of the stn (close to the STG neuropil edge). Low Ca2+ saline prevented the IV
neuron-induced decrease in AGR firing frequency in all experiments (N=6) (Fig. 2.8Ciii, D),
suggesting that the IV neuron effect is mediated chemically. Besides histamine, the IV neurons
contain the co-transmitter FMRF-like peptide F1 (Christie et al., 2004). Furthermore, Li and
colleagues (2002) suggested that the IV neurons might also contain different Orcokinin isoforms.
To test whether any of the identified IV co-transmitters can mediate the observed diminishment
in AGR firing frequency, we bath applied them individually at different concentrations to the
posterior part of stn, where AGR’s ectopic SIZ is located. Figures 2.9A and B show AGR’s
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response to modulator application. Measurements were taken in steady state, i.e. 5 minutes after
application. Application of 100 µM FMRF-like peptide F1 to the posterior part of the stn excited
AGR and elicited a strong increase in firing frequency (Fig. 2.9A). This increase was
concentration-dependent: 1µM FMRF-like peptide already caused an increase in AGR firing
frequency, but the effect was much smaller (data not shown). On average we found that 100 µM
FMRF-like peptide caused a significant increase in AGR firing frequency by 32±15% (paired ttest, t(5)=-6.42, p=0.001, N=6 ) (Fig. 2.9A’). In all cases, the time constant of the increase was
slow and steady state was reached after about 120 sec. Application of histamine (10mM), in
contrast, caused a strong diminishment in AGR firing frequency (Fig. 2.9B) with a similar time
course as seen during IV neuron activation. On average, histamine caused a significant decrease
in AGR firing frequency by 28±9% (paired t-test, t(12)=6.18, p=<0.001, N=13) (Fig. 2.9B’) that
outlasted the application by about 250 sec. In five out of 13 experiments, the decrease in AGR
firing frequency was strong enough to switch the site of ectopic spike initiation to the dgn
(arrows in Fig. 2.9B). In none of our experiments (N=5) did application of any of the two
Orcokinin isoforms tested ([Ala13] and [Val13], 1 to 100 µM; Li et al., 2002) elicit a change in
AGR firing frequency, despite the fact that both isoforms influenced the pyloric and gastric mill
rhythms when applied to the STG (data not shown).
To validate that release of histamine from the IV neurons caused the diminishment of
AGR’s firing frequency, we used cimetidine to block histaminergic actions during IV neuron
stimulation. Cimetidine is an H2 receptor antagonist known to diminish IV neuron-mediated
histaminergic effects in the STG (Christie et al., 2004). Specifically, we stimulated the IV
neurons in regular saline, observed the decrease in AGR firing frequency, applied cimetidine (5
mM) to AGR’s ectopic SIZ in the posterior stn, and then stimulated the IV neurons again. Figure
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2.9C shows the response of AGR to IV neuron stimulation before and during cimetidine
application. AGR's decrease was strongly reduced in cimetidine (trace ii), indicating that
histamine release contributed to the IV neurons' effect on AGR. Across preparations (Fig. 2.9D),
we found that in the presence of cimetidine IV neuron stimulation no longer diminished AGR's
firing frequency (paired t-test, t(4)=2.66, p= 0.056, N=5). In summary, thus, our results
demonstrate that histamine released from the IV neurons diminished AGR firing frequency,
likely via H2 receptor activation.
IV neuron modulation of the AGR axon is spatially restricted
If the IV neuron-elicited decrease in AGR firing frequency is specific to ectopic APs and
their initiation site in the axon, it should not affect APs generated in the sensory dendrites. To
test this, we artificially moved the site of spike initiation away from the posterior part of the stn
to the dgn via focal application of high-divalent saline (HiDi) to the stn. HiDi diminishes
membrane excitability, thereby inactivating AGR’s ectopic SIZ and allowing the peripheral SIZ
to become active (Daur et al., 2009; Städele and Stein, 2016). Figures 2.10A and B show an
example of this switch in SIZs. We then activated the IV neurons to test whether AGR firing
frequency is still diminished when APs are initiated in the peripheral dendrites. Similar to the
control experiments in regular saline, IV neuron stimulation in HiDi elicited a strong and longlasting gastric mill rhythm, indicating that the stimulation was successful. Yet, with the
peripheral SIZ active, AGR firing frequency did not decrease anymore (Fig. 2.10B’). We found
this to be true for all preparations tested (average change in AGR ff. in comparison to baseline:
f control=1.68±0.58 Hz, f HiDi=0.02±0.06 Hz, N=5). We also observed that the small gastric
mill-timed oscillations of the AGR firing frequency were absent when APs where initiated in the
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Figure 2.10. IV neurons only influence AGR when APs are generated ectopically in the
stn. A-B, Overlay of multiple AGR APs (72 APs each) for (A) control condition and (B)
during HiDi application. Data are from the same preparation. Bold highlighted nerve names
mark the recording site where APs appeared first. APs on the dgn were used for temporal
alignment. A’-B’, Example recording showing AGR ff. before and during IV neuron
stimulation for (A’) control condition and (B’) during HiDi application to the stn. Extracellular
recordings of the dgn (bottom) show the gastric mill rhythm (rhythmic firing of DG). Data
from the same preparation as shown in A and B.

peripheral dendrites. In conclusion, descending IV neuron modulation specifically targeted the
ectopic SIZ in the stn, allowing a direct regulation of ectopic spike frequency at this site.
IV neurons modify sensory encoding in AGR
Ectopic APs travel both ortho- and antidromically. While it has been shown that
orthodromic APs add to already existing APs and increase a neuron's spike frequency, the
influence of antidromic APs is less clear. Unless collisions with existing APs occur, antidromic
APs may propagate into dendritic regions with the potential to affect information encoding
(Dubuc et al., 1988; Beloozerova and Rossignol, 2004; Ma and LaMotte, 2007). Synaptic
processing in neocortex and hippocampus, for example, is altered by APs initiated at the axon
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initial segment that backpropagate into dendritic areas and modify subsequent signal encoding
(Markram et al., 1997; Wu et al., 2012; Bukalo et al., 2013). Similarly, in chordotonal organs of
the crayfish leg, back-propagating APs can change the sensitivity of sensory neurons to leg
movements. In our experiments, we have so far found that the chemosensory IV neurons
modulate the spontaneous ectopic APs in AGR without fully abolishing ectopic spiking. We thus
hypothesized that changes in ectopic frequency (and not just their presence of absence) will alter
AGR's sensory activity. We reasoned that ectopic APs invade the sensory dendrites, where they
affect membrane excitability and hence AGR's sensory burst properties. To test this, we induced
sensory bursts in AGR, and then compared the elicited bursts at a range of AGR ectopic spike
frequencies. To reduce experimental variability in spontaneous and IV neuron-induced ectopic
firing frequencies between animals, we induced ectopic APs via extracellular stimulation of the
posterior part of the stn. Hereinafter, we use the term siAP to distinguish stimulation-induced
ectopic APs from spontaneous-induced APs. We elicited siAPs at frequencies between 3 and 10
Hz, which is the range of ectopic spike frequencies observed in vivo (Daur et al., 2009; Daur et
al., 2012; DeMaegd and Stein, 2018). To avoid interference of siAPs and spontaneously induced
APs we did not decrease the stimulation frequency below 3Hz.
We induced sensory bursts in AGR in a semi-intact preparation in which the gm1
muscles were kept intact, but the rest of the nervous system was dissected as in the previous
experiments. The muscles were pinned down at the anterior ossicles while the posterior ossciles
were attached to a stimulus clamp controlled by an electrical manipulator. We then stretched the
muscle to increase muscle tension by pulling the posterior ossicles (see Materials and Methods;
Smarandache and Stein, 2007). SiAP frequencies were applied in random order to prevent time
or hysteresis effects, and each frequency was repeated two times at random intervals. Each siAP
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Figure 2.11. Antidromic ectopic APs alter sensory sensitivity to muscle stretch. A,
Original recordings of AGR's burst activities at different ectopic spike frequencies (7, 5, 3 Hz).
Recordings were taken on a section of the dgn. Sensory bursts were elicited by stretching the
gm1 muscles. Ectopic APs were elicited with extracellular stimulation of the posterior part of
the stn ('siAPs') and are highlighted in light blue. Orthodromic APs of the sensory burst are
depicted in green while spontaneous ectopic APs are highlighted in dark blue. B, Overlay of
several original traces from dgn, stn, and son recordings plus average showing the directions
of AP propagation for the three conditions shown in A. The gray area depicts the stimulus
artifact. C - E, Quantification of sensory bursts at siAP frequencies between 3 and 10 Hz. C,
Burst duration. D, Number of spikes per burst. E, Average intraburst firing frequency. Shown
are means ± SEM. N=8 preparations.

frequency trial was preceded by a control muscle stretch with no siAP stimulation, and followed
by another control stretch. Muscle stretch was followed by a waiting period of two minutes to
minimize potential history-dependent influences of past bursts. This ensured that for each muscle
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stretch, AGR was in a fully recovered state, i.e. sufficiently rested so that its response was
independent of previous stimuli or stretches. As a consequence, however, experiments required
the muscles to be healthy for several hours. To minimize muscle fatigue the holding phase of the
muscle stretch was kept short (0.5s). Across animals, the average and maximum frequencies of
the elicited bursts ranged from 11 Hz to 25 Hz (average intraburst firing frequency) and 21 Hz to
37 Hz (maximum firing frequency in the burst) and were thus within the extent observed in
previous in vivo recordings of AGR (Smarandache et al., 2008). Figure 2.11A shows an example
recording of AGR's sensory burst on the stn following a siAP frequency decrease from 7 to 3 Hz.
In this particular preparation, the decrease in siAP frequency caused a prolongation of the
sensory burst by 0.24 sec (from 2.10 to 2.34 sec). As expected, siAPs first occurred on the stn
and traveled bidirectionally towards the son (orthodromic) and the dgn (antidromic) (Fig. 2.11B,
top). However, during the sensory burst, APs were elicited in the periphery and only traveled
orthodromically from the dgn towards the stn and son (Fig. 2.11B, middle). After the end of the
sensory burst, AGR regained spontaneous ectopic spike activity. Like the siAPs, these
spontaneous APs were initiated on the stn and traveled bidirectionally towards the son and dgn
(Fig. 2.11B, bottom).
Despite our preventative measures, we still observed muscle fatigue and substantial
reduction in sensory response over time due to the duration of the experiment. While this could
be partially compensated by increasing muscle stretch, it affected baseline sensory responses in
AGR. To assess the influence of siAPs on AGR's response, we thus calculated relative changes
(in percent) elicited by the siAP stimulation with respect to the two control muscle stretches
immediately before and after siAP stimulation. Across preparations (N=8), we found that
diminishing siAP frequency significantly reduced the change in burst duration from the control
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burst, signifying prolongation of burst duration with decreasing siAP frequency (Fig. 2.11C, one
way RM ANOVA, F(7,42)=3.831, p=0.003, N=8). Posthoc comparison revealed that bursts were
significantly prolonged with siAP frequency decreases of 5 Hz or more (Student-Newman-Keuls
posthoc test, p<0.05, N=8). The number of spikes per burst also followed a similar trend, in
which diminishing siAP frequency significantly reduced the difference in the number of spikes
per burst from the control burst, signifying an increase in the number of spikes per burst (Fig.
2.11D, one way RM ANOVA, F(7,42)=9.717, p<0.001, N=8). Spike number decreased
continuously from 10 Hz to 3 Hz siAP frequency. Posthoc pairwise comparison revealed
significant increases in the number of spikes per burst with decreases of siAP frequency of 3 Hz
or more (Student-Newman-Keuls posthoc test, p<0.05, N=8). By contrast, there was no
significant trend for the average intraburst spike frequency (Fig. 2.11E, one way RM ANOVA
F(9,56)=1.198, p=0.315, N=8). This was likely due to burst duration and spike number changing
equally.
Because we kept muscle stretches short to prevent muscle fatigue, we were unable to
account for the effects of ectopic AP frequencies on longer AGR bursts. We thus employed a
second approach for initiating sensory bursts. In this case, we focally applied high K+ saline to
the AGR's peripheral dendrites Figure 2.12A shows an example recording of AGR's sensory
burst on the stn following a siAP frequency decrease from 7 to 3 Hz. In this particular
preparation, the decrease in siAP frequency caused a prolongation of the K+ induced sensory
burst by 2.9 sec (from 3.3 to 6.2 sec). Similar to the semi-intact preparation, siAPs traveled
bidirectionally towards the son (orthodromic) and the dgn (antidromic) (Fig. 2.12B, top), and
sensory APs only traveled orthodromically from the dgn towards the stn and son (Fig. 2.12B,
middle). Spontaneous APs after the sensory burst were again initiated on the stn and traveled
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bidirectionally on the AGR axon (Fig. 2.12B, bottom). We did not observe substantial reductions
in sensory responses

Figure 2.12. Antidromic ectopic APs alter sensory sensitivity to K+ application. A,
Original recordings of AGR's burst activities at different ectopic spike frequencies (7, 5, 3 Hz).
Recordings were taken on a section of the stn, anterior to the AGR ectopic SIZ. Sensory bursts
were elicited with high potassium (K+, arrow) in the periphery, ectopic APs with extracellular
stimulation of the posterior part of the stn. SiAPs are highlighted in light blue. Orthodromic
APs of the sensory burst are depicted in green while spontaneous ectopic APs are highlighted
in dark blue. B, Overlay of several original traces from dgn, stn, and son recordings plus
average showing the directions of AP propagation for the three conditions shown in A. The
gray area depicts the stimulus artifact. C - E, Quantification of sensory bursts at siAP
frequencies between 3 and 10 Hz. C, Burst duration. D, Number of spikes per burst. E,
Average intraburst firing frequency. The gray area indicates the physiological range of AGR
firing frequency decrease during IV stimulation. Shown are means ± SEM. N=5 preparations.
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over time in these experiments, allowing us to assess AGR responses without further
normalization. Across preparations (N=5), we found a significant prolongation of burst duration
with decreasing siAP frequency (Fig. 2.12C, one way RM ANOVA, F(4,28)=4.65, p=0.001).
Specifically, K+ application elicited the shortest bursts when AGR was pre-activated with 10 to 6
Hz siAP frequency (no significant difference between 10-6 Hz). From then on, burst duration
steadily increased with smaller siAP frequencies until the siAP frequency reached 3 Hz. Burst
prolongation was significant for decreases of 2 Hz or more (duration from 3-7 Hz=2.6±2.3 sec,
6-3 Hz=2.5±2.2 sec, 5-3 Hz=2.0±2.1 sec; Student-Newman-Keuls posthoc test, p<0.05, N=5).
The duration of sensory-induced bursts was thus most strongly affected when the ectopic firing
frequency of AGR decreased from 5 Hz (and above) to 3 Hz, which matches the physiological
frequency decrease elicited by IV stimulation.
In addition, the number of spikes per burst increased significantly when siAP frequency
was reduced from 7 to 3 Hz (Fig. 2.12D, one way RM ANOVA, F(4,28)=3.29, p=0.038,
Student-Newman-Keuls posthoc test, p<0.05, N=5). Similar to the muscle stretch experiments,
the average intraburst spike frequency remained unchanged (Fig. 2.12E, one way RM ANOVA
F(4,28)=1.07, p=0.15, N=5). In conclusion, these data indicate that ectopic APs that penetrate
sensory dendrites are capable of altering the duration and spike number of sensory bursts and
thus sensory encoding.
A slow K+ current is sufficient to modify sensory bursts
Which properties of the peripheral dendrites allowed ectopic APs to affect the sensory
burst? APs that invade stimulus-encoding dendrites can strengthen synaptic input through the
accumulation of ions or ionic currents over time (Markram et al., 1997; Wu et al., 2012), or
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Figure 2.13. Slow ionic conductances determine the effectiveness of ectopic APs on burst
activity. A, Burst activity of three models with an IKS time constant of 2 sec. siAP frequency
was varied from 7, to 5, to 3 Hz, and compared to 0 Hz (no firing). siAPs are depicted in
black, sensory burst APs are highlighted in green. Note that decreasing siAP firing frequency
increased burst duration (gray area). For better visualization, only burst starts and ends are
shown. B - D, Analysis of changes in burst structure for different IKS time constants at
different siAP frequencies. B, Burst duration. C, Number of spikes per burst. D, Average
intraburst firing frequency.

require specific ion channels that affect postsynaptic responses, such as L-type Calcium cannels
(Bukalo et al., 2013). For neurons that transduce sensory stimuli instead of receiving synaptic
input, it is unclear what intrinsic properties might facilitate the modulatory effect ackpropagating
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APs have on sensory responses (Bevengut et al., 1997). Since in AGR the sensory burst was
shorter with higher ectopic AP frequencies, we hypothesized that slowly accumulating
hyperpolarizing currents may exist in the peripheral dendrites that facilitate this effect. Previous
model data had indeed suggested that AGR contains a slow Ca2+-activated potassium current
(Daur et al., 2012). To address whether a slow hyperpolarizing current is sufficient to enable
sensory modulation by ectopic APs, we created a computational model axon using MadSim
(Daur et al., 2012; Städele et al., 2015). Briefly, we used a single compartment
with active properties connected to three passive dendritic compartments to model the
peripheral SIZ and the sensory dendrites, respectively. The neuron had a resting potential of -60
mV (similar to AGR, Daur et al., 2012), and thus showed no spontaneous activity. Similar to our
physiology experiments, we elicited tonic APs with 7 to 3 Hz (1 Hz step intervals) with pulsed
current injections. These stimulation induced APs represented AGR's ectopic firing. Sensory
bursts were mimicked with ramp-and-hold current stimuli. At least 20 siAPs were elicited before
the burst was initiated, and siAPs stopped upon burst start. We initially added a slow K+ current
(IKS) with a time constant of activation () of 2 sec. We reasoned that to have any effect, the
current must accumulate over time, and thus the time constant must be close to the interspike
interval of the siAPs. Figure 2.13A shows the change in burst duration of these models for
different siAP frequencies. With decreasing siAP frequencies burst onsets occurred prematurely
and burst durations were prolonged. This was consistent with our experimental findings in that
lower ectopic AP frequencies caused bursts of longer duration.
To test whether IKS was indeed responsible for this observation, we removed it
completely from the model, leaving us with a simple Hodgkin and Huxley type neuron (Agüera y
Arcas et al., 2003), in which the fast Sodium and Potassium currents were the only voltage-gated
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currents. Without IKS, bursts in these models were mostly unaffected by the presence of the
siAPs (Figs. 2.13B-D), and neither burst duration nor the number of spikes per burst showed a
strong dependence on siAP frequency. Thus, these data indicate that a slow potassium current is
sufficient to elicit the frequency-dependent modulation of the sensory burst by ectopic APs.
Next, we tested whether having a slow time constant is sufficient to achieve the observed
effect. We thus implemented different time constants for IKS activation ( = 0.25, 0.5, 1, 2, and 4
sec). A clear frequency-dependent effect similar to our physiology experiments was only
achieved with IKS time constants of 1 sec and longer (Fig. 2.13B). With a time constant of 0.25
sec, the effect was even opposite to what we had observed in our experiments: decreasing siAP
frequencies caused shorter bursts with fewer spikes per bursts (red trace in Fig. 2.13C). In
addition, the average intraburst firing frequency (Fig. 2.13D) was slightly increased, although no
frequency-dependent change was obvious. In contrast, with time constants of 1 and 2 sec,
reducing siAP frequency prolonged the burst, elicited more spikes per burst, and did not alter
intraburst firing frequencies. A time constant of 4 sec, however, had no further effect on burst
duration, but increased the frequency-dependent influence on the number of spikes per burst and
caused a slight reduction in intraburst firing frequency.
Taken together, our data suggest that a slowly accumulating K+ current is sufficient to
elicit the observed changes in the sensory bursts. Furthermore, the strength and frequencydependence of these changes seem to be determined by the time constant of activation, i.e. how
fast the IKS accumulated. We used siAP frequencies between 3 Hz and 7 Hz, and thus interspike
intervals between 333 and 143 ms. However, only IKS time constants of 1 sec and more caused
the expected frequency-dependent effect. The model thus predicts that the time constant of the
current must be at least several fold larger than the ectopic interspike interval. Modification of
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stimulus encoding via antidromic APs penetrating peripheral dendrites may therefore represent a
general phenomenon in neurons that have slow currents similar to IKS.
IV neurons do not affect AP propagation fidelity along the AGR axon
Numerous studies have reported activity-dependent changes in axonal conduction
velocities (reviewed by Bucher and Goaillard, 2011). In the presence of neuromodulators,
propagation dynamics can further change, resulting in modified interspike intervals. This alters
AP frequencies as they propagate from the site of spike initiation to the axon terminal,
potentially changing transmitter release onto postsynaptic neurons (Lang et al., 2006; Ballo and
Bucher, 2009). Since AGR's sensory APs must travel through the area where the IV neurons
diminish axonal membrane excitability, we tested whether the observed decrease in sensory burst
duration indeed is faithfully conducted onto postsynaptic neurons during IV induced axonal
neuromodulation. Specifically, we first tested whether axonal conducting velocity of en-passant
APs was affected by IV activation as they pass the site of modulation. For this, we activated
AGR in the periphery and measured the delays at which APs arrived near the CoG, before and
during IV stimulation. AGR was stimulated extracellularly on the agn with 5 consecutive trains,
each with 28 pulse and 15 Hz stimulation frequency. This approximates AGR’s mean sensory
burst frequency in vivo (Daur et al., 2009; Daur et al., 2012) and during K+ application to the
dgn. At this frequency, peripheral stimulation overrides all ectopic APs, allowing us to test
modulatory effects on the axon without the interference of ectopic APs. Figure 2.14A shows an
example of the temporal occurrence of APs on the dgn and the son in one experiment. APs were
aligned to the corresponding stimulus and plotted on top of each other so that the first spike
appears at the bottom and the last one at the top. We found that the AGR conduction velocity
was history-dependent even in the absence of IV activation in that it initially decreased and then
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Figure 2.14. IV neuron modulation does not affect en-passant AP propagation. A, Single
burst of peripherally initiated AGR APs in response to extracellular stimulation of the agn
with 28 consecutive pulses and 15 Hz stimulation frequency. Shown are spike appearances on
the dgn (i) and son (ii) before (black) and during IV neuron stimulation (green). APs were
aligned to the stimulus and plotted on top of each other so that the first spike occurs at the
bottom. B, Comparison of spike appearance for the example shown in A. Spike times were
extracted and plotted as a function of delay to the agn stimulation. C, Analysis of the temporal
difference in spike appearance on the son before and during IV stimulation for 28 consecutive
APs. delay is the difference in AP arrival time on the son during IV stimulation and the no IV
stimulation control. Shown are means ± SD. N=6 preparations, n=30 APs each. D, Example
extracellular recording of the stn showing spike failures (arrows) of AGR APs before and
during IV neuron stimulation. Ectopically generated AGR spikes are highlighted in blue while
agn stimulation induced APs are depicted in black. AGR was activated in the periphery via
extracellular stimulation of the agn. Recordings are from the same preparation. E, Analysis of
the number of spike failures during 10 repetitive agn stimulations (40 Hz, 9 sec train/intertrain
duration, 360 APs/train) before (control) and during IV stimulation. Circles represent data
from single experiments; diamonds represent means ± SD, N=8 preparations.

increased (blue lines in Fig.2.14A). For analysis, we plotted resulting AP arrival times as a
function of spike number. Figure 2.14B shows that for this particular experiment the pattern of
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temporal AP appearance during IV neuron stimulation did not change when compared to control
condition. This was consistent for all preparations tested (Fig. 2.14C). On average, there was no
significant change in AP propagation dynamics during IV stimulation when compared to the nostimulus control (one sided paired t-test, t(27)= -0.89, p=0.38, N=6). To conclude, IV neuron
modulation of the AGR axon did not influence the temporal dynamics of en-passant APs.
However, our experiments were only designed to test for immediate effects IV neurons
might exert on AP conduction velocity (~50-100 sec after the onset of IV stimulation). Longlasting neuronal activity has been shown to further modulate axonal excitability and thus AP
propagation dynamics (Zhang et al., 2017). The IV neuron effect on these slow mechanisms
were not tested in our experiments.
Moderate or high frequency stimulation (10-50 Hz) of axons can lead to propagation
failures (Krnjevic and Miledi, 1959; Grossman et al., 1979) so that information is ‘deleted’ along
the axon before being conveyed onto postsynaptic partners. Excitability changes in the axon can
dramatically affect the rate of conduction failures (Debanne, 2004), and thus change the
computational capability of the axon (its 'fidelity'). Since the IV neurons diminished the AGR
axon excitability, we speculated that the rate of propagation failures and the maximum
transmission frequency at which the AGR axon is able to conduct APs is diminished by IV
neuron modulation. To test this, we stimulated the agn with 10 consecutive trains of 10 to 50 Hz
(10 Hz steps) for 9 seconds and compared the number of spikes passing through the site of
modulation before and during IV neuron activation. 50 Hz simulation reliably caused spike
failures of >50% (2385±585 pulses out of 4500, N=8) even in the absence of IV neuron
activation, indicating that reliable AP propagation in AGR is limited to lower frequencies.
Stimulation frequencies between 10 and 30 Hz reliably elicited APs without any spike failures in
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control and during IV activation. Yet, at 40 Hz spike failures started to occur both in control and
during IV neuron stimulation. Figure 2.14D shows an example of AGR’s responses to 40 Hz agn
stimulation before and during IV neuron activation. However, we found no significant difference
between the number of spike failing during IV neuron modulation and the no-stimulation control
(Fig. 2.14E) (control: 64±68 failures, during IV stim: 62±62 failures, paired t-test, t(7)=0.7,
p=0.5, N=8). Taken together, our results demonstrate that descending modulation of the AGR
axon by IV neurons affected neither maximum transmission frequency nor axonal propagation
fidelity.
Discussion
The sensitivity of many sensory neurons are state- and context-dependent. Consequently,
sensory activity does not solely depend on stimulus properties, but also on internal and external
conditions of the animal. Backpropagation of action potentials into the stimulus encoding sites of
neurons has been implicated in altering synaptic and sensory stimulus encoding, but to our
knowledge, this is the first study to demonstrate that backpropagating ectopic APs dynamically
modify sensory encoding in response to modulation by descending projection neurons.
Neuromodulation of sensory systems
The ability of the neuromodulatory system to globally affect sensory systems has long
been established (Birmingham, 2001). The intensity of reflexes such as startle responses, for
example, are altered by monoamines, peptides, and opiates (Davis, 1980). Sensory modulation is
not limited to reflexes, however, and can affect aspects of social communication (Hoke and Pitts,
2012), taste (Lemon, 2017), olfaction (Kawai et al., 1999), hearing (Brozoski and Bauer, 2016),
and pain (Tsuda, 2017). While initially thought to allow the animal to optimize energy
expenditure, it is now clear that modulating sensory responses is a common phenomenon that
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allows organisms to dynamically modify sensory responses in a variety of external and internal
conditions.
Contrary to endocrine and paracrine actions, direct and more local control of sensory
sensitivity by the CNS is not well understood, with the exception of sensory gating via
presynaptic inhibition that leads to a diminishment or even complete block of afferent spike
propagation into sensory terminals (El Manira and Clarac, 1994; Coleman et al., 1995; Sauer et
al., 1997; Stein and Schmitz, 1999; Beenhakker et al., 2005; Beenhakker et al., 2007; Barriere et
al., 2008; DeLong et al., 2009a; Bardoni et al., 2013). Our results show that while axonal
membrane excitability in a sensory neuron, AGR, was diminished by histaminergic actions of
descending projection neurons, afferent spike propagation in AGR remained unaffected (Fig.
2.14). Specifically, neither AP propagation velocity, history-dependence, nor AP failure rate was
altered. This occurred despite the fact that global aminergic modulation has been shown to
significantly alter AP propagation dynamics in other axons of the same system (Panzeri et al.,
2001; Ballo and Bucher, 2009; Ballo et al., 2010; Ballo et al., 2012). However, these modulatory
influences occur when large stretches of the axon are exposed to modulation (Ballo and Bucher,
2009), which not the case for modulation by the IV neurons. Instead, modulation appeared to be
restricted to the location of the ectopic spike initiation zone itself (Fig. 2.15), suggesting a
different function of modulation besides influencing propagation of sensory information.
Our main result is that descending projection neurons modulate the frequency of
backpropagating APs, and that this change in frequency modifies sensory sensitivity. There are
many examples in which additional APs are elicited in ectopic locations, i.e. spatially distant
from the canonical spike initiation site that supports the main function of the neuron. In STG
motor neurons, dopamine can elicit additional APs in the axon trunk (Bucher et al., 2003), in
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thalamocortical neurons, nicotinic modulation of axon terminals in elicits additional APs (Lambe
et al., 2003), and clinically therapeutic techniques such as Spinal Cord Stimulation (SCS) or
Deep Brain Stimualtion (DBS) stimulate ectopic APs to alleviate symptoms of neuropathic pain
(Li et al., 2006) and Parkinson’s disease (Garcia et al., 2005), respectively. These ectopically
generated APs add to already present orthodromic action potentials and correspondingly alter
synaptic output. Similar effects on postsynaptic neurons have been described for sensory neurons
as well (Städele and Stein, 2016). However, if ectopic APs are generated at the axon trunk or the
axon terminal, they also backpropagate antidromically towards the axon origin, reversing the
functional polarization of the neuron by carrying information about distant modulator actions to
sites of stimulus encoding where they can affect future encoding events. Previous studies on
crayfish chordotonal organs have demonstrated that backpropagating APs indeed can alter the
sensitivity of velocity and position-dependent sensory neurons that are involved in leg posture
control (Bevengut et al., 1997). The sensory axon terminals are excited by GABA-ergic primary
afferent depolarizations that occur in phase with the central pattern generator that drives leg
movements. When suprathreshold, antidromic APs are elicited that have the ability to alter the
sensitivity to sensory stimuli (Bevengut et al., 1997). In this case, the range of ectopic spike
frequencies, origin of modulation and control of antidromic firing are unclear, as are the
mechanisms by which antidromic APs alter sensory sensitivity when they invade the sensory
dendrites. Underlying channels have been explored in CA1 hippocampal neurons, where
antidromic APs elicited by GABAA-mediated depolarization and an additional electrotonic
coupling at axon terminals cause long-lasting synaptic depression of incoming synaptic signals,
resulting in a rescaling of synaptic weights that may contribute to memory consolidation. Here,
L-type Calcium channels are a prerequisite for invading APs to have an effect on synaptic

90

integration (Bukalo et al., 2013). While there are no synaptic inputs in sensory dendrites, our
models indicated that similarly to the CA1 neurons passive properties and Hodgkin-Huxley-type
Sodium and Potassium currents are not sufficient to elicit such a response, but a slowly
accumulating ionic conductance was necessary. Specifically, our results show that changes in IV
neuron firing rate reduce AGR's ectopic spiking accordingly, and that this causes a frequencydependent increase in AGR's response. A slow hyperpolarizing current was sufficient to elicit
this effect in the model. It is reasonable to assume that a slow accumulation of outward currents
will hyperpolarize the dendrites, and reduce local excitability to sensory inputs. Interestingly,
though, the time constant of the current determined the sign of the response in that a fast time
constant reversed the frequency dependence, causing a diminished response with lower ectopic
AP frequency. This indicates that the rates of gate opening and closing determine whether there
are frequency-dependent effects, and if so, which direction they have. The different rates at
which similar ion channels operate in different neurons, even within the same organisms, is quite
striking. It is conceivable, thus, that those rates are adjusted to serve specific function for given
neurons, and in case of backpropagating APs, to allow and regulate effects on stimulus encoding.
It is obvious that backpropagating APs may only exert effects if they truly invade the dendritic
structures though. This may not always be the case, as antidromic APs in STG motor neurons
have little effect on motor pattern generation (Bucher et al., 2003), and neurons may be able to
differentiate between orthodromically and antidromically propagating APs (Dugladze et al.,
2012).
Axon modulation and mechanisms
The actions and functions of neuromodulators on axons remain somewhat enigmatic,
despite the fact that membranes of myelinated and unmyelinated axon trunks are endowed with
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ionotropic and metabotropic receptors for transmitters and neuromodulators (summarized by
Bucher and Goaillard, 2011; Sasaki et al., 2011). We demonstrate that the IV neurons directly
modulate the AGR axon and enable a frequency-dependent change of sensory sensitivity in
AGR. Like many other descending projection neurons (Nusbaum, 2013), the IV neurons contain
several co-transmitters (Christie et al., 2004; Stein et al., 2007). Two of the IV neuron's cotransmitters, histamine and FMRF-like peptide, had the ability to alter AGR's ectopic spike
frequency in opposing ways. When applied to AGR’s ectopic SIZ, histamine reduced AGR’s
firing frequency similar as seen during IV neuron activation, while FMRF-like peptide increased
the ectopic firing frequency (Fig. 2.15). While the AGR axon is responsive to both transmitters,
our results indicate that only histamine is neuronally released at AGR’s ectopic SIZ. When
histamine actions were blocked, we found no evidence of excitatory actions by the IV neurons on
AGR's firing frequency, indicating that FMRF-like peptide was not released at the stn. This is
consistent with the observation that IV neuron transmitter actions seem to diverge in that they act
on different neuronal structures. It has previously been shown that most, if not all, direct actions
of the IV neurons on the STG motor circuits are mediated by histamine, while FMRF-like
peptide actions were absent (Christie et al., 2004). On the other hand, IV neuron actions on CoG
neurons seem to be exclusively mediated by FMRF-like peptide.
Histamine, just like other biogenic amines, mediates a plethora of different actions on
neurons (summarized in Haas et al., 2008). It either acts through metabotropic G-protein coupled
receptors (H1-H4) that mediate an increase in intracellular cAMP, or via ionotropic receptors
that activate chloride conductances (Hatton and Yang, 2001, Lee et al., 2004, Cebada and Garcia,
2007). In the stomatogastric nervous system all hitherto described histaminergic actions are
direct in that histamine elicits a fast and strong hyperpolarization of pyloric pacemaker neurons
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in the STG (Claiborne and Selverston, 1984; Pulver et al., 2003; Christie et al., 2004). In our
experiments, histaminergic effects on AGR lasted for up to 300 seconds, indicating that the
kinetics are distinct from histaminergic actions on STG motor neurons.
What mechanisms could be responsible for the observed decrease in ectopic spike
initiation during IV neuron activity? Potential mechanisms include a reduction in depolarizing
ionic conductances or activation of hyperpolarizing conductances (e.g. chloride or potassium)
and associated shunting by histamine. We found that blocking H2 receptors substantially
diminished the IV neuron-mediated effect. H2 receptors have been shown to interact with ionic
conductance such as IK(Ca) (Haas and Konnerth, 1983; Pedarzani and Storm, 1993) and IH
(McCormick and Williamson, 1991; Pedarzani and Storm, 1995). While IH is present in AGR
(Daur et al., 2012), IK(Ca) has not been experimentally verified. A histamine-induced decrease
of IH or an increase of IK(Ca), or a corresponding shift in their voltage- or calcium-dependence,
could alter cell resting potential, input resistance, and consequently spike activity. For example,
Ballo and colleagues (2010) show that axonal IH depolarizes the resting membrane potential in
the axon and causes ectopic spike initiation. However, due to its depolarizing effect, IH also
affects AP propagation. In specific, the strength of IH influences the slow after-hyperpolarization
(sAHP) of APs during repetitive activity (Grafe et al., 1997; Soleng et al., 2003; Baginskas et al.,
2009). The sAHP, in turn, has been implicated in a general slowing of AP propagation (Bostock
and Grafe, 1985; Moalem-Taylor et al., 2007; Ballo et al., 2010; Ballo et al., 2012). The fact that
in our experiments AP propagation during IV neuron modulation did not change (Fig. 2.14)
indicates that if H2 receptors modulate IH or another conductance in AGR, this effect must be
spatially restricted to the ectopic SIZ.
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Functional implications
The stomatogastric nervous system is an extension of the CNS and controls aspects of
feeding (Stein, 2017) that are mediated by striated muscles in the foregut. AGR and IV neuron
function are closely intertwined as they both pertain to the gastric mill rhythm, which controls
the movement of three internal teeth that masticate food in the stomach. The IV neurons respond
to chemosensory stimulation of the antennae, when food touches the mouth or is in close vicinity
to it. This is the case immediately before food is swallowed and enters the stomach, and starts the
gastric mill rhythm (Böhm et al., 2001; Hedrich and Stein, 2008). In contrast, AGR provides
feedback about ongoing gastric mill rhythms, i.e. when food has already entered the stomach and
is being chewed. AGR responds to muscle tension in the large gm1 muscles that carry out the
power stroke of the median tooth, and like its mammalian tendon-organ counterparts, reinforces
muscle force when resistance to a movement is encountered. Thus, IV neurons and AGR
complement each other; IV neurons precede AGR activity at the beginning of feeding, and AGR
entraining the rhythm once it is running. Our results show a direct interaction between these two
independent sensory pathways. We tested this using semi-intact and isolated nervous system
preparation in which the sensory neuron was fully functional, all spike frequencies operated
within the previously measured in vivo activities, and in which stimulation protocols were
exclusively based on measured in vivo activity. The IV neurons directly diminish ectopic spiking
in AGR, which ultimately leads to an increased sensitivity to muscle tension. AGR's response is
maintained for longer and the number of APs increases. This happens once the IV neurons are
activated by food stimuli, before the gastric mill rhythm is started. Chemosensory stimuli thus
prime the proprioceptive response of AGR in that its sensitivity to resistance to tooth movements
is heightened. Functionally, this may prepare the sensory system in the stomach for incoming
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food and allow it to adequately and quickly respond to filling of the stomach, and provide the
appropriate strength necessary to carry out the chewing movements. Conversely, once all food is
ingested, the IV neuron activity is likely to subside, indicating that no further increase in tension
may occur, removing the need for AGR to possess heightened sensitivity. Interestingly, the IV
neuron response to chemosensory stimuli seem quite variable (Hedrich and Stein, 2008). Our
results indicate that this will translate into variable modulation of AGR's ectopic frequency and
that proprioceptive sensitivity will change along with it. The idea that antidromically traveling
ectopic APs are under modulatory control by other sensory pathways and alter sensory encoding
is a particularly intriguing concept, since it allows these structures to be primed for incoming
sensory information detected earlier by other sensory pathways. Given that descending
modulatory projection neurons are a hallmark of most sensorimotor systems (Nusbaum, 2013),
neuromodulation of sensory axons may be common to many systems and enable state-dependent
changes in sensory encoding or transmission.
The ability of backpropagating APs to alter signal encoding has been demonstrated in the
neocortex and hippocampus: APs can backpropagate from the axon initial segment into nearby
dendritic areas, resulting in modified signal encoding of subsequent inputs (Markram et al.,
1997; Wu et al., 2012). In human C-fibers, APs elicited at the axon initial segment can
antidromically invade spatially separated dendrites and reset these dendritic regions. This ensures
that only one of the many sensory dendrites dominates the sensory response (called a flip-flop),
namely the one with the fastest and highest response to sensory input. While this process seems
to be specific to convergence of sensory information within neurons with large and spatially
distinct dendritic trees (see also AGR in lobster; Combes et al., 1993), it also indicates that
simply by invading areas where sensory stimuli are encoded, APs can alter sensory responses.
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The implications of antidromic ectopic APs for stimulus encoding should be distinct from
backpropagating APs originating from the axon initial segment though. Since APs initiated at the
axon initial segment are always elicited after dendritic stimulus integration, backpropagation can
only affect future stimulus encoding. In contrast, our results demonstrate that a direct modulation
of remotely initiated, backpropagating APs by modulatory neurons can affect the information
encoding capability of sensory dendrites. The modulation of ectopic APs is independent of
previous dendritic events, and can thus modulate incoming sensory information without prior
dendritic activation.

96

CHAPTER III: CELLULAR MECHANISMS THAT SUSTAIN NEURONAL ACTIVITY
DURING TEMPERATURE MODULATION
This chapter contains one peer-reviewed article and one article in review at the Journal of
Neuroscience that address how intrinsic neuronal properties and extrinsic neuromodulation
supports neuronal activity during temperature perturbations. In the first article we show that
axons of the pyloric neurons, PD, LP, and PY, maintain action potential timing over a similar
temperature range to which they maintain their phase relationships in the pyloric rhythm.
Computational models of the axonal ion channel properties indicate that the temperature
sensitivity of most ion channel properties mattered little for action potential timing between
neurons. Rather, the timing of action potentials between these neurons is maintained across the
largest temperature range when the temperature sensitivity of the Sodium maximum conductance
and activation gate time constant are coordinated between axons. Since the ratio between these
two Sodium channel parameters is critical, but not the actual values, we conclude that even
highly temperature-sensitive axonal properties can underlie temperature-robust neuronal activity.
In the second article, I study how neuropeptide modulation sustains the gastric mill
rhythm at warm temperatures. I focus on LG, a neuron in the gastric mill half center circuit.
Intrinsically, LG functions at a much smaller temperature range than the pyloric neurons. Using
Calcium imagining and electrophysiology we show that this is due to a shunting of electrical
spread in the LG neurites at higher temperatures. However, peptide neuromodulation by CabTRP
Ia, a substance p-related peptide, counterbalances the dendritic electrical shunt, enables a wider
spread of electrical signals in the LG neuropil, and ultimately rescues the gastric mill rhythm
from failing at warm temperatures. Finally, we show that the ionic current elicited by CabTRP Ia
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is sufficient to restore signal spread. Altogether, our data demonstrate that peptide
neuromodulation can extend the temperature range at which a neuron functions.
Temperature-Robust Activity Patterns Arise from Coordinated Axonal Sodium Channel
Properties
This article is adapted from, “Margaret Louise DeMaegd & Wolfgang Stein (2020)
Temperature-robust activity patterns arise from coordinated axonal Sodium channel properties.
PLoS Computational Biology 16:e1008057.”
Abstract
Action potentials are a key component of neuronal communication and their precise
timing is critical for processes like learning, memory, and complex behaviors. Action potentials
propagate through long axons to their postsynaptic partners, which requires axons not only to
faithfully transfer action potentials to distant synaptic regions but also to maintain their timing.
This is particularly challenging when axons differ in their morphological and physiological
properties, as timing is predicted to diverge between these axons when extrinsic conditions
change. It is unknown if and how diverse axons maintain timing during temperature changes that
animals and humans encounter. We studied whether ambient temperature changes cause different
timing in the periphery of neurons that centrally produce temperature-robust activity. In an
approach combining modeling, imaging, and electrophysiology, we explored mechanisms that
support timing by exposing the axons of three different neuron types from the same crustacean
(Cancer borealis) motor circuit and involved in the same functional task to a range of
physiological temperatures. We show that despite substantial differences between axons, the
effects of temperature on action potential propagation were moderate and supported temperaturerobust timing over long-distances. Our modeling demonstrates that to maintain timing, the
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underlying channel properties of these axons do not need to be temperature-insensitive or highly
restricted, but coordinating the temperature sensitivities of the Sodium activation gate time
constant and the maximum Sodium conductance is required. Thus, even highly temperaturesensitive ion channel properties can support temperature-robust timing between distinct neuronal
types and across long distances.
Author summary
Action potentials are electrical waves that propagate through long axons and are at the
core of neuronal communication. The information they convey is encoded in their precise timing,
an essential feature for learning, memory, and motor control. This timing must be maintained
even though axons are exposed to various outside influences on their long journey to other brain
areas and peripheral muscles. We studied how three axon types that show distinct morphological
and physiological properties, but interact in a single time-sensitive behavior, respond to changes
in ambient temperature. Combining imaging, electrophysiology, and modeling, we determine the
mechanisms that allow axons to maintain action potential timing. We show that near
temperature-insensitivity of action potential velocities supports temperature-robust timing over
long-distances, but that this does not require the underlying ion channel properties to be
temperature-insensitive. Indeed, ion channel properties could vary substantially in their
temperature responses as long as two Sodium channel parameters - the activation gate time
constant and the maximum conductance - were coordinated. Thus, even temperature-sensitive
ion channels support temperature-robust action potential timing.
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Introduction
Brain circuits consist of many genetically, physiologically, and morphologically distinct
neuron types with dramatically different action potential (AP) propagation velocities.
Consequently, the timing of APs between these neurons changes as they travel towards the
synapses Seidl, 2014. Considering that most neuronal processes are time-critical, this raises the
question of how appropriate timing is maintained between diverse sets of neuron types and
axons. Thinner axons with lower propagation velocities within the parietal cortex, compared to
those spanning across cortices, promote synchronous activity within and between brain regions
Tomasi et al., 2012; Innocenti et al., 2014. In invertebrates, fast and slow motor neurons have
long been known to conjointly control behaviors (Burrows, 1996). During the squid’s jet
propulsion behavior, axons of different speeds are recruited to contract the entire mantle
simultaneously. To achieve synchrony, motor neurons projecting more distally are larger in
diameter and propagate APs faster than those projecting to proximal mantle regions (Pumphrey
and Young, 1938). Axons with distinct velocities are thus critical to maintaining the timing of
APs as they propagate from action potential initiation sites to their respective axon terminals.
Yet, involving neurons with distinct AP propagation velocities poses challenges because
axons display complex temporal dynamics that affect behavioral performance, as a result of
activity-dependent, modulatory mechanisms (Yu and Margoliash, 1996; Bucher and Goaillard,
2011; Roth et al., 2016), and environmental influences that alter AP propagation velocity either
locally or globally. Temperature is a global perturbation that quickly affects the conductance and
activation and inactivation of ion channels involved in AP generation and propagation (Hille,
2001). The temperature sensitivities (Q10s) of ion channel properties vary by several fold
between and within classes of ion channels (Moran et al., 2004; Cao and Oertel, 2005; Peloquin
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et al., 2008), presenting a potential problem to generate and propagate APs over a range of
temperatures and more so to maintain coordinated activity between a diverse set of axons. This
challenges the functioning of systems where timing is critical. In the human median nerve
response, cooling the skin along the length of the nerve prolongs the latency and duration of the
compound AP measured distally, and slows reflex responsiveness (Denys, 1991). These effects
are brought about by the distinct temperature responses of slow and fast axons that disperse AP
arrival times. Considering that this is only one example of the many behaviors controlled by
diverse types of neurons with varying AP propagation velocities, the question arises whether and if so, how - the timing of propagated APs is coordinated between neurons.
Surprisingly, most explanations why behaviors are temperature-robust focus solely on AP
generation. In contrast, the temperature responses of the involved axons and their importance for
upholding the timing of activity established centrally has mostly been ignored. For instance, in
the crustacean stomatogastric nervous system, the phase relationships of the lateral pyloric (LP),
pyloric dilator (PD) and pyloric constrictor (PY) neurons are relatively constant as a function of
temperature. The relative timing of APs between these distinct neuron types appears to be
maintained at the spike initiation sites through the coordination of ion channel temperature
sensitivities (Tang et al., 2010). The precision and consistency of timing across different
temperatures and between individuals argues that a similar precision of activity at the muscles
may be imperative for the adequate functioning of the behavior (Bucher et al., 2005). However,
different neuron types propagate their component of the rhythm to the periphery individually.
How temperature affects these axons and alters AP timing between neuron types is unknown.
We now show that the pyloric axons maintain phase relationships over a broad
temperature range. This trait is achieved despite the substantially different propagation velocities
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of the LP, PD, and PY axons, corresponding to different diameters and intrinsic identities of the
axons. Relatively low propagation velocity Q10s minimized changes in timing associated with
increased temperatures. Our computational approach describes generic features that enable axons
such as those of the pyloric neurons to possess low propagation velocity Q10s and support the
maintenance of precise timing. We show that even highly variable channel properties result in a
similarly low velocity Q10 range, and coordination of Sodium channel property Q10s additionally
supports precise timing over long distances.
Materials and Methods
Dissection
Adult male crabs (Cancer borealis) were purchased from The Fresh Lobster Company
(Gloucester, MA) and kept in tanks with artificial sea water (salt content ~1.025g/cm³, Instant
Ocean Sea Salt Mix, Blacksburg, VA) at 11°C and a 12-hour light-dark cycle. Before dissection,
animals were anesthetized on ice for 20-40 minutes. The stomatogastric nervous system (Fig.
3.1A) was isolated from the animal following standard procedures, pinned out in a silicone lined
(Sylgard 184, Dow Corning) petri dish and continuously superfused (7-12 ml/min) with
physiological saline (10°C). In some experiments the dorsal ventricular nerve (dvn) was
transected (Fig. 3.1A). A part of the lateral ventricular nerve (lvn) was bathed in physiological
saline at temperatures between 5°C and 25°C inside of a petroleum jelly well at least three times
for each temperature. C. borealis saline was composed of (in mM) 440 NaCl, 26 MgCl2, 13
CaCl2, 11 KCl, 11.2 Trisma base, 5 Maleic acid, pH 7.4-7.6 (Sigma Aldrich).
Extracellular and intracellular recordings
Petroleum jelly-wells were built to electrically isolate a small part of the nerve from the
surrounding bath (DeMaegd et al., 2017). One of two stainless steel wires was placed inside the
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well to record neuronal activity of all axons projecting through that nerve. The other wire was
placed in the bath as reference electrode. Extracellular signals were recorded, filtered, and
amplified through AM Systems amplifier (Model 1700, Carlsborg, WA). Files were recorded,
saved, and analyzed using Spike2 Software (CED, UK; version 7.18) at 10 kHz. The activity of
the pyloric neurons was monitored on multiple extracellular recordings simultaneously.
Specifically, we recorded APs from the dvn near the location of confocal imaging, on the lateral
ventral nerve (lvn) just after the axons bifurcate into two bilateral branches approximately 1.5cm
from the STG, and on the lvn just before the axons project into separate nerves near their
respective peripheral muscles (Fig. 3.1A).
Extracellular amplitudes were measured as the voltage difference between trough and
peak of the extracellular waveform. Extracellular waveform shape and amplitudes depend on the
properties of the recording well and thus differ between recording sites and animals. Thus, to
compare amplitude ratios of the pyloric neurons between different recording sites and between
animals, amplitudes were normalized to the average amplitude of the three pyloric neurons at a
given location.
Baseline AP propagation velocity was calculated at a constant temperature (10C) by
stimulating each axon individually and recording the elicited APs at two locations along the axon
(see Fig. 3.1A). For experiments where temperature effects on velocity were measured, the
stimulation temperature was kept constant at 10C while the rest of the nerve between the two
recording sites was bathed in temperature-controlled saline separated by an additional well.
Velocity changes were measured continuously, with temperature ramps ranging between
0.01C/s and 0.3C/s.
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Q10 values were used to compare changes in propagation velocity across temperatures.
The Q10 is the conventional measure to determine the temperature sensitivity of chemical and
biological processes and is defined as how much a given rate changes with a temperature change
of 10°C. To calculate the propagation velocity Q10, we plotted velocity against temperature in a
semilog plot. The Q10 was then extracted from the slope of the linear regression using the
equation: 𝑄10 = 1010∗𝑠𝑙𝑜𝑝𝑒 (Tang et al., 2010).
Changes in phase relationships of the pyloric neurons were calculated using their phase
onsets only. Measured conduction velocities of the three pyloric neurons at the different
temperatures were converted into times at which APs arrive at their peripheral muscles using the
approximate distance between somata in the STG and the peripheral muscles (4cm). The time
difference between LP and PD, and PY and PD, were calculated and converted into phase using
published pyloric cycle periods at each temperature (Tang et al., 2010). Since PD is part of the
pacemaker ensemble of the pyloric rhythm (Stein, 2017), we used it as our reference for
calculating the phase constancy line and deviations from it. Phase constancy was calculated
relative to the cycle periods at each temperature. The natural variation in phase during ongoing
pyloric rhythms was used to calculate the size of the standard deviation at each temperature. For
this, the phase onsets of at least 10 cycles of unperturbed pyloric activity were averaged (N=6
animals).
To facilitate intracellular recordings and dye injections, we desheathed the stomatogastric
ganglion (STG) and visualized STG somata with white light transmitted through a dark field
condenser (Nikon, Tokyo, Japan). Intracellular recordings were obtained from cell bodies using
20-30 MΩ glass microelectrodes (Sutter 1000 puller, 0.6M K2SO4 + 20mM KCl solution) and an
Axoclamp 900A amplifier (Molecular Devices) in current clamp mode. For dye injections,
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electrodes tips were filled with 10mM Alexa Fluor 568 (PD, red), Alexa Fluor 488 (LP,green), or
a mix of the two (PY, yellow, Life Technologies, Grand Island, NY) in 200mM KCl. Repetitive
negative current pulses ranging between -3 and -5nA with pulse durations of 1-2 seconds for 30
mins were used to iontophoretically inject the dyes. Individual neurons were identified by
comparing AP occurrence between intracellular and extracellular recordings, and by their known
membrane voltage waveforms (Stein, 2009,2017).
Extracellular axon stimulation
We used retrograde extracellular nerve stimulation to elicit APs in pyloric axons as
described in detail by Städele and colleagues (Städele et al., 2017). Current pulses were applied
with a Master-8 pulse stimulator (A.M.P.I., Israel) at a frequency of 1Hz to avoid historydependent effects on conduction velocity. To determine changes in conduction velocity, we
averaged at least 5 consecutive stimuli at the same temperature. Stimulus parameters were 1 ms
for pulse duration and 0.2 to 1 V for stimulus amplitudes. Specificity of stimulation was
achieved by selectively stimulating nerves that contain only a single axon type. For PD, the pdn
was stimulated, for PY, the pyn was stimulated. Specificity was confirmed by assessing the
presence of APs on the respective contralateral nerves. For LP, the posterior section of the lvn
(lvnlow) was stimulated at the lowest threshold that elicited APs. LP is the largest axon in this
section of the nerve, with the lowest stimulation threshold. Selective stimulation was confirmed
by the presence of a large amplitude AP on the contralateral lvn, and the absence of (additionally
stimulated) APs on the pdn and pyn.
Confocal imaging
The tissue was scanned using a Zeiss SP8 laser scanning confocal microscope using an
oil objective (HC PL APO 40x/NA 1.30 Oil CS2). Images were obtained using 3.7Mpixel field
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of view, z-resolution 250 nm. ImageJ (FiJi) (Schneider et al., 2012) software was used for image
processing and maximum intensity projections, 3D analysis and diameter measurements. We
measured the average diameter of each axon in the visible region by calculating the area of the
axon and dividing by the length of the axon. In addition, axon diameters were measured from
non-confocal imaging data. In some animals, axons showed a beaded structure. In this case, we
measured in-between beads.
Computer model
To determine what ion channel properties could support temperature robust timing, we
created a model axon with Neuron (Hines and Carnevale, 2001). The model is available on
ModelDB (accession number 260972). The total axon length was 4.075cm (50µm/segment), and
had an axial resistance of 28Ω -cm. Current pulses stimulated single APs in a temperatureinsensitive axon region to ensure that observed changes in propagation were not due to changes
in AP initiation. APs then propagated into a temperature-modified region of the axon and arrival
time was measured at two locations: 0.5cm from the temperature-insensitive region and 1.5cm
from the axon end. This prevented influences from the stimulation current and from artifacts due
to the end of the model axon. Changes in timing were considered for an axon length of 4cm for
all axons, which is the approximate distance APs travel on the pyloric axons before they reach
their synaptic terminals.
Passive neuron parameters and maximum ion channel conductances at baseline
temperature were the same throughout all regions of the axon; membrane capacitance: 1 μF/cm2,
resting membrane potential: -60 mV, leak conductance (ḡleak): 0.0016 S/cm2, Sodium
conductance (ḡNa): 0.48 S/cm2, and Potassium conductance (ḡK): 1.088 S/cm2. Active membrane
properties were implemented according to Hodgkin-Huxley equations and modified to include a
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temperature sensitivity factor for specific ion channel parameters in the temperature-sensitive
region. Activation/inactivation were implemented using 𝑖𝑛𝑓𝑖𝑜𝑛 = 1/(1 + exp(−𝑘(𝑉1/2 − 𝑉)))
and time constants were implemented using 𝜏𝑖𝑜𝑛 = 𝐴 × exp(𝑘(𝑉−𝑉1/2 )) with V being the
membrane voltage, V1/2 being the half maximum potential, k being step size, and A being a
scaling factor for the time constant. Temperature sensitivity was implemented for the maximum
ion channel conductances by: 𝑔𝑖𝑜𝑛 (𝑇, 𝑄10 ) = 𝑔𝑖𝑜𝑛 × 𝑅, and in the ion channel time constants by:
1

𝜏𝑖𝑜𝑛 (𝑇, 𝑄10 ) = (𝜏𝑖𝑜𝑛 ), where R is a factor of temperature sensitivity at a single temperature.
𝑅

log(𝑄10)

The temperature sensitivity factor was determined using the equation: 𝑅 = 1010/(𝑇−10) , where Q10
is the temperature sensitivity and had values of 1.5, 2, 3, or 4, and T is the temperature of the
axon and had values of 5, 15, 20, 25, or 30°C. Values for the Sodium channel activation were
kinf: -0.4 /mV, V1/2 ḡ: -36mV, Aτ: 2 ms, kτ: -0.5 /mV, V1/2 τ:-40 mV. Values for the Sodium
channel inactivation were kinf: 1 /mV, V1/2 ḡ: -39.5mV, Aτ: 40 ms, kτ: -0.025 /mV, V1/2 τ: -55 mV.
Values for Potassium channel activation kinf: -0.125 /mV, V1/2 ḡ: -33 mV, Aτ: 55 ms, kτ: -0.015
/mV, V1/2 τ: -28 mV.
Data analysis and statistical tests
Data were analyzed using scripts for Spike2 (available on www.neurobiologie.de/spike2)
and by using built-in software functions. Statistical tests were performed using SigmaStat
(version 12, Systat Software GmbH, Erkrath, Germany). Kolmogorov-Smirnov test with Lillifors
correction was used to assess normal distribution of data sets. One-way repeated measure
ANOVA with Holm-Sidak posthoc or Student-Newman-Keuls post hoc test were used to test for
significant differences. Friedman repeat measure ANOVA of ranks with Dunnett post hoc tests
were used to test for significant differences in data without normal distributions. Statistical
results are reported in the format: statistical test, F(degrees of freedom, residual)=f value, p
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value, posthoc test, number of experiments. “N” denotes the number of preparations, while “n” is
the number of trials/APs. Significant differences are indicated using *p<0.05, **p<0.01,
***p<0.001. Exact p values are given unless they were smaller than 0.001, in which case
p<0.001 is indicated. Post-hoc tests were carried out for a significance level of p<0.05 unless
otherwise stated. Type of experimental design: Random. Data were plotted either with Excel
(Microsoft) or Gnuplot (gnuplot.info), and edited with Coreldraw (version X7, Corel
Corporation, Ottawa, ON, Canada).
Results
Pyloric axons propagate APs at different velocities
We first aimed to measure the velocities of the Cancer borealis pyloric axons. We
stimulated each axon separately at a constant temperature (10C, see Materials and Methods, Fig.
3.1A, B). We found clear propagation velocity differences between the neuron types. On
average, LP showed the fastest propagation velocity, PD was intermediate, and PY was the
slowest (Fig. 3.1C; one-way RM ANOVA, F(2,8)=39.616, p<0.001, Student-Newman-Keuls post
hoc test, P<0.01 for all comparisons, N=5).
In unmyelinated axons, a major contributor to AP velocity is axon diameter, with larger
diameters propagating faster (Stein and Pearson, 1971). Larger axons also produce larger AP
currents, which is reflected in larger extracellular waveforms. To estimate axon diameter
differences between pyloric axons, we thus first measured their amplitudes on the extracellular
recordings. We compared amplitudes close to the STG, midway between the STG and peripheral
muscles, and close to the muscles (Fig. 3.1A). Figure 3.1E shows simultaneous original
recordings of APs during three cycles of the pyloric rhythm recorded from each location.
Amplitudes of LP, PY, and PD differed from one another, with LP having the largest amplitude,
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PD intermediate, and PY the smallest. This was consistent across recording sites and animals
(Fig. 3.1F; two-way RM ANOVA, F(4,16)=6.459, p<0.01, Holm-Sidak post hoc tests P<0.01 for
all comparisons; N=5), suggesting that there was a comparable difference in AP currents along
the length of the pyloric axons. We also found a significant positive relationship (Fig. 3.1D;
Pearson correlation coefficient, r=0.791, p<0.001, N=15) showing that axons with larger currents
propagated APs faster.
We then wanted to confirm that larger AP currents reflected differences in axon
diameters. We measured axon diameter at the dvn where there were clear differences in
waveform amplitude. We iontophoretically injected the cell bodies of the three main pyloric
neuron types, LP, PD, and PY with three different fluorescent dye colors and allowed them to
diffuse throughout the neuronal processes, including the axon. Figures 3.1Gi,ii show the
individually identifiable axons that project to the periphery through the dorsal ventricular motor
nerve (dvn) and the maximum projection of the confocal images (see Video 1). The LP axon had
the largest diameter (4.02μm), PD was intermediate (3.81μm), and PY axon was smallest
(2.21μm). For comparison across animals, we normalized diameter measurements to the average
of all three neurons in each experiment (LP: 1.13±0.11, PD: 0.98±0.15, PY: 0.89±0.19, one-way
ANOVA, F=4.628, p=0.021, Holm-Sidak post hoc test, P<0.05 for LP vs. PY, all others n.s.,
N≥8). Surprisingly, while the diameter differences followed the same trend, they were smaller
than expected given the large differences we observed in the extracellular waveform amplitudes.
Together, our data indicate that axons with greater currents, and thus larger AP
amplitudes, propagated APs faster. However, it is unlikely that axon diameter was solely
responsible for the velocity differences. For equal conductances, the Hodgkin and Huxley
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Figure 3.1. Pyloric axons propagate APs at different velocities. (A) Schematic of the
stomatogastric nervous system. Nerve names are italicized. The somata and axons of the PD
(red), LP (green), and PY (yellow) neurons are depicted in the color with which they were
iontophoretically injected. The dotted box indicates where they were imaged. In some
experiments, the dvn was transected, and antidromic APs were elicited in PD, LP, and PY
neurons through selective stimulation of the pdn, lvn, or pyn, respectively, on one side of the
nervous system (stimulation arrows) and propagated APs were recorded contralaterally. Colors
indicate which neurons were detected on a given recording. In selected experiments,
temperature was manipulated on parts of the lvn by bathing the nerve in temperaturecontrolled saline (red box). Nerves: dvn, dorsal ventricular nerve; lvn, lateral ventricular nerve;
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pdn, pyloric dilator nerve; pyn, pyloric constrictor nerve. (B) Overlay and average of multiple
PD, PY and LP APs propagating after stimulation of the pdn, pyn, or lvn (as shown in A),
confirming selective activation of individual APs in only one axon at a time. (C) At the control
temperature (10°C), the pyloric axons propagate APs at significantly different velocities. (D)
Propagation velocity correlates with normalized lvnlow extracellular waveform amplitude.
Amplitudes were normalized as in F. (E) Example recordings of three cycles of the pyloric
rhythm from multiple locations along the dvn and lvn (compare to A) show that the
extracellular AP waveform amplitudes consistently differed between neuron types. (F)
Extracellular waveform amplitudes were normalized to the average amplitude of all three
neurons in each experiment for comparison across animals. The normalized waveform
amplitudes differed significantly from one another at all three locations. Open circles represent
the waveform amplitude from a single animal. Colored diamonds represent the average for
each neuron type. ** p<0.01, *** p<0.001. (G) Example image of the stained somata of the
pyloric neurons (i) and maximum projection from confocal microscopy imaging used to
measure axon diameter (ii).

equations predict velocities to be proportional to the square root of the diameter. From our
measurements, the diameters of at least two neurons (LP and PD) show fewer relative
differences than the waveform amplitudes and velocities, indicating that in these axons
differences in ion channel properties may influence propagation velocity. This fits well with the
fact that pyloric neurons have distinct intrinsic properties (Prinz et al., 2003) and variable
channel expression (Schulz et al., 2007).

Temperature robustness of axons supports functional circuit output over a wide
range of temperatures.
To determine whether the differences in propagation velocity affected AP timing between
the neurons when temperature changes, we first recorded propagation velocity as we exposed the
axons to temperatures between 5C and 25C - the range experienced by C. borealis in its natural
habitat (Lewis and Ayers, 2014). Propagation velocities increased for all axons as temperature
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Video 1 Simultaneous confocal imaging of three pyloric axons. Axons were imaged in the
dvn after dye injection into their somata. LP: green, PD: red, PY: yellow. Adapted from
(DeMaegd and Stein, 2020, see link: https://doi.org/10.1371/journal.pcbi.1008057.s004).

increased (Fig. 3.2Ai). While temperature responses were rather similar, they diverged starting at
19C, with PD showing the greatest increase, and LP and PY being significantly lower (two-way
RM ANOVA, F(14,56)=9.017, p<0.001, Holm-Sidak post hoc test 19°C: PD-PY p<0.05, 20°C:
PD-PY and PD-LP p<0.05, 23°C: PD-PY and PD-LP p<0.05, 25°C: PD-PY and PD-LP p<0.05,
N=5). Fig. 3.2Aii highlights these differences by normalizing all temperature responses to that of
PD. These results were corroborated when we calculated the velocity Q10s of the three axons by
fitting a linear regression to the velocities plotted against temperature in a semilog plot (Fig.
3.2Aiii). The linear regressions showed strong R2 values and were significant (PD, R2=0.794,
p<0.001; PY, R2=0. 881, p<0.001; LP, R2=0.786, p<0.001). The average Q10s were 1.53 (PD),
1.47 (PY) and 1.49 (LP). While an RM ANOVA of the linear regressions revealed significant
differences in the slopes of the three axons (F(2,8)=11.609, p<0.01, Student-Newman-Keuls post
hoc test, PD-PY and PD-LP p<0.05, N=5), their responses to temperature were surprisingly
similar, given the observed differences between the pyloric axons in the extracellular recordings.
With Q10s around 1.5, pyloric axons would generally be considered temperature-robust (Tang et
al., 2012; O'Leary and Marder, 2016), which by itself would indicate a good maintenance of AP
timing across different temperatures. While we did not observe any AP failures at these
temperatures, others have reported that once above 25°C pyloric APs can fail (Stangier et al.,
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2013). We noted though that the temperature dependence of the conduction velocity did not seem
to follow a single exponential but may be better described by two different regimes. In fact,

Figure 3.2. Small and coordinated temperature-induced changes in propagation velocity
between the pyloric axons support temperature-robust timing over long distances. (Ai)
Propagation velocity of pyloric neurons at temperatures between 5°C and 25°C. Data were
normalized to the respective velocities at 5°C. (Aii) Propagation velocities of LP and PY were
additionally normalized to PD to visualize the differences in propagation velocities at
temperatures of 19°C and above. Asterisks denote significant differences from PD. Crosses
denote significant differences between LP and PY. * p<0.05, † p<0.05. (Aiii) Linear
regression fits of the propagation velocities of the pyloric neurons as a function of
temperature. (B) Deviation in arrival time at the axon terminal (4cm from initiation sites in the
STG) from the arrival time measured at 10°C of each pyloric neuron. Negative deviations
indicate APs arrived earlier than at 10°C, while positive deviations indicate APs arrived later
than at 10°C. (C) Percent deviation in phase near the axon terminal of LP and PY relative to
the pacemaker neuron PD. Phase deviation was calculated from the change in propagation
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velocity across different temperatures. Phase constancy was calculated based on (Tang et al.,
2010). The standard deviations (SDs) of the individual neurons were calculated based on the
variability in burst onset during spontaneous pyloric rhythms. Asterisks denote significant
changes in phasing from phase constancy. Adapted from (DeMaegd and Stein, 2020).

a sigmoidal fit (Fig. 3.3) revealed an almost perfect fit for the data. This indicates that conduction
velocity of all three neurons increased less at high temperatures and approached a maximum value
even before APs failed. The flattening of the curve was more apparent for PY and LP than for PD,
which is consistent with PD having the highest Q10 value.
Neurons generally can exploit two avenues to diminish differences in AP timing at the
axon terminals when temperature changes. One, their axons could be temperature insensitive
(Q10 = 1), or close to it, resulting in little to no changes of timing with temperature (Fig. 3.4A).
Alternatively, the temperature responses of the axons could be coordinated such that faster axons
are less temperature-sensitive and slower axons are more temperature-sensitive (reducing the
grey bars in Fig. 3.4B). The reasoning behind this is that proportional increases in velocity
magnify differences in velocity between axons, and thus alter timing between them. The low
velocity Q10s of the pyloric axons should thus reduce timing changes between them. The subtle
differences in Q10s between PD and LP may additionally support temperature-robust timing
through the alternative mechanism, because the initially faster LP axon is less temperaturesensitive than the initially slower PD axon. In contrast, PY may not explore this option, as the
Q10 of this slow axon is less than that of the faster PD.
Precise timing in the pyloric rhythm is essential to its function and the filtering behavior
it controls (Bucher et al., 2005; Stein et al., 2016). To test whether the pyloric axons maintain AP
timing along their length, we calculated how much AP arrival times changed at each
temperature. Figure 3.2B shows that AP arrival times were delayed by less than 20ms at the
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coldest temperature and arrived prematurely by less than 30ms at the warmest temperature. AP
arrival times thus changed only moderately. When one considers the differences between axons,

Figure 3.3 Sigmoidal curve fits the temperature response of the pyloric axons over the
entire temperature range the crab experiences. Velocity is plotted and sigmoidal fits for the
pyloric axons are given by the equations, PD (red): 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑃𝐷 = −0.260 +
0.417
0.370
−(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒−12.519) , and LP
−(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒−13.172) , PY (yellow): 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑃𝑌 = −0.355 +
1+𝑒

4.186

0.401

(green): 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝐿𝑃 = −0.189 +
1+𝑒

1+𝑒

3.963

−(𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒−12.561)
4.371

Adapted from (DeMaegd and Stein, 2020).

the changes in arrival times were even smaller (time difference between any given pair of
neurons at a single temperature in Fig. 3.2B). We next tested whether these modest changes
affected the phase relationship between the neurons. Phase relationships provide a means to
assess the structure of the rhythm independent of the frequency of the rhythm. In Cancer
borealis, phase relationships are well-maintained across temperatures and between
animals when measured centrally (Tang et al., 2010; Tang et al., 2012; Soofi et al., 2014). For

115

example, the onset time of the individual neurons changes proportionately with cycle period,
such that shorter cycle periods lead to shorter delays between an individual neurons' initiation,

Figure 3.4 Comparison of action potential propagation velocity in axons with different
diameters but similar temperature sensitivities. At velocity Q10s greater than one, the
difference in velocity between neurons changes with temperature even when all axons have
the same Q10. (A) With Q10s of one, the velocities of three different diameter axons are equally
insensitive to temperature changes (left, middle). Thus, they show identical velocity
differences at all temperatures (right, black bars). Colors denote different axon diameters. (B)
At Q10s larger than one, the velocities of the three axons still change proportionately (left,
middle), but the difference in velocity between neurons increases (right, blue bars). Adapted
from (DeMaegd and Stein, 2020).

which maintains their relative timing (Stein, 2017). We calculated the deviation in phase onsets
using the changes in propagation velocities measured at different temperatures, with PD as the
reference for the phase constancy line (Fig. 3.2C). Consistent with the LP axon's slightly lower
Q10 (Fig. 3.2A), LP's phase onset remained near constant throughout the temperature range tested
(Friedman RM ANOVA of ranks, X2=22.827, df=8, N=5, p<0.01, Dunnett's post hoc test, all
comparisons ns). In contrast, PY's phase onset became progressively delayed as
temperature increased, and significantly different from phase constancy above 19°C (one-way
RM ANOVA, F(8,32)=40.712, p<0.001, Dunnett's post hoc test, 10°C-19°C, 10°C-20°C, 10-23°C,
and 10°C-25°C p<0.05, N=5). The small changes in timing and phase between LP and PD and
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the larger change and sign of this change between PY and PD are thus consistent with the
relative values of their respective Q10s. However, despite statistical significance, PY's onset
delay never exceeded the natural variability observed in ongoing rhythms (Fig. 3.2C), suggesting
that it was unlikely to interrupt the behavior. Thus, the changes to timing and phasing did not
disrupt the physiological function of the pyloric rhythm in the temperature range tested.
Mechanisms underlying temperature-robust AP propagation
The above results revealed surprisingly similar and modest temperature responses of the
pyloric axons. Given that much higher temperature responses of axonal ion channels have been
reported (Peloquin et al., 2008; Yang and Zheng, 2014) and that the pyloric neurons achieved
low velocity Q10s despite their distinct ion channel properties (Golowasch and Marder, 1992;
Temporal et al., 2012), we asked what ion channel properties would support temperature-robust
AP conduction velocities. First, we investigated how individual intrinsic properties affected AP
propagation velocity when temperature changes. For this, we created a 3µm diameter, 4cm
(50µm per compartment) model axon using Hodgkin-Huxley formalism (Hodgkin and Huxley,
1952b), with voltage-gated Sodium and Potassium channels, as well as leak channels (see
Materials and Methods). Temperature sensitivity was implemented by changing the maximum
conductance of the channels (Sodium channel conductance: ḡNa, Potassium channel conductance:
ḡK, or Leak channel conductance: ḡLeak) and channel gate time constants (Sodium activation gate
time constant: τm, Sodium inactivation gate time constant: τh, Potassium channel activation gate:
τn) relative to their baseline values at 10°C. Our model was not aimed at a specific axon type but
instead intended to generally address the question which intrinsic properties altered AP
conduction velocity. A wide range of temperature responses of ion channel properties have been
published, ranging from just above 1 to more than an order of magnitude higher in a selected few
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(Vandenberg et al., 2006; Yang and Zheng, 2014). We considered Q10s of 1.5, 2, 3, or 4 for each
channel property to represent increasingly more temperature sensitive properties and most axonal
ion channels. We additionally considered that intrinsic membrane properties may change through
extrinsic actions when temperature changes, including neuromodulatory influences (Ballo et al.,
2012) and slower influences such as increased ion channel expression Temporal et al., 2012.
While these influences are typically not reported in the form of Q10 values, they can be well
represented in our model through the same parameter changes because the model does not
discriminate between fast and slow temperature influences on ion channels or between the
mechanisms by which these influences act. For example, the Q10s for the maximum conductance
values of axonal ion channels are usually around 1.5 (Hille, 2001), but neuromodulatory
influences can further augment maximum conductance through immediate and long-lasting
actions, including channel transcription. In other words, the conductance Q10 of individual
channels remains the same but additional channels are recruited, effectively increasing the total
conductance Q10. We thus also considered values beyond the published Q10.
At 10°C the axon propagated APs at 1.28m/s. Fig. 3.5A shows the minimum and
maximum velocities resulting from changing the Q10 of a given channel property at each
temperature while maintaining all other values at canonical values. There were three sets of
responses: (1) The Potassium channels had very little influence on velocity. (2) High temperature
sensitivity of the maximum leak conductance (ḡleak) and the time constant of the Sodium
inactivation gate (h) decreased propagation velocity. (3) High temperature sensitivity of the
maximum Sodium conductance (ḡNa) and the time constant of the Sodium activation gate (m)
increased propagation velocity.
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Figure 3.5. Similar velocity changes in response to temperature can be achieved though
ion channel properties with widely different temperature-sensitivities. (A) Model prediction
of how the temperature sensitivity of each channel property (Q10=1.5, 2, 3, or 4) influences
propagation velocity. Colored area shows the velocity range resulting at each temperature. The
arrowhead identifies the propagation velocity of the axon at baseline temperature (10°C). (B)
Influence of different channel property Q10s on propagation velocity. A single axon is shown at
different temperatures. Each colored square represents an axon with a unique combination of
ion channel property Q10s. Colors give the measured AP conduction velocity. Sodium channel
activation gate time constant and maximum conductance Q10s increase horizontally, while
maximum leak conductance and Sodium channel inactivation gate Q10s increase vertically
(bottom inset). (C) Left: Temperature-dependence of AP propagation velocity, measured as
velocity Q10s for each unique model. Q10s were calculated from their velocities at 5 and 15°C.
Right: Quantification of total Q10 occurrence. Adapted from (DeMaegd and Stein, 2020).
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Initially, we varied individual Q10s of each ion channel property while maintaining all
others at the baseline value. However, in biological axons these properties would all be affected
by temperature at the same time, and not necessarily in the same way since even the activation
and inactivation gates of a single channel can be distinct (Fohlmeister, 2015). Due to the
possibility of nonlinear interactions between these properties, we reasoned that when several
properties change, the resulting velocity may not be directly obvious from the results of changing
a single property. To address this issue, we varied all channel property Q10s to capture all
possible combinations in an exhaustive search (Fig. 3.4B). However, because changes in the
temperature sensitivity of the Potassium channel properties had essentially no influence on
propagation velocity (Fig. 3.4A), the maximum Potassium conductance and activation gate time
constant remained at Q10=1.5, consistent with previously reported values (Tiwari and Sikdar,
1999).
To discern the influence of individual ion channel properties on velocity, the data was
sorted with increasing Q10s for each channel property (Fig. 3.5B, inset). Each colored square
represents a model axon with a different combination of temperature-sensitive channel
properties. Overall, Figure 3.5B shows similar results to those described when only a single
channel property was temperature-sensitive (Fig. 3.5A). Larger maximum Sodium conductance
and activation gate time constant Q10s caused larger increases in velocity, as depicted by a
distinct change to warmer colors as the values of both increase along the horizontal axis at each
temperature (e.g. a change from light green to red at 30°C in Fig. 3.5B). In contrast, changes in
Sodium channel inactivation gate time constant and maximum leak conductance Q10s decreased
velocity, but only by a smaller amount, as shown by the modest change in color vertically (e.g. a
change from light green to blue at 30°C in Fig. 3.5B).
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In general, the velocities of most axons increased with temperature, though several failed
to propagate APs at the higher temperatures (black squares in Fig. 3.5B). The failing axons
consistently had high Sodium inactivation gate time constant Q10s. Considering that the
temperature sensitivity of the Sodium inactivation gate time constant had little effect on velocity,
we were surprised that it had such a strong influence on whether an AP propagates along the
length of the axon. This indicates that while the speed at which the Sodium channel inactivates
may not strongly affect timing, it is nonetheless critical to temperature-robust axons, as it limits
the temperature range at which APs can be propagated.
Surprisingly, we found a small minority of axons that slowed down at higher
temperatures. These axons had higher Q10s for their leak conductance than for their Sodium
activation gate time constant. They showed consistently small velocity changes across most
temperatures, with more pronounced drops in velocity at the highest temperature. They may
represent axons pushed towards the upper limit of their functional temperature range, but have
not yet failed to propagate action potentials (Song et al., 2019), or represent conditions where
leak increases exorbitantly and shunts spike initiation (Städele et al., 2015).
The fastest axons corresponded to high maximum Sodium conductance and activation
gate time constant Q10s (Fig. 3.5C, bottom right), and the slowest to high maximum leak
conductance Q10s (top left). Importantly, in between these two extremes, many combinations
resulted in similar propagation velocities, as indicated by large areas of similar color. The main
conclusion from this analysis is that for a majority of the model axons, velocity increased only
moderately. In fact, when we quantified the velocity Q10 between 5 and 15 degrees the resulting
range (1 - 2.3) was smaller than that of the individual channel properties (1.5 – 4). Most models
fit into the mid-value range of 1.28 to 1.98 (on left: green to orange, on right greatest number of
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occurrences), suggesting that many combinations of ion channel property temperature
sensitivities result in similar, modest velocity changes.
Similar to the biological neurons, we observed that the temperature dependence of some
models did not seem to follow a single exponential for the entire temperature range but may be
better described by two or more regimes (Fig. 3.6A). To address this issue, we used the slope of
five degree increments to describe the velocity temperature response accurately over the entire
temperature range (Fig. 3.6B-F). This quantification shows that while the minimum and
maximum Q10 values shifted at different temperatures, the total range of Q10 values remained the
same and the greatest occurring values were relatively unchanged. This further supported our
conclusion that many combinations of temperature sensitivities resulted in modest increases in
velocity and that the underlying ion channels are not restricted to a small range of Q10s.
Mechanisms that support temperature-robust timing between different diameter
axons
When multiple neuron types are involved in the control of the same behavior, the
temperature responses of all axons should contribute to how well AP timing between axons is
maintained when temperature changes. For a single axon, many combinations of parameters
resulted in low velocity Q10s, and the Sodium channel activation time constant and its maximum
conductance were the strongest influencers of axon velocity. To test whether there are similarly
many combinations of ion channel properties and specific drivers that support temperaturerobust AP timing between axons, we modeled two additional axons. These axons had identical
ion channel properties and ranges of Q10s, and thus also velocity Q10s, but different baseline
velocities. Different velocities were achieved by adapting axon diameter (6μm, 1.8m/s and
12μm, 2.1m/s). The range of diameters allowed us to match the velocity difference we observed
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Figure 3.6 The velocity Q10 range remains consistently small independent of where the
rate of change is measured. (A) The velocities of two example neurons are plotted on a
logarithmic scale to show when a single Q10 value fits well (i) and when it does not fit well
(ii). Q10 values are calculated based on the linear regression of the entire temperature range.
(B-F) The distribution of velocity Q10s measured in five degree Celsius increments shows a
small range in Q10 values with a majority lying within a range of 1.2 – 1.8. Adapted from
(DeMaegd and Stein, 2020).

in pyloric axons, but additionally enabled us to extrapolate results beyond the STNS, since the
difference in velocity between interacting axons in other systems can even be greater. To

123

determine how temperature-induced changes of velocity affected AP timing between axons, we
first measured AP arrival times at a baseline temperature of 10°C for each axon. We then
determined the difference between arrival times of pairs of neurons, the 3µm and 6µm diameter
axons (Fig. 3.7A, top), and the 3µm and 12µm diameter axons (Fig. 3.7A, bottom). We termed
this difference the 'delay' between AP arrival times. This delay changes with temperature and we
plotted it in Figure 3.7A as color intensity and shade for each pair of compared axons, and for
each temperature. Red indicates that APs in the smaller axon arrived prematurely, while blue
indicates that they were late. Yellow represents that the delay did not change. Along the x-axis,
we altered the Q10s of the 3µm axon and we changed the Q10s of the larger axons along the yaxis. Each axis has every possible combination of channel properties, with all Q10 values for the
Sodium inactivation gate time constant, leak conductance, Sodium activation gate time constant,
and Sodium conductance. The insets in Figure 3.7A show the details of how we plotted these
properties. From left to right, we first increased the Q10 of Sodium conductance (1.5 – 4, Fig.
3.7A inset i). Within each Sodium conductance Q10, we increased Sodium activation gate time
constant Q10 from 1.5 – 4 (Fig. 3.7A inset ii). Within each Q10 of Sodium activation gate time
constant, we increased leak conductance Q10 from 1.5 - 4 (Fig. 3.7A inset ii) and within each Q10
of leak conductance, we increased Sodium inactivation gate time constant Q10 from 1.5 – 4 (Fig.
3.7A inset iii). For each temperature, all 256 combinations of Q10s in the 3µm axon are thus
plotted along the x-axis. Similarly, all 256 Q10 combinations of the respective larger axon are
plotted along the y-axis, resulting in a total of 65,536 comparisons at each temperature and for
each pair of axons.
In general, there were fewer color changes vertically and more color changes
horizontally, suggesting that timing between axons is more sensitive to changes in the properties

124

Figure 3.7. Timing between axons depends on the temperature-sensitivity of channel
properties in small and large diameter axons. (A) Temperature-induced changes in AP
timing between axons. The colors show how much AP arrival times change between axons at
the axon terminal ('delay'). Delays were calculated in reference to the baseline temperature
(10°C) for each axon and then as the difference (∆) between two different diameter axons.
Positive delays (blue) denote APs on the slower, smaller diameter axon arriving late.
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Conversely, negative delays (red) denote APs on the smaller diameter axon arriving earlier.
Yellow colors indicate no or only small changes to AP timing between axons. At each
temperature, all channel property Q10s of the 3µm axon are varied along the x-axis, with
increasing Q10s from left to right. On the y-axis, all channel property Q10s of the 6µm (top) and
12µm (bottom) axon are varied, with increasing Q10s. The bottom insets (i-iv) give the details
of which properties were nested inside each other, and how they were varied. (i - iii) Example
of 16 variations of ion channel property Q10s in the 12µm axon (vertically, gNa = 2, τm = 4, gleak
= 1.5 - 4, τh,= 1.5 - 4). From left to right, all Q10 combinations of the 3µm axon are shown (i),
and then a subset of them (ii, iii). (iv) Example of how changes to the 12µm axon affect the
delay with respect to a single 3µm axon (τh,= 2, gleak = 4, τm = 2, gNa = 2). (Bi-iv) Delay as a
function of the ratio between ion channel property Q10s in both axons, representing the best
(Sodium channel activation gate time constant, τm) and the worst predictors of timing (Sodium
channel inactivation gate time constant, τh). Ratios were calculated by dividing the larger axon
by the smaller. (C, top) The percentage of models that achieve temperature-robust timing with
high Sodium channel activation gate time constant (τm) Q10s depends on ratio of τm between
the two axons, the temperature, and difference in axon diameter. (C, bottom) When the
Sodium channel activation gate time constant Q10 is constrained to either high or low values,
the coefficient of variation (CV) of the maximum leak and Sodium conductances (blue and
green respectively) decreased from random chance (dotted line), indicating that coordinating
these channel properties becomes more important for maintaining robust timing. Adapted from
(DeMaegd and Stein, 2020).

of the smaller diameter axon. For instance, when looking at the example of Fig. 3.7A (inset iv),
changes in the channel properties of the 12μm axon (i.e. along the vertical axis) for a given 3μm
axon caused the delay to change from -6.13ms to 2.53ms (a range of 8.66ms). This was much
less than the development of delays when the properties of the 3μm axon was changed (along the
horizontal axis). The delay in all 16 axons shown in insets (i) - (iii), for example, changed much
more, with the smallest range being 17.33ms (from -9.43ms to 7.90ms). It is thus mostly the
properties of the smaller axon that determine whether temperature-robust timing can be
achieved. Nevertheless, the fact that there were color changes due to the temperature sensitivities
of channel properties in both the smaller and larger axon indicates that the combination of
parameters and subsequent changes in propagation velocity in both axons, rather only one axon,
determine how well timing is maintained.
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Table 2 The Slope and R2 of the Linear Regression Associated With All Possible
Combinations of Ion Channel Property Q10 Ratios. A linear regression was formed for
every possible ratio of large to small axon channel properties at each temperature. All ratios
are shown as the larger axon property over the smaller axon property. Adapted from
(DeMaegd and Stein, 2020).
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We also observed that at each temperature, there were fewer yellow regions and more red
or blue regions of stronger intensity colors in the 3µm to 12µm comparison (bottom) than the
3µm to 6µm comparison (top). This indicates that with larger initial velocity differences, fewer
axons were able to maintain the expected AP delay. A similar effect was seen when temperature
increased: in both comparisons the amount of yellow decreased (compare yellow regions in 15°C
to 30°C), indicating that the further the temperature deviated from baseline, the fewer axon pairs
that maintained timing.
What channel properties need to be coordinated between different axons to support
temperature-robust timing?
Our analysis of the individual axon showed that the channel properties do not have equal
influence on propagation velocity, and the differential weighting of channel properties ultimately
determines the propagation velocity for a given axon and temperature (Fig. 3.5). Therefore, we
deduced that the precision of timing between two axons may be determined primarily by the
temperature sensitivity of the strongest predictors of propagation velocity, rather than the entire
set of parameters in both axons. We further hypothesized that coordination between the strongest
predictors rather than channel properties in a single axon would determine the precision of
timing between the axons. By this token, we anticipated that the ratio of the Sodium activation
gate time constant between the small and large diameter axon best predicts the delay. We thus
plotted delay as a function of this ratio and fitted a linear regression. We used the slope of
the regression to assess how well the ratio predicted delay, and then compared the results to
those of other ratios, with steeper slopes indicating a better prediction. We analyzed all possible
ratios of ion channel property Q10s (Table 2). Fig. 3.7B compares the result for the best and worst
predictors: the ratios of the Sodium activation gate time constant Q10s (Fig. 3.7Bi, iii) and the
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Sodium inactivation gate time constants Q10s (Fig. 3.7Bii, iv). For all temperatures, the activation
gate time constant had the steepest slope and thus the strongest influence on timing while the
inactivation gate time constant had the weakest. The ratios of other channel properties also
produced significant linear regressions, but their slopes were less steep (Table 2). This suggests
two things: The temperature responses of the Sodium activation gate had the greatest influence
on timing between the axons. Two, even though weaker, other ratios may either by themselves or
in combination with others alter how well timing is maintained between axons. Of note was the
ratio between the temperature sensitivities of the Sodium activation time constant of the larger
axon and the maximum Sodium conductance of the smaller axon, which predicted the delay
nearly equally well (Table 2).
We thus asked whether coordinating the strongest predictors alone is necessary and
sufficient to achieve temperature-robust timing. We defined temperature-robust as less than 5%
deviation from control. At 20°C this corresponded to a maximum deviation of 1.3ms. Consistent
with Figure 3.7A, there were more temperature-robust models between the 3μm and 6μm axons
than between the 3μm and 12μm axons. This was the case across temperatures as well, though
the total number of temperature-robust models diminished with higher temperatures. For
example, there were 10,293 (of 65,536 total) temperature-robust models at 20C between the
3μm and 6μm axons and only 7,344 between the 3μm and 12μm axons. At 30C, only 3,646
models (3μm and 6μm) and 2,281 models (3μm and 12μm) remained. Together this emphasizes
the need for better coordination between more disparate diameter axons, and wider temperature
ranges.
If ratios were not important, they should be represented equally in the pool of
temperature-robust models. The minimum possible ratio in the entire database was 0.375
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(Q10=1.5 in the larger axon, and Q10=4 in the smaller) and the maximum was 2.67 (Q10=4 in the
larger axon, and Q10=1.5 in the smaller). For example, at 20°C, we found two channel properties
with constrained ratio representation, suggesting that the coordination of these was more likely to
determine temperature-robust timing. The ratio between the Sodium activation time constants
was limited to 0.375 through 1.5 (3μm vs. 6μm) and 0.375 through 1.33 (3μm vs. 12μm).
Likewise, the ratio between the Sodium activation gate time constant and the maximum Sodium
conductance was constrained to 0.375 through 2 (3μm vs. 6μm) and 0.375 through 1.33 (3μm
and 12μm).
We tested whether coordinating either of these two channel property combinations was
necessary to achieve temperature-robust timing. If necessary, the two axons require their ratio to
be within a particular range and axons without the observed ratios will not yield temperaturerobust timing. We first tested this for the Sodium activation gate time constant ratios (ratios
between 0.375 – 1.33). At 20°C we found that 99.59% (3μm vs. 6μm axons) and 100% of (3μm
vs. 12μm axons) of the models without these ratios were outside of the temperature-robust timing
range. Similarly, when we tested the necessity of the Sodium activation gate time constant and
maximum conductance ratio (0.375-1.33), at 20°C we found that 96.92% (3μm vs. 6μm axons)
and 100% (3μm vs. 12μm axons) of the models without these ratios were outside of the
temperature-robust timing range. This suggests that both ratios were necessary to achieve
temperature-robust timing, at least for the 3μm vs. 12μm axon comparison. If this was true, then
both ratios should be constrained in temperature-robust models. Indeed, we found that this was
the case (3μm vs. 12μm axons: 100% = 7,344 of 7,344 temperature-robust models; 3μm vs. 6μm
axons: 94.5% = 9,722 of 10,293 temperature-robust models).
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We additionally tested whether coordinating the temperature sensitivities of either of
these two channel property combinations was sufficient to achieve temperature-robust timing. In
this case, all axons with the observed ratios will yield temperature-robust timing, independently
of the other properties. We first tested the sufficiency of the Sodium activation gate time constant
ratios. At 20°C only 20.80% of the 3μm vs. 6μm axons and 14.94% of the 3μm vs. 12μm axons
with these ratios resulted in temperature-robust timing. We found a similar result when we tested
the sufficiency of the ratios between Sodium activation gate time constant and maximum
conductance. At 20°C, only 19.92% of the 3μm vs. 6μm axons and 14.94% of the 3μm vs. 12μm
axons with these ratios resulted in temperature-robust timing. This indicates that neither of these
combinations alone was sufficient to yield temperature-robust timing. As a follow up, we thus
tested the sufficiency when both combinations were present together. However, percentages only
mildly improved (23.74% of the 3μm vs. 6μm axons and 17.93% of the 3μm vs. 12μm),
indicating that the temperature responses of other channel properties need to be additionally
coordinated to ensure that the axons maintain temperature-robust timing.
This leads to two interesting conclusions: (1) although not constrained to a subset of
combinations, the other channel property Q10s matter to timing. (2) Despite the Sodium
activation gate time constant causing the greatest velocity increase (Fig. 3.5A), temperaturerobust models can be produced with ratios of larger than one, i.e. where the Sodium activation
gate of the larger and faster axon is more temperature-sensitive than that in the slower axon. This
is surprising because it seems contrary to the idea that timing is maintained between different
diameter axons when the larger is less temperature-sensitive. Together these observations lead to
two predictions for ratios larger than one: (1) the faster axon’s Sodium activation gate time
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constant Q10 must be limited to small values to minimize the increase in velocity and (2) the
other channel properties counterbalance an exorbitant velocity increase in the larger axon.
To test the first prediction, we evaluated the percentage of high (3, 4) vs. low (1.5, 2) Q10
values of the Sodium activation gate time constant at ratios which could be achieved by more
than one combination (for example, a ratio of 0.75 can be achieved by Q10s of 3 (larger diameter
axon) : 4 (smaller diameter axon) or 1.5 : 2). Fig. 3.7C shows that as the ratio increases there is a
shift toward lower Q10s in both axons. Specifically, for the 12μm and 3μm axons at 15°C and a
ratio at 1.33, only Q10s of 2 : 1.5 yielded temperature-robust timing, whereas Q10s with the same
ratio, but higher individual values (4 : 3) did not. In contrast, at a ratio of 0.5, values of both 2 : 4
and 1.5 : 3 were represented almost equally (Fig. 3.7C, left top). At 20°C, Q10s were even more
constrained and almost all axon pairs with ratios of 0.75 and 1.0 had small Q10s. This
demonstrates that larger temperature changes require more restricted Q10s (Fig. 3.7C, middle
top). When we compared the 6μm axon to the 3μm axon at 20°C, we found similar, but weaker
trends, indicating that Q10s are less restricted when axon diameters differ less (Fig. 3.7C right
top). Thus, as the larger axon becomes more temperature-sensitive compared to the smaller axon
(ratios larger than one), it becomes restricted to lower Q10s.
We also found evidence for a shift to higher Q10s when the smaller axon was more
temperature-sensitive than the large one (at a ratio of 0.5). In the 3μm to 6μm axon comparison,
61.13% of the models observed had high Q10s. Q10s were thus no longer free to vary randomly
and high Q10s were favored in the larger axon to match the increasingly faster processes in the
smaller axon.
As an indicator for how influential the other channel properties were, we measured the
coefficient of variation for each channel property Q10 and compared them for different ratios of
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the Sodium activation gate time constant. Channel properties with no influence should occur
randomly, while those that facilitate good timing should be restricted to certain values and thus
vary less. We found that the coefficient of variation for the Sodium inactivation gate time
constant always occurred randomly and was thus not was predictive of timing between the axons
at any of these ratios (red line in Fig. 3.7C, bottom). In contrast, the coefficient of variation for
the maximum Sodium and leak conductances of the larger axon decreased from random chance
(Fig. 3.7C, bottom), and only did so at ratios where the Sodium activation gate time constant
Q10s were confined to either high or low values (when the black bars in Fig. 3.7C (top) were
either markedly above or below 50%. This suggests that the temperature sensitivities of these
two properties become more influential to maintaining AP timing at these ratios, since they are
no longer free to vary at random.
In conclusion, timing between different diameter axons at different temperatures is most
affected by the coordination of channel properties whose temperature sensitivities have the
largest impact on propagation velocity: the Sodium activation time constant and Sodium
conductance. Coordinating the Sodium activation gate time constant of the larger axon with
either Sodium activation gate time constant or the maximum Sodium conductance of the smaller
axon is necessary for temperature robust timing between the axons. However, coordinating these
properties alone is not sufficient. When the Sodium activation gate time constant of the larger
axon is more temperature sensitive than the Sodium channel properties of the smaller one, the
maximum Sodium and leak conductances of the larger axon become more influential on the
precision of timing between the axons. These additional channels prevent an exorbitant increase
the larger axon’s propagation velocity, and only then results in temperature-robust timing
between the axons.
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Discussion
How can axons remain functional and support time-critical processes when temperature
changes?
We investigated the effects of temperature on the axons of three stomatogastric motor
neuron types with unique AP propagation velocities. Each neuron type is essential for controlling
the filtering of food through the crab’s pylorus (Stein, 2009). Their timing is critical to the
animal’s survival as the PD, LP, and PY phase relationship is consistent across time (Yarger and
Stein, 2015), animals (Hooper, 1997; Bucher et al., 2005), and temperature (Tang et al., 2010;
Tang et al., 2012), and even small changes in AP timing alters pyloric muscle activity (Morris
and Hooper, 1997). This suggests that their relative timing not only requires the appropriate
timing of spike initiation but also must account for propagation velocity differences between the
axons as they project to their target muscles. Indeed, we found that pyloric axons are almost
temperature insensitive (Q10s ~1.5, Fig. 3.2A) and that the phase relationships remained
unchanged throughout the entire temperature range the animals experience (Fig. 3.2C).
Axons face two general problems when temperature changes: Individually, each neuron
type needs to reliably propagate APs to the periphery without failures. Additionally, AP timing
of a neuron's own activity and the timing between neurons must be maintained to enable timesensitive postsynaptic processes. The problems posed by temperature changes in axons can at
least partly be attributed to membrane excitability. Membrane excitability is a major contributor
to spike timing as it affects summation and local spread of synaptic signals. This problem may be
relatively smaller in axons as AP propagation does not depend on summation but rather on (allor-nothing) depolarization of the previous axon site (Ballo and Bucher, 2009). Loss of
excitability, for example, via early Sodium channel inactivation or an increase in leak current,
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may not play a major role for velocity, but instead affect whether propagation occurs. Our model
indeed predicts that there is a hierarchy to the influence that channel properties and their
temperature responses have on propagation velocity (Fig. 3.5A). High Sodium inactivation gate
Q10s led to AP failures along the axon, signifying that an increasingly early inactivation at high
temperatures limited Sodium current and thus also the AP amplitude. This, in turn, led to
insufficient depolarization further along the axon and a failure of AP initiation. This was
particularly the case when accompanied by high leak Q10s that further shunted AP amplitude. In
contrast, how quickly the Sodium channels activate appeared more important for propagation
since velocity depended on how quickly the voltage reaches its peak and how quickly thereafter
a new AP can be generated. Indeed, the activation gate time constant and the maximum Sodium
conductance were the best predictors of propagation velocity and critical for temperaturedependent velocity changes.
A large range of ion channel Q10s support low axon temperature-sensitivity
One of the most striking predictions of our model is that many different parameter
combinations result in low propagation velocity Q10s. This is surprising since we varied channel
property Q10s up to a factor of 4, covering the typical range of voltage-gated ion channels (with
the exception of channels involved in temperature sensing, such as TRP and related channels
Moran et al., 2004; Voets et al., 2004). Making the temperature sensitivity of all the channel
properties independent of one another allowed us to separate the influence of each component on
velocity. Independent temperature sensitivities of different gates in the same channel have been
described for several channels, including voltage-gated Sodium, Potassium and Calcium
channels (van Lunteren et al., 1993; Tiwari and Sikdar, 1999). For example, the activation and

135

inactivation gate time constants of the voltage-gated Sodium channels expressed at the node of
Ranvier in Xenopus laevis have Q10s of 2.34 and 2.90 respectively (Collins and Rojas, 1982).
Our results are reminiscent of recent findings that ion channel expression in a given
neuron can differ substantially between animals and still produce similar activities (Golowasch et
al., 1999a; Golowasch et al., 1999b; Prinz et al., 2003; Schulz et al., 2006). It appears that instead
of a single optimum set of ion channels, similar activities are generated by correlated channel
expression and conductance levels (Temporal et al., 2012; Temporal et al., 2014; Santin and
Schulz, 2019). For example, the expression of the Sodium channel protein para varies more than
5-fold in stomatogastric motor neurosn (Schulz et al., 2007) and the expression of the two
Potassium channel proteins shab and shaw by even more. Based on immunostainings this
variability appears to extend to the axons (Vacher et al., 2008; Nusser, 2009; Debanne et al.,
2011). Despite evidence that LP, PD and PY may vary substantially in their intrinsic properties
(Golowasch et al., 1999b; Schulz et al., 2007), we report low velocity Q10s for all three neuronal
types. Likewise, our models with distinct channel properties shows an abundance of similar
velocity Q10s (Fig. 3.5A) indicating that a neuron may assume certain properties in one
individual, but a different set in the next without changing the overall temperature response.
Coordination of channel Q10s enables temperature-robust timing between axons
In unmyelinated axons, diameter plays a major role in establishing the initial velocity
differences between the neuron types. The model corroborates this as changes in ion channel
conductance levels caused more minute changes in velocity, compared to differences in axon
diameter. However, how temperature alters the timing between axons depends on how the Q10s
of the different axons compare. The pyloric central pattern generator creates a stable and
consistently patterned activity over a fairly broad temperature range, with a constant phase
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relationship of the PD, LP and PY neurons (Tang et al., 2010; Soofi et al., 2014). This trait is
achieved through coordinated Q10s of each neuron's intrinsic properties (Tang et al., 2010; Tang
et al., 2012). For example, the Q10s of IA and Ih, two ionic conductance with antagonistic
function, are co-regulated, such that temperature-induced increases in one are counterbalanced
by a similar increase in the other (Tang et al., 2010). Modeling studies further indicate that the
specific Q10 values the ion channel attain are relatively unimportant, as long as they are properly
coordinated (O'Leary and Marder, 2016). Reminiscent of these data, our model shows that
velocity Q10s of slower axons must be higher than in faster axons to maintain proper timing. This
constraint, however, does not necessarily require channel property Q10s to be constrained. While
our model predicts that coordinating the Sodium conductance and activation gate time constant
Q10s between the involved neurons is necessary for temperature-robust timing, it is not sufficient.
Other channel properties also impact how precisely timing is maintained and are critical to
preventing AP failures. Generally, ratios where the Sodium conductance and activation gate time
constant Q10s are smaller in faster axons than in slower axons (ratios of <1) favor the
maintenance of timing between neurons (Fig. 3.7C). However, in select cases, the temperatureresponses of other channel properties can determine AP timing between the axons. For example,
at ratios >1, proper timing can only be achieved if both, the Sodium conductance and activation
gate time constant Q10s are close to 1. The near temperature-insensitivity in the faster axon
prevents exorbitant velocity increases and allow slower axons to keep up. In this scenario, the
leak conductance gains a comparatively stronger influence on AP timing (Fig. 3.5C, bottom),
although this only occurs when its Q10s are high. This scenario is tempered by the fact that strong
leak currents or shunts cause propagation failures (Fig. 3.2B; Takeuchi and Takeuchi, 1965; El
Manira and Clarac, 1994), unless accompanied by strong depolarizations as well. Consequently,
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our model predicts that the more disparate two axons are in initial velocity, the fewer velocity
Q10 combinations are available that support temperature-robust timing between them, especially
across large temperature ranges.
In the context of transient temperature changes, coordinating ion channel properties to
maintain timing is important for both myelinated and non-myelinated axons. While membrane
capacitance has a larger influence on velocity than channel properties in myelinated axons,
temperature-induced changes to capacitance are negligible. Nevertheless, the propagation
velocity of myelinated axons changes with temperature, suggesting that other temperature
sensitive processes, including the channel gates, are responsible for that change. Quicker
activation at nodes of Ranvier results in faster AP propagation velocities (Manor et al., 1991)
indicating that the determinants of temperature-dependent velocity changes in myelinated and
non-myelinated axons are similar. As such, the pyloric axons and their natural dependence on
ambient temperature are an attractive test bed for temperature effects despite their low
propagation velocities. While the low speed may seem to disqualify them from functional
interpretations of several fold faster vertebrate axons, there is ample evidence that proportionally
small changes in timing play significant roles in fast vertebrate processes. This is best
exemplified by recent findings that the axon initial segment and myelination change in activitydependent ways (Yamada and Kuba, 2016).
An alternative to achieve coordinated temperature responses of ion channels could be
axon-specific neuromodulation. Neuromodulators act on ionic conductances in all neuronal
compartments, including axons, on various time scales, from long-term homeostatic changes to
rapid transient ones (Nadim and Bucher, 2014). Neuromodulators have been demonstrated to
differentially affect axons in the same circuits, where they alter membrane excitability and
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propagation velocity (Bucher and Goaillard, 2011; Debanne et al., 2011). With respect to reliable
propagation and AP failures, maintaining local excitability is imperative at high temperatures,
and we have shown that peptide modulators in the STG can maintain neuronal excitability during
temperature-induced increases of the leak current (Städele et al., 2015). Modulating axonal ion
channels can also directly alter AP propagation velocity (Ballo et al., 2012). With a temperaturedependent release, modulation could provide a mechanism to change the temperature response of
the axon and thus, while not immediately obvious, alter its effective Q10. For example, the
Sodium conductance Q10 could be increased by a temperature-dependent activation of Sodium
channel transcription or de-novo expression, thus altering its maximum conductance with
temperature. Furthermore, axons can express different variants of Sodium channels (Catterall,
2000; Berekmeri et al., 2018), and it is at least conceivable that a differential expression of
channels with distinct Q10s or the additional expression of other Sodium channel variants such as
a persistent Sodium channel could lead to changes in the Sodium conductance (Cantrell and
Catterall, 2001) and thus the axon's temperature response. Independent of the underlying
mechanisms, coordinating even temperature-sensitive Sodium channel properties supports
temperature-robust timing between axons.
Neuropeptide Modulation Increases Dendritic Electrical Spread to Restore Neuronal
Activity Disrupted by Temperature
This article is adapted from, “Margaret Louise DeMaegd and Wolfgang Stein (2021)
Neuropeptide modulation increases dendritic electrical spread to restore neuronal activity
disrupted by temperature. Journal of Neuroscience, under review.”
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Abstract
Peptide neuromodulation has been implicated to shield neuronal activity from acute
temperature changes which can otherwise lead to loss of motor control or failure of vital
behaviors. However, the cellular actions neuropeptides elicit to support temperature-robust
activity remain unknown. Here, we uncover that peptide neuromodulation restores rhythmic
bursting in temperature-compromised central pattern generator (CPG) neurons by counteracting
membrane shunt and increasing dendritic electrical spread.
We show that acutely rising temperatures reduced spike generation and interrupted
ongoing rhythmic motor activity in the crustacean gastric mill CPG. Neuronal release and
extrinsic application of Cancer borealis tachykinin-related peptide Ia (CabTRP Ia), a substance
P-related peptide, restored rhythmic activity. Warming led to a significant decrease in membrane
resistance and a shunting of the dendritic signals in the main gastric mill CPG neuron. Using a
combination of fluorescent Calcium imaging and electrophysiology, we observed that the spread
of postsynaptic potentials and antidromic action potentials within the dendritic neuropil was
diminished as the system warmed. In the presence of CabTRP Ia, membrane shunt decreased and
the spread of both, postsynaptic potentials and antidromic action potentials increased. At
elevated temperatures, CabTRP Ia restored or exceeded dendritic electrical spread at cold
temperatures. Selective introduction of the CabTRP Ia conductance using dynamic clamp
demonstrated that CabTRP Ia's voltage-dependent conductance was sufficient to restore
rhythmic bursting. Our findings demonstrate that a substance P-related neuropeptide can boost
dentritic electrical spread to maintain neuronal activity when perturbed and reveals key
neurophysiological components of neuropeptide actions that support pattern generation in
temperature-compromised conditions.
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Significance Statement
Changes in body temperature can have detrimental consequences for the wellbeing of an
organism. Temperature-dependent changes in neuronal activity can be especially dangerous if
they affect vital behaviors. Understanding how temperature changes disrupt neuronal activity and
identifying how to ameliorate temperature’s effects is critically important. Our study of a
crustacean circuit shows that warming disrupts rhythmic neuronal activity by increasing
membrane shunt and reducing dendritic electrical spread in a key circuit neuron. Through the
ionic conductance activated by it, substance P-related peptide modulation restored electrical
spread and counteracted the detrimental temperature effects on rhythmic activity. Because
neuropeptides are commonly implicated in sustaining neuronal activity during perturbation, our
results provide a promising mechanism to support temperature-robust activity.
Introduction
Passive electrical spread in dendrites is necessary to support summation required for
action potential (AP) initiation. Because dendrites rarely support active AP propagation, changes
in biophysical membrane properties, such as ionic conductance levels, can significantly alter
electrical spread (Hoffman et al., 1997; Short et al., 2017; Otopalik et al., 2019). Acute
temperature changes are known to alter active and passive biophysical properties, but rarely do
so linearly or equally across properties, which can disrupt neuronal activity (Collins and Rojas,
1982; Hille, 2001; Cao and Oertel, 2005). For example, hyperthermia is associated with failures
in respiratory neuronal activity resulting in sudden infant death syndrome in children and apneas
in adults (Fleming et al., 1992; Tryba and Ramirez, 2004). In invertebrates, temperature changes
have been shown to lead to failures of AP propagation and reduced synaptic effectiveness
(Heitler and Edwards, 1998; DeMaegd and Stein, 2020). Possessing compensatory mechanisms

141

that protect neurons from detrimental effects of temperature changes are thus vital components
of survival.
Although circuit and cellular mechanisms for temperature compensation have been well
described in a variety of systems (Tang et al., 2010; Robertson and Money, 2012; DeMaegd and
Stein, 2020), they primarily address AP initiation and propagation in axons. Conversely,
mechanisms for temperature compensation in neuropil regions are relatively unexplored, despite
the importance of dendritic signal propagation and summation for AP initiation. Here, we
identify a mechanism for temperature compensation of neuronal activity via neuromodulation of
passive electrical spread in the dendrites of a motor neuron.
Recent studies indicate that neuromodulation can sustain neuronal activity at different
temperatures (Städele et al., 2015; Zhu et al., 2018). Neuropeptides, in particular, have been
implicated to support robust activity in pattern generating networks (Gray et al., 1999; Mutolo et
al., 2010; Zhao et al., 2011; Shi et al., 2020). Our lab has shown that neuropeptide modulation
supports rhythmic activity in the Cancer borealis gastric mill CPG as temperature increases
(Städele et al., 2015). The gastric mill circuit controls mastication of food and is characterized by
rhythmic AP bursts in the Lateral Gastric Neuron (LG) as a necessary component of the rhythm.
LG receives electrical and chemical synaptic input from the descending projection neuron MCN1
(Modulatory Commissural Neuron 1; Coleman et al., 1995; Stein et al., 2007). In in-vitro assays,
tonic MCN1 activity elicits strong LG bursts but as temperature rises by only a few degrees, leak
conductance increases, and bursts become shorter and less frequent and eventually fail. Activity
can be sustained through the actions of the substance P-related neuropeptide, Cancer borealis
tachykinin related peptide Ia (CabTRP Ia) when bath-applied or neuronally released. These
actions are suspected to bestow a much greater temperature robustness to the gastric mill rhythm
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in vivo (Städele et al., 2015). However, the cellular mechanism by which this peptide acts to
restore activity has of yet remained elusive.
We hypothesized that the loss of LG’s neuronal activity at a warmer temperature is due to
reduced dendritic electrical spread in LG. Additionally, we hypothesized that CabTRP Ia restores
rhythmic bursting by counterbalancing membrane shunt and increasing dendritic electrical
spread. Using optical imaging and electrophysiology, we show that passive electrical spread of
synaptic potentials and backpropagating APs is diminished in LG’s neuropil with an acute
temperature shift from 10°C to 13°C, but is restored when modulated by CabTRP Ia.
Furthermore, we build upon previous results indicating that membrane shunt increases from
10°C to 13°C (Städele et al., 2015) to show that CabTRP Ia counterbalances membrane shunt at
either temperature. Finally, using a dynamic clamp protocol, we show that the ionic conductance
CabTRP Ia activates is sufficient to restore electrical spread and rhythmic bursting, suggesting
the mechanism of temperature compensation we describe is generalizable. Altogether, our data
demonstrate that neuropeptide modulation of dendritic electrical spread sustains neuronal activity
during acute temperature perturbations.
Materials and Methods
Dissection
Adult male crabs (Cancer borealis) were purchased from The Fresh Lobster Company
(Gloucester, MA) and maintained in artificial sea water (salt content ~1.025g/cm3, Instant Ocean
Sea Salt Mix, Blacksburg, VA) at 10-11°C with a 12-hour light-dark cycle. Animals were
anesthetized on ice for 40 minutes prior to dissection. The stomatogastric nervous system was
removed from the animal following standard procedures (Gutierrez and Grashow, 2009) and
pinned out in a silicone-lined petri dish (Sylgard 184, Dow Corning) for physiological studies
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(Fig. 3.8A). The nervous system was continuously superfused (7-12mL/min) with physiological
saline (in mM: 440 NaCl, 26 MgCl2, 13 CaCl2, 11 KCl, 11.2 Trisma base, 5 Maleic acid, pH 7.4–
7.6 (Sigma Aldrich)). In all experiments, the left and right inferior and superior esophageal
nerves (ions and sons) were transected near the Commissural Ganglia (CoGs; Fig. 3.8A). A
petroleum jelly well was built around the STG to allow for focal superfusion of modulators and
temperature changes. 1µM CabTRP Ia (GenScript, Piscataway, NJ) was prepared from
concentrated stock solutions immediately before bath application to the STG. Measurements
were taken after 30min of wash in. Temperature was altered between 10-13°C by chilling or
warming superfused saline using Peltier devices. Temperature was continuously monitored with
a temperature probe (Voltcraft 300K, Conrad Electronik, Germany).
Extracellular stimulation
Extracellular stimulation was performed using standard procedures (Städele et al., 2017).
Small sections of nerves were electrically isolated from the surrounding bath using petroleum
jelly wells. To elicit ePSPs in LG the left or right ion was stimulated at 1-2Hz (1ms pulse
duration; Master-8 stimulator, AMPI, Jerusalem, Israel). The ion contains only two axons that
project to the STG; those of the Modulatory Commissural neuron 1 and 5 (MCN1 and MCN5,
respectively). The MCN1 axon has a lower stimulation threshold and thus can be actively
selected. We confirmed MCN1 was selectively stimulated by increasing stimulation voltage until
an ePSP in LG was obtained. Additionally, we monitored the activity of the Lateral pyloric
neuron (LP) which is inhibited by MCN5 (Norris et al., 1996). Preparations where MCN1 could
not be selectively activated were not used for experimentation.
In experiments where a gastric mill rhythm was elicited the stimulation frequency of an
individual MCN1 was increased with 1Hz steps until a gastric mill rhythm was observed at
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10°C. This method of eliciting a gastric mill rhythm is standard protocol (Städele et al., 2015)
and this version of the rhythm is easily identifiable (Coleman et al., 1995; Stein et al., 2007;
Hedrich et al., 2011). The necessary frequency to elicit a gastric mill rhythm determined at 10°C
was maintained at 13°C and during modulation to determine whether a gastric mill rhythm could
be elicited.
In experiments where back propagating APs invaded LG’s neuropil, we stimulated the
LG axon distantly from the STG on the lateral gastric nerve (lgn, Fig. 3.8A). As before, a
petroleum jelly well electrically isolated a small section of the lgn from the rest of bath and the
LG axon was stimulated at 1-2Hz (1ms pulse duration).
Electrophysiological recordings
Extracellular recordings were performed using standard procedures (DeMaegd et al.,
2017). Extracellular signals were recorded, amplified, and filtered using an AM Systems
amplifier (Model 1700; Everett, WA) and digitized with a Power 1401 (CED, Cambridge, UK).
Intracellular recordings were taken directly from the LG soma using 20-30MΩ glass
electrodes (Sutter 1000 puller, 0.6M K2SO4 + 20mM KCl solution). For dye injections,
electrodes were backfilled with Calcium Orange-AM (Invitrogen, Carlsbad, CA). The dye was
iontophoretically injected into the LG soma using repetitive negative current pulses ranging from
-3 to -5nA (1-2s pulse duration) for 30min. The dye was allowed to diffuse throughout the
neuronal processes prior to imaging. The LG soma was identified by the occurrence of ePSPs
timed to MCN1 stimulation and APs timed with spikes on the LG axon recorded from the lgn.
In some experiments, the LG resting membrane potential was held constant in current
clamp. Here, variable holding currents were applied through one of the two electrodes to
maintain membrane potentials between -45 and -50mV. In a few experiments, ePSP and AP
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amplitude were measured when the resting membrane potential was additionally held at -65mV
to determine whether the holding potential value affected our results. While the amplitude values
were smaller (consistent with Coleman et al., 1995), the qualitative change in amplitude in
response to temperature and peptide modulation was similar. The same holding membrane
potential used in current-clamp measurements of ePSP and AP amplitude was used in twoelectrode voltage-clamp measurements of ePSC and AP current amplitudes. Signals were
recorded, amplified, and filtered using an Axoclamp 900A amplifier (Molecular Devices, San
Jose, CA).
Optical imaging
Fluorescent imaging of the LG neuropil was taken with the MiCAM02 imaging system
and BVAna Software (version 13.07.04.8; SciMedia, Costa Mesa, CA), using a 20x objective
(XLUMPLFLN20XW, WD 2mm, NA 1, Olympus) mounted on an upright epifluorescence
microscope (modified BX51, Scientifica, Uckfield, UK). Image resolution was 384 x 256 pixels,
sampled at a frame rate of 25Hz. Optical signals were averaged, triggered by either MCN1 (for
ePSPs) or LG (for APs) stimulation, to improve signal-to-noise ratio (Städele et al., 2012). For
each stimulus condition and temperature, 20 trains of 2Hz stimuli (3s duration per train) were
averaged. For analysis, regions of interest were selected that matched the LG neuropil based on
high-resolution images of the LG neuropil (Fig. 3.9A). Individual stimuli within each averaged
stimulus train were further averaged. First and last stimuli were discarded to avoid potential
onset and end-of-recording artifacts of the camera. This resulted in a total of 100 - 150 stimuli
that were averaged for each condition. Excitation illumination was provided by pE-400
luminance system (CoolLED) at 550nm and filtered with 605nm/670nm bandwidth excitation
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filters. Light levels were adjusted to optimize signal-to-noise ratio and avoid phototoxicity or
photobleaching.
Dynamic clamp
Dynamic clamp experiments were used to inject an artificial IMI into LG using Spike 2
software in two-electrode current clamp mode (Sharp et al., 1993). An IMI model was developed
based on previously published descriptions (DeLong et al., 2009b; Städele et al., 2015) using the
equation:
𝐼 =  𝑔̅ ∗ 𝑎𝑝 ∗ (𝑉 − 𝐸),
with g being the maximum conductance (nS), a being the activation (ms), p = 1, E being
the equilibrium potential (mV), and V being the membrane potential (mV). In our
implementation, the activation was instantaneous and ḡ was varied between 0, 25, 50nS. The
voltage-current relationship was approximated as follows:
𝑎𝑡𝑉 <  −70, 𝐼𝑀𝐼 = 0
𝑎𝑡 − 70 ≤ 𝑉 < −40, 𝐼𝑀𝐼 = −0.7 ∗ 𝑔̅ ∗ (𝑉 + 70)
𝑎𝑡 − 40 ≤ 𝑉 ≤ −20, 𝐼𝑀𝐼 = −21 ∗ 𝑔̅
𝑎𝑡𝑉 > −20𝑚𝑉, 𝐼𝑀𝐼 = 𝑔̅ ∗ (𝑉 − 0)
Input resistance
Input resistance was calculated by measuring the change in current when LG was
hyperpolarized by 10mV from -50mV using two-electrode voltage clamp. Input resistance was
calculated using the equation:
𝑅 = 𝑉/𝐼
where R is input resistance (MΩ), I is the change in current (nA), and V is the change in
membrane potential (mV).
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Model
The influences of leak conductance and synaptic input on ePSP and AP amplitude
measured from the soma were modeled with NEURON (Hines and Carnevale, 2001) (available
at Neuron DB accession 266881). In both types of experiments, we measured signal amplitudes
after signals passively propagated 50µm and 75µm, respectively, along an unbranched neurite
(10µm diameter, 110µm length, 10µm compartments, Ra=1e5Ωcm, Cm=1µF/cm2).
In experiments where PSP amplitude was measured, the neurite contained only a linear
passive leak conductance (E=-70mV). This conductance was varied between 0.001, 0.0015,
0.002, and 0.003S/cm2 to simulate the change in membrane shunt associated with warmer
temperatures. To elicit PSPs, we injected brief current pulses at 5µm from the end of the neurite
(1ms duration). To simulate a change in synaptic strength, the amplitude of the current injection
was varied between 0.2, 0.4, and 0.6nA.
In experiments where AP amplitude was measured, the first 10µm of the neurite were
additionally equipped with active conductances using Hodgkin-Huxley equations (Hodgkin and
Huxley, 1952b) and the following densities: voltage-gate Sodium channel: gNa=0.12S/cm2;
voltage-gated Potassium channel: gK=0.036S/cm2. This restricted the active section of the neurite
to the first 10µm, while APs propagated passively through the rest of the neurite. APs were
elicited with 0.2nA current pulses (1ms pulse duration) at 5µm from the end of the neurite. To
simulate an increase in membrane shunt at warm temperatures, we varied the leak conductance
between 0.001, 0.0015, 0.002, and 0.003S/cm2. To assess the influence that temperaturedependent changes in AP current have on AP amplitude, we varied the maximum conductance of
the voltage-gated Sodium channel between 0.12, 0.24, and 0.36S/cm2. While this did not include
temperature-dependent influences on activation and inactivation (Hille, 2001), changing the
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maximum conductance of the Sodium channel over a wide range effectively includes any
potential influence on AP current amplitude changes in these gates may have. Nevertheless, we
additionally measured the effect of temperature on AP amplitudes using the NEURON
“temperature distributed mechanism” which modifies the activation rates of all active
conductances. These experiments revealed similar results to varying just the maximum Sodium
conductance alone.
Data analysis and statistical tests
Electrophysiological files were recorded, saved, and analyzed using Spike2 (Version
7.18, CED, Cambridge, UK) and original scripts (available at neurobiologie.de/Spike2).
Statistical tests were performed using SigmaStat (version 12; Systat Software, San Jose,
CA). Statistical tests are reported in the format: statistical test, F(degrees of freedom, residual)=F value, p
value, post hoc test, number of experiments. A “N” denotes the number of preparations, while a
“n” denotes the number of trials. Exact p values are provided unless they were smaller than
0.001. Post hoc tests are at a significance level of 0.05 unless otherwise noted. Data was prepared
in Excel and finalized in Coreldraw (version X7; Corel, Ottawa, Canada). In figures, significant
differences are indicated by *p<0.05 and data is presented as mean±SD.
Results
Before measuring the spread of electrical signals in LG, we ensured that the previously
published effects of temperature on LG were present in each tested animal. We decentralized the
stomatogastric ganglion (STG) to remove spontaneous extrinsic modulation from descending
projection neurons in the Commissural ganglia (CoGs) by cutting the sons and ions. The STG,
where LG’s soma is located, was isolated with a petroleum jelly well and superfused with
different temperature saline, either with or without CabTRP Ia (see Fig. 3.8A and Materials and
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Methods). The rest of the stomatogastric nervous system was held at a constant temperature. We
recorded LG’s activity intracellularly. To elicit the gastric mill rhythm, we extracellularly
stimulated an individual MCN1 axon at 10°C. Tonic stimulation of MCN1 activates a gastric
mill rhythm through chemical excitation of LG and Interneuron 1, and an electrical synapse with
LG (Fig. 3.8B). Figure 3.8C shows LG’s rhythmic activity after 50s of tonic MCN1 stimulation
(top, 10°C). In saline, LG’s activity diminished with increasing temperature and the gastric mill
rhythm failed at 13°C (middle). However, in the presence of 1µM CabTRP Ia (bottom)
rhythmicity was restored at 13°C. These results matched those previously reported (Städele et al.,
2015).
Electrical spread in LG’s neuropil depends on temperature and neuromodulation
We used a fluorescent Calcium indicator to determine whether dendritic electrical spread
in LG decreases at warmer temperatures. We iontophoretically injected the indicator (Calcium
Orange-AM) into LG’s soma and allowed it to diffuse throughout LG’s neuropil (Fig. 3.9A).
Then, we elicited individual ePSPs through extracellular stimulation of the MCN1 axon
(Materials and Methods). To avoid summation and minimize accumulation of MCN1's chemical
neurotransmitters, we used a low stimulus frequency (1-2Hz; Coleman et al., 1995). Figures
3.9Bi and ii show pseudo-colored images of mean peak fluorescence in a single plane of LG’s
neuropil, imaged at 10°C, without (i) and with (ii) ePSPs. There was a clear fluorescence
increase in the LG neuropil when ePSPs were present, illustrating the spread of the ePSP across
the neuropil. We predicted that as temperature increases, the fluorescent area would decrease,
consistent with diminished electrical spread in the neuropil. Indeed, at 13°C, we observed fewer
areas of warmer colors in the LG neuropil than at 10°C (Fig. 3.9Biii). The reduction in
fluorescence was significant from 10 to 13°C across animals (Fig. 3.9C, One-way RMANOVA
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Figure 3.8. LG’s rhythmic bursting is interrupted by an acute temperature increase but
can be restored by neuropeptide modulation. A. Schematic of the stomatogastric nervous
system. Nerve names are italicized. In all experiments, ions and sons were transected. To elicit
ePSPs in LG or initiate a gastric mill rhythm, the MCN1 axon was stimulated at either the left
or right ion. For experiments where APs were measured, antidromic APs were initiated in the
LG axon by stimulating one lgn. Electrical signals in LG were recorded intracellularly from
LG’s soma and extracellularly at the lgn not being stimulated. Antidromic AP and ePSP spread
was measured using Calcium imaging from LG's neuropil. Temperature and CabTRP Ia
modulation were applied focally inside a petroleum jelly well around the STG. Abbreviations
(top to bottom): ion, inferior esophageal nerve; son, superior esophageal nerve; CoG,
commissural ganglion; STG, stomatogastric ganglion; dvn dorsal ventricular nerve; lgn, lateral
gastric nerve LG, lateral gastric neuron. B. Circuit diagram underlying gastric mill rhythm
generation. C. Example intracellular LG recordings as MCN1 stimulation at 10Hz generated
rhythmic bursting in LG consistent with a gastric mill rhythm at 10°C (top), and failed to elicit
bursts after an acute temperature increase of 3°C (middle). However, rhythmic bursting could
be restored 13°C with the addition of 1µM CabTRP Ia applied to the well containing the STG
(bottom).

F7,3=11.324, p<0.001, Student-Newman-Keuls Method pairwise comparisons, 10°C saline vs
13°C saline, p=0.046), suggesting that dendritic electrical spread was reduced at the warmer
temperature.
To assess whether neuropeptide modulation increases electrical spread, we bath applied
1µM CabTRP Ia and compared the fluorescence to the saline condition. LG’s neuropil showed
more regions of warmer colors at 13°C in CabTRP Ia (Fig. 3.9Bv) than at 13°C in saline (Fig.
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3.9Biii), indicating a wider spread of the ePSP with CabTRP Ia modulation. We found a similar
result when we compared the 10°C CabTRP Ia condition (Fig. 3.9Biv) with its saline control
(Fig. 3.9Bii). Across animals, fluorescence increased significantly at 13°C after CabTRP Ia
application, and even exceeded that measured at 10° in saline (Fig. 3.9C, One-way RMANOVA
F7,3=11.324, p<0.001, Student-Newman-Keuls Method pairwise comparisons, 13°C saline vs
13°C CabTRP Ia, p<0.05 and 13°C CabTRP Ia vs 10°C saline, p<0.05). When the temperature
was lowered to 10°C in CabTRP Ia, fluorescence tended to further increase from 13°C, but this
increase was not significant (One-way RMANOVA F7,3=11.324, p<0.001, Student-NewmanKeuls Method pairwise comparisons, 13°C CabTRP Ia vs 10°C CabTRP, ns). Taken together,
these data suggest that neuropeptide modulation can increase electrical spread at warm
temperatures and may even enhance it at colder temperatures.
While these data support the hypothesis that electrical spread diminished at warmer
temperatures and was restored by peptide modulation, they do not conclusively demonstrate that
a shunt in LG's neurites contributed to the reduction of the electrical spread. Temperaturemediated effects on LG's synaptic input, either directly through changes to synaptic current or
indirectly through the hyperpolarization of LG's resting membrane potential (Coleman et al.,
1995), may additionally alter ePSP spread into LG's neuropil. As a first step to address this issue,
we additionally considered the passive electrical spread of action potentials (APs) invading
antidromically from LG’s axon. Because the membrane potential must cross a threshold potential
when eliciting an AP and because APs have a large amplitude when elicited in the axon, a few
millivolt hyperpolarization of the resting membrane potential will have little influence on total
AP amplitude. Additionally, when elicited in the axon, AP amplitudes are mostly determined by
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Figure 3.9. Temperature and neuropeptide modulation alter ePSP and AP-induced
Calcium spread in the LG neuropil. A. The LG soma was iontophoretically injected with a
fluorescent Calcium indicator which was allowed to diffuse throughout the neuropillar
processes. B. Normalized and pseudocolored images of Calcium fluorescence concurrent with
ePSPs in LG’s neuropil in the same location as shown in A. Warmer colors represent higher
intensity fluorescence and greater Calcium concentrations. (i) Without MCN1 stimulation and
thus without ePSPs. (ii) ePSPs stimulated at 10°C, and (iii) 13°C in saline. (iv) ePSPs in 1µM
CabTRP Ia at 10°C, and (v) 13°C. C. Across animals, ePSP-induced Calcium fluorescence
decreased significantly from 10°C to 13°C, while CabTRP Ia modulation restored
fluorescence at 13°C. D. Pseudocolored images of Calcium fluorescence concurrent with the
passive spread of antidromic APs in the LG neuropil. APs were initiated distantly in the LG
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axon. (i) No stimulation of APs. (ii) APs stimulated at 10°C, (iii) and 13°C. (iv) APs in 1µM
CabTRP Ia at 10°C, and (v) 13°C. E. Across animals, maximum AP fluorescence decreased
from 10°C to 13°C but was restored by neuropeptide modulation. * p<0.05.

the Sodium equilibrium potential and less by the Sodium current (Hodgkin and Huxley, 1952a).
AP amplitudes should thus be less sensitive to temperature-induced changes in AP currents.
In these experiments, APs were initiated via extracellular stimulation of the lateral gastric
nerve (lgn) at low frequencies (1-2Hz, Fig. 3.8A, Materials and Methods). Figures 3.9D show
example recordings without (i) and with (ii) AP stimulation, at 10°C. APs invaded the main LG
neurite, but their spread was less wide than for the ePSPs. This is consistent with earlier findings
that antidromic APs have limited access to the neuropilar segments of STG neurons (Mulloney
and Selverston, 1972; Meyrand et al., 1992). However, similar to our observations for the ePSPs,
the spread into the neuropil was reduced at 13°C when compared to 10°C (Figs. 3.9Dii-iii,
indicated by fewer regions with warmer colors). This effect was significant across animals (Fig.
3.9E, One-way ANOVA F3,13=8.278 p=0.002, Holm-Sidak multiple comparisons 10°C saline vs
13°C saline, p<0.05).
When modulated by CabTRP Ia, at 13°C, the neuropil penetrated by the APs increased in
comparison to the saline condition and remained increased when the temperature was reduced to
10°C (Fig. 3.9Div-v). These results were consistent across animals and there was a significant
increase in fluorescence from 13°C in saline to 13°C in CabTRP Ia (Fig. 3.9E, One-way
ANOVA F3,13=8.278 p=0.002, Holm-Sidak multiple comparisons, 13°C saline vs 13°C CabTRP
Ia, p<0.05). However, there was no further significant effect when the temperature was reduced
to 10°C (Fig. 3.9E, 13°C CabTRP Ia vs 10°C CabTRP Ia, ns). Taken together, both the AP and
ePSP results support the hypothesis that electrical spread in LG's neurites decreases at warmer
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Figure 3.10. Temperature and neuropeptide modulation change ePSP and antidromic AP
amplitudes. A. Top: Representative example of the average AP amplitude (n=20APs/trace)
measured from the LG soma at constant membrane potential. Amplitude was measured in
saline at 10°C (blue) and 13°C (red), and in CabTRP Ia at 10°C (light blue) and 13°C (pink).
Bottom: AP amplitude decreased significantly from 10°C to 13°C in saline and increased
significantly in CabTRP Ia (N=7). B. Top: Representative example of the average total AP
current (n=20APs/trace) in each condition. Bottom: There was no significant difference across
animals in any condition. C. Top: Average ePSP amplitude (n=20ePSPs/trace) measured from
the LG soma at constant membrane potential in each condition. In the presence of CabTRP Ia,
occasionally APs were elicited in response to ePSPs resulting in peaks in the ePSP tail.
Bottom: Increasing the temperature from 10°C to 13°C did not significantly alter ePSP
amplitude when the membrane potential was held constant. However, CabTRP Ia still
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increased ePSP amplitude. D. Top: Representative ePSC average amplitude for each condition
(n=20ePSCs/trace). Bottom: Across animals (N=7), ePSC amplitude increased with warming
(10°C to 13°C) but was not affected by peptide modulation. * p<0.05.

temperatures and that CabTRP Ia modulation restores or even enhances this spread. These effects
can at least in part be attributed to a shunt of LG’s membrane.
To further ascertain that membrane shunt reduces the spread of electrical signals in LG,
we electrophysiologically recorded ePSPs and antidromic APs as they arrived in the soma, after
passively spreading through parts of the neuropil. We used two-electrode current clamp to
determine ePSP and AP amplitudes.
The electrical synapse between MCN1 and LG had previously been shown to be voltage
dependent, such that more hyperpolarized membrane potentials reduce the ePSP amplitude
(Coleman et al., 1995). To avoid additional voltage-dependent influences on our measurements,
we maintained a constant resting membrane potential at all temperatures (see Materials and
Methods). We used the same stimulation protocol as for our optical imaging experiments. Like
for other STG motor neurons, APs stimulated in the LG axon passively and antidromically
propagate towards the soma, with considerable loss in amplitude when they arrived (Mulloney
and Selverston, 1972; Meyrand et al., 1992). We found that AP amplitude diminished from 10°C
to 13°C (Fig. 3.10A top, blue and red traces, respectively). This was a consistent observation
across all animals (Fig. 3.10A bottom, One-way RMANOVA F(6,3)=32.350, p<0.001, StudentNewman-Keuls Method 10°C vs 13°C p<0.05, N=7). In CabTRP Ia, AP amplitude at 13°C
recovered and was no longer different from the 10°C saline condition (Fig. 3.10A top, pink trace;
bottom, Student-Newman-Keuls Method 13°C CabTRP Ia vs 13°C saline, p<0.05; 13°C
CabTRP Ia vs 10°C saline, ns). When we lowered the temperature back to 10°C in CabTRP Ia,
AP amplitude increased further and was then larger than in its respective saline control (Fig.
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Figure 3.11. Membrane shunt and synaptic input have competitive influences on signal
amplitude. A. An unbranched neurite was used to predict the combined influences of
temperature-dependent changes in leak conductance, synaptic current and AP current on
passive ePSP and AP spread. To mimic ePSPs, a brief current pulse (Isyn) was injected into the
first compartment (10µm) of the neurite. To elicit APs, voltage-gated Sodium and Potassium
conductances were added to the first compartment and a 0.2nA current pulse was used to
initiate the AP. AP and ePSP amplitudes were measured in two locations: (i) 50µm and (ii)
75µm from the input site. B. Example ePSP recordings at the indicated locations (i & ii) to test
the influence of increasing temperature-induced synaptic currents. Black: Isyn = 0.2nA and leak
conductance (gLeak) = 0.001S/cm2 served as control. Temperature increase was mimicked by
increasing gLeak to 0.0015S/cm2. Isyn was increased in 0.2nA steps to 0.6nA. C. Quantification
of ePSP amplitude for various leak conductances and synaptic currents. Colors as in B. D.
Schematic of the effects of synaptic current, leak conductance, and recording site distance on
ePSP amplitude. E. Example AP recordings at the indicated locations (i, ii) to test the
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influence of increasing temperature-induced AP currents. Black: gNa = 0.12S/cm2 and gLeak =
0.001S/cm2 served as control. Temperature increase was mimicked by increasing gLeak to
0.0015S/cm2. gNa was increased in 0.12S/cm2 steps to 0.36S/cm2. F. Quantification of AP
amplitude for various leak conductances and AP currents. G. Schematic of the effects of AP
current, leak conductance, and recording site distance on AP amplitude.

3.10A top, light blue trace; bottom, Student-Newman-Keuls Method 10°C CabTRP Ia vs 10°C
saline, p<0.05). These results are consistent with the prediction that temperature diminishes
passive spread of electrical signals in LG and that CabTRP Ia modulation increases the spread.
For ePSPs, we found that amplitudes were not significantly altered when temperature was
increased from 10°C to 13°C in saline (Fig. 3.10C bottom, One-way RMANOVA, F(6,3)=11.520,
p<0.001, Holm-Sidak multiple comparisons 10°C saline vs 13°C saline, p<0.05), and in a few
cases ePSP amplitude increased (Fig. 3.10C top, compare blue and red traces). In CabTRP Ia,
ePSP amplitudes increased further such that at each temperature they were significantly larger
than their respective saline controls (Fig. 3.10C top, light blue and pink traces; bottom, HolmSidak multiple comparisons 13°C saline vs 13° CabTRP Ia, p<0.05; 10°C saline vs 10°C
CabTRP Ia, p<0.05). The above results were contrary to our prediction that ePSP amplitude
reduced at 13°C due to a shunt along the neurite. They also do not align with our optical imaging
data that indicate reduced ePSP propagation in the neuropil. This suggested that additional
factors influence ePSP amplitude. Specifically, synaptic input could be affected by temperature
and/or CabTRP Ia modulation. To address these issues, we used two-electrode voltage clamp to
measure the electrical postsynaptic current (ePSC) of the MCN1-LG synapse. The membrane
potential was held the same potential used for the measurements of ePSP and AP amplitudes,
while the MCN1 axon was stimulated at low frequency (1Hz). We compared ePSC amplitudes at
10°C and 13°C, in saline and in 1µM CabTRP Ia. Figure 3.10D top shows the average traces of
20 ePSCs in each of the four different conditions. We found that ePSC amplitude significantly

158

increased from 10°C to 13°C in saline (Fig. 3.10D bottom, One-way RMANOVA F(6,3)=5.273
p=0.009, Student-Newman-Keuls Method 10°C saline vs 13°C saline, p<0.05), indicating that
the synaptic input increases with temperature. This increase antagonizes a diminishment of ePSP
amplitude at higher temperatures.
CabTRP Ia modulation had no further influence on ePSC amplitude at either temperature
(Fig. 3.10D top, compare dark and light traces; bottom, Student-Newman-Keuls Method 13°C
saline vs 13° CabTRP Ia, p<0.05; 10°C saline vs 10°C CabTRP Ia, p<0.05), suggesting that
CabTRP Ia does not increase ePSP amplitude by altering synaptic current.
For antidromic APs, we found that the maximum AP current was not significantly
affected by a temperature increase from 10°C to 13°C (Fig. 3.10B top, blue and red traces).
There was also no obvious effect of CabTRP Ia on the current in either temperature condition
(Fig. 3.10B top, compare light and dark traces; bottom, One-way RMANOVA, F(6,3)=0.569, ns).
Our optical and electrophysiology data thus indicate that the spread of APs into the
neuropil is diminished by the temperature-induced shunt. The situation for the ePSPs is less clear
because membrane shunt and synaptic current appear to compete. To assess this competition, we
built a computational model of the LG neurite. This allowed us to measure ePSP amplitude given
different levels of synaptic input and membrane shunt. In the model, the 110µm long unbranched
neurite possessed only passive properties (Fig. 3.11A and see Materials and Methods) and was
stimulated with a 1ms, 0.2nA current pulse into the first 10µm. The elicited voltage change
resembled an ePSP (Fig. 3.11B). To measure baseline ePSP propagation along the neurite, the
membrane leak conductance (gLeak) was set to 0.001S/cm2 and ePSP amplitude was determined
at two locations; one in the middle of the neurite, at 50µm, and one further away, at 75µm. To
mimic the effects of increasing temperatures on passive propagation, we increased the leak
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conductance to 0.0015, 0.002, and 0.003S/cm2, respectively, over the entire length of the neurite,
with increasing conductances representing increasing temperatures. Figure 3.11B shows the
ePSPs in baseline conditions (black traces). As expected for passive propagation, ePSP
amplitude diminished with longer distances from ePSP origin (Fig. 3.11Bi-ii). When gLeak was
increased to 0.0015S/cm2 (Fig. 3.11B yellow traces), ePSP amplitude at both recording locations
decreased further.
To then determine how an additional temperature-induced increase in synaptic current
affects electrical spread, we increased the injected current to 0.4nS. Interestingly, we found that
the distance of the recording site from the ePSP origin (i.e. where current was injected) affected
the results. The amplitude of the ePSP at the neurite midpoint was slightly larger than the
baseline ePSP at this location (Fig. 3.11Bi, purple trace). This was not the case for the more
distant recording site where the PSP amplitude was smaller than in temperature baseline
conditions (Fig. 3.11Bii, purple trace). This indicates that the farther ePSPs propagate, the more
the increase in membrane shunt reduces ePSP amplitude, despite an increase in synaptic current.
When we further increased the injected current to 0.6nS, we found that at both locations,
the ePSP amplitude increased in comparison to the baseline temperature (Fig. 3.11Bi, green vs
black traces). This suggests that with a sufficiently large increase in synaptic current at higher
temperatures, ePSPs could be larger despite an increase in membrane shunt. Notably though, if
the increase in gleak matched the increases in synaptic current, the ePSP amplitude was always
smaller than the baseline value (Fig. 3.11C). Figure 3.11D schematizes the major conclusions of
the computational modeling. The measured ePSP amplitude depended on the weighting between
the increase in synaptic current and membrane shunt. Importantly, it also depended on recording
location. This leads to the unanticipated situation that ePSP amplitudes in distant neurites are
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reduced at warmer temperatures, while in closer neurites they increase. Somatic recordings in
STG neurons have extraordinary electrical access to neuritic events and thus appear
electrotonically close to their synaptic inputs (Otopalik et al., 2017). This could explain the
observed results that ePSP amplitude recorded from the soma did not decrease at 13°C. Instead
of reflecting an increase in membrane shunt, ePSP amplitudes in the soma thus predominantly
reflected the effect of increased synaptic current.
In contrast to the ePSPs, AP amplitude never increased in our electrophysiological
experiments. This finding is consistent with the maximum action potential current not being
significantly altered within the 3°C temperature range tested in these experiments. However, AP
current can increase with larger temperature changes (DeMaegd and Stein, 2020). To test
possible interactions between such an increase and temperature-induced membrane shunt, we
extended our previous computational model neurite and included active ionic conductances in
the first compartment to so that APs could be elicited (gNa: 0.12S/cm2, gK: 0.036S/cm2, gLeak:
0.001S/cm2, see also Material and Methods). APs were initiated with a short suprathreshold
current injection (1ms, 0.2nA) into the first 10µm of the neurite. The passive spread of APs
through the rest of the neurite was assessed at the same two locations. In baseline conditions,
gLeak was set to 0.001S/cm2 and was increased to 0.0015, 0.002, 0.003S/cm2 throughout the
neurite to mimic a temperature increase on passive propagation. Leak conductance remained
unaltered at the stimulation site to maintain AP threshold. Figure 3.11E shows the passive AP
amplitude at baseline (10°C, black trace) and with increased gLeak (0.0015nS/cm2, yellow traces).
As expected for passive propagation, AP amplitude diminished, and more so with larger distance
from the AP origin.
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To determine how a temperature-dependent increase in AP current additionally affects
AP amplitude, we increased the Sodium conductance (gNa) from 0.12S/cm2 to 0.24 or 0.36S/cm2.
While this increased the Sodium current during the action potential, AP voltage amplitude at the
stimulation site remained mostly unaffected. This results from the fact that AP amplitude mainly
depends on the Sodium equilibrium potential and less so on the Sodium conductance. AP
amplitude at the two recording sites along the passive neurite was always smaller than in
baseline conditions (Figs. 3.11E and F). This was the case even with the highest Sodium
conductance, indicating that AP amplitude will always reflect changes in membrane shunt at
higher temperatures. Accordingly, when we continued to increase gleak, AP amplitude diminished
even further, at all recording sites.
Together, our model suggests that temperature has distinct actions on ePSP and AP
amplitude. Postsynaptic potential amplitude increases with synaptic current levels and is less
likely to reflect shunt when recorded close to the ePSP initiation site. However, due to the
increased membrane shunt, amplitude quickly diminishes over distance and signal invasion into
distant regions of the neurite is diminished (Fig. 3.11D). On the other hand, when APs passively
propagate through a neurite, their amplitude always diminishes when shunt increases, even if
other active conductances increase (Fig. 3.11G). These results thus support our
electrophysiological and optical recordings and indicate that the temperature-induced membrane
shunt reduces electrical spread in LG's neurite.
Neuropeptide modulation decreases membrane shunt
Our experimental data demonstrate that CabTRP Ia modulation increases electrical
spread in the LG neurite. The underlying hypothesis is that CabTRP Ia counterbalances
membrane shunt through the voltage-current relationship of the ionic current it activates.
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Figure 3.12. The modulator-induced current increases ePSP amplitude and restores
rhythmic bursting. A. Membrane resistance at 10°C and 13°C in saline and with peptide
modulation by CabTRP Ia, normalized to the average value for each animal (N=6). B. Average
traces of ePSPs (n=20/trace) measured from the LG soma when IMI was artificially introduced
using dynamic clamp. C. Across animals (N=6), ePSP amplitude significantly increased from
baseline at 50nS of injected IMI conductance. D. Intracellular recordings of LG activity during
10Hz MCN1 stimulation elicited a gastric mill rhythmat 10°C (i). LG spiking was absent at
13°C (ii). IMI activation at 13°C restored LG spiking with 25nS (iii) and more consistent bursts
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at 50nS (iv). Removal of IMI again silenced LG (v). E. Quantification of the number of (i)
bursts/50s, (ii) mean burst duration, and (iii) number of APs/burst before, during, and after IMI
activation. In one 50nS IMI injection led to nearly tonic spiking in LG indicative of
overexcitation leading to long burst durations and larger number of APs per burst. * p<0.05.

CabTRP Ia activates a well-characterized voltage-gated cation conductance (IMI, modulatorinduced current; Swensen and Marder, 2001). IMI has an inverted bell-shaped voltage-current
relationship (Zhao et al., 2010) and has been suggested to act as a negative leak conductance due
to the linear falling edge of its voltage-current relationship (Bose et al., 2014). A negative leak
conductance should effectively counterbalance leak and thus membrane shunt. We tested
whether the effective membrane shunt, measured as the reciprocal of the total resistance across
the membrane, was altered by CabTRP Ia. Membrane resistance was measured in two-electrode
voltage clamp (see Materials and Methods).
In saline, membrane resistance decreased significantly when temperature was increased
from 10°C to 13°C (Fig. 3.12A, One-way RMANOVA, F5,3=20.696, p<0.001, Student-NewmanKeuls Method pairwise comparisons, 10°C saline to 13°C saline, p<0.05). This supports our
prediction that shunt increases with higher temperatures, and is consistent with previous
literature (Städele et al., 2015). When CabTRP Ia was bath applied to the STG, membrane
resistance increased at both temperatures when compared to the respective saline controls (Fig.
3.12A, 10°C saline to 10°C CabTRP Ia, p<0.05, and 13°C saline to 13°C CabTRP Ia, p<0.05).
Membrane resistance at 10°C in CabTRP Ia was lower than at 13°C in CabTRP Ia (Fig. 3.12A,
10°C CabTRP Ia to 13°C CabTRP Ia, p<0.05), indicating that temperature still altered membrane
shunt when the CabTRP Ia was present. In summary, CabTRP Ia modulation increased
resistance, which is consistent with the prediction that it counterbalances the temperatureinduced shunt and increases dendritic electrical signal spread in LG.
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IMI activation is sufficient to restore electrical spread and rhythmic bursting at
elevated temperatures
The actions of CabTRP Ia on LG appear to be exclusively mediated by the ionic current it
activates, IMI (DeLong et al., 2009a). Thus, we predicted that IMI is sufficient to restore dendritic
electrical spread in LG at higher temperatures. To test this prediction, we used dynamic clamp to
inject IMI into LG while we measured ePSP amplitude from the soma at 13°C, at constant
membrane potentials. The dynamic clamp used previously published parameters for IMI (DeLong
et al., 2009b; Städele et al., 2015, and see Materials and Methods). We used a two-electrode
setup, where membrane potential measurement and current injections were carried out through
separate electrodes. IMI was calculated in real-time. Two maximum conductance levels were
used: 50nS and 25nS, which corresponded to the conductance levels previously published
(Swensen and Marder, 2000; DeLong et al., 2009b), and half of that level.
We found that adding IMI to LG at 13°C tended to increase ePSP amplitude. Figure 3.12B
shows averaged ePSPs (n=20ePSPs/trace) at 0nS, 25nS, 50ns, and at a 0nS post-control (red,
purple, blue, pink traces respectively). Injection of 50nS showed the largest increase (compare
red and blue traces), and this increase was significant across animals (Fig. 3.12C, One-way
RMANOVA F(5,3)=7.187 p=0.003, Holm-Sidak multiple comparisons, pre 0nS IMI vs 50nS IMI
p<0.05, post 0nS IMI vs 50ns IMI p<0.05). These data thus demonstrate that IMI indeed acts to
counterbalance the temperature-induced shunt in LG's neuropil.
In fact, IMI increased the amplitude of ePSPs and was also sufficient to rescue the gastric
mill from a temperature-induced crash. We elicited a gastric mill rhythm at 10°C by increasing
MCN1 stimulation frequency. As in our initial experiments (Fig. 3.12Di), we then increased the
temperature to 13°C, which terminated the rhythm (Fig. 3.12Dii). We then used the dynamic
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clamp to add 25nS or 50nS of IMI. Both conductance levels enabled LG to produce APs at 13°C.
With 25nS, LG activity was irregular and showed bursts of greatly varying durations (Fig.
3.12Diii). At 50nS, the conductance level previously published to be present in LG during gastric
mill rhythms (DeLong et al., 2009b), LG bursting became regular (Fig. 3.12Div). These
influences were reversible, as removing IMI led to an immediate cessation of the rhythm (Fig.
5Dv). Across animals, we found that the number of bursts (Fig. 3.12Ei, One-way RMANOVA
F(5,3)=12.430 p<0.001, Student-Newman-Keuls Method pairwise comparisons, Pre 0nS IMI vs
50nS p<0.05; post 0nS IMI vs 50nS IMI p<0.05), mean burst duration (Fig. 3.12Eii, Friedman
RMANOVA Chi2=15.03 df=3 p=0.002, Tukey post hoc test, Pre 0nS IMI vs 50nS p<0.05; post
0nS IMI vs 50nS IMI p<0.05), and number of spikes per burst increased significantly with 50nS of
IMI from that of either the pre- or post-control (Fig. 3.12Eiii, Friedman RMANOVA,
Chi2=17.526 df=3 p<0.001, Tukey post hoc test, Pre 0nS IMI vs 50nS p<0.05; post 0nS IMI vs
50nS IMI p<0.05). Overall, this suggests that IMI is sufficient to restore electrical spread in LG’s
neuropil and thereby restore rhythmic bursting necessary for a gastric mill rhythm.
Discussion
Our results show that high temperatures shunt the neuronal membrane and lead to a reduction of
electrical spread within the LG neuropil. This temperature-induced reduction is counterbalanced
by neuropeptide modulation, which re-instates dendritic electrical spread and rescues LG activity.
Temperature responses of crustacean stomatogastric neurons are well characterized,
especially with respect to the remarkably robust and constitutively active pyloric rhythm (Tang
et al., 2010; Tang et al., 2012). It maintains stereotypic activity independently of extrinsic inputs
even when temperature increases by more than 15°C. Computational models have suggested that
homeostatic processes via the coordinated temperature dependencies of opposing ion channels
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(e.g. IA vs. Ih) or channel gates (activation vs inactivation gates) at AP initiation sites or in axons
underly this robustness (Tang et al., 2010; DeMaegd and Stein, 2020). Indeed, coordinated ion
channel expression has been described for STG neurons (Golowasch et al., 1999a; Khorkova and
Golowasch, 2007) and others (Linsdell and Moody, 1994; Desai et al., 1999) as a mechanism for
homeostatic plasticity. This may be particularly true for constitutively active circuits with
stereotypical output, such as CPGs driven by endogenous pacemakers, where homeostatic
processes continuously regulate activity.
Here, we describe a complimentary mechanism for temperature compensation whereby
neuromodulation, rather than intrinsic coordination enables temperature-robust activity. Alone,
LG is not intrinsically temperature-compensated and fails to elicit bursts fundamental to the
gastric mill rhythm after a warming of only 3°C. Differential activation of descending projection
neurons varies LG’s activity over time and in different sensory conditions (Hedrich et al., 2009;
Yarger and Stein, 2015). This leads to the gastric mill rhythm being episodic and dependent on
food presence, which reduces the feasibility of continuous homeostatic control of intrinsic
properties. A more flexible compensation mechanisms for acute temperature changes may thus
be required in episodic CPGs.
LG activity relies on the propagation and summation of synaptic input from descending
projection neurons and its half-center partner (Stein et al., 2007). However, we observed that
summation of synaptic inputs is not intrinsically temperature-robust. Electrical spread decreased
at elevated temperatures and was concurrent with an increase in membrane shunt and spike
failure. CabTRP Ia modulation reversed these effects, indicating that membrane shunt was
counterbalanced by the actions of the neuropeptide. Indeed, our recordings show that the inward
current elicited by CabTRP Ia, IMI, was sufficient to increase dendritic electrical spread and
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restore LG bursts. Thus, while it may be imperative for continuously active neurons and circuits
to prepare for the entire range of temperatures an animal may experience, a more flexible method
of compensation may better suit episodically active neurons and circuits.
Membrane shunt diminishes electrical spread and hyperpolarization reduces
synaptic current input
Our optical and electrical data are consistent with elevated temperatures diminishing
dendritic electrical spread and CabTRP Ia modulation increasing it. The ePSP amplitudes
measured in the soma, however, while increased by CabTRP Ia, appeared to be unaffected by
temperature changes (Fig. 3.10C). This was unexpected and contrary to previous studies showing
that ePSP amplitude decreases with temperature (Städele et al., 2015). However, in our study we
prevented LG’s resting membrane potential from hyperpolarizing as the temperature increased.
This removed voltage-dependent changes in the MCN1-LG electrical synapse that reduce ePSP
amplitude but uncovered a temperature-dependent increase in synaptic current. This led to
questions about the extent to which membrane shunt vs synaptic input levels affect our
measurements. Our model indicates that at short electrotonic distances between synaptic input
and recording site, synaptic current dominates the response and ePSP amplitudes can increase
even with greater membrane shunt (Fig. 3.11D). In contrast, at longer electrotonic distances,
membrane shunt dominates the response and ePSP amplitudes decrease.
We do not know the electrotonic distances between the MCN1 synapses, the LG soma
where we recorded ePSPs, and the LG spike initiation site critical for spike generation.
Measurements of length constants in other STG neurons indicate that neuropils are
electrotonically compact with length constants of >1000µm. STG neuropil anatomy also seems
to support the propagation of synaptic signals due to continuously decreasing axial resistance
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from small tertiary neurites to the larger primary neurites (Otopalik et al., 2019). However, STG
neuron spike initiation sites are spatially distant from the neuropil, close to where the main motor
nerve exits the ganglion (Miller and Selverston, 1979; Raper, 1979). The main neurites
projecting towards the motor nerve show no consistent diameter changes (DeMaegd and Stein,
2020), suggesting that synaptic signal amplitude will diminish towards the spike initiation sites
and membrane shunt will dominate PSP amplitude. This is consistent with our finding that at
elevated temperatures, ePSPs spread is reduced and MCN1 stimulation is insufficient to
consistently elicit action potentials.
While membrane shunt is likely the dominant factor restricting synaptic signals from
reaching the spike initiation site, the hyperpolarization-induced reduction of input from the
MCN1-LG electrical synapse may additionally reduce ePSP amplitude. The voltage-dependence
of the electrical synapse opposes the temperature-induced increase in synaptic current, which
would explain why ePSP amplitudes have previously been reported to diminish at warmer
temperatures (Städele et al., 2015). If LG's hyperpolarization was the major contributor to burst
failure, the gastric mill rhythm should recover if the resting membrane potential is depolarized to
the level at lower temperatures. Städele et al (2015) did this experiment and found that while
APs were more likely to be elicited, the characteristic bursts of the gastric mill rhythm were
absent, suggesting that synaptic summation was incomplete. In contrast, counterbalancing leak
(Städele et al., 2015) or adding IMI (Fig. 3.12D) restored rhythmic bursts, further suggesting that
decreasing membrane shunt is critical to restore proper bursting. Thus, while altering LG’s
resting membrane potential is influential, counterbalancing shunt restores LG’s rhythmic activity
Furthermore, our Calcium imaging with variable resting membrane potential and the
somatic AP amplitude measurements with constant membrane potential, indicated that AP

169

invasion in the neuropil decreased at 13°C. Due to their total amplitude of ~100mV (Bucher et
al., 2003), AP amplitudes are more resistant to temperature-induced membrane
hyperpolarization. Once APs antidromically enter the passive LG neurites, membrane shunt
affects them similarly to all other passive signals, making them ideal for measuring electrical
spread. Antidromic APs passively backpropagate into the neuropil of STG, but have only limited
effects on pattern generation (Mulloney and Selverston, 1972; Meyrand et al., 1992), presumably
because APs do not penetrate fine neuropilar structures. Our imaging data corroborates this
assumption. The morphology of the STG neuropil (Otopalik et al., 2019), while advantageous for
orthodromic electrical signals, antagonizes antidromic propagation due to increasingly larger
axial resistances resulting from smaller diameter neurites. At 10°C, much of the Calcium signal
was obtained in the main neurite, and was less prevalent at 13°C. In CabTRP Ia, however, AP
penetration of the neuropil was much larger at both temperatures, further supporting that
neuropeptide modulation increased electrical spread in LG.
How does CabTRP Ia increase electrical spread?
Membrane shunt is often associated with increases in leak currents. Changes in leak
currents have long been known to play important roles in the regulation of excitability (Rekling
et al., 2000; Brickley et al., 2007), switches in activity states of neurons (Gramoll et al., 1994),
and the control of network oscillations (Cymbalyuk et al., 2002; Blethyn et al., 2006; Koizumi et
al., 2008; Zhao et al., 2010). The modulation of leak currents by neurotransmitters has been
proposed to contribute to the regulation of neuronal excitability (Aller et al., 2005; Kim, 2005;
Pratt and Aizenman, 2007), but few studies have provided functional context for such
modulation or its effects on signal processing in neurons. This study provides direct evidence
that neuropeptide modulation increases electrical spread by activating an inward current that
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counterbalances membrane shunt. IMI is a second messenger activated voltage-dependent
inward current similar to that evoked by NMDA channels (Swensen and Marder, 2000). The
negative slope in a portion of its inverted bell-shaped current-voltage relationship acts as a
negative leak conductance (Zhao et al., 2010), increasing excitability when artificially injected
into neurons (DeLong et al., 2009b). Previous model studies also suggest it acts to
counterbalance temperature-induced increases in leak in the LG neuron (Städele et al., 2015).
Our dynamic clamp and CabTRP Ia application experiments now demonstrate that IMI also
promotes dendritic electrical spread, enabling the propagation of synaptic inputs and restoring
LG's rhythmicity at elevated temperatures.
Peptide modulation as a general mechanism for rhythmic stability
Neuropeptides have been implicated in modulating many pattern generating networks,
including some in the mammalian CNS, although their cellular actions are far from understood
(Mutolo et al., 2010). For example, substance P has been shown to increase excitability
necessary for pattern generation in the rodent pre-Bötzinger complex (Gray et al., 1999).
Additionally, reduced peptide and peptide receptor expression has been associated with a number
of respiratory diseases that are further exacerbated when respiratory tissues are exposed to
temperature changes (Filiano and Kinney, 1994). For instance, abnormal PACAP and its receptor
Pac1 expression has been observed in postmortem human sudden infant death syndrome (SIDS)
infant brainstems (Huang et al., 2017; Shi et al., 2020), and deletion of Pac1 expression in
neonatal mice pre-Bötzinger complex reduces ventilatory responsiveness to changes in CO2 or
hypoxia (Shi et al., 2020). The mechanisms by which these factors interact and affect the
respiratory networks, however, are unclear. Our data show that substance P-related modulation
enhances gastric mill network robustness through increasing dendritic electrical spread.
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Neuromodulation allowed for fast, transient, and specific regulation of the temperature
sensitivity, quickly adjusting the permissive temperature range of the system. While this
mechanism may be better suited for episodic networks or those that generate highly variable
patterns, the abundance of neuropeptides in most pattern generating networks and the clear
impact of shunt to neuronal processing lend support that we have identified a general mechanism
for sustaining neuronal activity.
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CHAPTER IV: STIMULATING ACTION POTENTIALS AND MEASURING THEIR
CONDUCTION VELOCITY
This chapter contains two published peer-reviewed articles that address the problem that
few peer-reviewed protocols describe electrophysiological approaches that can be used to study
neuronal activity. Thus, such approaches are only accessible by researchers who have had
significant training in an electrophysiological lab. These articles describe two techniques used in
the previous chapters to assess the neuronal mechanisms of modulation. In the first article, we
describe how to extracellularly stimulate action potentials in an axon, while in the second article
we describe how to determine the conduction velocity of an action potential propagating along
an axon.
Extracellular Axon Stimulation
This article was adapted from, “Carola Städele, Margaret Louise DeMaegd, Wolfgang
Stein (2017), Extracellular axon stimulation, Bio-Protocol, 7:e2151.”
Introduction
Extracellular axon stimulation elicits action potentials (APs) without the need of
introducing electrodes into neurons. This protocol describes cathodal stimulation, which uses the
fact that the membrane potential of a neuron at rest is negative while the extracellular
surrounding is positive in comparison. Two electrodes are needed: (1) a stimulation electrode
(cathode) placed in close proximity to the axon, and (2) a reference electrode (anode) placed in
the bath. When activated, the stimulation electrode adds electrons and thus negative charge to the
outside of the axon. This makes the outside of the axon less positive and, as a consequence,
decreases the potential difference between inside and outside of the neuron. The result is a local
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depolarization inside the axon. If sufficient in magnitude, this elicits an AP. The elicited AP
originates close to the stimulation electrode and propagates bi-directionally along the axon.
The threshold current needed to elicit APs depends on several parameters, including (1)
axon diameter (thicker axons are depolarized first), (2) the distance between stimulation
electrode and axon, and (3) stimulation amplitude and duration. The duration must be limited to
less than the duration of an AP to prevent the neuronal membrane from becoming refractory.
Thus, short current pulses at threshold amplitude are typically used to elicit individual APs.
Since thicker axons are recruited at lower stimulus amplitudes, extracellular stimulation works
best if the axon of interest is the one with the largest diameter in the nerve. If smaller axons are
targeted, larger stimulus amplitudes are required, which may activate larger axons first, in
addition to the smaller axons of interest.
Materials and reagents
Note: The materials and equipment listed refer to the equipment used in Städele and Stein
(2016). The principles of retrograde extracellular axon stimulations are universal and the
procedures can be easily adapted to other preparations. To reduce costs, comparable materials,
equipment and software may be used that serve the same functions. For the general public or a
teaching classroom we suggest utilizing equipment from Backyard Brains
(https://backyardbrains.com).
1. Syringe, filled with petroleum jelly for preparing extracellular recording and stimulation
wells
For preparing syringes, the following materials will be needed:
•

Petroleum jelly (100% pure, pharmacy)

•

100 ml glass beaker (for melting petroleum jelly)
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•

5 ml luer lock syringe (e.g., BD, catalog number: 309603)

•

Injection needle (20 G x 1.5”, e.g., Santa Cruz Biotechnology, catalog number: sc359535)

•

Sand paper (80 to 100 grit, hardware store)

2. Recording/stimulation electrodes
For preparing electrodes, the following materials will be needed:
a. Stainless steel wire, uncoated (A-M Systems, catalog number: 794800)
Low-cost alternative: Minutien pins (see below) or sewing pins
b. Electrical wire, red and black PVC insulated (Southwire, model: 22 gauge stranded,
catalog number: 57572444, hardware store)
c. Wire stripper (hardware store)
d. Needle-nose pliers (hardware store)
e. Heat shrink tubing (hardware store)
f. Tin solder, 3/32 in. (Forney, catalog number: 206471777)
3. Petri dish lined with silicon elastomer (e.g., Sylgard 184, Sigma-Aldrich, catalog number:
761036; or Elastosil RT 601, Wacker Chemie, catalog number: 60063613)
4. Minutien pins (Fine Science Tools, catalog number: 26002-10)
5. Modeling clay (craft store)
6. Dissected nervous system
Note: We are using adult Jonah crabs (Cancer borealis), purchased from The Fresh Lobster
Company (Gloucester, MA).
7. Physiological saline (see Recipes)
The recipe for C. borealis saline can be found in Table 3
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a. Sodium chloride (NaCl) (Sigma-Aldrich, catalog number: S9625)
b. Magnesium chloride hexahydrate (MgCl2.6H2O) (Sigma-Aldrich, catalog number:
M9272)
c. Calcium chloride dihydrate (CaCl2.2H2O) (Sigma-Aldrich, catalog number: C7902)
d. Potassium chloride (KCl) (Sigma-Aldrich, catalog number: P9541)
e. Trizma base (Sigma-Aldrich, catalog number: T1503)
f. Maleic acid (Sigma-Aldrich, catalog number: M0375)
Equipment
1. Heating plate (Thermo Fisher Scientific, Thermo ScientificTM, model: NuovaTM Stirring
HotPlates, catalog number: SP18425Q)
2. Stereomicroscope (e.g., Leica Microsystems, model: MS5)
3. Stimulator (A.M.P.I, model: Master8 Pulse Stimulator)
Low cost alternative: Pulse Pal V2 (Sanworks, catalog number: 1102)
4. Amplifier (A-M Systems, model: Differential AC Amplifier 1700, catalog number: 690000)
Low cost alternative: Spikerbox (Backyard Brains, model: Neuron SpikerBox)
5. Data acquisition board (CED, model: Power 1401-3A)
Low-cost alternative: by using the BYB Spike Recorder, data can be digitized by using the
microphone jack and soundcard on a computer/laptop. A second low-cost alternative is
Spikehound (http://spikehound.sourceforge.net), which also allows recording through the
computer soundcard.
6. Soldering station (Apex Tool, Weller, model: Station 50/60W 120 V WES51, catalog
number: WES51)
7. Voltmeter (FLIR Systems, Extech, model: EX330, catalog number: 203489911)
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8. Forceps (e.g., Fine Science Tools, model: Dumont #5, catalog number: 1251-10)
Software
1. Recording software (Spike2 version 7.12, Cambridge Electronic Design Limited).
Low cost alternative: BYB Spike Recorder (freeware, available on
https://backyardbrains.com/products/spikerecorder) or Spikehound
(http://spikehound.sourceforge.net)
Procedure
Figure 4.1 illustrates the experimental setup and electrode placement. To stimulate an
axon, a section of the nerve of interest will be electrically isolated from the rest of the nervous
system by using a petroleum jelly well. The success of the stimulation will be monitored by
extracellularly recording the elicited AP on a spatially distant part of the axon.

Figure 4.1. Schematic of the experimental setup and electrode placement. Illustrated is a
Petri dish that contains the nerve. The blue cylinders represent petroleum jelly wells, the black
lines illustrate electrode placement and their connection to stimulation and recording equipment.
Adapted from (Städele et al., 2017).
1. Preparing petroleum jelly syringes
a. Transfer petroleum jelly to a glass beaker.
b. Place glass beaker on heating plate and warm petroleum jelly up until it is fully
melted.
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Note: The melting point of petroleum jelly is between 45 °C and 60 °C. Avoid boiling! Boiling
will create air bubbles.
c. Take the 5 ml luer lock syringe and fill it with the melted petroleum jelly by
pulling the jelly up through the tip.
Note: Wear gloves to protect yourself from burns.
d. Let the filled syringe sit at room temperature until petroleum jelly is solidified.
Note: To prevent air bubbles, place the filled syringe upwards (with the tip towards the ceiling)
until the petroleum jelly solidifies.
e. Cut off the tip of a 20-gauge injection needle using the wire-cutting pliers.
Note: Use sand paper to smoothen the sharp edges.
f. Bend the front part of the injection needle by an angle of ~70 degrees (Fig. 4.2).
g. Add the needle to the syringe.

Figure 4.2. Petroleum jelly filled syringe used for preparing the extracellular
stimulation/recording wells. Adapted from (Städele et al., 2017).

2. Preparing stimulation and recording electrodes
Note: Repeat the following steps to create all necessary electrodes including the stimulating,
recording, and grounding electrodes. The stimulating and recording electrodes require both a
red and black wire, while the ground only needs a single wire.
a. Cut the electrical wires to the desired length.
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b. Use the wire stripper to remove 5 to 10 mm of the insulation on each side of each
red/black wire.
c. Take the pre-heated soldering iron and coat the stripped part of the cable with tinsolder (Fig. 4.3A).
d. Take needle-nose pliers and bend the tin-solder covered wire part into a loop (Fig.
4.3B).
e. Pass the stainless steel wire through the loop.
Note: Instead of stainless steel wire, minutien or sewing pins can be used as well.
f. Fill the loop with tin-solder to attach the stainless steel wire to the black/red wire
(Fig. 4.3C).
g. Use a voltmeter to check if the stainless steel wire has the proper electrical contact
with the wire.
h. Solder a suitable plug onto the other side of the cable to attach it to the
stimulator/amplifier.
i. Use heat shrink tubing to insulate the blank solder joints.
j. In addition to stimulation and recording electrodes, a single ground electrode is
necessary to reduce recording noise and stimulation artifact. Repeat the above
steps using a black wire to build a single electrode.

Figure 4.3. Preparation of extracellular stimulation/recording electrode. A. Electrical wire
with insulated and tin-solder coated front part B. Same wire, bent into a loop. C. Stainless steel
wire attached to loop with tin-solder. Adapted from (Städele et al., 2017).

3. Dissect the nerve of interest
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Figure 4.4. Petri dish with isolated stomatogastric nervous system. The photo shows the
placement of the stimulation and recording wells along a stomatogastric nerve, saline inflow
and outflow, and ground wire. The Petri dish is attached to the work surface with modelling
clay. For extracellular stimulation and recording, no vibration isolation laboratory tables are
needed. For better visualization, nerves have been retraced (gray and pink lines). Adapted
from (Städele et al., 2017).

Note: For a detailed protocol how to dissect the stomatogastric nervous system of C. borealis
please review (Gutierrez and Grashow, 2009).
4. Transfer the nervous system to a silicone lined Petri dish.
Note: The silicon elastomer should coat the bottom ~5 mm of the Petri dish.
Place the nervous system in the middle of the dish.
a. Fill the Petri dish with physiological saline (see Table 3 for C. borealis saline).
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b. Use minutien pins to mount the nervous system by either directly pinning through
the end of nerves or by pinning through connective tissue still attached to the
nervous system.
Note: Do not pin through the section of nerve being recorded as this will damage axons.
5. Secure the dish from displacement by attaching it to the work surface with modeling clay
(Fig. 4.4).
6. Place the ground electrode into the bath. Use the modelling clay to prevent the ground
electrode from displacement. Connect the ground wire to the amplifier ground.
7. Prepare the extracellular stimulation/recording wells.
a. With the use of a stereomicroscope make two concentric circles at two locations
on the nerve of interest with the petroleum jelly filled syringe as shown in Figure
4.5. One well will serve as stimulation well, the other will serve as recording well.
Add layers of petroleum jelly until the wells extend above the saline level (Figs.
4.5A and 5B).
Note: The well isolates a small section of the nerve from the rest of the bath as
petroleum jelly is nonconductive.
b. Ensure that the wells are tight and not leaky.
Note: Add one or two drops of saline to the inside of the well. If the level of saline does not
decrease, the well is sufficiently tight and isolates the nerve section from the rest of the dish (Fig.
4.5C).
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Figure 4.5. Petroleum jelly well preparation. A. An initial concentric circle was formed
around a small section of the nerve of interest. B. Finished well. Petroleum jelly layers were
added until the top most layer extended out of the saline. C. Leak test. Saline was added inside
the well to test if it is sufficiently isolating the nerve section from the rest of the bath.
Adapted from (Städele et al., 2017).

8. Place stimulation electrodes.
a. Connect the stimulation cable with the stimulator (red wire = cathode, black wire
= anode).
b. Use forceps to place the steel wire (cathode) inside the stimulation well (Fig. 4.6).
Firmly press the wire into the silicone.
Note: Avoid puncturing nerve or well. Place the end of the electrode deep enough
into the silicone so the wire will not become dislodged at any point during the
remainder of the experiment.
c. Use forceps to place the anode outside of the well, but still close to it.
Notes: Wires must not touch each other since this will create a short circuit and
axons will not be stimulated.
d. Secure the wires using modelling clay.
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Figure 4.6. Arrangement of stimulation wires in the petroleum jelly well. Adapted from
(Städele et al., 2017).

9. Repeat step 8 for the recording wires.
10. Turn the extracellular amplifier on and check if spontaneous APs are visible on the
extracellular recording.
Notes:
a.

For C. borealis, the amplifier filter settings should: amplification: 10,000; high pass
filter: low cut-off 100 Hz; low pass filter: high cut-off 500 Hz.

b.

Detected AP waveforms do not directly reflect membrane potential changes. APs are
detected using a differential recording between the inside and the outside of the
recording well.

11. Stimulate the nerve extracellularly.
Initially, set the stimulation parameters on the Master8 to 1 ms stimulation pulse
duration, 1 Hz stimulation frequency, and 0 nA/Volt. After the stimulation threshold has been
determined, more physiological parameters may be used.
a. Use the extracellular recording to first identify the stimulus artifact (Fig. 4.7A and
4.7B).
Note: Stimulation artifacts can be easily distinguished from APs because the size
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of the artifact increases linearly with stimulus amplitude. If the stimulation
artifact is too large, the polarity of the cables should be reversed. The stimulation
artifact will be smallest when the cathode (and not the anode) is placed inside the
stimulation well.
b. Determine the stimulation threshold by slowly increasing the stimulation
amplitude until an AP becomes visible (Fig. 4.7C).
Note: The AP should appear with a time delay after the stimulation artifact. APs
can be distinguished from the artifact because they occur only after stimulus
threshold is reached, and their time of occurrence and amplitude does not
increase linearly with the stimulus amplitude. Note that if stimulus amplitude is
further increased, APs from other axons may by recruited, which will change the
size and shape of the detected signal (compound APs during suprathreshold
stimulation, see Fig. 4.7D and Video 2).
c. If the recording software has a trigger function, use it to control the sweeps of the
extracellular recording to permit a fast time base, and a comparison of stimulus
artifact and AP shapes.

Figure 4.7. Adjustment of the extracellular stimulation threshold. Shown are extracellular
recordings of a nerve in the stomatogastric nervous system during subthreshold (A, B),
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threshold (C) and suprathreshold stimulation (D). A. During subthreshold stimulation with low
stimulus amplitude only the stimulation artifact can be observed, but no AP. The artifact
occurs simultaneously with the stimulus pulse. B. Increasing stimulation amplitude below
threshold will not elicit APs, but increase the stimulation artifact amplitude. C. Increasing
stimulus amplitude to threshold elicits an AP. Its waveform appears with a fixed time delay
after the stimulation artifact (gray box). The axon with the largest diameter in a nerve will be
recruited first. Note that the AP waveform does not represent the different phases of an AP,
but rather the potential difference between the inside and outside of the petroleum jelly well as
the AP enters and leaves the well. D. Increasing the stimulation amplitude above threshold
recruits additional, smaller diameter axons. Note that the shape and amplitude of the detected
waveform changes when other axons are recruited (compound AP). For better visualization,
the artifact amplitude was cropped (indicated by *). Adapted from (Städele et al., 2017).

Video 2. Video clip illustrating subthreshold, threshold and suprathreshold stimulation.
Adapted from (Städele et al., 2017, see also: https://bio-protocol.org/e2151).

Data analysis
Data analysis will differ depending on the experiment, but the following steps should be
kept in mind while designing an experiment using extracellular axon stimulation.
•

To ensure that APs are elicited, it is essential to differentiate between stimulus artifact
and arriving APs at the recording site. Elicited APs arrive with a constant delay after the
stimulus pulse, and are independent of stimulus amplitude (Fig. 4.7C). In contrast, the
stimulation artifacts scale with stimulus amplitude and arrive almost instantaneously (Fig.
4.7A and 4.7B).

•

At subthreshold stimulation amplitudes, only the stimulation artifact is visible (Fig.
4.7A). To test whether the recorded signal is indeed the artifact, the time between
stimulus onset and signal arrival at the recording site can be measured, using vertical
cursors. For signal arrival, the first obvious peak of the signal can be used. Further, the
amplitude of the arriving signal should be measured between signal minimum and
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maximum, using horizontal cursors. At least 10 consecutive stimuli should be averaged to
determine mean arrival time and amplitude.
•

Increase and decrease stimulus amplitude slightly, and measure arrival time and
amplitude of the recorded signal again. If the arrival time occurs at the same time as the
stimulus pulse and amplitude scales with stimulus amplitude (Fig. 4.7B), the recorded
signal is the stimulation artifact. Measure at least 10 consecutive signals at each stimulus
amplitude.
Note: A t-test can be used to compare measurements at different stimulus amplitudes
(significance cut off value of P < 0.05).

•

Increase stimulus amplitude further until a second, delayed signal arrives at the recording
site (threshold stimulation, Fig. 4.7C). If this is the AP, it should occur suddenly when
stimulus amplitude is raised (no slow build-up). Measure arrival times and amplitudes for
at least 10 consecutive APs.
Note: APs are unaffected by changes of stimulus amplitude. Confirm that the recorded
signal is indeed the AP by slightly increasing the stimulus amplitude before measuring
arrival times and amplitudes again. Arrival times of APs depend on the distance between
stimulation and recording sites.

•

Increasing the stimulus amplitude further (suprathreshold, Fig. 4.7D) may recruit
additional APs, whose delay and amplitudes can be measured using the same analysis.

Notes
•

Prior to attempting axon stimulation, record spontaneous AP activity of at least 10
consecutive APs. There may be need to further reduce noise by grounding the stimulator to
the amplifier and by utilizing a faraday cage.
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•

Instead of steel, silver chloride may be used for the ground wire. This is particularly
important if additional intracellular recordings are planned and/or a drift of the recorded
membrane potential must be avoided.

•

If the stimulation artifact is large and has a long duration, the anode and cathode of the
stimulator may be inverted. In this case, the polarity of the stimulation electrodes needs to be
reversed, because the anode causes the extracellular space to become more positive and, as a
consequence, the neuron hyperpolarizes locally. Since this hyperpolarization is surrounded
by areas which, relatively, are depolarized, APs can still be elicited (anodic stimulation).
However, APs stimulated by anodic stimulation have a higher threshold, causing the stimulus
artifact to be larger.

•

If no extracellular recording of the stimulated nerve is feasible, the success of the stimulation
can be assessed by monitoring changes in activity of postsynaptic neurons, circuits, muscles,
or behavior. In this case, higher stimulus frequencies are recommended to achieve clear
postsynaptic responses.
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Recipes

Table 3. Cancer borealis Physiological Saline Recipe
Salt (Molecular Weight)
Concentration [mM]
NaCl (58.44)
440
.
MgCl2 6H2O (203.31)
26
CaCl2.2H2O (147.01)
13
KCl (74.56)
11
Trizma base (121.14)
11.2
Maleic acid (283.3)
5.1
Note: Adjust pH to 7.4-7.6 with Trizma base and maleic acid
Axonal Conduction Velocity Measurements
This article is adapted from Margaret Louise DeMaegd, Carola Städele, Wolfgang Stein
(2017), Axonal conduction velocity measurement, Bio-Protocol, 7:e2152.
Introduction
Long-distance communication in the nervous system is mediated by APs that travel along
axons. The ionic currents that flow across the axon membrane when an AP is generated can be
detected even outside of the neuron, using extracellular recording electrodes. AP conduction
velocities in different neurons are quite variable and range from 200 meters per second (447
miles per hour) to less than 0.1 meters per second (0.2 miles per hour; Kusano, 1966; Kress et
al., 2008). In order to understand why there are differences in conduction velocity, the passive
(membrane) properties of the axon need to be taken into account. Some axons propagate
information more rapidly than others because of differences in properties that affect the time
constant (e.g., resistance and capacitance) and the length constant (e.g., axon diameter,
membrane permeability, and degree of myelination). Especially in unmyelinated axons,
conduction velocity largely depends on the axon diameter, which in turn is also correlated with
the amplitude of the extracellular AP (Stein and Pearson, 1971). Consequently, determining AP
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conduction velocity provides more than just information about signal movement and timing. It
can also be used to characterize changes in intrinsic axon properties.
Materials and Reagents
Note: The materials and equipment listed refer to the equipment used in Städele and Stein
(2016). To reduce costs, comparable materials, equipment and software may be used that serve
the same functions. For the general public or a teaching classroom we suggest utilizing
equipment from Backyard Brains (http://backyardbrains.com).
1. Petri dish (100 x 15 mm, Thermo Fisher Scientific, Fisher Scientific, catalog number:
FB0875713) lined with silicon elastomer (e.g., Sylgard 184, Sigma-Aldrich, catalog number:
761036; or Elastosil RT 601, Wacker Chemie, catalog number: 60063613)
2. Minutien pins (Fine Science Tools, catalog number: 26002-10)
3. Modeling clay (craft store)
4. Syringe, filled with petroleum jelly (100% pure, pharmacy)
5. Recording/stimulation electrodes
Note: For details how to prepare the petroleum jelly filled syringe or
recording/stimulating electrodes see our companion protocol ‘Extracellular axon
stimulation’ by Städele, C., DeMaegd, M and Stein. 2016
6. Dissected nervous system
Note: We are using adult Jonah crabs (Cancer borealis), purchased from The Fresh
Lobster Company (Gloucester, MA).
7. Physiological saline (see Recipes)
8. The recipe for C. borealis saline can be found in Table 3
9. Sodium chloride, NaCl (Sigma-Aldrich, catalog number: S9625)
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10. Magnesium chloride hexahydrate, MgCl2.6H2O (Sigma-Aldrich, catalog number: M9272)
11. Calcium chloride dehydrate, CaCl2.2H2O (Sigma-Aldrich, catalog number: C7920)
12. Potassium chloride, KCl (Sigma-Aldrich, catalog number: P9541)
13. Trizma base (Sigma-Aldrich, catalog number: T1503)
14. Maleic acid (Sigma-Aldrich, catalog number: M0375)
Equipment
1. Ruler or micrometer scale
2. Stereomicroscope (e.g., Leica Microsystems, model: MS5)
3. Stimulator (A.M.P.I, model: Master 8 Pulse Stimulator)
Low-cost alternative: Pulse Pal V2 (Sanworks, catalog number: 1102)
4. Amplifier (A-M Systems, model: Differential AC Amplifier 1700, catalog number:
690000)
Low-cost alternative: Spikerbox (Backyard Brains, model: Neuron SpikerBox)
5. Data acquisition board (Cambridge Electronic Design Limited, model: Power 1401-3A)
Low-cost alternative: by using the BYB Spike Recorder, data can be digitized by using
the microphone jack and soundcard on a computer/laptop. A second low-cost alternative
is Spikehound (http://spikehound.sourceforge.net), which also allows recording through
the computer soundcard.
6. Camera (e.g. AmScope, model: 3MP USB2.0 Microscope Digital Camera, catalog
number MU300)
Software
7. ImageJ (National Insitute of Health) or a comparable software
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8. Recording Software (Spike2 version 7.12, Cambridge Electronic Design Limited)
Low-cost alternative: BYB Spike Recorder (freeware, available on
https://backyardbrains.com/products/spikerecorder) or Spikehound
(http://spikehound.sourceforge.net)
Procedure
Figure 4.8 illustrates the experimental setup and electrode placement. In order to
determine AP conduction velocity, it is important to keep in mind that there are differences in the
procedure for measuring stimulated APs (Fig. 4.8A) and spontaneously generated APs (Fig.
4.8B). Especially in the latter case, it is crucial that APs are not initiated between the two
recording sites, as this will result in wrong velocity measurements. APs can spread bidirectionally from their site of initiation, and if APs are initiated between the two recording sites,
the measured difference in AP arrival times between recording sites is not representative of APs
travelling the distance between the two (Fig.4.8C, and also step B2). Thus, in the following,
detailed procedures are given for measuring conduction velocity of:
A. Stimulated APs by means of extracellular stimulation
B. Spontaneously initiated APs
In both cases, AP conduction velocity is measured as a function of the time the AP needs
to travel from one site on an axon/nerve to another site (= ‘latency’). Conduction velocity can be
calculated using

∆𝑥

Equation 1: 𝑣 =  ∆𝑡

With 𝑣 as the conduction velocity,
∆𝑥 as the spatial distance between recording sites,
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Figure 4.8. Representation of the electrode placement for measuring conduction velocity
of stimulated APs (A) and spontaneously generated APs (B & C). A. Left: APs are initiated
within the stimulation well and propagate along the axon (green arrows) towards the recording
well. Note that APs propagate bi-directionally but are only detected at the recording site. Δx
represents the distance between the stimulation and recording wells. Right: Extracellular
recording of a nerve showing the latency (Δt) between the onset of the stimulation (stim.
artifact) and the AP (gray box). B. Left: Correct electrode placement for measuring conduction
velocity of spontaneously generated APs. Recording wells need to be placed in such a way that
the AP is passing the wells without being initiated in-between the wells. Right: The latency in
AP occurrence at the two recording sites reflects the time the AP needs to propagate from
recording 1 to recording 2. C. Left: Incorrect electrode placement for measuring conduction
velocity of spontaneously generated APs. Right: The latency between the two recording sites
is small and it only reflects that the AP was initiated spatially closer to recording 1 than to
recording 2. Adapted from (DeMaegd et al., 2017).
∆𝑡 as the time difference between recording sites (latency).
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Measuring conduction velocity of stimulated APs
The advantage of measuring conduction velocity of stimulated APs is that AP initiation is
controlled by the experimenter. Thus, different AP frequencies can be tested, and APs can
reliably be elicited in many different conditions (e.g., at different temperatures or in distinct
neuromodulatory conditions). However, because the largest axons respond to the lowest
stimulation amplitudes, measuring the velocities of small diameter axons may not be feasible
with extracellular stimulation.
1. Dissect the nerve of interest.
Note: The dissected nerve should be long enough that the two wells constructed in step 2
are separate, and the entire length of the nerve contains the axon of interest. For a detailed
protocol how to dissect the stomatogastric nervous system of C. borealis please review
Gutierrez and Grashow 2009.
2. Establish the extracellular recording and stimulation as described in companion protocol
‘Extracellular axon stimulation’ by Städele, C., DeMaegd, M. and Stein, W. For electrode
placement see Fig. 4.8A.
3. After determining the AP stimulation threshold, continuously stimulate the axon with a
low frequency stimulation (1 to 2 Hz).
4. Identify the AP on the extracellular recording (Fig. 4.8A, right).
Note: The stimulated AP will travel from the stimulation electrode to the recording site.
From one stimulus pulse to the next, AP amplitude and shape should not change.
Similarly, the latency between the stimulation onset and the AP occurrence should
remain constant. If there is no consistency of AP amplitude or latency, then either no AP
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was elicited or the elicited AP does not pass the recording site, indicating that the axon
might be damaged or might project through a different nerve.
5. Measure conduction velocity as described in Data analysis.
Variation of the experiment: In many axons, AP conduction velocity is frequencydependent (Miller and Rinzel, 1981; Weidner et al., 2002) and/or history-dependent
(Kiernan et al., 1997; Ballo et al., 2012) To test whether this is the case for the axon of
interest, increase the stimulation frequency and observe whether conduction velocity
changes as a function of frequency and/or number of APs. Instead of stimulating at a
constant frequency, more biological relevant pulse sequences may be applied, such as
burst-like changes in frequency (Ballo and Bucher, 2009)
Measuring conduction velocity of spontaneously generated APs
Conduction velocity measurements of spontaneously initiated APs does not require
extracellular nerve stimulation. Many axons spontaneously generate APs, and accordingly, most
nerve recordings show spontaneously occurring APs. By using spontaneously generated APs, the
conduction velocities of small diameter axons can be assessed. However, the occurrence and
frequency of the APs cannot be controlled by the experimenter. We are using the anterior gastric
receptor neuron (AGR; Smarandache and Stein, 2007) of the stomatogastric nervous system of
the Jonah crab (Cancer borealis) as an example. AGR spontaneously generates tonic spike
activity (2 to 5 Hz) in its axon trunk that can be measured with extracellular electrodes (Daur et
al., 2009; Städele and Stein, 2016).
1. Dissect the nerve of interest. Then, instead of one stimulation and one recording well, both will
be used as recording wells (Fig. 4.8B).
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2. Connect the cable of the stimulation electrode to a second channel of the extracellular
amplifier.
Note: If the neuron of interest is bipolar or able to generate ectopic APs (e.g.,Daur et al.,
2009), make sure that the site where APs are initiated is not in between the two recording
wells since the measured latencies will not reflect travel times between recording sites
(Fig. 4.8C). If necessary, this can be determined by adding a third recording well. The
order at which the APs arrive at the recordings wells will be indicative of the initiation
site. If either of the two outside wells records the AP first, the correct velocity can be
measured using the difference in arrival times between the other recording wells. If the
center well records the AP first, use longest latency between center and outside wells.
3. Identify the AP of interest on the extracellular recordings.
Note: The AP of interest should appear with a constant latency between both recording
sites. Its shape and amplitude may differ between recording sites, but should be
consistent for each site. If the AP of interest is not the largest unit on the extracellular
recording, or difficult to identify for other reasons, see Notes.
4. Measure conduction velocity as described in Data analysis.
Data analysis
1. Measure the latency between AP occurrence at the two recording sites.
2. For stimulated APs, measure the time difference between stimulus and recorded AP, as
illustrated in Fig. 4.8A.
Note: Stimulation onset can be determined using the stimulus artifact, which spreads
almost instantaneously through the Petri dish. In the recording software, measure the
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time between the peak of the stimulus artifact and the peak of the recorded action
potential.
3. For spontaneously elicited APs, measure the time difference between the peaks of the AP
at recording 1 and recording 2, as illustrated in Fig. 4.8B.
4. Measure the distance between recording sites.
5. Use a ruler or micrometer scale to measure the length of the nerve between the
stimulation and recording wells. The shortest distance between both wells should be
measured (well edge to well edge). There are different methods that can be used to
measure distance. The simplest and least accurate method is using a ruler or micrometer.
A more accurate method is the following:
6. Put a size standard underneath the Petri dish (e.g., micrometer scale).
7. Take a photo that shows the distance between the stimulation and recording well plus the
size standard.
8. Use ImageJ (National Institute of Health) or a comparable software to measure the nerve
distance between the two wells. Use the size standard to calibrate the distance
measurement in the software.
9. Calculate the conduction velocity using Equation 1.
Note: For more accurate results, calculate, then average the conduction velocities of at
least 10 APs.
10. Use a paired t-test when comparing conduction velocities in two different conditions
(e.g., before and after neuromodulator application) from the same preparation with a
significance cut off value of P < 0.05.
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11. Use a repeat measures analysis of variance (ANOVA) when comparing multiple
measurements of conduction velocity in different conditions (e.g., application of multiple
neuromodulators, or measurements are multiple temperatures) from the same animal.
Notes
1. Using multisweeps and averages to increase measurement accuracy. To measure the latency
between stimulus artifact and recording (or between recording 1 and recording 2), it is
helpful to not only use single APs. Rather, multiple APs should be taken into account (Video
3). This will not only make the identification of time-correlated APs easier, but also allows to
assess variability and changes in conduction velocity that may occur in different conditions.
Time-correlated APs are most easily detected using a triggered sweep display (oscilloscope
view, or ‘multisweep’, Video 4). In this view, multiple occurrences of the same AP are
superimposed to show APs that occur at a fixed latency to the stimulation or the other
recording, respectively. For this, an amplitude threshold is set in the software, through which
the AP must rise to start a new sweep (‘triggering’). Consequently, only APs large enough to
cross the threshold trigger new sweeps, and the latency of arrival of these APs at the
recording site becomes obvious. If the threshold is set lower, APs of multiple axons may be
detected. Depending on their conduction velocity, they may arrive at distinct, but fixed times
at the recording. The APs of other axons will not be time locked to the trigger and hence
occur randomly on the display. Using a triggered sweep display is particularly helpful to
detect spontaneously generated APs, since it is difficult to determine time correlations
between two recording sites using individual APs or without proper analysis.
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2. To determine the exact latency, it can be helpful to average several sweeps of triggered
APs (Video 4). In this case, all randomly occurring APs will be small or absent, and only
the time-locked APs show a clear peak that can easily be measured.
3. Noise issues. Electrical noise is a common problem associated with the recording of
neuronal signals. The major source of electrical noise is pickup, which is caused by
radiation from electrical devices and the recording equipment. This radiation produces
currents in the electrodes and wires leading to the amplifiers in the recording system.
Since most devices are powered by 60Hz (US) / 50Hz (most other countries) alternating
current, pickup appears as a distorted sine wave with a period of 16.7 (US) / 20 (others)
milliseconds. Noise may be reduced by using a grounded, metal enclosure (Faraday cage)
around the preparation and the electrodes. The enclosure separates the source of the
radiation from the electrodes. Grounding all recording and stimulation equipment to a
single source will reduce noise. This can be done using a banana plug with a crocodile
clamp on one side to connect the ground ports of the recording and stimulation equipment
to the Faraday cage. For more information on the principles of Faraday cage function, see
(Defreitas et al., 2012; Chapman et al., 2015). The person operating the equipment might
also be a source of noise, and he or she may need to be grounded as well. Additionally,
shielded cables may be used to carry the signals from the electrodes to the amplifier.
4. If the signal-to-noise ratio is still small, the issue might originate from a small signal
rather than large noise. In this case, the recording well is likely leaky and should be
remade.
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Video 3. Video clip illustrating time-correlated APs using Spikerecorder software
(Backyard Brains) for spontaneously generated APs. A similar procedure can be used for
stimulated APs. Adapted from (DeMaegd et al., 2017, see also: https://bioprotocol.org/e2152).

Video 4. Video clip illustrating spike-triggered multisweeps and averaging using Spike 2
software (CED) for spontaneously generated APs. A similar procedure can be used for
stimulated APs. Adapted from (DeMaegd et al., 2017, see also: https://bioprotocol.org/e2152).
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CHAPTER V: IDENTIFICATION OF PUTATIVE NEUROMODULATOR RECEPTORS
This chapter contains one published peer-reviewed article that describes the identification
of neuromodulator receptor genes in the marbled crayfish. Experimentally, this serves as a first
step toward answering long-standing questions about how receptor diversity contributes to the
modulation of neuronal activity. However, it is also intended to provide a detailed description of
how classically trained electrophysiologists can incorporate genetic and molecular approaches in
their neurophysiological research, as well as promote the involvement of undergraduate
researcher in physiological research. By identifying two GABA receptor subunit homologs in the
marbled crayfish, we demonstrate that integrating neurophysiological, genetic, and molecular
approaches improves the quality of undergraduate research opportunities and such research
results in data that improves our understanding of the cellular mechanisms of neuromodulation.
Physiologists Turned Geneticists: Identifying Transcripts and Genes for Neuronal
Function in the Marbled Crayfish, Procambarus virginalis
This article was adapted from, “Wolfgang Stein, Saisupritha Talasu, Andrés VidalGadea, Margaret Louise DeMaegd (2020) Physiologists turned geneticists: identifying transcripts
and genes for neuronal function in the marbled crayfish, Procambarus virginalis. Journal of
Undergraduate Neuroscience Education, 19(1): A36-A51.”
Abstract
The number of undergraduate researchers interested in pursuing neurophysiological
research exceeds the research laboratory positions and hands-on course experiences available,
because these types of experiments often require extensive experience or expensive equipment.
In contrast, genetic and molecular tools can more easily incorporate utandergraduates with less
time or training. With the explosion of newly sequenced genomes and transcriptomes, there is a
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large pool of untapped molecular and genetic information which would greatly inform
neurophysiological processes. Classically trained neurophysiologists often struggle to make use
of newly available genetic information for themselves and their trainees, despite the clear
advantage of combining genetic and physiological techniques. This is particularly prevalent
among researchers working with organisms that historically had no or only few genetic tools
available. Combining these two fields will expose undergraduates to a greater variety of research
approaches, concepts, and hands-on experiences.
The goal of this manuscript is to provide an easily understandable and reproducible
workflow that can be applied in both lab and classroom settings to identify genes involved in
neuronal function. We outline clear learning objectives that can be acquired by following our
workflow and assessed by peer-evaluation. Using our workflow, we identify and validate the
sequence of two new Gamma Aminobutyric Acid A (GABAA) receptor subunit homologs in the
recently published genome and transcriptome of the marbled crayfish, Procambarus virginalis.
Altogether, this allows undergraduate students to apply their knowledge of the processes of gene
expression to functional neuronal outcomes. It also provides them with opportunities to
contribute significantly to physiological research, thereby exposing them to interdisciplinary
approaches.
Introduction
The thoroughly studied nervous system of decapod crustaceans such as lobsters, crabs
and crayfish has been a workhorse for a large segment of the neurobiology community for many
decades (Derby and Thiel, 2014), in the same way Drosophila and C. elegans are to geneticists
and developmental biologists. Electrophysiological experiments in the crustacean nervous
system have yielded many fundamental discoveries such as electrical and inhibitory synapses
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(Farca Luna et al., 2010; Jirikowski et al., 2010), Na/K pump (Skou, 1957), visual processing
and lateral inhibition (Zieger et al., 2013; van Oosterhout et al., 2014), presynaptic inhibition
(Soedarini et al., 2012), neuromodulator actions (Stein, 2009; Nusbaum and Blitz, 2012),
coordination of neural circuits (Mulloney and Smarandache-Wellmann, 2012), and network
dynamics (Nadim and Bucher, 2014). Studies of the morphological and functional properties of
the nervous system of decapod crustaceans also revealed several neurobiological principles,
including the role of GABA as inhibitory transmitter (Bowery and Smart, 2006), the generation
of rhythmic motor activity (Marder, 2000; Nusbaum and Beenhakker, 2002; Selverston et al.,
2009), and the control and selection of stereotyped behaviors by modulatory command neurons
(Edwards et al., 1999; Nusbaum and Beenhakker, 2002; Marder and Bucher, 2007; Stein, 2009;
Harris-Warrick, 2011). One of the reasons for this success story is the relatively easy access to
large neurons with known connectivity (Land et al., 2001; Johnson et al., 2007; Nesbit et al.,
2015; Weller et al., 2015). By now, due to the availability of, behavioral and electrophysiological
studies on decapod crustaceans can be carried out by undergraduate researchers and many of the
initial groundbreaking experiments have made it into lab courses for undergraduates and high
schools (Wyttenbach et al., 2018). This has been particularly true for experiments on various
species of crayfish because of their easy husbandry, availability from commercial vendors, and
potential for cross-species comparisons to identify general principles of motor control (HarrisWarrick, 2011; Marzullo and Gage, 2012).
However, to fully understand how nervous systems generate behaviors, genetic and
molecular insights into their workings are paramount. Many classical systems, including decapod
crustaceans, lag behind in established molecular and genetic approaches to study the subcellular
underpinnings of neuronal function and circuit dynamics. This is, in part, because classically
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trained electrophysiologists lack the time or confidence to develop the necessary protocols (but
see (Dearborn et al., 1998; Yazawa et al., 2005; Posiri et al., 2013)) This extends into classroom
settings as well, such that physiology lab courses remain almost entirely separate from molecular
and genetic ones. Our goal is to establish an easily understandable and reproducible tutorial
undergraduates can follow to apply genetic methods in a neurophysiological framework. This
tutorial is intended to be broad enough to be incorporated into research labs and classroom
environments. Our main educational objective is that undergraduates explore the process of gene
expression and consider its consequences for neuronal activity and physiology.
Here, we make use of the recently published genomes and transcriptomes (Gutekunst et
al., 2018) of the Marbled crayfish (Procambarus virginalis, Fig. 5.1A) to outline protocols
undergraduate and high school students can utilize to identify genes of interest for
neurophysiological studies. Marbled crayfish are all-female triploids (Vogt et al., 2015) that
produce genetically uniform offspring via apomictic parthenogenesis ((Martin et al., 2007) - the
development of oocytes without fertilization and meiosis (Seitz et al., 2005; Martin et al., 2007;
Vogt, 2010,2011). Its relatively short generation time and easy husbandry (Vogt et al., 2004)
make this species ideal for inexpensive and streamlined research approaches and accordingly
marbled crayfish have been used to study morpho-functional relationships (Vogt et al., 2004;
Polanska et al., 2007; Vogt et al., 2008), neurobiology (Vilpoux et al., 2006; Fabritius-Vilpoux et
al., 2008; Rieger and Harzsch, 2008), cell and body development (Seitz et al., 2005; Alwes and
Scholtz, 2006; Jirikowski et al., 2010), epigenetics (Schiewek et al., 2007; Vogt et al., 2008;
Vogt et al., 2009), stem cell biology (Vogt, 2010), behavior (Vogt et al., 2008; Farca Luna et al.,
2009), biogerontology (Vogt, 2010), biochronology (Farca Luna et al., 2010), as well as
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toxicology (Vogt, 2007; Rubach et al., 2011), ecology (Jones et al., 2009; Chucholl and Pfeiffer,
2010), and evolutionary biology (Sintoni et al., 2007).

Figure 5.1. Dorsal and lateral view of a marbled crayfish. Adapted from (Stein et al., 2020).

We established this tutorial based on a course where students earn credit for participating
in a solely research based education. In this course, undergraduate students carry out independent
research projects. Weekly, they meet with faculty or graduate students for research instruction
and mentorship. They are assessed by presenting gained background knowledge, proposed
hypotheses and predictions, and research results and conclusions. While this course did not
include dedicated lecture periods, our tutorial can be adapted to accompany several weeks of indepth lectures. To guide the overall structure of such courses we outline generally how to
identify genes and transcripts homologous to previously published genes and how to ensure the
validity of the identified sequences by assessing their presumed function. Then, we create a
detailed workflow for efficient gene identification in the marbled crayfish that includes quality
control processes and assessment of the learning objectives. We explain and discuss the
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approaches and workflow using the example of two Gamma Aminobutyric Acid A (GABAA)
receptor subunits.
Materials
Three web-based search engines with free access were used: The Basic Local Alignment
Search Tool of the National Center for Biotechnology (NCBI):
https://www.ncbi.nlm.nih.gov/genbank and its conserved domain database:
https://www.ncbi.nlm.nih.gov/Structure/cdd/wrpsb.cgi?, the Universal Protein Resource
(UniProt) of the UniProt consortium: http://www.uniprot.org, and the Genome Portal for
Marbled Crayfish at the German Cancer Research Center: http://marmorkrebs.dkfz.de.
Figures were prepared with Coreldraw (version X7, Corel Corporation, Ottawa, ON,
Canada). Search results were collected with Google Sheets and Google Docs, although any
spreadsheet and word processor can be used.
Learning Objectives
The three main learning objectives for students using this tutorial are to: (1) Develop a
testable hypothesis about a physiological phenomenon and understand how an interdisciplinary
approach of physiology and genetics can be stronger than either field alone. (2) Demonstrate
their understanding of the process of gene expression, specifically transcription from DNA to
RNA. (3) Acquire practical skills necessary for gene identification and validation.
The tutorial we outline was specifically designed to allow students to conceptualize the
interconnectedness of genetics, molecular, and physiological neuroscience. It follows recently
published suggestions outlined for student-driven genome annotation (Hosmani et al., 2019). Our
tutorial uses Marbled Crayfish for an example species, but core concepts and approaches can be
applied to any genetically tractable organism. Best learning outcomes in larger classroom
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settings will be achieved by students with prior experience in genetics and physiology. These
will typically be junior or senior level undergraduates who have taken basic courses in genetics,
or human or animal physiology. In smaller settings, such as research courses with individualized
instruction for each student, even less advanced students can achieve the learning goals. This is
best illustrated by one of the authors of this tutorial, who took this research class as a high school
senior (S.T.) and has successfully demonstrated a deep understanding of hypothesis-driven gene
curation. (Talasu and Stein, 2019).
Organizing an Applied Genetics Course Focused on Neurophysiology
Figure 5.2 outlines the general progression of gene identification within a physiological
framework and highlights the key components (light colored boxes) of gene identification and
the specific methods associated with them. The outline is broad enough to be applied in a variety
of classroom settings, small and large. Here, each lesson should focus on a key component (light
colored boxes in Figure 5.2) with additional time allocated to discussing the surrounding
principles and technical approaches. Before moving on to the next components, learning
outcomes can be assessed by having students apply the learned principles to their individualized
projects. Ideally, students will build peer-mentoring networks by discussing the reasoning behind
their approaches and their research outcomes.
For example, lectures pertaining to “Identifying neurophysiological process that could
benefit from understanding the underlying genes and proteins” (Fig. 5.2, top) could focus on how
the diversity of genes expressed, the location of gene expression, and timing of gene expression
can affect neuron activity and physiology. The culmination of this key component could end
with students developing their own hypotheses and specific predictions about a physiological
phenomenon which in turn will guide their gene identification and ultimately be the topic of their
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final assessment. To promote peer-mentoring networks, students should discuss their hypotheses
and specific predictions with a partner and make revisions before submitting them for
assessment. Using this course structure, the class can be taught entirely remotely. Remote
lectures can be given to the entire class before moving into break-out rooms for peer discussion.
This makes this lab course viable for semesters where students are not on campus.
Organizing a Collaborative Effort to Identify Marbled Crayfish Genes
While our tutorial can be adapted to classroom settings, we had great success with
individualized research education and providing undergraduate students with hands-on
experiences in a neurophysiology research lab. The limiting factor here is often the time and
resource commitment and lack of guidance how to train undergraduates. Our tutorial can be
pursued by a single student researcher. However, we suggest creating a peer-mentoring network
(Hosmani et al., 2019) that connects new and experienced annotators. This provides new students
with experienced leaders who can guide their scientific approach, discuss obtained results, and
troubleshoot more challenging processes. Additionally, experienced students are able to test and
solidify their knowledge about gene expression and practice disseminating that knowledge to
others. By discussing their findings and through collaborative assessment, students will
reconsolidate their understanding of how genes and their functions are identified, and how genes
contribute to neurons and their physiology. Additionally, working in teams also ensures that the
annotations created are accurate and aligned with the goals of the study in accordance with the
learning objectives. This will also provide students with an opportunity to contribute
significantly to the larger study and will motivate them to be more actively involved in the
project.
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Figure 5.2. Flowchart to direct the combination of bioinformatics and physiological
experiments. Adapted from (Stein et al., 2020).
To facilitate the peer-mentoring network, we suggest grouping student researchers into
teams that focus on a single pathway of the gene annotation protocol. We created a workflow
(Fig. 5.3) that helps navigate the major questions that guide each step of the protocol. For
example, students could be split into two teams, one starting by blasting the gene of interest
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against the transcriptome (Team Transcriptome) and the other by blasting the gene of interest
against the genome (Team Genome). Both teams should follow the workflow until they have
identified both transcripts and genome scaffolds and the conserved domains. At this point, the
two teams will assess their results by comparing between teams to determine whether both have
arrived at the same result, despite using different pathways of the flow chart. This provides
iterative evaluation by peers and an opportunity to refine the annotated gene models before
beginning a collaborative presentation that can be expert reviewed by senior scientists. This is a
useful learning experience for the students and allows them to create a list of expected questions
they may receive from the senior scientists and to generate questions they need to ask.
In addition to the student teams, senior researchers should regularly assess student
understanding of the process and analyses they are currently performing by asking questions that
probe the motivations and expectations behind the particular experiment. Questions could be
directed toward the broad scientific merit such as, "How does the gene of interest contribute to
neuronal function?" or be more specific to the task at hand such as, "Based on the gene of
interest, what do you expect the conserved domain to be?"
Our outlined protocol is completely free and open-sourced, making it possible to be
implemented not only in a heavily resourced lab setting, but also in laboratory classes or even
remotely in the students' homes. Meetings among students and with senior scientists can be held
through video conferences, and thus accommodate circumstances that prevent students from
physically participating.
Developing a Hypothesis and Choosing Genes of Interest
Identifying and annotating genes can be a long and daunting task, meaning the
overarching physiological goal can get lost in the details of the protocols Thus, it is important to
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begin by developing questions about a physiological phenomenon and ensuring that the resulting
hypotheses and predictions address these questions. Our approach was to develop a workflow
that could be referred to throughout the gene identification process (Fig. 5.3). The workflow
directs the thought process of the researcher to keep the biological question in mind.
The first step in a manual gene annotation is the selection of the gene of interest. This
obviously depends on the research interests of the laboratory or the student. An assessment of
background literature, or previously established physiological experiments should guide the
research interest. Genes should then be prioritized according to the aims of the project and
specific hypothesis being tested. Depending on the research question, compiling an initial list of
gene families from which students can choose or which can be ranked by the team leader, for
example a graduate student is a good strategy. This will help team members to understand the
significance of their annotations and of the respective genes in neurobiological processes. For the
purpose of this manuscript, we chose the GABAA receptor subunits. GABA’s role in synaptic
transmission and neuronal inhibition were first identified in crustaceans (Kuffler and Edwards,
1958), but have since been identified in a wide variety of other invertebrates and vertebrate
species (Florey, 1991). Generally, these receptors are split into two classes which correspond to
fast acting ionotropic receptors and slower metabotropic receptors (Jembrek and Vlainic, 2015).
In adult vertebrate nervous systems these generally have inhibitory functions, but this
generalized characterization is less reliable in invertebrate species and has also been challenged
in vertebrates (Stein and Nicoll, 2003). Our goal here is to identify the marbled crayfish homolog
of GABAA receptor subunits, their transcripts, and potential isoforms. However, the same
process can be used with other genes of interest, by replacing our query results with other genes
of interest.
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Figure 5.3. Workflow to identify marbled crayfish homologs of genes of interest. Adapted
from (Stein et al., 2020).
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Both the marbled crayfish genome (Gutekunst et al., 2018) and transcriptome are freely
available. Because the transcriptome contains only the expressed genes and typically with fewer
gaps (higher coverage), it is a good starting point. We will thus begin with searching for
GABAA receptor homologs in the transcriptome. However, if the gene of interest is unlikely to
be expressed in the tissues used for generating the transcriptome (hepatopancreas, abdominal
musculature and ventral nerve cord, hematopoietic tissue, and green glands) or is not expected to
be expressed in the developmental stages used, then starting with the genome and following up
with assessment of the transcriptome is the better option.
Identify Genes of Interest from Previously Published Sequences
The first step in any gene curation is to determine previously published gene sequences
for the gene of interest. For this, we made use of the NCBI database. However, there are
alternative databases such as UniProt, that provide access to similar and sometimes additional
collections of sequenced genes and proteins. These databases contain large numbers of fully or
partially sequenced genes, transcripts, and proteins from numerous species. The first step is to
search for a keyword that describes the gene of interest. We searched for "GABA receptor".
The NCBI database returns either genomic or transcript sequences of the gene of interest
and allows the download of these sequences in the FASTA format. This universally accepted
format can be used in all further steps of the gene identification.
The results can be narrowed by displaying only results from related phyla, taxa, or
species. In our example, we narrowed the search to the taxon crustacea, which resulted in 35
total hits (Table 4) including, both partial and completely sequenced coding regions
corresponding to several receptor subtypes, subunits, and associated proteins. At this point, the
coordinator or student will need to decide which sequences will be of interest. We suggest that
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Table 4. Results of Nucleotide NCBI Search, (GABA Receptor) "crustaceans"
[porgn:__txid6657]. State of the sequence is given in terms of the coding sequences (cds).
Accession numbers can be used to find detailed results of each transcript and associated FASTA
files. The highlighted transcripts signify genes of interest. Adapted from (Stein et al., 2020).
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Table 5. Abbreviated Results of The Nucleotide NCBI Search for Genes of Interest. State
of the sequence is given in terms of the coding sequences (cds). Accession numbers can be
used to find detailed results of each transcript and associated FASTA files. Adapted from
(Stein et al., 2020).
Name
Cancer borealis GABA
receptor LCCH3-like
protein mRNA
Procambarus clarkii
GABAA receptor subunit
mRNA

Accession

Length (basepairs)

State of sequence

KU986878.1

1446

complete cds

KM115031.1

1906

complete cds

instructors ask students to answer and discuss the following questions. 1. Will identifying the
gene support the electrophysiological study? A great magnitude of genes has been identified, but
not all matter for every hypothesis generated. To guide students toward connecting the two
fields, instructors can facilitate responses that indicate a clear connection between physiological
study and genes being identified. 2. What is the quality of the sequence? To assess the quality of
the sequence we considered the evolutionary distance between species, the completeness of the
sequence, and the source that identified the sequence. In a classroom setting, these topics could
be expanded in lecture discussions with the following concepts emerging from the discussion.
Firstly, the more closely related two species are, the more homologous their coding and
non-coding sequences will be, making the sequences more likely to align. Secondly most genes
are hundreds to thousands of base pairs long which can make sequencing their entirety
challenging. Thus, the published sequence may not represent the entire gene. Many of the genes
titles in the NCBI database identify whether the sequence corresponds to the complete or partial
coding sequences (cds) which can direct the user toward the longer sequence if the same gene
has been sequenced multiple times. Finally, the source of the sequence should also be
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considered. The NCBI database also includes links to the original literature in which the
sequence was published.
Table 6. Example Tables for Recording and Organizing Data Associated With Gene
Identification Which Can Be Used to Assess Students’ Understanding. Organizing tables
into distinct categories can support accurate containment of information. Including space for
the neurophysiological question (A), and tables for the genes of interest (B), the homologous
marbled crayfish transcripts (C), and the homologous marbled crayfish scaffolds (D). A
complete version of this layout is available as a Google Sheet
(https://docs.google.com/spreadsheets/d/1tcryRpNXFyOuL00auSDebxgJPLtJME2JyecR5a29rk/edit?usp=sharing) Adapted from (Stein et al.,
2020).

We focused on two ionotropic GABAA receptor subunits. For this, we selected “Cancer
borealis GABA receptor LCCH3-like protein mRNA” (Accession No. KU986871, Northcutt et
al., 2016) and “Procambarus clarkii GABAA receptor subunit mRNA” (Accession No.
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KM115031, Jimenez-Vazquez et al., 2016, Table 5). These two transcripts have previously been
identified to encode distinct GABAA receptor subunits with distinct expression profiles and
Table 7. Marbled Crayfish Transcripts with Clear Sequence Alignments to Either the
Cancer borealis GABA Receptor LCCH3-Like Receptor Subunit (Top) or Procambarus
clarkii GABAA Receptor Subunit (Bottom). Best three hits only. Adapted from (Stein et al.,
2020).
Name
Cancer borealis GABA
receptor LCCH3-like protein
mRNA
Cancer borealis GABA
receptor LCCH3-like protein
mRNA
Cancer borealis GABA
receptor LCCH3-like protein
mRNA
Procambarus clarkii GABAA
receptor subunit mRNA
Procambarus clarkii GABAA
receptor subunit mRNA
Procambarus clarkii GABAA
receptor subunit mRNA

Transcript

Score (bits)

E value

18728

846

0

12698

58

2E-7

14362

40

0.039

2556

2839

0

18728

52

1E-5

9841

46

8E-4

properties (Northcutt et al., 2016). They also represent good candidates to find homologs in
marbled crayfish because they were identified in two species of decapod crustaceans and the
sequences are comprised of a large number of base pairs (greater than 1000), indicative of
complete coding sequences.
Sequences can be selected by clicking on the FASTA link of each individual gene, or via
bulk download of FASTA nucleotide sequences by selecting several genes and clicking “Send
to:” and then checking “Coding sequences,” and “FASTA Nucleotide” in the drop-down window
before selecting “Create file.” In either case it is useful to keep a copy of all sequences of all
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genes of interest, for example in a text file, a word processor file, or a spreadsheet, because it can
be both frustrating and time consuming to search for sequences repetitively.
We used a spreadsheet to record all our searches (Table 6). Additionally, the spreadsheet
may be used to assess students’ participation throughout the semester and give them
opportunities to receive feedback to refine their searches, results, and understanding. It will also
guide students through the learning objectives, and help the coordinator determine whether
students have achieved the learning goals. Finally, it will serve as a base for the final project
assessment.
Identification of GABAA Receptors in the Marbled Crayfish Transcriptome
To identify whether marbled crayfish express homologs to Cancer borealis GABA
receptor LCCH3-like protein and Procambarus clarkii GABAA receptor subunits, we went to
the Marbled Crayfish Blast Server (http://marmorkrebs.dkfz.de/wwwblast/blast/mcblast.html).
There, we pasted, one at a time, the sequences from our search query above. By selecting "PVirtranscriptome (CDS)" as the database, the result of this BLAST search (Altschul et al., 1997)
will be a list of all sequences that have potential homology in the transcriptome (Table 7, see
Table 8 for all results). We found 49 sequences producing significant alignments (hits) to the
Cancer borealis GABA receptor LCCH3-like protein, and 12 hits to the Procambarus clarkii
GABAA receptor subunit. The quality of the alignment is described with two mathematical
descriptions. The first is the “Score” in bits, which describes how similar the query sequences are
to the marbled crayfish transcript sequences. The score considers the number of identical base
pairs, substituted base pairs, and gaps in base pairs in its assessment. This is then normalized to
the statistical properties of the scoring system, which allows for scores of different alignment
searches to be compared with one another. Larger scores indicate more identical sequences and
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Table 8. Marbled Crayfish Transcripts with Significant Sequence Alignments to Cancer
borealis GABA Receptor LCCH3-Like Protein (Left) or Procambarus Clarkii GABAA
Receptor Subunit (Right). Adapted from (Stein et al., 2020).
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better alignments. The second assessment is the “Expectation value,” or “E value.” The E value
represents the possibility of finding different alignments with equivalent or better scores by
random chance. Lower E values represent more significant scores and better alignments. While
there is no set cut-off point to determine whether the sequences are sufficiently aligned, query
sequences that can be found more than once without being related to the coding sequence in
question will result in E values larger than one. E values that differ much from zero may thus
indicate the presence of “false positives” and that the sequence is likely to be aligned at multiple
unrelated locations.
It is important to note that these assessments depend on the length of the query sequence.
Meaning that the maximum value of the score, and the validity of the E value depends on the
number of base pairs in your query sequence. Longer query sequences have the potential to reach
higher scores and are less likely to align to other sequences by random chance, increasing
confidence in the obtained results.
In our case, a single transcript hit in both searches had much higher scores, and lower E
values than other transcript hits, indicating that these marbled crayfish transcripts have strong
and specific alignments to the genes of interest. Specifically, transcript TR 18728 was the top hit
for the Cancer borealis GABA receptor LCCH3-like protein, while TR 2556 was the top hit for
the Procambarus clarkii GABAA receptor subunit. The identification of two different transcripts
could be a result of either a) two different genes encoding these transcripts and thus two distinct
GABAA receptor subunits or b) there is splice variants of a single GABAA receptor gene. To
determine which of these options is more likely, the location and sequence alignment of these
transcripts within the genome needs to be assessed. We describe this process further down in the
section titled "Identification of the genomic sequence of the marbled crayfish GABAA receptor
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subunits." However, before describing this step, we wanted to confirm whether our identified
transcripts not just showed sequence but also functional homology to GABAA receptors. For
this, we recorded the transcript number, score, and E value, and the transcript sequences. To
obtain the transcript sequence, the full transcriptome can be downloaded from
(http://marmorkrebs.dkfz.de/downloads/, Gutekunst et al., 2018). Once downloaded, the
transcript can be opened in a text file reader, and the transcript number can be searched for and
the sequence can be pasted into the Google sheet (Note that if the transcript starts with zero, as in
02556, the initial zero should be discarded).

Figure 5.4. Conserved domains results of the two identified transcripts (A) TR 18728 (B)
TR 2556. Image taken directly from the NCBI Conserved Domain database, with permission
(Marchler-Bauer and Bryant, 2004; Marchler-Bauer et al., 2011; Marchler-Bauer et al., 2015;
Marchler-Bauer et al., 2017). Adapted from (Stein et al., 2020).
In contrast to what we observed, there may be several transcripts that have similar scores
and E values. In this case, recording several homologous transcripts can be appropriate. Similar
scores and E values can result when only a portion of the query sequence aligns with the marbled
crayfish transcriptome. Partial alignments between the query sequence and transcriptome can
happen for a variety of reasons and a lecture period or in-person discussion should be devoted to
considering them. A few include, if the query sequence encodes a component the protein that is
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involved in a broader function within the protein family as opposed to a function specific for a
subtype of that protein family. For example, a sequence may encode a subunit common to all
GABA receptors as opposed to one specific to GABAA receptors. Additionally, if the query
sequence encodes a subunit that is incorporated as one of several heteromeric subunits (like
present, for example, in TRP channels (Palovcak et al., 2015) Finally, if the two sequences have
diverged with evolutionary distance between species then they may have only partial sequence
alignment.
Using the examples described above, associated lectures could include a discussion about
the major domains common to proteins of the same class, followed by a focus on functional
domains and protein subtypes with different functions. Follow-up lectures should also address
gene mutation and evolution, and potential functional changes arising from them. In doing so,
this would allow students to address the concept that while general receptor identify is ubiquitous
across phyla, species specific differentiation results from genetic changes over time and result in
different pharmacological and functional profiles.
The BLAST identifies transcripts with sequence homology and provides an analysis of
how strong the sequence alignment is. However, it does not provide information about whether
the alignment is to a functionally homologous transcript. In fact, the newly identified
homologous transcript could code for a protein with a related but not identical function.
Serotonin and dopamine receptors are good examples for this problem: Both proteins bind to
monoamines, and accordingly they have much overlap in the sequences for their binding sites,
but functionally one has a higher affinity to Dopamine, while the other prefers Serotonin
(Christie et al., 2020a). Additionally, similar sequences may be present that code for a region of
the protein that may not be directly associated with the function of the entire protein. For
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example, many receptors may activate G-proteins through similar mechanisms, despite quite
distinct receptor binding domains. Ultimately the real test is to find that the protein is where it
needs to be and interacts with the ligand predicted. An initial step to address this issue is to test
the putative function of the sequence by assessing its “conserved domains” or functional units.
To test the transcript for conserved domains, we pasted the nucleotide sequence of the
transcript into the search bar of the NCBI Conserved Domain Database
(https://www.ncbi.nlm.nih.gov/Structure/cdd/wrpsb.cgi?, Lu et al., 2020), . Figure 5.4 shows the
Table 9. Marbled Crayfish Genome Scaffolds with Significant Sequence Alignments to
Putative GABAA Receptor LCCH3 Subunit (Left) or GABAA Receptor Subunit (Right).
Adapted from (Stein et al., 2020).

results of our searches using the marbled crayfish transcripts 2556 and 18728. The top section
shows the graphical representation of the sequence alignment of our query to those in the
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conserved domain data base. A fully labelled description of the graphical representation is
described by the NCBI
(https://www.ncbi.nlm.nih.gov/Structure/cdd/cdd_help.shtml#ConciseDisplay). In brief, our
entire transcript query is represented linearly as the grey bar labelled RF-2. The domains with
significant hits are shown in color below, and with the size and location relative to the query
sequence. Larger regions indicate that more of the sequences are identical. The intensity of color
represents how specific the hit is, with more intense colors representing more specific hits. In our
example, both transcripts share sequences with the Ligand-gated ion channel (LIC) super family
(in light pink). This super family represents ionotropic neurotransmitter receptors only found in
animals. Invertebrate receptors in this family respond to acetylcholine, serotonin, glycine,
glutamate, or GABA and preferentially transport cation or anions depending on the channel
(Lester et al., 2004; Chen et al., 2006). Additionally, transcript 18728 has sequence similarity to
a specific hit of a ligand-gated ion channel subfamily (dark pink) whose function is primarily
cation transport. The text below the graphical representation lists the domain hits in order of
most similar to least, and provides the accession number, a brief description which can be found
in more detail by clicking the accession number, the base pair interval over which the sequences
align, and the E value associated with the alignment.
Because our interest was in identifying two GABAA receptor subunits, these results are
consistent with our transcripts coding for proteins that are functionally homologous to known
GABAA receptors and GABAA receptor beta subunits. In addition to the super families
describing the function we expect, the conserved domain has strong sequence alignment as
indicated by the small E values (TR 18728: 1.28E-167 and TR 2556 1.62E-94).
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It is possible that the conserved domain search will return results that do not match the
expected protein function. However, this does not immediately indicate that the transcript is not
functionally homologous with the gene of interest. Because there can be similarities in functional
domains or species-specific sequences, the most similar conserved domain may not have the
expected function. Here, a conserved domain search of the original gene of interest nucleotide
sequence should be performed. If the results of both the gene of interest and identified marbled
crayfish transcript match, the two likely have homologous functions (see Christie et al., 2020b),
and the researcher can continue with the workflow. In contrast, if the results of the gene of
interest do not match the marbled crayfish transcript results, the marbled crayfish transcript is
highly unlikely to be functionally homologous to the gene of interest and the researcher should
consider either other marbled crayfish transcripts with sequence homology identified by the
BLAST or pursue other genes of interest.
For additional confirmation that the conserved domains of our identified transcripts
matched those of the genes of interest, we searched for conserved domains using their nucleotide
sequences as search queries. We found that the Cancer borealis GABA receptor LCCH3-like
protein had strong sequence homology (E value:3.78E-172) with the same LIC specific hit found
with the putative GABAA receptor transcript 18728, and the Procambarus clarkii GABAA
receptor subunit had strong sequence homology (E value: 5.17E-112) to the same LIC
superfamily hit as the putative GABAA receptor subunit transcript 2556. Because these results
are similar to the search results of our marbled crayfish transcripts, we accepted this as
confirmation of the putative function of our transcripts.
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Identification of the Genomic Sequence of the Marbled Crayfish GABAA Receptor Subunits
To further characterize the homolog of the gene of interest, it may be of interest to also
identify its genomic sequence. This is an imperative step for gene curation, as it provides insight
into the intron and exon structure of the gene, and, by comparing to the transcriptome, allows the
identification of splice variants and gene duplications. Knowledge of the genomic sequence also
provides foundation for a phylogenetic comparison of the gene to its homologs in other species.
Genomic analysis is also required to carry out some of the advanced approaches mentioned
above. For example, promotors and transcription controlling elements that are up- or downstream
of the coding sequence, or within introns, can be identified. Finally, identifying the genomic
sequence allows one to create intron-spanning primers to measure gene expression levels.
The first step is to BLAST the sequence of interest against the marbled crayfish genome.
Like the BLAST against the transcriptome, this BLAST tests for nucleotide sequence alignment,
but in this case between the gene or transcript of interest and the genome. As a result, it will
show the aligned sequences, and print the scaffold on which the homolog sequence can be found
in the genome. Unlike a transcript which codes for only one protein, a scaffold can encode
multiple transcripts. This is because a scaffold is a reconstruction of the genome based on
overlapping sequences, or contigs. The marbled crayfish genome was acquired via a shotgun
method (Gutekunst et al., 2018). In brief, this method breaks the DNA of the entire genome into
smaller sequences, or reads. Using an assembler algorithm, the reads are sorted into
combinations of partially overlapping sequences, again called contigs. Finally, a different
scaffolder algorithm is used to organize the contigs based on their overlapping sequences into
scaffolds. Because the algorithms focus on matching sequences, genes encoded near to one
another can be on the same scaffold, or in a worst-case scenario, a single gene could be split onto
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different scaffolds or found on multiple scaffolds. The process of finding overlapping sequences
and assigning scaffolds and scaffold numbers is ongoing and subject to change as more gene
curation occurs.
We recommend starting gene curation with the transcriptome if it is likely that the gene
of interest is expressed in the tissues used to create the transcriptome (Gutekunst et al., 2018).
The reason for this is that the initial query sequence includes only the coding regions, and thus
will likely result in better alignment to the transcriptome than the genome. However, if it is not
likely expressed or the specific protein is not known, we instead recommend starting gene
curation with the genomic sequence. Because the genome is based on DNA, it can be used to
identify all possible genes and possible protein isoforms irrespective of the ultimate level,
Table 10. Conserved domain results for marbled crayfish genomic homologs of genes of
interest. Adapted from (Stein et al., 2020).
S10872 conserved domain hits
Name
Member id
LGIC ECD
super family
cd19006
LIC super
family
TIGR00860
LGIC ECD
super family
cd19006
LGIC ECD
super family
cd19006
LIC super
family
TIGR00860
S239177 conserved domain hits
Name
Member id
LGIC ECD
super family
cd18990
Neur chan
member super
family
pfam02932
LGIC ECD
super family
cd19008

Accession

Interval

E Value

cl28912

2435-2590

1.23E-31

cl36748

494-685

3.11E-09

cl28912

2751-2898

1.60E-22

cl28912

3847-3909

2.29E-04

cl36728

1218-1943

2.30E-53

Accession

Interval

E Value

cl28912

1393-1533

3.18E-07

cl08379

4909-4974

2.32E-03

cl28912

2-91

9.90E-14
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LGIC TM
super family
LIC super
family

cd19049

cl38911

2973-2837

1.52E-12

TIGR00860

cl36748

2016-2141

3.09E-08

timing, or location of protein expression. In our case, we used the marbled crayfish transcript
sequences we had identified above (TR 18728 putative GABAA receptor LCCH3 subunit, and
TR 2556 putative GABAA β subunit). These sequences should show the highest homology to the
genomic sequences because they are from the same species. The marbled crayfish genomic
database is freely available at http://marmorkrebs.dkfz.de/wwwblast/blast/mcblast.html. The
blast server is run by Dr. Frank Lyko’s group at the German Cancer Research center (DKFZ).
We copied the transcript sequences of the putative GABAA receptor subunits into the BlastN
(nucleotide) search. Use of the default database (Pvir04-l1k at time of writing) provided the
genome scaffold numbers, as well as the score and E value of the identified genomic sequences.
The BLAST of TR 18728 returned 17 hits, however, 13 of these were likely false positives
because their E value is greater than 1 (Table 9) Of the remaining, scaffold S10872 had a much
higher score and lower E value than all other scaffolds (score: 1552, E value: 0.0, Table 9). The
BLAST of TR 2556 returned only 6 scaffolds, two of which are likely false positives. Scaffold
S239177 had a much higher score and lower E value than the remaining (score: 1116, E value:
0.0). With respect to our goal to determine if the GABAA receptor subunits were part of the
same GABAA receptor genes, because two independent scaffolds were identified, our data
supports the possibility of two distinct putative GABAA receptor subunit genes in the marbled
crayfish.
We recorded the scaffold numbers, scores, E values in our Google sheet. Additionally,
the full scaffold sequence is necessary for the creation of primers, for example, to test for the
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expression of the GABAA receptor subunits. In order to access the full sequence of the scaffold,
we recommend creating an Apollo account by contacting the Lyko group (marmorkrebs@dkfzheidelberg.de). In Apollo one can easily download a FASTA file of the sequence by searching
for the scaffold number and selecting "download gff and FASTA file". However, the scaffold
sequence can still be acquired without access to Apollo. We suggest one of two ways to access
the full genome sequence. One, it can be downloaded (http://marmorkrebs.dkfz.de/downloads/,
Gutekunst et al., 2018), and the scaffold can be searched for. However, this method requires a
text reader that can open large text files. Alternatively, the Procambarus virginalis genome can
be accessed via the NCBI Sequence Set Browser (Project: MRZY01,
https://www.ncbi.nlm.nih.gov/Traces/wgs/MRZY01). Here, all scaffolds can be searched for,
and FASTA files can be accessed by selecting the “Contigs” tab and using the search bar
"Name" and query “SEQ###” where the ### represents the scaffold number. The results should
provide the Accession number, name, length, and multiple download files of the sequence. In our
Google sheet (Table 10) we include two versions of the scaffold. The first is the whole scaffold
sequence, to assist in further assessments of the identified genes and the second is the aligned
regions of the scaffold. Because the scaffold could contain multiple different genes, the scaffold
region that aligns with the gene or transcript of interest can be used separately to confirm the
putative identity of the genomic sequence.
Like for the transcriptome, the BLAST only identifies sequence homology and provides
an analysis of sequence alignment strength. To test whether the found genomic sequences indeed
align to a functionally homologous gene, we again used the conserved domains database. Table 3
shows the conserved domain hits for scaffold S10872. These hits were primarily ligand-gate ion
channel super families. Additionally, within the super family, our scaffold aligned to specific
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members of the super family. One of note includes the ligand-gate chloride channel homolog 3
(LCCH3, cd19006), which we anticipated based on our original gene of interest query, Cancer
borealis GABA receptor LCCH3-like protein. S239177 also showed conserved domain hits
corresponding ligand-gated ion channels. However, the specific members of the super family it
aligned to (cd19008) were Resistant to Dieldrin (RDL) GABAA receptor subunits. This supports
our conclusion that the two transcripts encode two separate putative GABAA receptor subunits.
Altogether, we identified homologous marbled crayfish transcripts and genomic sequences for
both the Cancer borealis GABA receptor LCCH3-like protein and the Procambarus clarkii
GABAA receptor subunit.
Relating the Bioinformatics Results Back to the Physiological Phenomenon
To attend to the final component of the gene curation flowchart (Fig. 5.2), students
should integrate their newly acquired bioinformatics knowledge with the physiology of the
marbled crayfish. Students should propose experiments using their identified genes that would
test the hypothesis they developed at the beginning of the course. Instructors can provide lectures
about the molecular, electrophysiological, or behavioral approaches that may allow testing these
hypotheses, or include a class discussion of an example original research article (e.g. Spigelman
et al., 2002; Zhang et al., 2003; Dernovici et al., 2007). While beyond the scope of this
manuscript, there are also excellent examples for student neurophysiology approaches that could
be combined with our tutorial (Marzullo and Gage, 2012; Wyttenbach et al., 2018).
For our specific example of GABAA receptors, students proposed the following potential
experiments. (1) GABAA receptor transcripts (mRNA) could be expressed in an oocyte and
tested for responsiveness to GABA. (2) GABAA receptor expression could be increased,
reduced, or knocked out in the marbled crayfish, and GABA responsiveness could be assessed on
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the behavioral level. (3) GFP tagged to the expression of the putative GABAA receptor may hint
at neurons that are known to respond to GABA release. (4) Primers against GABAA receptors
could be generated to test whether mRNA extracted from cells contains transcribed (putative)
GABAA receptors. (5) Selective reduction of GABAA receptor expression via RNAi in the
ventral nerve cord could test the contribution of the putative GABAA receptors in the crayfish
escape circuit, when combined with behavioral or neurophysiological recordings (Edwards et al.,
1999; Dzitoyeva et al., 2003).
Assessment and Student Outcomes
We implemented this tutorial in a Course in Undergraduate Research Education (CURE)
– like setting. This course brings undergraduate students of all levels to active research labs and
allows students to work under supervision of graduate students and faculty. The overall
assessment of student outcomes is achieved through bi-weekly question-and-answer sessions
between students and mentors, a continuous tracking of student's improvements throughout the
course, and a final assessment through either oral or poster presentations of the research data and
conclusions. Final assessments are carried out by an expert panel of faculty and graduate
students, who test whether students have achieved the learning objectives.
We found that students were able to develop clear and concise hypotheses that combined
both bioinformatics and neurophysiology (objective 1). They were able to then pursue these
hypotheses, and with guidance develop specific predictions about their results throughout the
tutorial, demonstrating their proficiency in the key concepts of gene expression (objective 2) and
curation (objective 3). Finally. most students surpassed our learning objectives in that they were
able to apply some of these key concepts to neurophysiological questions and approaches. A
good example for this is a poster presented by one of the authors of this study, who took this
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course as a high school senior, but presented their data at a local conference for undergraduate
research (Talasu and Stein, 2019).
Some students also requested to curate additional genes of interest, beyond the ones
required. We had senior undergraduate students attempt, and succeed, in replicating results
reported previously by graduate students in the lab. Assessment results were thus similar to those
reported in other bioinformatics and biocuration modules (Grisham et al., 2010; Mitchell et al.,
2015).
In larger classroom settings, combining content-driven lectures and hands-on curation
will improve student motivation. This gives students the necessary knowledge and skills to
contribute both technically and intellectually to the project, and to achieve the learning
objectives. Assessment here should include verbal discussions to test student abilities to
complete assigned gene identification components throughout the semester. Towards the end of
the semester, students should be assessed through cumulative final project summaries and oral
presentations of their hypotheses (objective 1), approaches and data (objective 2), and
conclusions (objective 3). Presentations can be judged by either the instructor, or a mixed panel
of student peers, instructors, and graduate students, and serve as measures to assess the student’s
comprehension and wholistic understanding of materials.
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