Abstract. We introduce a new framework for the multiphysical modeling and multiscale computation of nano-optical responses. The semi-classical theory treats the evolution of the electromagnetic field and the motion of the charged particles self-consistently by coupling Maxwell equations with Quantum Mechanics. To overcome the numerical challenge of solving high dimensional many body Schrödinger equations involved, we adopt the Time-Dependent Current Density Functional Theory (TD-CDFT). In the regime of linear responses, this leads to a linear system of equations determining the electromagnetic field as well as the current and electron densities simultaneously. A self-consistent multiscale method is proposed to deal with the well separated space scales. Numerical examples are presented to illustrate the resonant condition.
1. Introduction. The study of optical responses of nano structures has raised a lot of interest in the development of modern physics with many important applications such as near field optical microscopy, resonant photonic crystals, optical computing, molecular sensing, etc. From the modeling point of view, when the optical device is of nano scale, the macroscopic theory for the electromagnetic (EM) field can not faithfully capture the microscopic and nonlocal character of the light-matter interaction. In this case, it is necessary to consider the quantum mechanical description of the current and charge densities. On the theoretical side, Quantum Electrodynamics (QED) [7] is able to give a complete description of the interactions between photons and electrons. However, the high computational expense prohibits QED from applications to complex systems. To avoid the high complexity of QED, the semi-classical theories [21, 16, 6] combine the classical treatment of the EM field and the first principle approach for the charged particles. Different from QED, in a semi-classical theory, the EM field is not quantized and its evolution is described classically by the Maxwell equations. In the meantime, the motion of the charged particles is determined quantum mechanically by the Schrödinger equations. Similar to QED, the EM field as well as the current and charge densities must be determined self-consistently, through the coupled system of Maxwell and Schrödinger equations.
Although the semi-classical approach reduces the high computational cost of QED, a many body Schrödinger equation is still involved. For many practical problems, solving a high dimensional many body Schrödinger equation is prohibitively expensive. In this paper, we adopt the Time-Dependent Current Density Functional Theory (TD-CDFT) [20, 13] to further simplify the model and its computation. In the Density Functional Theory (DFT) for the ground state of the charged particles, a one-to-one correspondence (up to an arbitrary constant) between the external potential and the ground state electron density has been proved in the seminal work of Hohenberg and Kohn [14] . Hence, the wavefunction can be obtained as a functional of the electron density, which allows the evaluation of all observables of the system. Similar results have been extended to the case of time evolutionary electronic structures in the form of Time-Dependent Density Functional Theory (TD-DFT) by Runge and Gross [20] , and later to the situation of external electric and magnetic fields with arbitrary time dependence by Ghosh and Dhara [13] in the form of TD-CDFT, where the current density is introduced as the fundamental variable. Based on the one-toone correspondence between the electron (or current) density, the external potential and the wavefunction, a synthetic non-interacting many body system under an effective external potential is introduced to produce in principle the same current and electron densities as those of the original interacting many body system. Therefore a practical scheme called the Kohn-Sham (KS) system [17] can be designed to calculate the current and electron densities, which greatly simplifies the computation. In the KS system, the many body effects are included via the so called exchange-correlation (xc) potentials.
The purpose of the present paper is to incorporate TD-CDFT into the framework of the semi-classical optical response theory, thereby avoid the computational cost of solving the many body Schrödinger equation. We call the so obtained system the Density Functional semi-classical theory for nano-optics, which is formulated as coupled Maxwell-Kohn-Sham (Maxwell-KS) equations (also see [3, 18, 9] for similar models).
In the regime of linear responses, a system of linear equations for self-consistently determining the EM field, the current density and the electron density can be derived. Moreover, the zero eigenvalue problem of the linear system corresponds to the resonant eigenmodes [6] of the nano-optical response. To deal with the disparate space scales of the system, we propose a multiscale scheme which can solve the system selfconsistently by allowing communications between the macro-solver for the Maxwell equations and the micro-solver for the Kohn-Sham equations.
The rest of the paper is organized as the following. In Section 2, we incorporate TD-CDFT into the semi-classical theory and form the Maxwell-KS equations. Then in Section 3, we provide the linear response theory for the Density Functional semiclassical theory. A multiscale solver to solve the linear system is introduced in Section 4, following the demonstration of the multiscale nature of the problem through a simple example. Finally in Section 5, numerical examples are presented to illustrate the validity of the method. Throughout the paper, atomic units (e = = m = 1) are used. We will also represent vector variables in boldface notations and scalar variables in the normal font.
2. Density Functional Semi-classical Theory of Nano-Optics. We first introduce a framework for the modeling and computation of nano-optical responses, by combining the semi-classical theory and TD-CDFT. Mathematically, the system is described by the coupled Maxwell-Kohn-Sham (Maxwell-KS) equations.
2.1. Semi-classical Theory. The semi-classical theory for nano-optical responses adopts classical treatments of the EM field and quantum mechanical descriptions of the charged particles. To present the theory briefly, we follow the notations in [6] . The evolution of the EM field can be determined by the Maxwell equations. In terms of the vector potential A and the scalar potential φ, under the Coulomb gauge ∇·A = 0, the Maxwell equations have the form:
where c is the speed of light in vacuum, and j and ρ are the current and charge densities related by the continuity equation:
The electric and magnetic fields, E and B, can be evaluated by
Notice that in the Maxwell equations, ρ and j serve as inputs to compute the EM field.
In a classical macroscopic model, they would be determined by the so called constitutive relations as local functions in terms of E and B. When the size of the sample is of nano scale such that the spatial structure of the resonant states is comparable to or even larger than the wavelength of the light, a microscopic nonlocal treatment must be considered. Quantum mechanically, the motion of the charged particles is governed by the Schrödinger equation. For simplicity, we will assume the Born-Oppenheimer approximation to separate the electronic motion and the nuclear motion for the molecular structures under consideration. For a system consisting of N electrons moving under the influence of a given transverse EM field represented by A, the general nonrelativistic Hamiltonian takes the form [6, 7] :
where r l and p l are the coordinate and conjugate momentum of the l th electron, v(r) is the single particle external potential due to the nuclei, and U = 1 2 l =l ′ 1/|r l − r l ′ | is the mutual Coulomb interaction among electrons. The Hamiltonian H M can be decomposed as
such that
where H 0 and H int can be regarded as the matter Hamiltonian and the radiationmatter interaction, respectively. For the physical situation under consideration, we assume that at time t 0 , the matter system is at the ground state ψ 0 with energy E 0 satisfying the eigenvalue problem
After the incident light is applied, the system will evolve according to the timedependent Schrödinger equation
The current density j(r, t) and the electron density ρ(r, t) can be computed respectively through the solution of (2.8) using j(r, t) =< ψ|ĵ|ψ >, and ρ(r, t) =< ψ|ρ|ψ >, (2.9)
with the current density operatorĵ and the electron density operatorρ given respectively byĵ
(2.10)
Notice that in the Schrödinger equation (2.8), A acts as the parameter for computing the wavefunction ψ, which will facilitate the computation of all physical observables including the current and electron densities.
In the semi-classical model, the system is completely described by (A, φ) and ψ which affect each other through the coupled Maxwell equations (2.1) and Schrödinger equation (2.8) . Therefore they must be determined self-consistently so that the equations (2.1) and (2.8) are solved concurrently, which will give rise to the evolution of the EM field and the motion of the electrons simultaneously.
Time-Dependent Current Density Functional Theory.
Although the semi-classical theory greatly simplifies the modeling of light-matter interactions at nano scales, it still poses a significant numerical challenge to solve the many body Schrödinger equation involved. The wavefunction ψ(r 1 , ..., r N , t) is a function of 3N -dimensional (3N -D) spatial variables, which means it is in general too complicated to solve the Schrödinger equation either analytically or numerically for many applications in nano-optics, except for cases with special symmetries. On the other hand, notice that solving the Maxwell equations (2.1) only requires much simpler input quantities, i.e., the current density j and the electron density ρ. One efficient way to obtain numerical approximations of (j, ρ) is the Time-Dependent Current Density Functional Theory (TD-CDFT). The advantage of TD-CDFT is that by restricting to the current and electron densities that are functions of only 3-D spatial variables, the computational cost can be greatly reduced.
The Density Functional Theory (DFT) was originally designed to calculate the ground state electron density. For the ground state wavefunction ψ 0 satisfying (2.7), the well-known Hohenberg-Kohn theorem [14] indicates that the electron density ρ can be considered as the basic variable to describe a quantum mechanical system such that each observable of the system is a functional in terms of ρ. Following the HohenbergKohn theorem, Kohn and Sham [17] provided a practical scheme to calculate ρ, based on a hypothetical system of non-interacting electrons that is supposed to have the same electron density as that of the physical system under consideration. A system of Kohn-Sham (KS) equations can be derived as
where
The effective KS potential v KS (r) is given by
where v(r) is the external potential and v H (r) is the Hartree potential:
The term v xc (r) ≡ δE xc [ρ]/δρ represents the exchange-correlation (xc) potential containing the many body effects with E xc [ρ] being the xc energy functional. The electron density is then given by
where f l is the occupation number corresponding to orbital ψ l . Notice that the KS equation involves the unknown ψ l (r) that only depends on 3-D spatial variables, which greatly reduces the computational cost. The DFT has been extended as Time-Dependent Density Functional Theory (TD-DFT) by Runge-Gross [20] for time-dependent systems and as Time-Dependent Current Density Functional Theory (TD-CDFT) by Ghosh-Dhara [13] for time-dependent systems under the influence of both electric and magnetic fields. For a system satisfying the Schrödinger equation (2.8) that is able to describe electron excitations under external influences, a system of time-dependent KS equations can also be derived in TD-CDFT [13] in the following form: 16) with the following Hamiltonian
The time-dependent KS potential in the above Hamiltonian is given by 18) with v xc (r, t) representing the time-dependent scalar xc-potential, and 19) where A is the vector potential for the external transverse EM field and A xc (r, t) is the vector xc-potential. In addition to the electron density given by (2.15), we can also obtain the current density by 20) with f l being the occupation number corresponding to orbital ψ l . Notice that TD-CDFT provides a much simpler way to evaluate the electron density ρ and the current density j by reducing the dimension of the problem. Instead of solving the many body Schrödinger equation (2.8) with 3N -D spatial variables, we can solve the 3-D KS equations (2.16) to obtain ρ and j. It should be pointed out that while the basic variable in DFT and TD-DFT is the electron density ρ, in TD-CDFT the basic variable turns to be the current density j, in the sense that once j is obtained, ρ can also be solved through the continuity equation (2.2). In practice, both the scalar xc-potential v xc and the vector xc-potential A xc need to be approximated. For applications in this paper, the local density approximation (LDA) and the adiabatic local density approximation (ALDA) are used for v xc in the ground state case and the time-dependent case, respectively [10, 19] . For the vector xc-potential A xc , the Vignale-Kohn (VK) functional [23, 24] is used. In LDA, the exchange-correlation energy functional is given by
where ǫ xc (ρ) is the exchange-correlation energy per particle for a homogeneous electron gas evaluated at the local density ρ(r). The functional ǫ xc (ρ) can be further split into an exchange part ǫ x (ρ) and a correlation part ǫ c (ρ) such that ǫ x (ρ) is given by the Dirac exchange-energy functional [8] :
For ǫ c (ρ), the parametrization of Vosko, Wilk, and Nusair (VWN) [26] is adopted. Then v xc is given as the functional derivative of E xc [ρ]:
ALDA is a straightforward extension of LDA where the static LDA functional is used for the dynamical properties but evaluated at the time-dependent electron density, i.e.,
The VK functional is derived on the basis of the properties of the inhomogeneous electron gas [23] with the following form in frequency domain [24] : the k th -component of A xc is given as 25) where ρ 0 is the ground state electron density and σ xc is a viscoelastic stress tensor [24, 22] .
The Maxwell-KS equations.
We can incorporate TD-CDFT into the semi-classical theory by replacing the current and electron densities (2.9) given by the solution of the Schrödinger equation with those obtained by TD-CDFT using (2.15) and (2.20) . Therefore the Maxwell equations (2.1) and the time-dependent Kohn-Sham equations (2.16) form a coupled system for the EM field (A, φ) and the current and electron densities (j, ρ) as they are functionals of each other, i.e.,
which suggests that they must be determined self-consistently. From now on, we will refer the above equations as the Maxwell-Kohn-Sham (Maxwell-KS) equations for nano-optics. Systems coupling the Maxwell equations and TD-DFT without using the current density have also been proposed in [3, 9] . Different from the TD-CDFT based Maxwell-KS model proposed in [18] , we have followed the approach in [6] to adopt the Coulomb gauge therefore the EM field A consists of only the transverse component. The model is multiphysical in nature. As explained in later sections, it also poses a multiscale challenge for numerical solutions.
3. Linear Response of the Semi-classical Theory. By computing the current and electron densities with TD-CDFT in the semi-classical theory for nano-optical responses, we are able to greatly simplify the system by reducing its dimension. In this section, we formulate the linear response of the Maxwell-KS system (2.26), which will further facilitate the computation. In the regime of linear responses, the self-consistent calculation of (A, φ) and (j, ρ) results in a simple linear system of equations that will allow us to work in the frequency domain.
3.1. Linearized Maxwell-KS equations. As mentioned above, the physical context is the optical response of a matter system, initially in the ground state, to an EM field switched on externally. Rewriting the Maxwell equations in the integral form through Green functions shows that the EM field is actually linear functionals of the current and electron densities. On the other hand, the linear response theory of TD-CDFT [22, 23, 4] describes the linear relation between the input EM field and the output microscopic quantities. Combining both theories will lead to the following linear system for the induced EM field (δA, δφ) and the induced current and electron densities (δj, δρ):
where the vector and scalar potentials, δA KS and δv KS , are linear functionals in terms of δA, δj and δρ such that
and
with f xc ≡ 1/c(δA xc /δj) and f xc ≡ δv xc /δρ being the tensor and scalar xc-kernels respectively. A 0 is the incident light. The tensorial Green function G can be given as
where q = ω/c is the wavenumber in vacuum. The linear response function is given by
where i and a run over the occupied and unoccupied KS orbitals of (2.11), respectively. The electron density operator ρ = 1 and the following paramagnetic current density operator should be substituted for α and β in (3.5):
with ∇ † acting on the term to the left. Notice that (δj, δρ) in the above equations satisfy the continuity equation in the frequency domain such that
3.2. P -matrix Formulation. To further simply the notations, we choose the following spectral representations for the current and electron densities:
with the P -matrix elements defined to be
for {m, l} = {i, a} or {a, i}. It is shown in Appendix that the above formulation is consistent with the last two equations in the linear Maxwell-KS equations (3.1). Substituting (3.8) into the first two equations in (3.1) leads to By eliminating (δA KS , δv KS ) and (δj, δρ) in (3.2)-(3.3), (3.8) and (3.9), we arrive at a linear system satisfied by the elements of the P -matrix such that for j and b running over occupied and unoccupied orbitals respectively, we have
where the coupling matrix K jb,ia is given as 12) and the radiative correction M jb,ia has the form:
The above formulations (3.11) can be put in a compact form for the P -matrix elements:
14)
with Furthermore, if we denote P jb = P jb − P bj , then from (3.14) by addition and subtraction, we can get a linear system on P jb such that
The radiative correction M jb,ia is a consequence of the coupling of the Maxwell equations and the linear response theory of TD-CDFT. Without the first two equations in (3.1), there will be no M jb,ia in (3.14), which will be reduced to the linear response within TD-CDFT [22] .
Resonance Condition for Nano-Optical Structures.
Besides the selfconsistent determination of the induced EM field and the induced current and electron densities, the linear system (3.14) (or equivalently (3.15)) also enables us to determine the resonant eigenmodes of the nano-optical structure. Resonant eigenmodes exist for particular frequencies such that the matrix in (3.14) or (3.15) is degenerate, which can be called self-sustaining (SS) modes since they correspond to nonzero amplitudes of j and A supporting each other to form eigenmodes [6] . The resonant structure of optical spectra in general can be determined by the SS modes. Therefore, we can solve det S T T S − ω I 0 0 -I = 0, or det S − ω 2 I = 0, (3.17) to determine the eigenfrequencies ω. In particular, we can treat it as an eigenvalue problem to determine the eigenfrequencies ω for the above matrix to have zero eigenvalues.
4. The Self-consistent Multiscale Method. In this section, we present a multiscale scheme for the self-consistent determination of (δA, δφ) and (δj, δρ) described by the linearized Maxwell-KS system. We also address the issue of solving the eigenvalue problem associated with the resonant eigenfrequencies. In particular, we are interested in finding the lowest eigenvalue.
For most applications in nano-optics, the induced EM field is varying on a larger scale than the induced current and electron densities, when the wavelength of the induced EM field is comparable to or even larger than the size of the nano structure. Numerically, this difference from the scales will cause instability if the coupled In (a) , the triangulated mesh near the nano structure is refined. In (b), zoom-in of the mesh in (a) near the nano structure. The triangulated mesh is generated with GMSH [12] , consisting of 59160 tetrahedrons, 73554 edges, and 11506 nodes.
Maxwell-KS equations are solved directly. As a consequence, the coupled Maxwell-KS system can be very ill-conditioned after direct space discretizations. The situation can be illustrated by the following 1-dimensional synthetic example:
We discretize (4.1) on two meshes of different scales that are appropriate for the corresponding variables. Shown in Figure 4 .1 are the eigenvalues of the discretized system. It can be seen that there is a separation of scales for the eigenvalues, which is equivalent to saying that the coupled system is ill-conditioned, or stiff. As illustrated in Figure 4 .2, the Maxwell equations are solved on a much larger domain with a coarse grid compared with the smaller domain and a finer grid for TD-CDFT. In order to deal with the multiscale challenge and capture the multiple scales, we propose a multiscale scheme which consists of two solvers: TD-CDFT serving as a micro solver T l for the current and electron densities and a macro solver M d for the Maxwell equations. A self-consistent iteration is adopted to find the solution of the coupled system (3.1), which will lead to the following procedure:
1. Micro solver: at each step indexed by k, with inputs (δA k , δφ k ), update the induced current and electron densities through the linear response of TD-CDFT, i.e.,
2. Macro solver: with (δj k+1 , δρ k+1 ) as fixed parameters, solve the Maxwell equations to update the induced EM field such that
3. Repeat until a self-consistent solution is reached.
The micro-solver T l can be designed to first solve the equation for the P -matrix (3.15) then obtain the induced current and electron densities through (3.8). Due to the self-consistent structure of the above algorithm, we do not have to pursue an exact solution of (3.15). Instead, a Krylov subspace method will be used to solve (3.15) approximately. For the macro-solver, we can choose a standard scheme such as Finite Difference Method, Finite Element Method, Fast Multipole Method, etc. At each iteration, linear interpolation is used to provide the missing data due to the mismatch between the macro and micro meshes, which essentially allows communications between the macro variable of the EM field and the micro variable of the current and electron densities. The initial EM field (δA 0 , δφ 0 ) can be chosen to be the incident light. In a Krylov subspace method for computing the P -matrix in the micro solver, we need to evaluate the matrix S in the linear system (3.15), which is non-Hermitian and depends on ω nonlinearly due to the existence of the tensorial Green function and the scalar and tensor xc-kernels. The size of S is occ · unocc × occ · unocc, where occ and unocc are respectively the numbers of occupied and unoccupied KS orbitals that are solutions of the KS equation (2.11) . In general the explicit form of S is difficult to implement for numerical computations, as a result of the complicated form of the tensor xc-kernel f xc and the tensorial Green function G. However, in Krylov subspace methods like the BiCGSTAB algorithm [25] used in current work, only the matrixvector product is needed. The matrix-vector product S · P can be obtained for any vector P as the following,
Therefore at the k th step in the micro solver, the right hand side of the above equality can be computed using δA k , the current density δj k and the electron density δρ k through (3.2)-(3.3), which will give the matrix S k needed. Then one step of the Krylov subspace solver applied on P k from the previous step will give an approximate solution of (3.15) such that
Then P k+1 can be used to update δj k+1 and δρ k+1 . As explained previously, the resonant eigenmodes or eigenfrequencies of the nanooptical response correspond to the frequencies ω such that S − ω 2 I has a zero eigenvalue. In particular, we are interested in computing the lowest eigenvalue. We use an iterative Jacobi-Davidson (J-D) scheme [1] to solve this eigenvalue problem. Since S depends on ω, we start with an initial guess of ω, say ω 0 , update S during the iterations, say S l at iteration l, with one iteration of the multiscale scheme for each updated value of ω, say ω l , until certain convergence criterion is satisfied.
For applications considered in current work, we assume the systems to be in vacuum. At the microscopic level, we choose a large enough cubic domain containing the molecular structures under consideration. We use the package OCTOPUS [5] , which adopts real-space finite difference methods on structured meshes, to obtain the ground state KS orbitals by solving the ground state KS equations (2.11). The setup is illustrated in Table 5 .1 in Section 5. Periodic boundary conditions are imposed in OCTOPUS for our applications. For the macroscopic variables, the Maxwell equations are solved with a hybrid nodal-edge finite element method on a triangulated mesh (e.g., see [15] ). For our applications, the impedance boundary condition is imposed [15] ,
where n is the outward normal to the boundary. Alternative implementations of the scheme will be for future investigations.
5. Numerical Examples. We apply the linear response formulations to study the optical response of several molecules: Methane (CH 4 ), Silane (SiH 4 ), Ethane (C 2 H 6 ) and trans-Azobenzene (C 12 H 10 N 2 ). Assume the molecule is centered at (0, 0, 0) in the x-y-z coordinate representation. We first calculate the self-sustaining (SS) eigenmodes for these structures, especially the lowest eigenvalue. The results are listed in Table 5 .1. The tolerance as the convergence criterion is chosen to be 10 −8 in the Jacobi-Davidson scheme. The correction equation in the Jacobi-Davidson scheme is solved with the BiCGSTAB algorithm with relative residual reduction equal to 10 −5 . We choose a Jacobi-like preconditioner which uses the diagonal terms [δ ij δ ab (ǫ i − ǫ a ) 2 − ω 2 ] ia,jb as a preconditioner. When solving the Maxwell equations with the hybrid nodal-edge finite element method (e.g., see [15] , and Figure 4 .2), a D-LU-preconditioned QMR algorithm [11, 2] is applied to solve the resulting discretized system with the relative residual reduction chosen to be 10 −8 . The triangulated mesh is generated by GMSH [12] and consists of 59160 tetrahedrons, 73554 edges, and 11506 nodes. As shown in Figure 4 .2, the mesh is refined near the nano structure to capture the small scale.
Next, we verify our computation by studying the response spectra. The incident field is chosen to be A 0 (r, ω) = pce . That is, σ is proportional to the imaginary part of α av . Figure 5 .1 shows the results of σ for CH 4 and SiH 4 . The results confirm that the computed lowest eigenvalue in Table 5 .1 is a resonant mode because in Figure 5 .1(a) we observe a peek at ω ≈ 0.3452 (a.u.), and in Figure 5 .1(b) we observe a peek at ω ≈ 0.3053 (a.u.).
In the Macro solver for the EM field, we can choose to solve the Maxwell equations with a larger relative residual reduction compared with the micro solver for the microscopic quantities. In practice, we can choose the relative residual reduction for solving the Maxwell equations dynamically. Table 5 .2 shows the results for computing the lowest eigenfrequency of CH 4 by choosing the relative residual reduction according to max{10 −8 , 10 −2 /2 n−1 }, where n is the n th iteration of solving the correction equation in the Jacobi-Davidson algorithm. Furthermore, we test our multiscale solver by choosing even larger relative residual reduction 10 −5 and max{10 −5 , 10 −2 /2 n−1 }. 6. Conclusion. In order to reduce the complexity for solving the many body Schrödinger equation, we incorporate the Time-Dependent Current Density Functional Theory into the semi-classical theory for studying nano-optical responses. The system is described by the coupled Maxwell-KS equations that determine the induced EM field and the induced current and electron densities self-consistently. A linear system is formulated within the linear response theory. The eigenmodes of the nanooptical response exist at frequencies such that the linear system is degenerate or has a zero eigenvalue. A multiscale method is designed to solve the ill-conditioned linear system. Response spectra of sample molecules, such as methane, silane, ethane and trans-Azobenzene, are studied and resonance eigenmodes are observed.
