In this paper we consider equations of linear and nonlinear thermoelasticity with various boundary conditions. We assume radial symmetry of the initial data to prove exponential decay and to show the global existence of solutions of the nonlinear problem for small initial data.
Introduction.
In this article we consider the equations of thermoelasticity. In the linearized case they take the following form (where u : G C Kn -> Rn denotes the displacement vector and 6 : G -> R denotes the temperature): (1) utt -/uAu -(n + A) Vdiv u + /3V9 = 0, (2) cOt -kAO + /3div ut = 0, together with initial data and various boundary conditions as will be specified later. An existence theory for this problem is well established and there are also local existence results for the nonlinear case. For an overview on this, see [4j.
The time asymptotic behaviour is, in general, quite complicated. We expect very different behaviour for the hyperbolic (elasticity) and the parabolic (heat equation) part of the system. In two and three dimensions, the hyperbolic part tends to dominate the behaviour of the hole systems as there is in general no decay rate, see e.g. [5] . However, in special cases one can prove exponential decay for the linear system and apply this to prove global existence for small initial data in the nonlinear case. This was done for rotation free solutions in the case of Dirichlet boundary conditions by Jiang, Muhoz Rivera, and Racke in [3] . Here we extend their ideas to different boundary conditions of Neumann-and Robin-type.
In Sec. 2 we consider the linear case and prove exponential decay for the solution. In Sec. 3 we study the nonlinear case and prove global existence for small initial data. The new difficulties we have to solve for the nonlinear problem arise in particular from the nonlinearity of the Neumann boundary conditions (whereas the Dirichlet boundary condition studied in [3] is the same as in the linear case). This leads to interesting technical problems, especially we need an elliptic regularity property that is proved in Sec. 4. This work is based upon a diploma thesis at the University of Konstanz [10] . I am very grateful to Prof. Reinhard Racke (University of Konstanz) for his support.
Also I am grateful to Dr. Ute Durek for her suggestions and Prof. Song Jiang for his help during his stay at the University of Konstanz.
2. Linear Thermoelasticity.
In this section we study the system of linear thermoelasticity (l)-(2) for a homogenous, isotropic medium (with appropriate initial conditions). For a physical derivation of these equations, see [1] and the references therein.
Throughout this paper we always consider initial boundary value problems in bounded domains G C Rn, where n = 2 or n = 3 in most cases. ( The results of this section may also be extended to other dimensions.) We denote the space of functions on G with k weak derivatives in C2(G) by Hk(G) (often abbreviating this by Hk)\ i.e., Hk(G) := Wk'2(G).
The standard norms in these Sobolev spaces are denoted by || ■ ||#fc. We denote the £2-norm on G by || • ||£2 or simply || • ||. By | • | we denote the absolute value of a number or the length of a vector in Kn. Finally, by (•, •) we denote the scalar product in £2(G), i.e., (u,v) := fG u(x)v(x) dx.
Our goal will be to describe the asymptotic behaviour of special solutions for various boundary conditions.
For u and 9 we consider Dirichlet and Neumann conditions and for 0 we consider also a mixed boundary condition, the so-called Robin condition.
The physical meaning of these boundary conditions is shown in the following To prove the existence of solutions to these problems we can use semigroup theory. We only want to state the result; a proof can be found, for example, in [6] . We will assume radially symmetric initial data and therefore explicit radially symmetric solutions (m, 8) .
The boundary condition u |dG= 0, 9 |aG= 0 was considered by Jiang, Munoz Rivera, and Racke. They proved exponential decay in the case of rotation-free solutions [3] . In the next two sections we try to find similar results for the Neumann boundary condition in u resp. the Robin boundary condition in 9. The case u \dG= 0, |aG= 0 is omitted because it is the easiest case, where the assumptions of rotation free solutions without explicit radial symmetry is sufficient; for a proof, see [10] .
2.1. The Neumann boundary conditions for u. To investigate the Neumann boundary conditions for u we assume explicitly radial symmetry, so we only consider discs, balls, and annular discs and spheres as domain G with radially symmetric initial values. The resulting solutions u(x,t) and 6(x,t) can be written as: (3) u(x,t) = w(\x\,t)x, 0(x,t) = 0(|a;|,i).
We notice that under these assumptions 8(-, t) is locally constant on dG, i.e., it is constant on all components of dG.
We now define some auxiliary operators to formulate the Neumann boundary condition in the cases n = 2 and n = 3. We are now able to formulate the boundary conditions we want to study: (6) Af'SVu |qg-0, 0 \dG= 0.
Before we start our energy estimates we need the following lemmata:
Lemma 2. Proof. One can easily check the lemmata 2.3 and 2.4 using the Cauchy-Schwarz inequality. The same is true for the first inequality in 2.5. For the proof of the second inequality it is necessary to use explicit radial symmetry to show that the boundary terms appearing by the partial integration fit together, i.e., that one gets:
Now we are ready to state the main result of this section and to prove it: Theorem 2.6 (Exponential decay). Let (u, 0) be a solution of (4)- (5) with respect to the boundary condition (6) with radially symmetric initial values (u° ,u1,6°), and let (7) E(t) := e7t j ^ \\d?u(t)\\2H2_k + \\dt(t)\\2 + ||0(t)||M .
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Then there are constants T > 1 and 7 > 0 such that for all t > 0:
To apply an energy method we define the "energies":
F3(t) := ±(\\Au\\2 + (Vut,SVut)+c\m\2)(t).
For F\ and F2 we derive by multiplying the differential equations with suitable terms and integrating by parts:
For F3 we get:
As an important tool we need the Poincare inequality and the Korn inequality for u in the same form as in the Dirichlet case. We have two possible attempts stated in the two following lemmata, where we have X>0 := 6 [H1 (G))n\Vv = 0}:
Lemma 2.7 (Korn inequality for u). Let uo and mi G then:
u(t) e Vq for all t > 0, and there exists C > 0 with: ||u|| < C||Pu||. Remark 2.8. This is the "classical" attempt resulting from the nullspace of the differential operator. With lemma 2.4 we get the intended type of the Poincare inequality for u (see lemma 2.9).
Proof. It follows from the (normal) Korn inequality (see, e.g., [9] ):
On the other hand we have u G T>q , because for v £ T>0 we have:
Lemma 2.9 (Poincare inequality for u). Let fGu0 = 0 and JGui =0 (which we can assume after appropriate normalization); then there exists a C > 0, such that:
IMI < c||Vu||.
Proof. We start with the (normal) Poincare inequality:
Ml < c||Vu|| + f Jg u.
G
Under the given assumptions we have jGu = 0 (using the differential equation, the divergence theorem and the boundary condition).
With the help of lemma 2.4 we again arrive at the Korn inequality in the form of lemma 2.7.
Of course this leads to the question whether the assumptions made for the initial data are satisfied by the physics. Furthermore we have to find some radially symmetric functions satisfying the assumptions to avoid an "empty" result. In the first case we can show that for simply connected domains (i.e., balls and discs), all radially symmetric functions are automatically in Vg (for the simple proof consider [10] ). In the second case we even have a stronger result: For radially symmetric functions we obviously have u(-x) = -u(x), so it follows (independently of the topology of G) that JG u -0. (This corresponds to choosing the center of gravity of the body G in the origin.) Using (10) we get: (11) ^-F3(t) =-k\\A6\\2 + (3 [ |^divut. To estimate I\ and I2 we need two theorems. We will also apply these theorems in the next section for the nonlinear case; for this purpose it makes sense to extend the results needed in this section slightly and not to use the boundary condition. (13) c0t + kA6 = h2.
Furthermore let 0 be locally constant on dG and a € (Cl(G))n with a = n on dG.
(Such a a can be constructed by gluing appropriate functions with a partition of unity argument; see [8] .) Then we have:
Proof. We start with (13), multiply with and integrate over G. 6 is locally constant on dG, so we have: || = V0. If we apply this, an elementary calculation and partial integration leads to the theorem's statement. (15) vtt -t Au = h\.
Let a £ (C1(G))™ with a = n 011 dG. Then we have:
Jg Jg
Proof. We start with equation (1), multiply with crkdkv and integrate over G:
Using integration by parts we get:
JdG Jog Jg
Now we explicitly use the radial symmetry of v to "sum up" the boundary integrals.
After an elementary calculation where we use that a \qg= we arrive at (16).
We can apply this theorem for thermoelasticity. It is useful to extend the equations slightly for reasons we will see later, so we reach the following corollary: Corollary 2.12. Let u and 9 be a smooth radially symmetric vector field respective a smooth radially symmetric function. For a smooth vector field / we assume the differential equation:
utt ~ tAu + /?V0 = /.
Furthermore we assume the Poincare inequality:
IMI2 < c||Vw||2.
Then we have:
Proof. The proof is an immediate consequence of theorem 2.11 that we get using the Young inequality, the Sobolev trace theorem, and the assumed Poincare inequality. Remark 2.13. We get other useful inequalities of the same type by differentiating with respect to t. For example we get:
[ |div ut\2 + f \utt|2 < C^-[ utt(rkdkut + C\\(utt, Vut, V0t)||2 + C [ ftakdkut.
JdG
JdG at JG JG Now we use corollary 2.12 and theorem 2.10 to estimate the terms I\ and I2 to get (18) jtF3(t) < -k||A0||2 + Kjt uttakdkut + Ce\\(utt,Vuu V0t)||2 + ^||(Vfl, V0t)l|2-
We are now able to prove three auxiliary estimates we will need below:
To prove these statements we have to use the differential equation in the form (4) resp.
(1), the lemmata 2.4 and 2.5 and the corollary 2.12.
We now define the auxiliary energy
Now our goal is to show the exponential decay of the auxiliary energy H(t) by using the Gronwall inequality. For a suitably large r] we estimate ^H(t):
ut(rkdku f using (9) and ( +Ca\\(utt, Vut, V0t)||2 4-||V«t||2 j + C^||wtt112 using (21).
Now we define: a := s:1'8, and we choose e small enough. Then using the Poincare inequality we get:
Using the elliptic regularity property ||u||^2 < C||Au||^2 (see Sec. 4), we have for large rj constants C\, C2 > 0, such that:
This is an immediate consequence of the definitions of E(t) and H(t). Hence we have:
at Now we can use the Gronwall inequality and (22) to get:
This is the statement of theorem 2.6. □ 2.2. The Robin boundary condition for 9. In this section we want to consider the Robin boundary condition (sometimes called "third kind boundary condition") for 9 combined with the Dirichlet boundary condition for u. (It should be possible to modify these arguments slightly for the Neumann boundary condition in u.) The physical interpretation to this problem is a thermoelastic body fixed on its boundary with heat flow through its boundary. We normalize the constant temperature of the environment to zero. This Furthermore, we assume in this section that (u, 9) is a radially symmetric solution. Our goal is to prove the following theorem: Theorem 2.14 (Exponential decay for Robin boundary condition). If or T# have positive (n -l)-measure, we have under the assumptions (25) for a radially symmetric solution (u,9) of the equations (1), (2) To prove this we need again a certain form of Poincare inequality for 9. We therefore quote the following lemma (see [11] ): Lemma 2.15 (Poincare inequality for 9). Let dG = Tlet or have positive (n -l)-measure. Furthermore let 9 £ H2(G), and 9 satisfy (24) and the assumptions (25).
Then there is a C > 0 with: ||#||2 < C||V6>||2.
Proof. To prove the exponential decay we use a modification of the proofs for the other boundary conditions. Estimating the integral fgG QjLO we get:
We put this into the equation for Jj-Fi(i) and arrive at:
Similarly we can estimate the other integrals on the boundary, e.g.:
i(x) < C\\S70\\2 +C\\V0t\\2.
\0\2 + cf \ot\2 of the problem. After studying the linearized equations of thermoelasticity, we want to consider the nonlinear case. In general we have no global existence of solutions. In this section, however, we will show global existence for radially symmetric initial values and radially symmetric boundary conditions for small initial data.
First we formulate the initial boundary value problem. We start with the nonlinear equations in the case n -3. The case n -2 is similar; the condition n < 4, however, is necessary as we will see later.
We define (starting with a smooth Helmholtz potential ip): (30) a(Vu, 9)0t = --div g(Vu, 0, V0) + Cia(Vu, 0)-
Here we have used the Einstein summation convention again. For the functions a and b we assume: a > a0 > 0, b € C°°(R), 6(0) = 9 + T0 for |0| ^ To/2, 0 < bi < b(9) < 62 < 00, -00 < 9 < 00, and To > 0 is the reference temperature.
For Vu = 0, 9 = 0 the medium should be isotropic, so we assume:
07/3(0,0) -A6-iqSjfj n(Sij8a0 + Saj6i0)
(31) a(0,0) = c. (32) didnjgxg) = 0
The initial conditions are:
To formulate the boundary conditions we have to start with (29) and (30).
The easiest boundary condition (Dirichlet in u and 0) was considered in [3] . In this section we want to look at one of the more delicate boundary conditions: the Dirichlet condition for 0 together with the Neumann condition for u. (Some ideas to handle the other possible boundary conditions are sketched in [10] .) The difficulties we have to handle are mainly based on the nonlinearity of this boundary condition (36) utt -nAu -(fj, + A)Vdiv u + /3V9 = /(Vu, 9, V2u, V$) (37) c^t -kA# + /3div u( = g(S7u,9, V2u, V2#, Vut).
(For (36) we will sometimes use the form Utt -V'SVu + 0V9 = /.) For technical reasons we have to restrict the tensor Ciaj/3 to a special form. We assume:
3.2. Global existence. We want to prove global existence of our problem for radially symmetric initial datas and boundary conditions by applying a local existence result and exponential decay of local solutions.
First we need the Poincare and the Korn inequality for u, which we get in the same way as in the last section:
Lemma 3.1 (Poincare and Korn inequality for u). Assume for «o,ui: (wo, 1) = (iti, 1) = 0, then we have:
(39) IMI < C\\Vu\\, |M| < C||Vu||. -fi (SvuV«VMtVUi + Syug\/ut6t + S\/ugVutdt + SggOtdt) I < c(|Vu|2 + \e\2 + \Vut\2 + \et\2 + |V«"|2 + \ett\2).
We just mention that the second order derivatives of S(Vu,0) exist and are bounded because we have assumed that S is smooth, and we have small Vw and small 0. We now quote the local existence theorem. It is a special application of the theorem given in [2] , We use this to prove the following global existence theorem: such that a global solution exists, which satisfies:
ll^(^)ll-ff4 0 exponentially as t -* oo.
Remark 3.5. To get radially symmetric solutions we have to assume that for all Q £ 0{n), the group of orthonormal matrices of dimension n, for all W £ Knx™ and all
x (E G\ s{nTwn, ■) = nTs{w.,-)n So (i>, ip) satisfies the same boundary conditions as (u, 9). Using the uniqueness we have: (u,9) = (v,tp), but that means especially that (u, 9) is radially symmetric. There exist indeed functions satisfying our assumptions; for an example see [10] .
Proof. First we define: We consider the cases T* <T and T* = T: If T = T* the solution is in £°°(G), because we can use the Sobolev imbedding theorem H4(G) =-> Cb(G) having 4 > n/2. Using lemma 3.3 we therefore have T = oo, i.e., the solution is a global solution. So it is sufficent to find a contradiction to the second case. Let T* < T. For t e [0,T*) we now obtain, using (50), that:
U(t),0(t) e h4(G), Ut(t),et(t) e h3(G), uu(t),eu(t) e h2{G).
Applying the Sobolev imbedding theorem H2(G) >-> £°°(G) (where we use explicitly n < 4) we get for all t e [0, T*): There are C, 7 > 0, satisfying:
We now define an auxiliary energy similar to the energy E(t) in Sec. 2:
(52) £(P,u,0) := e7t ^ ll^ll^ + ll^tll2 + j W + ^ e^\\V0t(s)\\2ds.
In contrast to the linear case we will not be able to prove exponential decay for arbitrarily large initial data. Nevertheless, we apply the methods we have used in the linear case to get energy estimates. But these energy estimates contain certain terms with / and g. Utilizing the smallness of the initial data we can estimate these terms to get exponential decay at least for small initial data. For the proof we use the energy method in the same manner as in the linear case. This is a rather long but straightforward calculation, so we only want to mention that we can take advantage of the generalized nature of corollary 2.10. (For a complete proof see [10] .)
Using the auxiliary energies Fi(t) defined in the previous section we finally get:
jt ( Proof. The idea is similar to the proof of the theorems 2.10 and 2.11: Here we multiply Av = div Vv with akdkv, integrate by parts and calculate the boundary integrals using explicitly the radial symmetry. Using that / is continuous and applying (51), we get: ||A(Vu, 0)||oc < C'GIVuHoo + ||0||oo) < CSe~2s and also ||C(Vu,6')||00 < C7(||VuHoo +110|!«,) < C8e-is. We therefore are able to estimate in each of the terms all functions but one with respect to the C^-norm. So we can prove:
\\ftt\\<CS2e-^.
A similar calculation for g leads to:
T0 < CS3.
We now consider T\. Here we only want to discuss the case I = 2. The terms of lower order make fewer difficulties. Using the special form (51) of /, the symmetry of A(Vu,9), the Leibniz formula, the mean theorem of differentiation, and the Cauchy-Schwarz inequality, we have: Proof. Direct calculation and using the Sobolev trace theorem. Now we can argue similarly to the estimate of T\. Again we use the special form of /, integrate by parts, but now we use lenuna 3.8 to estimate the boundary integrals. We arrive at: 
/ dG
To estimate T4 we use a similar method utilizing that 6 vanishes on the boundary and get: T4 < CS3.
To estimate the boundary terms of order four summarized in X5, we have to use a very different and somewhat unusual method. The key observation is that in the linear and radially symmetric case we can estimate the derivatives of a function on the boundary by the function itself. Then we show that the nonlinear boundary condition for small data approximates the linear one, so we can get a similar estimate using the implicit function theorem.
For the proof we want to consider an easy case, so let G := 0,1) C K2. Let v := d™u be radially symmetric with m = 0,1, 2, 3 and v(x) = w(|x|)a;. Then on dG we have: (67) tw' + (r + A )w = 0.
So we could estimate w' by w. We now want to transfer this for the nonlinear case.
Therefore we define the following functions for x = (xi,x2) £ dG:
where n is the normal in x. Obviously g is in C°° and fi is also smooth, if we assume S to be smooth. We have g defined such that g(w',w) = Vv.
Remembering M(t) < AS2 we have: ||v(t)||^i = ||3[nu(i)|||/1 < A^2 for t e [0,T*). Using the Sobolev trace theorem we get: f,j(, |v|2 < CM2.
Using the radial symmetry of u we have |w|2 locally constant on dG (and constant for G = B(0,1)), so we have:
sup \v(x,t)\2 = \\d™u(t)\\2Ccx>(dG) < CAS2 =: KS2 for t £ [0,T*). Here we have also used that /(Vu, 6, V2u, V0) = 0(\(Vu,0,V2u,V9)l2). Using (37) we get in a similar manner:
+ II^IIh3 ^ r*(||A^||^f2 + ||A0t||^i) < 3f(°2 +f2 + ^ (||«t|^3 + 3r<52 + CS3).
Here we have used that g(Vu, 9, V2u, V29, Vut) = 0((Vu, 9, V2u, V2#, Vut)2). We now use the inequality (69) and the definition of A to derive:
Mh* + \Mm < 3^(c2 +J2 +^ ^3F<52^-±^ + 3r<52^ + CS3 (70) < Aa^ + CT3.
For the last term we use (49), (36), and (70) to get:
(71) IMIh4 < ^A S2+C53.
Summarizing (68), (69), (70), and (71), we arrive at: 39 M(t) < -A 62 + 3r<52 + CS3 86 < ^A 52 + CS3.
Choosing <5 > 0 small, we finally get:
M(t) < jUS2 < A82 for all t e [0,T*).
Using the continuity of M, we get the inequality M(T*) < A<52 by taking the limit t -» T*. This is a contradiction to the definition of T* in (50). So we have proved 3.4. < cs4 + cs6.
Summarizing these estimates (for small <5 > 0) we arrive at the following elliptic regularity property:
IMIhj+2 -fi||Au||^j + C64, j = 0,1,2.
For ut we derive in the same way:
\\ut\\2Hj+,<t2\\Aut\\2HJ+C54, j = 0,1.
We now define T := max{ri,F2} to get the estimates used in Sec. 3. Now we prove (60); see Sec. 3. Starting with (72) we only have to show that in the radially symmetric case: ||ArSVu\\2H1/2{aG) <c f |Vu|4.
JdG
We show this by explicitly parametrizing dG and calculating the H1(dG)-norm of Af'SVu.
By an extensive calculation where we use the radial symmetry of u, we obtain the desired estimate. Together with (72), we finally arrive at: (74) \\u\\2H2<C\\Au\\2+C f |Vu|4, JdG proving (60). □
