Abstract. We investigate Friedl-Lück's universal L 2 -torsion for descending HNN extensions of finitely generated free groups, and so in particular for Fnby-Z groups. This invariant induces a semi-norm on the first cohomology of the group which is an analogue of the Thurston norm for 3-manifold groups.
Introduction
Whenever a free finite G-CW-complex X is L 2 -acyclic, i.e. its L 2 -Betti numbers vanish, a secondary invariant called the L 2 -torsion ρ (2) (X; N (G)) enters the stage [Lüc1, Chapter 3] . It takes values in R and captures in many cases geometric data associated to X: If X is a closed hyperbolic 3-manifold, then it was shown by Lück and Schick [LS] that ρ (2) ( X; N (π 1 (X))) = − 1 6π · vol (X) and if X is the classifying space of a free-by-cyclic group F n ⋊ g Z, with g ∈ Aut(F n ), then −ρ (2) ( X; F n ⋊ g Z) gives a lower bound on the growth rates of g, as shown by Clay [Cla, Theorem 5.2] .
Many generalisations of the L 2 -torsion have been constructed, e.g. the L 2 -Alexander torsion (by Dubois-Friedl-Lück [DFL] ) and L 2 -torsion function, or more generally L 2 -torsion twisted with finite-dimensional representations (by Lück [Lüc2] ). In a series of papers, Friedl and Lück [FL1, FL2, FL3] constructed the universal L 2 -torsion ρ
u (X; N (G)) for any free finite L 2 -acyclic G-CW-complex. It takes values in Wh w (G), a weak version of the Whitehead group of G which is adapted to the setting of L 2 -invariants. The Fuglede-Kadison determinant induces a map Wh w (G) → R taking ρ
u (X; N (G)) to ρ (2) (X; N (G)), and similar maps with Wh w (G) as their domain take the universal L 2 -torsion to the aforementioned generalisations of L 2 -torsion. Assuming that G satisfies the Atiyah Conjecture, construct a polytope homomorphism
where H 1 (G) f denotes the free part of the first integral homology of G, and P T (H 1 (G) f ) denotes the Grothendieck group of the commutative monoid whose elements are polytopes in H 1 (G) f ⊗ R (up to translation) with pointwise addition (also called Minkowski sum). The image of −ρ
u (X; N (G)) under P is the L 2 -torsion polytope of X, denoted by P L 2 (X; G). If M = S 1 × D 2 is a compact connected aspherical 3-manifold with empty or toroidal boundary such that π 1 (M ) satisfies the Atiyah Conjecture, then it is shown in [FL3, Theorem 3.27 ] that P L 2 ( M ; π 1 (M )) induces another well-known invariant of M , the Thurston norm
This semi-norm was defined by Thurston [Thu] and is intimately related to the question of the manifold fibering over the circle.
McMullen [McM] constructed an Alexander semi-norm from the Alexander polynomial and showed that it provides a lower bound for the Thurston semi-norm. This was later generalised by Harvey [Har1] to higher Alexander semi-norms
Friedl-Lück's theory can also be applied to free-by-cyclic groups, or more generally to descending HNN extensions G = F n * g , with g an injective endomorphism of F n , and yields in this context a semi-norm · T : H 1 (G; R) → R which we also call Thurston norm due to the analogy with the 3-manifold setting.
In the case n = 2, we build a similar picture as for 3-manifolds and prove that this semi-norm is an upper bound for McMullen-Harvey's Alexander semi-norms:
Theorem 4.7. Let G = F 2 * g be a descending HNN extension of F 2 such that the first Betti number satisfies b 1 (G) 2. Then the Thurston and higher Alexander semi-norms satisfy for all n 0 and ϕ ∈ H 1 (G; R) the inequality
We extend this result to higher rank free groups for a particular type of automorphism called UPG (see Definition 6.1) where we even obtain an equality: Corollary 6.6. Let G = F n ⋊ g Z with n 2 and g a UPG automorphism. Let ϕ ∈ H 1 (G; R). Then for all k 0 we have
In the case of two-generator one-relator groups G with b 1 (G) = 2, the L 2 -torsion polytope has been studied by Friedl-Tillmann [FT] . They established a close connection between P L 2 (G) := P L 2 (EG; G) and the Bieri-Neumann-Strebel invariant Σ(G). We prove similar results in our setting: Theorem 5.13. Let g : F 2 → F 2 be a monomorphism and let G = F 2 * g be the associated descending HNN extension. Given ϕ ∈ Hom(G, R) {0} such that −ϕ is not the epimorphism induced by F 2 * g , there exists an element d ∈ D(G) × such that:
(1) The image of d under the quotient maps The d-equivalence is induced by the Newton polytopes associated to d in a simple way (see Definition 5.11). Over arbitrary rank we can strengthen this result again for UPG automorphisms:
Corollary 6.4. Let G = F n ⋊ g Z with n 2 and g a UPG automorphism. Let ϕ ∈ H 1 (G; R). Then [ϕ] ∈ Σ(G) if and only if F ϕ (P L 2 (G)) = 0 in P T (H 1 (G) f ).
The face map F ϕ is defined in Definition 5.10. This theorem is motivated by Cashen-Levitt's computation of the BNS invariant of such groups [CL, Theorem 1.1] .
Finally, we formulate a question about the Newton polytopes of two different notions of a determinant for certain square matrices over ZG (Question 3.6). This purely algebraic statement would immediately yield the inequality of semi-norms δ n (·) · T also for descending HNN extensions of higher rank free groups. Definition 2.1. Let G be a group, H G a subgroup, and g : H → H a monomorphism. The HNN extension associated to g is the quotient of the free product of G with t ∼ = Z by {t
The element t is called the stable letter of the HNN extension. The HNN extension is called descending if H = G. The natural epimorphism G * g → Z, sending t to 1 with G in its kernel, is called the induced epimorphism.
Remark 2.2. Note that when g : G → G is an isomorphism, then G * g = G ⋊ g Z is a semi-direct product, or a G-by-Z group (since extensions with a free quotient always split).
In the final sections of this paper we will focus on descending HNN extensions G = F 2 * g . The following (well-known) result illustrates that this is somewhat less restrictive than it might seem. Proposition 2.3. Let g : F 2 → F 2 be a monomorphism which is not onto. There exists N ∈ N such that for every n N there exists a monomorphism g n :
Proof. We start by observing that Marshall Hall's theorem [Hal] tells us that there exists N ∈ N such that g(F 2 ) is a free factor of a finite index subgroup F N of F 2 . In fact it is easy to see (using the proof of Stallings [Sta] ) that this statement holds for any n N (here we are using the fact that g is not onto; otherwise N = 2 and we cannot take larger values of n). Now g factors as
where a embeds F 2 as a free factor, and b is an embedding with image of finite index. We let g n = a • b : F n → F n . Next we construct the desired isomorphism. Let t (resp. s) denote the stable letter of F 2 * g (resp. F n * gn ). Let F 2 = x 1 , x 2 and F n = x 1 , . . . , x n ; with this choice of generators the map a becomes the identity.
and
It is clear that h ′ is the inverse of h.
Remark 2.4. Of course there is nothing special about F 2 in the above result. The proof works verbatim when F 2 is replaced by F m with m 2.
2.2. Dieudonné determinant. While working with the universal L 2 -torsion, the Dieudonné determinant for matrices over skew-fields is of fundamental importance. We review here its definition and fix a so-called canonical representative.
Definition 2.5. Given a ring R, we will denote its group of units by R × .
Definition 2.6 (Dieudonné determinant). Given a skew field D and an integer n, let M n (D) denote the ring of n × n matrices over D. The Dieudonné determinant is a multiplicative map
defined as follows: First we construct its canonical representative
The canonical representative is defined inductively:
• for n = 1 we have det c D ((a 11 )) = a 11 ; • if the last column of A contains only zeros we set det c D (A) = 0; • for general n (and a matrix A with non-trivial last column) we first identify the bottommost non-trivial element in the last column of A. If this is a nn we take P = id; otherwise, if the element is a in , we take P to be the permutation matrix which swaps the i th and n th rows of A; in either case
This way we have BP A = A ′′ = (a ′′ ij ) with a ′′ in = 0 for all i = n. Let us set C to be the (n − 1) × (n − 1) matrix
Note that the canonical representative det c D is not multiplicative, but the determinant itself is, as shown by Dieudonné [Die] .
It is immediate from the definition that when D is a commutative field, then the Dieudonné determinant agrees with the usual determinant.
Proposition 2.7 (Formula for square matrices).
Definition 2.8 (Crossed product group ring). Let R be a ring and G a group together with maps of sets ϕ : G → Aut(R) and µ :
where c : R × → Aut(R) maps an invertible element r to the conjugation by r on the left. Then the crossed product group ring R * G is the free left R-module with basis G and multiplication induced by the rule
for any g, h ∈ G and κ, λ ∈ R. The conditions on µ and ϕ ensure the associativity of the multiplication, so that R * G is indeed a ring.
Note that when ϕ and µ are trivial, we obtain the usual group ring RG.
Example 2.9. Crossed product group rings appear naturally: Given an extension of groups
we can identify RG ∼ = (RK) * Q, where the structure maps ϕ and µ are defined as follows: Let s : Q → G be a set-theoretic section of the given epimorphism G → Q. Define
Definition 2.10. Given an element x = h∈G λ h · h ∈ R * G we define its support to be
Note that the support is a finite subset of G.
2.4. Ore localisation. We briefly review non-commutative localisation.
Definition 2.11. Let R be a unital ring without zero-divisors, and let T ⊆ R be a subset containing 1 such that for every s, t ∈ T we also have st ∈ T . Then T satisfies the (left) Ore condition if for every r ∈ R, t ∈ T there are r ′ ∈ R, t ′ ∈ T such that t ′ r = r ′ t. One can then define a ring T −1 R, called the Ore localisation, whose elements are fractions t −1 r with r ∈ R, t ∈ T , subject to the usual equivalence relation. There is an obvious ring monomorphism R → T −1 R.
One instance of the Ore localisation will be of particular interest in this paper. If G is an amenable group, D a skew field and D * G a crossed product which is a domain, then a result of Tamari [Tam] shows that D * G satisfies the left (and right) Ore condition with respect to the non-zero elements in D * G. This applies in particular to the case where G is finitely generated free-abelian.
Throughout the paper, we will only take the Ore localisation with respect to all non-zero elements of a ring.
2.5. The Atiyah Conjecture and D(G). In this section we review techniques which were originally developed for proving the Atiyah Conjecture, but have meanwhile been shown to be fruitful on many other occasions.
Given a group G, let L 2 (G) to denote the complex Hilbert space with Hilbert basis G on which G acts by translation. We use N (G) to denote the group von Neumann algebra of G, i.e. the algebra of bounded G-equivariant operators on
Conjecture 2.12 (Atiyah Conjecture). Let G be a torsion-free group. Given a matrix A ∈ QG m×n , we denote by r A : N (G) m → N (G) n the N (G)-homomorphism given by right multiplication with A. Then G satisfies the Atiyah Conjecture if for every such matrix the number dim N (G) (ker(r A )) is an integer.
The class of groups for which the Atiyah Conjecture is known to be true is large. It includes all free groups, is closed under taking directed unions, as well as extensions with elementary amenable quotients. Infinite fundamental groups of compact connected orientable irreducible 3-manifolds with empty or toroidal boundary which are not closed graph manifolds are also known to satisfy the Atiyah Conjecture. For these statements and more information we refer to [FL2, Chapter 3] . Definition 2.13. Let R ⊆ S be a ring extension. Then the division closure of R inside S is the smallest subring D of S which contains R, such that every element in D which is invertible in S is already invertible in D. We denote it by D(R ⊆ S).
Let U(G) denote the algebra of affiliated operators of N (G). This algebra is carefully defined and examined in [Lüc1, Chapter 8] . Note that QG embeds into N (G), and therefore U(G), as right multiplication operators. Let D(G) denote the division closure of QG inside U(G).
The following theorem appears in [Lüc1, Lemma 10.39] for the case where QG is replaced by CG in the above definitions, but the proof also carries over to rational coefficients. Recall from Example 2.9 that for an extension of groups
the group ring ZG is isomorphic to the crossed product ZK * Q, where Q acts on ZK by conjugation. When G satisfies the Atiyah Conjecture, this action extends to an action on D(K) and one can identify the crossed product D(K) * Q with a subring of D(G) (see [Lüc1, Lemma 10.58] ). If Q is finitely generated free-abelian, then D(K) * Q satisfies the Ore condition with respect to the non-zero elements T and the Ore localisation admits by [Lüc1, Lemma 10.69] 
Let G be a group satisfying the Atiyah Conjecture. In [FL3, Definition 1.1], Friedl and Lück define the weak K 1 -group K w 1 (ZG) as the abelian group generated by ZG-endomorphisms f : ZG n → ZG n that become a weak isomorphism (a bounded injective operator with dense image) upon applying −⊗ ZG L 2 (G), subject to the usual relations in K 1 . The above condition is equivalent to f becoming invertible after applying − ⊗ ZG D(G) (see [FL3, Lemma 1.21] ). The weak Whitehead group Wh w (G) of G is defined as the quotient of K w 1 (ZG) by {±g | g ∈ G} considered as endomorphisms of ZG via right multiplication. An injective group homomorphism i : G → H induces maps
Example 2.15. For H a finitely generated free-abelian group, we have isomor-
where T denotes the set of non-trivial elements of ZH. The first isomorphism is a special case of the main result of [LL] by Linnell-Lück, and the second one is well-known and induced by the Dieudonné determinant over the field T −1 (ZH).
A ZG-chain complex is called based free if every chain module is free and has a preferred basis. Given an L 2 -acyclic finite based free ZG-chain complex C * , Friedl-
If X is an L 2 -acyclic finite free G-CW-complex, then its cellular chain complex C * (X) is finite and free, and we equip it with some choice of bases coming from the CW-structure. Since this is only well-defined up to multiplication by elements in G, the universal L 2 -torsion ρ
If X is a (possible disconnected) finite CW-complex, then it is L 2 -acyclic if each path component is L 2 -acyclic in the above sense. In this case, its universal L 2 -torsion is defined by
A map f : X → Y of finite CW-complexes such that
is injective for all x ∈ X induces a homomorphism
where
The main properties of the universal L 2 -torsion are collected in [FL3, Theorem 2.5], respectively [FL3, Theorem 2.11], of which we recall here the parts needed in this paper.
Lemma 2.16.
(1) Let f : X → Y be a G-homotopy equivalence of finite free G-CW-complexes. Suppose that X or Y is L 2 -acyclic. Then both X and Y are L 2 -acyclic and we get
is the Whitehead torsion of f and
is the obvious homomorphism.
/ / X be a pushout of finite CW-complexes such that the top horizontal map is cellular, the left arrow is an inclusion of CW-complexes, and X carries the CW-structure coming from the ones on X i , i = 0, 1, 2. Suppose that X i for i = 0, 1, 2 is L 2 -acyclic and that for any x i ∈ X i the induced homomorphism
2 -acyclic and we have
2 -acyclic and in this case we have
u ( Y )) Next we apply this invariant to the groups we are interested in.
Definition 2.17. Let G be a group with a finite model for its classifying space BG, and let g : G → G be a monomorphism. Let T be the mapping torus of the realisation Bg : BG → BG. Given a factorisation G * g p −→ Γ q −→ Z of the induced epimorphism, denote by T → T the Γ-covering corresponding to p. Suppose that the classical Whitehead group Wh(Γ) of Γ is trivial. Then T is L 2 -acyclic [Lüc1, Theorem 1.39], and Lemma 2.16 (1) implies that we get a well-defined invariant
which only depends on G, g and p, but not on the realisations. If p = id G , then we write ρ [Wal, Theorem 19.4 ] says that Wh(F n * g ) = 0, so that we may apply this in particular to the special case where Γ = G * g = F n * g , and p = id.
2.7. The L 2 -torsion polytope. Let H be a finitely generated free-abelian group. An (integral) polytope in H ⊗ Z R is the convex hull of a non-empty finite set of points in H (considered as a lattice inside H ⊗ Z R).
Given two polytopes P 1 and P 2 in H ⊗ Z R, their Minkowski sum is defined as
It is not hard to see that the Minkowski sum is cancellative in the sense that
It turns the set of polytopes in H ⊗ Z R into a commutative monoid with the one-point polytope {0} as the identity. The (integral) polytope group of H, denoted by P(H), is defined as the Grothendieck completion of this monoid, so elements are formal differences of polytopes P − Q, subject to the relation
where on the right-hand side the symbol + denotes the Minkowski sum. With motivation originating in low-dimensional topology, integral polytope groups have recently received increased attention, see [CFF, Fun] . We define P T (H) to be the cokernel of the homomorphism H → P(H) which sends h to the one-point polytope {h}. In other words, two polytopes become identified in P T (H) if and only if they are related by a translation with an element of H.
For a finite set F ⊆ H, we denote by P (F ) the convex hull of F inside H ⊗ Z R. Let G be a torsion free group satisfying the Atiyah Conjecture. Then as before the integral group ring ZG embeds into the skew field D(G). Let p : G → H be an epimorphism onto a finitely generated free-abelian group H, and denote by K the kernel of the projection p. Friedl-Lück [FL3, Section 3.2] define a polytope homomorphism (2.3) P : K w 1 (ZG) → P(H) as the composition of the following maps: Firstly, apply the obvious map
is a skew-field, the Dieudonné determinant constructed in Section 2.2 induces a map
which is in fact an isomorphism (see Silvester [Sil, Corollary 4.3] ). Finally, we use the isomorphism (2.2)
For x ∈ D(K) * H we define P (x) := P (supp(x)) ∈ P(H). It is not hard to see that for two such elements x 1 , x 2 we have P (x 1 x 2 ) = P (x 1 ) + P (x 2 ). We may therefore define a homomorphism (2.7)
Since the target of P is an abelian group, the composition P • j| D(G) × factors through the abelianisation of D(G)
× . The polytope homomorphism announced in (2.3) is induced by the maps (2.4), (2.5), (2.6) and (2.7), and it does not depend on the choices used to construct the isomorphism (2.6). We get an induced polytope homomorphism (2.8)
× , we will henceforth use the isomorphism j without mention and therefore denote the image of
In the following definition we denote by H 1 (G) f the free part of the abelianisation
Likewise, if g : G → G is a monomorphism of a group G with a finite classifying space, and the obvious epimorphism G * g → H 1 (G * g ) f factors through some p : G * g → Γ such that Γ satisfies the Atiyah Conjecture and Wh(Γ) = 0, then the L 2 -torsion polytope of g relative to p
is defined as the image of −ρ
We expect the L 2 -torsion polytope to carry interesting information about the monomorphism g. Even for free groups we get an interesting invariant, which is new also for their automorphisms.
2.8. The Alexander polytope. The Alexander polynomial was first introduced by Alexander in [Ale] as a knot invariant. Its definition was later extended by McMullen [McM] to all finitely generated groups in the following way.
Given a finite CW-complex X with a basepoint x and π 1 (X) = G, consider the covering π : X → X corresponding to the quotient map p :
where x = π −1 (x). Now let A be any finitely generated ZH-module. Since ZH is Noetherian, we may pick a presentation ZH
The elementary ideal I(A) of A is the ideal generated by all (s−1)×(s−1)-minors of the matrix M . The Alexander ideal of X is I(A(X)), and the Alexander polynomial ∆ X is defined as the greatest common divisor of the elements in I(A(X)). This invariant is well-defined up to multiplication by units in ZH and we will view it as an element in Wh w (H) ∼ = T −1 (ZH)/{±h | h ∈ H}, where this isomorphism comes from Example 2.15. Finally, the Alexander polytope P A (X) is defined as the image of ∆ X under the polytope homomorphism
The Alexander module and hence the Alexander polynomial depend only on the fundamental group, and we define ∆ G := ∆ X and P A (G) := P A (X) for any space with π 1 (X) = G. This applies in particular to descending HNN extensions of finitely generated groups.
We emphasise that the Alexander polynomial is accessible from a finite presentation of G: We can take X to be the presentation complex, so that the ZH-chain complex of the pair (X, x) looks like
where C 0 denotes the group of zero chains and F contains the Fox derivatives associated to the given presentation (see Section 2.11). Thus A(X) is the cokernel of the map F , which immediately gives a finite presentation of A(X) as desired.
2.9. Seminorms on the first cohomology. Given a polytope P ⊆ H ⊗ Z R, we obtain a seminorm · P on Hom(H, R) ∼ = Hom R (H ⊗ Z R, R) by putting
It is clear that · P remains unchanged when P is translated within H ⊗ Z R. Moreover, if Q is another such polytope, then we get for the Minkowski sum
Thus we get a homomorphism of groups
where Map(Hom(H, R), R) denotes the group of continuous maps to R with the pointwise addition. In general, N(P − Q) does not need to be a seminorm.
The following definition is due to McMullen [McM] .
Definition 2.19. If G is a finitely generated group, then the Alexander norm
is defined as the image of the Alexander polytope
If G is the fundamental group of a compact connected orientable 3-manifold M , the first cohomology H 1 (M ; R) = H 1 (G; R) carries another well-known seminorm · T , called the Thurston seminorm. It was first defined and examined by Thurston [Thu] and is closely related to the question of whether (and how) M fibres over the circle. One of the main results of [FL3, Theorem 3.27 ] is the following.
Motivated by this result, we make the following definition.
as defined in Definition 2.18 under N the Thurston seminorm on G and denote it by
In order for this definition to make sense, we need to argue that HNN extensions of free groups satisfy the Atiyah Conjecture.
To this end, observe that G fits into the extension
By the work of Linnell (see [Lüc1, Theorem 10 .19]), we know that the Atiyah conjecture holds for F n , is stable under taking directed unions, and so holds for F n , and is stable under taking extensions with elementary amenable quotients, and thus holds for G.
The proof that the terminology seminorm in the above definition is justified needs to be postponed to Corollary 3.5.
In [Har1] Harvey generalised McMullen's work and defined higher Alexander norms
for any finitely presented group G, where δ 0 = · A . While we do not need the precise definition of δ k , the following ingredient will be needed throughout the paper.
Definition 2.22. The rational derived series
being the kernel of the projection
are torsion free and solvable, and so Wh(Γ k ) = 0 since solvable groups satisfy the K-theoretic Farrell-Jones Conjecture by a result of Wegner [Weg] . Moreover, Γ k satisfies the Atiyah Conjecture by the work of Linnell (see [Lüc1, Theorem 10.19] ). Thus, given G = F n * g , Definition 2.17 and Definition 2.18 produce an L 2 -torsion polytope P L 2 (G, p k ) for the projections
The next result is not explicitly stated in [FL2, FL3] , but we will indicate how it directly follows from it.
Theorem 2.23. Let G = F n * g be a descending HNN extension and let
be the obvious projection. Then the image of the L 2 -torsion polytope P L 2 (G, p k ) under N is the higher Alexander norm δ k , unless b 1 (G) = 1 and k = 0.
Proof. Let ν k : Γ k → H 1 (G) f be the natural projection. There is an obvious analogue of [FL2, Theorem 8.4 ] for HNN extensions of free groups which says that for ϕ : H 1 (G) f → Z we have an equality
where T denotes the mapping torus of a realisation of g. The right-hand side denotes the twisted L 2 -Euler characteristic defined and examined in [FL2] . On the other hand, a similar argument as in the proof Theorem 2.20 (see the proof of [FL3, Theorem 3.27]) shows that
Motivated by this result, we introduce new terminology.
Definition 2.24. Let G = F n * g be a descending HNN extension and let
be the obvious projection. Then we call P L 2 (G, p k ) the higher Alexander polytopes.
The Thurston and higher Alexander seminorms satisfy well-known inequalities for compact orientable 3-manifolds by the work of McMullen and Harvey [McM, Har1, Har2] . We use their characterisation in terms of polytopes to prove an analogue in the case of HNN extensions of F 2 . This will be the main result of Section 4.
2.10. The Bieri-Neumann-Strebel invariant Σ(G). We first recall one of the definitions of the BNS-invariant Σ(G), see [Str, Chapter A2 .1].
Definition 2.25 (The BNS invariant). Let G be a group with finite generating set S. The positive reals R >0 act on Hom(G, R) \ {0} by multiplication. The quotient will be denoted by
Given a class [ϕ] ∈ S(G), let Cay(G, S) ϕ denote the subgraph of the Cayley graph of G with respect to S that is induced by the vertex subset {g ∈ G | ϕ(g) 0}. The BNS invariant or Σ-invariant is the subset
Note that S(G), with the quotient topology, is naturally homeomorphic to the unit sphere in H 1 (G; R). The invariant Σ(G) is an open subset thereof (see [BNS, Theorem A] ).
For rational points in S(G) we have a more tangible characterisation. Definition 2.27 (Sikorav-Novikov completion). Let G be a group and ϕ ∈ H 1 (G; R). Then the Sikorav-Novikov completion ZG ϕ is defined as the set
It is easy to verify that the usual convolution turns ZG ϕ into a ring which contains ZG. The reason why we are interested in the Sikorav-Novikov completion is the following criterion to detect elements in the BNS-invariant. Proof. This is originally due to Sikorav [Sik] , see also [FT, Theorem 4.3] for a sketch of the proof.
Remark 2.29. In fact we are only discussing the first BNS invariant
It is easily deducible from the full result of Sikorav that for descending HNN extensions of free groups the higher BNS invariants Σ n (G; Z) all coincide with Σ 1 (G; Z).
Definition 2.30. We define µ ϕ : ZG ϕ → ZG in the following way: Let
and let
It is easy to see that µ ϕ respects the multiplication in ZG ϕ .
The following criterion to detect units in ZG ϕ is well-known; we include a proof here for the sake of completeness. Note that the Sikorav-Novikov completion is a domain, so being left-invertible is equivalent to being right-invertible, and so is equivalent to being a unit. Definition 2.31. A group G is called indicable if it admits an epimorphism onto Z. The group is locally indicable if all of its finitely generated subgroups are indicable.
Lemma 2.32. Let G be a locally indicable group and x ∈ ZG ϕ . Then x is a unit in ZG ϕ if and only if µ ϕ (x) is of the form ±h for some h ∈ G.
Proof. If x has an inverse y ∈ ZG ϕ , then
The latter is an equation in ZG, where the only units are of the form ±h since G is locally indicable [Hig, Theorem 13] .
Conversely, write x = g∈G x g · g and write G k for the (finite) set of elements g ∈ G with g ∈ supp(x) and ϕ(g) = k. After multiplying with the unit µ ϕ (x) −1 , we may assume without loss of generality that G k = ∅ for k < 0, G 0 = ∅, and µ ϕ (x) = 1, so
It is now easy to successively build a left-inverse beginning with
Finally we verify that the above characterisation of units in ZG ϕ is applicable for the groups of our interest.
Lemma 2.33. Let g : F n → F n be a monomorphism. Then the associated descending HNN extension is locally indicable.
Proof. Let G = F n * g denote the descending HNN extension, and let ψ be the induced epimorphism to Z.
We start by noting that G is locally indicable if and only if the normal closure of F n inside G is, since this normal closure is the kernel of ψ, and the image of ψ is a free-abelian group, and thus locally indicable. Now, since G is a descending HNN extension, every finitely generated subgroup of ker ϕ lies in a copy of F n , which is locally indicable. Hence G is locally indicable.
2.11. Fox calculus. In order to start computing, we introduce as a last tool Fox derivatives (defined by Fox in [Fox] ).
Definition 2.34. Let F n be a free group generated by s 1 , . . . , s n , and let w be a word in the alphabet {s 1 , . . . , s n }. We define the Fox derivative ∂w ∂si ∈ ZG of w with respect to s i inductively: we write w = vt where t is one of the generators or their inverses, and v is strictly shorter than w, and set
This definition readily extends first to elements w ∈ F n , and then linearly to elements of ZF n , forming a map ∂w ∂si : ZF n → ZF n . The following equation is known as the fundamental formula of Fox calculus [Fox, Formula (2. 3)].
Proposition 2.35. Let w ∈ F n be any word, and let s 1 , . . . , s n be a generating set of F n . Then we have
The invariants for descending HNN extensions of free groups
In this section we describe the Alexander polynomial and the universal L 2 -torsion in more explicit terms for descending HNN extensions of finitely generated free groups. The computations in this chapter follow from the general properties of the invariants, but we thought it worthwhile to collect them here in order to emphasise that a close connection between the invariants should not come as a complete surprise.
Let us first observe the following.
Lemma 3.1. Let G be a descending HNN extension G = F n * g . Pick a finite classifying space BF n for F n , and a realisation Bg : BF n → BF n . Then the mapping torus T Bg of Bg is a classifying space for G.
Proof. It is well-known that π 1 (T Bg ) = G. For the higher homotopy groups we observe that any map C → T Bg with compact domain C can be homotoped to a map whose image lies in a copy of BF n , which is contractible.
3.1. First consequences. We will always view an m × n-matrix A over a ring R as an R-homomorphism R m → R n by right -multiplication since we prefer working with left -modules.
For a monomorphism g : F n → F n , let G = F n * g , and let s 1 , . . . , s n denote generators of F n , and t the stable letter of the HNN extension. The Fox matrix of g is
∈ ZF n n×n Put S = {s 1 , . . . , s n , t}. We will often consider the matrix
Given s ∈ S, we let A(g; S, s) be the square matrix obtained from A(g; S) by removing the column which contains the Fox derivates with respect to s.
, where G k r are the subgroups of the rational derived series as introduced in Definition 2.22. Denote by p k : G → Γ k the projection and denote the ring homomorphisms p k : ZG → ZΓ k by the same letter. Notice that
The following theorem summarises the various invariants introduced in Section 2 for descending HNN extensions of finitely generated free groups.
Theorem 3.2. With the notation above, let G = F n * g and s ∈ S. Then:
(1) For the universal L 2 -torsion we have
and so
and so 
Proof. (1) We write the relations defining the descending HNN extension
If we let BF n be the wedge of n circles, then the ZG-chain complex of the mapping torus T Bg has the form
where c 1 is given by the transpose of
and c 2 is given by the n × (n + 1) matrix containing the Fox derivatives ∂Ri ∂sj and ∂Ri ∂t . This is precisely the matrix A(g; S) since
where δ ij denotes the Kronecker delta. Consider the ZG-chain complexes
We obtain a short exact sequence of ZG-chain complexes
Since B * is L 2 -acyclic by [Lüc1, Theorem 3.14 (6) on page 129 and (3.23) on page 136], D * is also L 2 -acyclic and we have the sum formula [FL3, Lemma 1.9]
The statement
is obtained by applying the polytope homomorphism P : Wh w (G) → P T (G).
(2) This follows exactly as (1) since the chain complex used to define ρ
We now apply the same argument as in the proof of [McM, Theorem 5 .1]: If b 1 (G) 2, then this yields
Since the isomorphism Wh w (G) ∼ = T −1 (ZH) is given by the determinant over T −1 (ZH), the claim follows from part (2) for k = 0 (since Γ 0 = H).
(4) By Theorem 2.28, [−ϕ] ∈ Σ(G) if and only if
H 0 (G; ZG ϕ ) = 0 and H 1 (G; ZG ϕ ) = 0
The chain complex computing these homology groups is
We assume ϕ(s) = 0 for a fixed s ∈ S. Since G is locally indicable (by Lemma 2.33), Lemma 2.32 shows that s−1 is invertible in ZG ϕ , which implies that c 1 is surjective, and therefore H 0 (G; ZG ϕ ) = 0 for any non-zero ϕ. Assume without loss of generality that s = s 1 . Then the kernel of d 1 is the set
By forgetting the first coordinate we see that K is ZG ϕ -isomorphic to ZG n ϕ , and H 1 (G; ZG ϕ ) = 0 is equivalent to A(g; S, s) : ZG n ϕ → ZG n ϕ being surjective. Since ZG ϕ is stably finite (this was shown by Kochloukova [Koc] ), an epimorphism ZG n ϕ → ZG n ϕ is necessarily an isomorphism. Remark 3.3. Note that the above proof shows (and uses) that A(g; S, s) (resp. p k (A(g; S, s)) is invertible over D(G) (resp. D(Γ k )). We will henceforth call a ZG-square matrix with this property non-degenerate.
Example 3.4. Using part (1) of the above theorem we compute the L 2 -torsion polytope in a few examples. We use a, b, c, . . . to denote some fixed generators of F n .
(1) For arbitrary n and g = id the polytope is just a line of length n−1 between 0 and t n−1 . (2) For g : F 2 → F 2 , x → a k xa −k for some k ∈ Z, we get a tilted line between 0 and a k t. • 0 Figure 1 . The L 2 -torsion polytopes in Example 3.4
More importantly, we can now show that the L 2 -torsion polytope of free group HNN extensions induces indeed a seminorm on the first cohomology.
Corollary 3.5. Let G = F n * g . Then the Thurston seminorm
as defined in Definition 2.21 is indeed a seminorm.
Proof. As a difference of seminorms it is clear that · T is R-linear and continuous. First let ϕ ∈ H 1 (G; Q) be a rational class. We easily find a generating set s 1 , . . . , s n of F n such that ϕ(s 1 ) = 0. We add a stable letter to this set, and form a generating set S for G.
We get from the previous theorem
By [FH, Theorem 2.2] of Friedl-Harvey applied to K = D(K)
, the polytope P (det D(G) (A(g; S, s 1 ))) defines a seminorm on H 1 (G; R) which we denote by · T ′ . Then, since ϕ(s 1 ) = 0, we have ϕ T = ϕ T ′ 0 and for any ψ ∈ H 1 (G; R)
This finishes the proof for rational classes. The general case directly follows by the continuity of · T .
The Determinant Comparison Problem.
We borrow the following partial order on P T (H) from Friedl-Tillmann [FT] : If P − Q, P ′ − Q ′ ∈ P T (H), then we say that
If this is the case, then the norm map
for all ϕ ∈ Hom(H, R). Upon comparing parts (1), (2), and (3) → H be epimorphisms of finitely generated torsion-free groups G and G and a free-abelian group H. Assume that G and G satisfy the Atiyah Conjecture. Let A be an n × n-matrix over ZG that becomes invertible over D(G) such that its image µ(A) becomes invertible over D(G). Consider the polytope homomorphism P : K w 1 (ZG) → P T (H) and likewise for G. Is the inequality
We record the following consequence.
Lemma 3.7. If Question 3.6 is true for a descending HNN extension G = F n * g with stable letter t, then
for all ϕ ∈ H 1 (G; R), unless k = 0 and b 1 (G) = 1. In this latter case,
Proof. This follows directly from Theorem 3.2.
The following is an elementary observation.
Lemma 3.8. If n = 1, then Question 3.6 is true.
The difficulty in answering Question 3.6 comes from the fact that polytopes are hard to control when adding elements in D(G), but this invariably happens when calculating the Dieudonné determinant. In this case it is sometimes easier to work with one cohomology class ϕ : G → Z at a time, rather than taking the maximal free-abelian quotient p : G → H 1 (G) f . Because of this, it is useful to note that we can weaken the assumption of Lemma 3.7.
Proposition 3.9. If G = F n * g is a descending HNN extension and Question 3.6 is true whenever H = Z, then the conclusion of Lemma 3.7 holds.
Proof. Given epimorphisms
G p −→ H ν −→ H ′ ψ
−→ Z, where H and H
′ are finitely generated free-abelian, denote by
the polytope homomorphisms associated to p and ν • p. Then [FL2, Lemma 6 .12] states in our notation that for any element x ∈ Wh w (G) we have
We apply this to the epimorphisms
Let A = A(g; S, t) and let x ∈ Wh w (G) be given by
By Theorem 3.2, (1) and the definition of the Thurston norm (see Definition 2.21), the equality (3.1) becomes
where f : P T (Z) ∼ = −→ Z denotes the isomorphism given by mapping an interval [m, n] ⊆ R with m, n ∈ Z to n − m. By the same arguments we get the equality
from Theorem 2.23, unless b 1 (G) = 1 and k = 0. In this latter case, we get from Theorem 3.2, (3)
The assumption that Question 3.6 is true whenever H = Z implies
−→ Z is order-preserving when Z is equipped with the usual order, we obtain the desired inequalities from (3.2), (3.3), and (3.4). 
Thurston, Alexander and higher Alexander norms
In this section we will circumvent the Determinant Comparison Problem to prove the inequalities announced in Lemma 3.7 for descending HNN extensions of F 2 . As before, we denote by Γ k = G/G k+1 r the quotient of the rational derived series and the natural projections by p k : G → Γ k . We also write H = Γ 0 = H 1 (G) f .
Definition 4.1. Let be a biorder on H. For every k 0 we let K k be the kernel of the projection Γ k → H. We define maps
where h 0 is the -minimal element in the support of λ h · h. It is easy to see that µ is multiplicative and so extends to a group homomorphism on the Ore localisation (
The same statements hold for x, y ∈ D(Γ k ) × , k 0.
Proof. Each of the claims is obvious if both x and y lie in the subring D(K) * H. For the general case, write
and for the first claim it thus suffices to prove
But by assumption we have
and so the first observation in this proof is applicable and yields (4.1). The other claims follow in precisely the same way.
Recall that we have introduced a non-degeneration condition in Remark 3.3. Under this assumption the following definition is meaningful. Definition 4.3 (Well-behaved matrices). Let be a biorder on H. A nondegenerate square matrix A over ZG is well behaved with respect to if for every
, we say that A is very well behaved.
Lemma 4.4. The product of two well-behaved matrices is itself well-behaved. Also, a matrix is well-behaved if and only if it is so after being multiplied on either side by a very well-behaved matrix.
Proof. This follows immediately from the observations that the Dieudonné determinant and µ are multiplicative, and is multiplication invariant.
Lemma 4.5. Let A be a non-degenerate 2 × 2 matrix over ZG. Then A is wellbehaved provided that det D(G) µ (A) = 0.
and let us fix a k.
Since A is non-degenerate, it contains at least one entry which does not become zero after applying p k ; without loss of generality let us suppose that d is such an entry.
We have det
Note that supp µ (bd −1 cd) = supp µ (bc) and likewise after applying p k (we are also allowing empty supports here).
We need to consider three cases. If supp µ (ad) < supp µ (bc), then by Lemma 4.2
and thus
The case supp µ (bc) < supp µ (ad) is analogous. Now let us suppose that supp µ (bc) = supp µ (ad). By assumption we have
and so by the second part of Lemma 4.2
which completes the proof.
Lemma 4.6. Let G = F 2 * g be a descending HNN extension with generating set S = {x, y, t}. Let be a biorder on H 1 (G) f and suppose that p(y), p(x) > 0 or p(y), p(x) < 0. Then for every s ∈ S the matrix A(g; S, s) as defined in Section 3.1 is well-behaved with respect to .
Proof. Let v = g(x) and w = g(y). Consider
Note that B y is well-behaved if and only if so is A(g; S, t) since both of the matrices on the right are very well-behaved; for the middle matrix we are using the fact that
Using Proposition 2.35 we compute
Now B y is clearly a product of a very well-behaved matrix and the matrix
We form B x in the analogous manner:
and observe as before that it is a product of a very well-behaved matrix and the matrix
From all this we see that one of A(g; S, x), A(g; S, y), A(g; S, t) is well-behaved if and only if the others are.
We now show that the matrices A(g; S, x), A(g; S, y), A(g; S, t) are indeed wellbehaved for any monomorphism h : F 2 → F 2 by induction. Depending on whether p(x), p(y) are both positive or both negative, we need to consider two cases.
The induction in this case is over n, the length of the maximal common prefix of v and w.
Suppose first that n = 0. If For the induction step, let us suppose that v and w have a common prefix. We let l be the first letter of v and w; without loss of generality let us assume that l ∈ {y ±1 }. Let s = tl ∈ G, and also write v
If we let g ′ : F 2 → F 2 be g followed by conjugation with l, then G is isomorphic to the HNN extensions F 2 * g ′ with stable letter s. From the above calculation we see for S ′ = S ∪ {s} {t} that
Note that when l ∈ {x ±1 }, we show that A(g ′ ; S ′ , y) = A(g; S, y). The claim now follows from the induction hypothesis since g ′ (x) and g ′ (y) have a shorter common prefix, and from the fact that A(g; S, x) being well behaved implies the same for A(g; S, y).
This case is completely analogous, except now we induct on the length of the maximal common suffix. Let us look at the base case of the induction. Recall that Theorem 4.7. Let G be a descending HNN extension of F 2 with b 1 (G) 2. Then we have for the Thurston and higher-order Alexander semi-norms on H 1 (G; R) the inequality
Proof. Let ϕ ∈ H 1 (G; R) be a non-trivial class. There exist two biorders on H 1 (G) f , say + and − , such that the former makes ϕ : H 1 (G) f → R into an order-preserving and the latter into an order-reversing map. We will write µ ± for µ ± .
Since b 1 (G) 2, the projection p : G → H 1 (G) f is non-trivial on F 2 , and hence one easily finds generators x, y for F 2 such that p(x), p(y) < + 0. Put A = A(g; S, t).
Theorem 3.2 tells us that
Note that P (t − 1) = P (p k (t) − 1). Thus by Theorems 2.20 and 2.23, it suffices to show
By the choices of ± we have
and similarly for det D(Γ k ) (p k (A)) (note that, formally speaking, each µ ± should be replaced by supp µ ± in the above expression; we omitted the supp for the sake of clarity, and we will continue to do so).
By Lemma 4.6, the matrix A is well-behaved with respect to both + and − . Since ϕ is order-preserving when we consider µ + and order-reversing when we consider µ − , this means that
) and the result follows.
4.1. Fibred cohomology classes. In this short section we look at a cohomology class ϕ : G → Z that is fibred in the sense that its kernel is finitely generated.
Corollary 4.8. Let G = F 2 * g be a descending HNN extension with b 1 (G) 2. If ϕ : G → Z is surjective and fibred, then we have [±ϕ] ∈ Σ(G) and
where b 1 denotes the usual first Betti number.
Proof. The claim about the Σ-invariant is well-known [BNS, Theorem B1] , and is in fact an equivalent characterisation of ϕ being fibred.
Since ϕ has finitely generated kernel K, it follows from the work of GeogheganMihalik-Sapir-Wise [GMSW, Theorem 2.6 and Remark 2.7] that K is finitely generated free itself, say of rank m. Denote the inclusion by i : K → G.
By claim (3.26) made in the proof of [FL3, Theorem 3 .24], we have
where T is the mapping telescope of a realisation of g. Recall that the K-CWcomplex i * T is a model for EK and that K is finitely generated free, so 
torsion polytope and the BNS-invariant
In this section we relate the L 2 -torsion polytope of a descending HNN extension of F 2 with the BNS-invariant introduced in Section 2.10. This approach is motivated by the following results: If M is a compact orientable 3-manifold, the unit norm ball of the Thurston norm is a polytope, and there are certain maximal faces such that a cohomology class comes from a fibration over the circle if and only if it lies in the positive cone over these faces [Thu] . Bieri-Neumann-Strebel [BNS, Theorem E] showed that the BNS-invariant Σ(π 1 (M )) is precisely the projection of these fibered faces to the sphere S(G) = (Hom(G, R) {0})/R >0 . Since the L 2 -torsion polytope induces the Thurston norm for descending HNN extensions of F n , we expect a similar picture in this setting. The work of Friedl-Tillmann [FT, Theorem 1 .1] provides further evidence for this expectation.
Definition 5.1. Let H be an abelian group with a total ordering , which is invariant under multiplication. Let R be a skew-field. We define R(H, ) to be the set of functions H → R with well-ordered support, that is f : H → R belongs to R(H, ) if every subset of H whose image under f misses zero has a -minimal element.
Theorem 5.2 (Malcev, Neumann [Mal, Neu] ). Convolution is well-defined on
R(H, )
and turns it into a skew-field.
Remark 5.3. In fact, given structure maps ϕ : H → Aut(R) and µ : H × H → R × of a crossed product R * H, one can also define a crossed-product convolution on R(H, ) in a way completely analogous to the usual construction of crossed product rings (see Definition 2.8). The resulting ring is still a skew-field, and we will denote it by R * (H, ) for emphasis.
Remark 5.4. In fact the Malcev-Neumann construction works for all biorderable groups, and not merely abelian ones.
In order to relate the L 2 -torsion polytope to the BNS-invariant, we first need to put the skew-field D(G) and the Novikov-Sikorav completion ZG ϕ (introduced in Definition 2.27) under the same roof.
with L = ker(ϕ), let ϕ be a multiplication invariant total order on H 1 (G) f such that ϕ is order-preserving (we endow R with the standard ordering ). We define
in the sense of Remark 5.3. Then there is a commutative diagram of rings
such that all maps are inclusions, where ι denotes the inclusion im ϕ ֒→ R, and ZL * im ϕ ι denotes the Sikorav-Novikov completion of ZL * im ϕ with respect to ι : im ϕ → R.
Proof. All maps apart from i ϕ and j ϕ are either obvious or have already been explained. The commutativity of the upper and lower triangle is clear. Since F(G, ϕ) is a skew-field, the universal property of the Ore localisation allows us to define
as the localisation of the obvious inclusion
The definition of
uses the same formulae as the composition
and we need to verify that this indeed maps to formal sums with well-ordered support with respect to ϕ . But this follows directly from the fact that
is order-preserving. The commutativity of the right-hand triangle follows immediately.
Definition 5.6. Given ϕ ∈ Hom(G, R) and
we set
We record the following properties.
Lemma 5.7. Let ϕ ∈ Hom(G, R).
(1) The map µ ϕ is a group homomorphism.
(2) It restricts to maps (denoted by the same name)
and the latter map agrees with µ ϕ : ZG × ϕ → ZG {0} from Definition 2.30. Proof. This is obvious.
We now give a practical method for calculating the BNS invariant for descending HNN-extensions of F 2 .
Theorem 5.8. Let G be a descending HNN extension of F 2 . Let ϕ ∈ Hom(G, R) {0}
Suppose that x, y are generators of F 2 for which ϕ(x), ϕ(y) > 0, and let g : F 2 → F 2 be a monomorphism such that G = F 2 * g , and such that g(x), g(y) have no common prefix. Then [−ϕ] ∈ Σ(G) if and only if
Proof. By Theorem 3.2, (4), we have −ϕ ∈ Σ(G) if and only if the map
is an isomorphism, where
Since ϕ(y) = 0, the element y − 1 is invertible in ZG ϕ , and thus we may perform an elementary row operation over ZG ϕ to obtain a triangular ZG ϕ -matrix
Note that A is invertible over ZG ϕ if and only if the diagonal entries of B are invertible in ZG ϕ . One of the diagonal entries is y − 1, which we already know to be invertible. The other one is invertible if and only if
for some z ∈ G, thanks to Lemma 2.32. But
and the supports of 1 − t ∂g(y) ∂y and t
∂g(x) ∂y
have a trivial intersection: the lack of common prefixes of g(x) and g(y) implies that the only element in G which could lie in both supports is t, but then we would need to have both g(x) and g(y) starting with y, which would yield a non-trivial common prefix.
This implies
Remark 5.9. The above theorem does not apply to ϕ ∈ H 1 (G; R) {0} which have F 2 ker ϕ. There are however only two such cohomology classes (up to scaling): ψ, the class induced by the HNN-extension G = F 2 * g , which lies in Σ(G) if and only if g : F 2 → F 2 is an isomorphism, and −ψ, which always lies in Σ(G).
For every other ϕ ∈ H 1 (G; R) {0} one easily finds appropriate generators x and y, and then any monomorphism F 2 → F 2 inducing G can be made into the desired form by postcomposing it with a conjugation of F 2 . Such a postcomposition does not alter the isomorphism type of G.
Next we are going to relate the L 2 -torsion polytope P L 2 (G) to the BNS invariant for G = F 2 * g . For this we need some more preparations.
Definition 5.10. Let H be a finitely generated free-abelian group. Let P ⊆ H ⊗ Z R be a polytope and take ϕ ∈ Hom(H, R). We define the minimal face of P for ϕ to be
It is easy to see that F ϕ respects Minkowski sums and hence induces group homomorphisms
We call ϕ and ψ x-equivalent if we can write x = u −1 v with u, v ∈ D(K) * H in such a way that
We are aiming at proving that the universal L 2 -torsion determines the BNSinvariant for descending HNN extensions of free groups. In this process the following lemma is crucial in order to extract algebraic information about Dieudonné determinants from geometric properties of their polytopes.
Lemma 5.12. Let x ∈ D(G)
× and ϕ, ψ ∈ Hom(G, R). If ϕ and ψ are x-equivalent, then
, so that by assumption we have
The same argument applies to v and so the claim follows from
The following is similar to [FT, Theorem 1 .1]; although we do not provide markings on the polytopes which fully detect the BNS-invariant, Theorem 5.8 makes up for this lack. The crucial point now is that the BNS invariant is locally determined by a polytope.
Theorem 5.13. Let g : F 2 → F 2 be a monomorphism and let G = F 2 * g be the associated descending HNN extension. Given ϕ ∈ Hom(G, R) {0} such that −ϕ is not the epimorphism induced by F 2 * g , there exists an open neighbourhood U of [ϕ] in S(G) and an element d ∈ D(G) × such that:
(1) The image of d under the quotient maps
Proof. Suppose that ker ϕ = F 2 . We easily find generators x, y of F 2 for which ϕ(x), ϕ(y) > 0. Set Since B is obtained from A by an elementary row operation over F(G, ϕ) in which we add a multiple of the last row to another row, and such operations do not affect the canonical representative of the Dieudonné determinant, we have
which is the product of the diagonal entries of B. Note that B is invertible over ZG ϕ if and only if the diagonal entries are invertible in ZG ϕ , which is the case if
UPG automorphisms
In this section we will strengthen Theorem 4.7 and Theorem 5.13 for a class of free group automorphisms.
Definition 6.1 (Polynomially growing and UPG automorphism). An automorphism f : F n → F n is polynomially growing if the quantity d(1, f n (g)) grows at most polynomially in n for every g ∈ F n , where 1 denotes the identity in G and d is some word metric on F n . If, additionally, the image f of f under the obvious map Aut(F n ) → GL(n, Z) is unipotent, i.e. id − f is nilpotent, then f will be called UPG.
The main result of Cashen-Levitt [CL, Theorem 1.1] reads as follows.
Theorem 6.2. Let G = F n ⋊ g Z with n 2 and g polynomially growing. Then there are elements t 1 , ..., t n−1 ∈ G F n such that
Motivated by this, we prove Theorem 6.3. Let G = F n ⋊ g Z with n 1 and g a UPG automorphism. Denote by
the projection, where G k r denotes the k-th subgroup of the rational derived series. For simplicity write Γ ∞ for G and p ∞ for id G .
Then there are elements t 1 , ..., t n−1 ∈ G F n which can be chosen to coincide with those of Theorem 6.2 such that for k ∈ N ∪ {∞} (6.1) ρ
In particular,
is a polytope (and not merely a difference of polytopes) which is independent of k ∈ N ∪ {∞}.
Combining the previous two results, we see that the BNS-invariant of UPG automorphisms is easily determined by their L 2 -torsion polytope. More precisely, we have the following analogue of [FT, Theorem 1.1].
Proof. Any one-dimensional face of
contains a translate of P (1 − t i ) for some 1 i n − 1.
Now F ϕ (P L 2 (G)) = 0 if and only if F ϕ (P L 2 (G)) contains a one-dimensional face, i.e. a translate of P (1 − t i ) for some i. This is equivalent to ϕ(t i ) = 0 for some i, which by Theorem 6.2 is equivalent to [ϕ] / ∈ Σ(G).
Remark 6.5. We suspect Theorem 6.3 to hold as well for polynomially growing automorphisms. It is well-known that any polynomially growing automorphism has a power that is UPG, see Bestvina-Feighn-Handel's [BFH, Corollary 5.7.6 ]. Thus, in order to reduce Theorem 6.3 for polynomially growing automorphisms to the case of UPG automorphisms, one needs a better understanding of the restriction homomorphism i * : Wh w (F n ⋊ g Z) → Wh w (F n ⋊ g k Z)
(induced by the obvious inclusion i :
u (F n ⋊ g k Z) (see Lemma 2.16 (3)).
We also obtain Corollary 6.6. Let G = F n ⋊ g Z with n 2 and g a UPG automorphism. Let ϕ ∈ H 1 (G; R). Then for all k ∈ N ∪ {∞} we have
Proof. This follows directly from the fact that P L 2 (G; p k ) is independent of k ∈ N∪{∞} as stated in Theorem 6.3. Note that b 1 (G) 2 by [CL, Remark 5.6 ]. Hence we get as special cases P L 2 (G; p 0 ) = P A (G) by Theorem 3.2 (3) and this polytope determines the Alexander norm, and on the other hand P L 2 (G; p ∞ ) = P L 2 (G) which determines the Thurston norm.
Theorems 6.2 and 6.3 both rely on the following lemma which follows from the train track theory of Bestvina-Feighn-Handel [BFH] ; see [CL, Proposition 5.9 ] for the argument.
Lemma 6.7. For n 2 and a UPG automorphism g ∈ Aut(F n ), there exists h ∈ Aut(F n ) representing the same outer automorphism class as g, such that either (1) there is an h-invariant splitting F n = B 1 * B 2 , h = h 1 * h 2 ; or (2) there is a splitting F n = B 1 * x such that B 1 is h-invariant and h(x) = xu for some u ∈ B 1 .
This lemma allows us two write the semi-direct product associated to a UPG automorphism as an iterated splitting over infinite cyclic subgroups with prescribed vertex groups. This is explained in [CL, Lemma 5 .10] and will be repeated in the following proof.
Proof of Theorem 6.3. We prove the statement by induction on n. For the base case n = 1 we have F 1 ⋊ g Z ∼ = Z 2 and ρ For the inductive step, we may assume that g = h in the notation of Lemma 6.7 since the isomorphism class of F n ⋊ g Z only depends on the outer automorphism class of g. We analyse the two cases appearing in Lemma 6.7 separately.
Case 1: There is a g-invariant splitting F n = B 1 * B 2 , g = g 1 * g 2 . Write
and let G 0 = Z ֒→ G i be the inclusion of the second factor. Then we have G = F n ⋊ g Z ∼ = G 1 * G0 G 2 and the Fox matrix of g is of the form
Let j i : G i → G be the inclusions, and denote a generator of G 0 and its image in the various groups G i by t. By [CL, Remark 5 .6], we have b 1 (G) 2 and similarly for G 1 and G 2 . Hence by Theorem 3.2 (2) and (3) as well as the above matrix decomposition, we compute in Wh
u (G 1 ; p 1 k ))) + (j 2 ) * (ρ Notice that r 1 + r 2 = n. Moreover, the corresponding induction step in the proof of Theorem 6.2 adds t to the union of the t ′ i and the t ′′ i . Thus the desired statement (6.1) follows by combining (6.2), (6.3), and (6.4).
Case 2: There is a splitting F n = B 1 * x such that B 1 is g-invariant and g(x) = xu for some u ∈ B 1 . In this case, let g 1 = g| G1 , G 1 = B 1 ⋊ g1 Z ⊆ G, and denote the stable letter of G 1 and G by t.
In this case, the Fox matrix of g takes the form
From this we compute in Wh w (Γ k ) similarly as in the first case
(6.5)
The corresponding induction step in the proof of Theorem 6.2 adds t to the elements t ′ i belonging to G 1 which we get from the induction hypothesis. This finishes the proof of Theorem 6.3.
Remark 6.8. The same strategy as above can be used to prove that the ordinary L 2 -torsion ρ (2) (g) := ρ (2) (F n ⋊ g Z) ∈ R vanishes for all polynomially growing automorphisms. Here the reduction to UPG automorphisms explained in Remark 6.5 is simpler since we have ρ (2) (g k ) = k · ρ (2) (g), so that the vanishing of the L 2 -torsion of some power of g implies the vanishing of the L 2 -torsion of g. This is a special case of a result of Clay [Cla, Theorem 5.1] .
