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1 Introduction 
The Renewable Energy Power System (REPS) is an off-grid system that consists of solar power, wind 
power, battery storage and a diesel generator to back up the batteries when they are low of charge. 
REPS facility is located in the Renewable Outdoor Testing Area (ROTA) on the eastern side of 
Murdoch University South Street campus, Western Australia as shown in Figure 1. REPS facility uses 
grid-independent equipment to generate its own power and to simulate the conditions of an actual 
off-grid house, where inside the facility there are various devices placed such as a refrigerator, 
television, fan and audio player displayed, but they were not used in this project. In addition, all 
the indoor equipment (other than bulky items) that are used in the system such as inverters, 
monitoring systems and more, are displayed on the wall to ease understanding of the system for 
the students. The REPS facility is designed primarily for students to familiarise themselves with off-
grid systems. 
ROTA
 
FIGURE 1 - ROTA LOCATION ON THE MAP [1] 
2 Aims 
The main task of this project is to monitor the performance of the REPS in different weather 
conditions and to evaluate the system in terms of its efficiency and capabilities including recording 
the outputs of the renewable generators and comparing the contributions of each generator. By 
evaluating the performance of the system, and the capabilities and limitations of the system in 
terms such as meeting the daily load can be known. In addition, the efficiency curves of the 
equipment can be compared with the rated efficiency curves which can be a good indicator whether 
the equipment is performing as it is supposed to or if there are problems with the equipment. Other 
tasks are involved such as improving existing LabVIEW programs that will do the monitoring and 
controlling the load bank.  
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The tasks of this project were: 
1. Integration of a programmable load bank into the REPS training facility. 
2. Development and implementation of suitable load profiles for REPS. 
3. Improving the existing LabVIEW programs (Profile Loader, RAPS2 beta and Read FP WMT) for 
smoother operation during the project. 
4. System monitoring, evaluation and documentation over a number of battery charging cycles 
for different load profiles while observing the contributions from different renewable 
generators to the system. 
5. Performance monitoring, evaluation and documentation of the Fortis-Passaat wind turbines 
under various wind and load conditions. 
 
Originally, the tasks included monitoring the performance of a second wind turbine and a diesel 
generator. However, they were impossible to complete due to equipment issues. One of the two 
wind turbines (Ginlong) was not generating power as explained in section 4.6.1, as well as the diesel 
generator not functioning as explained in section 4.6.2. 
3 Overview of Equipment 
The locations of the equipment is shown on the map Figure 2. 
 
FIGURE 2 - LOCATIONS OF COMPONENTS ON MAP [1] 
The layout of the components of the REPS is displayed in Figure 3.  
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FIGURE 3 - REPS LAYOUT 
4 Equipment 
The following are brief descriptions of the equipment 
that is present in the REPS: 
4.1 Solar Power System 
Modules:  
There are 16 Solarex MSX-77 photovoltaic modules 
and each of these modules contain 36 polycrystalline 
silicon solar cells configured in two series strings 
which enables the module to generate a current of 
4.56A and a voltage 16.9V under STC, and the 
configuration of the cells can be easily changed [2]. 
The array consists of 16 modules in series, which 
would result an output voltage at maximum power 
(Vmp) of 270.4V, maximum operating voltage of 315V 
(at minimum temperature of 5°C) and a current 
output at maximum power (Imp) of 4.56A [3]. The 
rated power output of this array is 1.2kW under STC. 
(See Figure 4) 
Inverter:  
The SMA Sunny Boy 1100 inverter is manufactured by a reputable manufacturer SMA known for their 
leading and highly efficient inverters (See Figure 5). The SB inverter converts the DC power supplied 
FIGURE 4 - SOLAREX MSX-77 ARRAY IN REPS 
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by the PV modules into a single-phase AC power which 
feeds into the AC bus of the REPS. Its maximum input 
DC power is 1.2kW and the MPPT voltage range of the 
inverter is between 139V and 320V. Note that the 
maximum operating voltage of the array is 315V which 
is slightly lower than the maximum input voltage of 
the MPPT, which also has a maximum input current of 
10A [4]. 
 
4.2 Wind Power System 
There are two wind turbines in the REPS, but only one 
of them can operate at a time. Each wind turbine has 
different components (controller and dump load) but 
they share the same wind inverter. The two systems 
are separated by a locked changeover switch. 
Wind Turbines: 
1. The Fortis Passaat (1400) wind turbine has a rotor diameter of 3.12m with three blades 
made of fiberglass-reinforced epoxy and it is placed on an 18m high tower. Its cut-in wind 
speed is 2.5m/s, its rated power output at 16 m/s is 1.4kW and its power curve is shown in 
Figure 6. Its generator is a 3-phase permanent magnet synchronous generator. [5]  
 
FIGURE 6 - FORTIS PASSAAT 1400 POWER CURVE AT HUB HEIGHTS OF 12-24M  [5] 
2. The Ginlong Show-15A Wind Turbine is a wind turbine that has a rotor diameter of 3.2m, 
five blades made of fiberglass reinforced composite, and it is placed on an 18m high tower. 
Its cut-in wind speed is 2.4m/s, its rated power is 1.55kW at a wind speed of 10.5m/s and 
its power curve is shown in Figure 7. The generator is a 3-phase direct drive permanent 
magnet (NdFeB) generator [6].  
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FIGURE 7 - GINLONG SHOW-15A POWER CURVE [6] 
Controllers: 
1. The SMA Windy Boy Protection Box 400 is a controller connected to the FP wind turbine and 
its dump load. The controller carries the task of rectifying the three-phase power from the 
FP to DC power that is fed to the inverter. The controller has a nominal power rating of 6 
kW with a maximum input AC voltage of 500V and a maximum phase current of 11.5A. It 
also has an overvoltage protection that limits the DC output voltage to 400V. It directs the 
power to the inverter if the power flows to the battery when the battery is not fully charged 
or if the there is a load on the system. However, if the inverter is disconnected or if there 
are no loads on the system; the power is directed to the dump load. [7]  
 
2. Ginlong Protection Box is a controller that operates in the same way as the SMA WB 
Protection Box. This controller has a rated input power of 20kW with a maximum input AC 
voltage of 500V and a maximum phase current of 40A. It has an overvoltage protection that 
limits the DC output voltage to 400V. [8] 
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Dump Loads: 
There are two dump loads. One is connected to each 
controller and both dump loads consist of a heat 
dissipater, which is why they are considered fire hazards 
if they are placed inside the REPS facility. Therefore, 
they are placed outside of REPS facility.  
Inverter:  
The SMA Windy Boy 1700 wind inverter is an inverter 
that converts the DC power that is outputted by one of 
the two controllers to AC power, which feeds into the 
REPS AC bus (See Figure 8). The inverter has a rated 
output of 1.7kW and its input DC voltage range is 
139V~400V. It has a maximum input current of 12.6A. 
[9]   
4.3 Off-grid System 
Inverter:  
SMA Sunny Island 5048 is a two-way power converter 
that rectifies AC power into DC power and vice versa 
(See Figure 9). It is connected to the AC bus of REPS, 
the battery bank and the diesel generator. It is capable 
of controlling the diesel generator. The inverter inverts 
and rectifies the energy from and to the batteries for 
charging and discharging, and it is capable of 
disconnecting the batteries from the system to protect 
them when the state of charge reaches a certain low 
level. The inverter is also capable of triggering the 
operation of an automatic diesel generator where it 
synchronises it then connects it to the AC bus either 
manually (by the user) or automatically when the state 
of charge of the batteries reaches a level specified by 
the user. [10] 
Batteries:  
There are eight Exide Energystore RAPS Batteries 
(6RP1080). The size of each battery is 1080Ah and 
they output a voltage of 6V [11]. The batteries are 
connected in series so that the array outputs a voltage 
of 48V. The total battery capacity is 51.84 kWh, if 
they are not degraded. Battery degredation 
accumulates over time, so it is expected that the 
capacity is lower than 51.84 kWh [12].   
Diesel Generator:  
The WTGS68000DE generator is diesel powered and 
produces a rated single-phase power of 4.2kW (See 
Figure 10). This generator features an automatic 
voltage regulator (AVR), electric start and auto-start 
where it can start operating automatically when it 
FIGURE 9 - SMA SUNNY ISLAND 5048 
FIGURE 8 - SMA WINDY BOY 1700 
FIGURE 10 - WTGS68000DE DIESEL 
GENERATOR 
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loses a certain signal, which is usually the grid connection point. [13] 
4.4 Monitoring Systems 
1. The Data Acquisition enclosure consists of various devices such as National Instruments 
Compact DAQ units, cDAQ, Dataforth wide bandwidth voltage input modules and more. The 
role of the devices in the enclosure is to measure voltages and currents in various locations 
in the REPS, as well as output waveforms and send this information to a USB output (the 
computer).   
2. The SMA Sunny Webbox is a data-logging device that is tasked with reading and logging the 
values that are supplied by the other SMA devices. All of the SMA inverters and the Webbox 
are connected by an RS485 cable and Webbox logs these values, and uploads them to the 
Sunny portal and to a folder in the Murdoch University network. The Webbox also displays 
the spot values that are read by different components via its web interface, and allows the 
user to download the logged values averaged over either 5-min or 10-min periods depending 
on the user’s choice. [14] 
3. The Wind Monitoring Tower (WMT) is approximately a 30m 
high mast that consists of various sensing devices at 
heights of 3m, 10m, 18m, 24m and 30m (See Figure 11). 
The sensing devices include anemometers, wind direction 
sensors, temperature sensors, and air pressure sensors. 
The wind turbine towers are 18m high, which 
corresponded to the sensors at 18m high. Some of these 
sensors were not working at the time of the project. The 
status of the sensors is listed in 10.1 Appendix A. 
4. LabVIEW is an engineering software tool, developed by 
National Instruments, that is capable of various tasks such 
as acquiring measurement data, controlling instruments, 
automating systems and is used for various other 
purposes. LabVIEW is a graphical program that consists of 
a user interface panel and a block diagram where the user 
interface panel displays what is intended for users, and 
the programming of the user interface is to be made in 
the block diagram [15]. Its main role in this project is to read and log values from different 
locations such as the data acquisition enclosure and field points, as well as control the load 
bank. The existing LabVEW programs used in this project are: 
 RAPS2_Beta.vi 
This program’s main role is to read values from the Data Acquisition enclosure such 
as voltages, currents and waveforms from different locations in REPS, display these 
values, plot the waveforms, and log the voltages and currents into the system. 
 Profile Loader.vi 
This program uses the connection from the ACRELoad load bank to control the load 
bank’s resistor value, and this is done by selecting buttons on the program’s user 
interface. 
FIGURE 11 - WIND MONITORING 
TOWER 
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 Read FP WMT.vi 
This program’s role is to read values from 
the wind monitoring station field points in 
real-time. 
4.5 Loads 
1. The Windows 7 computer is connected to the Murdoch 
University network and has the necessary software 
installed such as NI LabVIEW, Microsoft Office products, 
RSLinx and more. The computer’s power was initially 
supplied by REPS. 
2. The ACRELoad load bank is a programmable single-phase 
resistive load with three-phase connectors that can be 
operated either manually or automatically (See Figure 
12). The load bank can be controlled by remote 
connection via RS-232 connection to either a computer 
or a compatible handheld. In this project, the computer 
is connected to the load bank and LabVIEW controls it.  
3. All of the monitoring devices placed in the REPS are also 
powered from the REPS, and not from any external 
source. The load bank is by design able to apply a load 
of any multiple of 5W from 5W to 10235W. 
All equipment was tested and was found to be working normally except the components described 
in the following section. 
4.6 Issues Associated with Equipment 
4.6.1 Ginlong Wind Turbine 
The 1.55 kW GIN wind turbine did not seem to supply power to the system. When the wind turbine 
was switched over from the FP wind turbine to the GIN, the GIN wind turbine has started spinning, 
because it was connected to the system and then the REPS was monitored over a few hours to 
confirm if the switchover was done correctly or not. To confirm that GIN was working properly, it 
had to meet all of the following conditions: 
1. The wind turbine blades have to spin normally (not very fast). If they do not spin even 
though sufficient wind speed is available, then it means the shorting is still affecting the 
turbine, and if they spin too fast, then it means that the switchover procedure was not done 
correctly (i.e. the wind turbine has an open circuit).  
2. LabVIEW program (RAPS2_beta.vi) has to read values from the wind turbine (other than 
noise). 
3. The WB has to switch on, which would indicate that the power has reached the inverter 
from The GIN. 
Unfortunately, only the first condition has been met. The wind turbine started spinning at a normal 
speed, not very fast compared to the other wind turbine. Furthermore, the LabVIEW program has 
not detected any readings from the wind turbine; the program reads from sensors that have probes 
connected directly to the wind turbine, dump load, and controller outputs, and all of them read 
negligible values. The day of the switchover was not a windy day, so the system was monitored for 
a few hours to observe if the WB inverter would turn on or not. The wind maintained a speed of 
4~7m/s for quite a while which is much higher than the wind turbine’s cut-in speed (2.5m/s), but 
FIGURE 12 - ACRELOAD LOAD BANK 
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the WB still did not turn on. Therefore, it was decided that the GIN needed expert technical 
attention. Further details are explained in section 8.3. 
4.6.2 Diesel Generator 
The 4.2 kW WTGS68000DE diesel generator is an automatic diesel generator that by design switches 
on when it loses the 240V signal that comes from the grid. These types of generators of this size 
are normally used in households in cases where the grid is down. The generator switches on and 
supply power to the household until the grid is back online. This mechanism is called an Automatic 
Transfer Switch (ATS). The REPS is off-grid, which would mean the “grid” is the AC Bus that connects 
all the inverters and loads together. If the generator was connected to the AC bus then the ATS 
would be of no use because when the grid goes offline, it would indicate that a blackout has 
occurred and SI has disconnected the batteries to protect them. If this occurs, that would be too 
late because the generator’s role is to back up the batteries so that the system will not go off. 
However, the generator’s ATS signal input was wired up so that the SI inverter drops the signal (as 
if the grid went off) when it needs to trigger the diesel generator operation.  
The mechanism has not been tested due to generator failure to operate at the start of the project. 
Even though its battery was recharged and its tank was refilled with fuel, when it was switched on, 
it produced an unusual noise and released fluids. The generator then was considered unsafe to 
operate. A replacement for the generator was considered, as it would benefit the REPS more if a 
new reputable generator was purchased rather than doing maintenance on the current generator. 
This situation was seen as an opportunity to replace the diesel generator with a reputable generator 
such as a Honda, Hyundai, Yanmar or Subaru. The conditions of choosing the diesel generator are 
as follows: 
1. Its size is preferably around 4.5~7kVA. 
2. It must consume diesel fuel and not petrol fuel. 
3. It must have an electric start feature. 
4. The SI inverter has to be able to trigger its operation so that it switches on automatically 
(Either ATS or 2-Wire). 
It was unknown what kind of feature would be needed for the inverter to operate the diesel 
generator automatically. One of the choices was to use 2-Wire, which requires a generator 
controller to be connected to both the generator and the inverter. A generator controller, such as 
SMA Genman, is connected to the generator’s crank and ignition to turn on and turn off the diesel 
generator. It is also connected to the diesel generator’s battery to feed itself with power and it is 
connected to the inverter’s relays GnReq (Generator Request). The setup of such a system is 
illustrated in Figure 13. When the inverter has detected certain conditions such as a low state of 
charge (30% for example) or even triggered manually by the user through the inverter, it sends a 
GnReq signal to the generator controller. Then the generator controller starts up the generator, 
waits for the generator to warm up, then synchronises the waveform with the grid and connects to 
it. The flow chart is presented in Figure 14.  [10] [16] 
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FIGURE 13 - SMA GENMAN SETUP [16] 
Is the battery state of charge < 
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FIGURE 14 - GENERATOR START-UP FLOW CHART  
It was also uncertain whether if the SI had successfully started up the previous generator prior the 
start of this project when the generator was operating. However, it was found out later that the SI 
could indeed start up the generator automatically. The reason that it worked is the method of 
connecting the generator to the SI inverter, which is shown in Figure 15. The positive node was 
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connected to the AC bus through the SI relays, where the other wires were connected directly to 
the AC bus. This method lets the inverter control the diesel operation by using that relay. The 
relay’s operation is to close when the inverter requires the generator to be operating, but it was 
found out later that the operation could be configured in the SI. That made it require only ATS to 
trigger the diesel generator operation. Therefore, the 2-Wire featured generator is no longer 
required for this purpose. 
Relay 1
NC
C
L   
N    
PE
L   
N    
PE
AC1
AC2
Sunny Island 5048
Diesel Generator
(ATS)
A
N
E
Diesel Generator 
S/VD Box
To AC 
Switchboard
 
FIGURE 15 - PREVIOUS GENERATOR SETUP 
The diesel generator replacement chosen was a Hyundai DHY8000SE. This generator has a single-
phase output with a maximum output of 6.5kW and a continuous output of 6.0kW. Its fuel capacity 
if 14 litres and it feature an electric start and ATS [17]. The advantage of choosing an ATS generator 
is that no further modification on the facility is required to replace the generator. This component 
was scheduled to arrive after the end of this project. Therefore, its performance is not included in 
this project.  
4.6.3 Load Bank 
The issue associated with the load bank is that one of the loads/resistors does not work. When the 
LabVIEW sends a signal to switch on the 5210W load, the load bank switches on the load as the 
sound of the switching could be heard but there were no readings on RAPS2_beta.vi that indicated 
that a load has been applied on the system. It was confirmed that this is a hardware problem and 
not a programming problem. This does not affect this project since the maximum load that has 
been applied on the system has never reached 5210W. 
5 Methodology 
5.1 LabVIEW Improvements 
5.1.1 Profile Loader 
The first objective of this project is to integrate hourly load profiles into the system using the 
ACRELoad load bank, and this is done by controlling the load bank’s PLC using a LabVIEW program. 
A LabVIEW program (Profile Loader.vi) has been made previously, which allows the user to control 
the load applied by the load bank by pushing buttons that have the Watts values labelled on them 
as shown in Figure 16. 
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FIGURE 16 - PROFILE LOADER MANUAL INTERFACE 
There were no issues found on the manual page on this program, however, the user should wait for 
a few seconds between switching a load on and off.  The Automatic page (see Figure 17), however, 
did not to respond to the user’s input, and there were no documents that explained the operating 
procedure for this. Therefore, it was decided that the automatic profile loader side of this program 
should be redesigned to make it easier to use, more robust, and to include some important features 
to allow the upcoming performance monitoring to progress smoothly. 
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FIGURE 17 - PROFILE LOADER PREVIOUS AUTOMATIC INTERFACE 
The following features were developed: 
1. Hourly Load Profile Applier: the program allows the user to input the hourly load and then 
the program applies the load profile on the load bank by changing the load every hour of 
the day (not the elapsed hour).  
2. Data Logging: the program logs selected parameters such as the date, time, current load 
specified by the user, the load that is actually applied on the load bank every second and 
more, and then it constantly writes it in an Excel file specified in the computer. The program 
regenerates and renames the Excel files on a daily basis. The existence of this feature is 
important to track any errors associated with switching the loads.  
3. Start/End dates: the program allows the user to specify the start date and the end day of 
the program operation so that it starts automatically at the midnight of the start date and 
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ends at the midnight of the end day. This is useful to automate the process of starting and 
ending the program and it helps by applying the load banks for full days rather than starting 
and ending in mid-day, for example.  
4. Noise deviations: the program allows the user to input the amplitude of the noise on the 
load profile, and then randomly picks a value between the minimum and maximum value 
every hour. For example, if the user sets the noise deviation value to 10%, then the 𝑶𝒖𝒕𝒑𝒖𝒕 
𝑳𝒐𝒂𝒅 (𝑾) = 𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑳𝒐𝒂𝒅 (𝑾) ∙𝟗𝟎%≤𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑳𝒐𝒂𝒅 (𝑾) ≤𝑪𝒖𝒓𝒓𝒆𝒏𝒕 𝑳𝒐𝒂𝒅 (𝑾) ∙𝟏𝟏𝟎%. This feature can 
be useful for simulating a more real load profile of a household. For instance, there are no 
variations in load profiles as they are fixed in each day indicating that the residents of the 
household use the appliances in the exact time for the exact duration every day, which is 
very unlikely. It is possible that a television would be turned off, used for a shorter or even 
for a longer duration on a few days. Therefore, adding noise to the load profile can simulate 
this kind of situations by adding a random value to the hourly load or taking a random value 
from the hourly load. 
5. Mismatch fixer: this feature was developed after observing the program for a few days and 
it was noticed sometimes that the load applied is not the correct load specified by the load 
profile. This was because LabVIEW was not consistently running the program in a one-second 
loop as desired; instead, it tends to skip a second or more if the computer hangs. Since the 
load changes every hour, the program tends to skip an iteration during the hour change (e.g. 
between 1:59:58PM and 12:00:02PM) which makes the load bank skip the iteration that 
switches the load, and then it makes the program run faster to catch up to the correct 
iteration. Since the load bank requires two to four seconds to switch the load, it is not 
possible to switch the loads correctly at that speed, therefore it tends to either not turn off 
a load or skips turning on a load, creating problems and inaccuracies. Further details are 
explained in section 5.1.4.1.2. 
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FIGURE 18 - PROFILE LOADER NEW AUTOMATIC INTERFACE 
Fortunately, no problems were experienced regarding this revised program or the load bank during 
the project. 
5.1.2 RAPS2_Beta.vi 
This program’s task is to read data from the data acquisition devices that record the voltages and 
the currents of the equipment in REPS including their waveforms. 
The problem found in this program was the data logger. The way it operates is it collects all the 
data when the data log button is pressed, and when the button is pressed again, it opens an Excel 
spreadsheet with the data filled in it. At this stage, it allows the users to save the spreadsheet if 
they want to keep the data or not. There are no problems found when the program logs for a short 
period. However, when the program logs for a long time (over two days for example), the computer 
hangs then it takes a long time to open the Excel. This method of data logging was seen impractical 
for its purpose, because if the computer turns off for any reason such as loss of power or any failures, 
then the data would be lost if it was not saved by the user. Therefore, the method of logging has 
been changed to the same logging method as in the load bank program where it appends new values 
into an existing Excel file every second. In case of power failure, the data is still preserved and 
saved in the computer.  
REPS Performance Monitoring   Mohammad Almureeh 
   
 
21 
Some scaling factor calculations used in the program were also confirmed and fixed as seen in 10.3 
Appendix C. 
5.1.3 Wind Monitoring 
 
FIGURE 19 - READ FP WMT.VI FRONT PANEL 
To be able to monitor wind turbine performance more effectively, the wind data needs to be logged, 
so it would be possible to build power curve graphs (for example). The closest wind monitoring 
station to the wind turbines is the wind monitoring mast located in ROTA. This wind monitoring 
mast includes anemometers, wind direction sensor, thermometer, pressure sensor at different 
heights [3]. (See Figure 19) 
These sensors are connected to field point units in a cabinet placed at the base of the mast and 
these field points feed the data into the university network. They allow reading the values from 
the field point units within the Murdoch University’s network. In this project, a LabVIEW program 
was developed to read these values. A pre-made extensive program that used to monitor the wind 
and solar resources from the wind monitoring mast that is called WebRAPS. Unfortunately it no 
longer works correctly since it runs into errors due to the unavailability of the target server, missing 
field points and more. Luckily, a sub-LabVIEW program of WebRAPS was found, where its role was 
to read these field points in real time. However, it also did not work but it was considered easier 
to fix than the main program WebRAPS. Field point targets were updated, few tweaks were made 
on the wind speed calculation, and then it was believed to be working properly. The values 
displayed appear to be more reasonable than before since the values appear to be in the expected 
range. For example, the wind speed never exceeded 16m/s. Furthermore, the power curve of the 
FP wind turbine (x-axis is the wind speed collected by the anemometer) agreed with the rated 
power curve indicating that anemometer outputs accurate readings. According to Figure 2, the 
wind monitoring mast and the wind turbines are very close; therefore, no correlations or 
modifications were made on the wind data. 
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5.1.4 Detailed LabVIEW Methodology 
This section shows the detailed structural flow of the developed sections of the LabVIEW programs. 
5.1.4.1 Profile Loader.vi 
 
FIGURE 20 - PROFILE LOADER.VI BLOCK DIAGRAM MAP 
Block Diagram Layout. Figure 20 is a navigation window that is displayed in LabVIEW, and it is used 
as a map to help locating the areas described in later sections. For example, Figure 21 is a 
screenshot of the area B9 that can be located from Figure 20 so that the user would know how to 
navigate to that area when using the block diagram of the program in LabVIEW.  
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 Time Related Area [B9-C10] 
 
 
FIGURE 21 –TIME RELATED AREA [B9] 
For starters, this [B9] area was made to read the correct current time and keeps track of the 
elapsed time since the start of the operation. In addition, the program runs in a one-second 
continuous loop. First, the case structure is for resetting the elapsed time, where it can be triggered 
either by a push on the [Reset Time] button in the front panel or by a signal when the operation 
starts, which happens in the first second of the operation start day that is specified by the user. 
The [Reset Time] button has a latch when released mechanical action, and the Boolean Crossing 
block acts the same as the button, it only latches when the [Operation Triggered] boolean switches 
from FALSE to TRUE. 
Structural Flow: 
1. Read the time in seconds from the start of the program. 
2. Subtract the (start time of the program in seconds, or the time when the case structure 
become TRUE) from the current time in seconds to get the elapsed time in seconds. 
 At the same time, the current time block outputs to a timestamp cluster. 
3. The difference in seconds is converted to days, hours, minutes and then seconds. 
 This is done by dividing the total seconds by 60, the remainder of this division (R 
output from the Quotient & Remainder block) indicates the number of second, the 
quotient output is also divided by 60, and the remainder of this division indicates 
the number of minutes and so forth. 
 
FIGURE 22 - FLOW CHART [B9] 
Read the time at the 
start of the program.
Current time (s) - {[Start 
time of the program (s)] 
OR [Time when the case 
structure becomes TRUE 
(s)]}
Convert seconds and 
seperate to days, hours, 
minutes and seconds.
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FIGURE 23 - TIME RELATED AREA [B10] 
Figure 23 is the time separation area that is located in [B10]. The role of this area is to extract 
separate time values from the current time cluster, and these separate values that are used in 
different areas. 
Structural Flow: 
1. Output the current time from the “Get Date/Time in Seconds” block to “Format Date/Time 
String” block. 
2. Read the time format string constant (%H: hour, %M: minute, %S: second, %Y: year, %m: 
month, %d: day) and output the value to Scan Value block as string. 
3. Let Scan Value block look for the needed value from format string, and outputs that value 
as a double numeric value (DBL). 
The flow chart of the operation of [B10] is presented in Figure 24. 
 
FIGURE 24- FLOW CHART [B10] 
Get the current time from 
"Get Date/Time in Seconds" 
block.
Format/convert the time 
from seconds to year, 
month, day, hour, minute, 
and second. (DBL to String 
conversion)
Convert the strings back to 
DBL.
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FIGURE 25 - TIME RELATED AREA [C9] 
Area [C9] in Figure 25 allows the user to set the start date and the end date of the operation, which 
would allow the program to start at exactly 12:00AM and end at exactly 12:00AM, so that less 
energy would be wasted and for a more automated system. 
The block diagram of this area is slightly more complex than the ones in other areas as it contains 
four case structures and each has eight cases. However, the flow of this section is simple; it 
compares the current date with the start date and the end date. It should operate 
when 𝑆𝑡𝑎𝑟𝑡 𝐷𝑎𝑡𝑒 ≤ 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐷𝑎𝑡𝑒 ≤ 𝐸𝑛𝑑 𝐷𝑎𝑡𝑒. The flow runs as the following: 
1. Get the current time from the same block in [B10]; convert it to unbundle the cluster to 
output the parameters (fraction of seconds, seconds, minutes, hours, day of the month, 
month, and year). 
2. Comparisons on the End Date end: Is the End Year = Current Year? 
a. If so, is the End Month = Current Month? 
i. If so, Is the End Day ≥ Current Day? 
1. If so, OUTPUT TRUE. 
2. If not, OUTPUT FALSE. 
ii. If not, OUTPUT FALSE. 
b. If not, is the End Year > Current Year? 
i. If so, OUTPUT TRUE. 
ii. If not, OUTPUT FALSE. 
3. Comparisons on the Start Date end: Is the Start Year = Current Year? 
a. If so, is the Start Month = Current Month? 
i. If so, is the Start Day ≤ Current Day? 
1. If so, OUTPUT TRUE. 
2. If not, OUTPUT FALSE. 
ii. If not, OUTPUT FALSE. 
b. If not, is the Start Year < Current Year? 
i. If so, OUTPUT TRUE. 
ii. If not, OUTPUT FALSE. 
4. Both OUTPUT values from step 2 and step 3 must be TRUE in order to operate the program 
(they are both connected to AND function). If they are both TRUE, then it will send a TRUE 
signal to [Operation Triggered] Boolean. 
The flow chart of the operation of [C9] is presented in Figure 26. 
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FIGURE 26 - FLOW CHART [C9] 
 Load Applier Areas [B3-D6] 
These areas enable the user to choose which load profile to use and to input the load values to 
apply into the load bank. The aim of this B5-C5 area (See Figure 27) is to output 0 or 1 values, 
where 1 indicates to turn on the load and 0 to turn off the load. These values are calculated by 
using Quotient and Remainder blocks where the intended load values are divided by different load 
bank sizes, if the input value is larger than a load size, it should switch that load on, and the 
remainder should be divided by the next load size and so forth. This method assists in finding the 
best combination to output the closest load value to the intended load value that is specified by 
the user or the noisy load value (from Noise area). The load sizes available on the load bank are 
the following values: 5, 10, 20, 40, 80, 160, 320, 640, 1280, 2560, and 5120 in watts. 
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FIGURE 27 - LOAD APPLIER AREA [B5-C5] 
The flow of this section is as follows: 
1. Is the program operating? (Is [Operation Triggered] boolean = TRUE?) 
a. If so, which profile has the user chosen? LP1, LP2 or STOP? (LP2’s block diagram is 
identical to LP1’s block diagram, if more Load Profiles are needed then duplicate 
either LP1 or LP2 then rename it to LP3). 
b. If LP1 is chosen, then read the values from the array that has been inputted by the 
user in the front panel then get the load value for the current hour. 
c. Take the value through the Noise area [B4-C4]. If the [Add Noise?] Boolean is off, 
then the value should return to this area unchanged. 
d. Divide the value by the load sizes starting from the largest load size and passing the 
remainder to the next load size (5210, 2560, 1280, 640, 320, 160, 80, 40, 20, 10, 5). 
e. For each load size division, is the quotient = 1? 
i. If so, OUTPUT TRUE. 
ii. If not, OUTPUT FALSE. 
f. All outputs should proceed to D5-D6 area (See Figure 32). 
The flow chart of [B5-C5] is presented in Figure 28. 
REPS Performance Monitoring   Mohammad Almureeh 
   
 
28 
“Operation 
Triggered” switched 
on?
Which load profile has been 
chosen? [LP1, LP2, STOP]
(LP1 and LP2 operation are 
identical)
Read the values from the 
array that has been inputted 
by the user.
Get the load value for the 
current hour.
The load values 
enters the noise 
adding area [B4-
C4].
The modified 
load value re-
enters [B5-C5.]
LP1 or LP2
Divide the modified value by 
the load sizes starting from 
5210 passing the remainders 
to the next load size.
For each load size 
divison.
Is the quotient=1?
Output TRUE Output FALSE
Yes No
All outputs 
proceed to 
[D5-D6].
Do nothing.
STOP
 
FIGURE 28 - FLOW CHART [B5-C5] 
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FIGURE 29 - NOISE ADDING AREA [B4-C4] 
The noise adding area [B4-C4] in Figure 29 was added in order to output the load specified by the 
user with added noise to it. The user can switch this feature on or off by switching the [Add Noise?] 
Boolean. If it was switched on, then the user has to enter a deviation value in percentage that will 
specify the range of the output. 
Noisy Load (W) = Current Load (W) ∙ (1 − Deviation (%)) ≤ Current Load (W) ≤  Current Load (W) ∙ (1 + Deviation (%))  
For example, the range for one of the load profiles used in this project when the deviation is 10% 
is shown in Figure 30. 
 
FIGURE 30 - NOISY LOAD PROFILE RANGE 
When the value enters the area from B5-C5, it will exit with a random value within the range 
specified. The program will use this area once in every hour, only when the current minute and the 
current second is 0 (e.g. 3:00:00PM). If the program was started in mid-hour with the [Add Noise?] 
Boolean switched on, then the program will not add any noise until the start of the next hour. 
There are cases when LabVIEW skips an iteration or more during or around the start of the hour, as 
discussed in section 5.1.1, which would cause the program to fail to add noise to the load. In that 
case, the Mismatch Fixer feature will fix the load, but it would not include the noise to the load. 
The flow for this area is as follows: 
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1. The current load enters the area from the B5-C5 area. 
2. Is the [Add Noise?] Boolean switched ON? 
a. If so, is the current minute and the current second = 0? 
i. If so, then: 
 Divide the deviation value by 100 (result is x), subtract 1 from x and 
then multiply by the current load, the result of this multiplication is 
y.  
 Multiply x by 2, then multiply by the random number generator (RNG), 
then multiply again by the current load, the result of these 
multiplications is z. 
 Add y and z and then convert it to an integer value (I32) 
ii. If not, is last iteration’s noise = 0? 
1. If so, do not modify the input, the output will be the same as the input 
(with no noise). 
2. If not, keep adding the same noise as last iteration to the output. 
b. If not, let the input value pass the area with no noise. 
3. When the value exits the case structures, force the value between 0 and 5000 by using “In 
Range and Coerce Function” block. Adding a negative value to the load bank PLC will 
trigger all loads. Coerce the result to be between 0 and 5000. (Note that 5000 can be 
changed, which is the maximum value that is allowed to apply by the load bank.)  
The flow chart of [B4-C4] is presented in Figure 31. 
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FIGURE 31 - FLOW CHART [B4-C4] 
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FIGURE 32 - WRITE TO ACRELOAD AREA [D5-D6] 
[D5-D6] area in Figure 32 continues the process of automatic loading where it receives the Boolean 
values (T, F) from [B5-C5] area indicating which loads that should be switched on. Learning from 
the original manual control page of this program, the PLC switches the load by using latched 
mechanical buttons such as the OK buttons. This mechanical action can be applied in the block 
diagram by using a specific block that is called “Boolean Crossing”. 
 
FIGURE 33 - LABVIEW BUTTON MECHANICAL ACTIONS 
Figure 33 shows the different mechanical actions that are available for buttons in LabVIEW. The 
manual page load buttons have the Latch when released buttons, which sends a TRUE signal at the 
moment when button is released. Boolean Crossing block is able to create the same action when 
the Boolean value that is entering the block is changed; it is also possible to specify to send a signal 
when the Boolean changes direction, either from TRUE to FALSE, FALSE to TRUE, or both directions. 
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In the program, it was specified that the Boolean Crossing should latch when the direction of the 
Boolean changes in either way, so that it would send a signal to switch on the load, and another 
send another signal to switch off when the load is no longer required to be on. Then the outputs of 
Boolean crossing are bundled and entered to WRITE which sends these signals to the PLC. Boolean 
indicators are connected before and after Boolean crossing blocks and are displayed in the front 
panel to help the user to know what the status of the load bank is. 
 
FIGURE 34 - MISMATCH FIXER [C3-D4] 
[C3-D4] area in Figure 34 is the mismatch fixer area where it counters the issue of unequal values 
between the intended load value and the load value read by the load bank. This happens mostly 
due to LabVIEW hanging where it gets stuck for a few iterations until it continues working, then it 
tries to catch up to the current iteration quickly. For instance, if the LabVIEW was frozen in 
iteration 5000 at 11:59:40PM, and then it resumes at 12:00:07AM, the LabVIEW catches up to 
iteration 5027 very quickly instead of waiting one second for each iteration. This causes the program 
to stop switching the loads, and this affects the program until it is manually stopped and restarted. 
Depending on the computer specifications, this problem’s occurrence could happen less when the 
computer is more powerful and vice versa. Therefore, the mismatch fixer feature was created to 
fix this issue, regardless of the computer performance. This allows for more robust program where 
it detects the problem by itself and fixes it by itself. 
Note this program runs every second. 
The logic behind this feature is firstly, it detects the fault by comparing the output of the [B5-C5], 
which is the current programmed load (with noise if that feature is switched on) with the load value 
that is read from the PLC. Those two values must be equal, allowing for the fact that the load bank 
takes around two to three seconds to be able to switch the loads into consideration. When 
inequality is detected between the two values, the [MISMATCH] indicator on the front panel should 
turn on, and it triggers operation of this feature. The Boolean signal triggers a timer [Elapsed Time] 
block that should output a TRUE signal when the time elapsed meets the desired requirements. The 
time that was required in the first block, shown in Figure 34, is 10 seconds, meaning if the two load 
values are not equal for 10 seconds, the elapsed time block should output TRUE to the Select 
function, the timer will automatically reset when this problem happens again in a later time. The 
select function gets it Boolean signal from the “Time has Elapsed” output, and it outputs 0 if the 
timer has elapsed, 1 if the time has not elapsed. The output is connected to the “Select Profile”, 
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located in [B5], that allows the user to select load profile 1 or load profile 2 or stop, where the 
profile “0” is “Stop”. Therefore, if the output of the select function is 0, then it should switch the 
load profile to 0, making the current intended load to be 0. The Boolean output “Time has Elapsed” 
also activates a case structure that has another [Elapsed Time] block. The second [Elapsed Time] 
block’s Reset Boolean input is connected in a way that makes the elapsed time reset only once 
when the feature activates, therefore, the input signal had to exit the case structures and sends a 
latch signal to reset the second elapsed time block. Its output Time has Elapsed goes into Boolean 
crossing to latch the output to activate [Clear All Loads] Boolean. [Clear All Loads] Boolean clears 
all loads regardless of their previous value on the load bank, so that all the loads are switched off 
without fail. Finally, since the program constantly compares the values read from the PLC and the 
intended value, they both should be 0 when it reaches this stage, then the main case structure of 
this area deactivates since they both match are 0, then the programs return to the normal state to 
continue applying the load profile. 
The only disadvantage found in this feature is that there would be no new noise applied to the load. 
The noise from previous hour should, however, be still applied. 
The structural flow runs as follows: 
1. Are the automatic current load and the read current load from PLC not equal? 
a. If so, activate the main case structure and the first case structure. Reset the timer 
in [Elapsed Time] block. 
i. Has 10 seconds elapsed since the mismatch? 
1. If so, output TRUE to the Select function so that the load profile 
chosen is STOP, also output TRUE to the second case structure and 
reset the second [Elapsed Time] block. 
a. Has 2 seconds elapsed since the reset of the second [Elapsed 
Time] block? 
i. If so, clear all the loads on the load bank. 
ii. If not, do nothing. 
2. If not, output FALSE, this will let the Select function send 1 to the 
output, which does nothing new to its operation. 
b. If not, do nothing. 
The flow chart is presented in Figure 35. 
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“Current Load ≠ Read 
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FIGURE 35 - FLOW CHART [C3-D4] 
 Data Logging [D5-E6, F3-G4] 
The data logging areas are simple where the role of these areas is to output to a spreadsheet file 
the selected parameters required to be logged. The first two columns are the current date/time, 
where it gets the time from current time output from the B9 area, as shown in Figure 21, and then 
convert it to string by using Get [Date/Time String] block. Time elapsed, also read from B9, is 
unbundled, then converted from an integer value (I32) to a double value (DBL), and the Booleans 
are converted into digits (False to 0, True to 1) in integer values (I32) and converted to double 
values (DBL) and so forth. Then all the values are bundled, converted from double values (DBL) to 
strings by using [Number To Fractional String] block then they get bundled again, then finally these 
values are used in the writing to a file section in [F3-G4]. 
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FIGURE 36 - PROFILE LOADER DATA LOGGING [D5-E6] 
 
FIGURE 37 - PROFILE LOADER DATA LOGGING - FILE NAMING & ADDING HEADERS [F3-G4] 
[F3-G4] area in Figure 37 runs in two separate loops outside the main loop, noting that they also 
run every second. The first loop is where the file naming and adding headers take place, it 
generates an Excel file (.xls) every day with the date in its name, and when the Excel file is first 
generated it requires the headers to be added. The program logs directly into the desired file 
location, which is specified in the file path constant. 
Note: Input the file desired address in the text constant under “Rename File daily based on 
current date” text located in G3 in this format “DriveLetter:\FolderName\FileName” with no 
file extension twice in the True page and False page of the case structure. 
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The structural flow runs as follows: 
[G3-G4] Loop: 
1. Is it the start of the day? (Is hour, minute, second =0?) Or is the iteration number =0? “Did 
the program just start?” 
1. If so, then: 
 Read the start of file address, then combine the year, month, day and the 
file extension into a string, then convert the string to a file path using 
[Build Path] block. 
 Input the file path into a [Write To Spreadsheet File] block and input the 
first row of the headers into the block. Repeat the process to add the 
second header, but connect a TRUE signal to “append to file?” input. 
 Let the file path exit the case structure and write it to “file path” 
indicator. 
2. If not, then keep sending the same file path to the “file path” indicator. 
The flow chart of [G3-G4] loop is presented in Figure 38. 
 
FIGURE 38 - FLOW CHART [G3-G4] 
[H3] Loop: 
1. Is the “Data logger” button switched on? And is it now iteration #3 or higher?  
a. If so, write the data into the file by getting the values from “to log” variable in D5-
E6, in the “file path” specified in G3-G4 loop, and send a TRUE signal to “append 
to file?” input. 
b. If not, do nothing. 
The flow chart of [H3] loop is presented in Figure 39. 
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FIGURE 39 - FLOW CHART [H3] 
5.1.4.2 RAPS2_Beta.vi 
RAPS2_Beta is a program that reads data from the measuring devices as explained in section 4.4. 
To be able to read the data, the real voltages have been scaled down to be able to be read by the 
Dataforth measuring devices since they have their input voltage limits. Therefore, the voltages are 
scaled down by going through voltage dividers. The program then reads these values then scales 
them back up. The measured values are the spot values; hence, the program runs every 200 
milliseconds and outputs a value every second. Then, the program outputs and logs the RMS values. 
The block diagram map of RAPS2_Beta is in Figure 40. 
 
FIGURE 40 - RAPS2_BETA.VI BLOCK DIAGRAM MAP 
 Data Logging [B8, D2-F9] 
This program was not changed during the project; however, its logging method has been changed 
(See Figure 41). Previously, the way it used to log is when the Data Log button is pressed, it will 
start logging, then when the user wants to end the logging, the user has to press the data log button 
again. The Microsoft Excel program would open a spreadsheet with the data recorded, which would 
allow the user to work on the spreadsheet or save it. The program was tested over 2 days, and at 
the end of the testing, the data log button was pressed to stop the logging. However, Microsoft 
"Data logger" 
button 
switched on? 
& "iteration 
≥3"?
Read "to log" in D5-E6 and 
write it into a 
spreadsheet file in the file 
path specified in G3-G4. 
•If not do nothing
Keep appending new 
values to the same file.
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Excel did not open as expected, which indicates that the computer had to process the data first 
then open it in Microsoft Excel, and the time it takes to open Excel depends on how much data the 
program has recorded. In addition, since the data is not saved until the user saves it, this means 
that if there was any problem with the computer such as program crashes, or any other issues like 
blackouts, then the data would be lost, which is very undesirable. Therefore, the logging method 
was changed to be similar to what was added to the Profile Loader program in section 5.1.4.1.3, 
where it regenerates the files daily with the current date in their names, and records the data 
directly onto the hard disk instead writing it to RAM. This way, the chance of losing the data has 
been greatly minimised. 
 
FIGURE 41 - RAPS2_BETA.VI FILE RENAMING & ADDING HEADERS AREA [D2-F9] 
The only difference between the profile loader logger and this logger is the ‘file path string maker’, 
where in this logger; the address text constant will have the following format: 
“DriveLetter:\FolderName\FileName %Y-%m-%d.xls” 
To change the address of the file, only change the parts before %Y. 
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FIGURE 42 - RAPS2_BETA.VI DATA LOGGING [B8] 
The structural flow of B8 in Figure 42 is as follows: 
1. Is “Logging Button” button pressed on? 
a. If so, then: 
 Read the current time, then separate and convert its cluster into date and 
time strings, by using [Get Date/Time String] block. 
 Convert the values cluster that is outputted from DAQ Data sub-VI in [B3] to 
array by using [Cluster to Array] block, and then convert the array to strings 
by using [Number To Factional String]. 
 Combine all the string arrays into one string array by using [Build Array] block, 
then send the array to “to log” variable, which is used in H2. Note that the 
logged values are one-second values. 
b. If not, do nothing. 
The flow chart of [B8] is presented in Figure 43. 
 
FIGURE 43 - FLOW CHART [B8] 
5.1.4.3 Read FP WMT.vi 
This program reads the field points that are located in the base of the wind monitoring mast as 
introduced in section 4.4. However, this program was not functioning properly as it had an invalid 
field point target and various programming issues. When the field point target was fixed, the values 
that were read from the field points and the converted values did not seem to be reasonable values 
as some of them seemed to be out of proportion. For example, the wind speed recorded was in 
thousands. Therefore, affected parts of the program were re-constructed so it would operate 
properly; the scaling factors were not changed from when WebRAPS was operating. The wind speed 
is calculated so that the difference between the current and previous count values is multiplied by 
its scaling factor. Scaling factors are formulas that convert the raw output of the sensors to a 
different unit. For example, it converts the voltage (mV) from the sensor to Celsius if the sensor 
was a temperature sensor. Furthermore, the scaling factors are determined when the sensors are 
fully calibrated (they should be calibrated when they are purchased), and their inaccuracies 
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accumulate over time, which is why they should be re-calibrated after regularly. The scaling factors 
of the sensors are shown in 10.3 Appendix C.  
5.2 Monitoring 
1. From here on, all the necessary programs for the system performance monitoring are ready 
to use, and it is possible to start monitoring the system performance. Firstly, start the three 
LabVIEW programs (RAPS2_Beta.vi, Profile Loader.vi, and Read FP WMT.vi). Input the load 
profile and start/end dates of the monitoring in Profile Loader, and let it begin applying 
loading to the system, and let all the three programs start logging. Also, ensure that the file 
path for data logging is correct. Ensure that the values that are read by RAPS2_Beta.vi are 
close to the values read by other devices (if possible). For example, compare the current 
load that is applied by the load bank in Profile Loader.vi with the load value in 
RAPS2_Beta.vi; the two values should be very close. Similarly, if the inverters’ currents are 
to be compared, then compare the outputs that are read by RAPS2_Beta.vi with the output 
values that are displayed on the inverter (Iac). If all the readings are acceptably close to the 
real values, then it is possible to let the computer do the monitoring. It is necessary to 
check on the computer (even if remotely) once a day to see if there is anything wrong with 
the programs as a precaution. 
2. The logged data are saved in the file paths that are specified in each program, and are re-
created daily with the current date timestamp. It is possible to open these files with 
Microsoft Excel, and it might require some polishing works that can be done automatically 
using pre-made macros. The problem with files is that some of them contain a row from a 
previous day. For example, if 22/10/2014 Excel file was opened, there is a chance that the 
first row will contain 21/10/2014 11:59:59PM row although it should have been in the 
22/10/2014 Excel file; this should be cut and be pasted to the previous day file, which is 
21/10/2014 Excel file. This problem occurs because the logger runs in a separate loop from 
the main loop of the program and the date in the main loop of the program change before 
the logger loop had the chance to write the last value. Therefore, it writes that value in the 
next day Excel file. The values that are logged are the RMS values, and they are logged 
every second. 
6 Assumptions 
6.1 WMT Sensors Accuracy 
The weather metrological station sensors have not been re-calibrated for a long time. This could 
be the reason why some of these devices give an error or give unreasonable values, but fortunately, 
the anemometers (installed at 10m, 18m, 24m, and 36m) are working, but their accuracy remains 
questionable. However, for the purpose of this project it is assumed that the values that are read 
from these devices are accurate. 
6.2 LabVIEW Programs 
The LabVIEW program, RAPS2_Beta.vi, which reads values from DAQ and Dataforth devices, 
involved many scaling factors that are pre-made by the developers of the program. In order to 
make the computer measure the different voltages and currents, the computer has to be connected 
to DAQ, and the DAQ must be connected to Dataforth, which enables the possibility of reading 
oscilloscopic data through both an oscilloscope and a computer. The Dataforth devices have input 
range of -10V< Input Voltage < 10V which is much smaller than the actual voltage, and for that 
reason, the Dataforth probes are connected to voltage dividers to downscale the voltage to a 
specific ratio, which was thought to be 100 times smaller. The computer reads the downscaled 
value and then it scales it up to return the value to its original size. The program also runs in a 
REPS Performance Monitoring   Mohammad Almureeh 
   
 
41 
200ms loop to be able to calculate the RMS values and produces a value every second (which is 
logged). Hence, it was assumed that the fixed scaling factors and the values that are produced by 
the program are both correct and accurate. The scaling factors were checked by inspecting the 
voltage divider circuits and compare the previous calculation that were done prior the project with 
the new calculations. Furthermore, comparing readings between the RAPS2 beta.vi and the Webbox 
helped detecting the scaling factor calculation errors. The original and fixed scaling factors are 
listed in 10.3 Appendix C. 
6.3 SMA Equipment Accuracy 
It was assumed that the data logged by Webbox and produced by the inverters are accurate. The 
battery state of charge has an error (BatSoCErr) that changes over time; it can be as low as 0% 
and as high as 10%.   
7 Results 
Seven test runs were conducted as a part of this project and the details of these are given in Table 
1. All the data presented in the following sections are averaged over 10-min periods. 
TABLE 1 - RESULT PERIODS 
Monitoring 
# 
Start Date End Date 
Load Profile 
Used 
Load Profile Description Sources 
1 2-9-2014 12-9-2014 Figure 48 
On-grid household in winter 
with a base load of 170W 
(4.5kWh/d) 
PV, FP 
2 15-9-2014 26-9-2014 Figure 46   On-grid household in 
winter 
(4.5kWh/d) 
PV, FP 
3 1-10-2014 10-10-2014 Figure 46 PV, FP 
4 13-10-2014 19-10-2014 Figure 60 
Flat load profile of 190W 
(4.5kWh/d) 
PV, FP 
5 20-10-2014 25-10-2014 Figure 65 
On-grid household in 
summer 
(7kWh/d) 
PV, FP 
6 30-10-2014 6-11-2014 Figure 69 On-grid household in 
summer 
(6kWh/d) 
PV, FP 
7 10-11-2014 16-11-2014 Figure 69 PV, FP 
 
The locations of the outputs that are presented in the following sections are shown in Figure 44. 
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FIGURE 44 - READINGS LOCATION IN REPS 
Where; 
RAPS2_beta.vi reading: 1. PV Power ; 2. FP WT Power; 3. Load Power; and 4. FP Controller Power 
SMA Webbox readings: 1. Sunny Boy Output; 2. Windy Boy Output; and 3. Battery State of Charge. 
The only sensor that was used in the wind monitoring station was the anemometer at 18m height. 
7.1 Monitoring #1 
Now that all the required equipment and software is ready for monitoring, the monitoring has 
started. The load profile that was used in this monitoring is a load profile of an on-grid household 
in July that has a similar load profile to an off-grid household [18].  
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FIGURE 45 - HOUSEHOLD LOAD PROFILE IN JULY [18] 
As seen in Figure 45, this household consumed approximately 18.9 kWh/day, which is much higher 
than the amount of energy that REPS is capable of producing, especially when there is no diesel 
generator. Therefore, this load profile’s daily energy was scaled down to what is estimated that 
REPS can handle (See Figure 46). 
 
FIGURE 46 - SCALED HOUSEHOLD LOAD PROFILE IN JULY 
Before the start of monitoring #1, the system was monitored for a few days to help estimating a 
good value for the energy that the renewable sources input into the system per day. It was found 
that a daily energy of 4.5 kWh/day is suitable for the load in REPS in winter. The new scaled down 
load profile is shown in Figure 46. However, it was noticed that the battery state of charge dropped 
quicker than expected. It was realised that in addition to the load that is being applied by the load 
bank, there are other devices that also consumed energy from the system. These other devices 
include the computer and its peripherals, the monitoring devices (DAQs, field points, SMA Webbox) 
and the SMA SI, which draws energy from the batteries when the other inverters are not producing 
power. The average load of these devices is around 170W as was read by RAPS2_Beta.vi. 
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The load that was being applied by the load bank is the load profile in Figure 46. In Figure 47 is the 
approximation of what was actually applied on the system by the load bank and the other devices.  
 
FIGURE 47 - TOTAL LOAD ON REPS 
The daily energy consumed is approximately 8.6 kWh/day which is almost double of what was 
intended, hence the problem. Grid-connected power points in the REPS facility are not available, 
which made it difficult to apply the correct load profile on the system. Since there are no grid 
power points in the facility, the quickest solution to that problem is to make the average load 
(170W) to be the base load of the load profile, which would make the minimum hourly load be 
170W (0W applied from the load bank). The results of the method are presented in Figure 48. 
The daily load is the same as the daily load of the intended load profile (4.5 kWh/day). This way, 
the batteries will not drain as quick, but the load spikes were greatly reduced, which fails to 
simulate a real household load profile. The new peaks shown in Figure 48 were calculated as shown 
in Table 2. 
TABLE 2 - MODIFIED LOAD PROFILE CALCULATIONS 
   Base Load 170W  
 A B C D E 
Hour of 
the day 
=Intended 
Load 
=A - Base 
Load 
=% of 
(B/Sum(B:B)) 
=If(C<0,Base Load, (A-(A*C))) =MROUND(D,5) 
1 105 -65 -15% 170 170 
2 70 -100 -24% 170 170 
3 60 -110 -26% 170 170 
4 55 -115 -27% 170 170 
5 60 -110 -26% 170 170 
6 60 -110 -26% 170 170 
7 120 -50 -12% 170 170 
8 240 70 17% 200 200 
9 215 45 11% 191.9643 190 
10 155 -15 -4% 170 170 
11 130 -40 -10% 170 170 
12 140 -30 -7% 170 170 
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13 145 -25 -6% 170 170 
14 155 -15 -4% 170 170 
15 165 -5 -1% 170 170 
16 125 -45 -11% 170 170 
17 225 55 13% 195.5357 195 
18 360 190 45% 197.1429 195 
19 395 225 54% 183.3929 185 
20 395 225 54% 183.3929 185 
21 355 185 44% 198.631 200 
22 335 165 39% 203.3929 205 
23 255 85 20% 203.3929 205 
24 180 10 2% 175.7143 175 
Totals 420  4312.56 4315 
 
In Figure 48 is the load profile that was used in Monitoring #1. 
 
FIGURE 48 - SCALED LOAD PROFILE IN JULY WITH 170W BASE LOAD  
Starting from the 15th of September, the other devices (other than the load bank and Webbox) were 
connected to a grid power point near REPS and the problem was resolved. 
The results are the following graphs. 
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FIGURE 49 - REPS ENERGY FLOWS #1 
Figure 49 shows the overall energy flows of REPS and the state of charge of the batteries for 
monitoring #1 period. The PV load is the output of the solar array, and the FP WT Power is the 
output of the wind turbine. The data was averaged over 10-min periods. This graph shows the 
energy inputs from the PV panels, the FP wind turbine and the energy output to the AC load bus, 
which had a computer, monitoring equipment and a load bank connected. 
The graph in Figure 49 was taken from the data that the LabVIEW programs have logged including 
the state of charge of the batteries that was read by the Webbox. The data that were logged by 
Webbox is plotted in Figure 50. 
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FIGURE 50 - SMA INVERTERS OUTPUTS #1 
Figure 50 shows the energy outputs from the data that was read by Webbox from the inverters. The 
graph of the data from Webbox seems to agree with the graph from LabVIEW programs data, as the 
shape of the bar graphs is similar. The Webbox stopped monitoring in 8/9 after 7pm for an unknown 
reason and then it continued working normally in the midnight of 9/9. 
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TABLE 3 - ENERGY INPUTS/OUTPUTS #1 
Energy 
(kWh/day) 
RAPS2_Beta 
(Input) 
Webbox 
(Output) 
Efficiency (%) 
Comments 
Date Solar Wind Solar Wind SB 
Wind 
System 
2-9-2014 1.50 0.00 1.30 0.00 87.2% -  
3-9-2014 4.10 0.08 3.71 0.03 90.6% 41.5%  
4-9-2014 4.48 1.32 4.05 0.76 90.5% 57.1% 
Wind monitoring program 
has just started logging. 
5-9-2014 4.88 0.41 4.44 0.21 90.9% 51.6%  
6-9-2014 2.55 3.58 2.26 2.44 88.3% 68.2%  
7-9-2014 3.48 3.93 3.10 2.64 89.2% 67.1%  
8-9-2014 3.14 13.49 2.77 8.30 88.2% 61.5% 
Webbox stopped monitoring 
after 7pm for unknown 
reason 
9-9-2014 2.87 2.56 2.54 1.62 88.5% 63.4%  
10-9-2014 3.30 0.88 2.95 0.50 89.3% 56.5%  
11-9-2014 4.39 0.30 3.96 0.15 90.3% 50.2%  
12-9-2014 2.25 0.00 1.92 0.00 85.4% - 
RAPS2_Beta stopped 
monitoring at ~7am 
Totals 36.95 26.55 33.02 16.65 89.0% 57.5%  
Note: Wind System efficiency includes the wind controller and inverter efficiencies, and the last 
row of efficiency column is the average of efficiencies. 
Where; 
 Input is read by the LabVIEW program RAPS2 beta.vi, where the probes are directly 
connected to the outputs of the components. In this case, the solar input is connected to 
the output of the PV panels, and the wind input is connected to the output of the wind 
turbine (in three-phase). 
 Output is ready by the Webbox, which reads the values on the inverters. 
 The efficiency is result of the division of the output over the input. This shows the 
efficiency of the components between the input and the output. The efficiency of the solar 
system is the efficiency of the PV inverter, and the efficiency of the wind system is the 
efficiency of the wind inverter and the wind controller multiplied by each other. 
The battery state of charge at the start of the run was 95.4 and it was 82.5% at the end of the 
run. 
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FIGURE 51 - WIND POWER SYSTEM #1 
Figure 51 indicates that four days (from the 6th to 9th) were good windy days, where the maximum 
wind speed recorded on these days was approximately 13 m/s. The average wind speed on those 
four days was 5.52 m/s and the average wind speed on all recorded days was 3.68 m/s (The average 
wind speed on the 8th alone was 8.29 m/s). The good windy days in question were stormy days that 
had affected Perth areas along with other areas [19].  In addition, the graph includes the outputs 
of the FP wind turbine, the WB Protection Box, and the WB to illustrate the efficiency of both the 
WB Protection Box and the WB. The bigger the gap between the FP output and the controller output 
the less efficient the controller is, and similarly to the gap between the controller output and the 
WB output. 
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FIGURE 52 - PV SYSTEM #1 
In Figure 52, the output of the PV on the 2nd is less than the other days, which was due to the 
weather at the time. The reason for the spikes in the bar graph is the shading from clouds. The tip 
of the bar graph illustrates the efficiency of SB and it shows that the output of the SB is close to 
the output of the PV indicating the high efficiency of SB. The PV Power in Figure 52 might be 
difficult to notice on the graph, but it indicates that the SB is efficient.  
7.2 Monitoring #2 
This second results section has the same setup as the first results section, except the computer and 
other devices (except load bank and Webbox) are now connected to the mains grid. The load 
recorded by LabVIEW with the load bank turned off varies between 4-9 Watts, and the recorded 
daily load graph is shown in Figure 53. 
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FIGURE 53 - RECORDED LOAD PROFILE 
Figure 53 looks very similar to the intended load profile shown in Figure 46 with negligible noise 
that was caused by the Webbox. The load has a small peak in the morning, then an average load of 
150W after 9am, then the load starts to increase to the second peak in the evening after 4:30pm 
and onwards, and the load becomes low after midnight. Usually, off-grid households do not use 
electric heaters, which would explain the low load after midnight. The huge peak of the load 
happens when the sun sets, which indicates that the battery has been greatly discharged due to 
the absence of solar power and then the energy is supplied mainly from the batteries when it is not 
a windy day. 
 
FIGURE 54 - REPS ENERGY FLOWS #2   
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In Figure 54, the solar resource seemed to be consistent during this period except on the 21st and 
the 23rd. The battery state of charge had similar charge cycles before the 21st, but when the solar 
resource was very low on the 21st, the state of charge did not drop significantly since it was a windy 
day. However, on the 23rd, both of the solar resource and the wind resource were poor, which led 
to a significant drop of state of charge. The state of charge then recharged very slowly (~2% per 
day). 
TABLE 4 – ENERGY INPUTS/OUTPUTS #2 
Energy (kWh/day) 
RAPS2_Beta 
(Input) 
Webbox 
(Output) 
Efficiency (%) 
Comments 
Date Solar Wind Solar Wind SB Wind System 
15-9-2014 2.57 0.60 2.31 0.34 89.9% 57.4% Started at 12:40pm 
16-9-2014 6.19 1.28 5.65 0.68 91.3% 53.6%  
17-9-2014 6.05 1.23 5.51 0.71 91.1% 57.6%  
18-9-2014 6.17 2.01 5.92 1.41 95.9% 70.4%  
19-9-2014 5.79 0.34 5.27 0.16 91.1% 47.8%  
20-9-2014 6.21 2.11 5.69 1.36 91.6% 64.7%  
21-9-2014 1.29 4.06 1.04 2.86 81.1% 70.4%  
22-9-2014 6.77 2.21 6.17 1.36 91.2% 61.6%  
23-9-2014 1.99 0.00 1.69 0.00 85.0% -  
24-9-2014 6.16 0.29 5.63 0.15 91.4% 50.8%  
25-9-2014 6.15 0.48 5.60 0.24 91.0% 50.0%  
26-9-2014 6.32 1.25 5.74 0.84 90.8% 66.8% Ended at 6:00pm 
Totals 55.35 14.60 50.50 9.28 90.1% 58.4%  
 
The batteries were fully charged at the start of the run was 100%, and at the end of the run the 
state of charge was 81.8%. 
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FIGURE 55 - WIND POWER SYSTEM #2 
In Figure 55, the maximum wind system efficiency during this period was 70.4%, which occurred in 
the 18th and the 21st when the energy outputted by the wind system on these days was 1.41kWh 
and 2.86kWh respectively. The reason for the higher efficiency is due to the consistency of the 
wind speed on these two days. The average wind speed for this period was 2.94 m/s. 
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FIGURE 56 - PV POWER SYSTEM #2 
Figure 56 shows that the PV output have a similar shape on most days except on the 21st and 23rd. 
7.3 Monitoring #3 
 
 
FIGURE 57 - REPS ENERGY FLOWS #3 
REPS Performance Monitoring   Mohammad Almureeh 
   
 
55 
The battery charge cycle is consistent in this period, where the minimum is 80%, as well as the PV 
output where the minimum daily energy output is 3.60 kWh and the maximum is 6.29 kWh (See 
Figure 57). The minimum PV output occurred on the day that the wind system had the highest 
energy output (4.97 kWh). 
TABLE 5 - ENERGY INPUTS/OUTPUTS #3 
Energy (kWh/day) 
RAPS2_Beta 
(Input) 
Webbox 
(Output) 
Efficiency (%) 
Comments 
Date Solar Wind Solar Wind SB Wind System 
1-10-2014 4.58 1.25 4.15 0.73 90.7% 58.4%  
2-10-2014 5.10 2.08 4.69 1.28 91.8% 61.5%  
3-10-2014 6.22 0.64 5.68 0.32 91.4% 49.6%  
4-10-2014 6.61 0.11 6.04 0.04 91.4% 36.3%  
5-10-2014 4.04 6.75 3.60 4.97 89.0% 73.5%  
6-10-2014 6.38 0.72 5.80 0.39 90.9% 53.9%  
7-10-2014 6.36 0.40 5.81 0.21 91.4% 52.5%  
8-10-2014 6.59 0.75 6.01 0.43 91.2% 56.8%  
9-10-2014 6.24 3.40 5.67 2.24 90.9% 66.0%  
10-10-2014 6.88 0.88 6.29 0.50 91.4% 56.5%  
Totals 58.99 16.99 53.74 11.11 91.0% 56.5%  
 
The battery state of charge at the start of the run was 98.9% and it was 89.0% at the end of the 
run. 
 
REPS Performance Monitoring   Mohammad Almureeh 
   
 
56 
 
FIGURE 58 - WIND POWER SYSTEM #3 
It is shown in Figure 58 that there were light wind periods during this period except on the 5th. On 
the 5th the wind speed has reached 11m/s, and the power supplied by the WB that day was 4.97kWh. 
The efficiency of WB on that day was 73.5%, much higher than the efficiency on the other days. 
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FIGURE 59 - PV SYSTEM #3 
In Figure 59, the minimum daily energy supplied by the PV during this period was 4.04kWh, which 
is higher than the daily energy supplied in the previous periods. 
7.4 Monitoring #4 
In this period, a flat load of 190W will be applied on REPS as shown in Figure 60. This load profile 
could represent a single or group of appliances that work all the time. For example, three 63W 
advertisement monitors that display advertisements in a shop all the time even when the shop is 
closed. 
 
FIGURE 60 - 190W FLAT LOAD PROFILE 
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FIGURE 61 - REPS ENERGY FLOWS #4 
The first three days in this period had the same battery charge cycle, but then the state of charge 
started to decrease because of the change of the solar resource (See Figure 61). 
TABLE 6 - ENERGY INPUTS/OUTPUTS #4 
Energy (kWh/day) 
RAPS2_Beta 
(Input) 
Webbox 
(Output) 
Efficiency (%) 
Comments 
Date Solar Wind Solar Wind SB Wind System 
13-10-2014 0.65 0.44 0.58 0.25 88.2% 56.9% Started at 3:40pm 
14-10-2014 6.72 1.02 6.15 0.62 91.6% 60.8%  
15-10-2014 6.34 0.98 5.82 0.55 91.7% 55.9%  
16-10-2014 6.44 1.91 5.89 1.16 91.4% 61.0%  
17-10-2014 5.16 0.80 4.67 0.46 90.5% 56.7%  
18-10-2014 3.68 3.94 3.31 2.59 89.8% 65.9%  
19-10-2014 2.76 2.01 2.40 1.28 87.2% 63.6%  
Totals 31.76 11.10 28.82 6.91 90.0% 60.1%  
 
The batteries were fully charged at the start of the run and it was 78.2% at the end of the run. 
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FIGURE 62 - WIND POWER SYSTEM #4 
In Figure 62, light wind speed was experienced during this period where the maximum wind speed 
was 7.2m/s. The wind speed of 7.2m/s occurred twice during this period, and the power values 
recorded in these two times were different. The highest peak of wind power recorded in this run 
was 461W on the 18th, which is considered a good day for the wind resource with an average wind 
speed of 4.65 m/s. 
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FIGURE 63 - PV SYSTEM #4 
In Figure 63, it is seen that even though the 16th and the 19th had similar wind speeds, that did 
not affect the PV output on the 16th, but has affected it on the 19th. This indicates that on the 
16th, the weather was both sunny and windy at the same time. 
7.5 Monitoring #5 
The load profile for this period, as seen in Figure 64, is a summer load profile for the same on-grid 
household that was used for the winter load profile.  
 
FIGURE 64 - SUMMER HOUSEHOLD LOAD PROFILE [18] 
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The daily energy consumed by the household is 10.1 kWh/day, 8.8 kWh less than in winter. However, 
since the solar resource is more in summer than in winter, it was decided to let the load bank apply 
7 kWh/day instead of 4.5 kWh/day to check if the renewables are capable of meeting the load or 
not. The scaled load profile is shown in Figure 65. 
 
FIGURE 65 - SCALED SUMMER HOUSEHOLD LOAD PROFILE (7 KWH/DAY)  
 
FIGURE 66 - REPS ENERGY FLOWS #5 
In Figure 66, it shows that the state of charge started at 78% and ended at 40% in six days. The load 
bank was manually stopped to protect the REPS from a blackout. This indicated that 7kWh/day load 
profile overloaded the system.  
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TABLE 7 - ENERGY INPUTS/OUTPUTS #5 
Energy 
(kWh/day) 
RAPS2_Beta 
(Input) 
Webbox 
(Output) 
Efficiency (%) 
Comments 
Date Solar Wind Solar Wind SB 
Wind 
System 
20-10-2014 6.28 1.75 5.69 1.10 90.7% 62.8%  
21-10-2014 6.88 0.60 6.29 0.34 91.4% 56.0%  
22-10-2014 6.62 3.14 6.05 2.06 91.4% 65.4%  
23-10-2014 4.93 1.46 5.03 0.92 102.0% 63.0% 
RAPS2_beta failed/was 
frozen from 11:30am to 
12:20pm. 
24-10-2014 6.81 0.82 6.23 0.48 91.4% 58.4%  
25-10-2014 4.06 2.17 3.64 1.39 89.7% 64.3%  
Totals 35.57 9.94 32.93 6.29 92.8% 61.6%  
 
The battery state of charge at the start of the run was 78.0% and it dropped to 40.5% at the end 
of the run. 
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FIGURE 67 - WIND POWER SYSTEM #5 
The wind speed during this period has reached 5m/s every day. In Figure 67, there are small 
spikes seen in the wind speed but there are bigger spikes in the FP WT power and this pattern is 
also seen in the other runs.  
REPS Performance Monitoring   Mohammad Almureeh 
   
 
64 
 
FIGURE 68- PV SYSTEM #5 
7.6 Monitoring #6 
The load profile was scaled down to 6kWh/day as shown in Figure 69. 
 
FIGURE 69- SCALED SUMMER HOUSEHOLD LOAD PROFILE (6 KWH/DAY)  
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FIGURE 70 - REPS ENERGY FLOWS #6 
In Figure 70, the battery was able to maintain a state of charge above 75% .The state of charge of 
the battery during this period indicated that the 6kWh/day load profile was suited for REPS more 
than the 7kWh/day load profile. The ratio of load to renewable output of this run is 96% whereas 
it was 107% in monitoring #6 even though the averaged renewable output per day in monitoring #5 
has performed better than in monitoring #6 where the averaged renewable outputs per day were 
6.54kWh/day and 6.26kWh/day respectively. It is still possible for the ratio of load to renewable 
output to be lower than 100% with the 7kWh/day load profile on good renewable weeks but the 
battery state of charge would still drop greatly when one of the resources does not perform as 
required. 
 
TABLE 8 - ENERGY INPUTS/OUTPUTS #6 
Energy (kWh/day) 
RAPS2_Beta 
(Input) 
Webbox 
(Output) 
Efficiency (%) 
Comments 
Date Solar Wind Solar Wind SB Wind System 
30-10-2014 3.71 2.08 3.33 1.31 89.6% 62.7% Started at 12:20pm 
31-10-2014 7.09 2.36 6.47 1.51 91.2% 64.1%  
1-11-2014 6.80 1.32 6.23 0.76 91.5% 57.7%  
2-11-2014 4.91 2.12 4.41 1.36 89.9% 63.9%  
3-11-2014 6.42 1.93 5.81 1.20 90.6% 62.2%  
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4-11-2014 6.78 1.47 6.19 0.90 91.3% 61.7%  
5-11-2014 6.95 1.80 6.35 1.13 91.4% 63.0%  
6-11-2014 3.88 2.49 3.46 1.68 89.1% 67.7%  
Totals 42.67 13.08 38.80 8.17 90.8% 62.2%  
 
The battery state of charge at the start of the run was 99.68% and it was 80.1% at the end of the 
run. 
 
 
FIGURE 71 - WIND POWER SYSTEM #6 
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FIGURE 72- PV SYSTEM #6 
7.7 Monitoring #7 
The load profile that was used in this monitoring is the same load profile that was used in 
monitoring #6. It was intended for the run to be continuous; however, the computer was frozen in 
7/11 and LabVIEW ran into an error that indicated that there is no enough RAM. Further details 
are explained in section 8.4. 
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FIGURE 73 - REPS ENERGY FLOWS #7 
This run proves that 6kWh/day load profile is suitable for REPS in summer as the state of charge 
cycle in Figure 73 is similar to the one in monitoring #6 (See Figure 70). The minimum state of 
charge recorded was 79% and the batteries were able to charge up to 92%. This range is expected 
to increase in the following month as the solar resource will increase. 
TABLE 9 - ENERGY INPUTS/OUTPUTS #7 
Energy 
(kWh/day) 
RAPS2_Beta 
(Input) 
Webbox 
(Output) 
Efficiency (%) 
Comments 
Date Solar Wind Solar Wind SB 
Wind 
System 
10-11-2014 0.79 0.36 0.70 0.20 88.8% 56.7% Started at 3:10pm 
11-11-2014 6.43 1.65 5.87 1.05 91.2% 63.7%  
12-11-2014 5.50 3.58 5.18 2.62 94.2% 73.1%  
13-11-2014 6.82 3.06 6.23 1.93 91.3% 63.1%  
14-11-2014 7.05 1.91 6.39 1.21 90.7% 63.5%  
15-11-2014 6.99 1.71 6.39 0.97 91.4% 56.8%  
16-11-2014 6.84 0.96 6.25 0.57 91.4% 58.9% 
Webbox failed at 
10:10pm 
Totals 40.42 13.22 37.01 8.55 91.3% 62.3%  
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The battery state of charge at the start of the run was 98.2% and the last reading before the 
Webbox failure was 85.2%. 
 
 
FIGURE 74- WIND POWER SYSTEM #7 
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FIGURE 75- PV SYSTEM #7 
7.8 Concluding Results 
By using the combined data of all monitoring results, it is possible to generate power curves of 
equipment. The following curves may contain unreasonable values which are due to either 
inaccuracies of the equipment. Each data point in the following curves represents a 10-min 
averaged value. 
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FIGURE 76 - SUNNY BOY EFFICIENCY CURVE 
The SB efficiency curve shown in Figure 76 agreed with the rated efficiency curve generated by the 
manufacturer. However, the inverter has not been able to output 100% of its rated power due to 
the months the monitoring have taken place. It is more likely for the inverter to output 100% of its 
rated power in December to February. 
 
FIGURE 77 - WINDY BOY EFFICIENCY CURVE 
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On the other hand, the WB efficiency curve shown in Figure 77 displays an unusual curve. The 
possible reason for this curve is the inconsistency of wind speeds in ROTA. It is worth mentioning 
that the efficiency of the WB is calculated to be the output of the WB over the input of the WB 
(which is the output of the wind controller).  
 
FIGURE 78 - FORTIS-PASSAAT 1400 POWER CURVE 
The FP seemed to follow the trend of the rated power curve as shown in Figure 78. The maximum 
wind speed recorded in this project was ~14m/s, however, if the wind speed has exceeded 14m/s, 
then it is expected that the FP would continue to match the rated power curve. 
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FIGURE 79 - WB PROTECTION BOX POWER CURVE 
The power curve in Figure 79 is the power curve of the wind turbine controller that has a similar 
trend to the wind turbine’s power curve but with a lower power value as expected. The maximum 
power recorded in the wind turbine’s power curve is 1126W whereas it is 1004W in the wind 
controller’s power curve (89.2% of the wind turbine’s maximum power value).  
The wind controller efficiency curve is shown in Figure 80. The efficiency curve of the wind 
controller is very stable compared to the WB efficiency curve. The efficiency of the wind controller 
is around 89%~91% when the power generated by the wind turbine is above 100W. Furthermore, the 
stability of the wind controller curves indicates that the wind controller is not the reason for the 
unusual behaviour that is seen in the efficiency curve of WB (See Figure 77). 
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FIGURE 80 - WB PROTECTION BOX EFFICIENCY CURVE 
8 Investigations/Problems arising 
8.1 FP Waveforms Clipping 
During the project, it was noticed that the output voltage and current waveform of FP wind turbine 
had an unusual shape. The voltage waveform has a sinusoidal waveform but with a capped top (or 
clipped) and the current waveform has a double positive and double negative pattern as seen in 
Figure 81. 
 
FIGURE 81 - FP CLIPPED WAVEFORM 
0
10
20
30
40
50
60
70
80
90
100
0 10 20 30 40 50 60 70 80
E
ff
ic
ie
n
c
y
 (
%
)
% of FP WT Rated Power
Windy Boy Protection Box Efficiency Curve
WB Protection Box Efficiency
REPS Performance Monitoring   Mohammad Almureeh 
   
 
75 
At the time, it was thought the reason of the issue were around the oscilloscopic modulator devices 
(Dataforth) and the wind turbine generator. There was a possibility that perhaps that these 
waveforms were purposely designed to be that way by the manufacturer. However, this behaviour 
was not mentioned in its manual or datasheet, which ruled out that possibility. Furthermore, the 
waveforms become a normal sinusoidal wave when the output voltage is around (~110V). The other 
possibility was that the input voltage has exceeded its input voltage range limit (which is -
10V<VIN<10V) of the Dataforth devices indicating that the voltage divider calculations were wrong 
and they need to be changed. If that was the case, then the readings by LabVIEW become invalid 
(or less accurate) due to the averaging methods. However, voltage dividers were investigated to 
ensure that there are no errors in the calculations made and the voltage should be scaled down to 
the input range (10V), and it was found that there were no errors in the calculations, and the output 
voltage should not exceed that limit. The only way to prove that the cause of these waveforms is 
not the Dataforth devices is to measure the input of these Dataforth devices and compare it with 
their outputs using an oscilloscope. If their waveforms are matched then it means that the Dataforth 
is not the cause of this waveform. To do this test, a battery-powered oscilloscope is required 
because the battery is isolated from earthing and the probes of the oscilloscope are connected to 
the output of the voltage divider, and its waveform is as shown in Figure 82. 
 
FIGURE 82 - CLIPPED WAVEFORM ON OSCILLOSCOPE 
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FIGURE 83 - CLIPPED WAVEFORM ON LABVIEW 
Fortunately, the two waveforms were matched, which indicates that there are no problems in 
reading the actual values. However, the cause of the waveform remains unknown. However, it was 
deduced that possibly the switched-mode power supply (SMPS) that is located in the wind controller 
has caused the source voltage waveform to clip [20]. This was tested by disconnecting the inverter, 
which uses the DC power outputted by the controller. If the deduction is accurate then the clipping 
effect should be reduced (or removed) from the waveform. The resulting waveform is shown in 
Figure 84. 
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FIGURE 84 - LESS CLIPPED WAVEFORM ON OSCILLOSCOPE 
The clipping effect was reduced, the possible reason that it is not removed could be the dump load 
was also being used (DC), therefore the smaller clipping effect. 
8.2 Computer 
Before the beginning of this project, the computer was replaced with a slightly higher performance 
computer. At the beginning of this project, the older computer (REPSPC1) had Windows XP installed 
and used to successfully control the load bank and read the values from DAQ. However, the newer 
computer (REPSPC2), which has Windows 7 installed, had issues controlling the load bank even 
though the OPC server program (RSLinx) was connected to the load bank PLC and was correctly 
configured following the set-up instructions. The suspicions at that time were software-related, 
the likely reasons being: different operation systems (XP and 7), different LabVIEW versions (2011 
and 2010), or different RSLinx versions (Professional and Classic Lite). Later on, it was discovered 
that the reason was the difference in RSLinx versions. REPSPC1 had a licenced version while the 
REPSPC2’s RSLinx did not recognise the license and was running on a Classic Lite version instead, 
which caused the limitation. Since the problem was resolved, LabVIEW has successfully controlled 
the load bank without issues. 
8.3 GIN Wind Turbine 
When the wind turbine circuit had been switched over from FP to GIN to start monitoring its 
performance, GIN was not able to turn on the WB even though the anemometers were reading wind 
speeds over 4 m/s consistently. It was also monitored over a few hours to see if the WB started up 
or not. However, it did not start. It was decided that the GIN required an expert to determine what 
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the problem was, or if it may need to undergo maintenance. Meanwhile, the system was switched 
back to FP wind turbine to resume the monitoring until the GIN started working. 
A wind turbine expert was informed of the issue, and 
started checking possible causes of the issue. The 
expert used a multimeter to check the output voltages 
of the wind turbine in each phase, and these outputs 
were negligible (less than 500mV) even though the 
wind turbine was spinning (wind speed was faster than 
4m/s). Then the tower was lowered for maintenance, 
and the expert opened its generator to see if there 
were any clues on what seemed to be the problem. 
The expert performed an insulation resistance test but 
the results were not good. Therefore he opened the 
turbine and it was found that the windings seemed to 
be de-colourised (darker, less shiny). There were also 
signs on its cap that indicated that it had been 
overheated at some point. The most probable cause 
for the overheated windings is that the wind turbine 
was spinning even though it was shorted, and even 
though. The GIN can no longer work unless the 
generator is replaced. However, the expert had 
replaced the wind turbine with a different one in 
storage, a Soma wind turbine. It was previously used 
for research purposes. The Soma WT is a 1kW two-
bladed wind turbine. 
According to Soma, the recommended inverter for their wind turbine is SMA WB 1700, which 
matches the one located in REPS. Therefore, there should not be any problems with compatibility. 
However, since the GIN controller is no longer needed, it should be replaced with Soma’s controller, 
which is slightly different from GIN’s controller where its enclosure consists of both a controller 
and a dump load with a 1.5kW heat dissipater attached to it. It is suggested to install Soma’s 
controller outdoors for safety reasons. 
Unfortunately, the Soma was not monitored in this project. 
8.4 Known Issues 
The known issues found are listed below: 
 REPSPC2 computer tends to freeze after a week since it starts LabVIEW. The error shown in 
LabVIEW is "Not enough memory to complete this operation". The task manager of REPSPC2 
was checked hourly for find the cause of this issue, and it was found out that the amount of 
RAM used by LabVIEW is almost constant over time. The cause of this issue could be an 
automated task that initiated by other software that is pre-installed in the computer. This 
issue has prevented logging REPS continuously, and required a user to manually restart the 
computer and the programs. 
 The first row of the spreadsheets written by the LabVIEW programs could contain a row from 
the previous day. For example, the first row of the spreadsheet is logged at 11:59:59PM. 
This row should be moved to the last row of the previous day manually by using a 
spreadsheet software. 
 Comparisons between simulations and operating values were not possible due to the absence 
of continuous solar and wind speed data. For example, Homer requires ‘time series data 
FIGURE 85 - GINLONG GENERATOR WINDINGS 
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files’ to be able to simulate. However, since the LabVIEW programs were not able to log 
continuously, the data files were not possible to generate. Furthermore, there is no solar 
data logged by any of the monitoring equipment. 
9 Conclusion and Future Work 
The performance of REPS has been monitored for nearly 63 days, and the results included energy 
flows in the system, comparisons between PV and wind power, including the efficiency of each 
system in each day. The concluding results included the efficiency curves of the PV and wind 
inverters and the FP wind turbine, and it was found that the actual efficiency of the PV inverter 
and the power curve of the FP wind turbine match the rated curves that were supplied by the 
manufacturers. However, the wind inverter did not match the rated curve. The diesel generator’s 
replacement has been chosen, as mentioned in section 4.6.2, however, it was not used in this 
project due the lateness of its arrival date. 
The suggested future work for both technicians and student is the following. 
For technicians: 
1. Install the SOMA wind controller outside of REPS facility, and switch the wind turbines to 
test their condition. 
2. Connect the diesel generator and check that it is working properly. Apply a very high load 
on the system and check whether if the SI can switch on the diesel generator automatically 
or not. 
3. There should be a grid power point in the facility to be able to apply proper load profiles 
on the system. 
4. Connect the SMA Sunny Sensorbox that is placed near the PV array to the Webbox. 
5. Calibrate all the sensors in the wind monitoring mast. 
6. Solve the LabVIEW freezing problem by either disabling some of the automated tasks or by 
upgrading the computer. 
For students: 
Now that the diesel generator has arrived, it should be possible to monitor the performance of REPS 
including the diesel generator and the Soma wind turbine and apply a larger load profile on the 
system. It would also be possible to construct new results sections such as for the fuel efficiency 
of the diesel generator and how often the system relies on the diesel generator in different times 
with multiple load profiles applied. It is preferred to monitor the system continuously rather than 
separate them into different sections if there are no problems with the monitoring equipment. With 
a continuous time-series data at hand, it would be possible to simulate the system and compare 
the simulations with the actual results.  
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10 Appendices 
10.1 Appendix A – Equipment List 
TABLE 10 - EQUIPMENT LIST AT THE START OF THE PROJECT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
TABLE 11 – EQUIPMENT LIST AT THE END OF THE PROJECT 
Solar power system 1.2 kWp 
Module 16x Solarex MSX-77 Modules 
Size 77 W (each). 1232 W (total) 
Configuration 16 in series 
Voltage (Vmp) 270.4 V 
Current (Imp) 4.56 A 
Inverter 1.1 kW SMA Sunny Boy 
   
Wind power system 1~1.4 kW 
Generator 1x Fortis Passaat 1400 1x Soma 
Size 1.4 kW 1 kW 
Rectifier/Controller SMA Protection Box + Dumpload Soma Controller + Dumpload 
(Disconnected) 
Inverter 1.7 kW SMA Windy Boy 
Off-grid system   
Batteries 8x 1080 Ah Exide Energystore Battery 
Generator 1x 6.5kVA Hyundai DHY8000SE Diesel Generator 
(Not arrived yet) 
Inverter SMA Sunny Island 5048 
AC Loads on REPS* 1x ACRELoad programmable load bank Monitoring equipment  
(Webbox Only) 
* The other loads are connected to the mains. 
Solar power system 1.2 kWp 
Module 16x Solarex MSX-77 Modules 
Size 77 W (each). 1232 W (total) 
Configuration 16 in series 
Voltage (Vmp) 270.4 V  [2] 
Current (Imp) 4.56 A  [2] 
Inverter 1.1 kW SMA Sunny Boy 
   
Wind power system 1.4~ 1.55 kW 
Generator 1x Fortis Passaat 1400 1x Ginlong Show-15A 
Size 1.4 kW 1.55 kW 
Rectifier/Controller SMA Protection Box + Dumpload Ginlong Controller + Dumpload 
Inverter 1.7 kW SMA Windy Boy 
Off-grid system   
Batteries 8x 1080 Ah Exide Energystore Battery 
Generator 1x 4.2kW WTGS68000DE Diesel Generator 
Inverter SMA Sunny Island 5048 
AC Loads on REPS 1x Computer and its peripherals Monitoring equipment 
 1x ACRELoad variable load bank Network equipment 
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TABLE 12 - WMT SENSORS STATUS 
Sensor Height Status 
Pressure 0m Working 
Temperature 3m Working 
 10m Working 
 18m Not working 
 24m Working 
 30m Operating but displays the wrong temperature. 
Relative Humidity 30m Not working 
Wind Speed 10m Working 
 18m Working 
 24m Working 
 30m Working 
Wind Direction 10m Not working 
 18m Connected but both sensors at 18,24m display the wrong wind 
direction (always between -1°~2°)  24m 
 30m Working 
Note: In this table, the fact that the sensor is working does not indicate that it does not require 
re-calibration. 
10.2 Appendix B – Calculations 
Calculations in logged spreadsheet: 
RAPS2_beta.vi 
TABLE 13 – EACH ROW CALCULATIONS MADE IN LOGGED FILES (RAPS2_BETA.VI) 
Parameters to calculate: (For each row) 
Wind Turbine* Power P1 = 𝑉1 × 𝐼1 PV Power = 𝑉 × 𝐼 
Wind Turbine Power P2 = 𝑉2 × 𝐼2 Battery Power = 𝑉 × 𝐼 
Wind Turbine Power P3 = 𝑉3 × 𝐼3 Load = 𝑉 × 𝐼 
Wind Controller Power = 𝑉 × 𝐼 Generator Power = 𝑉 × 𝐼 
Dump Power = 𝑉 × 𝐼   
Wind Turbine 1φ-Power = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 (𝑃1, 𝑃2, 𝑃3) × √3      [21]                 
*Wind Turbine: both wind turbines share the same equations. 
TABLE 14 - TOTALS CALCULATION MADE IN LOGGED FILES (RAPS2_BETA.VI) 
Parameters to 
calculate: 
(Totals) 
Wind Turbine Energy 
φ1 
= 𝑆𝑢𝑚(𝑃1)/3600 PV Power = 𝑉 × 𝐼 
Wind Turbine Energy 
φ2 
= 𝑆𝑢𝑚(𝑃2) ÷ 3600 Battery Power = 𝑆𝑢𝑚(𝑃) ÷ 3600 
Wind Turbine Energy 
φ3 
= 𝑆𝑢𝑚(𝑃3) ÷ 3600 Load = 𝑆𝑢𝑚(𝑃) ÷ 3600 
Wind Turbine Energy = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒(𝐸𝑛𝑒𝑟𝑔𝑦 φ[1,2,3])
× √3 
 
Generator Power = 𝑆𝑢𝑚(𝑃) ÷ 3600 
Controller Energy = 𝑆𝑢𝑚(𝑃) ÷ 3600   
Dump Energy = 𝑆𝑢𝑚(𝑃) ÷ 3600   
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10.3 Appendix C – Scaling Factors Used in LabVIEW Programs 
 
TABLE 15 - SCALING FACTORS USED IN RAPS2_BETA.VI 
Equipment Parameter Scaling Changes Parameter Scaling Changes 
Wind Turbine  V1 = 𝑉
× 196.1176 
- I1 = 𝑉 × 2 - 
Wind Turbine V2 = 𝑉
× 196.1176 
- I2 = 𝑉 × 2 - 
Wind Turbine V3 = 𝑉
× 196.1176 
- I3 = 𝑉 × 2 - 
Controller V = 𝑉 × 2 = 𝑉
× 90.23529 
I = 𝑉 × 4 - 
Dump Load V = 𝑉
× 90.23529 
- I = 𝑉 × 2 = 𝑉 × 500 
PV V = 𝑉
× 90.23529 
- I = 𝑉 × 4 - 
Battery V = 𝑉
× 14.94118 
- I = 𝑉
× 100 
= 𝑉
× 2500 
Load V = 𝑉
× 90.23529 
- I = 𝑉 × 5 - 
Diesel 
Generator 
V = 𝑉
× 90.23529 
- I = 𝑉 × 6 - 
SB - - - I = 𝑉 × 2 - 
WB - - - I = 𝑉 × 4 - 
SI - - - I = 𝑉 × 30 - 
All of the raw values (V) are in mV. 
TABLE 16 - SCALING FACTORS USED IN READ FP WMT.VI 
Sensor Raw Unit Scaling Product Unit 
Pressure mV = 43.58 ∙ 𝑉 + 11.6 kPa 
Temperature mV = 100 ∙ 𝑉 − 273 °C 
Wind Speed at 10m Counts = (𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐶𝑜𝑢𝑛𝑡
− 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐶𝑜𝑢𝑛𝑡)
∙ 0.765 + 0.295 
m/s 
Wind Speed at 18m Counts = (𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐶𝑜𝑢𝑛𝑡
− 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐶𝑜𝑢𝑛𝑡)
∙ 0.767 + 0.445 
m/s 
Wind Speed at 24m Counts = (𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐶𝑜𝑢𝑛𝑡
− 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐶𝑜𝑢𝑛𝑡)
∙ 0.767 + 0.35 
m/s 
Wind Speed at 30m Counts = (𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐶𝑜𝑢𝑛𝑡
− 𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐶𝑜𝑢𝑛𝑡)
∙ 0.767 + 0.366 
m/s 
Wind Direction mV = 72 × 𝑉 ° 
 
