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ABSTRACT
DQN (Deep Q-Network) is a method to perform Q-learning for reinforcement learning using deep
neural networks. DQNs require large buffers for experience reply and rely on backpropagation based
iterative optimization, making them difficult to be implemented on resource-limited edge devices. In
this paper, we propose a lightweight on-device reinforcement learning approach for low-cost FPGA
devices. It exploits a recently proposed neural-network based on-device learning approach that does
not rely on the backpropagation method but uses ELM (Extreme Learning Machine) and OS-ELM
(Online Sequential ELM) based training algorithms. In addition, we propose a combination of L2
regularization and spectral normalization for the on-device reinforcement learning, so that output
values of the neural networks can be fit into a certain range and the reinforcement learning becomes
stable. The proposed reinforcement learning approach is designed for Xilinx PYNQ-Z1 board as a
low-cost FPGA platform. The experiment results using OpenAI Gym demonstrate that the proposed
algorithm and its FPGA implementation complete a CartPole-v0 task 29.76x and 126.06x faster than
a conventional DQN-based approach when the number of hidden-layer nodes is 64.
Keywords Reinforcement learning · FPGA · On-device learning · OS-ELM · Spectral normalization
1 Introduction
Reinforcement learning differs from a typical deep learning in that agents themselves explore the environment and learn
appropriate actions. This means that it learns correct behaviors while creating a dataset; thus, a high generalization
capability is required for the reinforcement learning in order to avoid effects of biased data. In DQN (Deep Q-
Network) [1], Q-learning for reinforcement learning is replaced with deep neural networks, so that it can acquire a high
generalization capability by deep learning. In this case, continuous input values can be used as inputs. Also, to reduce a
dependence on a sequence of input data, an experience reply technique [2], in which past states and corresponding
actions are recorded in a buffer and then randomly picked up as input data, is typically used for DQNs.
Such DQNs are costly for resource-limited edge devices, and thus a standalone execution on edge devices is not feasible
because of some reasons below. First, they use the experience replay that requires a large buffer. Unavailability of the
experience replay causes a reduction of sampling efficiency and requires small batch sizes while training. Therefore,
a batch processing using massively-parallel computing devices, such as GPUs (Graphics Processing Units), is not
effective because of data transfer overheads. Second, they rely on a backpropagation based training algorithm that
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Figure 1: Extreme Learning Machine
iteratively optimizes their weight parameters; and thus convergence is sometimes time-consuming. For these reasons,
conventional deep learning acceleration methods cannot be directly applied.
In this paper, we propose a lightweight on-device reinforcement learning approach for resource-limited FPGA devices.
It exploits a recently proposed neural-network based on-device learning approach [3] that does not rely on the
backpropagation method but uses ELM (Extreme Learning Machine) and OS-ELM (Online Sequential ELM) based
training algorithms [4, 5]. Computational cost for these training algorithms is quite low, because their weight parameters
are analytically solved without the backpropagation based iterative optimization. It is also demonstrated that in theory
they satisfy the universal approximation theorem [6] as in deep learning.
However, since these training algorithms assume single hidden-layer neural networks, their output values tend to be
unstable in some cases, e.g., when they are overfit to some specific inputs and/or when unknown patterns are fed. In the
case of reinforcement learning, their crucial issue is that the action acquisition with Q-learning becomes unstable. To
address this issue, this paper proposes a combination of L2 regularization and spectral normalization [7] so that output
values of the proposed OS-ELM Q-networks can be fit into a certain range and the reinforcement learning becomes
stable. This enables us to implement the reinforcement learning on small-sized FPGA devices and its standalone
execution on resource-limited edge devices. In this paper, the proposed reinforcement learning approach is designed for
Xilinx PYNQ-Z1 board. The experiment results using OpenAI Gym demonstrate that the proposed algorithm and its
FPGA implementation complete a CartPole task 29.76x and 126.06x faster than a conventional DQN-based approach
when the number of hidden-layer nodes is 64.
The rest of this paper is organized as follows. Section 2 introduces basic technologies behind our proposal. Section 3
proposes the lightweight on-device reinforcement learning approach. In Section 4, the proposed FPGA-based design is
evaluated in terms of FPGA resource utilization and compared with a conventional DQN-based approach in terms of
execution time to complete a CartPole task. Section 5 summarizes this paper.
2 Preliminaries
This section briefly introduces (1) ELM (Extreme Learning Machine), (2) OS-ELM (Online Sequential ELM), (3)
ReOS-ELM (Regularized OS-ELM), and (4) DQN (Deep Q-Network).
2.1 ELM
ELM [4] is a batch training algorithm for single hidden-layer neural networks. As shown in Figure 1, the network
consists of input layer, hidden layer, and output layer. The numbers of their units are denoted as n, N˜ , and m,
respectively.
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Assuming an n-dimensional input chunk x ∈ Rk×n with batch size k is given, an m-dimensional output chunk
y ∈ Rk×m is computed as follows.
y = G(x ·α+ b)β, (1)
whereG is an activation function,α ∈ Rn×N˜ is an input weight matrix between the input and hidden layers, β ∈ RN˜×m
is an output weight matrix between the hidden and output layers, and b ∈ RN˜ is a bias vector of the hidden layer.
Assuming this neural network approximates m-dimensional target chunk (i.e., teacher data) t ∈ Rk×m with zero error,
the following equation is satisfied.
G(x ·α+ b)β = t (2)
Here, the hidden layer matrix is defined asH ≡ G(x ·α+ b). The optimal output weight matrix βˆ is computed as
follows.
βˆ =H†t, (3)
where H† is a pseudo inverse matrix of H , which can be computed with matrix decomposition algorithms, such as
SVD (Singular Value Decomposition) and QRD (QR Decomposition).
In ELM algorithm, the input weight matrix α is initialized with random values and not changed thereafter. The
optimization is thus performed only for the output weight matrix β, and so it can reduce the computation cost compared
with backpropagation based neural networks that optimize both α and β.
In addition, the training algorithm of ELM is not iterative; it analytically computes the optimal weight matrix β for a
given input chunk in a one-shot manner, as shown in Equation 3. It can always obtain a global optimal solution for β,
unlike a typical gradient descent method, which sometimes converges to a local optimal solution.
Please note that ELM is a batch training algorithm and it becomes costly when the training data grows sequentially.
This means that, when new training data arrives, the whole dataset including the new data is retrained to update the
model. This issue is a limiting factor for reinforcement learning, and it can be addressed by OS-ELM.
2.2 OS-ELM
OS-ELM [5] is an online sequential version of ELM, which can update the model sequentially using an arbitrary batch
size. Assuming that the i-th training chunk {xi ∈ Rki×n, ti ∈ Rki×m} with batch size ki is given, we need to compute
the output weight matrix β that can minimize the following error.
H0...
Hi
βi −
t0...
ti


2
, (4)
where Hi is defined as Hi ≡ G(xi · α + b). Assuming Pi ≡

H0...
Hi

> H0...
Hi


−1
(i ≥ 0), the optimal output
weight matrix is computed as follows.
Pi = Pi−1 − Pi−1H>i
(
I +HiPi−1H>i
)−1
HiPi−1
βi = βi−1 + PiH>i (ti −Hiβi−1)
(5)
Pi = P0 − P0H>i
(
I +HiP0H
>
i
)−1
HiPi−1
βi = β0 + PiH
>
i (ti −Hiβ0)
(6)
In particular, the initial values P0 and β0 are precomputed as follows. This computation is called initial training.
P0 =
(
H>0 H0
)−1
β0 = P0H
>
0 t0
(7)
As shown in Equation 6, the output weight matrix βi and its intermediate result Pi are computed from the previous
training results βi−1 and Pi−1. Thus, OS-ELM can sequentially update the model with a newly-arrived target chunk in
a one-shot manner; thus there is no need to retrain with all the past data unlike ELM.
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In this approach, the major bottleneck is the pseudo inverse operation
(
I +HiPi−1H>i
)−1
in Equation 6. As in [3],
the batch size k is fixed at one in this paper so that the pseudo inverse operation of k × k matrix for the sequential
training is replaced with a simple reciprocal operation; thus we can eliminate the SVD or QRD computation in Equation
6.
2.3 ReOS-ELM
ReOS-ELM [8] is an OS-ELM variant where L2 regularization is applied to the output weight matrix β, so that it
can mitigate the overfitting issue of OS-ELM and improve the generalization capability. The training algorithm of
ReOS-ELM is same as that of OS-ELM except that only P0 and β0 of an initial training are changed as shown in
Equation 8.
P0 =
(
H>0 H0 + δI
)−1
β0 = P0H
>
0 t0,
(8)
where δ is a regularization parameter that controls an importance of the regularization term.
2.4 Reinforcement Learning and DQN
In DQN, deep neural networks are used for Q-learning which is a typical reinforcement learning algorithm. In the
Q-learning, Qθ1(st, at) represents a value for taking action at in state st, and it is predicted with neural network
parameters θ1. These weight parameters are trained so that the value Qθ1(st, at) of taking action at in state st can be
predicted by the neural network. However, if the neural network is trained for each iteration, its weight parameters are
continuously changed and the reinforcement learning will not be stable. To address this issue, DQNs use a fixed target
Q-network technique [9], in which additional neural network with parameters θ2 is used for stabilizing the training. In
this case, θ2 is fixed, and it is updated with θ1 at a certain interval.
The loss function for DQNs is denoted as follows.
L(θ1) =
(
Qθ1 (st, at)− rt + γmax
a∈A
Qθ2 (st+1, a)
)2
, (9)
where γ ∈ [0, 1] is a discount rate that controls an importance of the next step. According to this loss function, the sum
of the reward and the maximum Q-value in one step ahead is regarded as the optimization target. Please note that θ2 is
periodically updated with θ1 by using the fixed target Q-network technique as mentioned above.
Also, DQNs use the experience reply technique [1] in order to suppress impacts on temporal dependence of Qθ(st, at).
In this case, pairs of past states and actions (i.e., st and at) are stored in a buffer, and then they are randomly picked up
from the buffer to update the weight parameters of the neural network.
2.5 Spectral Regularization and Spectral Normalization
To stabilize an action acquisition with Q-learning, we focus on regularization methods for deep learning. Actually, a
range of neural network outputs should be within a constant multiplication of their input. Such a property is referred to
as Lipschitz continuity. More specifically, assuming an input value is changed from x1 to x2, the output values f(x1)
and f(x2) should satisfy the following constraint.
∀x1, x2, ‖f(x1)− f(x2)‖ ≤ K‖x1 − x2‖, (10)
where K ∈ R is a constant value called Lipschitz constant. Lipschitz constant of a neural network is derived by partial
products of Lipschitz constants of all the layers, each of which is equal to a product of Lipschitz constant of a weight
matrix (i.e., its largest singular value) and that of an activation function (i.e., ≤ 1 for ReLU and tanh). It should be
suppressed for stable Q-learning. A spectral regularization [10] is thus used to suppress the Lipschitz constant of a
neural network, in which the sum of the largest singular value in each weight matrix is added to the loss function as a
penalty term.
Its well-known extension is the spectral normalization [7], in which an output of a neural network is divided by the
partial products of the largest singular values of all the weight matrixes. In this case, the Lipschitz constant is limited to
≤ 1. Since 1-Lipschitz continuity is required for GANs (Generative Adversarial Networks), it is widely used in these
fields.
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3 On-Device Reinforcement Learning Approach
3.1 ELM Q-Network
In Q-learning, the value of Qθ(st, at) is approximated with a neural network. As lightweight neural networks, we can
use ELM and OS-ELM for this purpose. Algorithm 1 shows ELM Q-Network and OS-ELM Q-Network.
Algorithm 1: ELM and OS-ELM Q-Network
1 Initialize parameter θ1 in Qθ1 composed of OS-ELM with N˜ -unit hidden layer using a random value R ∈ [0, 1].
2 σmax(α1)← SVD(α1)
3 α1 ← α1/σmax(α1)
4 Initialize parameter θ2 in Qθ2 configured by OS-ELM as θ2 ← θ1.
5 Initialize buffer D.
6 global_step← 0
7 for episode ∈ 1 . . . do
8 for step ∈ 1 . . . do
9 global_step← global_step+ 1
// Determine
10 if random value r1 < ε1 then
11 at ← arg max
a
Qθ1(st, a)
12 else
13 at ← random action value
// Observe
14 Observe st+1, rt, dt from environment.
// Store
15 Store (st, at, rt, st+1, dt) in buffer D.
// Update
16 if global_step ≥ len(N˜) then
17 if len(D) == N˜ then
18 Retrieve (si, ai, ri, si+1, di), i ∈ [1, N˜ ] from buffer D.
19 Update Qθ1(si, ai) to clip(−1, ri + (1− di)γmaxaQθ2(si+1, a), 1).
20 else
21 if random value r2 < ε2 then
22 Update Qθ2(st, at) to clip(−1, rt + γ(1− dt)maxaQθ2(st+1, a), 1).
23 if episode%UPDATE_STEP == 0 then
24 θ2 ← θ1
The algorithm consists of four states: Determine, Observe, Store, and Update. In Determine state (lines 10-13), a current
action at is determined based on the current state. An action that maximizes the Q-value (line 11) or randomly-selected
one (line 13) is used as at. In Observe state (line 14), based on an interaction with the environment, the next state st+1,
reward rt, and flag dt indicating if the episode is finished or not are observed. In Store state (line 15), the observed
values are stored in buffer D so that they can be used in the initial training of ELM and OS-ELM. In Update state (lines
16-22), β is updated by the initial training (in the cases of ELM and OS-ELM) or sequential training (in the case of
OS-ELM). More specifically, lines 20-22 and 23-24 are specific to OS-ELM Q-Network, and they are not used in ELM
version. Please note that a straightforward algorithm that approximates Q(st, at) with ELM or OS-ELM is unstable
and cannot complete the reinforcement learning tasks. We thus introduce some techniques in order to improve the ELM
Q-Network and OS-ELM Q-Network. Lines 19 and 22 are related to the Q-value clipping, and line 21 is related to the
random update, which will be described below.
Simplified Output Model In DQNs, the i-th unit of an output layer is corresponding to the i-th action, and they are
trained so that the i-th unit can predict Q(s, ai). In this case, their input and output sizes are typically equal to the
numbers of states and actions, respectively as shown in the left network of Figure 2. In ELM and OS-ELM, on the
other hand, since single hidden-layer neural networks are assumed, a simpler input/output pair should be defined for the
5
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Figure 2: Simplified output model diagram
on-device reinforcement learning on resource-limited FPGAs. In this paper, as shown in the right network of Figure 2,
the Q-learning model is thus simplified so that states and actions are given as an input and their corresponding Q-value
is an output, which is scalar.
Q-Value Clipping ELM and OS-ELM Q-Networks tend to be unstable especially when unseen inputs are fed to these
networks, which means that their output values become anomaly in such cases. Such outliers hinder the reinforcement
learning, because these values are significantly large and exceed a range of normal reward values. In a typical setting
for reinforcement learning, the maximum reward given by the environment is 1 and the minimum reward is -1. DQNs
can handle these outliers by changing the loss function according to recent loss values. In ELM and OS-ELM, on
the other hand, the weight parameters are updated so that the loss values become 0. Thus, the above technique that
changes the loss function according to recent loss values cannot be directly applied to ELM and OS-ELM. In this
paper, output values of ELM and OS-ELM Q-Networks are clipped so that their output values are fit into the range of
−1 ≤ rt + γmaxa∈AQθ2(st+1,a) ≤ 1. Such a Q-value clipping suppresses outliers and enables stable reinforcement
learning with ELM and OS-ELM Q-Networks.
3.2 OS-ELM Q-Network
ELM is a batch training algorithm. As shown in lines 17-19 of Algorithm 1, ELM Q-Network is updated (i.e., trained)
only when buffer D becomes full. This significantly limits the number of Q-network updates. Also, such a batch
training requires a pseudo inverse matrix, which requires SVD or QRD core. These issues can be addressed by OS-ELM
Q-Network that can sequentially update the Q-Network without costly SVD or QRD cores, enabling the on-device
reinforcement learning on resource-limited FPGA devices. In the OS-ELM version, the Q-Network is sequentially
updated as shown in line 22 of Algorithm 1.
Random Update As mentioned in Section 2.4, DQNs use the experience replay technique to reduce a dependence
on a sequence of input data. However, the experience replay cannot be applied to OS-ELM directly because of some
reasons below. First, since OS-ELM analytically computes the optimal weights for a specific data at once, multiple
sequential updates using the identical data have no effect. Second, the experience replay cannot be implemented on
resource-limited edge devices, because it requires a large buffer. To resolve the temporal dependency issue for OS-ELM,
we adopt a method of randomly determining whether or not to update for each step. Using this random update can
reduce memory usage of buffer D. Therefore, a combination of the random update with OS-ELM whose batch size is
set to 1 [3] can reduce both computational cost and memory usage.
3.3 Spectral Normalization and L2 Regularization
In Q-learning, its Q-network is updated based on comparisons of an expected value of the reward with the next state,
so Q-values in successive states are basically close to recent Q-values. As mentioned in Section 2.5, the spectral
regularization and normalization are effective in reinforcement learning for improving the generalization performance.
In summary, our conclusion is that the spectral normalization and the L2 regularization are applied to weight parameters
α and β, respectively.
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Difficulty of Spectral Normalization for β Let us start with the spectral regularization for the weight parameter β
of OS-ELM Q-Network. In this case, OS-ELM loss function J with βi at step i is represented as follows.
J(β) =
1
2
‖Hiβi − ti‖2 + ϕ
2
‖σmax(βi)‖2, (11)
where the second term is the regularization term, and σmax(βi) is the largest singular value in βi. An importance of
the regularization term is controlled by a parameter ϕ. To derive an update formula for OS-ELM Q-Network, first, the
loss function J is differentiated with respect to βi. Then, the update formula that minimizes J(β) is transformed as
follows.
βi = βi−1 + PiH>i (ti −Hiβi−1)− ϕPiKi
Ki = Pi−1σmax(βi−1)ui−1v>i−1 + σmax(βi)uiv
>
i ,
(12)
where ui and vi are the leftmost column of U and the top row of V >, respectively, assuming βi = UDV > by SVD.
Please note that Equation 12 demonstrates that SVD of βi is required to calculate the optimized βi for every update.
Since SVD computation is costly for resource-limited FPGA devices, the spectral regularization of βi is not feasible of
OS-ELM Q-Network. Also, we do not use the spectral normalization for βi of OS-ELM Q-Network as well as the
spectral regularization, because σmax(βi) is required for every prediction.
L2 Regularization for β In this paper, we thus use L2 regularization for βi as an alternative to the spectral
regularization for βi. This approach is validated below. Assuming A is a general matrix, the following relation is
satisfied.
‖A‖22 = σ2max(A) ≤ ‖A‖2F =
∑
i
σ2i (A), (13)
where ‖ · ‖2 and ‖ · ‖F denote the spectral norm and the L2 norm, respectively. As shown in Relation 13, the L2 norm
introduces a stronger constraint than the spectral norm [10]. This means that the L2 regularization for βi of OS-ELM
can introduce the same or stronger effect of the spectral regularization.
Spectral Normalization for α Different from β, weight parameter α of OS-ELM is randomly generated at the
initialization step and not changed at runtime. Since initial values of α can be computed at offline, the spectral
normalization can be applied to α. By applying the spectral normalization for α, the Lipschitz constant depending on
α is suppressed within 1 or less; and thus Lipschitz constant of OS-ELM is σmax(βi) or less. In addition, the Lipschitz
constant depends on βi and the L2 regularization parameter δ, which means that the Lipschitz constant can be controlled
by these parameters. As a result, by a combination of the spectral normalization for α and the L2 regularization for β,
the spectral regularization can be applied while keeping the Lipschitz constant of OS-ELM under σmax(βi).
4 Evaluations
In this section, the proposed ELM and OS-ELM Q-Networks are evaluated in terms of the FPGA resource utilization
and execution time to complete a reinforcement learning task. They are compared to a typical DQN. Effects of the
normalization and/or regularization techniques are also compared.
4.1 Evaluation Environment
Table 1 shows the specification of the experimental machine. As a reinforcement learning task in this experiment, we
use OpenAI Gym CartPole-v0 that tries to make an inverted pendulum stand longer. Table 2 shows the simulation
parameters.
Table 1: Specification of experimental machine
OS PYNQ Linux, based on Ubuntu 18.04
CPU Cortex-A9 processor (650MHz)
RAM DDR3 SDRAM (512MB)
Table 2: Simulation environment (CartPole-v0)
Parameter Min Max
Cart position -2.4 2.4
Cart velocity −∞ ∞
Pole angle -41.8° 41.8°
Pole velocity at tip −∞ ∞
The following seven designs are compared in terms of (i) FPGA resource utilization, (ii) training curve, and (iii) average
execution time to complete the reinforcement learning task.
(1) ELM: The proposed ELM Q-Network with the simplified output model and Q-value clipping techniques
7
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Figure 3: On-device reinforement learning on PYNQ-Z1 board
(2) OS-ELM: The proposed OS-ELM Q-Network with the simplified output model, Q-value clipping, and random
update techniques
(3) OS-ELM-L2: The above OS-ELM with the L2 regularization for β
(4) OS-ELM-Lipschitz: The above OS-ELM with the spectral normalization for α
(5) OS-ELM-L2-Lipschitz: The above OS-ELM with the spectral normalization for α and L2 regularization for β
(6) DQN: A three-layer DQN
(7) FPGA: Same as OS-ELM-L2-Lipschitz but its prediction and sequential training parts are implemented in
programmable logic using fixed-point numbers as described in Section 4.2
As the activation function, we use ReLU [11] (G(x) = x ifx ≥ 0 else 0). Adam [12] is used as the optimizer,
and the learning rate is set to 0.01. As reinforcement learning parameters, we use the following setting: 1 = 0.7,
2 = 0.5, and UPDATE_TIME = 2. As the L2 regularization parameter, δ is set to 1 and 0.5 for OS-ELM-L2 and
OS-ELM-L2-Lipschitz, respectively. In DQN, 2 is not used, and Huber function [13] shown below is used as the
loss function.
l(x,y) =
1
n
∑
i
zi, (14)
where
zi =
{
1
2 (xi − yi)2, if |xi − yi| < 1
|xi − yi| − 12 , otherwise.
(15)
4.2 FPGA Resource Utilization
A low-cost OS-ELM core optimized to batch size 1 was proposed in [3]. Their prediction and sequential training cores
(denoted as predict and seq_train modules) were designed with Xilinx Vivado HLS and implemented in programmable
logic part of PYNQ-Z1 platform, while initial training (denoted as init_train) is executed on CPU part of the platform.
In this paper, we designed a further optimized core that includes both the predict and seq_train modules in Verilog HDL,
and it is implemented for the same FPGA platform. The target FPGA device is Xilinx xc7z020clg400-1. As shown in
Figure 3, the predict and seq_train modules are implemented in the programmable logic part, while the init_train is
executed on the CPU part (Cortex-A9 processor). Operating frequency of the programmable logic part is 125MHz,
while the CPU is running at 650MHz. Vivado v2017.4 is used for the implementation.
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Table 3: FPGA resource utilization of OS-ELM Q-Network core
Units BRAM [%] DSP [%] FF [%] LUT [%]
32 2.86 1.82 1.49 3.52
64 11.43 1.82 4.5 5
128 45.71 1.82 4.5 7.93
192 91.43 1.82 6.44 11.03
256 - - - -
As mentioned in Section 3.1, in the OS-ELM Q-Network core, its input size (i.e., the number of input-layer nodes) is
equal to the sum of the numbers of states and actions, which is five in the CartPole-v0 task. Its output size is 1, which is
a scalar. The number of hidden-layer nodes is varied from 32 to 256 in the experiments. The predict and seq_train
modules can be implemented with matrix add, mult, and div operations. SVD or QRD core is not needed as in [3].
For these matrix operations, only a single add, mult, and div unit is implemented. We use 32-bit Q20 number as a
fixed-point number format. Input data, weight parameters α and β, and intermediate computation results are stored in
on-chip BRAMs.
Table 3 shows FPGA resource utilization of the OS-ELM Q-Network core that consists of the predict and seq_train
modules when the number of hidden-layer nodes is changed from 32 to 256. The largest design with 256 hidden-layer
nodes cannot be implemented for PYNQ-Z1 board due to an excessive BRAM requirement. The other designs can be
fit into the FPGA device. The BRAM utilization is thus a limiting factor, and those of the other resources are not high.
4.3 Training Curve
In this section, algorithm-level experiments for the reinforcement learning task are conducted. Among the seven designs
listed in Section 4.1, ELM, OS-ELM, OS-ELM-L2, OS-ELM-Lipschitz, OS-ELM-L2-Lipschitz, and DQN are
compared. They are executed as a software on a 650MHz Cortex-A9 processor of the PYNQ-Z1 board. NumPy version
1.17.2 and Pytorch version 1.3.0 are used for DQN and the ELM/OS-ELM based approaches, respectively.
In the designs other than DQN, because their dependence on initial weight parameters are high, unpromising weight
parameters are reset when a given condition is met. Specifically, the ELM/OS-ELM based approaches are reset if they
did not complete the reinforcement learning task after 300 episodes elapsed.
Figure 5 illustrates training curves of the six designs when the number of hidden-layer nodes is varied from 32 to 192.
X-axis shows the number of episodes elapsed, and Y-axis shows the number of steps for continuously standing. In the
graphs, a representative result is picked up for each design. Lighter lines show the number of steps for continuously
standing in each episode, and darker lines show the moving average over the last 100 episodes.
As shown in the upper left graph (i.e., 32 units), in addition to the baseline DQN, the proposed OS-ELM Q-Network with
regularization and/or normalization techniques (OS-ELM-L2 and OS-ELM-L2-Lipschitz) acquires correct actions.
In the case of OS-ELM, on the other hand, as the number of episodes increases, the number of steps for continuously
standing is getting worse. This is because β is updated even when the output value of the OS-ELM Q-Network is an
outlier in the case of OS-ELM, which means that such outliers cannot be suppressed by the proposed Q-value clipping
technique completely. This issue is addressed by the proposed normalization/regularization techniques.
The reinforcement learning is stable in OS-ELM-L2 that uses L2 regularization and OS-ELM-L2-Lipschitz that uses
both the L2 regularization and Lipschitz normalization. In these cases, outliers are suppressed by the L2 regularization,
and/or an output range is limited by the Lipschitz normalization. Below are two observations from comparisons between
OS-ELM-L2 and OS-ELM-L2-Lipschitz.
First, the training curve of OS-ELM-L2 is better than that of OS-ELM-L2-Lipschitz, because the L2 regularization
works directly on weight parameters β which are updated at each step. Second, even if rewards of OS-ELM-L2-
Lipschitz are declined once, it can recover the situation and then get a right action, because the Lipschitz normalization
affects α, so that an output value range of OS-ELM-L2-Lipschitz is less than or equal to σmax(β). Also, outliers due
to α values can be suppressed by the Lipschitz normalization.
As shown in the upper right graph (i.e., 64 units), ELM also acquires correct actions in addition to OS-ELM-L2,
OS-ELM-L2-Lipschitz, and DQN. In this experiment, this configuration (N˜ = 64) is best for ELM; but for the other
configurations, rewards of ELM are quite low. This means that ELM is not robust against the number of hidden-layer
nodes compared to the proposed OS-ELM Q-Network with the normalization/regularization techniques.
The lower graphs (i.e., 128 units and 192 units) show a similar tendency. Only DQN and the proposed OS-ELM-L2-
Lipschitz can acquire correct actions. Training curves of ELM and OS-ELM-L2 become low, because the number of
hidden-layer nodes is not proper for them and an overfitting occurs. OS-ELM-L2 and OS-ELM-Lipschitz also fail to
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Figure 4: Training curve
learn correct actions, indicating that using either the L2 regularization or the Lipschitz normalization is not sufficient.
The reason is that the L2 regularization does not affect α and the Lipschitz normalization does not affect β. On the
other hand, OS-ELM-L2-Lipschitz can avoid the overfitting situation and acquire correct actions thanks to both the α
and β constraints.
4.4 Execution Time to Complete
Figure 5 shows execution times to complete the CartPole-v0 task for the seven designs when the number of hidden-layer
nodes is varied from 32 to 192. Figure 6 enlarges results of the proposed FPGA design. In these graphs, each bar
shows the execution time breakdown of each operation: seq_train, predict_seq, init_train, predict_init, train_DQN,
predict_1, and predict_32. For the OS-ELM based approaches, init_train and seq_train indicate their initial training and
sequential training, respectively. predict_init and predict_seq are their predictions before and after their initial training
is completed, respectively. For the baseline DQN, train_DQN is its training. predict_1 and predict_32 indicate its
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Figure 5: Execution time to complete
predictions when its batch size is 1 and 32, respectively. These execution times are averaged over 100 trials except for
FPGA. For FPGA, the execution times are averaged over 20 trials due to excessive simulation times. Please note that in
this experiment, an execution is terminated as “impossible” if it cannot complete the task after 50,000 episodes. When
the number of hidden-layer nodes is 32, OS-ELM-L2, OS-ELM-L2-Lipschitz, DQN, and FPGA can acquire correct
behaviors. Their execution times are 132.27sec, 55.02sec, 3232.54sec, and 6.88sec respectively. Compared to DQN, the
proposed OS-ELM-L2, OS-ELM-L2-Lipschitz, and FPGA are faster by 24.43x, 58.75x, and 469.80x, respectively.
Note that OS-ELM-L2-Lipschitz can acquire correct behaviors in a shorter time compared to OS-ELM-L2.
When the number of hidden-layer nodes is 64, ELM, OS-ELM-L2, OS-ELM-L2-Lipschitz, DQN, and FPGA can
acquire correct behaviors. Their executions times are 127.08sec, 647.56sec, 74.20sec, 2208.897sec, and 17.52sec
respectively. The execution times of OS-ELM-L2, OS-ELM-L2-Lipschitz, and FPGA are increased compared to their
previous result having 32 hidden-layer nodes because of a larger matrix size. Compared to DQN, the proposed ELM,
OS-ELM-L2, OS-ELM-L2-Lipschitz, and FPGA are faster by 17.38x, 3.41x, 29.76x, and 126.06x respectively.
When the number of hidden-layer nodes is 128, only OS-ELM-L2-Lipschitz, DQN, and FPGA can acquire correct
behaviors. Their execution times are 241.81sec, 1348.99sec, and 81.79sec, respectively. The execution times of
OS-ELM-L2-Lipschitz and FPGA are increased compared to their previous result having 64 hidden-layer nodes
because of a larger matrix size. Compared to DQN, the proposed OS-ELM-L2-Lipschitz and FPGA are faster by
5.58x and 16.49x, respectively.
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Figure 6: Execution time to complete (detail of FPGA)
When the number of hidden-layer nodes is 192, the tendency is similar to that with 128 hidden-layer nodes. The
execution times of OS-ELM-L2-Lipschitz, DQN, and FPGA are 722.64sec, 1581.02sec, and 155.00sec, respectively.
Compared to DQN, the proposed OS-ELM-L2-Lipschitz and FPGA are faster by 2.18x and 10.19x, respectively.
Regarding the completion time, the results demonstrate that FPGA is the fastest followed by OS-ELM-L2-Lipschitz
and DQN, because update formula of the OS-ELM based approaches is simple as shown in Equations 6 and 8. Although
FPGA and OS-ELM-L2-Lipschitz use the same algorithm, FPGA is faster, because seq_train and predict_seq are
accelerated by dedicated circuits, as shown in Figure 3. Regarding the performance bottleneck, the OS-ELM based
approaches spend most of time for seq_train, while DQN spends a certain time for train_DQN, predict_1, and predict_32.
As mentioned above, the execution times tend to increase as the number of hidden-layer nodes is increased. This is
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because the size of matrix products is denoted as RN˜×N˜ · RN˜×N˜ ; and thus the computation cost increases rapidly
as the number of hidden-layer nodes is increased. Such matrix products can be accelerated efficiently by dedicated
circuits; thus the proposed FPGA design is an advantageous approach for the on-device reinforcement learning on
resource-limited edge devices.
5 Summary and Future Work
To solve reinforcement learning tasks on resource-limited edge devices, in this paper, we proposed ELM Q-Network
and OS-ELM Q-Network as lightweight reinforcement learning algorithms that do not rely on a backpropagation
based iterative optimization. To stabilize the proposed reinforcement learning algorithms, the following techniques
were proposed: (1) Simplified output model (Section 3.1), (2) Q-value clipping (Section 3.1), (3) Random update
(Section 3.2), and (4) Spectrum normalization (Section 3.3). A combination of all the techniques demonstrates that the
Lipschitz constant of ELM and OS-ELM can be suppressed under σmax(β). In addition, by combining the spectrum
regularization and L2 regularization, it was shown that the Lipschitz constant becomes further smaller by adjusting the
parameters.
OS-ELM Q-Network with all the above techniques was designed for PYNQ-Z1 board as a low-cost FPGA platform
by extending an existing on-device learning core. The proposed design with up to 192 hidden-layer nodes was fit
into Xilinx xc7z020clg400-1 FPGA. Regarding the execution time to complete a CartPole-v0 task in OpenAI Gym, a
software and an FPGA implementation of the proposed algorithm are faster than a conventional DQN by up to 29.76x
and 126.06x, respectively, when the number of hidden-layer nodes is 64.
As a future work, we are considering a possibility to apply the proposed reinforcement learning approach to an
actor-critic [14] based framework. The proposed FPGA-based design was evaluated only with the CartPole-v0 task as a
simple reinforcement learning task. We are thus planning to apply the proposed FPGA-based design to solve some
other reinforcement tasks.
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