In this paper we present a generic projective interior point algorithm for linear programming which includes modi ed versions of Karmarkar's original algorithm and most other projective algorithms that have been proposed as special cases. We show that this class of algorithms has a worst case iteration bound of O( p nL) and is closely related to the class of potential reduction interior point methods.
x1. Introduction
In this paper we investigate the complexity of several projective interior point methods for linear programming, including Karmarkar's (1984) original projective algorithm, Anstreicher's (1986) lower bound variant, Todd and Burrell's (1986) lower bound variant, and the primal projective algorithm of Goldfarb and Shaw(Xiao) (1988) . All of these projective algorithms have worst case iteration bounds of O(nL), whereas many path-following methods (e.g. see Renegar (1987) , Gonzaga (1989) , and Monteiro and Adler (1987) ) and potential reduction methods (e.g. see Ye (1991) and Freund (1991) ) have been proposed which require only at most O( p nL) iterations.
Recently, Shaw and Goldfarb (1993) proposed the rst O( p nL)-iteration projective method.
They also showed that this method is path-following, thereby establishing a connection between projective and path-following methods. In this paper we continue our study of the relationship between projective methods and other classes of interior point methods, and show how to improve the complexity bound of projective methods. Speci cally, we present a generic projective algorithm that has a worst case iteration bound of O( p nL). Special cases of this algorithm correspond to modi ed versions of Karmarkar's (1984) original projective algorithm, Anstreicher's (1986) lower bound variant, Todd and Burrell's (1986) lower bound variant, and the primal projective algorithm described by Goldfarb and Shaw(Xiao) (1988) . The key di erence between our generic algorithm and these other projective algorithms is that our algorithm takes a \centering step" if the current iteration point is not close to the \central trajectory". This centering step decreases the potential function while keeping the objective value xed. The other steps, which are the same as in the original algorithms, decrease the duality gap. The path-following projective interior point algorithm of Shaw and Goldfarb (1993) is a special case of our generic algorithm in which no centering steps are required. The modi ed versions of projective interior point methods developed in this paper behave exactly like potential reduction methods (see for example Ye (1991) ). They distinguish two cases which correspond to whether or not the current iterate is close to the \central trajectory", and then take di erent steps for each case, decreasing either the potential function or the duality gap. Also, as the convergence of our generic algorithm is based upon reducing a primal-dual potential 1 function, a linesearch of this potential function can be incorporated into our algorithm. Pathfollowing algorithms which have step complexity bounds of O( p nL) may be viewed as special cases of potential reduction algorithms in which all iterates are close to the central path.
Also, we would like to mention two recent papers that develop algorithms which are related to our generic algorithm. Anstreicher (1990) shows how to incorporate linesearch of a potential function in the path-following projective method of Shaw and Goldfarb (1993) while maintaining the worst case iteration bound of O( p nL). This requires using a di erent step direction when the current iterate is away from the central path. Todd (1992) proposed adding centering steps to the a ne scaling algorithm to make it polynomial with a step complexity of O( p nL). Indeed, one special case in our generic algorithm is a modi ed version of a related \general a ne scaling" algorithm. The latter algorithm is the same as the a ne scaling algorithm proposed by Dikin (1974) and Barnes (1986) except that an ellipsoidal rather than a ball constraint is used at every iteration.
x2. Preliminaries
Throughout this paper we consider the linear programming problem: min c T x s:t: Ax = 0 (P) x n = 1 x 0; x 2 R n ;
and its dual max v s:t: = c ? A T ? ve n 0:
We assume that both (P) and (D) have interior feasible solutions, the matrix A has full row rank, and n 3. We also assume that the input data are all integer and the total length (i.e., the number of digits) of the input data is L.
Let e be the vector of all ones and e n be the last column of the n n identity matrix. Given a nonoptimal primal feasible interior point x k > 0, de ne the projective transformation :
T(x) : x 7 ! y = nD ?1 x e T D ?1 x ;
where D = diagfx k g, which maps R n ++ = fx 2 R n j x 0; x n = 1g onto S n , where S n = fy 2 R n j y 0; e T y = ng:
Since x k n = x n = 1; y n = n e T D ?1 x and the inverse transformation is T ?1 (y) : y 7 ! x = Dy y n :
Clearly, e = T(x k ). Also, introducing the dual transformation, Consider now the ball minimization problem: min f(y) =ĉ T y y n s:t:Ây = 0 e T y = n (B ) ky ? ek ; y 2 R n :
Notice that (B ) is a relaxation of (P k ) if R p n(n ? 1) and (B ) is a restriction of (P k ) if r q n n?1 , where r and R are, respectively, the radii of the largest and smallest balls in R n 4 that inscribe and circumscribe S n . The objective function in (P k ) and (B ) is a fractional linear function, and its level sets are the a ne sets H(z) = fy 2 R n j (ĉ ? ze n ) T y = 0;Ây = 0; e T y = n g:
Let c p = Pĉ; d p = Pe n , where P is the orthogonal projection operator from R n onto fy 2 R n jÂy = 0; e T y = 0g:
If c p and d p are not collinear, all of the level sets fH(z); z 2 R 1 g intersect in an a ne set M, which we shall call the singular set , since both the numerator and the denominator of the objective function are equal to zero, i.e.,ĉ T y = y n = 0, for y 2 M. In this case we de ne Proof: This is proved as part of Lemma 2.1 in Shaw and Goldfarb (1993 Since 1 r 1 < 1; h > 0 and s R 1 is clearly an interior dual feasible solution with objective value v R 1 . Consequently, v R 1 is a lower bound. Since z + (R 2 ) > z + (R 1 ), v R 2 < v R 1 is also a lower bound. u t
The above propositions and their proofs indicate that for a given ball of radius < kwk centered at e, there are two level sets tangent to it. When > R, at least one of the level sets corresponds to a lower bound if appropriate conditions hold. Conversely, for a given real number v < f k , we can nd the radius of the ball which is tangent to the level set H(v) = fy 2 R n j (ĉ ? ve n ) T y = 0;Ây = 0; e T y = n g = fy 2 R n j (c p ? vd p ) T (y ? e) = ?(f k ? v);Ây = 0; e T y = n g (see Figure 2 .2). Since f k 6 = v, it follows from the expression above for H(v) that c p ? vd p 6 = 0; hence, for v < f k , we can de ne 
Proof: i) This follows from the facts that both e + w and e + (v)d(v) lie in H(v) and d(v) is orthogonal to H(v).
ii) Letỹ = e + d(v). Sinceỹ ? e is orthogonal to the level set H(v) andỹ 2 H(v),ỹ ? e is orthogonal to y ?ỹ for all y 2 H(v). Hence, ky ? ek 2 = ky ?ỹk 2 + kỹ ? ek 2 kỹ ? ek 2 = ( ) 2 :
iii) Because e + w 2 H(v), this directly follows from ii). Remark Linesearch of a potential function can be incorporated into the algorithm. This should be evident from the proof of the step complexity of the algorithm given below.
Obviously, d(z ) is the step direction of Karmarkar's algorithm, and d(z) is the step direction of the lower bound variants described in Anstreicher (1986) and Todd and Burrell (1986) respectively when z is the corresponding lower bound. The step direction of the primal projective interior point method of Goldfarb and Shaw(Xiao) (1991) on the k-th iteration is d(f k+1 ), and the direction on k-th iteration of the general a ne scaling method is d(f k ) ( see x4 for details).
x3.1. The Primal Step
In this subsection, we analyze the primal step of Algorithm 1. We show that the potential function is reduced by a constant amount via a primal step, whether or not the dual update occurs. and it follows from Proposition 2.4 vi) that (v k+1 ) = (v k ) (v R 2 ) = R 2 . In the latter case, z + (R 2 ) < 0. From (2.8), ( ) (R 2 ) for R 2 , and therefore, from (2.7) we know that z ( ) < 0 for all R 2 . However, f k ? v k > 0 is a positive root of Q (v k ) (z). Hence, (v k+1 ) = (v k ) < R 2 .
Otherwise, v k+1 = v R 1 , so (v k+1 ) = (v R 1 ) = R 1 : ii) If p = w=kwk, then g T p = 0. Otherwise, p = d(v), for v k+1 v f k , and either kwk R 2 = 3 , or v k+1 = v R 1 > v k which also implies that kwk > R 2 . Hence, from Proposition 2.2 i), (R 2 ) > 0. Let = (v k+1 ), then, f k ? v k+1 > 0 is a positive root of Q (z).
Suppose that g T d(v k+1 ) < 0. It follows from Proposition 2.2 ii) that (c p ? 
>From Proposition 2.4 v) withv = v k+1 , we have that where the last equality follows from Proposition 2.1 iii). Since from Lemma 3.1 ii) we know that d(v k+1 ) T g 0, we obtain (3.2) by solving for d(v k+1 ) T g in the above. u t Lemma 3.3 Let r 1 = r, 0 < < 1 and n 3. Proof: Equality (3.3) was given by Padberg (1986) , and inequality (3.4) follows the fact that In this subsection, we show that the potential function is reduced by at least a positive constant if a dual update occurs just prior to taking a primal step. We rst need to bound the ratio of the new to the old duality gap when a dual update is performed by the algorithm. 1 R 1 + t 1 + t : >From Lemma 3.1 ii) and the fact that (0) = f k > v R 1 = (R 1 ), (t) is a continuous and monotonically decreasing function of t in the interval 0; R 1 ]. We note that (0) (R 2 ) v R 2 . Otherwise, (R 1 ) = v R 1 > v R 2 > (R 2 ) which implies that (t) is also continuous and monotonically decreasing in the interval (R 1 ; R 2 ), or (R 2 ) > (0) which implies that (t) has a singular point in (R 1 ; R 2 ). In either case there exists at 2 (R 1 ; R 2 ) such that (t) = v R 2 . Consequently, y(t) = e +td(v k+1 ) 2 H(v R 2 ), which according to Proposition 2.4 ii) implies that t = ktd(v k+1 )k (v R 2 ) = R 2 , a contradiction. Therefore, we have 0 < f k ? v k+1 f k ? v k < f k ? v k+1 f k ? v R 2 f k ? v k+1 (0) ? (R 2 ) = 2 + R 1 1 + R 1 : (3:9)
As (t) has no singular point in (0; R 2 ), y n (R 2 ) = 1 + R 2 > 0. Lemma 3.7 In Algorithm 1, where = 0:1; 1 = 0:2; 2 = 2
