Given a data set and a subset of labels the problem of semi-supervised learning on point clouds is to extend the labels to the entire data set. In this paper we extend the labels by minimising the constrained discrete p-Dirichlet energy. Under suitable conditions the discrete problem can be connected, in the large data limit, with the minimiser of a weighted continuum p-Dirichlet energy with the same constraints. We take advantage of this connection by designing numerical schemes that first estimate the density of the data and then apply PDE methods, such as pseudo-spectral methods, to solve the corresponding Euler-Lagrange equation. We prove that our scheme is consistent in the large data limit for two methods of density estimation: kernel density estimation and spline kernel density estimation.
Introduction
In many machine learning problems, such as classification or labelling, one often aims to exploit the usually large quantities of data in order to capture its geometry. Frequently in applications labels for some of the data are available but often in low quantities because of the cost of labelling points. In the semi-supervised learning setting we are given a data set x i ∈ R d , i = 1, . . . , n sampled from an unknown probability measure µ, and a small subset of labelled pairs (x i , y i ), i = 1, . . . , N where y i ∈ R and we work in the regime N n. Here, the labels y i for the first N data points are known and we aim to estimate the labels {y i } n i=N +1 for the remaining data points {x i } n i=N +1 . One method to assign these labels is to minimise an objective function, which penalises smoothness of assigned labels, under the constraint that known labels are preserved. A common choice of such an objective function is the graph p-Dirichlet energy [79, 80] , which allows one to define a discrete version of a Dirichlet energy. More precisely, we consider the graph (Ω n , W ) of nodes Ω n = {x i } n i=1 and edge weights W = (W ij ) n i,j=1 where W ij is the edge weight between data points x i and x j (by convention we say there is no edge between x i and x j if W ij = 0). We use the random geometric graph model with length scale ε n for defining the edge weights. Approximately, the parameter ε n determines the range at which two nodes become connected; the explicit construction is given in the following section. The objective functional is defined as the difference between labels weighted by edge weights:
(1) E (p) n,con (f ) = 1 ε p n n 2 n i,j=1 W ij |f (x i ) − f (x j )| p , if f (x i ) = y i for all i = 1, . . . , N, +∞ else.
Computing the minimiser of the graph p-Dirichlet energy becomes computationally expensive when considering a large number of data points. However, it has been shown [61] that under an admissible scaling regime in ε n (and when p > d), minimisers of (1) converge to minimisers of the continuum p-Dirichlet energy: 1,p (Ω) and f (x i ) = y i for i = 1, . . . , N, +∞ else where ρ is the density of the data points, and σ η is some constant depending only on a weight function η (satisfying Definition 2.1). This result shows that the minimiser of the continuum p-Dirichlet energy is an accurate estimate of the minimiser of the graph p-Dirichlet energy when considering a large amount of data. However, the dependency of the continuum p-Dirichlet energy on the underlying data density poses a new problem as it is unrealistic to assume that we know the density of the data. The objective of this paper is to develop the framework for a new numerical method for finding minimisers of E (p) n based on its connection to the continuum variational problem of minimising E (p) ∞,con . In particular, it is our aim to develop a numerical scheme that is efficient for large (n 1) datasets. We refer to the work by Flores Rios, Calder and Lerman [23] for algorithms based on the discrete problem.
We note that an associated non-local continuum p-Dirichlet energy is also of interest;
if f ∈ W 1,p (Ω) and f (x i ) = y i , i = 1, . . . , N, +∞ else for example, F (p) εn,con (f ; ρ) was considered in [61] as an intermediary functional to provide convergence between E (p) n,con (f ) and E (p) ∞,con and has appeared in [30] [31] [32] as the continuum limit of E (p) n,con when ε n = ε is fixed (although not using the hard constraint). We also develop a numerical method for computing minimisers of the above functional that are efficient for large n.
In our approach we, rather than minimise (1) , aim instead to minimise (2) . Since the density ρ is unknown we are required to estimate it from the data Ω n . Density estimation is a well-studied problem in statistics dating back, at least, to Fix and Hodges in 1951 [22] and Akaike in 1954 [1] . The first method we consider here to estimate the density is kernel density estimation [52, 56] . The idea behind kernel density estimation is to replace the empirical measure µ n = n i=1 δ x i , where x i iid ∼ µ, with a smooth approximation; in particular, µ n (A) = 1
Formally, for n large enough µ n ≈ µ and then one expects 1 n n i=1 K h (· − x i ) to approximate the density ρ of µ. Analysing this approximation has been the interest of many statisticians, see for example [27, 38, 49, 55, 58, 62, 67] . Our methods are an adaptation of the results by Giné and Guillon [27] . We refer to [20] for an overview on kernel density estimation.
The second type of density estimation we consider is a regularised version of the kernel density estimate. Our method is to use the kernel density estimate to estimate the value of the density at knot points (that we are free to choose), we then use smoothing splines to produce an estimate of the density. We call this method the spline kernel density estimate. Although we are unaware of previous work using splines to estimate the density of distributions the idea of introducing regularisation in density estimation is not new, see for example [75] .
The advantage of using splines is that they introduce additional smoothness into our estimate of the density which allows for better approximations of the density and, due to the volume of results in the literature, are theoretically well understood. Furthermore, we can take advantage of fast computational methods for solving the spline smoothing problem. We refer to [72] for an overview and mention a few select references here. Convergence in norm of special splines under various settings have been studied in [3, 5, 6, 14, 34, 39, 43, 47, 74] , and general splines in [13, 16, 40, 48, 51, 71] . Similarly weak (pointwise) convergence of special splines has been studied in [46, 57, [76] [77] [78] and general splines in [64] .
Due to its interest in machine learning the convergence of variational problem (1) to (2) has attracted much interest. For example, pointwise convergence results have been used to motivate the choice of p > d [2, 4, 15, 21, 28, 36, 37, 50, 59, 65] ; however, pointwise convergence is not enough, in general, to imply variational convergence (convergence of minimisers). Spectral convergence [4, 10, 26, 53, 60, 70] (and error bounds [24, 73] ) shows convergence of minimisers only when p = 2. The framework to analyse the discrete-tovariational was developed by García-Trillos and Slepčev [25] and later applied to the constrained problem to show variational convergence when p > d and ε n satisfies an upper bound [61] . Using PDE methods Calder [23] studies the large data limits of two closely related problems. The first is Lipschitz learning (which corresponds to choosing p = ∞) [11] , and the second is the game theoretic p-Dirichlet energy [12] .
In this paper we show that minimisers of the continuum p-Dirichlet energy, in which the density is estimated from the data, converge to a minimiser of the continuum p-Dirichlet energy in the large data limit. After setting up notation and listing the main results in Section 2, we do this in two parts. The first part, in Section 3, gives sufficient conditions for the convergence of ρ n → ρ to imply the convergence of minimisers of E (p) ∞,con (·; ρ n ) to minimisers of E (p) ∞,con (·; ρ), and for minimisers of F (p) εn,con (·; ρ n ) to converge to minimisers of E (p) ∞,con (·; ρ). This complements the results of [61] which prove convergence of minimisers of E (p) n,con to minimisers of E (p) ∞,con (·; ρ) via the intermediary functional F (p) εn,con (·; ρ) (see Figure 1 for a summary). Then, in the second part, we provide two examples of density estimation schemes, the kernel density estimate and the spline kernel density estimate, that satisfy the conditions in the previous section (see Section 4) . Numerical illustration of the results in two dimensions are provided in Section 5 and we conclude in Section 6.
∞,con (f ; ρ n ) "n → ∞", (Theorem 2.1) Figure 1 : Diagram depicting how various p-Dirichlet energies discussed in this paper are related, and where their convergence results can be found.
Setting and Main Results

Notation
We consider functions on an open, bounded and connected domain Ω ⊆ R d with Lipschitz boundary. Given a positive Radon measure µ ∈ M + (Ω) (where usually µ is a probability measure) we let L p (µ) denote the space of functions for which the p th power of the absolute value is integrable with respect to µ and the usual norm f L p (µ) . When µ = L Ω , the Lebesgue measure on Ω we write, with a small abuse of notation, L p (Ω) instead of L p (L Ω ). Sobolev spaces, denoted by W m,p (Ω), are the space of functions where the p th power of the absolute value of the first m (weak) derivatives are integrable with respect to the Lebesgue measure. When p = 2 we also write W m,2 = H m . The norm f W m,p (Ω) on W m,p is defined in the usual way. We use C 0,α to define the Hölder space with norm f C 0,α (Ω) .
Throughout we assume we have a data set Ω n = {x i } n i=1 where x i iid ∼ µ and µ ∈ P(Ω). Given such a data set we define the empirical measure by
where δ(x) is the Dirac function. We write Ω ⊂⊂ Ω to mean that Ω is a compact subset of Ω and d H is the Hausdorff distance between sets in R d .
Dirichlet Energies: Setup
The following definition is used to construct the weights of the graph given data Ω n = {x i } n i=1 .
is a weight function if it is a decreasing function with lim r→+∞ η(r) = 0, and is positive and continuous at r = 0.
We prescribe weights between the points x i and x j using a weight function η: for a fixed ε > 0, the weight between two points x i and x j is defined by
where η ε (·) = 1 ε d η · ε . This can be used to define a maximum distance ε for which particles have a non-zero weight; for example η(t) = 1 for t < 1 and η(t) = 0 otherwise. Then then W ij is positive only when |x i − x j | < ε. In the remainder of this section we define the various Dirichlet energies which are considered in the sequel.
and define µ n to be the empirical measure and W ij as in (3) where η is a weight function. We define the discrete p-Dirichlet energy by
When the data generating distribution µ has density ρ (with respect to the Lebesgue measure) then the large data limit, in the sense of Γ-convergence, is given by the continuum p-Dirichlet energy E (p) ∞ defined below. Indeed, when p = 1 it was shown in [25] that Γ-lim n→+∞ E (1)
∞ (·; ρ) is a weighted total variation (and takes a slightly different form to the class of energies given below). The proof, however, generalises to any p ∈ [1, +∞).
be an open, bounded and connected domain with Lipschitz boundary, and ρ ∈ L ∞ (Ω) be a non-negative function. Let η be a weight function and assume that
where e 1 = (1, 0, . . . , 0). We define the continuum p-Dirichlet energy with respect to ρ by
The parameter p controls the amount of regularity. The results of this paper concern a finite choice of p since for p = +∞ the Dirichlet energy loses sensitivity to the density of the data. In fact, it is easy to show that the variational limit as p → +∞ (with n fixed and after renormalising with respect to p) is the Lipschitz learning problem:
see for example [17] for the computation with a similar objective. The objective of this paper is to build numerical methods by estimating the density of data. For Lipschitz learning the data distribution appears in the continuum limit only through it's support; in particular, the intensity is irrelevant. More precisely, it is known (see [21] for pointwise limits and [11] for variational limits in the semi-supervised setting) that the large data limit of E
Hence, one needs only to estimate the support of the data, not the density and so Lipschitz learning falls outside the scope of our method.
We work in the semi-supervised setting; that is, we assume that we have labels y i , i = 1, . . . , N for the first N data points where N is fixed. To estimate labels at the remaining n − N data points we use the Dirichlet energies to define a notion of regularity. More precisely, we minimise the Dirichlet energies subject to agreeing with the training data:
Analogously for the continuum Dirichlet energy. It will be convenient to define the constrained energies as follows.
Definition 2.4. Under the setting and notation of Definition 2.2, and given labels y i for i = 1, . . . , N we define the constrained discrete p-Dirichlet energy E (p) n,con : L p (µ n ) → [0, +∞] by eq. (1).
Definition 2.5. In addition to the setting and notation of Definition 2.3 assume that p > d. Then given labels y i for i = 1, . . . , N we define the constrained continuum p-Dirichlet energy with respect to ρ E (p) ∞,con : L p (Ω) → [0, +∞] by eq. (2)
Note that we require p > d in order for the constrained continuum p-Dirichlet energy to be well defined. More precisely, for any f with E (p) ∞ (f ; ρ) < +∞ we necessarily have that f ∈ W 1,p (Ω) and hence by Sobolev embedding (Morrey's inequality) f can be identified with a continuous function, and therefore pointwise evaluation f (x i ) can be defined. For p ≤ d the constrained Dirichlet energy can no longer be defined in the continuum setting.
We also define the non-local continuum approximation F (p)
n . This has been used as an intermediary functional in the discrete-to-continuum analysis of the p-Dirichlet energies, for example [25, 61] (as mentioned in Section 1), but is also of interest in its own right. 
We note that we are no longer able to impose pointwise constraints on F
εn is approximating a Sobolev semi-norm (when ε is small) we are still working on an L p space with no continuity implied, and therefore one cannot impose pointwise constraints We overcome this by instead imposing the constraints on small balls around x i , i = 1, . . . , N . For our analysis we require that the balls have radius at least ε which leads us to define the constrained non-local continuum model as follows.
Definition 2.7. Under the setting and notation of Definition 2.6, and given labels y i for i = 1, . . . , N we define the constrained non-local continuum p-Dirichlet energy with respect to ρ by
else.
In the above definition we make the assumption that B(x i , ε) ∩ B(x j , ε) = ∅ for all i, j = 1, . . . , N . This is clearly satisfied for ε sufficiently small.
Large Data Asymptotics for Dirichlet energies
For the results given in this section we make the following assumptions:
is an open, connected, bounded domain with Lipschitz boundary, with associated probability measure µ ∈ P(Ω).
(A2) The probability measure µ has continuous density ρ ∈ L ∞ (Ω).
(A3) The density ρ is bounded above and below by strictly positive constants.
(A4) For i = 1, .., N , the points x i ∈ Ω are labelled with values y i ∈ R.
(A5) For n ≥ i > N , the points x i ∈ Ω are i.i.d. samples of µ.
is a weight function, and weights W ij are defined by (3) for i, j = 1, . . . , n and ε = ε n .
(A7) The integral σ η as defined in (4) is finite.
(A8) The smoothing parameter takes a value larger than the dimension of the data, p > d.
Under assumptions (A1) to (A8), and the following scaling on ε n = ε,
minimisers of (1) converge to minimisers of (2) [61] . Furthermore, when p < d, minimisers of (1) converge to minimisers of (5) (i.e. constants), and so the constraints are lost as n → ∞. This result allows us to approximate minimisers of (1) by its continuum analogue, (2) . However, in general we may not know the density ρ. To make use of the continuum formulation for finite data, it is therefore necessary to estimate the density ρ using the information available; the data points x i , i = 1, . . . , n. This is the focus of the first main result of this paper. For this result, we include the following assumption on the estimate of ρ:
Under the above assumptions we can prove the convergence of minimisers of E (p) ∞,con (·; ρ n ) to a minimiser of E (p) ∞,con (·; ρ). A sequence f n is a sequence of almost minimisers if there exists δ n → 0 + such that
Theorem 2.1 (Convergence of minimisers of the local model).
Assume Ω, µ, η, p, ρ, ρ n and {x i } n i=1 satisfy Assumptions (A1)-(A9). Then, (i) minimisers of E (p) ∞,con (·; ρ n ) are precompact in L p loc (Ω),
and (iii) any converging sequence of almost minimisers of E
Furthermore, we show an analogous non-local result.
and (iii) any converging sequence of minimisers of F
The proof of both theorems is given in Section 3. In Sections 2.4 and 2.5 we give two examples on how to construct density estimates that satisfy Assumption (A9) (with probability one).
Density Estimates: Set up
Both of the convergence results from the previous section rely on having a density estimate which converge locally uniformly with probability one. We consider two examples of density estimates with this convergence property: the kernel density estimate (KDE) and the closely related spline kernel density estimate (SKDE).
Kernel Density Estimate
Recall the empirical measure µ n = 1 n n i=1 δ(· − x i ). The kernel density estimate (KDE) can be viewed as a continuous approximation to the empirical measure, where each Dirac function is approximated by a function with particular properties, known as a kernel function; which is a function integrating to unity, i.e. R d K(x) = 1. A popular choice is the Gaussian kernel function
Other popular choices include the uniform and Epanechnikov kernels. In general kernel functions do not have to be symmetric or positive, we refer to [35, 45] for more examples of kernel functions. In our numerical experiments in Section 5 we choose the Gaussian kernel. We define the kernel density estimate as follows.
Definition 2.8. Given x i ⊂ Ω for i = 1, . . . , n and a bandwidth h > 0, the Kernel density estimate ρ n,h : Ω → R is defined by
where K h (x) = 1 h d K (x/h) and K : R d → R integrates to unity. We note that, with additional notational complexity one can generalise the bandwidth to a positive semidefinite matrix H, i.e.
In the sequel we treat the special case where H = hId. When h → 0 we regain the empirical measure µ n , i.e. lim h→0 + A dρ n,h (x) = µ n (A) for all open sets A. We shall see that to guarantee convergence to the continuous density ρ, we will require a lower bound on the rate at which h → 0. We state the convergence result in the next subsection.
Spline Kernel Density Estimate To find the minimiser of E (p) ∞,con (·; ρ n ) we use a gradient flow which involves the density estimate ρ n and its derivative. It is therefore of interest to have a smooth approximation of ρ. Our strategy is to regularise the kernel density estimate.
One way to do this is to solve the variational problem:
Drawing inspiration from the spline smoothing community we approximate the first term by
are called knot points (which we are free to choose). We therefore consider the variational problem:
We define the projection operator
which is well-defined whenever m > d/2.
⊂ Ω and the kernel density estimate ρ n,h we define the spline kernel density estimate (SKDE) by
where S λ,T is defined by (9) and P T is defined by (10).
In the following subsection we give L ∞ convergence rates with probability 1 for the SKDE (in fact these results are a corollary of almost sure convergence results in H m which when m > d/2 imply uniform convergence via Sobolev embeddings -we refer to Section 4 for details).
We give a numerical comparison of the KDE and the SKDE in Section 5. Moreover, we use the KDE and SKDE estimates to construct numerical methods to calculate the minimisers of (2) with ρ n = ρ n,h and ρ n = ρ n,h,λ,T , and provide examples showing rates of convergence and computational efficiency.
Large Data Asymptotics for Density Estimation
We first discuss the almost sure locally uniform convergence of the kernel density estimate. This result follows almost immediately from known results in the literature. In particular, it is known from [27] that the L ∞ norm between the KDE and its expected value converges with a certain rate to 0. From here it is not difficult to show that the KDE converges locally uniformly to its true value.
The conditions we use to prove the convergence of the KDE estimate are the following. (B2) The probability measure µ has a bounded density ρ.
(B3) For i = 1, . . . , the points x i ∈ Ω are i.i.d. samples of µ.
has compact support in B(0, M ) for some M > 0 and can be written K = φ • ξ where φ is a bounded function of bounded variation and ξ is a polynomial.
for some c > 0.
Assumptions (B1)-(B5) are the same as those used in [27] to prove the almost sure convergence of the bias:
to zero. We use Assumptions (B6)-(B7) to show that E[ρ n,h ] → ρ locally uniformly with probability one.
In fact the assumption that K = φ • ξ where φ is bounded and of bounded variation and ξ is a polynomial can be relaxed. Our result is a simple application of [27, Theorem 2.3] which uses a class of kernels that satisfy a technical condition that is sufficient to bound the Vapnik-Červonenkis (VC) dimension of functions of the form K x−· h for x ∈ R d and h > 0. As the authors remark the technical assumption is satisfied for functions of the form K = φ • ξ and since this includes the kernels we are interested in, e.g. Gaussian kernels, we satisfy ourselves with this less general case that can be stated more easily.
We state the converge result for the KDE here, the proof is given in Section 4.1.
Assume Ω, µ, ρ, K, h n and {x} n i=1 satisfy Assumptions (B1)-(B7). Define ρ n,h as in Definition 2.8. Then, with probability one, for all Ω ⊂⊂ Ω we have
We now turn our attention to the spline kernel density estimate. To prove convergence we will need some additional assumptions which we state now.
(B8) The number of derivatives penalised is greater than half the dimension of the data, m > d/2.
, Ω), where d H is the Hausdorff distance, and
then T n and h n satisfy
for some θ > 0.
(B11) Ω satisfies the uniform cone condition: i.e. there exists r > 0 and τ > 0 such that for any t ∈ Ω, there exists a unit vector ξ(t) ∈ R d such that the cone
is fully contained in Ω.
(B12) T n and h n satisfy Sep(T n ) ≥ 2M h n where M is given in Assumption (B4).
(B13) ρ is Lipschitz continuous on Ω and ρ ∈ H m (Ω).
These conditions are necessary to apply the spline smoothing results of [69] and [3] ; in particular Assumptions (B1), (B8)-(B11) are needed for the H k convergence of splines in [3] and Assumptions (B12)-(B13) are used to match our setting here to their setting. We note that if we distribute the knot points uniformly over
which satisfy Assumption (B9). Assumption (B10) is satisfied for any λ n → 0 + with λ n T 2m d+2m n n θ for some θ > 0. The result we are interested in is stated below, the proof is a simple corollary of Theorem 4.4 in Section 4.2 which gives convergence in H k loc (Ω).
satisfy Assumptions (B1)-(B13). We define ρ n,hn,λn,Tn as in Definition 2.9. Then, with probability one, for all Ω ⊂⊂ Ω we have ρ n,hn,λn,Tn − ρ L ∞ (Ω ) → 0.
Convergence of Minimisers
To show that minimisers of E (p) ∞,con (·; ρ n ) and F (p) εn,con (·; ρ n ), where ρ n → ρ, converge to minimisers of E (p) ∞,con (·; ρ n ) we require a notion of convergence for functionals. For variational convergence the correct notion is Γ-convergence that we recall now.
The following result then provides conditions for convergence of minimisers, the proof can be found in, for example, [9, 18] . Theorem 3.1. Let (X , d) be a metric space and F n : X → [0, +∞] be a sequence of functionals. Let x n be a minimising sequence for F n . If the set {x n } ∞ n=1 is precompact and
The following lemma will be useful when considering our cases of Γ-convergence, and compactness of minimisers. 
Remark 3.3. We note that as C 0,α (Ω) ⊂ L ∞ (Ω), compactness in L ∞ (Ω) follows.
To show compactness of minimisers, we require a slightly modified Poincaré inequality. 
Then, there exists a constant C such that for all f ∈ W 1,p (Ω),
Proof. The proof is very similar to the proof of the Poincaré inequality found in [44, Theorem 12.23] , we just check that one can take the average value of f over finitely many points. Assume for a contradiction that there exists a sequence f n ∈ W 1,p (Ω) such that
Define a centralised, normalised sequence
,
Thus by Lemma 3.2, there exists a subsequence {v n k } n∈N such that v n k → v in L ∞ (Ω). Further, we must have v L p (Ω) = 1 andv = 0. Now consider a differentiable, compactly supported function ϕ : Ω → R. Then for each derivative of ϕ (using the Lebesgue dominated convergence theorem, integration by parts and Hölder's inequality)
Then ∇v L p (Ω) = 0 so v is constant, and asv = 0 we must have that v = 0 which contradicts v L p (Ω) = 1.
Hence the required result holds.
Convergence of the Local Model
We now state the compactness property for E (p) ∞,con (·; ρ n ). Compactness of minimisers is a corollary. ∞,con (f n ; ρ n ) < +∞ is bounded in W 1,p (Ω ) and precompact in C 0,α (Ω ) for any Ω ⊂⊂ Ω and any 0 < α < 1 − d p .
Proof. We show that {f n } n∈N is uniformly bounded in W 1,p (Ω ). Compactness in C 0,α (Ω ) then follows from Lemma 3.2. First, consider ∇f n L p (Ω ) . We note for sufficiently large n that ρ n is strictly positive for a.e. x ∈ Ω , moreover by (A3) and (A9),
for a.e. x ∈ Ω and n sufficiently large. Hence,
Therefore sup n∈N ∇f n L p (Ω ) < +∞.
We are left to show sup n∈N f n L p (Ω ) < +∞. By Minkowski's inequality and Lemma 3.4:
Since, by the previous argument, we can bound ∇f n L p (Ω ) independently of n we have that {f n } n∈N is bounded in L p (Ω ) as required.
An immediate corollary of the previous result is that minimisers of E (p) ∞,con (·; ρ n ) are bounded. Corollary 3.6. Assume that Ω, µ, η, p, ρ n and {x i } n i=1 satisfy Assumptions (A1)-(A9). Then, minimisers of E (p) ∞,con (·; ρ n ) are bounded in W 1,p (Ω ) and precompact in C 0,α (Ω ) for any Ω ⊂⊂ Ω and any α ∈ (0, 1 − d p ). Proof. Choose any f † that smoothly interpolates between constraints, i.e. f †
hence the result follows from Proposition 3.5.
We now consider Γ-convergence for E (p) ∞,con (·; ρ n ). ∞,con (·; ρ n ) Γconverges to E (p) ∞,con (·; ρ). Proof. Let Ω ⊂⊂ Ω. We note that for each n there exists δ n such that for a.e. x ∈ Ω ,
where δ n → 0 as n → +∞. This implies that
. This identity and (13) will be used to prove the two conditions for Γ-convergence.
(Liminf inequality.) Assume that f n → f in L p (Ω) and lim inf n→+∞ E (p) ∞,con (f n ; ρ n ) < +∞ (else the result is trivial). By recourse to a subsequence (not relabelled) we may assume that
and therefore by the compactness property, Proposition 3.5, we have that {f n } n∈N is bounded in W 1,p (Ω ) and hence there exists a further subsequence (not relabelled) weakly converging in W 1,p (Ω ) and, by Lemma 3.2, strongly in L ∞ (Ω ). Strong convergence in L ∞ (Ω ) implies that f must also satisfy the constraints f (x i ) = y i for i = 1, . . . , N (where we assume x i ∈ Ω for all i = 1, . . . , N ). We note also that f n ρ 2 p is weakly convergent in W 1,p (Ω ). Hence, by (13) and weak lower semi-continuity of norms
Taking Ω → Ω and applying Fatou's lemma we have
as required.
(Recovery sequence.) For a given f ∈ L p (Ω) we choose f n = f and applying the upper bound in (13):
Taking Ω → Ω and applying the dominated convergence theorem we get
The proof of Theorem 2.1 is then a simple application of Theorem 3.1 to Corollary 3.6 and Lemma 3.7.
Convergence of the Non-Local Model
We start with the compactness result. Proof. By [61, Lemma 4.3] there exists a mollifier J such that J has compact support in B(0, 1), J ≤ Cη for some C, and F (p) εn,con (f n ; ρ n ) ≥ CE (p) ∞ (J εn * f n ; 1 Ω ρ n ) for any Ω ⊂⊂ Ω with dist(Ω , ∂Ω) > ε n , where 1 Ω is an indicator function over Ω . We have that sup n∈N E (p) ∞ (f n ; 1 Ω ρ n ) < +∞ wheref n = J εn * f n . Since, for all i = 1, . . . , N ,
∞,con (f n ; 1 Ω ρ n ). By Proposition 3.5, {f n } n∈N is bounded in W 1,p (Ω ) and precompact in C 0,α (Ω ). Letf n k → f in C 0,α (Ω ) as k → +∞. We claim that f n k → f in L p (Ω ).
It is enough to show that f n k −f n k L p (Ω ) → 0. By Jensen's inequality we have
It follows that {f n } n∈N is compact in L p (Ω ).
As in the previous section the above compactness property can be applied to minimisers.
Corollary 3.9. Assume that Ω, µ, η, p, ρ n and {x i } n i=1 satisfy Assumptions (A1)-(A9). Then, minimisers of F (p) εn,con (·; ρ n ) are precompact in L p (Ω ), for any Ω ⊂⊂ Ω. Furthermore if f is a cluster point of {f n } n∈N in L p (Ω ) then f ∈ C 0,α (Ω ) for any 0 < α < 1 − d p and f (x i ) = y i for all i = 1, . . . , N .
Proof. Let R > 0 satisfy min i =j∈{1,...,N } |x i −x j | ≥ 3R. Choose any f † ∈ C ∞ (Ω ) that smoothly interpolates between constraints on balls of radius R around each x i (for i = 1, . . . , N ), i.e. f † W 1,p (Ω ) < +∞ and f † (x) = y i , for x ∈ B(x i , R), i = 1, . . . , N . We assume ε n < R and let L be the Lipschitz constant for f † .
Let f n be a sequence of minimisers of F (p) εn,con . Then,
εn,con (f n ; ρ n ) < +∞, hence the result follows from Proposition 3.8.
We now prove Γ-convergence.
Lemma 3.10. Assume that Ω, µ, η, p, ρ n and {x i } n i=1 satisfy Assumptions (A1)-(A9). Then, F (p) εn,con (·; ρ n ) Γ-converges to E (p) ∞,con (·; ρ). Proof. We recall (12) and therefore for there exists a sequence γ n → 0 such that (14) (
εn,con (f n ; ρ n ) < ∞ else the result is trivial. By recourse to a subsequence (relabelled) we assume that
εn,con (f n ; ρ n ) = lim n→∞ F (p) εn,con (f n ; ρ n ). 
Since the constraints are satisfied then E (p)
∞,con (f ; ρ).
(Recovery sequence.) We prove the recover sequence in three parts.
∞,con (f ; ρ) < ∞ and η has compact support in B(0, M ). We define
Then as f n and f agree away from the constraints,
Hence, f n → f in L p (Ω). We recall the following: for all ξ > 0 there exists a constant C ξ > 0 such that, for any a, b ∈ R d ,
So, for a fixed ξ > 0,
Hence, F
Applying the above to (14) we have, ∞,con (f ; ρ). So taking n → ∞ followed by ξ → 0 and Ω → Ω we have,
εn,con (f n ; ρ n ) ≤ E (p) ∞,con (f ; ρ).
Part 2:
We still assume that f is Lipschitz continuous but relax the compact support assumption on η. Assume η satisfies the integrability condition in (A7). We define F (p) εn (·; ρ, η) to be the functional F (p) εn (·; ρ) with weight function η. Then, we let η M be the truncated weight function η M (t) = η(t)1 t≤M . Now,
We can apply part 1 to the first term on the right hand side. For the second term, for each z ∈ Ω, 
Convergence of Density Estimates
In the following two subsections we prove that the kernel density estimate, and the spline kernel density estimate, satisfy Assumption (A9).
Convergence of the Kernel Density Estimate
Our result is an easy consequence of the following theorem due to [27, Theorem 2.3] . 
Then there exists C > 0 such that, with probability one,
As remarked in Section 2.5 [27] treats a more general class of kernels K and for example one could also include kernels of the form K = 1 [−1,1] d . We now prove Theorem 2.3.
Proof of Theorem 2.3. We extend ρ to the whole of R d by setting ρ(x) = 0 for all x ∈ R d \ Ω. Now, for any Ω ⊂⊂ Ω,
the first term on the RHS goes to zero by Theorem 4.1. For the second term we definẽ
where d H is the Hausdorff distance, and choose δ > 0. Since ρ is uniformly continuous onΩ there exists R δ > 0 such that for all x, z ∈Ω with |x − z| < R δ we have |ρ(x) − ρ(z)| ≤ δ. Let spt(K) ⊂ B(0, M ), and assume n is large enough so that
Then, for any x ∈ Ω ,
Hence lim n→∞ ρ hn − ρ L ∞ (Ω ) ≤ δ K L 1 (R d ) . Since δ > 0 is arbitrary we have shown lim n→∞ ρ hn − ρ L ∞ (Ω ) = 0 as required. where Ω h is defined by (15) .
Proof. Analogously to the proof of Theorem 2.3 we have
where the first term goes to zero by Theorem 4.1. The second term goes to zero uniformly by, for all x ∈ Ω M hn ,
Hence ρ hn − ρ L ∞ (Ω hn ) → 0 as required.
Convergence of the Spline Kernel Density Estimate
Our method relies on the result of [3] (given below), where almost sure H m error estimates were constructed for multivariate spline functions from data with uncorrelated, centred noise with results from [69] . Here we adapt the results to suit SKDE. By the linearity of the smoothing spline functional we can write
By the triangle inequality, for Ω ⊂⊂ Ω,
The first term on the right hand side can be bounded by following theorem found in [3, Theorem 4.1].
Theorem 4.3. In addition to Assumptions (B1),(B8)-(B11) on Ω, T n , m and {t i } Tn i=1 , assume δ n ∈ R Tn are random variables satisfying Eδ n,i = 0, for all i, δ n,i is independent of δ n,j for all i = j, and ∀r ∈ N, ∃C = C(r) such that ∀n ∈ N, and ∀i = 1, . . . , T n we have E|δ n,i | 2r ≤ C.
Define S λ,T by (11) and P T by (10) . Then, for f ∈ H m (Ω), It is easy to check that for δ n = P Tn (v n,hn −v n,hn ) that δ n,i are independent whenever Sep(T n ) ≥ 2M h n where spt(K) ⊂ B(0, M ). Moreover,
⊂ Ω M h and therefore, by Lemma 4.2, the RHS converges to zero. Hence, we can apply the above theorem to infer that S λn,Tn (ρ + v n,hn −v n,hn ) − ρ H m (Ω ) → 0 with probability one. Proof. By the preceding argument and Theorem 4.3 it is enough to show that S λn,Tn (v n,hn ) H m (Ω ) → 0. Let γ n = S λn,Tn (v n,hn ) and Γ n be the T n × T n matrix satisfying
One has, see [69, Section 5],
where A n = (Id + λ n T n Γ n ) −1 . By [69, Theorem 5.3] there exists C 1 > 0, C 2 > 0 and M > 0 such that α (n) i = 0 ∀i = 1, . . . , M and
are the ordered eigenvalues of T n Γ n . Hence, So,
By [69, Theorem 3.4] we can bound
Hence, γ n → 0 in H m (Ω ) as required.
The proof of Theorem 2.4 is now, due to Sobolev embeddings (in particular Morrey's inequality), just a corollary of the above theorem since m > d/2.
Numerical Experiments
To provide evidence of the convergence results stated in this paper, we consider numerical examples of the KDE and SKDE, construct methods to determine the minimisers of different p-Dirichlet energies, and provide example computations and error estimates. We compare our results in terms of computation time with [23] . By approximating the densities and discretising on a coarser grid we introduce another source of error which could be significant for small data sizes, hence our method is not state-of-the-art in the small data regime. On the other hand, discrete based methods fairly quickly become computationally infeasible whereas the continuum limit based numerical method controls the computational cost allowing one to apply the method to very large datasets; this is the regime where our approach is state-of-the-art.
Setup
We consider the domain Ω = [0, 1] × [0, 1], and sample from three different densities:
where N 2 , N 3 are normalisation constants. The densities are plotted in Figure 2 . For simplicity, we position 16 constraints uniformly across the domain, and labels are given using the formula:
The constraints are presented graphically in Figure 3 .
Code is based on the pseudo-spectral code base 2DChebClass, [29] . The numerical methods used in this paper also rely on boundary patching methods. A version of 2DChebClass which includes boundary patching and p-Dirichlet minimization is available upon request.
Density Estimation
Numerical Method
For the numerical results of the density estimate, we discretise the domain Ω uniformly with D = 2 10 evenly spaced grid points in each dimension and consider
, i, j = 0, . . . , (D − 1)}. We choose D large, so that discretization errors are small. We sample from non-uniform densities using the MATLAB function pinky [68] . For the density estimates we consider two measures of error, given a density estimate ρ n , we consider the L 2 error:
and the L ∞ error:
As we are only interested in the local approximation to the density, we construct the L ∞ and L 2 errors on Ω = [0.01, 0.99] × [0.01, 0.99]. Kernel density estimates and smoothing splines are well studied, so we can utilise built-in functions in MATLAB in our calculations. We construct the KDE using the built-in function mvksdensity using Gaussian kernels (which are kernel functions of order 2). To construct the SKDE we use the built-in function spaps. For simplicity, we take the knots {t i } i=1,...,T to be evenly spaced across the domain. An example of samples from ρ 2 and the associated KDE and SKDE is given in Figure 4 . Figure 4 : Left:10000 samples from ρ 2 using pinky, centre: the KDE with h = 0.03 using mvksdensity, right: the SKDE with h = 0.03, λ = 10 −6 , T = 2 12 using spaps. Density estimates are calculated on a mesh of 2 10 × 2 10 points.
Results and Discussion
We present the L ∞ errors for the density and the derivative in Figure 5 and Figure 6 . We take T = 2 12 and λ = 10 −6 . For simplicity T and λ remain fixed in the experiments. Figures 5 and 6 show that the SKDE does no worse that the KDE, and often performs better, in terms of L ∞ error. Occasionally, we see that the L ∞ error for the SKDE is greater than the KDE. This may be because of larger fluctuations in the derivatives, where the SKDE over-smooths the KDE. For all three densities, the KDE density error has an optimal choice of bandwidth h, as predicted by the theory.
Although in some cases the improved approximation due to smoothing splines is small, they also provide additional robustness in the choice of bandwidth h, with very little additional computation cost. We present the computation time for the KDE and SKDE in Figure 7 . The computation time for different densities is almost identical, and the inclusion of a smoothing spline approximation is negligible in cost. We note that the computational cost of kernel density estimation can also be significantly reduced using parallelisation. 
p-Dirichlet energy minimisation
We wish to compare the accuracy and efficiency of different Dirichlet energies on different densities. In contrast to the discrete p-Dirichlet energies, the continuum p-Dirichlet energies are not prohibitively expensive when n is large. However, when d is large, standard numerical methods become computationally intractable as the number of discretization points increases exponentially in dimension. It is an area of future work to construct a numerical scheme which can find the minimiser of (2) when d is large, perhaps under additional assumptions on the underlying probability density of the data. For now, we restrict our numerical investigation to problems with d = 2, and focus on the large data problem, rather than the large dimension problem.
Numerical Methods
When p = 2, the minimization problem (6) we must consider is nonlinear. Therefore, to construct minimisers for the different p-Dirichlet energies we use gradient descent. Discrete p-Dirichlet energies For (1) we consider the gradient flow
n,con (f )(x i ).
By construction, the solution to ∇E (p) n,con (f ) = 0 is the minimiser of E (p) n,con . To find the minimiser we start with an initial guess f 0 (where f 0 agrees with the constraints), discretise time and advance via a timestep τ . Thus, at the k th step:
Gradient descent is an important and well studied method in optimisation. Nesterov accelarated gradient descent [63] improves convergence to O( 1 k 2 ), compared to the result for standard gradient descent, which has a convergence rate of O( 1 k ). Adaptive gradient descent methods such as ADAM [41] can further speed up convergence. Proof of convergence of ADAM for convex functions was originally provided in [41] , and improvements in the proof were later provided by [7] , although there is still some contention in the literature of this result [54] .
However, independent of the gradient descent algorithm applied, the computation time of the minimization problem scales as O(n 3 ). Difficulties also arise when trying to choose the correct value for ε n . The asymptotic bounds (7) provide some reference for a good value to take, but it is uncertain what value will provide a good result for a particular number of samples n.
For state-of-the art calculation of the discrete p-Dirichlet minimizer, we use the Newton iteration method and homotopy discussed in [23] , which reduces the computational cost to O(n 2 ). In this case the graph is connected using k nearest neighbours calculations, to avoid complications in choosing ε n . We present the computation times for this method on our examples in fig. 11b .
Continuum p-Dirichlet energies For the continuum p-Dirichlets, we require gradient descent on a continuum rather than on discrete data points. The associated gradient flow is found by calculating the Gateaux derivative of E (p) ∞ . For any v ∈ W 1,p (Ω),
The minimiser will therefore satisfy
where 1 is an indicator function and n is the outward unit normal to the surface ∂Ω. To find the minimiser we can perform gradient descent using
where β is a parameter which allows flux through the boundary ∂Ω. In our simulations we take β = 0.01. For each gradient step, we need to approximate spacial derivatives of ρ and f . We use pseudo-spectral methods [66] and domain decomposition [8] to accurately and efficiently apply gradient descent. Pseudo-spectral (or collocation) methods are popular methods in the construction of numerical solutions to PDEs. Provided the function in consideration is suitably smooth, these methods produce high precision on coarse meshes.
To gain some intuition of the pseudo-spectral methodology, we consider the one dimensional case on a periodic domain. For a function f : R → R discretised on a uniform grid {x 1 , . . . , x D }, where |x i − x i+1 | = h, the finite difference approximation g : R → R of the derivative f at points x i is determined by
We can write this as a matrix multiplication, involving a sparse matrix,
. . .
This approximation is then accurate to O(h 2 ), where h is the distance between two grid points. We may also consider a finite difference approximation which includes the four nearest points,
which can be written as another matrix multiplication with matrix,
. . . . . .
this then increases the order of convergence to O(h 4 ), but computation is more expensive, as the matrix representation of differentiation is less sparse. Spectral methods can be thought of as a limiting finite difference approximation. Under the assumption that the solution is periodic and infinitely differentiable, by considering a discretization in the Fourier domain, we can construct dense differentiation matrices in the spatial domain which can provide O(h m ) convergence for every m. These results can be extended to non-periodic domains by using Chebyshev polynomials instead of a Fourier basis, which for example avoids the Runge phenomenom (where interpolation errors increase exponentially as the number of gridpoints increases). For example, on the grid [−1, 1] we use the points
Higher order derivatives and boundary conditions are also included in an intuitive manner. In higher dimensions, the differential matrices are constructed by taking Kronecker products of one-dimensional pseudo-spectral matrices. For more details and a concise introduction to pseudo-spectral methods, see [66] . For some convergence results related to non-linear PDEs and spectral methods, see [8] . In the two dimensional problems we are considering, we construct pseudospectral differential matrices D x and D y using the methods provided in [8, 66] . Heuristically, once suitable pseudospectral matrices are constructed, the non-linear partial differential equation is discretised in space by replacing gradients ∂ x , ∂ y with the matrices D x , D y respectively. For a system where the pointwise constraints {x i , i = 1, . . . N } are located on the boundary ∂Ω at Chebyshev gridpoints, (16) can be discretised using an explicit Euler method with timestep τ . Given a matrix of points defined by a Kronecker product grid of Chebyshev points (x i ) i=1,...D , (y i ) i=1,...D , we define u n = (u(x i , y j ), t n ) i,j=1,...D as the discretised approximation of u(x, nτ ) at time nτ for n ∈ N. Given initial condition u 0 = u 0 , we then have:
where n x , n y are matrices which are zero on Ω\∂Ω, and are the x and y components of the outward unit normal of the domain on ∂Ω respectively, ρ = (ρ(x i , y j )) i,j=1,...,D , and · represents the pointwise product between two matrices. However, sharp peaks are generally observed around constrained points in the interior of the domain, which is particularly evident for small values of p. Between each constraint we expect the function to be smooth. We therefore decompose the domain of interest, such that constraints lie on boundaries between patches of the domain, and match boundary conditions between each patch.
Inside each patch, and on the boundary of the entire domain, the system obeys (16) . If two patches share a boundary, we need to ensure that their values match, and that the flux also matches. Thus for patches i and j which share the boundary ∂Ω ij , at shared points
where n i is the normal from patch i to ∂Ω ij , and u i is the value of the function in patch i, and similarly for n j and patch j. Due to the shape of the grid, for the best accuracy, constraints should be placed between shared corners, however in practice this causes degeneracies due to discretization. To solve this the boundary conditions between patches that share corners can be altered to account for this, but for simplicity we place constraints shared by more than two patches near, not on, shared corners.
The additional matching conditions between patches converts the problem 16 to a set of differential algebraic equations (DAEs) [42] . Our system is semi-explicit, in that defining Γ = (∪ i,j ∂Ω ij ) to be the boundary between patches, g = u Γ as the value of u on Γ, and f = u Ω\Γ as the value of u away from the boundaries, we can write df dt =F (f , g), 0 =G(f , g). where F is given by the equations (16) restricted to Ω \ Γ, and G is given by (18) , and f , g are the spatially discretized f and g. It is necessary to use (semi-)implicit methods on DAEs, so that variables determined by algebraic equations can be updated for each timestep. Many implicit methods are available and well studied in the literature [33] , we consider the semi-implicit Euler method [19] . At step n + 1, we solve the linear system:
After discretising F and G using the pseudospectral matrices D x , D y in an analogous way to (17) , numerically this involves computing a Jacobian in F and G, and solving a linear system of equations at each timestep. ∞,con (·; S T,λ (ρ n,h )) (Figures 9j, 9k and 9l), with n = 2 17 samples for each density, and p = 3, where the minimisers are achieved using gradient descent methods explained above with a tolerance of 10 −5 . We construct the KDE using h = 0.01, and for the SKDE we choose T = 2 12 and λ = 10 −6 . Each patch is discretised with 100 Chebyshev points. For Figures 9a, 9b and 9c we chose ε via the tuning procedure described above.
Results
In Figure 10 , we give the L ∞ errors between the minimisers of E (p) ∞,con (·; ρ) and E (p) ∞,con (·; ρ n,h ) or E (p) ∞,con (·; S T,λ (ρ n,h )), for different values of n. The results reflect the conclusions in Section 5.2, the SKDE is an improvement for ρ 1 and ρ 2 , but due to the large fluctuations in gradient in ρ 3 , smoothing the KDE increases the associated error. Although using the SKDE in the minimisation problem improves the accuracy of the result, we note that the choices of λ and T were not necessarily optimal in these examples, as the optimal choice of parameters can lead to density estimates which have negative values, causing numerical errors during gradient descent. It is a topic of future work to consider and apply the associated smoothing spline problem for strictly positive functions in the SKDE. Finally, we present the CPU time for each gradient descent computation in Figure 11 . For low dimensional problems with large amounts of data, a continuum approach is shown to be computationally cheaper, and we note that density estimation can be parallelised to reduce computation time of the continuum method.
Conclusions and Future Work
We have shown that the appropriate limit is attained when using a density estimate in the constrained continuum p-Dirichlet minimization problem, provided the density estimate converges uniformly almost surely. In addition, ∞,con (·; ρ n,h ) (third row), and the SKDE E (p) ∞,con (·; S T,λ (ρ n,h )) (fourth row). The first column is for data points sampled from ρ 1 , the second column for data points sampled from ρ 2 , and the third column is for data points sampled from ρ 3 . In these examples we have taken p = 3. ∞ (·, ρ), for the KDE (dotted) and SKDE (dashed) in the p-Dirichlet energy minimization problem, where λ = 10 −6 and T = 2 12 and p = 3, and results from the method discussed in [23] (solid).
(a) (b) Figure 11 : Computation times for the different methods. Left: computation times for the continuum p Dirichlet energy calculation, once the density estimate is constructed. Dotted lines represent the minimisation problem using the KDE, dashed are using the SKDE, where λ = 10 −6 and T = 2 12 and p = 3. We note that computation time using the exact density is 11.03, 11.32, and 21.77 seconds respectively for ρ 1 , ρ 2 and ρ 3 . Right: Comparison of the continuum method presented (using SKDE to approximate the density, dashed line) in this paper and the discrete methodology discussed in [23] (solid line).
we have shown that the kernel density estimate meets the convergence criterion, and using smoothing splines can improve the approximation without affecting convergence. The non-local p-Dirichlet energy convergence result also provides an insight into the link between the discrete p-Dirichlet energy and density estimation in the continuum analogue. We have also provided numerical examples using different probability densities, which show that the constrained continuum p-Dirichlet energy can be used effectively in problems with a large amount of data and low dimension.
Future improvements to the scheme include incorporating a positivity constraint in the smoothing spline calculation for more robust density estimation. We would also like to consider different density (parametric or non-parametric) estimation methods in the minimization problem, and construct numerically stable continuum methods for when p is large.
