Abstract. The paper analyzes in terms of polynomial time many-one reductions the computational complexity of several natural equivalence relations on Boolean functions which derive from replacing variables by expressions, one of them is the Boolean isomorphism relation. Most of these computational problems turn out to be between co-NP and p 2 .
Introduction
It is easy to see that the following computational problem is co-NP-complete: Given two Boolean circuits f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ), do they represent the same Boolean function? An extension of this problem is the following problem: Given two Boolean circuits f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ), are the two Boolean functions isomorphic, i.e., can one permute the variables of the second such that afterward they represent the same Boolean function? The two Boolean functions given by x ∧¬y and y ∧¬x are an example for Boolean functions which are isomorphic but not identical. We give some evidence for the hypothesis that it is more difficult to find out whether the Boolean functions given by two circuits are isomorphic than to find out whether they are identical. Note the analogy with the same notion for graphs: two graphs on the same set of nodes are isomorphic if and only if they are identical after a permutation of the nodes of one of the graphs.
Another-though less intuitive-way of identifying Boolean functions is the following. Say that two Boolean functions are negation equivalent if one can negate some of the variables in one of the two functions such that the resulting Boolean function is identical to the other. For example, the two Boolean functions given by x ∧ y and ¬x ∧ y are negation equivalent (by negating x).
These two concepts can be combined: say that two Boolean functions are congruent if they are identical after a permutation of the variables and an additional negation of some of the variables. For example, the two Boolean functions given by x ∧ (y ∨ z) and (x ∨ y) ∧ ¬z are congruent. This equivalence relation, which already received attention in the last century, can be interpreted geometrically as a congruence of the two corresponding Boolean cubes, see Section 2.
Isomorphisms are defined by permutations. However, permutations are a special kind of bijective linear mappings on the GF(2) vector space {0, 1} n , namely, the ones whose matrices have exactly one 1 in each line and each row. So it is natural to consider the following generalization of the Boolean isomorphism relation: say that two Boolean functions F(x 1 , . . . x n ), G(x 1 , . . . x n ) are linear equivalent if there is a bijective linear mapping i: {0, 1} n → {0, 1} n such that F = G • i. This relation is generalized to Boolean affine equivalence (and to Boolean cardinality equivalence) by bijective affine mappings (arbitrary bijective mappings) instead of bijective linear ones.
This paper states some results about the computational complexity of recognizing the above relations if the Boolean functions are represented as circuits (or formulas). For example, the computational problem corresponding to the congruence relation is the set of all pairs f, g such that f and g are circuits and the Boolean functions given by f and g are congruent.
The results in terms of polynomial time many-one reducibility are the following: the relations are situated between co-NP and p 2 , the only exception is cardinality equivalence which is complete for the class CP. Furthermore, the problem whether two circuits are equivalent is complete for co-NP. The negation equivalence problem is reducible to the isomorphism and the congruence problem which have the same many-one complexity. These two problems are reducible to the linear and the affine equivalence relation, which have the same many-one complexity. A graphical summary is given in Figure 4 .
Agrawal and Thierauf [1] solved a problem posed in some earlier version of this paper and showed that none of these equivalence relations is p 2 -complete unless the Polynomial Time Hierarchy collapses.
Definition of the Equivalence Relations
Let {0, 1} be the set of the two Boolean constants. A Boolean function is a function F: {0, 1} n → {0, 1} for some natural number n ≥ 0. The number n is called the arity of F and F will be written as F(x 1 , . . . , x n ). Boolean functions of different arities are different from each other. The tuples from {0, 1} n are called assignments. We use the usual formula/circuit notation in order to describe Boolean functions, for example,
Now the equivalence relations on Boolean functions mentioned in the Introduction will be formally defined and some basic properties of them will be stated.
Let F(x 1 , . . . , x n ) be a Boolean function and let i be a function {0, (x 1 , . . . , x n ) ). In this paper we only consider bijective functions i: {0, 1} n → {0, 1} n , and some natural subsets of the set of these bijective functions are defined. First consider the set of functions i:
) and π is a permutation on the set {x 1 , . . . , x n }. We call these functions variable permutations or just permutations. Another type of bijective functions are the functions i:
and each f i : {0, 1} → {0, 1} is either the identity function or the negation function n(0) = 1, n(1) = 0. These functions are called neg-mappings, the prefix neg stands for negation. The two concepts can be combined: Let a neg-permutation be a composition j • i of a permutation i and a neg-mapping j. Consider the set {0, 1}
n as a vector space over the two-element field GF(2), addition is given by pointwise parity ⊕. Note that a permutation is a bijective linear function on {0, 1} n with the special property that in every row and every line of the representing matrix there is exactly one 1. Therefore, bijective linear functions are a generalization of permutations. Likewise, neg-permutations are a special case of bijective affine functions on {0, 1} n , namely, the ones of the form i( x) = l( x) ⊕ c such that its linear part l is represented by a matrix of the special form like above.
if there is a permutation (neg-mapping, neg-permutation, bijective linear function, bijective affine function, bijective function) i:
In other words, two Boolean functions (on the same set of variables) are isomorphic if and only if they are identical modulo a permutation of the variables, they are negation equivalent if and only if they are identical modulo a negation of some variables, they are congruent if and only if they are identical modulo a permutation of the variables and an additional negation of some of them. They are linear (affine, cardinality) equivalent if they are identical after the application of a linear (affine, any) bijective function on the assignments. It is obvious that two Boolean functions of the same arity are cardinality equivalent if and only if they have the same number of satisfying assignments.
An affine function {0, 1} n → {0, 1} n can be represented as a list of replacements
Note that the formulas α ⊕ 1 and ¬α are equivalant for all α. For the more special operations this representation is even easier, for example, the list (x 1 → ¬x 3 , x 2 → x 1 , x 3 → ¬x 2 ) describes in an obvious way a neg-permutation on {0, 1} 3 . Table 1 
Bijective affine function 
Proposition 2. The relations ∼, ≡ neg , ∼ =, ≡ lin , ≡ aff , and ≡ card are equivalence relations. Figure 2 shows the inclusion relation among these equivalence relations.
The equivalence relations above were already considered in the previous century, the relation of being congruent (in our terminology), especially, has received much attention since then, see, for example, [6] , [8] , [9] , [10] , [11] , [16] , [17] . The best overview about the definitions and results may be found in papers [9] and [10] by Harrison. It should be remarked that there does not seem to be a standard terminology, so we felt free to choose our own symbols and names. People studying these equivalence relations were not interested in the computational complexity of the relations. Instead, they were interested in determining the number and the size of the equivalence classes when only a fixed number of variables are involved, see Figure 1 . The major breakthrough in that respect was achieved by Pólya in [16] who applied his famous general combinatorial result from [15] to the special case of congruence of Boolean functions.
Some Motivation for Boolean Congruence. Justifying its name, the Boolean congruence relation will easily be interpreted as a geometrical congruence problem, remember that two subsets of R n are called congruent if there is a distance-preserving function R n → R n which maps one subset bijectively to the other. Let a Boolean function F(x 1 , . . . , x n ) be given. The geometrical Boolean cube representing F is defined to be the subset of {0, 1} n ⊂ R n which consists of the tuples t ∈ {0, 1} n such that F(t) = 1. The Boolean congruence relation will also be interpreted as a graph isomorphism problem: Let the graphical Boolean cube representing F be the labeled undirected graph (N , E, λ) defined as follows. The set of nodes N consists of the 2 n different n-tuples from {0, 1}
n . The set of edges E consists of the pairs (t, t ) of tuples which have Hamming distance 1, i.e., E is the set of (unordered) pairs ((c 1 , . . . , c n ), (c 1 , . . . , c n )) for which there is exactly one i ∈ {1, . . . , n} such that c i = c i and c j = c j for all j = i. The labeling function λ: N → {0, 1} maps a tuple t ∈ {0, 1} n to the value of F(t). See Figure 3 for this construction. The following proposition is proven in a straightforward way. 
The Complexity of the Equivalence Relations
This paper studies the complexity of the equivalence relations defined in the previous section when they are considered as computational problems. Karp [12] introduced the polynomial time many-one reducibility: A is reducible to B iff there is a polynomial time computable function h such that w ∈ A ⇔ h(w) ∈ B for all w. Garey and Johnson [7] and Papadimitriou [14] give an overview on this and other standard notions from complexity theory. The notions p-m-reducible and p-m-equivalent are abbreviations for polynomial time many-one reducible and polynomial time many-one equivalent, respectively. The symbols for these relations will be as usual ≤ p m and ≡ p m , respectively. The completeness and hardness notion will always refer to ≤ p m . We represent Boolean functions by circuits in order to obtain a computational problem. We could also use Boolean formulas but prefer the circuits since they are the more general and flexible concept while the results would be the same for both ways to represent the Boolean functions. The circuits use the constants 0, 1, the variables x 1 , x 2 , . . ., 1-ary negation (¬), 2-ary conjunction (∧), disjunction (∨), and parity (⊕) gates, see, for example, [14] for a formal definition of circuits. We assume implicitly that a circuit is given as a pair n, c where n is a number denoting the intended arity of c, n has to be at least as large as the largest index i of a variable x i appearing in the circuit c. This way, we can, for example, represent the n-ary constant-1 function by the pair n, 1 . Nevertheless, in the context it will be always be clear what the intended arity of a circuit is, so we will, for example, still just write 1.
In the usual way each circuit f (x 1 , . . . , x n ) describes a Boolean functionf = f (x 1 , . . . , x n ). Say that the circuits f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ) are equivalent, written f ≡ g, if they describe the same Boolean function, i.e.,f =ḡ, for example, ¬(x 1 ∨ x 2 ) ≡ ¬x 2 ∧ ¬x 1 . Let C be the set of all encoded circuits and let · · · be some usual pairing function on * . For any of the equivalence relations ≡ r in Definition 1 we transfer the notion from the Boolean functions to the representing circuits, i.e., for two circuits f, g we write f ≡ r g iff ≡ rḡ . The uniform definitions of the computational problems we consider are the following. Table 2 gives a summary of the terminology concerning the equivalence relations.
The problems BOOLE-EQUI and BOOLE-CARD can be shown to be complete for wellknown classes. The class CP was introduced in [19] , the class is known to be in PSPACE and to include co-NP but it is neither known to include NP nor known to be in the Polynomial Hierachy.
Proposition 4.
(a) BOOLE-EQUI is co-NP-complete. (b) BOOLE-CARD is CP-complete. a circuit c(x 1 , . . . , x n ) let #c denote the number of its satisfying assignments.
Proof. (a) The tautology problem TAUTOLOGY
n−1 } is known to be complete for CP. A is reducible to BOOLE-CARD by the reduction function which maps a circuit f (x 1 , . . . , x n ) to the pair f, x 1 , note that #x 1 = 2 n−1 (x 1 is considered as an n-ary function). On the other hand, BOOLE-CARD is reducible to A in the following way: given two circuits f (x 1 , . . . , x n ) and g(x 1 , . . . , x n ) , consider the following circuit h(x 1 , . . . , x n , x n+1 ): ¬g(x 1 , . . . , x n ) ). Exactly # f tuples (x 1 . . . , x n , x n+1 ) satisfy x n+1 ∧ f (x 1 , . . . , x n ) , and exactly 2 n − #g of the tuples satisfy ¬x n+1 ∧ ¬g(x 1 , . . . , x n ). In total # f + 2 n − #g of the tuples (x 1 , . . . , x n , x n+1 ) satisfy h, in other words, #h = 2 n + (# f − #g). By this expression it is obvious that # f = #g if and only if #h = 2 n . Therefore, BOOLE-CARD is reducible to A by the reduction function which maps f, g to h. Proof. The function h → h, 1 is a many-one reduction from the tautology problem TAUTOLOGY to each BOOLE-ISO, BOOLE-NEG, BOOLE-CONG, BOOLE-LIN, and BOOLE-AFF. The reduction is verified by the observation that any bijective function i maps tautologies to tautologies, i.e., f ∈ TAUTOLOGY ⇔ f • i ∈ TAUTOLOGY ⇔ f, 1 ∈ BOOLE-ISO (BOOLE-NEG, BOOLE-CONG, BOOLE-LIN, and BOOLE-AFF, respectively).
Membership of the problems in 
representing a permutation (neg-mapping, neg-permutation, bijective linear function, bijective affine function) i, see Table 1 . Then check for all assignments (x 1 , . . . , x n ) from {0, 1} n whether f (x 1 , . . . , x n ) and f (i(x 1 ), . . . , i(x n )) evaluate to the same value.
On the following pages the complexities of the problems BOOLE-ISO, BOOLE-NEG, BOOLE-CONG, BOOLE-LIN, and BOOLE-AFF will be compared with each other.
Theorem 6. BOOLE-ISO and BOOLE-CONG are p-m-equivalent.
Proof. One obtains a reduction from BOOLE-ISO to BOOLE-CONG as follows: Given two circuits f and g depending on x 1 , x 2 , . . . , x n , the reduction constructs two new circuits c and d in the old variables x 1 , x 2 , . . . , x n and the new additional variables y 1 , y 2 , y 3 , y 4 , y 5 :
The disjunctive normal forms of both circuits contain exactly five monomials of degree n + 4, namely, the conjunctions of all variables x 1 , x 2 , . . . , x n and four of the variables y 1 , y 2 , y 3 , y 4 , y 5 . Since all variables in these monomials appear in positive form, every neg-permutation witnessing c ∼ = d has to preserve all variables in the positive form and thus is already a permutation of the variables. Therefore c, d ∈ BOOLE-CONG ⇔ c, d ∈ BOOLE-ISO. Furthermore, y 1 , y 2 , y 3 , y 4 , y 5 belong to exactly four monomials of degree n + 4 while x 1 , x 2 , . . . , x n belong to all five monomials of degree n + 4. So it follows that each x k has to be mapped to some other x m and any permutation witnessing c ∼ d already witnesses f ∼ g: to see this fix the values of y 1 , y 2 , y 3 , y 4 , y 5 to 0 and the functions of c and d thus restricted are just f and g. Therefore f, g ∈ BOOLE-ISO ⇔ c, d ∈ BOOLE-CONG.
A reduction from BOOLE-CONG to BOOLE-ISO is given the following way. Let a pair of circuits f (x 1 , . . . , x n ), g(x 1 , . . . , x n ) be given. Let y 1 , . . . , y n and z denote n + 1 new variables and define c, d by
Now it is shown that
So the main idea is that the y k represent ¬x k and so the negation is removed by introducing 
. . , ¬x n , 0) and the corresponding equality for g versus d that i witnesses f ∼ = g.
Theorem 7. BOOLE-NEG is p-m-reducible to BOOLE-ISO.
Proof. The following p-m-reduction from BOOLE-NEG to BOOLE-ISO is similar to the one from BOOLE-CONG to BOOLE-ISO. Let a pair of circuits
. . , y n , y n , z n , z and construct the pair of circuits c, d where
and d similarly depends on g. It holds that f ≡ neg g ⇔ c ∼ d. Verification is done the same way as for the reduction from BOOLE-CONG to BOOLE-ISO, where here the variables z i guarantee that y i is mapped only to y i or y i .
Consider {0, 1} n to be a GF (2) (a m , a k ) on the given variables. Note that if i is a bijective linear mapping, then i maps subspaces to other linear subspaces of the same dimension and cardinality.
Theorem 8. BOOLE-AFF is p-m-equivalent to BOOLE-LIN.
Proof. The m-reduction from BOOLE-AFF to BOOLE-LIN is f, g → x ∧ f, x ∧ g where x is a new variable. It remains to be shown that f, g ∈ BOOLE-AFF iff x ∧ f, x ∧g ∈ BOOLE-LIN:
There is an affine mapping i witnessing f = g • i. Now let j (x) = x and for variables y m and z m other than x one defines
Since i −1 can be transformed in the same way to j −1 , the new linear mapping j is invertible and
Let j be a linear mapping witnessing x ∧ f ≡ lin x ∧ g. An affine subspace of a linear space is obtained from some linear subspace by adding a constant vector to every vector in this subspace. In particular, for Boolean vector spaces, any affine subspace is the closure of some set under the operation v 1 , v 2 , v 3 → v 1 ⊕v 2 ⊕v 3 . Now consider the affine subspaces V generated by the set {v: (x ∧ f )(v) = 1} and W generated by the set {v: (x ∧ g)(v) = 1}. Since the linear mapping j satisfies
, j maps the vectors generating V to those generated W and so is an affine mapping between the subspaces V and W : j (V ) = W . In particular, V and W have the same dimension and are also both affine subspaces of the subspace of all space U of all vectors which map the variable x to 1. Now there is an affine bijective mapping h: U → U which coincides with j on the set V of vectors. Now h can be made to an affine bijection i from the domain of f to that one of g as follows where y m and z m denote variables other than x:
Here, c is a Boolean constant (0 or 1) which comes from the affine mapping; linear ones do not have them.
This completes the proof that BOOLE-AFF is p-m-reducible to BOOLE-LIN. Conversely, consider given functions f, g which have the variables x 1 , . . . , x n . Let y 1 , . . . , y n+1 and  z 1 , . . . , z n+2 denote new variables and let V ⊆ {0, 1} 3n+3 be the vector space generated by all these 3n + 3 variables. Furthermore, let X be the n-dimensional Boolean subspace generated by the basis x 1 , . . . , x n , let Y be the (n +1)-dimensional subspace generated by y 1 , . . . , y n+1 , and let Z be the (n + 2)-dimensional subspace generated by z 1 , . . . , z n+2 . So v ∈ X iff v(y m ) = 0 and v(z k ) = 0. Let 0 denote the shared 0-vector of all four vector spaces. Now the function f : X → {0, 1} is extended to a function F: V → {0, 1} as follows:
Similarly, g is extended to G. Now it has to be shown that the mapping f, g → F, G is a p-m-reduction from BOOLE-LIN to BOOLE-AFF. Obviously the mapping is polynomial time computable.
Since i is linear, j must be affine. Since i is bijective, so is j. j maps X to X , therefore, for all α ∈ X ,
The affine mapping j witnesses that F ≡ aff G.
Let i witness that F ≡ aff G. Now F takes the value f (0) only on X ∪ Y ∪ Z , that means on at most 2 n + 2 n+1 + 2 n+2 arguments while it takes the value ¬ f (0) at least on W . Since the cardinality of W is greater than that of X ∪ Y ∪ Z but F and G map the same number of vectors to f (0), it follows that f (0) = g(0).
Z is an (n + 2)-dimensional linear subspace where F takes the value f (0). So G must on i(Z ) again take the value f (0) = g(0) and since i(Z ) is an affine
and it follows that i(0) = 0, i.e., i is linear.
The set U = X ∩ i −1 (X ) is a linear subspace of X . The restriction of i to U can be extended to a linear bijective function j: X → X . Now assume by way of contradiction that
. So such an α does not exist and j witnesses f ≡ lin g. Therefore, BOOLE-AFF is p-m-equivalent to BOOLE-LIN. Blass and Gurevich [2] defined the problem USAT = {c ∈ C | c has exactly one satisfying assignment} and showed that it is co-NP-hard. Chang and Kadin [5] showed that USAT is not in co-NP unless the Polynomial Hierarchy collapses. The following construction is a p-m-reduction from USAT to BOOLE-NEG:
Proposition 10. USAT is p-m-reducible to BOOLE-NEG. The Graph Isomorphism problem GI [13] is the set of all pairs of graphs (here) with the same set of nodes such that there is a permutation i of nodes such that a pair (x, y) forms an edge in the first graph iff (i(x), i(y)) is an edge in the second graph; so GI Proposition 12 [4] . GI is p-m-reducible to BOOLE-ISO.
Proof. Let for a graph G = (V, E) the circuit h G be defined as follows: for every vertex i ∈ V in G choose a different variable v i and let h G :
is not difficult to see that G 1 and G 2 are isomorphic if and only if the two Boolean functions described by h G 1 and h G 2 are isomorphic.
Corollary 13. BOOLE-ISO, BOOLE-CONG, BOOLE-LIN, and BOOLE-AFF are not in co-NP unless GI is in co-NP.
The stated results are summarized in Figure 4 where an arrow denotes the proven existence of a p-m-reduction between two problems (in the case of a class consider a complete problem).
Related Work
In a previous version it was left open whether BOOLE-ISO and related classes are p 2 complete. Agrawal and Thierauf [1] attacked this problem and showed that the complement of BOOLE-AFF is in IP [1] NP . p(x, y) and p(y, x) ). For example, the equivalence relation ≡ [4] show that the equivalence relations ∼ and ∼ = are induced by two preorders which express that one Boolean function is the (monotone) projection of the other, see [20] . Considered as computational problems on circuits these two preorders are p 2 -complete, see [4] . Likewise, one step lower in the Polynomial Time Hierarchy, the graph isomorphism relation is induced by a preorder, namely, the subgraph isomorphism relation which as a computational problem is NP-complete, see p. 202 of [7] .
Agrawal and Thierauf [1] improved the lower bound of Proposition 10 for the problems BOOLE-ISO, BOOLE-CONG, BOOLE-LIN, BOOLE-AFF by showing that the unique optimal clique problem UOCLIQUE is p-m-reducible to BOOLE-ISO. UOCLIQUE is a problem in P NP[log n] which is not supposed to be complete for this class but which is still p-m-hard for USAT. In their paper they also study the automorphism problems which correspond to the equivalence relations defined in this paper. They show that similar results hold like in the case of Graph Isomorphism versus Graph Automorphism [13] , e.g., the automorphism problems are p-m-reducible to the corresponding isomorphism problems.
Thierauf [18] considers Boolean functions presented by OBDDs and FBDDs. Since for these representations of Boolean functions the equivalence problems are in P and co-RP, respectively, the computational problems decrease (almost) one step in the Polynomial Time Hierarchy and are in NP and NP·co-RP, respectively.
Borchert et al. [3] took a closer look at the BOOLE-NEG problem and observed that it is a typical example of a problem being in the class EP NP , where EP is the class of all sets computable via nondeterministic machines which have either no or 2 i for some i accepting paths. This property for BOOLE-NEG derives from the fact that for an instance of BOOLE-NEG the set of solutions is either empty or an affine subspace of {0, 1}
n .
