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Effect of salt concentration on the stability of heterogeneous DNA
Amar Singh, Navin Singh
Department of Physics, Birla Institute of Technology & Science, Pilani - 333 031, Rajasthan, India
We study the role of cations on the stability of double stranded DNA (dsDNA) molecules. It is
known that the two strands of double stranded DNA(dsDNA) have negative charge due to phosphate
group. Cations in the form of salt in the solution, act as shielding agents thereby reducing the
repulsion between these strands. We study several heterogeneous DNA molecules. We calculate the
phase diagrams for DNA molecules in thermal as well as in force ensembles using Peyrard-Bishop-
Dauxois (PBD) model. The dissociation and the stacking energies are the two most important
factors that play an important role in the DNA stability. With suitable modifications in the model
parameters we investigate the role of cation concentration on the stability of different heterogeneous
DNA molecules. The objective of this work is to understand how these cations modify the strength
of different pairs or bases along the strand. The phase diagram for the force ensemble case (a dsDNA
is pulled from an end) is compared with the experimental results.
I. INTRODUCTION
The double helical structure of DNA molecule is sta-
ble due to the hydrogen bonding between the bases on
the complimentary strands as well as due to the stack-
ing interaction between the bases along the strand [1].
The double stranded state of these molecules strongly
depends on the base pair composition, the sequence, and
the ionic nature of the solution. The stability of double
stranded DNA (dsDNA) can be studied either by chang-
ing the base pair composition, temperature, the pH of the
solution (solvent), or by applying the force on the chain
[2–6]. The experimental and theoretical findings have es-
tablished that the melting temperature (Tm) and the crit-
ical force (force required to unzip the chain, Fc) increases
linearly with the GC content of the DNA. It has also
been established that the melting temperature increases
non-linearly with the total salt concentration of the so-
lution [7–10]. This is because of the fact that the two
strands of dsDNA are negatively charged (the negative
charge on phosphate group). Hence, any change in the
concentration of cations (Na+ or Mg2+) in the solution
will affect the overall stability of DNA molecule [11, 12].
The addition of salt may neutralize the Coulombic repul-
sion between the phosphate groups of these two strands
thereby stabilizing the molecule in double stranded state
[13–15]. However, the role of salt concentration on the
mechanical unzipping or stretching is still not very clear.
One should note that the response of the system (DNA)
to the applied mechanical stress and to the thermal fluc-
tuations is different. While in the case of thermal denat-
uration, opening is entropic in nature [16–18], in case of
mechanical stress it is enthalpic [19, 20]. That is why the
investigations on the role of salt concentration on the me-
chanical unzipping of DNA molecule are very important
to understand the phenomenon of transition from close
to open state in DNA. In most of the previous studies the
salt effect or the ionic nature of the solvent were assumed
to have a constant value [21, 22]. Some semi-empirical
calculations show that the thermal stability of the DNA
molecule depends on the sequence heterogeneity of the
molecule[12]. However not much attention has been paid
to understand the role of cations to the stability of het-
erogeneous DNA molecule that is stretched by a force.
In this manuscript, we investigate the role of cations
on the critical force of heterogeneous DNA molecule. To
calibrate our model parameters we investigate the ther-
mal denaturation of λ-phage DNA that is discussed in
section III. The model Hamiltonian that is used for the
investigation has been discussed in section II, where we
also describe the method to calculate the melting temper-
ature Tm, and the critical force Fc. The phase diagram
for λ-phage DNA for mechanical unzipping case is dis-
cussed in section IV. Section V summarizes the findings
and discusses the direction for future work.
II. THE MODEL
Theoretically, the DNA can be modelled like two poly-
meric chains that are inter-linked. Various statistical me-
chanics based models have been proposed in the past
which falls broadly in two categories: Poland Scheraga
(PS) model [23–25] which consider dsDNA chain with
regions of denaturated loops, and Peyrard Bishop Daux-
ois (PBD) model [16, 26] which is a Hamiltonian based
model. Some theoretical models assume DNA as two self
avoiding or directed walks on a square lattice [3, 20, 27]
and study the thermal as well as mechanical denatura-
tion of dsDNA molecule. For the current investigation we
use PBD model which considers the stretching between
corresponding bases only. Although the model ignores
the helicoidal structure of the dsDNA molecule, it has
enough details to analyze mechanical behavior at few A˚
scale relevant to molecular-biological events[28, 29]. The
Hamiltonian for DNA, containingN base pairs, is written
as,
H =
N∑
i=1
[
p2i
2m
+WS(yi, yi+1) + VM (yi)
]
(1)
where yi represents the stretching from the equilibrium
position of the hydrogen bonds. The term pi = my˙i
2represents the momentum while m is the reduced mass
of a base pair, taken to be the same for both AT and
GC base pairs. The stacking interaction between two
consecutive base pairs along the chain is represented by,
WS(yi, yi+1) =
k
2
(yi − yi+1)
2[1 + ρe−b(yi+yi+1)], (2)
where k represents the single strand elasticity. The an-
harmonicity in the strand elasticity is represented by ρ
while b represents its range. The stacking interaction
WS(yi, yi+1) is independent of the nature of the bases
at site i and i + 1 as these parameters are assumed to
be independent of sequence heterogeneity. However, the
sequence heterogeneity has effect on the stacking inter-
action along the strand. This can be taken care through
the single strand elasticity parameter k.
The hydrogen bonding between the two bases in the
ith pair is represented by the Morse potential VM (yi) =
Di(e
−aiyi − 1)2. The on-site potential is modified to in-
corporate the solution effect as [11, 22],
VM (yi) = Di(e
−aiyi − 1)2 −
1
4
Di [tanh (γyi)− 1] (3)
whereDi represents the potential depth, roughly equal to
the bond energy of that pair and ai represents the inverse
of the width of the potential well. The heterogeneity in
the base pair sequence is taken care by the values of Di
and ai. An additional term in the Morse potential is
the solvent term which simulates the formation of hy-
drogen bonds with the solvent, once the hydrogen bonds
are stretched by more than their equilibrium values. The
“tanh”term in the potential enhances the energy of the
equilibrium configuration and the height of the barrier
below which the base pair is closed [11, 30, 31].
In the stability of the dsDNA molecule the role of hy-
drogen bond is the key factor. In most of the previous
studies, the hydrogen bond interaction and the effects
of surroundings, such as ionic solution environment, are
taken as constant. In our previous study [11] we have
modified the potential depth to incorporate the salt ef-
fect as,
Di = D0
[
1 + λ1 ln
(
C
C0
)
+ λ2 ln
2
(
C
C0
)]
(4)
Here, the concentration, C is expressed in moles per liter
and C0 is the reference concentration chosen to be 1
mole/liter. The λsi appearing in the potential are so-
lution constants. The melting temperature, Tm, of the
chain increases linearly with the GC content of the DNA
at a fixed salt concentration and non-linearly with the
logarithm of the salt concentration at a fixed base pair
composition. As the bonding nature of A−T is different
to the G−C, the response of any change in the salt con-
centration may be different for these base pairs, it would
be interesting to study the variable λsi for AT and GC
base pairs and its effect on the transition from double
stranded to single stranded state.
Thermodynamics of the transition can be investigated
by evaluating the expression for the partition function.
For a sequence of N base pairs with periodic boundary
conditions, partition function can be written in terms of
Hamiltonian as [28]:
Z =
∫ N∏
i=1
{dyidpi exp[−βH(yi, yi+1)]} = ZpZc, (5)
where Zp corresponds to the momentum part of the par-
tition function while the Zc contributes as the configu-
rational part of the partition function. Since the mo-
mentum part is decoupled in the integration, it can be
integrated out as a simple Gaussian integral. This will
contribute a factor of (2pimkBT )
N/2 in the partition func-
tion, where N is the number of base pairs in the chain.
The configurational partition function, Zc, is defined as
[28],
Zc =
∫ N∏
i=1
dyiK(yi, yi+1) (6)
where K(yi, yi+1) = exp [−βH(yi, yi+1)] . For the homo-
geneous chain, one can evaluate the partition function
by transfer integral (TI) method by applying the periodic
boundary condition. In case of heterogeneous chain, with
open boundary, the configurational part of the partition
function can be integrated numerically with the help of
matrix multiplication method. Once the limit of integra-
tion has been chosen, the task is reduced to discretized
the space to evaluate the integral numerically. We choose
the limits as −5.0 A˚ to 200.0 A˚, as the lower and upper
limits of the integration, respectively [32]. The space is
being discretized using the Gaussian quadrature formula
with number of grid points equal to 900 [28]. As all ma-
trices in eq.6 are identical in nature the multiplication is
done very efficiently. The thermodynamic quantities of
interest can be calculated by evaluating the Helmholtz
free energy of the system. The free energy per base pair
is,
f(T ) = −
1
2
kBT ln (2pimkBT )−
kBT
N
lnZc. (7)
The thermodynamic quantities like specific heat (Cv), in
the thermal or force ensemble, can be evaluated by taking
the second derivative of the free energy. The peak in the
specific heat corresponds to the melting temperature or
the critical force of the system [11, 28].
III. THERMAL DENATURATION
Here we discuss the role of sequence heterogeneity on
the temperature induced transition in the DNA molecule.
The hydrogen bonding between bases of complementary
strands and the stacking between neighboring bases sta-
bilize the double-stranded structure of DNA molecule.
3These base stacking interactions are of the order of mag-
nitude of a few kBT . Thermal fluctuations can cause
the disruption of base pair bonds which ultimately leads
to the unzipping of double helix. This is known as the
thermal melting of dsDNA [33, 34]. Not only the bond
energies of base pairs but the stiffness of the chain also
contributes to the melting or denaturation of the dsDNA
molecule [35]. In the PBD model, the hydrogen bonding
between the bases in a pair is represented by the Morse
potential while the strand elasticity (or stiffness) is rep-
resented by the stiffness parameter k.
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FIG. 1. The phase diagram calculated using the PBD model
(black circle) and from the empirical relation given by Krueger
et al [12] (red square).
In most of the thermal denaturation studies the chain
stiffness parameter is taken as constant. In this work, we
consider the stiffness parameter, k, as well as the solu-
tion constants, λ1 & λ2 as sequence dependent, i.e., their
values depend on the nature of base or base pair in the
sequence. This means that the shielding due to cations
will depend whether, along the sequence, there is an AT
or a GC base pair. We calculate the melting temper-
ature of the homogeneous AT chain and homogeneous
GC chain to calibrate our results. First, we consider two
kinds of homogeneous sequence of 1000 base pairs, one
that is having all AT pairs and the other that is having
all GC base pairs. In fig. 1 we show the nature of de-
naturation of AT and GC chains and their dependence
on the concentration of salt in the solution. We compare
our results with the empirical calculations by Krueger et
al [12]. For pure GC chain our model based calculations
are in good match with Krueger results. However, there
is a difference in the behaviour of pure AT chain at lower
salt concentration.
To investigate the sequence effect of salt concentration
on the stability of DNA molecule, we consider a chain
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FIG. 2. Values of all 16 different stacking constants [37] are
shown. The stacking constant appears to be strongest for
the GC pair while it is showing the lowest value for GG/CC
stacking.
of 1000 base pairs. The respective location of AT & GC
pairs along the chain is random. We consider a chain that
is having 100 AT and 100 GC pairs in a block and these
blocks appear in the sequence alternatively (chain 1). We
consider another chain of 1000 base pairs that is a seg-
ment of λ phase DNA (chain 2) [36]. In the PBD model,
the base sequence is taken care by the model parame-
ters, like potential depth, D, and the elastic constant, k.
These parameters depend on the nature of pairing as well
as on the sequence of these bases along the chain. As the
approximate ratio of GC and AT bond strengths is 1.5,
we take D0(GC) = 1.5D0(AT ). In the stacking energy
term, the elastic constant k is taken from refs. [34, 37].
We take the average of the values mentioned in the refs.
[34, 37] and for each base we calculate the change in elas-
tic energy and scaled it to the elastic constant kj , where,
j is the index for any of the 16 possible combination as
shown in fig. 2. We adopt the following scheme to la-
bel the elastic constant as a function of base sequence.
Wherever, AG stacking is mentioned, it means the base
sequence will be from 5′−A−G− 3′ and the reverse se-
quence will be on the complementary strand from 3′−5′.
That is why we have only 10 unique stacking energies
[34, 37, 38] (fig. 2). The value of solution constant λ is
also different for AT and GC pairs. For our investiga-
tion, we consider four different cases: (a) constant k with
λAT = λGC , (b) constant k with λAT 6= λGC , (c) variable
k with λAT = λGC , (d) variable k with λAT 6= λGC . The
lowest value of the stacking constant is for GG and CC
stacking while it is highest for GC stacking. For cases
(a) & (b) the elastic constant is the average value of the
variable k and it is 0.022 eV/A˚2.
The results obtained for all the four cases are shown in
the figure 3. From the figure this is clear that when we
take constant stiffness parameter (k), the melting tem-
perature increases by ∼ 10 K for any amount of salt in
the solution. However, the solution constants λ have sig-
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FIG. 3. The phase diagram for temperature induced transi-
tion in DNA. Figure 1A is for a chain that is having alternate
AT & GC pairs while figure 1B is for a section of λ-phage
DNA.
nificant effect as far as sequence dependence is concerned.
If we compare either for constant k (case(b)) or for vari-
able k (case(d)), the solution constant λ affect the melt-
ing transition in the lower concentration range. While
for higher concentrations, there is no significant change
in melting temperature, in the lower range of concentra-
tion, not only the Tm values (∆Tm ≈ 1 K) are different
but also the slope of the curve is different. The nature of
the curves at lower concentrations indicates the difference
in the opening or denaturation of different heterogeneous
chains. This is an important point that was missing in
the previous studies [11, 12].
IV. FORCED INDUCED TRANSITION
In this section, we investigate the force induced transi-
tions [for all the (a)-(d) cases] in DNA that is surrounded
by the cations. All the calculations are done at room tem-
perature, i.e. 300 K. The modified Hamiltonian for the
force that is applied at either of the ends, is,
H =
N∑
i=1
[
p2i
2m
+WS(yi, yi+1) + VM (yi)
]
− F.ye (8)
The force that is required to unzip the chain, the critical
force (Fc), is calculated in the constant force ensemble
(CFE). Addition of the force term in the Hamiltonian
make the matrices, that appear in the equation of the
partition function, assymetric. Hence the transfer inte-
gral method is no longer valid. Here we multiply the ma-
trices to get the free energy of the system as a function
of force [32, 39]. We consider two kinds of heterogeneous
chains as discussed above. For the forced induced un-
zipping investigations we take the elastic constant, k, as
0.022 eV/A˚2. The other important parameters like the
potential depth, D, the solution constants, λi are tuned
in order to get a good match with the experimental re-
sults. The set of values for which our results are found
in better agreement with experiments are: D = 0.064
eV and λAT = 0.012 & -0.0024; λGC = 0.008 & -0.0016
[40]. The complete set of parameters are listed in Ta-
ble 1. The melting temperature of the 1000 bps chain is
around 319 K and 330 K for 0.030 M & 1.020 M respec-
tively with these set of parameters. The transition from
Parameters Values
Potential Depth, D 0.064 eV (AT) & 0.096 eV (GC)
Inverse potential width, a 4.2 (AT) & 6.3 (GC)
Anharmonicity, ρ 1.0
Anharmonic Range, b 0.35 A˚−1
Solution constant, λ1 0.012 (AT) & 0.008 (GC)
Solution constant, λ2 -0.0024 (AT) & -0.0016 (GC)
Solution constant, γ 1.0
close to open state is different for mechanical unzipping
and temperature denaturation. While in the tempera-
ture induced transition, the opening is due to formation
of loops or bubbles in addition to the end entropy, in
force (mechanical) induced transition the opening is pri-
marily due to stretching of hydrogen bond that causes
a pair to break [41, 42]. In this case, there is an inter-
face of open and close state which forces system to move
from one state to another depending on the value of ap-
plied force [28]. We consider the four different cases as
mentioned in sec. III in order to get more details of the
force induced transition in DNA. In the force induced
transition, we observe that there is smaller contribution
of variable stiffness parameter, k. We find that the solu-
tion constant λi has more prominent effect on the phase
diagram (as shown in fig. 4). For variable λi (the solu-
tion constant) at lower concentration the phase diagram
shows the difference in its role on AT and GC base pair
(fig. 4). However at concentrations higher than 0.06 M,
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FIG. 4. The phase diagram of DNA chain when the DNA is
pulled from one of the ends. Figure 2A is for a chain that
is having alternate AT & GC pairs while figure 2B is for a
section of λ-phage DNA. Here we compare our results with
the experimental result that is found by Huguet et al [19].
the sequence effect diminishes. When we take constant
k and variable λi [case (c)], the obtained phase diagram,
in fig. 4B, shows a good match with the experimental
phase diagram obtained by Huguet et al [19]. The ear-
lier result [11] that showed some mismatch at the lower
concentrations is showing better match by including the
sequence dependent salt concentration. To get more in-
sight of the sequence dependent salt effect on the force
induced transition in DNA, we take different segments of
λ-phage DNA [36] that is having different GC content.
The sequences that we take, are (i) 1st 1000 bp having
51.30%, (ii) 2nd 1000 bp having 53.60%, (iii) 3rd 1000 bp
having 54.50% and (iv) a segment of 1000 bp anywhere
from the sequence that is having 58.90% of GC pairs. We
observe some interesting features of the transition from
close to open state for different sequences. The critical
force for different DNA sequence varies as the GC con-
tent varies. However, the best match we are getting for
the chain that is having 51.53% of GC content. This is in
accordance with the fact that real sequences of DNA is
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FIG. 5. The phase diagram of λ-phage DNA molecule that
shows the variation in the critical force with salt concentration
of the solution. Here we take different segments of the chain
that varies not only in %GC content but also in the sequence
of the bases along the strand. Again we compare our results
with the experimental findings of Huguet et al [19].
having about 50% of GC/AT pairs randomly distributed
along the chain.
V. CONCLUSIONS
We have investigated the role of sequence dependent
salt concentration on the stability of DNA molecule. As
the interaction between A − T and G − C pairs are
not same, the interaction of cations with these these
molecules may not be the same. We have modified the
on-site potential to take care the heterogeneity of the
sequence (i.e. the presence of AT or GC pair). Using
PBD model, we have investigated the role of cations on
the melting temperature as well as on the critical force
that is required to unzip the chain from one end. In the
mechanical unzipping case, we have considered different
chains that are having different GC content. Our results
are in good match with the experimental results for the
chain that is having 51% GC content. This is in accor-
dance with the fact that for the experiments, in general,
the sequence that is used, are having ∼ 50% GC con-
tent. The sequence heterogeneity can be introduced by
variable bond strength (between the pairs) and by choos-
ing variable stacking energies for possible 16 conforma-
tions of the base stacking in the PBD model. Hence, we
chose variable values of chain stiffness k as well as the
solution constants λi to analyze the sequence effect on
the stability of the molecule. We found that the role of
cations, that are interacting with different pairs, on the
stability of the molecule (Di & λi) have more impact
than the variable base stacking kj . This may be due to
fact that the hydrogen bonding play more crucial role
6than the stacking energy in the overall stability of the
molecule. However, this should be noted here that our
calculations are based on the average value of stacking as
well as bond energies. The role of Na+ or Mg2+ in the
overall stability would be interesting to study.
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