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Abstract
Fibonacci cube is a subgraph of hypercube induced on vertices without two consecutive 1’s. If we remove from Fibonacci cube
the vertices with 1 both in the ﬁrst and the last position, we obtain Lucas cube. We consider the problem of determining the minimum
number of vertices in n-dimensional hypercube whose removal leaves no subgraph isomorphic to m-dimensional Fibonacci cube.
The exact values for small m are given and several recursive bounds are established using the symmetry property of Lucas cubes
and the technique of labeling. The relation to the problem of subcube fault-tolerance in hypercube is also shown.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Fibonacci cube was proposed [9] as a new interconnection topology for parallel computers. It has a self-similar
recursive structure useful for a design of parallel algorithms [4,5,10]. Its properties have been studied [6,13] and several
modiﬁcations have been proposed [1,3,14,15].
Let Qn denote n-dimensional binary hypercube, its set of vertices is the set of all binary strings of length n and two
vertices are adjacent if and only if they differ in exactly one bit. We say that an edge {u, v} ∈ E(Qn) has dimension i
if u, v differ in ith bit, counted from left.
Fibonacci cube FCn of dimension n is deﬁned recursively [9] as a subgraph of Qn induced on vertices
V (FCn) = {0u; u ∈ V (FCn−1)} ∪ {10v; v ∈ V (FCn−2)} for n2 (1)
and V (FCn)=V (Qn) for n< 2. In hypercube Qn for n2, FCn is given recursively by connecting FCn−2 in 10Qn−2
subcube with the corresponding vertices of FCn−1 in 0Qn−1 subcube. For our purposes, let us use the notation FCn =
0FCn−1 ∪ 10FCn−2. The number of vertices of FCn is fn, the (n + 2)th Fibonacci number, i.e. f0 = 1, f1 = 2,
fn+2 = fn+1 + fn (Fig. 1).
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Fig. 1. FC0, FC1, FC2, FC3, FC4.
Observe from (1) that Fibonacci cube FCn can be characterized as
a subgraph of Qn induced on vertices without two consecutive 1’s. (2)
In this paper, we study the problem of determining the sets of vertices whose removal from n-dimensional hypercube
leaves no subgraph isomorphic to m-dimensional Fibonacci cube. Let S(n,m) be the collection of all such sets and
denote (n,m) the minimum size of set in S(n,m). Note that S(n,m) ⊆ S(n,m + 1) so (n,m)(n,m + 1).
Deﬁne (n,m)= 0 for m>n and (n,m)= (n, 0)= 2n for m0. The informal term faulty set will always mean a
set inS(n,m).
This question arises in a design of fault-tolerant applications for hypercube parallel architectures. If we consider busy
vertices as faulty, how many faults in the worst case can appear in n-dimensional hypercube while it is still possible to
run applications designed for m-dimensional Fibonacci cube? The maximum number of tolerable faults is (n,m)−1.
Let G be a subgraph of Qn isomorphic to FCn via an isomorphism h : FCn → G. We say that h is a direct embedding
of FCn into Qn. It is known [2] that h can be uniquely extended to a hypercube automorphism h : Qn → Qn. Thus,
for a set S of vertices of hypercube Qn,
S ∈S(n, n) ⇐⇒ h−1(S) ∩ FCn = ∅ for every hypercube automorphism h. (3)
Let h : Qn → Qn be a hypercube automorphism. It is a well-known fact that there exists exactly one permutation 
on {1, . . . , n} and exactly one binary string w = w1 . . . wn such that for every vertex u = u1 . . . un we have
h(u1 . . . un) = v1 . . . vn where vi ≡ u(i) + w(i) (mod 2), (4)
for 1 in. In other words, hypercube automorphisms are composed of a permutation and a negation of bits in binary
strings representing vertices.
There are several results on Fibonacci cube fault-tolerance in hypercube. A direct embedding of the n/2th order
generalized Fibonacci cube of dimension n + n/2 into hypercube of dimension n with no more than three faulty
vertices was given [8].
In [2], the authors present a construction of a direct embedding of n-dimensional Fibonacci cube into faulty
n-dimensional hypercube with less or equal 2n/4−1 faulty vertices. The idea is to ﬁnd a permutation  and a bi-
nary string w such that the automorphism h from (4) maps the given set of faulty vertices F to vertices with two
consecutive 1’s. By (2), it means that h(F ) ⊆ Qn\FCn and by (3) it follows that F /∈S(n, n). Since F is arbitrary we
conclude that (n, n)> 2n/4−1 = (20.25n). Also, the exact values of (n, n) for small n and the best known lower
and upper bounds on the number of tolerable faulty vertices are given, in terms of (n, n):
(2cn) = 2
n
4fn−2
<(n, n)(n, n/2) = O(2dn), (5)
where c = 2 − log2(1 +
√
5) .= 0.31, d = 2 − 34 log23
.= 0.82 and (n,m) is deﬁned below.
The problem of a Fibonacci cube fault-tolerance in hypercube is closely related to a subcube fault-tolerance in
hypercubes. Let (n,m) denote the minimum number of vertices whose removal from n-dimensional hypercube leaves
no m-dimensional subcube. There are many results on (n,m), see [7] for survey. In this paper, we derive similar results
for (n,m).
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In Section 2, we give the exact values for 0m3. For (n, 3), we modify a proof of Johnson and Entringer [11]
who determined the exact value of (n, 2). In Section 3, we introduce Lucas cube, a special subgraph of Fibonacci
cube with a symmetry property that leads to a recursive bound (n, n)(n− 1, n− 3). Next, the main scope of the
paper, the technique of labeling from [7], is introduced. We use it in Section 4 to establish recursive upper bounds on
(n,m) for the case m = n, for example (n, n)2(n − 3, n − 5) for n3. Several labelings are constructed in
Section 5. In Section 6, we extend this technique also for m<n. In Section 7, we show that if we multiply by 3 any
labeling for (n,m)-problem, we obtain a labeling for(n,m)-problem. In Section 8, we establish also recursive lower
bounds (n,m)2(n − 4,m − 4) for nm4 and (n,m)(2r/fr)(n − r,m − r) for nmr . In Section 9,
we combine the results in previous sections to give the exact values or tight bounds on (n,m) for 0mn10 and
we conclude with a discussion of related open problems.
2. Exact values of (n,m) for small m
In this section, we focus on what we know about the concrete values of (n,m) for 0m3. Let us start with some
notations. Given S ⊆ V (Qn) and a binary string a1 . . . ar of length r, 0rn, let us denote S(a1 . . . ar )={v1 . . . vn ∈
S | vi=ai for all 1 ir}. For a subgraphG=(S,E) ofQn letG(a1 . . . ar ) denote its subgraph induced on S(a1 . . . ar ).
Lemma 1. (n,m)(n, m/2), for nm0.
Proof. Fibonacci cube of dimension m contains a subcube of dimension m/2 as a subgraph. To see this, consider
the subcube on vertices with 0 in even bits, i.e. ∗0 . . . ∗ 0∗ for m odd or ∗0 . . . ∗ 0 for m even, where ∗ is 0 or 1. These
vertices do not contain two consecutive 1’s so by (2) this subcube of dimension m/2 is a subgraph of Fibonacci cube
of dimension m. Thus, any faulty set for a direct embedding of Qm/2 into Qn is also a faulty set for a direct embedding
of FCm into Qn. 
Theorem 2.
(1) (n, 0) = 2n, for n0,
(2) (n, 1) = 2n−1, for n1,
(3) (n, 2) = 2n−1, for n2.
Proof. Part (1) and (2) follow immediately from FC0 =Q0, FC1 =Q1 and (n, 0)= 2n, (n, 1)= 2n−1, [7]. For (3),
by Lemma 1 we have that (n, 2)(n, 1)= 2n−1. But also (n, 2)2n−1 since we can divide Qn into 2n−2 disjoint
Q2 and every Q2 must contain at least two vertices from any faulty set for FC2. 
Theorem 3. (n, 3) = 2n/3, for n3.
Proof. Johnson and Entringer [11] determined, in terms of , that (n, 2)= 2n/3, so we obtain from Lemma 1 that
(n, 3)2n/3. Further, we modify their proof [11] to show that, for n3,
if S ⊆ V (Qn) and |S|< 2n/3then Qn\S contains FC3 as a subgraph. (6)
We prove (6) by induction, but ﬁrst of all we need the following observation:
2n+1/3 =
{ 2n+1−2
3 = 2 2
n−1
3 = 22n/3, n even,
2n+1−1
3 = 2 2
n−2
3 + 1 = 22n/3 + 1, n odd.
(7)
For n = 3, we have 2n/3 = 2. If we remove any vertex from Q3 we still have a subgraph isomorphic to FC3, so (6)
holds. Observe that if {u, v} ∈S(3, 3) then u, v are antipodal vertices.
For n= 4, suppose that |S|< 2n/3 = 5. If Q4\S does not contain FC3 as a subgraph we are led to a contradiction
as follows. First, it must be that |S(0)| = |S(1)| = 2 and u′, v′ as well as u′′, v′′ are antipodes, where S(0)= {0u′, 0v′},
S(1) = {1u′′, 1v′′}, for otherwise we can ﬁnd a subgraph isomorphic to FC3 in either 0Q′3\S(0) or 1Q′′3\S(1), where
Q4 = 0Q′3 ∪ 1Q′′3. See Fig. 2 for an illustration. Then there exists 6-cycle T ′ in 0Q′3\S(0) and let T ′′ denote its
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Fig. 2. (4, 3)5 for otherwise we are led to a contradiction.
corresponding 6-cycle in 1Q′′3. There must exist two adjacent vertices a, b ∈ T ′′ disjoint from u′′ and v′′. Denote c,
d their corresponding vertices in T ′ and e the other vertex in T ′adjacent to d. These vertices form FC3 in Q4\S, a
contradiction, so (6) holds.
For n=5, if we have that |S|= |S(0)|+ |S(1)|< 2n/3=10 then either |S(0)|< 5 or |S(1)|< 5, so by the previous
case for n = 4 we have that (6) holds.
Suppose (6) is true for 3, . . . , n and let S ⊆ V (Qn+1) with |S|< 2n+1/3. If Qn+1\S does not contain FC3 as a
subgraph we are led to a contradiction as follows.
First, n must be odd for otherwise, by (7) and the induction hypothesis, we would have
|S| = |S(0)| + |S(1)|22n/3 = 2n+1/3.
Then, since n is odd, we have, again from (7) and the induction hypothesis,
2n+1/3 − 1 |S| = |S(0)| + |S(1)|22n/3 = 2n+1/3 − 1 so |S(0)| = |S(1)| = 2n/3.
Similarly,
2n/3 = |S(0)| = |S(00)| + |S(01)|22n−1/3 = 2n/3,
2n/3 = |S(1)| = |S(10)| + |S(11)|22n−1/3 = 2n/3
so |S(00)| = |S(01)| = |S(10)| = |S(11)| = 2n−1/3.
Next, for n odd we have from (7) that 2n−1/3 is odd so that, for some i ∈ {0, 1} we have |S(00i)| = 2n−2/3 + 1
and |S(001 − i)| = 2n−2/3. Since
|S(10i)| + |S(00i)| = 2n−1/3 = |S(001 − i)| + |S(101 − i)|,
we obtain that |S(10i)| = 2n−2/3 and |S(101 − i)| = 2n−2/3 + 1. Similarly,
|S(00i)| = |S(101 − i)| = |S(011 − i)| = |S(11i)| = 2n−2/3 + 1,
|S(001 − i)| = |S(10i)| = |S(01i)| = |S(111 − i)| = 2n−2/3.
From (7) we have that 2n−2/3 is even, so that
|S(001 − i1)| = |S(10i1)| = |S(01i1)| = |S(111 − i1)| = 2n−3/3.
Since |S(11)| = 2n−1/3, observe that by the same argument |S(1 ∗ ∗1)| = 2n−1/3 and
|S(10i1)| + |S(11i1)| + |S(111 − i1)| + |S(101 − i1)| = 2n−1/3,
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Fig. 3. LC1, LC2, LC3, LC4.
and this, combined with the previous result, gives
|S(11i1)| + |S(101 − i1)| = 2n−1/3 − 22n−3/3 = 22n−3/3 + 1.
Similar argument yields
|S(011 − i1)| + |S(11i1)| = 22n−3/3 + 1, |S(101 − i1)| + |S(011 − i1)| = 22n−3/3 + 1,
so that, ﬁnally,
2(|S(101 − i1)| + |S(011 − i1)| + |S(11i1)|) = 62n−3/3 + 3.
Since the left side is even but the right side is odd, this is a contradiction and (6) holds. Hence, (n, 3)2n/3. 
3. Lucas cube
In this section, we introduce Lucas cube, a special subgraph of Fibonacci cube with a symmetry property that leads
to recursive bounds on (n, n). It has been studied in [12].
Lucas cube LCn of dimension n is a subgraph of Qn induced on vertices
V (LCn) = {0u; u ∈ V (FCn−1)} ∪ {10v0; v ∈ V (FCn−3)} for n3, (8)
V (LC2)=V (FC2) and V (LC1)={0}. In our notation, LCn=0FCn−1 ∪10FCn−30. For n1, the number of vertices is
ln, the nth Lucas number, where l0 =2, l1 =1, ln+2 = ln+1 + ln. Observe from (1) and (8) that Lucas cube is a subgraph
of Fibonacci cube: if we remove from FCn all vertices with both the ﬁrst and the last bit set to 1, we obtain LCn. We
have
FCn =
⎧⎨
⎩
LCn =
{
0 FCn−1
10 FCn−30
10 FCn−401
}
= 10FCn−2
⎫⎬
⎭= FCn for n4,
and for n = 3 we have 101 instead of 10FCn−401 (Fig. 3).
From (8), we obtain that the Lucas cube LCn can be characterized as
a subgraph of Qn induced on vertices without two consecutive 1’s
where the ﬁrst and last bits are considered to be consecutive. (9)
For 0 in deﬁne an automorphism of the hypercube i (v1 . . . vn) = vn−i+1 . . . vnv1 . . . vn−i for v ∈ V (Qn), i.e. i
rotates the binary strings representing vertices i-times to the right. We have from (9) that this maps LCn to LCn, so
restricted on LCn it is an automorphism of Lucas cube. This leads to a symmetry property expressed in the following
lemma.
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Lemma 4. For any 1 in, n3, if we remove all edges of dimension i from LCn then it splits into two subgraphs
isomorphic to FCn−1 and FCn−3.
Proof. Split LCn along the ﬁrst dimension into two subgraphs isomorphic to FCn−1 and FCn−3 by deﬁnition (8). Rotate
it (i − 1)-times to the right, so the removed edges of the ﬁrst dimension are mapped to the edges of ith dimension.
Since the rotation is an automorphism of LCn, we are done. 
Theorem 5. (n, n)(n − 1, n − 3), for n3.
Proof. Split Qn along an arbitrary dimension i into two disjoint Q′n−1 and Q′′n−1. Let S ⊆ V (Q′n−1) be a set of size
(n − 1, n − 3) in S(n − 1, n − 3). We will show that S is in S(n, n). For a contradiction, suppose that G is a
subgraph of Qn\S isomorphic to FCn via hypercube automorphism h. G contains a subgraph isomorphic to LCn since
FCn = LCn ∪ 10FCn−401. Let j be the dimension which automorphism h maps to dimension i: j = −1(i), where
 is given by (4). By Lemma 4, if we split LCn along the jth dimension, it must be h(LCn) ∩ Q′n−1 = h(FCn−1) or
h(LCn) ∩ Q′n−1 = h(FCn−3). In any case, this contradicts the choice of S. See Fig. 4 for an illustration. 
As we can see in the proof of Theorem 5, any subgraph in hypercube of dimension n isomorphic to Fibonacci cube
of dimension n intersects any subcube of dimension n− 1 with a graph containing a subgraph isomorphic to Fibonacci
cube of dimension n − 3.
4. Labeling technique
In this section, we introduce the concept of labeling [7], an useful tool for studying the recursive fault-tolerance in
hypercubes and other self-similar networks.
Consider (n − r)-dimensional subcubes in Qn induced on vertices with ﬁrst r bits ﬁxed. These 2r subcubes form
r-dimensional hypercube, say Cr , where each vertex u represents one subcube Qn(u) and each edge represents the
collection of all edges between two adjacent subcubes.
The following theorem [7] shows the use of labelings for the problem of subcube fault-tolerance in hypercube.
Theorem 6. Label the vertices of Cr with non-negative integers such that for every 0 ir ,
every i-dimensional subcube in Cr has a vertex with label at least i. (10)
Then for every nr and mn we have that
(n,m)
∑
u∈V (Cr )
(n − r,m − l(u)),
where l(u) is the label of u and for m< l(u) we set (n − r,m − l(u)) = (n − r, 0) = 2n−r .
To avoid distraction, let us say that the labeling (10) is a labeling for the (n,m)-problem. See Fig. 5 for examples.
We modify this concept for the (n,m)-problem, in this section for m = n.
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Fig. 6. Examples of a labeling for the (n, n)-problem, r = 1, 2, 3.
For a subgraph G of Qn let us deﬁne its index of an inclusion of Fibonacci cube as
in(G) = min {i | Gcontains a copy of FCn−i as a subgraph}, (11)
and leave in(G) undeﬁned if G is an empty graph. Recall that FC0 is a single vertex.
Let G be a subgraph of Qn isomorphic to FCn and rn. For every vertex u ∈ V (Cr), consider subgraph G(u)
in Qn(u). We say that in(G(u)) is an indexing of Cr with respect to G. We are considering partial indexings
since in(G(u)) may be undeﬁned. For two subgraphs G1, G2 of Qn isomorphic to FCn, we say that their respec-
tive indexings are equivalent if there exists an automorphism g : Cr → Cr such that in(G1(u)) = in(G2(g(u)))
for all u ∈ V (Cr).
Further, we deﬁne a (partial) labeling for the (n, n)-problem. Label some vertices u ∈ V (Cr) with non-negative
integers l(u) such that for nr
for every subgraph G of Qn isomorphic to FCn there exists v ∈ V (Cr) with in(G(v)) l(v), (12)
i.e. G(v) contains Fibonacci cube of dimension at least n − l(v) as a subgraph.
Observe from the deﬁnition that a single vertex with label 0 is the only such labeling of C0. For other examples see
Fig. 6.
Theorem 7. Let l be a (partial) labeling satisfying (12). Then for every nr we have
(n, n)
∑
u∈V (Cr )
l(u) deﬁned
(n − r, n − l(u)).
Proof. For a vertex u ∈ V (Cr) with l(u) deﬁned, let S(u) ⊆ V (Qn(u)) be a faulty set of size (n − r, n − l(u)) in
S(n − r, n − l(u)). We show that S =⋃ u∈V (Cr )
l(u) deﬁned
S(u) is inS(n, n).
For a contradiction, let G be a subgraph of Qn isomorphic to FCn and disjoint from S. By (12) we have a vertex v
with in(G(v)) l(v), hence Qn(v) contains FCn−in(G(v)) FCn−l(v) as a subgraph and disjoint from S. This contradicts
the choice of S. 
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Fig. 7. All indexings of C1 up to an equivalence.
In the next section, we show that labelings in Fig. 6 satisfy (12) so we obtain
Corollary 8.
(1) (n, n)(n − 1, n − 3) for n1,
(2) (n, n)(n − 2, n − 2) + (n − 2, n − 4) for n2,
(3) (n, n)2(n − 3, n − 5) for n3.
Note that the part (1) is the same as in Theorem 5. We will see in the next section that labelings for the(n, n)-problem
can be constructed with a repeated use of a symmetry property of Lucas cubes from Lemma 4.
5. Construction of labelings
First of all, recall that for every subgraph G of Qn isomorphic to FCn via h : FCn → G there exists exactly one
permutation  on {1, . . . , n} and exactly one binary string w of length n such that h is given by (4). The following
lemma gives us a sufﬁcient condition (13) for an equivalence of indexings with respect to two subgraphs isomorphic
to FCn.
Lemma 9. For rn, let w1, w2 be binary strings of length n and 1, 2 be permutations on {1, . . . , n} such that
−11 (i)r if and only if 
−1
2 (i)r for all 1 in. (13)
Denote h1, h2 automorphisms of Qn, h1 given by 1, w1 and h2 given by 2, w2. Then the indexings of Cr with respect
to G1 = h1(FCn) and G2 = h2(FCn) are equivalent.
Proof. Deﬁne hypercube automorphism h = h2 ◦ h−11 and let a permutation  and a binary string w be given by (4).
By (13), we have that
(i) = −11 (2(i))r if and only if ir for all 1 in,
so we can deﬁne a permutation  on {1, . . . , r} as a restriction of  and a binary string v of length r as a preﬁx of w.
Let g denote the automorphism of Cr from (4) given by , v. Since h(h1(z)) = h2(z) for all z ∈ V (Qn) it follows that
if z ∈ G1(u) then h(z) ∈ G2(g(u)) for all u ∈ V (Cr)
and we conclude in(G1(u)) = in(G2(g(u))) for all u ∈ V (Cr). 
Lemma 10. Let G be a subgraph of Qn isomorphic to FCn and nr = 1. Then the indexing of Cr with respect to G
is equivalent to one of indexings in Fig. 7.
Proof. By inspection of all cases.
Lemma 11. Let G be a subgraph of Qn isomorphic to FCn and nr = 2. Then the indexing of Cr with respect to G
is equivalent to one of indexings in Fig. 8.
Proof. By inspection of all cases.
Corollary 12. Labelings (a) and (b) in Fig. 6 satisfy (12).
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Fig. 9. Majorant (14) of all indexings of Cr with respect to some G.
Proof. Let G be a subgraph of Qn isomorphic to FCn and nr . Let I denote the indexing in Fig. 7 (resp., Fig. 8)
equivalent to the indexing with respect to G, i.e. in(G(u)) = I (g(u)) for all u ∈ V (Cr) for some automorphism
g : Cr → Cr . In Fig. 7 none index is higher than 3 and in Fig. 8 if a vertex has index > 4 then its antipodal vertex has
index 2. Thus, there exists a vertex v ∈ V (Cr) with in(G(v)) = I (g(v)) l(v), where l is labeling in Fig. 6a (resp.,
Fig. 6b). 
For r > 2 we can construct labelings for the (n, n)-problem without the need to list indexings with respect to all
subgraphs G of Qn isomorphic to FCn. Instead of this, we ﬁnd a (partial) function that majorizes them. Vertices of Cr
without two consecutive 1’s form FCr in Cr . For u ∈ V (Cr) deﬁne
m(u) =
{2w(u) + r, u ∈ V (FCr ),
not def., u /∈V (FCr ),
(14)
where w(u) denotes the weight of u, i.e. the number of 1’s in u. See Fig. 9 for examples.
Lemma 13. Let G be a subgraph of Qn isomorphic to FCn. Then there exists an automorphism g : Cr → Cr such
that for all u ∈ V (Cr), if m(g(u)) is def ined then G(u) is non-empty and in(G(u))m(g(u)).
Proof. We can modify the mapping h1 : FCn → G to a mapping h2 : FCn → H such that the permutation 2 and
the binary string w2 given by h2 from (4) satisfy the condition that 2(i)2(j) and w2,(i) = 0 for all 1 ijr .
Moreover, we do it in a such way that also (13) is true, where 1 and w1 are given by h1, so we can construct by
Lemma 9 the automorphism g : Cr → Cr with in(G(u)) = in(H(g(u))) for all u ∈ V (Cr). We will show that for all
u ∈ V (Cr), if m(u) is deﬁned then H(u) is non-empty and in(H(u))m(u). So g is the desired automorphism.
First of all, observe that H(u) is non-empty for all u = u1 . . . ur ∈ V (FCr ). Deﬁne v = v1 . . . vn ∈ V (Qn) with
v2(i) =ui for 1 ir and v2(i) = 0 for r < in, so h2(v) ∈ Qn(u). Since u is without two consecutive 1’s it follows
that also v is without two consecutive 1’s, i.e. v ∈ V (FCn), and h2(v) ∈ H(u).
Secondly, we prove by induction on r that in(H(u))m(u) for all u ∈ V (FCr ). By Lemmas 10 and 11 it is true for
r2. Suppose it is true for r − 1 and let v ∈ V (FCr−1) be the preﬁx of u, i.e. u = v0 or u = v1. Since in(H(v)) is
deﬁned we haveH(v) contains h2(FCn−in(H(v)))which contains h2(LCn−in(H(v))) as a subgraph. For n−in(H(v))3,
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we have by a symmetry property in Lemma 4 that h2(LCn−in(H(v))) splits into h2(FCn−in(H(v))−1) ⊆ H(v0) and
h2(FCn−in(H(v))−3) ⊆ H(v1). For n − in(H(v))< 3, FC2 splits into FC1 and FC0 and FC1 splits into FC0 and FC0.
Thus, we conclude that
in(H(v0)) in(H(v)) + 1m(v) + 1 = m(v0), in(H(v1)) in(H(v)) + 3m(v) + 3 = m(v1). 
Corollary 14. Labeling (c) in Fig. 6 satisﬁes (12).
Proof. Let G be a subgraph of Qn isomorphic to FCn and nr = 3. By Lemma 13 , we have an automorphism
g : C3 → C3 with in(G(u))m(g(u)) for all u ∈ V (C3) with m(g(u)) deﬁned. Denote Z the set of vertices u in
Fig. 9c with m(u)5 and denote v1, v2 the vertices of Fig. 6c with label 5. Observe that for any automorphism g′ :
C3 → C3 we have that g′(Z) and {v1, v2} intersect. Hence, we conclude that there exist a vertex v ∈ {v1, v2} ⊂ V (C3)
with in(G(v))m(g(v)) l(v) = 5, where l is the labeling in Fig. 6c. 
To construct good labelings for a general r is a challenging combinatorial problem in itself. However, we can
generalize Corollary 14 to construct labelings of Cr for a special r in the form r = 2k − 1, where k is some integer. This
result is based on well-known Hamming code, a perfect one-error correcting binary code, which can be interpreted as
a partition of hypercube of dimension r = 2k − 1 into 2r/(r + 1) disjoint 1-spheres. For an integer z, z-sphere with
centre vertex u is a subgraph of Qr induced on all vertices in a distance less or equal z from u.
Corollary 15. For every integer k and nr = 2k − 1
(n, n) 2
r
r + 1(n − r, n − r − 2).
Proof. Let T denote the set of centre vertices of disjoint 1-spheres given by Hamming codes. Label them with r + 2
and other vertices leave unlabeled. Denote Z the subgraph induced on vertices u ∈ V (Cr) with m(u)r + 2. Since Z
is also 1-sphere, observe that for any automorphism g′ : Cr → Cr we have that g′(Z) intersects T. We can conclude
by Lemma 13 that the constructed labeling satisﬁes (12). The rest follows from Theorem 7. 
6. Recursive fault-tolerance for m<n
In this section, we start with a generalization of Theorem 5 and we extend the labeling technique for m<n in a
way analogous to (10). First of all, note that a subgraph G of Qn isomorphic to FCm is contained within a unique
subcube given by {0, 1, ∗}-string s = s1 . . . sn deﬁned as follows. Let h denote the isomorphism h : FCm → G,
u=h(0 . . . 0) and I be the set of dimensions of edges on which edges of FCm from 0 . . . 0 are mapped, i.e. I ={i; ∃v ∈
V (FCm), {0 . . . 0, v} ∈ E(FCm) and edge {h(0 . . . 0), h(v)} has dimension i}. Deﬁne si = ∗ for i ∈ I and si = ui else.
Similarly like for m = n the mapping h can be uniquely extended to the automorphism of the whole subcube.
Theorem 16. For nm0
(1) (n,m) min{(n − 1,m) + (n − 1,m − 3), 2(n − 1,m − 1)},
(2) (n,m) max{2(n − 1,m), (n − 1,m − 1)}.
Proof. For (1), split Qn along an arbitrary dimension i into two disjoint Q′n−1 and Q′′n−1. Let S1 ⊆ V (Q′n−1) and
S2 ⊆ V (Q′′n−1) be sets of size (n − 1,m) and (n − 1,m − 3) (resp., both (n − 1,m − 1)) in S(n − 1,m) and
S(n−1,m−3) (resp., both inS(n−1,m−1)). We show that S1 ∪S2 is inS(n,m). Clearly, any FCm in Qn disjoint
from S1 ∪ S2 cannot be all in either Q′n−1 or Q′′n−1. But it also cannot be in both subcubes, because, in that case, we
have by Lemma 4 that Q′n−1 and Q′′n−1 contain FCm−1 and FCm−3 as a subgraphs which contradicts the choice of
S1 ∪ S2.
For (2), note that at least(n−1,m) vertices must be removed from each Q′n−1 and Q′′n−1 so that no FCm remains in
either Q′n−1 or Q′′n−1. Thus(n,m)2(n−1,m). To prove the second inequality, let S1 ∪S2 be set of size(n,m) in
S(n,m) and S1 ⊆ V (Q′n−1), S2 ⊆ V (Q′′n−1). Denote by T the set of vertices of Q′n−1 that are adjacent to S2. If Q′n−1
contains FCm−1 disjoint from (S1 ∪ T ) then we connect this FCm−1 with the corresponding FCm−2 in Q′′n−1 and we
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Fig. 10. Examples of a labeling for the (n,m)-problem.
obtain FCn in Qn disjoint from S1 ∪S2. This contradicts the choice of S so S1 ∪T must contain at least (n−1,m−1)
vertices and, therefore, (n,m)(n − 1,m − 1). 
Now, we can make a step from a labeling for the (n, n)-problem towards a labeling for the (n,m)-problem for
general mn. Label vertices u ∈ V (Cr) with non-negative integers l(u) such that for mnr
for every subgraph G of Qn isomorphic to FCm there exists v ∈ V (Cr) with in(G(v)) − n + m l(v), (15)
i.e. G(v) contains Fibonacci cube of dimension at least m − l(v) as a subgraph.
Note that condition (15) can be rewritten more informally and analogously to (10) as follows. Label vertices u ∈
V (Cr) with non-negative integers l(u) such that for every 0 ir ,
l restricted on every i-dimensional subcube Di in Cr satisﬁes (12).
For example, observe in Fig. 10 that every vertex, i.e. subcube D0, has label at least 0, every edge, i.e. subcube D1,
has a vertex with label at least 3, every 4-cycle, i.e subcube D2, has two antipodal vertices with labels at least 2 and 4,
and labeling c of C3 satisﬁes (12) by an argument similar to Corollary 14. Hence all labelings in Fig. 10 satisfy (15).
Theorem 17. Let l be a labeling of Cr satisfying (15). For every nr , mn we have
(n,m)
∑
u∈V (Cr )
(n − r,m − l(u)).
Proof. For a vertex u ∈ V (Cr) let S(u) ⊆ V (Qn(u)) be a faulty set of size (n− r,m− l(u)) inS(n− r,m− l(u)).
We show that S =⋃u∈V (Cr )S(u) is inS(n,m).
For a contradiction, let G be a subgraph of Qn isomorphic to FCm and disjoint from S. By (15) we have a vertex
v ∈ V (Cr) with in(G(v)) − n + m l(v), hence Qn(v) contains FCn−in(G(v)) = FCm−(in(G(v))−n+m) as a subgraph
which contains FCm−l(v) as a subgraph and disjoint from S. This contradicts the choice of S. 
From Fig. 10, we immediately obtain
Corollary 18. For mn
(1) (n,m)(n − 1,m) + (n − 1,m − 3), for n1,
(2) (n,m)2(n − 2,m) + (n − 2,m − 3) + (n − 2,m − 4), for n2,
(3) (n,m)4(n − 3,m) + (n − 3,m − 3) + (n − 3,m − 4) + 2(n − 3,m − 5), for n3.
Note that the part (1) is included also in Theorem 16.
7. Relation to labelings for subcube fault-tolerance
In this section, we show that labelings for Fibonacci cube fault-tolerance can easily be derived from labelings for
subcube fault-tolerance. Although it is an interesting relation, it should be noted that labelings obtained in this way
are less effective than labelings constructed directly in previous sections. For example, the labeling for r = 2 in Fig. 5
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Fig. 11. A is a product of Fibonacci cubes.
is optimal for (n,m)-problem. From this, Theorems 19 and 17 we obtain that (n,m)2(n − 2,m) + (n − 2,
m− 3)+(n− 2,m− 6) for n2, mn. But if we compare this to Corollary 18(2), we can see that the labeling for
r = 2 in Fig. 10 is better, since (n − 2,m − 4)(n − 2,m − 6).
Theorem 19. Let l be a labeling of Cr satisfying (10). Then the labeling 3l satisﬁes (15).
Proof. Let G be a subgraph of Qn isomorphic to FCm via h : FCm → G. Denote A the subgraph of Cr induced on
vertices u with G∩Qn(u) = ∅, i.e. in(G(u)) is deﬁned. We will show that for some s, 0sm, A contains a subcube
Cs of dimension s with in(G(u))−n+m3s for all u ∈ V (Cs). From (10), it follows that there is a vertex v ∈ V (Cs)
with s l(v), thus in(G(v)) − n + m3l(v) and(15) holds.
First of all, observe that A is a product of several Fibonacci cubes. Product FCi ⊗FCj is a subgraph of Qi+j induced
on vertices {uv | u ∈ V (FCi ), v ∈ V (FCj )}, where uv means concatenation. Namely A=⊗zi=1FCpi , where pi is the
length of ith block of consecutive bits mapped to {1, . . . , r} by isomorphism h and z is the number of such blocks. See
Fig. 11 for example.
As we have seen in Lemma 1, every FCpi contains a subcube of dimension pi/2 so the product A contains
a subcube Cs of dimension s =∑zi=1pi/2. Denote a the number of bits mapped to {1, . . . , r} by isomorphism
h, i.e. a = ∑zi=1pi . Clearly, in(G(u)) − n + ma for all u ∈ V (Cs), and the equality holds for vertex u with
h(0 . . . 0) ∈ Qn(u).
For every edge {u, v} of Cs , observe that in(G(u)) and in(G(v)) differ by at most 1 if it is an edge of FCpi>1, and by
at most 2 if it is an edge of FCpi=1. The ﬁrst statement follows from the fact that if we denote j the dimension mapped by
h to dimension of {u, v}, then j + 1 (or similarly for j − 1) is also mapped to some dimension in {1, . . . , r}, otherwise
pi =1. Thus, for some w ∈ V (FCm) if h(w1 . . . wj−100wj+2 . . . wm) ∈ Qn(u) then h(w1 . . . wj−2010wj+2 . . . wm) ∈
Qn(v). The second statement follows from the similar argument and the symmetry property of Lucas cubes.
From above, we obtain in(G(u))−n+ma+b+2c for allu ∈ V (Cs), whereb=∑pi>1pi/2 and c=∑pi=1pi/2,
i.e. b + c = s. Since
2
z∑
i=1
pi/2
z∑
i=1
pi +
z∑
i=1
pi=1
pi for every p1, . . . , pz,
we have 2sa + c by deﬁnition so 3sa + b + 2c in(G(u)) − n + m for all vertices u ∈ V (Cs) and we
are done. 
8. Recursive lower bounds
The methods for lower bounds in this section are modiﬁcations for a general m of the methods that were essentially
used in [2].
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Fig. 12. Partition of C4 into two disjoint copies of FC4.
Lemma 20. Let G be a subgraph of Cr isomorphic to FCr and S ∈S(n,m), nmr . Then∑
u∈V (G)
|S(u)|(n − r,m − r).
Proof. Set T = {v ∈ V (Qn−r ); ∃u ∈ V (G) and uv ∈ S}, i.e. T is a subset of V (Qn−r ) obtained by a projection of
S ∩ G over last n − r dimensions, so∑u∈V (G)|S(u)| |T |. Suppose that |T |<(n − r,m − r). Then there is a copy
of FCm−r in Qn−r disjoint from T. By connecting such copies in every Qn(u) for u ∈ V (G) we obtain a copy of
FCr ⊗ FCm−r in Qn disjoint from S. Since FCr ⊗ FCm−r contains FCm as a subgraph (more precisely, in our notation
FCrFCm−r = FCm ∪ FCr−20110FCm−r−2 for n4, r2 and similarly for r < 2 or n< 4), this contradicts the choice
of S and we are done. 
Selecting the minimal S yields (n,m) = |S|∑u∈V (G)|S(u)|(n − r,m − r). Note that this generalizes the
second statement in Theorem 16, the argument there is the same. The following results are based on better estimates
than |S|∑u∈V (G)|S(u)|.
Theorem 21. (n,m)2(n − 4,m − 4), for nm4.
Proof. Observe from Fig. 12 that C4 can be partitioned into two disjoint copies G, G′ of FC4. So for the minimal set
S ∈S(n,m) we have by Lemma 20 that (n,m)=|S|=∑u∈V (G)|S(u)|+∑u∈V (G′)|S(u)|2(n− 4,m− 4). 
Theorem 22. (n,m)(2r/fr)(n − r,m − r), for nmr .
Proof. For u, v ∈ V (Qn) the number of automorphisms g : Qn → Qn with g(u) = v is n!. Thus, for A, B ⊆ V (Qn)
we obtain∑
g:Qn→Qn
|g(A) ∩ B| =
∑
u∈A,v∈B
n! = |A|.|B|.n!.
Since there is exactly n!2n automorphisms of Qn we deduce that there exists an automorphism g : Qn → Qn with
|g(A) ∩ B| |A|.|B|/2n.
Let B be the minimal set in S(n,m) and A be the product FCr ⊗ Qn−r , i.e. A consists of vertices without two
consecutive ones on ﬁrst r bits. By the argument above, we have an automorphism g : Qn → Qn with |g(A) ∩
B|fr(n,m)/2r . We can suppose, without lost of generality, that g maps dimensions {1, . . . , r} to themselves,
so g restricted on Cr is an automorphism g′ of Cr . Let G denote the subgraph of Cr isomorphic to FCr via g′,
i.e. g(A) =⋃u∈V (G)Qn(u).
By Lemma 20 we obtain that
fr(n,m)
2r

∑
u∈V (G)
|B(u)|(n − r,m − r),
and we are done. 
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Fig. 13. Table of known values or bounds on (n,m) for 0mn10.
9. Conclusions
The combined results from this paper and a few previous results for small values of n (namely, (n, n) for n6,
[2]) are summarized in Fig. 13. There is still some improvement possible.
All recursive lower bounds were constructive, in a sense that given faulty sets for smaller n and m we recursively
construct the faulty set inS(n,m) by adding a preﬁx corresponding to a respective subcube. The faulty sets for m3
in Section 2 are taken as faulty sets for (n, m/2)-problem. They can be constructed as a union of several level sets,
i.e. vertices u with weight w(u) ≡ k modm for a properly chosen k.
The upper bound in Theorem 21 is also constructive, in a sense that given a set S of vertices with |S|< 2(n−4,m−4)
we recursively ﬁnd a copy of FCm in Qn disjoint from S, and each such step can be done in time O(|S|). Thus, Theorem
21 can be used for construction of fault-tolerant embedding algorithm running in polynomial time O(n.|S|). On the
other hand, in Theorem 22 the situation is different, we have no better way than to search all n!2n automorphisms in
every step.
The labeling method can be applied in the problem of fault-tolerance also for other networks with recursive structure.
What is necessary is some kind of a symmetry property, like in Lemma 4 for Lucas cubes.
The construction of labelings satisfying (12) (resp., (15)) for higher dimension r remains a challenging combinatorial
problem. In Corollary 15, we have shown that some results from coding theory might be useful for such tasks.
For practical purposes, it might be interesting to consider faulty edges instead of vertices, or faulty subgraphs in
general. We believe that similar results could be formulated for this problem as well.
We have shown the close relationship to the problem of subcube fault-tolerance in hypercubes. This problem is
well-known also as a problem of (n, k)-universal sets, and there are connections to k-independence problem, partitions
and linear codes.
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