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Abstract:  Human visual sense has two aspects in our feeling  1br blurred image.  that is. one is the amount of blur depending on object 
 size, the other is the amount  of  blur independent  of the object  size. In the former for example. when the image size becomes larger. 
the author feels smaller amount blur. The quantitative evaluation based on  entropy  fir blurred images i  proposed in this paper.  The 
author calls this metric  "variation entropy".  This metric has two kinds  olaspects that coincide with the human visual sense. The  first  is 
the absolute evaluation ofblur, and the second is the relative valuation ofblur. The  firmer can be  quantified by "variation entropy for 
a unit boundary length (or L-type variation entropy:  H )". which is dependent on resolution, and the latter can be quantified by 
 "variation entropy  ibr a unit area (or A-type variation entropy:  // A  )", which is independent of resolution. These two metrics have 
complementary p operties.  At last. two variation entropies are applied to the standard kanji character database, and then the strong 
 relation between variation entropy and accuracy  of recognition is discussed. The tendency ofwriting skills for grades is evaluated by 
applying the metric to a database collected from school children. 
Key words: Blurred  image, quantification  f blur. character  database, human visual sense. 
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1.  Introduction 
 There has been very little research on evaluating the 
amount  of blur in images thus far  [1, 21.  However, 
there has been an  entropy-based approach for 
evaluating variations in characters in the field of 
character recognition  [3]. A character image is binary 
but has writing variations depending on the writer 
and/or  category. Therefore, each pixel has a probability 
of being 1 (black pixel) or 0 (white pixel). It can then 
be thought as a blurred image by summing up many 
character images. This proposed method is used to 
calculate the average amount of information in Eq.  (1) 
and can be described using entropy. 
             Af  H =(Pi(x) logP,+ o (x,)log Po (x, ))}(1) 
      AI , 
{ 
 ii(xf) is the occurrence ratio of black pixel at  X, 
simply using a one-dimensional coordinate, and 
Pfl(X r) is that for write  pixels;  then.  ti  (xi)=1-P0(.x,  )  M 
is the total number of pixels. This formula seems to be
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appropriate. However, when image size M is enlarged 
without changing the character size, H will be smaller. 
Therefore,  H is not appropriate for evaluating character 
valuation (blur). The problem with this method is how 
to calculate the average.  If we make a mistake in 
 averaging, the method will be meaningless. This 
research started because of this problem, which was 
generalized. 
 Let us consider the blurred images in Fig.  1. The 
three circles were blurred by Gaussian functions and 
have been printed with the dither method. The (a) is a 
blurred circle with a diameter of 120 pixels, which is 
blurred by a 2D Gaussian function with a standard 
deviation of 4.0. The (b) is (a) scaled down by a half 
resolution. Basically (a) and  (b) can be thought as 
projected images of the same object. Therefore, the 
amount of blur for (a) and (b) must be the same. 
However, (c) is a blurred circle with a diameter of 60 
pixels, which has been blurred by the same Gaussian 
function as (a).  Therefore. (a) and (c) should have the 
same  amount of blur because  the same Gaussian 
function was applied. However, there is no situation
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(a)
(b)
            (c) 
Fig.  1 Blurred circles: These figures were created by a 
computer. The diameters are 120, 60 and 60 (pixels) for (a), 
(b) and (c) respectively. All circles were blurred by 21) 
Gaussian function with the standard eviation  4.0, 2.0 and 
4.0 for (a), (b) and (c) respectively. 
where (b) and (c) have the same amount of blur. What 
is responsible for the contradiction? 
 We eventually noticed the difference in the meaning 
 of  "the same". That is, there are two types of meanings. 
 The  same" between (a) and (b) means the same blur as 
that in the total image. "The  same- between (a) and (c), 
on the other hand, means the same blur only for the 
blurred region [4,  5]. 
  Two quantitative mathematical expressions for two 
types of evaluation are proposed in this paper. Their 
complementary properties are then introduced. 
Furthermore, the relation between this method and the 
accuracy of character recognition is discussed. In fact, 
this basic research was done in  1992. However, this is 
the first paper that has been written in English. Some 
new findings have also been added to this paper. Last, 
a large number of character images were collected 
from school children, and the quality of these character 
data was evaluated for age with our method. 
2. Variation Entropy 
  Let  i(x,y)  (o  .f(x,y)  s N) be the value of a blurred 
image at  (v,y)  .This can also be thought of as N binary 
images being summed up. We can then calculate 
entropy  1 from this 2D distribution: 
 - if(-vs: y)  log f (As.y) drdy                          (2)
where  s =  f(r,y)dvdy  , and  X, Y represent the range of 
coordinates of the image. Here, let the area before 
blurring be A;  then,  S  =  A  x  N . Eq. (2) can be 
decomposed into the two terms below: 
 / =cx,'0  loafGr. dvdv  <  N- A  x  N 
             Ifv)f(x,v)          ='•loa '(My+ log A 
 A  J N N 
 Note that  o  s  px,y)/N  s  1  . The second term, log  A  , 
is the amount of information in the object area. The 
 first  term has a non-zero value for pixels whose value 
is not 0 or N. This means the amount of information as 
a total blurred image. 
 Let the first term be  //  A . 
           „frx. ,lRA%v),          t= ——og••(VW 
        N N (3) 
 This  u' has the following properties: 
 (1) If the image has no blur (f(x.y) =  N  ), then  //A 
becomes 0. 
 (2) The smaller the amount of blur is, the smaller 
 //A is. The minimum value of  H'1 is 0. 
 (3)  I/  A does not change ven when all images are 
scaled up or down with the same rate. 
 (4) When the  f(xo) of all pixels are the same, /./ 
takes a maximal value. 
 Property (3) isespecially important. This means that 
 tri does not depend on the resolution of the image. 
This is because the image size depending on resolution 
is absorbed in the second term. Therefore, the first term 
is considered to be the amount of blur for a pixel. We 
called this "variation  entropy". 
 As you can see in Eq. (3), the total amount of blur is 
normalized by the average object area A. Due to this, 
we called it  "variation entropy for a unit area" or 
 "A-type variation  entropy". 
 Now, let us consider Fig.  1 again. According to 
property (3), the  it  A 's  of  (a) and (b) in Fig.  1 should 
be the same. The results obtained from simulation for 
these xamples are summarized in Table  1, where we 
can see that the amount of blur for (a) and (b) are 
almost he same.  However, (c) has double the amount
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 Table  1 Evaluation of blurred circles.
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 (a) (b) (e)
 Diameter 120 
SD  0l' Gaussian4.0 
               0.182
60 
2.0 
0.182
 60 
 4.1) 
0.361
of blur.  However, some may think that he amount of 
blur for (a) and (c) should be the same because they 
were blurred by the same Gaussian function. What is 
responsible forthe contradiction? 
 The answer isthat here are two kinds of viewpoints 
in evaluating blur. That is, the first is where (a) and  (b) 
have the same amount of blur, and the second situation 
is where (a) and (c) have the same amount. These are 
different situations. That  is, (a) and (b) have the same 
amount of blur as that in the total image;  HA is an 
evaluation f the former. From this, it can be said that 
HA represents a relative evaluation that is 
independent of resolution, and depends on the area. 
However, (a) and (c) have the same amount of blur, 
only for the blurred region. The latter will be discussed 
in the next section. 
 3. Quantification of Two Viewpoints of  Blu  r 
 in Eq. (3), the numerator 
          I if)1 log   f(x;   drdy (4) 
                        }..x
represents the total amount of blur in the image  f(x,y)  .
Eq. (4) is integration along coordinates  .17 and y 
However, it is possible to integrate along the boundary 
line and along the normal direction to the boundary of 
the image (Fig. 2) to calculate the total amount of blur. 
 Consequently, let us integrate along boundary s and 
along normal direction r at boundary s of the blurred 
image. Then, Eq. (4) can be rewritten as: 
          ffi'(x.Y)  log 'Mx. y) dxdy 
               1A 
              I(r.$)      -r.$)d                      102'f( IetJ1dr.d.s• 
     NN(5) 
 where,  f'(/-.,$)  is  the  value  at  coordinate  (r, s). 
  R(s) represents the integration rangealong the 
direction perpendicular to the tangent at boundary  s. I 
is the Jacobian matrix.
 Fig. 2  Different integration route to obtain total amount of
blur. 
This coordinate system is  expediential, and we 
actually do not have to calculate this  integration. Let a 
small amount of blur for unit boundary length  cis at s be 
him)d• ;  then,  has.) can be defined as Eq. (6). 
 (s)  r(r,  s)  log  f(r,$)Idet  ./1  dr (6) 
 Now, letting the boundary  length before blur be L, 
and letting  hiliz..(41 be  ir , the total amount of blur can 
then be described as; 
 ii/L  cods  =  1-1  x 
 L where we call  H'-  "variation entropy  for a unit 
boundary length" or  "L-type variation entropy". Then, 
 H can be described as: 
                        log f dvdv 
      LNll(7) 
                            ,X
   i• and  ff  A  are  related  by  Eq.  (8). 
 x  b  x  L (8) 
 Therefore,  Hi' can be calculated easily by using Eq. 
(8). The results obtained by calculating  Ht. using the 
simple patterns in Fig.  1 are listed in Table 2. 
 From Table  2, the difference in the values between 
   and  HA is due to the difference in integration. 
We can see that the amount of blur for  (a) and  (c) are 
almost he same, and image  (b) has half the amount of 
blur. 
 Here, "variation entropy for a unit boundary length 
 " satisfies the following properties: 
 (5)  When the image hasno blurring  (  =  N  I  0), 
then  Hi. becomes 0. 
 (6) The smaller the amount of blur  is, the smaller 
 is.  The  minimum  value  of  is  O.
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Table 2
(a) (b) (c)
(a)Diameter 120 
SD. of Gaussian 4.0 
HA 0.182 
 HL 5.462
60 
2.0 
0.182 
2.726
 60 
 4.0 
 0.361 
 5.414
(b)
 (7) When the image size is changed to k times both 
horizontally and vertically,  H  L becomes k times. 
 (8) When the  f(x,y) of all pixels are the same,  HL 
becomes maximum. 
 Property (7) is especially complementary for 
property (3). From the above consideration, it can be 
said that  HL is absolute evaluation depending on 
resolution, and it is independent of the object area. 
4. Application to Character Data 
4.1 Basic Properties for Line Drawings 
 Characters are basically line drawings. Therefore, 
some effects for simple line drawings were examined 
before these metrics are applied to character  images. 
 HA and  HI' were obtained for the four line 
drawings with the different lengths and different 
widths in Fig. 3. The upper clear image for each figure 
is original. These have two different lengths. The short 
ones in (a) and (b) are 100 pixels and the long ones are 
200 pixels. The widths  of  (a) and (c) are  10 pixels and 
those of (b) and (d) are 20 pixels. All SDs (standard 
deviations) of the Gaussian function to create blur 
were set to 4.0. The results for blurred images are 
listed in Table 3.  HA and  HL for all clear images 
are definitely 0. 
 From the results, it is can seen that there is little 
difference in  HL for the four cases.  HA for the 
width of 20 is half that for the width of 10 because the 
ratio of both areas is 2:1. If the width does not change, 
 HA can be applied to evaluate blur. The slight 
difference in H A or  HL is caused by the edge effect. 
That is, even if it doubles the length, it does not double 
the blurred area due to the edge effect. From this 
consideration, it is obvious that  HL is not affected by 
the width or length; also, character images with different
(c)
              (d) 
Fig. 3 Evaluation of blur for line drawings. 
Table 3 Results for line drawings.
(a) (b) (c) (d)
Length (pixels) 
Width (pixels) 
SD of Gaussian 
HA 
HL
100 
10 
 4.0 
 1.137 
 5.172
100 
20 
 4.0 
 0.628 
 5.235
200 
10 
 4.0 
 1.077 
 5.129
200 
20 
 4.0 
 0.572 
 5.204
stroke lengths can be compared by using  H A or  tiL 
if the width does not change. 
4.2 Use of Character Data 
 Character data arebinary images in which the pixel 
value is 0 or 1. By summing up many binary images, 
it is can obtain a multi-valued image. Fig. 4 is an 
example of a blurred character image. 
 The blurring occurs due to hand-writing variations. 
Now, let us consider how many data are necessary to 
calculate variation entropy. Fig.  5 presents 
experimental results. There are five graphs in the 
figure, which are different Hiragana categories. 
 As seen in Fig. 5, all the  plots increase with the 
number of images but there are those that are almost 
saturated with over 100 images. Therefore, 100 
character images can be used to calculate the two types 
of variation entropies that are discussed after this. 
4.3 Standard Database  of  Japanese Characters 
 ETL8B and ETL9B are well-known databases of 
hand-printed Japanese characters. These were created 
in the 1980s by the National Institute of the 
Electro-Technical Laboratory to develop OCR (Optical
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Fig. 5 Variation entropy vs. number of images. 
Character Recognition) technology. ETL8B includes 
956 categories of Japanese characters and 152,960 
samples. Each character iswritten in a frame of  10  x  10 
(mm) and is digitized with 64 x 63 pixels  [4 ETL9B 
includes 3,036 categories of characters and 607,200 
samples. Each character is written in a frame of 8 x 9 
(mm), and is digitized with 64 x 63 pixels [7]. 
 First, variation entropy (  H and HI. ) was 
calculated and a recognition test was carried out for  7I 
categories of  Hiragana fter character normalization i  
 position, size, or shape. This was because it is canbe 
predicted that a database with smaller variations  would 
show a better ecognition rate. A standard pattern was 
made from half the character samples for each category 
to act as learning. The other half of the samples was used 
as test samples by using the simple similarity method.
There were four types of normalization in this 
experiment, such as:  (1) the center of the image was 
matched, (2) gravity was matched, (3) normalization to a 
size of 64 x 64 pixels was applied and (4) stroke density 
equalization [8] was applied. The experimental results 
are summarized inTable 4 in which "Acc" means the 
average accuracy for leaning and test samples. 
 As seen in Table  4, the recognition rate tends to 
increase when  HA diminishes in both databases. 
However, does not always have a strong relation. 
This is because the method of normalization in size 
enlarges characters, not only in the blurred region but 
also the entire character area that is important for 
recognition.  Therefore, it  is can  be found that the 
variation entropy for unit area  HA reflected the 
quality  of  the database for character recognition. 
 Next, let us consider the values HAof ETL8 and 
ETL9. Comparing these values, the  ti`' of  ETL9 is 
smaller than that of ETL8. It may think that the 
quality of ETL9 is better than that of ETL8. However, 
this is not correct because of the quite different 
conditions under which data were collected. That is, 
the line width of ETL9 is relatively thicker than that of 
 ETL8 because of the writing frame for ETL9 is a little 
smaller than that for  ETL8. Actually, the widths of 
ETL8 and ET19 were 4.08 for the former and 4.82 for 
the  latter. This caused us to make the  tt  A of ETL9 
smaller. Fig. 6 has examples of the same category 
 "SP)- for both databases. The figure at left  (ETL8) 
looks a little clearer. 
 From the fact that the s of  ETL9 are larger than 
those of ETL8 in every normalization, it is known that 
this consideration is reasonable. 
 Table 4  Comparison between variation  entropy and 
recognition rate  ("Acc" means accuracy inrecognition test in 
 units  of  %).
 ETL813  ETL913
Ace  H1  H'  Acc  H" H'
Center 77.2 
Gravity  81.9 
 Sin 83.1 
Density  84.3
1.865 3.334 
 1.811 3.237 
1.632 3.337 
 1.471  3.111
71.9 1.716 3.577 
79.2 1.681 3.504 
80.0 1.351 3.855 
83.3 1.202 3.383
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 Z 
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                 (a) ETL8B 
Fig. 6 Summed up images  iii FTL8 and ETL9. 
4.4  For Database by School Children 
  According to the aboveconsiderations, variation 
entropy can be applied to characters written by school 
children. A large number of hand-printed characters 
were collected from three primary schools and two 
junior high schools in Japan to evaluate the differences 
in quality for grades. Japanese primary school has six 
grades and junior high school has three grades. The 
character categories were 71 Hiragana and 71 
Katakana characters; both types of data were written on 
different paper (Fig. 7). Each character was written 
within a 1 x 1 cm area. The total number of sheets was 
 3,547, and the total number of characters was 251,837. 
  All characters were cut out from a data sheet, and 
collected for each grade and each category. All data 
that were collected were written under the same 
conditions so that variation entropy for a unit area 
 (HA  ) was used for this analysis.  HA was calculated 
 using 100 character data for all categories, for every 
grades. When the character images were piled  up, 
gravity was matched. Fig. 8 shows the results obtained 
from evaluating all grades. The grades of the primary 
school are from one to six on the horizontal axis, and 
 J1 to J3 are the grades for the junior high school. A data 
point is the average of all  Hiragana, and Katakana 
categories for each grade. The vertical bar is the 
standard eviation. The  clotted line is the regression 
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This means that 
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 uality of  characters  written  by school children. 
you can  see,  it  A decreases for upper grades. 
  the writing skills of upper grade 
 it   improve.
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5. Conclusions 
 This paper presented that there were two points of 
views in the blurring of images or variation evaluation 
of character databases. The first is the A-type variation 
evaluation  ( H  A ), which is thought of as being relative 
evaluation. This metric  HA does not depend on 
resolution. The second is L-type variation evaluation 
 (  HL  ), which is thought of as being an absolute 
evaluation. This metric  HL is proportional to 
resolution. The former is used to evaluate that the 
variations in (a) and (b) in Fig. I are the same, and the 
latter is used to evaluate that the variations in (a) and 
(c) are the same. However, there is no situation where 
(b) and (c) have the same variations. Next, both metrics 
were applied to two standard Japanese character 
databases. From the results, it became obvious that 
there is a strong relation between variation entropy for 
an unit area  (H  A) and the accuracy of recognition, 
 H'•  1' shows absolute variation unsusceptible of the 
character a ea. 
 From these considerations, it is can be said that 
variation entropy reflects the quality of character image 
databases. 
 The use of two types of variation entropies depended 
on the conditions under which data were collected. 
That is, when character data collected under different 
conditions were evaluated, variation entropy for a unit 
boundary length  (  HL  ) was appropriate; however, 
when character data collected under the same 
conditions were evaluated, variation entropy for a unit 
area  ( ) was appropriate. 
 Furthermore, a large number of character data 
written by school children was evaluated. It is can be 
found from the results, the writing skill of upper grade 
students i improving. 
 This basic research was done in 1992 [4, 5]. This 
paper tried to explain two types of variation entropy in 
a unified way and some new experiments were added. 
This is the first paper written in English. The analytical 
results for characters written by school children are the 
first that have been reported in this paper.
 Some similar metrics that have recently been 
applied using this method were also presented [9]. Last, 
this idea is applicable to 3D blurred images, that is, 
HA is a variation entropy for the unit volume,  HL 
is a variation entropy for the unit surface area. 
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