Abstract. In this paper, we present an extensible framework for interactive multimodal contents, with emphasis on augmented reality applications. The proposed framework, EDSUN, enables concurrent and variable narrative structures as well as content reusability and dynamic yet natural experience generation. EDSUN's main components include a canonical specification of 5-state lexical syntax and grammar, stochastic state transitions, and extensions for hierarchical grammars to represent complex behavioral and multimodal interactions. The benefits of EDSUN in enabling classical contents to support the affordances of AR environments and in complementing recent published works are also discussed.
Introduction
Interactive environments pose several challenges for multimodal contents. One challenge is the lack of pre-existing rich interactive contents to draw upon, whereas new content creation is expensive and time consuming [5] . Despite the availability of rich classical contents, as found in film and drama, their suitability in matching the corresponding affordances of interactive environments is another challenge. Early storytelling systems and history-centric applications, for instance, often put the user in a passive audience role [6],[7] . This is due to the monolithic non-event driven nature of classical contents. Recent interactive story telling environments [10],[11] rely on hierarchical task networks to support emergent narrative and balance user's needs of both interactivity and realism. A third challenge is multimodal content reusability, where no common format exists to enable cross application content reuse. Furthermore, the interplay between the content author's objectives, choice of narrative, and the user's tendencies to drift off the main path envisioned by the content author, form the basis for the opposing attributes of interactive environment affordances.
In this paper, an extensible framework for interactive multimodal contents is presented, where the mentioned challenges are addressed. In the course of our treatment of the challenges in interactive multimodal contents, the focus is on augmented reality environments, due to the additional constrains present. Table 1 illustrates the relevant affordances in augmented reality environments and EDSUN's approach in supporting them. Rich content and multiplicity support.
Structured and unstructured variations 2.4
The first component of EDSUN, as detailed in Section 2.1, is an undirected narrative-based canonical form for content representation with a 5-state lexical syntax and grammar. The proposed canonical form enforces the separation between narrative structure and narrative content, and enables content classification and segmentation to support event-driven environments, as well as cross-application reusability. The lexical syntax and grammar model the set of possible user experiences within the AR environment, and script actual user experiences that result from his interactions. The second component of EDSUN, Section 2.2, forms stochastic state transitions that provide the content author with flexibility in incorporating variety of user experiences ranging from exploratory style navigation to task-oriented step-by-step interactions. The third component, hierarchical grammars in Section 2.3, is an extensibility mechanism to support author-specific interaction methodologies such as support for the Branigan cinematic narrative model [1] as implemented in DINAH [4] . Section 2.4 presents structured and unstructured variations, which enable support for variable tone experiences. An example is then presented to illustrate EDSUN's support for variety
