Evolutionary biologists frequently rely on estimates of the neutral rate of evolution when characterizing the selective pressure on protein-coding genes. We introduce a new method to estimate this value based on intron nucleotide substitutions. The new method uses a metascript model that considers alternative splicing forms and an algorithm to pair orthologous introns, which we call Introndeuce. We compare the intron method with a widely used method that uses observed substitutions in synonymous coding nucleotides, by using both methods to estimate the neutral rate for human-dog and mouse-rat comparisons. The estimates of the 2 methods correlate strongly (r S 5 0.75), but cannot be considered directly equivalent. We also investigate the effect of alignment error and G 1 C content on the variance in the intron method: in both cases there is an effect, and it is species-pair specific. Although the intron method may be more useful for shorter evolutionary distances, it is less useful at longer distances due to the poor alignment of less-conserved positions.
Introduction
Evolutionary biologists have long had an interest in determining which regions of the genome are under selective pressure, and if so, what kind of selective pressure affects them (Nei and Kumar 2000; Yang and Bielawski 2000) . For protein-coding genes, many researchers determine selective pressure by comparing observed substitution frequencies in nonsynonymous and synonymous coding nucleotides. Determining where purifying selection or positive selection influences gene evolution has proven useful in several areas of genome research (Hurst 2002) . In mammals, researchers have found many genes with regions under positive selection, notably, including some reproductive genes (Sry, androgen-binding protein gene, and Protamine) (Yang and Bielawski 2000) , immune genes (defensin, major histocompatibility complex, and Immunoglobulin V H ) (Yang and Bielawski 2000) , and olfactory genes (Emes et al. 2004) . Most other coding genes are under purifying selection (Yang and Bielawski 2000) .
The most sophisticated models of selective pressure (Yang and Nielsen 2000) use the evolutionary distances d N (nonsynonymous) and d S (synonymous) and label the ratio of the two x 5 d N /d S . Some researchers (Hurst 2002) instead use the notations K A , K S , and K A /K S ratio and perhaps different models, but they all rely on the same underlying set of assumptions. These models usually assume that d S , the number of synonymous substitutions per potentially synonymous site, represents neutral changes unaffected by selective pressure. In contrast, the models assume that d N , the number of nonsynonymous substitutions per potentially nonsynonymous site, represents differences affected by selective pressure. Dividing d N by d S to get the nonsynonymous/synonymous rate ratio x will yield a quantity that assesses selective pressure after correction for the local variation in neutral evolution. One must estimate this ratio locally because the character of neutral evolution varies in different regions of the genome. For any given gene (or portion of a gene), if x . 1, the gene is under positive selection, whereas if x , 1, the gene is under purifying (or negative) selection.
Using d S as a measure of the neutral rate of evolution presents several problems. First, the underlying assumption that synonymous coding nucleotides can change freely is not correct in all cases. For example, synonymous sites may overlap with exonic splicing enhancers (Cartegni et al. 2002) or silencers (Chamary et al. 2006) . Synonymous sites may also be under selective pressure due to their effects on mRNA stability, either through G 1 C content or the appearance or avoidance of certain sequence motifs (Chamary et al. 2006) . In some animals, there is definitely selection in synonymous coding sites in the form of codon bias related to tRNA abundance (Chamary et al. 2006 ), but whether it affects synonymous coding sites in mammals is unclear (Bernardi 1995 (Bernardi , 2000 Graur and Li 2000; Iida and Akashi 2000) . There is also indirect evidence that selection affects synonymous sites that shows in comparison of base composition and evolutionary rates with other potentially neutral types of sequence (Chamary et al. 2006) . Second, the usually unstated assumption that synonymous coding sites undergo the same mutational processes as other sites in the genome ignores the fact that they occur next to a limited number of flanking nucleotides and therefore will be unequally affected by effects such as CpG hypervariability . Finally, there are so few synonymous coding nucleotides for a given gene that it can be difficult to precisely estimate the number of changes per nucleotide. This is especially true when comparing species such as humans and chimpanzees, which are so closely related that there has not been enough time for many of these sites to change.
In order to overcome primarily the issue of low numbers of synonymous coding sites, some researchers have estimated the neutral rate using either ancestral repeats near genes (Chimpanzee Sequencing and Analysis Consortium 2005) or substitutions in introns (Castresana 2002) . Introns in homologous genes provide natural and well-defined boundaries for alignment regions, and the recent release of several high-quality vertebrate genome sequences allows for a robust comparison across several species. One cannot assume that intron changes are always neutral, but one cannot assume that synonymous coding nucleotide changes are always neutral either. Intron substitutions still provide a useful alternative for dealing with the small-sample error inherent in the synonymous coding nucleotide model.
Despite the previous use of neutral rates estimated using intron nucleotide substitutions, no one has yet performed a thorough comparison with a neutral rate estimate based on synonymous coding nucleotides along with an investigation of the evolutionary distances at which using introns is sensible. This article aims to examine properties of a neutral rate estimate based on intron substitutions compared with one based on synonymous coding sites by highlighting their similarities and differences, with particular regard to their use in estimates of selective pressure.
We will call the estimated neutral rate from nucleotide substitution in introns d I , defined as the number of intron substitutions per intron nucleotide. We wish to estimate d I for a large portion of the genome, but the mechanics involved are not trivial as one must first identify truly orthologous intronic sequences to compare. When studying tens of thousands of gene pairs, it is not practical to use handcrafted alignments. Naive assumptions about the congruence of gene structures between species, however, are prone to differences in gene annotations or changes in the biological transcript structure. One cannot, for example, assume that the first intron in a mouse gene is orthologous to the first intron in its orthologous rat gene. In addition, the existence of alternative splice forms in eukaryotic genes increases the challenge in determining which intron regions are homologous. We found the common approach of using the longest translation of a gene as a stand-in for the whole gene inadequate as it ignores the selective pressure on introns that contain nonconstitutive exons. To address this need, we created a model of gene evolution, which we call ''metascript,'' that incorporates alternative splice forms and considers varying selective pressures on introns and coding sequence.
We chose to analyze data from mouse-rat and humandog comparisons. Evolutionary biologists believe that the mouse and rat lineages diverged 16-35 MYA (Adkins et al. 2001; Springer et al. 2003 ) and the human and dog lineages diverged 90-95 MYA (Springer et al. 2003) . Although the human-murid divergence occurred later (85-88 MYA) (Springer et al. 2003) , the human-murid evolutionary distance is longer than the distance between human and dog, probably partly due to shorter generation time in the murid lineage (Li et al. 1996) .
Materials and Methods

Ortholog Identification, Genomic Sequence, and Transcript Predictions
We used Ensembl Compara version 28 (Birney et al. 2006) to identify ortholog pairs predicted by the unique best reciprocal hit method for both human-dog and mouse-rat. For the genes in these ortholog pairs, we then obtained genomic sequence, transcript predictions, and peptide prediction from Ensembl version 28 (http://feb2005.archive.ense mbl.org/). Table 1 contains details of the genome sequence assemblies used. We excluded from further analysis genes with introns longer than 1,000,000 nt or that overlap with predicted exons from other genes. We used RepeatMasker (Smit et al. 1996) to mask repetitive elements in the nucleotide sequences.
The Metascript Model of Alternative Splicing
We constructed a metatranscript or metascript model for each gene, which incorporates all of its alternative splicing forms. An artificial example is shown in figure 1. Genomic regions expressed as protein in some or all of the predicted transcripts are called metaexons, and regions that never express as protein are called metaintrons. Each metaintron has a phase code, determined by the phases of the coding sequence upon interruption by the metaintron's constituent introns. A metaintron's phase code can indicate that its constituent introns start in phases 0, 1, or 2, the untranslated region, or a specific mixture of these phases. Frameshift errors and introns shorter than 50 nt each get special phase codes. We represent the metascript model as a string of nucleotides and phase codes.
The Introndeuce Algorithm for Pairing Orthologous Introns
To identify orthologous metaintrons, we perform a Smith-Waterman alignment (Smith and Waterman 1981) of orthologous metascripts using PSW from the Wise2 package (http://www.ebi.ac.uk/Wise2/). We created a distance matrix based on HOXD70 (Chiaromonte et al. 2002) , but that includes the 17 possible phase codes and makes it extremely unlikely that out-of-phase metaintrons will align with each other. This has the effect of penalizing intron sliding, which, if it happens at all, is thought to be exceedingly rare except in distantly related species and rare even then (Stoltzfus et al. 1997; Rogozin et al. 2000) . The conventional transcript models are overlaid to form a single metascript, consisting of metaexons, regions of the gene that are sometimes or always expressed in transcribed mRNAs, and metaintrons, regions of the gene that are constitutively spliced out. (b) The metascript generated in part (a) and another metascript are aligned to identify homologous introns. The nucleotide sequences of the metaexons and the phase codes of the metaintrons are concatenated to make a single sequence, which is then locally aligned using the Smith-Waterman algorithm, using a scoring matrix that makes it extremely unfavorable for a particular phase code to align with a nucleotide or a different phase code.
Software Availability
We have made available a Python (http://www.python. org/) package that constructs metascripts from Ensembl gene models and implements the Introndeuce algorithm (http://www.ebi.ac.uk/;hoffman/software/metascript).
Estimation of d N and d S
We estimated the proportion of different nonsynonymous coding nucleotides p N and proportion of different synonymous coding nucleotides p S for each gene pair using the Nei-Gojobori method (Nei and Gojobori 1986) , based on PSW alignments of the longest translations of the genes. We then estimated the number of nonsynonymous substitutions d N and the number of synonymous substitutions d S based on p N and p S , respectively, using the Jukes-Cantor model (Jukes and Cantor 1964) :
We took the nucleotide sequence of each orthologous metaintron identified by Introndeuce and masked out the first 10 nt and the last 30 nt of each metaintron to exclude conserved intron splicing signals. We then used BlastZ (Schwartz et al. 2003 ) with a reduced stringency (reducing the maximal scoring pair score threshold to 2,200) to align the sequences. Before making further calculations, we masked 5 nt from both edges of each aligned block, in order to reduce edge wander effects and decrease uncertainty about the correctness of an accepted alignment column. If we let I d be the number of mismatches in the remaining aligned sequence and I the number of matches plus mismatches, we estimate a proportion of differing intron nucleotides p I by dividing the 2 quantities:
We then estimate d I using the Jukes-Cantor model as above. We also estimated an alternative version d I,maskedges50 without masking the edges of aligned blocks. We calculated the relative error g between the 2 with this equation: Phylogenetic Tree Construction
We used MartShell (http://www.biomart.org/) to identify all the human members of the MAGE family, ENSF00000000336, in Ensembl Compara version 30, and estimated d S and d I as above for each possible gene pairing. We converted the pairwise d values into distance matrices, filling in a distance of 1 where the distance could not be estimated because the sequences were too divergent. We then used the FITCH program of PHYLIP 3.64 (Felsenstein 2005) through the Pylip interface (http://www.ebi.ac.uk/;hoffman/software/pylip/) to generate a tree that we visualized with TreeView 1.6.6 (Page 1996) .
Results
We developed a new algorithm (Introndeuce) for robustly assigning orthologous introns in the presence of alternative splicing, without requiring genomic alignments. For each gene, we project all exons into genomic coordinates and produce a novel sequence-like model called a metascript ( fig. 1 ). The metascript is the concatenation of the nucleotide sequence of all annotated exonic regions with phase codes to indicate the phase of the intervening introns. The Introndeuce algorithm then aligns the exonic sequence and intronic phase codes of the resulting metascripts with an extension of standard dynamic programing methods. This results in the pairing of introns if and only if the surrounding exonic sequence is truly orthologous. As expected, most introns pair with consistent phases between the species considered. The 15,176 orthologs between human and dog and the 16,183 orthologs between mouse and rat produced 96,476 human-dog paired metaintrons in 10,443 gene pairs and 105,560 mouse-rat paired metaintrons in 12,566 gene pairs (table 1). In the metascripts that could be produced, the median number of metaintrons is 7 in humans and dogs and 6 in the murids. We then aligned these metaintrons using BlastZ individually.
We estimated d S and d I values for the ortholog pairs with at least 1 aligned metaintron (table 1 and fig. 2 ) using the Jukes-Cantor model (Jukes and Cantor 1964) in an identical manner for each statistic (see Materials and Methods). The median d S value is 0.370 for human-dog and 0.212 for mouse-rat, whereas the corresponding median d I values are lower at 0.305 and 0.158, respectively. This may be due to a lower substitution rate or the effects of more selective constraint in introns than in synonymous coding sites (Chen and Li 2001 Figure 2 shows a scatterplot of d S versus d I values for human-dog and mouse-rat gene pairs. As expected, these 2 variables are strongly correlated when including the data from both species pairs (r S 5 0.75). One can clearly see, however, that a different model for each species pair would better fit the data from that species pair, despite lower correlation on a per-species-pair basis (human-dog r S 5 0.57; mouse-rat r S 5 0.46) than when examining all the gene pairs together. This means that one cannot universally predict a d I value from a d S value without reference to a particular species pair. One can see a clear separation between the ranges of d I values for the 2 species pairs analyzed, whereas the d S ranges overlap quite a bit. Additionally, within the same species pairs, the variance of d I values is smaller. This suggests that d I might provide a more distinctive characterization of genome-wide neutral evolutionary distance for species pairs in this range, which would allow better phylogenetic tree construction. When looking at 8,095 genes that have a 1:1:1:1 ortholog relationship in human-dog-mouse-rat, we find that There are 2 plausible reasons for the systematically different estimates of neutral substitution in synonymous coding nucleotides and introns if one assumes that neutral mutation occurs at the same rate in exonic and intronic sequence. First, the 2 different kinds of sequence are subject to different kinds of selective pressures. Some of these selective pressures, such as those discussed in Introduction, will differently affect the fixation of point substitutions at certain sites in introns and synonymous coding sequence. Additionally, indels are much more likely to be selected against in coding sequence. The other possibility is that alignment effects cause the systematic difference. Even when corrected for by masking the edges of aligned blocks, edge wander effects may still lead to an observed similarity within the same species pair that underestimates the divergence of the 2 species.
Variability in d I and d S Measures
We decided to look at the variability of d S and d I in a number of ways. First, we examined the variance for each data point as calculated by an analytical formula. The variance of a single Jukes-Cantor distance (representing the error in that particular estimation rather than the dispersion of the whole population as discussed earlier) varies inversely with the number of nucleotides examined (Nei and Kumar 2000) . Because of this and the fact that I is generally much greater than S, the error for a single estimate of d I (which is the square root of the variance and called s d I ) usually will be lower than the error for a single estimate of
. This is the case for 22,541 gene pairs or 98% of those examined.
We then investigated the effects of other factors, such as G 1 C content, on the differences between d I and d S , as well as their variability. To visualize the difference between d I and d S and the effect of G 1 C content on this difference, we created Tukey mean-difference plots (Cleveland 1993) (fig. 3 ) split at the quartiles of G 1 C content. We measured G 1 C content in the longest translation of the human or mouse gene of an orthologous gene pair as G 1 C is highly correlated across the species pairs we used (human-dog: Spearman's rank-order correlation coefficient r S 5 0.95; One of the key reasons for estimating an evolutionary distance from introns is that the number of intron sites I is an order of magnitude higher than the number of synonymous coding sites S or the number of nonsynonymous coding sites N, where fractional values in S or N indicate partial degeneracy. The distribution of the number of each kind of site in a gene pair is positively skewed.
A striking difference between the human-dog comparison and the mouse-rat comparison is the effect of G 1 C content. As G 1 C content (q G 1 C ) measured in human increases, human-dog d I increases (r S 5 0.41; significant at P , 0.001). Human-dog d S increases with G 1 C content as well but much less of the proportion of variation in d S is attributable to a change in G 1 C content as the correlation is weaker (r S 5 0.27; P , 0.001). Mouse-rat d S and d I decrease as mouse G 1 C content increases, but the correlation between G 1 C content and d S is much weaker (r S 5 À0.15; P , 0.001) as is the correlation with d I (r S 5 À0.11; P , 0.001). This effect is best seen in the comparison of the first quarter of G 1 C content to the fourth quarter in figure  3 showing dramatically increased variance in the humandog d I value at high G 1 C. This effect is unchanged if the G 1 C content is measured with dog or rat. This change in responsiveness to GC content between the species pairs suggests d I is a more labile measure over evolutionary time (see Discussion).
One benefit of the d S measure is that the informationrich amino acid alignment provides a robust scaffold for identifying orthologous synonymous nucleotides. This contrasts with nucleotide alignments, where the placement of substitutions and indels is determined by an alignment program, which must penalize gaps and substitutions. This process is therefore more error-prone in particular in the placement of substitutions near insertions where the highest-scoring alignment is less likely to reflect the true evolutionary relationships between bases, an effect known as ''edge wander'' (Holmes and Durbin 1998). We generally estimated d I by counting only substitutions in aligned blocks at least 5 nt away from the nearest indel (d I,maskedges55 ) to remove these errors. To examine how well this strategy removed errors, we also estimated it by counting all substitutions in the intron nucleotide alignment (d I,maskedges50 ). For mouse-rat values, both versions of d I are very close ( fig. 4 ) and the median relative error g between the 2 measurements is 1.7%. The 2 methods of estimating d I for human-dog values produce values that are close with median g 5 3.7%, but this is twice the median for mouse-rat. Absolute error increases with the mean of the 2 d I methods for human-dog (r S 5 0.67; P , 0.001) but actually decreases very slightly for mouse-rat (r S 5 -0.04; P , 0.001). The increase in variance indicates that the human-dog distance might be at the edge of where such alignment artifacts will dominate (see Discussion).
To examine the effects of selective pressures on supposedly synonymous sites, we examined d S and d I for genes with known functional elements in synonymous sites. We inspected a set of 34 human genes where synonymous coding mutations can alter splicing (Cartegni et al. 2002; Chamary et al. 2006) . In this set, none of the human-dog values for d S , d I , or d I -d S significantly changed from the broader population of human-dog gene pairs (Mann-Whitney tests; P . 0.2), probably because the splice-altering elements affected a small proportion of the synonymous sites. Nonetheless, it would be sensible to mask the beginnings and ends of exons when estimating d S in the future because exonic splicing enhancers and silencers more frequently occur in these regions. We also looked at human-dog GRIA2, a glutamate receptor with a known conserved intronic sequence that induces RNA editing (Seeburg 2002 The actual maximum mean is 4.93 and the actual minimum and maximum differences are À4.59 and 0.32, respectively. The data points are placed in quarters depending on the G 1 C content of the longest translation of the relevant human or mouse gene. The minimum, quartiles, and maximum q G 1 C are at 31.1%, 45.6%, 52.8%, 59.5%, and 79.7% for human and 31.9%, 48.2%, 53.0%, 57.1%, and 73.6% for mouse.
Effect on the Estimation of Selection
One of the major uses of d S is to calculate a ratio x 5 d N /d S to determine what sort of selective pressure a region is under. Here, we will refer to this established ratio as x S and define an equivalent that uses intron substitutions to estimate the nonneutral rate of evolution x I 5 d N /d I . Looking at the human and dog genes with the largest x I , we see a variety of kinds of genes, including transcription factors, RNA-binding proteins, reproductive-related genes, and genes of unknown function. The human and dog genes with the largest x S include immune-related genes and similar kinds of genes to those with the highest RNA-and DNA-binding genes and the genes with the highest x I . Surprisingly only 2 genes, C1orf198 and CENPA, are shared among the top 10 x I and top 10 x S groups, suggesting that many of the previous noted outliers in x S are potentially due to variance in neutral rate estimation and not due to changes in nonsynonymous rate. No genes are shared among the top 10 x I and top 10 x S groups for mouse and rat.
When broader groups are considered, such as the x I and x S values above the 95th percentile, more genes (human-dog: 341/523 5 65%; mouse-rat: 397/629 5 63%) are shared in both lists, but a substantial number are still unique. In contrast, when considering the x I and x S values below the 5th percentile, many more genes are shared in both lists (human-dog: 475/523 5 91%; mouse-rat: 606/ 629 5 96%). One can explain the asymmetry by noting that as d N and, therefore, x increase, the difference between d S and d I also increases. This means that especially when considering genes under positive selection, it is particularly important to use both the coding site and intron methods to determine neutral rate.
We found overrepresented Gene Ontology (Gene Ontology Consortium 2006) terms using GO-TermFinder (Boyle et al. 2004) , with a cutoff of P 5 0.01 and annotations by GOA (Camon et al. 2004) . Human-dog genes with x I values above the 95th percentile (but with x S values below the 95th percentile) significantly overrepresent only biological process terms involved in immunity and defense (immune response; defense response; response to pest, pathogen, or parasite). So do human-dog genes above the 95th percentile exclusively for x S (response to biotic stimulus; defense response; immune response). The mouse-rat genes above the 95th percentile exclusively for x S overrepresent only similar terms, but no terms are significantly overrepresented in the genes above 95th percentile exclusively for x I .
Use of d I for the Investigation of Paralog Relationships
Both d S and d I have applications beyond orthologs in examining the relationship between paralogous genes. For recently evolved gene families, d S is likely to be small (often 0) between 2 paralogs due to the short evolutionary time separating the 2 genes. In these cases, using a d I measure becomes crucial to understand gene relationships because d I is usually greater than d S ( fig. 3) at small evolutionary distances. Figure 5 shows the MAGE family of paralogs (Chomez et al. 2001) , where different trees are found when using d S or d I measures. As expected, the d I tree resolves some of the recent duplication events, including the cases where the coding sequence is identical at the DNA level. For more diverged sequences, however, the d I measurement appears to be saturated due to edge wander. This, along with the arbitrary assignment of distances that cannot be estimated, produces artificially small branch lengths.
Discussion
In order to sensibly compare d S with d I , one must have a large number of correctly paired orthologous introns. Previously, researchers have 1) annotated orthologous introns manually, 2) assumed the colinearity of introns in orthologous genes with identical numbers of introns (Castresana 2002) , or 3) used genomic nucleotide alignments and relied on the gene structure in only 1 organism (Chimpanzee Sequencing and Analysis Consortium 2005). Manual annotation obviously does not scale well to genome-scale analyses. Assuming colinearity does not account for the apparent loss and gain of introns when comparing annotated genes, which can either be due to an actual biological change in the number of introns or a result of dissimilar methods and data for annotation. Genomic alignments have some useful properties for identifying orthologous introns-notably that one only needs gene annotation for 1 species. As with assuming colinearity, however, using genomic alignments also assumes that the intron and exon assignments are effectively unchanged and that the genomic alignment method has enough sensitivity to correctly align bases. Genome-wide alignments also have great difficulty in correctly handling lineage-specific duplications. Finally, genome-wide alignments are inherently computationally expensive and require complex engineering.
We have introduced a new method (Introndeuce), which automatically pairs orthologous introns in the absence of detectable intronic alignments with modest computational requirements. This method may have applications beyond this paper. For example, metascript alignment is an elegant way to consider gene-level selection when alternative splicing is present. Previous approaches ignored the selective pressure on intron regions due to nonconstitutive exons in these regions.
Our large amount of data has allowed us to investigate the properties of d I compared with d S . It is clear that the 2 variables are correlated but that they are measuring different properties of the genome-one cannot consider d I directly equivalent to d S because d I would systematically underestimate d S as it increases. Our opinion is that both measures have their flaws, both from a conceptual perspective of potential nonneutral bases in each case and from a pragmatic issue of alignability and observed mutations.
One surprise has been the more marked species difference in d I compared with d S . The d I measure shows far greater change in median between human-dog versus mouse-rat, when compared with d S . Although the greater variance of d S when compared with d I in both species pairs must explain this partially, figure 2 clearly shows that the relationship between d S and d I is not equivalent in the 2 species pairs. We have investigated both alignment artifact effects (fig. 4) and G 1 C content effect (fig. 3 ) to explain this difference. It seems clear that d I has more specific variation due to G 1 C effects in human-dog but not in mouse-rat. Humans and dogs have more closely related G 1 C content distributions, which are more likely to reflect the boreoeutherian ancestor, and in these species evolutionary distance rates are correlated with G 1 C content along chromosomal positions (Lindblad-Toh et al. 2005) . The variation in G 1 C content in genomes is a complex phenomenon that probably interacts with the d I measure in multiple ways, such as their shared correlation with local recombination rate (EyreWalker 1992; Fullerton et al. 2001; Lander et al. 2001; Lercher and Hurst 2002; Waterston et al. 2002; Hardison et al. 2003; Hellmann et al. 2003) , hypermutability of CpG dinucleotides, which more frequently occur in elevated G 1 C areas (Fryxell and Moon 2005) , biased gene conversion to GC (Marais 2003) causing G 1 C content elevation in regions of high recombination, increased short interspersed nuclear element insertion in elevated G 1 C regions (Jurka 1997) , and other effects. In particular, Webber and Ponting (2005) have observed elevated G 1 C content and human-dog d S values in dog genes in subtelomeric and pericentromeric regions or in syntenic blocks of ,4 Mb, as well as human genes in subtelomeric regions, whereas noting that these phenomena are much less striking in the mouse and rat genomes. Due to the correlation between d S and d I , similar phenomena may affect d I , although the CpG hypermutability will affect intron sites differently from synonymous coding sites as noted earlier. Genomewide changes in mutation rates and genomic landscape are more likely to affect d I than d S as runs of intron nucleotides have fewer constraints than runs of coding site nucleotides, which include nonsynonymous sites. Consequently d I measures are less useful over broader evolutionary time.
Preliminary research into estimating d I values for human-mouse, human-rat, and Tetraodon nigroviridis-Takifugu rubripes species pairs indicated that the edge wander problem was too severe to trust the d I measure (data not shown). We surmised that there had been too much neutral evolutionary change at these kinds of distances for the nucleotide substitution d I method to be useful. Judging by the increase in variance as d I rises in the alignment artifact investigation ( fig. 4) , the human-dog evolutionary distance (76% median identity in intronic local alignments) is close to the limit of where d I measures are useful.
For evolutionary distances shorter than humanmouse, d I may be a more useful measurement than d S . The small number of synonymous coding sites becomes more crucial when there is less time over which one can observe changes. In particular, we have shown that it can be used to make the evolutionary relationship between young paralogs less ambiguous when compared with a phylogeny generated with the use of provide a less ambiguous tree with greater distances for closely related paralogs than a d S tree, for more distantly related paralogs the distances are far shorter than those estimated with d S . The d I measurement is probably saturated for distances this far out, but d S is useful in this range. Additionally, the difference between d I and d S varies for different kinds of genes. Genes that have RNA-editing sites, distant intron branch points (Gooding et al. 2006) , or other conserved intronic elements will have a particularly low d I , whereas genes with conserved DNA and RNA regulatory elements in their exons will have a low d S .
We used BlastZ local alignments to identify the orthologous nucleotides within introns. Because we were only inspecting aligned blocks anyway, we needed only the highscoring areas of alignment that a local alignment algorithm could produce. Preliminary investigations with a global alignment algorithm, LAGAN (Brudno et al. 2003) , convinced us not to pursue a global alignment approach as it forces even more edge wander. Replacing BlastZ with LAGAN in this analysis led to a bimodal distribution of d I values for gene pairs that had and did not have sufficient alignable intron sequence (data not shown).
In our work, we have used a relatively simple JukesCantor model in a consistent manner for both d S and d I . More sophisticated models are available but require more parameters to be estimated, such as transition/transversion bias (Nei and Kumar 2000) . Another advantage of the NeiGojobori method we used over more sophisticated models such as that of Yang and Nielsen (2000) is that the latter has parameters to account for codon bias, for which there is no comparable analog in introns. The lack of parameters to estimate simplifies the analysis, and Nei-Gojobori is similar to maximum likelihood if transition/transversion and codon-usage bias are ignored (Yang and Bielawski 2000) . Ignoring transition/transversion bias leads to overestimation of d S because transitions at the third position of a codon are more likely to be synonymous (Ina 1995; Nei and Kumar 2000) . This may partially explain the tendency of d I to underestimate d S .
The difference in d S and d I suggests that one should use caution when investigating outliers of x S or x I because many of these outliers are not consistent between the 2 measures of neutral rate. We suggest that wherever appropriate, such as within reasonably close species, researchers should quote both values as the most robust outliers will have support from both the x S and x I measures.
Comparison with Previous Research
Researchers have suggested still other methods to estimate the neutral rate; we summarize some of these in table 2. The most similar method to the intron method in this paper is by Castresana (2002) , who also suggested a method to estimate an evolutionary distance using intron substitutions in aligned blocks and used it on a manually selected set of 63 human-mouse gene pairs with 504 introns. It differed from the method described in this paper in several notable ways. First, he did not use an algorithm like Introndeuce to identify orthologous introns, instead assigning intron orthology colinearly on orthologous genes and discarding genes that had different number of genes in either species.
This will not work in cases of intron gain or loss or differences in annotated gene structure, although it might have worked for the small hand-selected set Castresana used. His method also did not take alternative splicing into account, which would affect the results. Castresana uses a NeedlemanWunsch global alignment (Needleman and Wunsch 1970) followed by Gblocks (Castresana 2000) to identify aligned blocks based both on distance from gaps and anchoring by highly conserved positions. This differs from our approach of BlastZ local alignment followed by identifying aligned blocks solely on the basis of distance from gaps. Castresana uses the HKY model of evolution (Hasegawa et al. 1985) , which is more sophisticated than the Jukes-Cantor model we use. However, it would be possible to use the alignments produced by both methods as input to any model of DNA evolution.
Although we tested our method on a genome-wide 23,009 gene pairs, Castresana's input data were winnowed from a larger hand-selected set of 77 gene pairs (Jareborg et al. 1999) . This means that our set will have true outliers allowing us to analyze corner cases such as the x values in the top 95th percentile for both methods. Also the correlation between d S and d I is much better in our data set (r S 5 0.75 overall and r S 5 0.46 for mouse-rat, as opposed to r S 5 0.34 for the humanmouse set). Castresana's data also leads him to claim that genes with fast-evolving exons have fast-evolving introns. We used our method at closer evolutionary distances than human-mouse and have concluded that it is not actually useful at this distance due to edge wander problems. This is borne out by the lower correlation at this distance.
Conclusion
We have investigated the properties of using introns to estimate the neutral rate of nucleotide substitution. We have developed an efficient method to automatically pair orthologous intron sequences. We have shown that this intronbased rate estimation is correlated with but not directly equivalent to a synonymous nucleotide measure. In particular, the d I measure has more species-specific properties, suggesting that it is more labile over evolutionary time. These differences significantly affect the prediction of positive and purifying selection. We therefore strongly (Webster et al. 2006) recommend that both d S and d I measures are used when possible for evolutionary analysis of closely related species such as those within the primates or within the rodents, but not used for more distant comparisons, in particular, when other genome properties, such as G 1 C bias, have changed.
As researchers sequence an increasing number of primate genomes (http://www.genome.gov/19517271), the use of d I will become ever more important in understanding the evolution of primate genes and their implications for human biology.
