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Abstract. We consider the asymptotic behavior of the solution
to the wave equation with time-dependent damping and analytic
nonlinearity. Our main goal is to prove the convergence of a global
solution to an equilibrium as time goes to infinity by means of a
suitable  Lojasiewicz-Simon type inequality. A generalization and
examples of applications will be given at the end of the paper.
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1. Introduction
In this paper, we are concerned some classes of nonlinear abstract
damped wave equations, whose prototype is the usual wave equation
in a bounded open domain RN , N ≥ 1,

u¨+ h(t)u˙−∆(u) = f(u) in R+ × Ω;
u = 0 on R+ × ∂Ω;
u(0, x) = u0(x) in Ω;
u˙(0, x) = u1(x) in Ω.
(1.1)
where h, f are suitably given.
This problem has been already investigated by many authors. Con-
cerning the damping h, different assumptions are alternatively made:
on-off([1], [7]), increasing([12]), bounded or constant([13], [14], [2], [3]),
integrally positive([1], [11]), etc. In particular, on-off dampers are suit-
able to describe a wide variety of communication network models, as
well as systems where a control depending on time is necessary.
In the earlier papers, When h(t) is a constant, there has been some
results about the asymptotics for the equations, such as M. Jendoubi
[8], A. Haraux and M. Jendoubi [2], [3]. Moreover, convergence to
an equilibrium has been established in many case, when the damping
term Q = g(u˙), which is linear or nonlinear without being dependent on
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time. Especially, in the paper [16], the authors considered the general
form. The key point is that all these papers used an inequality, so-
called  Lojasiewicz-Simon inequality, to obtain their results. However,
it must assume the nonlinearity f(s) is analytic with respect to s.
When the nonlinearity f ≡ 0, the papers [7], [10] have obtained the
energy inequalities by doing research to the damping term Q = g(t, u˙)
in detail. In [10] where Q = ρ(t)g(u˙), the author give a classification
of the behaviors of the damping near the origin and at the infinity,
and introduce some auxiliary functions to determine the rate of decay
of the energy functional. However, In [9] where Q = g(t, u˙), assumes
growth conditions at infinity. Very interesting results in the special case
f ≡ 0, and damping of type on-off can be found in [7], also when the
term h(t)u˙ is replaced by h(t)g(u˙), where g is a nonlinear function with
linear growth(see also [9]). In addition, A logarithmic decay estimate
is proved in [15] when the term h(t)u˙ is replaced by (1 + t)θa(x)g(u˙),
with a bounded and positive on a subdomain of Ω and g possibly having
superlinear growth at infinity.
In [11], the author shows that, if f has linear growth and h is inte-
grally positive, then any solution u of problem (1.1) converges to 0 in
the norm ‖ ▽ u‖L2 + ‖ut‖L2 if and only if
∫ ∞
0
e−H(t)
∫ t
0
eH(s)dsdt = +∞,
with H(t) =
∫ t
0
h(s)ds.
In this paper we prove global stability for problem (1.1) when h
is integrally positive, and also f satisfies sign condition and regularity
assumption. This result is interesting because h does not need to satisfy
any other condition, and no growth condition on f is required. However
our result is only applicable to strong solution and the condition of the
trajectory of the solution is bounded inW 2,p(Ω)×W 1,p(Ω), with p > N
2
is restrictive, and not always easy to check in practice. For damping of
type on-off, we make a special assumption( see Theorem 2), which is
sufficient for the stability. Unfortunately, we still do not know if this
assumption is also necessary for stability to hold.
The plan of this paper is as follows: In Section 2 we give some
definitions and assumptions, and in Section 3 we state our main result,
and give the proof. And we will obtain the decay rates. Section 4 is
devoted to a generalization of our results. In each section some remarks
are presented.
Acknowledgment. The author thanks the referees and Prof. Ti-Jun
Xiao for their valuable suggestions concerning the presentation of our
results.
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2. Preliminaries
Let us begin with the following definition and assumptions.
Definition 1. A function h: [0,+∞) → [0,+∞) is said integrally
positive if for every ǫ > 0 there exist δ > 0 such that∫ t+ǫ
t
h(s)ds ≥ δ, ∀t > 0.
Remark. We emphasize the fact that the function h may vanish some-
where but not on any interval according to this definition. In addition,
we can easily get that there exist a constant κ > 0 such that h(t) > κ
for almost every t ∈ R.
Definition 2. Assume there is a sequence (Jn)n≥1 of disjoint open
intervals in (0,+∞), Jn = (an, bn), where a1 = 0, bn = an+1 and
an → +∞, if h: [0,+∞) → R satisfies: for all t > Jn, there exist
0 < mn ≤Mn <∞ such that
mn ≤ h(t) ≤Mn,
we call h(t) is in the positive-negative case.
Remark. Notice that this kind of intermitting damping may change sign
at the discontinuous points. If all the discontinuous points h(bn) = 0,
we call this damping is in on-off case.
For the nonlinearity f , we note that the sign of f looks quite impor-
tant. Indeed, it is well known that solutions of u¨+ h(t)u˙−∆(u) = u3,
h(t) ≥ 0, may blow up in finite time( see [6], [17]).
Assumption 1 (Sign assumption). Assume f satisfies
sf(s) ≤ 0, ∀s ∈ R
From the sign assumption, we can easily have
F (s) ,
∫ s
0
f(τ)dτ ≤ 0, ∀s ∈ R.
Assumption 2 (Regularity assumption). Assume f satisfies
• f(s) is analytic in s;
• f , f ′ and f ′′are bounded in (−β,+β) for all β > 0;
For each solution u of problem (1.1), we define its energy by
Eu(t) =
∫
Ω
1
2
(|ut|
2 + |∇(u)|2)− F (u)dx(2.1)
where F (u) ,
∫ u
0
f(s)ds. In addition, we denote
eu(t) =
∫
Ω
1
2
|∇(u)|2 − F (u)dx.(2.2)
3
If there is no need to specify u, we simplify Eu(t), eu(t) by E(t), e(t)
respectively.
Finally, we use the letter C below to denote corresponding constants,
and also denote
H = H10 (Ω)× L
2(Ω)
which is often referred to as the natural energy space.
D = {(u, v)T ∈ H2(Ω)×H1(Ω) : u |∂Ω= 0}
which is clearly a closed subspace of H2(Ω)×H1(Ω).
In our setting before we will obtain the following results. The proof
is an adaptation to the one given therein and is thus omitted.
Proposition 1. If (u0, u1)
T ∈ D, Then problem (1.1) has a unique
solution (u, ut)
T , and we have
(u, ut)
T ∈ C([0, T ];D) ∩ C1([0, T ];H);
And there exists a constant C > 0 such that
‖(u, ut)
T‖D ≤ K,
with K only depending on ‖(u0, u1)
T‖D .
Remark. For the proof of this proposition, one can refer to [18]. In [18],
the authors proved these results for problem (1.1) without the damping
term. But the method of proving our results here is similar.
Proposition 2. For any solution (u, ut)
T of problem (1.1) we have
E ′u(t) = −
∫
Ω
h(t)u2tdx,
which is non-positive if h ≥ 0.
3. Main result
Now we can state our first fundamental results.
Theorem 1. Assume h is integrally positive and f satisfies Assumption
1 and 2. Let (u, ut)
T be a solution of problem (1.1) with (u0, u1)
T ∈
D, and there exists p ≥ 2 such that its trajectory is precompact in
W 2,p(Ω) ×W 1,p(Ω), with p > N
2
if N ≤ 6 and p > N if N > 6. Then
there exists a equilibrium (ϕ, 0), with ϕ in the set
Σ = {ϕ ∈ H2(Ω) ∩H10 (Ω) : −∆ϕ = f(ϕ)},(3.1)
such that
lim
t→∞
‖ut‖L2 + ‖u− ϕ‖W 2,p = 0.
And there exists θ = θ(ϕ) ∈ (0, 1
2
] such that
• if 0 < θ < 1
2
, then
‖u− ϕ‖H1 + ‖ut‖L2 = o(t
− θ
1−2θ ), t→∞
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• if θ = 1
2
, then
‖u− ϕ‖H1 + ‖ut‖L2 = o(e
−ζt), t→∞
with ζ > 0.
Remark. In fact, we can consider f(x, s) which is analytic in s, uni-
formly with respect to x
Before our proof of theorem 1, let us give some Lemmas.
Lemma 1. Under Assumption 1, let (u, ut)
T be a solution of problem
(1.1), we can obtain
lim
t→∞
‖ut‖L2 = 0.(3.2)
Proof. Step 1
By Proposition in section 2, there exists E∞ ≥ 0 such that
lim
t→∞
Eu(t) = E∞.(3.3)
By assumption 1, we know
∫
Ω
F (u)dx ≤ 0, so that by (10) there exists
L ∈ [0, E∞] such that
lim sup
t→∞
‖ut‖
2
L2 = L.(3.4)
We want to show that L = 0, so let us assume by contradiction that
L > 0.
First, It is easy for us to get a important formula:
0 < E∞ = E(0) +
∫ ∞
0
E ′(τ)dτ
= E(0)−
∫ ∞
0
h(τ)‖u′(τ)‖2L2dτ.(3.5)
Next, we must distinguish two cases.
First case: ‖ut‖
2
L2
≡ L, ∀t > 0.
Then by (3.5) we get
0 < E∞ = E(0)− L
∫ ∞
0
h(τ)dτ.(3.6)
Since h is integrally positive, there exists δ > 0 such that∫ n+1
n
h(s)ds ≥ δ, ∀n ∈ N.(3.7)
Thus, (3.6) and (3.7) imply
0 < E(0)− L
∞∑
n=1
δ = −∞,
which is impossible obviously.
Second case: ‖ut‖
2
L2 6= L
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Then let us set
lim inf
t→∞
‖ut‖
2
L2 = l ∈ [0, L).(3.8)
Since u ∈ C1([0, T ];L2) by Proposition 1 in section 2, (3.4) and (3.8)
implies that there exist two sequences (tn)n and (tn)n such that
• tn → +∞, as n→∞;
• 0 < tn < tn < tn, ∀n ∈ N;
• L+l
2
= ‖u′(tn)‖L2 < ‖u
′(tn)‖L2 =
3L+l
4
, ∀n ∈ N;
• L+l
2
≤ ‖u′(t)‖L2 ≤
3L+l
4
, ∀t ∈ (tn, tn).
By proposition 1, there exists K > 0 such that
d
dt
‖u′(t)‖2L2 = 2〈u
′(t), u′′(t)〉
= 2〈u′(t),△u− h(t)u′(t) + f(u)〉
≤ 2‖u′(t)‖L2‖△u‖L2 + 2‖u
′(t)‖L2‖f(u)‖L2
≤ K.(3.9)
By integrating (3.9) over (tn, tn) we get
K(tn − tn) ≥
∫ tn
tn
d
dt
‖u′(t)‖2L2dt
= ‖u′(tn)‖L2 − ‖u
′(tn)‖L2
=
3L+ l
4
−
L+ l
2
=
L− l
4
.
So
tn − tn ≥
L− l
4K
, ∀n ∈ N.(3.10)
By (3.5) and (3.10) we get
0 < E∞ ≤ E(0)−
∫
∪(tn,tn+
L−l
4K
)
h(τ)‖u′(τ)‖2L2dτ.
Since L+l
2
≤ ‖u′(t)‖L2 , ∀t ∈ (tn, tn +
L−l
4K
) and h is integrally positive,
i.e. there exists δ > 0 such that∫
(tn,tn+
L−l
4K
)
h(s)ds ≥ δ, ∀n ∈ N,(3.11)
so that
0 < E(0)−
L+ l
2
∞∑
n=1
δ = −∞,
and a contradiction arises. Furthermore, we obtain
lim inf
t→∞
‖ut‖
2
L2 = L.(3.12)
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(3.4) and (3.12) imply
lim
t→∞
‖ut‖
2
L2 = L.(3.13)
Step 2
In this step we will proof L = 0.
By (3.13), there exists T > 0 such that
‖ut‖
2
L2 ≥
L
2
, ∀t ≥ T.(3.14)
By (3.5) and (3.14), we get
0 < E∞ ≤ E(0)−
L
2
∫ ∞
T
h(τ)dτ.(3.15)
Since h is integrally positive, there exists δ > 0 such that∫ n+1
n
h(s)ds ≥ δ, ∀n ∈ N.
Thus
0 < E(0)−
L
2
∞∑
n=1
δ = −∞,
again a contradiction.
Above all, we can conclude that L = 0.

Remark. In proving the previous result actually we can also know
lim
t→∞
eu(t) = E∞.
For the proof of the main theorem, we have to use the following
generalization of the  Lojasiewicz-Simon inequality established in [4],
see also [5] for a previous variant.
Lemma 2. Under Assumption 2, and let ϕ ∈
∑
, then there exist
θ ∈ (0, 1
2
] and δ > 0 such that ∀u ∈ H10 (Ω), ‖u− ϕ‖W 2,p < δ,
‖∆u+ f(u)‖L2 ≥| eu − eϕ |
1−θ(3.16)
To estimate the rate of decay of the difference between a solution
and equilibrium, we have to use the following Lemma from [3].
Lemma 3. Let T > 0, υ ∈ W 1,1, υ ≥ 0 in [0, T ] such that:
υ′(t) ≤ −C[υ(t)]α, a.e.in[0, T ],
where C and α are two constants. Then
• if 1 < α, then we have, with β = 1
α−1
and C ′ = [C(α − 1)]−β,
the inequality
υ(t) ≤ C ′t−β , t ∈ [0, T ];(3.17)
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• if α = 1, then
υ(t) ≤ υ(0)e−Ct, t ∈ [0, T ].(3.18)
Now let us begin our proof of theorem 1:
Proof of Theorem 1. Step 1
Let us also define the ω − limit set of (u0, u1) ∈ H by
ω(u0, u1) = {(ϕ, 0)|ϕ ∈ H
1
0 (Ω) ∩W
2,p(Ω),
∃(tn)n≥1 : tn →∞, s.t. lim
n→∞
‖u(tn, x)− ϕ(x)‖W 2,p = 0}(3.19)
where u is the global solution of (1). Then we have
• ω(u0, u1) is nonempty, compact and connected set;
• ∀(ϕ, 0) ∈ ω(u0, u1) we have −△ ϕ = f(ϕ), i.e. ω(u0, u1) ∈ Σ;
• eu(t) is constant over ω(u0, u1).
We note that ω− limit set is a subset of the set of stationary solutions.
Step 2
Without loss of generality, we assume h(t) > κ for all t ∈ R. Now
let ε < κ be a positive real number, and we define the Lyapounov
functional
H(t) = Eu(t)− ε
2
∫
Ω
(△u+ f(u))utdx+ ε
∫
Ω
|∇ut|
2dx
+ε
∫
Ω
|△u+ f(u)|2dx− ε
∫
Ω
f ′(u)|ut|
2dx,(3.20)
for all t > 0. We note that H makes sense as a consequence of our
assumption on the trajectory.
2.1 Estimation on H ′(t)
We can easily have:
H ′(t) = −h(t)
∫
Ω
|ut|
2dx− ε2
∫
Ω
(△u+ f(u))(−h(t)ut +△u
+f(u))dx− ε2
∫
Ω
(△ut + f
′(u)ut)utdx− 2ε
∫
Ω
△ututtdx
+2ε
∫
Ω
(utt + h(t)ut)(△ut + f
′(u)ut)dx
−ε
∫
Ω
f ′′(u)ut|ut|
2dx− 2ε
∫
Ω
f ′(u)ututtdx
=
∫
Ω
[−h(t) + (2εh(t)− ε2)f ′(u)]|ut|
2dx
−ε
∫
Ω
f ′′(u)ut|ut|
2dx− ε2
∫
Ω
|△u+ f(u)|2dx
+ε2h(t)
∫
Ω
(△u+ f(u))utdx− (2εh(t)− ε
2)
∫
Ω
|∇ut|
2dx
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Using the ε-Young inequality in the term
∫
Ω
(△u+ f(u))utdx, we find
H ′(t) ≤
∫
Ω
[−
h(t)
2
+ (2εh(t)− ε2)f ′(u)]|ut|
2dxdx
−ε
∫
Ω
f ′′(u)ut|ut|
2 − (ε2 −
ε4
2
)
∫
Ω
|△u+ f(u)|2dx
−(2εh(t)− ε2)
∫
Ω
|∇ut|
2dx
≤
∫
Ω
[(−
1
2
+ 2εf ′(u))h(t)− ε2f ′(u)]|ut|
2dxdx
−ε
∫
Ω
f ′′(u)ut|ut|
2 −
ε2
2
∫
Ω
|△u+ f(u)|2dx
−ε2
∫
Ω
|∇ut|
2dx
The caculation is formal, but can be rigorously justified by using our
assumption on the trajectory. Moreover, we note that u ∈ W 2,p(Ω) →֒
L∞(Ω). Then by the regularity assumption on f we know f ′(u) and
f ′′(u) remain bounded.
When N ≤ 6, we have H10 (Ω) →֒ L
3(Ω) with continuous embedding
and then we obtain
−ε
∫
Ω
f ′′(u)ut|ut|
2dx − ε2
∫
Ω
|∇ut|
2dx
≤ εC‖ut‖
3
L3 − ε
2
∫
Ω
|∇ut|
2dx
≤ εC‖ut‖
3
H10
− ε2
∫
Ω
|∇ut|
2dx.
By lemma 1, we know lim ‖ut‖L2 = 0 and then there exists T1 > 0 such
that for all t > T1
−ε
∫
Ω
f ′′(u)ut|ut|
2dx − ε2
∫
Ω
|∇ut|
2dx
≤ εC‖ut‖
2
L2 −
1
2
ε2
∫
Ω
|∇ut|
2dx.
When N > 6, we have ut ∈ W
P
1 (Ω) →֒ L
∞(Ω). So
−ε
∫
Ω
f ′′(u)ut|ut|
2dx − ε2
∫
Ω
|∇ut|
2dx
≤ εC‖ut‖
2
L2 − ε
2
∫
Ω
|∇ut|
2dx.
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In both cases, by choosing ε small enough there exists C > 0, which
is independent on t, such that for all t > T1
−H ′(t) ≥ C{‖ut‖
2
H1 + ‖△u+ f(u)‖
2
L2 + ‖∇ut‖
2
L2}
≥
C
3
{‖ut‖H1 + ‖△u+ f(u)‖L2}
2,(3.21)
and H(t) ≥ 0.
Then H is non-increasing on [T1,+∞), and so that H(t) has a limit
at infinity.
Since (ϕ, 0) ∈ ω(u0, u1), there exists (tn)n≥1 : tn →∞, such that
u(tn, x)
W 2,p
−−−→ ϕ(x), n→∞.(3.22)
Moreover, we also get
lim
n→∞
eu(tn) = eϕ.(3.23)
2.2 Estimation on [H(t)− eϕ]
1−θ
Let θ ∈ (0, 1
2
] be as in Lemma 2, then by using Holder’s inequality
we get
[H(t)− eϕ]
1−θ ≤ C{‖ut‖
2(1−θ)
L2
+ |eu(t)− eϕ|
1−θ
+‖△u+ f(u)‖
2(1−θ)
L2
+ ‖∇ut‖
2(1−θ)
+‖△u+ f(u)‖
(1−θ)
L2
‖ut‖
(1−θ)
L2
}.(3.24)
Thanks to Young’s inequality we have
‖△u+ f(u)‖
(1−θ)
L2
‖ut‖
(1−θ)
L2
≤ (1− θ)‖△u+ f(u)‖L2 + θ‖ut‖
(1−θ)
θ
L2
≤ ‖△u+ f(u)‖L2 + ‖ut‖
(1−θ)
θ
L2
.
Then (3.24) becomes
[H(t)− eϕ]
1−θ ≤ C{‖ut‖
2(1−θ)
L2
+ |eu(t)− eϕ|
1−θ
+‖△u+ f(u)‖
2(1−θ)
L2
+ ‖∇ut‖
2(1−θ)
+‖△u+ f(u)‖L2 + ‖ut‖
(1−θ)
θ
L2
}.(3.25)
Note that 2(1−θ) > 1 and (1−θ)
θ
> 1, and by (3.2) we know there exists
T2 > T1 such that for all t > T2
[H(t)− eϕ]
1−θ ≤ C{‖ut‖H1 + |eu(t)− eϕ|
1−θ
+‖△u+ f(u)‖L2}.(3.26)
Step 3
Since H has a limits at infinity and By (3.22), we have for all σ > 0,
σ ≪ δ there exists N > 0 such that tN ≥ T2 and
‖u(tN , x)− ϕ(x)‖W 2,p <
σ
2
,(3.27)
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Cθ
{[H(tN)− eϕ]
θ − [H(t)− eϕ]
θ} <
σ
2
,(3.28)
H(t) ≥ eϕ,(3.29)
for all t ≥ tN .
Let
t = Sup{t ≥ tN : ‖u(s, x)− ϕ(x)‖W 2,p < δ, ∀s ∈ [tN , t]}(3.30)
Then by Lemma 2 and (3.26) we have for all t ∈ [tN , t)
[H(t)− eϕ]
1−θ ≤ 2C{‖ut‖H1 + ‖△u+ f(u)‖L2}.(3.31)
Since we know
−
d
dt
[H(t)− eϕ]
θ = −θ[H(t)− eϕ]
θ−1H ′(t),(3.32)
by (3.21) and (3.31) we have
−
d
dt
[H(t)− eϕ]
θ ≥ θC{‖ut‖H1 + ‖△u+ f(u)‖L2}.(3.33)
By integrating (3.33) over [tN , t) we get∫ t
tN
‖ut‖H1dt ≤
∫ t
tN
{‖ut‖H1 + ‖△u+ f(u)‖L2}dt
≤
C
θ
{[H(tN)− eϕ]
θ − [H(t)− eϕ]
θ}.(3.34)
Assuming t <∞, we have
‖u(t, x)− ϕ(x)‖H1 ≤ ‖u(tN , x)− ϕ(x)‖H1 +
∫ t
tN
‖ut‖H1dt
. ‖u(tN , x)− ϕ(x)‖W 2,p +
∫ t
tN
‖ut‖H1dt.
By (3.27), (3.28) and (3.34), we have
‖u(t, x)− ϕ(x)‖H1 ≤ σ,
which contradicts (3.30). Therefor t =∞.
Then by (3.34) we have∫ ∞
tN
‖ut‖H1dt ≤ +∞,
which implies the convergence of u in H1. Since the assumption on
trajectory, we have
lim
t→∞
‖u(t, x)− ϕ(x)‖W 2,p = 0.(3.35)
Step 4
By (3.31), (3.32) and (3.33), we have
d
dt
[H(t)− eϕ] + C[H(t)− eϕ]
2(1−θ) ≤ 0,(3.36)
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for all t ≥ T = tN .
We can then apply Lemma 3. We have to distinguish 2 cases:
Case 1 : 0 < θ < 1
2
⇒ 1 < 2(1− θ) < 2
By Lemma 3, we have for all t ≥ T
H(t)− eϕ ≤ Ct
− 1
1−2θ .
By integrating (3.33) over (t,∞), t ≥ T we get∫ ∞
t
{‖ut‖H1 + ‖△u+ f(u)‖L2}dτ ≤
C
θ
{[H(tN)− eϕ]
θ
−[H(t)− eϕ]
θ}
≤ Ct−
θ
1−2θ .(3.37)
Furthermore, we have∫ ∞
t
‖ut‖H1dτ ≤ Ct
− θ
1−2θ .(3.38)
∫ ∞
t
‖utt‖L2dτ .
∫ ∞
t
‖ut‖L2dτ +
∫ ∞
t
‖△u+ f(u)‖L2dτ
≤ Ct−
θ
1−2θ .(3.39)
By (3.38) and (3.39) we get
‖u− ϕ‖H1 + ‖ut‖L2 ≤ Ct
− θ
1−2θ .
Case2 : θ = 1
2
⇒ 2(1− θ) = 1
By Lemma 3, we have for all t ≥ T
H(t)− eϕ ≤ Cexp(−Ct).
By integrating (3.33) over (t,∞), t ≥ T we get∫ ∞
t
{‖ut‖H1 + ‖△u+ f(u)‖L2}dτ ≤ Cexp(−Ct).
Furthermore, we have∫ ∞
t
‖ut‖H1dτ ≤ Cexp(−Ct).(3.40)
∫ ∞
t
‖utt‖H1dτ ≤ Cexp(−Ct),(3.41)
for t ≥ T . By (3.40) and (3.41), and let C a little bigger, then we get
‖u− ϕ‖H1 + ‖ut‖L2 ≤ Cexp(−Ct), t > 0.
The theorem is completely proved.

Using the same method, we can get another convergence to equilib-
rium theorem.
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Theorem 2. Assume f satisfies Assumption 1 and 2, h is in the
positive-negative case. Let (u, ut)
T be a solution of problem (1), and
there exists p ≥ 2 such that its trajectory is precompact in W 2,p(Ω) ×
W 1,p(Ω), with p > N
2
if N ≤ 6 and p > N if N > 6. Then there exists
a equilibrium ψ in the set
Σ = {ψ ∈ H2(Ω) ∩H10 (Ω) : −∆ψ = f(ψ)},(3.42)
such that
lim
t→∞
‖ut‖L2 + ‖u− ψ‖W 2,p = 0.
And there exists θ = θ(ψ) ∈ (0, 1
2
] such that
• if 0 < θ < 1
2
, then
‖u− ψ‖H1 = o(t
− θ
1−2θ ), t→∞
• if θ = 1
2
, then
‖u− ψ‖H1 = o(e
−ξt), t→∞
with ξ > 0 .
Remark. Although our results derive the decay rates, we still don’t
know whether the rates are optimal.
4. Generalization and applications
4.1. Abstract damped wave equation. Let Ω be a bounded open
in RN , N ≥ 1 and let us consider the following evolution problem:


u¨+ h(t)Bu˙+ Au = f(u) t > 0
u(0, x) = u0(x)
u˙(0, x) = u1(x)
(4.1)
Here H , L2(Ω) the usual Hilbert space with scalar product 〈·, ·〉H and
norm ‖ · ‖H , A : H → H is a second order strongly elliptic operator on
H with dense domain, D(A) ⊂ H ,
D(A) = {υ ∈ H : Aυ ∈ H, υ |∂Ω= 0},
and V = D(A
1
2 ) with norm ‖υ‖V = ‖A
1
2υ‖H is such that
V →֒ H ≡ H ′ →֒ V ′
with dense embeddings. Define W = A−1(H).
Let B : H → H be a bounded linear operator satisfying the coer-
civeness condition for all ω ∈ H
a‖ω‖H ≤ 〈Bω, ω〉H.(4.2)
for some a > 0.
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We assume the problem (4.1) is variational, i.e. there exists a real-
valued functional F such that F(0) = 0 and F ′(u)(ω) = 〈f(u), ω〉V ′,V
for any u, ω ∈ V . Moreover we assume
〈f(u), u〉V ′,V ≤ 0, ∀u ∈ V.(4.3)
In addition, f satisfies the assumption 2 in section 2.
Finally, we assume h is integrally positive or in the positive-negative
case.
For each solution u of problem (4.1), we define its energy by
Eu(t) =
1
2
(‖ut‖
2
H + ‖u(t)‖
2
V )−F(u(t)).
In addition, we denote
eu(t) =
1
2
‖u(t)‖2V − F(u(t)).
Accordingly, we also have
Proposition 3. For any solution u of problem (4.1) we have
• (u, ut) ∈ C([0, T ];W × V ) ∩ C
1([0, T ];V ×H);
• E ′u(t) = −〈h(t)Bu˙, u˙〉H , a.e. in [0,∞), which is non-positive;
Under these hypotheses, we have the following result:
Theorem 3. Let (u, ut) be a solution of problem (4.1), and assume its
trajectory is precompact in W × V . Then there exists a equilibrium ψ
in the set
Σ = {ψ ∈ D(A) : Aψ = f(ψ)},(4.4)
such that
lim
t→∞
‖ut‖H + ‖u− ψ‖W = 0.(4.5)
Remark. Let us observe that in the case H = L2(Ω), A = −△, and
B = Id. Then W = H2,V = H1, so that we can imply theorem 1 or 2
when p = 2.
The proof of Theorem 3 is the same as Theorem 1 and 2, but we
have to use the following two Lemmas instead of Lemma 1 and 2.
Lemma 4. Let (u, ut) be a solution of problem (4.1), we can obtain
lim
t→∞
‖ut‖H = 0.(4.6)
Lemma 5. Let ψ ∈
∑
, then there exist θ ∈ (0, 1
2
] and δ > 0 such that
∀u ∈ W , ‖u− ψ‖W < δ,
‖ −Au+ f(u)‖H ≥| eu − eψ |
1−θ .(4.7)
We refer to [5] for the proof of Lemma 5.
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4.2. Nonlinear interior damping. We are concerned some classes
of nonlinear damped wave equations in a bounded open domain RN ,
N ≥ 1, 

u¨+ h(t)g(u˙)−∆(u) = f(u) in R+ × Ω;
u = 0 on R+ × ∂Ω;
u(0, x) = u0(x) in Ω;
u˙(0, x) = u1(x) in Ω.
(4.8)
Here f satisfies Assumption 1 and 2, and g are nonlinear functions
subject to the following assumption.
(g-1) g ∈ C1(R), g is monotone increasing, and such that 0 < m1 ≤
g′(s) ≤ m2 <∞ for all s ∈ R.
(g-2) g(0) = 0.
First we have a brief look at the nonlinear function g. For s ≥ 0 we
have
m2s ≥ g(s) =
∫ s
0
g′(τ)dτ = s
∫ 1
0
g′(τs)dτ ≥ m1s.
Similarly, for s < 0 we obtain m2s ≤ g(s) ≤ m1s. These two formulas
combined result in m1s
2 ≤ g(s)s ≤ m2s
2.
As to the energy functional, we have for any solution (u, ut)
T of
Eqs.(4.8) we have
E ′u(t) = −
∫
Ω
h(t)g(ut)utdx,
which is non-positive if h ≥ 0.
In this case Theorem 1 can be easily generalized as follows.
Theorem 4. Assume h is integrally positive or in the positive-negative
case and f satisfies Assumption 1 and 2. Let (u, ut)
T be a solution of
problem (4.8) with (u0, u1)
T ∈ D, and its trajectory is precompact in
H2(Ω) × H1(Ω). Then there exists a equilibrium (ϕ, 0), with ϕ in the
set
Σ = {ϕ ∈ H2(Ω) ∩H10 (Ω) : −∆ϕ = f(ϕ)},
and θ = θ(ϕ) ∈ (0, 1
2
] such that
• if 0 < θ < 1
2
, then
‖u− ϕ‖H1 + ‖ut‖L2 = o(t
− θ
1−2θ ), t→∞
• if θ = 1
2
, then
‖u− ϕ‖H1 + ‖ut‖L2 = o(e
−ζt), t→∞
with ζ > 0.
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4.3. Example(Integrally positive). We consider the Cauchy prob-
lem for the nonlinear wave equation with time dependent damping


u¨+ h0
(t+1)α
u˙−∆(u) + u3 = 0 (t, x) ∈ R+ × RN ,
u(0, x) = u0(x) x ∈ R
N ,
u˙(0, x) = u1(x) x ∈ R
N ,
(4.9)
where α > 1, h0 > 0, f satisfies Assumption 1, 2 and the initial data
(u0(x), u1(x)) ∈ H
2(Ω) × H1 are compactly supported. Obviously,
h0
(t+1)β
is integrally positive, and Eqn.(4.9) satisfies the conditions of
Theorem 1 when p = 2.
4.4. Neumann boundary conditions. Let Ω be a bounded, con-
nected set in RN , N ≥ 1 with smooth boundary ∂Ω. The exterior
normal on ∂Ω is denoted by ν. We consider the following smilinear
wave equation
u¨+ h(t)u˙−∆(u) = f(u) in R+ × Ω;(4.10)
subject to the Neumann boundary condition
∂u
∂ν
(t, x) = 0 on R+ × ∂Ω;(4.11)
and the initial condition
u(0, x) = u0(x), u˙(0, x) = u1(x) in Ω.(4.12)
Theorem 5. Assume h is integrally positive or in positive-negative
case and f satisfies Assumption 1 and 2. Let (u, ut)
T be a solution of
problem (4.10)–(4.12) with (u0, u1)
T ∈ D, and its trajectory is precom-
pact in H2(Ω)×H1(Ω). Then there exists a equilibrium (ϕ, 0), with ϕ
in the set
Σ = {ϕ ∈ H2(Ω) ∩H1(Ω) : −∆ϕ = f(ϕ)},
and θ = θ(ϕ) ∈ (0, 1
2
] such that
• if 0 < θ < 1
2
, then
‖u− ϕ‖H1 + ‖ut‖L2 = o(t
− θ
1−2θ ), t→∞
• if θ = 1
2
, then
‖u− ϕ‖H1 + ‖ut‖L2 = o(e
−ζt), t→∞
with ζ > 0.
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4.5. Dynamical boundary conditions. Let Ω be a bounded, con-
nected set in RN , N ≥ 1 with smooth boundary ∂Ω. The exterior
normal on ∂Ω is denoted by ν. We consider the following smilinear
wave equation
u¨+ h(t)u˙−∆(u) = f(u) in R+ × Ω;(4.13)
subject to the dynamical boundary condition
∂νu+ u+ u˙ = 0 on R
+ × ∂Ω;(4.14)
and the initial condition
u(0, x) = u0(x), u˙(0, x) = u1(x) in Ω.(4.15)
Here f satisfies the assumption 2 in section 2, and h is integrally posi-
tive or in the positive-negative case.
We equip H1(Ω) with norm
‖u‖H1 = (
∫
Ω
|∇u|2dx+
∫
∂Ω
u2dS)
1
2
Denote
D = {(u, v)T ∈ H2(Ω)×H1(Ω) : ∂νu+ u+ v|∂Ω = 0}
which is clearly a closed subspace of H2(Ω)×H1(Ω). For each solution
u of problem(1), we define its energy by
Eu(t) =
∫
Ω
1
2
(|ut|
2 + |∇(u)|2)dx+
1
2
∫
∂Ω
u2dS − F (u)dx
where F (u) ,
∫ u
0
f(s)ds. In addition, we denote
eu(t) =
∫
Ω
1
2
|∇(u)|2dx+
1
2
∫
∂Ω
u2dS − F (u)dx.
If there is no need to specify u, we simplify Eu(t), eu(t) by E(t), e(t)
respectively.
In this case we have the following
Theorem 6. For any initial data (u0, u1)
T ∈ D, problem (4.13)–(4.15)
admits a unique global solution
(u, ut)
T ∈ C([0, T ];D) ∩ C1([0, T ];H).
Moreover, (u, ut)
T converges to an equilibrium (ψ, 0)T in the topology
of H as time goes to infinity, i.e.,
lim
t→∞
‖ut‖+ ‖u− ψ‖H1 = 0.
Here ψ is an an equilibrium to problem (4.13)–(4.15), i.e. ψ is a clas-
sical solution to the following nonlinear elliptic boundary value prob-
lem: {
−△ψ = f(ψ) in Ω;
∂νψ + ψ = 0 on ∂Ω;
(4.16)
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Remark. As we know, the time-dependent damping defined in defini-
tion 2 may vanish in some interval. However due to the boundary
dissipation, we can also get the convergence of the solutions. This case
will be studied deeply in [20].
Lemma 6. Let ψ is an an equilibrium to problem (4.13), then there
exist θ ∈ (0, 1
2
] and δ > 0 such that ∀u ∈ H2, ‖u− ψ‖H2 < δ,
‖ −△u+ f(u)‖L2(Ω) + ‖∂νu+ u‖L2(∂Ω) ≥| eu − eψ |
1−θ .
The proof of Theorem 4 is the same as Theorem 1 and 2, but we have
to use the generalized  Lojasiewicz-Simon inequality(Lemma 6) estab-
lished in [19].
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