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данных подходов основывалось на решении задачи
суточного прогнозирования величины электриче
ской нагрузки (отдельно для рабочих и выходных
дней). В итоге выявлено, что метод, основанный на
нечеткой нейронной сети, является наилучшим с
точки зрения точности прогнозирования. Средняя
ошибка прогнозирования этого метода для рабочих
дней составила 2,5 %, а для выходных дней – 1,5 %.
Наибольшей ошибкой прогнозирования среди
сравниваемых методов обладает регрессионный
анализ, – 3,5 % для рабочих дней и 3,0 % для вы
ходных дней. Для нейронной сети средняя ошибка
прогнозирования составила 2,9 % – рабочие дни и
2,1 % – выходные дни.
Таким образом, полученные результаты говорят
о применимости методов искусственного интел
лекта (нечеткие нейронные сети) для прогнозиро
вания электрической нагрузки. Поэтому дальней
шие исследования нечетких нейронных сетей яв
ляются необходимыми и могут быть связаны с бо
лее точной и тонкой настройкой структуры сети,
изменением числа входных переменных.
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1. Введение
Развитие компьютерных технологий в области
цифровых методов передачи данных предопредели
ло возможность создания территориальнораспре
деленных аппаратнопрограммных комплексов
(АПК), обеспечивающих документированную па
кетную передачу данных по проводным линиям, ра
диоканалу, спутниковой связи с широким спектром
заданных функциональных возможностей [1, 2].
Среди проблем создания АПК выделяется акту
альная проблема разработки и построения сквоз
ной технологии – организация автоматизирован
ного сбора информации от обслуживаемых и авто
матических платформ сбора данных (ПСД) назем
ного и морского базирования и доведения ее до
центров единой системы исследования мирового
океана (ЕСИМО) [3]. Технология должна обеспе
чить сбор данных в различных режимах: по ини
циативе ПСД, по запросу из центра сбора данных
(ЦСД), по запросу из центра ЕСИМО. Технология
должна обеспечить возможность управления режи
мами работы и возможность удаленного тестирова
ния отдельных узлов и компонент информацион
ноизмерительного комплекса. В рамках сквозной
технологии должен осуществляться многоуровне
вый мониторинг, обеспечивающий полноту и свое
временность сбора данных, управление системой
связи с объектами.
Подсистема сбора и накопления первичных
данных ЕСИМО должна строиться на базе усовер
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шенствованной системы сбора и распространения
информации Росгидромета с присоединением к
ней систем других ведомств. Чаще всего в состав со
временного автоматического информационноиз
мерительного комплекса (ИИК), осуществляющего
измерение параметров окружающей среды, входит
контроллер на базе микропроцессора. Разработчи
ки интеллектуальных ИИК, как правило, одновре
менно решают задачу передачи данных по линиям
(каналам) связи в компьютер, выполняющий функ
ции ЦСД от нескольких ИИК. В некоторых случаях
обеспечивается дальнейшее автоматическое рас
пространения принятой информации по сетям по
требителей, в том числе по сети телесвязи Росги
дромета. Существующие ЦСД не в полной мере от
вечают требованиям системы сбора и доведения
данных до центров ЕСИМО, так как не решают
весь комплекс задач. Поэтому подсистему сбора и
накопления первичных данных единой системы об
работки метеоинформации целесообразно строить
на базе сквозной технологии [3]. По оценкам экс
пертов и специалистов «ВНИИ гидрометеорологи
ческой информации – мировой центр данных» Рос
гидромета – полных аналогов данной продукции в
России и странах СНГ нет, а зарубежные комплекс
ные решения неприемлемы в данной отрасли [4].
Решение проблемы создания АПК начинается с
разработки структуры и основных компонентов
АПК и возникает задача комплексной интеграции
компонентов многоуровневых систем с пакетной
передачей данных.
2. Структура и модель АПК
Отличительная технологическая особенность
рассматриваемого комплекса заключается в ис
пользовании для сбора, обработки, передачи дан
ных, специализированных микропроцессорных
пакетных контроллеров ВИПМ [5]. Сквозная тех
нология сбора данных может опираться на следую
щие АПК:
• Гидрометеостанции, в том числе автоматиче
ские, на базе специализированного контролле
ра или ПК.
• ЦСД.
• Центра коммутации сообщений (ЦКС).
• Центра ЕСИМО.
Аппаратнопрограммный комплекс центра
ЕСИМО (информационный центр) взаимодей
ствует с удаленными стационарными узлами через
микропроцессорный пакетный контроллер
ВИПМ, работающий в режиме концентратора ка
налов связи.
Для проведения структурного анализа, оценки
временных характеристик функциональных про
граммных модулей и протоколов передачи данных,
оптимизации маршрутов ретрансляции по каналам
связи нужны модели АПК. В рассматриваемых при
кладных задачах возможно использование графовых
моделей. Например, взаимосвязь функциональных
задач, возлагаемых на пакетные контроллеры и вы
числительный комплекс, целесообразно предста
вить в виде обобщенной графсхемы (рис. 1).
Рис. 1. Обобщенная графсхема
В свою очередь, обобщенная графсхема вклю
чает: информационную, функциональную и топо
логическую (ИГС, ФГС, ТПС) графсхемы. В со
ответствии с предложенным описанием графа H
удобно провести функциональную классифика
цию аппаратнопрограммных комплексов на осно
ве семейства специализированных микропроцес




Определение 1. Аппаратнопрограммные ком
плексы yj, j=1,m считаются функциональноэкви
валентными, если каждому из них поставлены в со
ответствие все типы проблемноориентированных
пакетов сообщений {x1, x2, ..., xn}, (n≥2).
Определение 2. Аппаратнопрограммный ком
плекс yj, j=1,m называется многофункциональным,
если ему поставлены в соответствие два или более
типов проблемноориентированных пакетов сооб
щений, доступных только с этого АПК.
Определение 3. Совокупность двух и более аппа
ратнопрограммных комплексов называется одно
функциональной, если ей поставлен в соответствие
один тип проблемноориентированного пакета со
общений xi, i=1,n, доступный только для этого
АПК.
Определение 4. Аппаратнопрограммный ком
плекс yj, j=1,m называется функциональноспециа
лизированным, если ему представлен в соответ
ствие только один тип проблемноориентирован
ного пакета сообщений xi, i=1,n, доступный только
для этого АПК.






















































На практике часто встречаются случаи, когда
при проектировании распределенной системы
необходимо предусмотреть наличие АПК сразу
нескольких типов: ФЭК, МФК, ОФК или ФСК.
При этом всегда можно выделить некоторые под
множества пакетов сообщений и АПК, взаимо
связь которых соответствует каждому из вышепри
веденных определений.
Исходя из определений 1–4, можно сделать
несколько утверждений, устанавливающих зависи
мость между АПК типа ФЭК, МФК, ОФК или
ФСК. Обозначим через Six, i=1,n и Sjy, j=1,m степе
ни вершин подмножеств X и Y, соответственно.
Утверждение 1. Структура связей двудольного
графа H=(Z,R) соответствует случаю ФЭК, если
выполняется одно из равнозначных условий:
S1x=S2x=Snx =m либо S1y=S2y=Smy=n.
Справедливость Утверждения 1 очевидна. Ра
венство степеней вершин множества X двудольного
графа H=(Z,R), Z=XY обеспечивает необходимое
условие функциональной эквивалентности АПК, а
равенство степени каждой вершины Six, i=1,n числу
вершин множества Y является достаточным усло
вием существования структуры связей ФЭК, т. к.
предполагает обязательное наличие ребер rij, i=1,n,
j=1,m между iой вершиной множества X и каждой
вершиной множества X. Для степеней вершин мно
жества Y рассуждения аналогичны.
Следствие 1. Для вершины графсхемы ФЭК 
справедливо выражение: Six= Sjy=n*m; причем,
произведение определяет максимально возможное
число ребер.
Следствие 2. Исключение из графсхемы ФЭК од
ной или нескольких вершин и соответствующих им
ребер (так, чтобы множества X и Y содержали не ме
нее, чем по две вершины) приводит к образованию
новой графсхемы, также представляющей ФЭК.
Действительно, исключение из рассмотрения R
вершин, например, множество Y приводит к уме
ньшению на число l степени каждой из вершин
множества X, при этом имеем S1x–l=S2x–l =...=
Snx–l=m—l, т. е. условие, содержащиеся в определе
нии ФЭК, соблюдается.
Утверждение 2. Двудольный граф H=(Z,R),
Z=XY, представляющий собой МФК, имеет чи
сло компонент связности =m, а графсхема,
представляющая собой ОФК, – =n.
Отметим, что в графсхеме МФК между верши
нами множеств X и Y выполняется соотношение
n≥2m, а в графсхеме ОФК – n≤m/2.
Следствие 3. Для каждой компоненты связно
сти графсхемы МФК справедливо выражение
[Six=1]&[ Sy=n], i=1,n.
Следствие 4. Для каждой компоненты связно
сти графсхемы ОФК справедливо выражение
[Sjy=1]&[ Sx=m], i=1,m.
Утверждение 3. Структура связей двудольного
графа H=(Z,R) соответствует случаю ФСК, если
совпадает число вершин в множествах X и Y и вы
полняется одно из равнозначных условий Six=1,
i=1,n либо Sjy=1, j=1,m.
Приведенные утверждения и следствия являют
ся основными формальными правилами, с помо
щью которых можно будет осуществить структур
ный анализ связей аппаратнопрограммных ком
плексов и проблемноориентированных пакетов
сообщений.
Как отмечалось ранее, графсхемы ИГС
G=(X,U) и ТГС E=(Y,Q), а также графсхема ФГС
H=(Z,R) являются подграфами графа общего вида
L=(Z,P). Такое представление позволяет, с одной
стороны, отобразить характер информационных
связей проблемноориентированных пакетов сооб
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циональную ориентацию АПК, а с другой стороны,
показать взаимосвязь отдельных структурных ком
понентов интегрированных информационнотеле
коммуникационных систем с пакетной передачей
данных между собой. Для удобства математической
постановки и решения оптимизационных задач,
связанных с построением функциональной струк
туры сети передачи и обработки информации, це
лесообразно задать все структурные компоненты
графа L=(Z,P) (графсхемы G=(X,U), E=(Y,Q) и
H=(Z,R)) с помощью одной матрицы смежности
вершин. При этом применяется сквозная нумера
ция вершин множеств X и Y. Рассмотрим на приме
ре процесс формирования матрицы смежности
вершин графа L=(Z,P). Пусть этот граф имеет вид,
приведенный на рис. 3. Перенумерацию вершин
будем производить по следующему правилу: вер
шины множества X сохраняют свои номера, а вер
шины множества Y номеруются с (n+1) по (n+m).
Рис. 3. Граф смежности
Составим матрицу смежности вершин P=||pi,j||,
i=1,11, j=1,11 по правилу: pi,j=1, если iая и jая вер
шины соединены ребром или если дуга исходит из
iой вершины и входит в jую; pi,j=0, в противном
случае.
В матрице P можно выделить три области: пер
вая представляет собой квадратную матрицу P1, об
разованную элементами pi,j, i=1,7, j=1,7, и описыва
ют графсхему G=(X,U); вторая – квадратную ма
трицу P2=||pi,j||, i=8,11, j=8,11, описывающую граф
схему E=(Y,Q), и, наконец, третья область – это две
прямоугольные матрицы P3'=||pi,j||, i=8,11, j=1,7 и
P3"=||pi,j||, i=1,7, j=8,11, задающие функциональную
графсхему H=(Z,R). Аналогичным образом можно
задать весовые характеристики ребер графа L=(Z,P).
3. Технология сбора данных и ввода 
в систему телесвязи Росгидромета
Структурный анализ, оценка временных харак
теристик функциональных программных модулей и
протоколов передачи данных, оптимизация марш
рутов ретрансляции по каналам связи позволяют
перейти к формулированию принципов сквозной
технологии сбора данных от обслуживаемых и авто
матических платформ сбора данных наземного и
морского базирования и доведения ее до центров
ЕСИМО. В основе технологии лежит предложен
ная декомпозиция системы на технологически не
зависимые компоненты, связь между которыми
происходит по заранее утвержденным протоколам.
Сквозная технология взаимодействия звеньев
системы представлена на рис. 4.
Рис. 4. Структура системы сбора данных 
Протоколы передачи данных
Анализ принципов построения распределенных
информационнотелекоммуникационных систем
[5] показывает, что протоколы обмена данными с
любым абонентом системы сбора гидрометеороло
гической информации должны обеспечивать сле
дующие функции:
• производить проверку на достоверность полу
ченных данных (контрольная сумма);
• гарантировать доставку данных до места назна
чения (использование подтверждений различ
ного уровня);
• идентифицировать передаваемые данные на раз
личных уровнях (общесистемный, на уровне одной















3 TCP/IP (MTS, UniMAS)
 1 2 3 4 5 6 7 8 9 10 11 
1  1      1    
2     1   1    
3    1     1  1 
4   1      1  1 
5      1     1 
6        1   1 
7    1      1  
8 1 1    1   1 1  
9   1 1    1  1  
10       1 1 1  1 




































• описывать передаваемые данные (длина дан
ных, типы данных и т. п.);
• определять процедуры обмена данными.
Можно выделить три основных протокола для
взаимодействия аппаратнопрограммных компо
нент системы сбора данных с наблюдательной се
ти. Первый протокол обеспечивает взаимодей
ствие специализированного контроллера и автома
тических измерительных комплексов на основе
международного протокола MODBUS [6]. Прото
кол MODBUS регламентирует порядок и специфи
кацию команд обмена по последовательному ин
терфейсу. Контроллеры могут быть соединены на
прямую или через модем.
Контроллеры соединяются, используя техноло
гию «главныйподчиненный», при котором только
одно устройство (главный) может инициировать
передачу (сделать запрос). Другие устройства (под
чиненные) передают запрашиваемые главным
устройством данные или производят запрашивае
мые действия.
Второй протокол управляет обменом данными
по каналам связи между автоматическими измери
тельными комплексами и ЦСД. Проведенные ис
следования и накопленный практический опыт пе
редачи данных по различным каналам связи вы
явили целесообразность и удобство использования
в качестве транспортного протокола передачи дан
ных между автоматическими измерительными
комплексами и ЦСД – протокол ISNAP.
Для управления сессией передачи данных пред
лагается канальный протокол передачи данных,
включающий процедуры установки и поддержания
связи между ведущим и ведомым устройствами
(контроль состояния сервиса сети, набор номера,
контроль вызова, контроль соединения).
Предлагаемый протокол обмена базируется на
стандартном пакетном протоколе ISNAP и поддер
живает некоторое подмножество из всех возможных
вариантов реализации. Стандартный протокол не
регламентирует жестко некоторые поля пакета и
обладает свойством допустимого введения «пользо
вательского» определения некоторых параметров.
Определение этих полей осуществлено в протоколе
без нарушения строения базового протокола.
И, наконец, третий протокол позволяет осу
ществлять обмен метеосообщениями в сети TCP/IP
с центрами телесвязи (MTS, UniMAS). Протокол
предназначен для обмена метеорологическими со
общениями в локальной и географической сети
TCP/IP между двумя системами MTS, UniMAS, си
стемой MTS и комплексом ЛАССО, а также может
быть использован для связи MTS, UniMAS и других
систем обработки метеорологических данных, при
условии наличия соответствующего системного и
прикладного программного обеспечения. Прото
кол разработан также для обеспечения возможно
сти приемапередачи бинарных данных, таких как
GRIB или факсимильные карты.
4. Назначение компонент 
сквозной технологии сбора данных
Сквозная технология основывается на предполо
жении, что ИИК является источником данных, а
ЦКС – является конечным получателям данных.
Обмен данными может происходить в двух напра
влениях. В соответствии с предложенной технологи
ей интеграции компонентов многоуровневых систем
с пакетной передачей данных можно определить
следующую функциональность для ее компонент:
• получение информации с датчиков;
• первичная обработка и накопление данных о
состоянии окружающей среды;
• поддержка протокола MODBUS для обмена ин
формацией со специализированным контрол
лером (только для обслуживаемых ИИК на
станциях с персоналом наблюдателей);
• управление каналообразующей аппаратурой и
поддержка канального протокола данных (толь
ко для автоматических ИИК).
Предлагается выделить следующие компонен
ты сквозной технологии сбора данных:
А) Обслуживаемые АПК гидрометеостанций
(на базе ПЭВМ или специализированного кон
троллера) с персоналом наблюдателей.
Особенностью автоматизированных гидроме
теостанций является то, что в процессе сбора ин
формации активно участвует человек. Обычно со
трудники гидрометеостанции управляют процес
сом сбора, обработки и передачи информации.
Структура АПК приведена на рис. 5 и 6.
Аппаратнопрограммный комплекс гидроме
теостанции (на базе ПК, на базе специализирован
ного контроллера) должен поддерживать следую
щие функции:
• обмен информацией с ИИК по протоколу MO
DBUS;
• получение и обработка данных о состоянии
окружающей среды от ИИК;
• отображение полученной от ИИК информации
о состоянии окружающей среды;
• передача управляющей информации на ИИК;
• первичный контроль качества информации;
• формирование оперативных данных, предназ
наченных для передачи в ЦСД в установленные
сроки в утвержденных кодах и форматах;
• формирование штормовых телеграмм;
• передача информации на ЦСД;
• формирование данных в ответ на запрос ЦСД;
• подготовку и контроль, редактирование, хране
ние, прием и передачу сообщений в форматах
ВМО, ГМС, ЩЭГАО;
• прием/передачу служебных телеграмм;
• передачу, при необходимости, на ИИК сигналов
синхронизации точного времени в сети, а также
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ретрансляцию на ИИК команд управления в
установленном формате, поступивших от ЦСД;
• управление каналообразующей аппаратурой;
• поддержку канального протокола данных обме
на информацией с ЦКС.
Б) Автономные аппаратнопрограммные ком
плексы гидрометеостанции.
При отсутствии сетевого электропитания и же
стких требованиях к потреблению энергии кон
троллер ИИК должен обеспечивать:
• прием и обработку данных о параметрах среды
получаемых от датчиков;
• формирование данных, предназначенных для
последующей передачи в ЦСД, согласно утвер
жденного протокола об обмене и формате дан
ных, передаваемых от автоматических измери
тельных комплексов;
• управление каналообразующей аппаратурой;
• поддержку протокола взаимодействия с ЦСД
(ISNAP);
• в установленные сроки самостоятельно уста
новку соединения с ЦСД;
• передачу на ЦСД сформированных оператив
ных данных.
Взаимодействие АПК с ЦСД (рис. 7) по сети со
товой связи стандарта GSM, спутниковой связи
«Глобалстар» целесообразно обеспечивать в целях
унификации обмена с другими источниками ин
формации на основе спецификации протокола
ISNAP. Опрос ПСД центром сбора данных произ
водится по расписанию или вручную в произволь
ный момент времени. Перекодировка данных и их
преобразование в сообщения соответствующего
формата для передачи в систему телесвязи Росги
дромета осуществляются на ЦСД.
Рис. 7. Структура автономного АПК гидрометеостанции
В) Аппаратнопрограммный комплекс ЦСД.
Аппаратнопрограммный комплекс ЦСД дол
жен обеспечивать:
• управление каналообразующей аппаратурой;
• поддержка канальных протоколов передачи
данных;
• поддержка обмена информацией по различным
каналам связи, в том числе телефонным, телеграф
ным, радиоканалам, сотовым и спутниковым;
• поддержка обмена со всеми типами АПК гидро
метеостанций;
• прием и документирования принятой инфор
мации;
• контроль информации;
• перекодировку данных и их преобразование в
сообщения соответствующего формата, соглас
но таблице форматов ИИК;
• работу системы сбора по заложенному расписа
нию с поддержкой обмена по основному и ре
зервному каналам связи;












Рис. 5. Структура АПК гидрометеостанции на базе ПК






































В данной работе предложена новая сквозная тех
нология построения многоуровневых систем с па
кетной передачей данных, основанных на микро
процессорном контроллере ВИПМ. Проанализи
рованы важнейшие свойства предложенной техно
логии, представляющие наибольший интерес с точ
ки зрения его практического использования, отобра
жен характер информационных связей проблемно
ориентированных пакетов сообщений, особенности
топологии сети связи, функциональная ориентация
АПК, а с другой стороны, показана взаимосвязь от
дельных структурных компонентов интегрирован
ных информационнотелекоммуникационных си
стем с пакетной передачей данных между собой.
В основе технологии лежит предложенная деком
позиция системы на технологически независимые
компоненты, связь между которыми происходит по
заранее утвержденным протоколам. Можно выделить
три основных протокола для взаимодействия аппарат
нопрограммных компонент системы сбора данных с
наблюдательной сети. Первый протокол обеспечивает
взаимодействие специализированного контроллера и
автоматических измерительных комплексов на основе
международного протокола MODBUS. Второй прото
кол управляет обменом данными по каналам связи
между автоматическими измерительными комплекса
ми и ЦСД. И, наконец, третий протокол позволяет
осуществлять обмен метеосообщениями в сети
TCP/IP с центрами телесвязи (MTS, UniMAS).
В соответствии с предложенной технологией
интеграции компонентов многоуровневых систем
с пакетной передачей данных можно выделить сле
дующие компоненты сквозной технологии сбора
данных: обслуживаемые аппаратнопрограммные




Таким образом, в ходе создания технологии
производства наблюдений и доставки данных о
морской сети до центров ЕСИМО разработан и со
гласован стандарт информационнотехнологиче
ского сопряжения автономных измерительных
комплексов с современными сетями сбора и пере
дачи, разработано программное обеспечение ком
понент технологии, а именно аппаратнопрограм
много комплекса, обеспечивающего передачу ин
формации о морской среде от автоматической мор
ской станции и автоматической метеостанции в
Центры ЕСИМО по системе спутниковой связи
«Глобалстар» и сотовой связи на основе стандартов
информационнотехнологического сопряжения
автономных измерительных комплексов с совре
менными сетями сбора и передачи.
Работа выполнена в рамках проекта РФФИ № 050798006. 
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Существует ряд различных алгоритмов, позво
ляющих снижать различные шумы на видеоизобра
жениях, а также удалять различные артефакты из
видеоизображений [1–5]. Эти методы применяют
ся для фильтрации цифрового видео и позволяют
улучшить восприятие видеоизображений, но не
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