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Abstract
The famous Weierstrass theorem asserts that every continuous function on a compact set in Rd can be uniformly
approximated by algebraic polynomials. A related interesting problem consists in studying the same question
for the important subclass of homogeneous polynomials containing only monomials of the same degree. The
corresponding conjecture claims that every continuous function on the boundary of convex 0-symmetric bodies
can be uniformly approximated by pairs of homogeneous polynomials. The main objective of the present paper is
to review the recent progress on this conjecture and provide a new unied treatment of the same problem on non
convex star like domains. It will be shown that the boundary of every 0-symmetric non convex star like domain
contains an exceptional zero set so that a continuous function can be uniformly approximated on the boundary
of the domain by a sum of two homogeneous polynomials if and only if the function vanishes on this zero set.
Thus the Weierstrass type approximation problem for homogeneous polynomials on non convex star like domains
amounts to the study of these exceptional zero sets. We will also present an extension of a theorem of Varju which
describes the exceptional zero sets for intersections of star like domains. These results combined with certain
transformations of the underlying region will lead to the discovery of some new classes of convex and non convex
domains for which the Weierstrass type approximation result holds for homogeneous polynomials.
1 Introduction
The basic question of approximation theory concerns the possibility of approximation. Is the given family of functions
from which we plan to approximate dense in the set of functions we wish to approximate? The rst signicant
density results were those of Weierstrass who proved in 1885 the density of algebraic polynomials in the class of
continuous real-valued functions on a compact interval, and the density of trigonometric polynomials in the class of
2-periodic continuous real-valued functions. These classical Weierstrass approximation theorems led to numerous
generalizations which were applied to other families of functions. They gave rise to the development of a general
methods for determining density namely, the Stone-Weierstrass theorem generalizing the above Weierstrass theorem
to subalgebras of C(X); X a compact space. In particular, the Stone-Weierstrass theorem yields the multivariate
version of the classical Weierstrass theorem asserting that for any compact set K  Rd and any continuous real
valued function f 2 C(K) there is a sequence of polynomials pn 2 P dn of degree at most n such that limn!1 pn = f
uniformly on K. Here and in what follows P dn denotes the set of algebraic polynomials of degree at most n in d
real variables. For a comprehensive treatment of density results in Approximation theory see the nice survey by
Pinkus [?]. Of course, the most interesting density problems correspond to those situations when the subalgebra
property fails and thus the Stone-Weierstrass theorem is not applicable. For instance, consider the linear space
M :=spanfxj ; 0 = 0 < 1 < ::: " 1g. Then M is a linear subspace of C[0; 1] which is not a subalgebra, because
it is not close relative to multiplication, so the Stone-Weierstrass theorem can not be used. By the famous Muntz
theorem M is dense in C[0; 1] if and only if
P
j
1
j
= 1: Another relevant example is the Lorentz type set of
incomplete polynomials pn(x) =
P
nkn akx
k; n 2 N where 0 <  < 1 is a xed number. This time the set of
all these incomplete polynomials is closed relative to multiplication, but clearly it is not linear, i.e., the subalgebra
condition fails again. It was shown by G.G. Lorentz, von Golitschek, and Sa and Varga that given f 2 C[0; 1]
there exists a sequence of incomplete polynomials which converges to f uniformly on [0; 1] if and only if the function
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vanishes on [0; 2], see [?], pp.86-88. Hence this time in order to compensate for the lack of the subalgebra property
one needs to impose an additional restriction that the functions vanish on a certain set. As shown in [?] these
exceptional zero sets is typical in general in case when approximating by algebraic polynomials with varying weights.
This phenomena of exceptional zero sets will also play a central part in our study of approximation by homogeneous
polynomials on 0-symmetric star like domains.
2 On density of homogeneous polynomials on convex domains
In this paper we will consider the interesting and dicult problem related to the density of multivariate homoge-
neous polynomials
Hdn := f
X
jkj=n
akx
k : ak 2 Rg; x 2 Rd; Hd := [nHdn:
Homogeneous polynomials h 2 Hdn of degree n contain only monomials of exact degree n, and therefore they evidently
satisfy the property h(tx) = tnh(x) for every x 2 Rd and t 2 R: Hence if hn(x); n 2 N converge to a nonzero value
at some x 2 Rd, then they tend to zero at tx if jtj < 1 and tend to innity for jtj > 1. Thus we must assume that
each line that goes through the origin intersects the underlying domain in at most two points. Since homogeneous
polynomials are either even or odd depending on their degree it is natural to consider compact sets symmetric with
respect to the origin. So in view of the above comments we will restrict our attention to 0-symmetric star like domains
K  R which satisfy the property that for every x 2 K we have ( x;x) 2 IntK and will study the approximation
problem on the boundary @K of this 0-symmetric star like domain K. In addition, we clearly need in general both
even and odd polynomials in order to approximate arbitrary continuous functions, so the density problem will be
considered for sums of pairs of homogeneous polynomials.
Example Consider the unit sphere in Rd given by:
Sd 1 = fx = (x1; :::; xd) 2 Rd : x21 + :::+ x2d = 1g:
It is well known that on Sd 1 the relation P dn = H
d
n +H
d
n 1 holds. Now by the Weierstrass theorem [nP dn is dense
in C(Sd 1). This implies that Hd +Hd is dense in C(Sd 1); too.
Now we formulate the central conjecture on the density of homogeneous polynomials on convex bodies in Rd.
(Convex bodies are compact convex sets in Rd with non empty interior.) This conjecture can be regarded as the
Weierstrass approximation theorem for homogeneous polynomials.
Conjecture For any 0-symmetric convex body K  Rd and every f 2 C(@K) there exist homogeneous polynomials
h2n; h2n+1 2 Hd2n;Hd2n+1 such that uniformly on @K
f = lim
n!1(h2n + h2n+1): (1)
It should be noted that even though the set Hd of homogeneous polynomials is closed relative to multiplication
and composition nevertheless it is not linear. Nonlinearity of this set means that the Stone-Weierstrass theorem is
not applicable o hand in this situation.
The above conjecture has been veried in the following three signicant cases:
(i) when d = 2 for every 0-symmetric convex body K  R2. (This has been done independently by Benko-Kroo
[?] and Varju [?].)
(ii) for any 0-symmetric convex polytope in Rd; d  2. (Varju [?])
(iii) for any 0-symmetric regular convex body in Rd; d  2 possessing a unique supporting hyperplane at every
point on its boundary. (Kroo-Szabados [?])
It is worth noting that statement (ii) corresponding to polytopes is a special case of the following elegant general
statement.
Theorem 1 (Varju [?]) Given any two 0-symmetric star-like domains K1;K2 for which the density conjecture (??)
holds it follows that the same is true for their intersection K1 \K2, as well.
Another signicant contribution to the above conjecture was made by Totik [?] using the concept of -regularity :
a convex body K  Rd is called -regular if the angle between any two normals at every point on its boundary is at
most . Then essentially the following statement can be found in [?].
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Theorem 2 (Totik [?]) Let K  Rd be a 0-symmetric convex body and assume that there exists an integer K
depending only on K such that for every  > 0 the set K is the intersection of at most K -regular 0-symmetric
convex bodies. Then the density conjecture (??) holds for K.
Theorem 2 allows to recover all cases (i)-(iii) where the density conjecture was shown to be true. Indeed in
case (iii) when K  Rd is a regular convex body then the assumption of the theorem holds with K = 1 ( = 0):
Furthermore, any 0-symmetric convex polytope in Rd with 2m faces of dimension d   1 is an intersection of m
0-symmetric regular convex bodies, so K = m in case (ii). Finally, by Proposition 2 in [?] for any 0-symmetric
convex body K  R2 we have K = 4. Clearly this yields the full conjecture in case d = 2. On the other hand
the sucient condition of Theorem 2 does not hold for some standard convex bodies. For instance, for 0-symmetric
circular cones given by the equation
C := fx = (x1; :::; xd) 2 Rd : jx1j+ (x22 + :::+ x2d)1=2g  1
the quantity K dened in Theorem 2 is innite. Nevertheless, it will be shown in Section 5 below that for a wide
class of domains of revolution (including circular cones) the density conjecture holds, as well. Thus while Theorem
2 yields a unied approach to treating the known cases (i)-(iii) of the density conjecture, on the other hand it does
not cover some standard convex bodies.
In a recent paper Kroo-Totik [?] the density of bivariate homogeneous polynomials was studied on the non convex
L sphere given by
K := f(x; y) 2 R2 : jxj + jyj  1g; 0 <  < 1:
It was veried that f(x; y) is a uniform limit on @K of sums of homogeneous polynomials h2n+h2n+1 2 Hd2n+Hd2n+1
if and only if f(1; 0) = f(0;1) = 0; i.e., the function must vanish at the vertices of the L sphere. This phenomena
of an exceptional zero set where the function must vanish in order for homogeneous approximation to hold will be
the central theme of this paper.
The main objective of the present paper is to provide a unied treatment of the problem of density of homogeneous
polynomials on non convex star like domains. In the next Section 3 it will be shown that the boundary of every
0-symmetric star like domain contains a 0-symmetric exceptional zero set so that a continuous function can be
uniformly approximated on this boundary by a sum of two homogeneous polynomials if and only if the function
vanishes on this set. Thus the Weierstrass type approximation problem on non convex star like domains amounts
to the study of these exceptional zero sets. In Section 4 we will extend Theorem 1 of Varju to the case of star like
domains with non empty exceptional sets. In Section 5 we will study the exceptional zero sets for bodies of revolution
and non convex polytopes. These considerations will allow us to treat in the last Section 6 the density problem on
a variety of new domains, including in particular circular cones, as well.
3 On existence of exceptional zero sets on star like domains
The density result of [?] for non convex L sphere with 0 <  < 1 quoted above indicates that in order that
homogeneous approximation holds for a given continuous function it is necessary and sucient that the function
vanishes at the vertices of the L sphere. It turns out that such exceptional zero sets exists in general for every
0-symmetric star like domain. We will apply a well known Stone-Weierstrass-type theorem, see e.g. [?, p.13]. For
any closed subalgebra of functions A  C(D); where D is a compact Hausdor space denote by ZA := fx 2 D :
g(x) = 0; for all g 2 Ag the zero set of A. Then if A separates points in D nZA, it follows that any f 2 C(D) which
vanishes on ZA belongs to A, i.e., A = ff 2 C(D) : f = 0 on ZAg:
Theorem 3 For every 0-symmetric star like domain K in Rd there exists a 0-symmetric set Z(K)  @K so that
for any given f 2 C(@K) the following statements are equivalent
(i) there exist h2n + h2n+1 2 Hd2n +Hd2n+1 such that f = limn!1(h2n + h2n+1) uniformly on @K
(ii) f = 0 on Z(K).
Proof. Let K be a 0-symmetric star like domain in Rd. Now denote by K0 the set of pairs z = (x; x);x 2 K
were these pairs are ordered in such a way that the rst nonzero coordinate of x is positive. The distance in K0 is
given by jz  wj := jx   yj; z = (x; x); w = (y; y) 2 K0. Clearly K0 is compact in this topology. Furthermore,
for an even function f 2 C(@K) set f0(z) = f(x); z = (x; x) 2 K0. Then f0 2 C(@K0).
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Set
A := ff 2 C(@K) : f = lim
n!1h2n; h2n 2 H
d
2ng = ff0 2 C(@K0) : f0 = lim
n!1h2n; h2n 2 H
d
2ng:
Thus A consists of all limits of even homogeneous polynomials (uniform convergence on @K0). Evidently, all
functions in A are even. Let us verify now that A is a closed algebra. Assume f1; f2; ::: 2 A converge to f with an
appropriate rate, i.e., jfk f j < 1=k on @K. We need to show that f 2 A. Let us keep the elements of the polynomial
sequence tending to f1 up to such an index N2 after which elements tending to f2 dier by less than 1=2 from f2.
Then we keep elements tending to f2 up to such an N3 > N2 after which elements tending to f3 dier from it by
less than 1=3, and so on. Thus after index Nk every element of this sequence (dened for every index) will be on
distance at most 1=j  1=k from some fj(j  k), which in turn diers by at most 1=j  1=k from f . Hence A is a
closed. Linearity of A is obvious. Assume now f; g 2 A, i.e., f = limn!1 f2n; g = limn!1 g2n with f2n; g2n 2 Hd2n:
Then clearly f2n  g2n 2 Hd4n; f2(n 1)  g2n 2 Hd4n 2 and
f2n  g2n ! fg; f2(n 1)  g2n ! fg:
Thus fg 2 A and we obtain that A is a closed subalgebra in C(@K0).
Denote now ZA := fz 2 @K0 : g(z) = 0; 8g 2 Ag: We need to show now that A separates points in @K0 n ZA.
Consider distinct z = (x; x);w = (y; y) 2 @K0 n ZA. Then 9g 2 A with g(z) = g(x) 6= 0. We have g =
limn!1 g2n with some g2n 2 Hd2n: Since x 6= y and x 6=  y there exists a hyperplane L with y 2 L;x 2 Rd n L.
Hence 9h2 2 Hd2 ; h2(y) = 0; h2(x) 6= 0: Clearly gh2 = limn!1 g2(n 1)h2; g2(n 1)h2 2 Hd2n: Hence gh2 2 A and
gh2(x) 6= 0; gh2(y) = 0 which means that gh2 2 A separates points z;w 2 @K0 n ZA.
Since A is a closed subalgebra of C(@K0) separating points in @K0 n ZA by the Stone-Weierstrass type theorem
cited above for any f 2 C(@K0) with f = 0 on ZA we have that f = limn!1 h2n; h2n 2 Hd2n: This means that any
even function f 2 C(@K) with f = 0 on ZA is a uniform limit of even homogeneous polynomials on @K. Note that
ZA  @K is 0-symmetric.
Now we will verify a similar statement for odd functions. Let f 2 C(@K); f = 0 on ZA be odd. Set gi(x) :=
xijxj 2f(x); 1  i  d: Clearly gi 2 C(@K); gi = 0 on ZA are even functions. Therefore by the above result for even
functions there exist h2n;i 2 Hd2n; 1  i  d such that gi = limn!1 h2n;i; 1  i  d: Then setting
h2n+1 :=
X
i
xih2n;i 2 Hd2n+1
we have uniformly on @K
h2n+1 !
X
i
xigi = f:
Thus the required approximation by homogeneous polynomials holds for both even and odd functions. Now we
will use the standard even + odd decomposition to verify the theorem with Z(K) := ZA.
(ii)) (i). Let f 2 C(@K) be such that f = 0 on Z(K): We can write
f = f0 + f1; 2fj(x) := f(x) + ( 1)jf( x); j = 0; 1
where f0; f1 2 C(@K) are even and odd, respectively. Since f = 0 on Z(K) and Z(K) = ZA is 0-symmetric we
clearly have that fj = 0 on ZA; j = 0; 1. Then as shown above
fj = lim
n!1h2n+j ; h2n+j 2 H
d
2n+j ; j = 0; 1
implying (i).
(i)) (ii). Since f = limn!1(h2n + h2n+1) we also have that
(h2n + h2n+1)( x) = h2n(x)  h2n+1(x)! f( x):
Therefore h2n+j ! fj ; j = 0; 1: Hence f0 2 A yielding f0 = 0 on ZA = Z(K). We still need to show that
f1 = 0 on Z(K). Consider the even function xkf1(x); 1  k  d. Then by above xkh2n+1(x) ! xkf1(x) i.e.,
xkf1(x) 2 A; 1  k  d. Therefore xkf1(x) must vanish on ZA = Z(K) for every 1  k  d. Since 0 =2 Z(K) this
obviously implies f1 = 0 on Z(K): 
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Clearly, conjecture (??) on density of homogeneous approximation on every convex body can now be reformulated
in terms of the exceptional zero sets as follows:
Conjecture. For every 0-symmetric convex body K 2 Rd we have Z(K) = ;:
The density results for convex bodies listed in the previous section can be now restated too: Z(K) = ; whenever
K 2 Rd is a 0-symmetric convex body which is regular, or is a polytope, or d = 2. Another related result is given
in Varju [?], Proposition A.1. Essentially, this proposition asserts that there exist 0-symmetric star like domains
K 2 R2 such that Z(K) = @K; i.e., homogeneous approximation does not hold anywhere in the domain.
We will explore further the possible structure of exceptional zero sets of 0-symmetric star like domains in Section
4 below. For this end rst we will need to extend Varju's Theorem 1 to the case of 0-symmetric star like domains
with nonempty exceptional zero sets. This is accomplished in the next Section 3.
4 On exceptional zero sets for intersection of star like domains
According to the result of Varju [?] cited above whenever K1;K2 are 0-symmetric star-like domains in Rd for which
density of homogeneous polynomials holds (i.e. Z(K1) = Z(K1) = ;) then the same is true for K1 \K2. In other
words in terms of the exceptional zero sets we have the following implication
Z(K1) = Z(K2) = ; ) Z(K1 \K2) = ;: (2)
Now we would like to adapt Varju's result to a more general setting of star like domains with non empty exceptional
zero sets. In order to accomplished this we will use the elegant construction given by Varju in [?]. But needless to
say in the presence of non empty exceptional zero sets this construction becomes technically more complicated.
Theorem 4 Let K1;K2 be any 0-symmetric star-like domains in Rd. Then setting K := K1 \K2 we have
Z(K)  (Z(K1) [ Z(K2)) \K: (3)
Proof. We may assume without the loss of generality that K1 [ K2  B(0; 1=4). Denote by I2 := f(x; y) :
maxfjxj; jyjg = 1g the unit square on the 2-dimensional plane and set

 := f(x; y) 2 I2 : x; y   g;  > 0:
First we need to note that for any 0 <  < 1 and 0 <  <  there exist bivariate homogeneous polynomials
Hk 2 H2k ; k = m;m+ 1;m  4 such that
j1 Hk(x; y)j  ; (x; y) 2 
; k = m;m+ 1; and jHk(x; y)j  2; (x; y) 2 I2: (4)
Indeed, if m is even the above claim follows from the fact that 
  I2 and even homogeneous polynomials can
approximate 1 uniformly on I2. For m+1 odd we can consider an odd continuous function g on I2 such that g = 1 on

, such functions evidently exist. Since any odd continuous function on I
2 is a uniform limit of odd homogeneous
polynomials on I2 relation (??) follow in this case, as well.
Let us consider the nonnegative continuous function
f(x) := dist(x; Z(K1) [ Z(K2)) 2 C(Rd):
Clearly,
f = 0 on Z(K1) [ Z(K1); and 0 < f  1
2
on (K1 [K2) n (Z(K1) [ Z(K1)):
In addition, since Z(K1)[Z(K2) is 0-symmetric it follows that f is an even function. Therefore by Theorem 1 there
exist even homogeneous polynomials R2n;i 2 Hd2n such that for n > n0
 R2n;i(x)  jR2n;i(x)  f(x) 12m j  
m
; x 2 @Ki; i = 1; 2: (5)
Now consider the homogeneous polynomials of degree 2(n+ k)m+ 2k dened by
Q2(n+k)m+2k(x) := Hm(R2n;1(x); R2n;2(x))Hm+1(R2k;1(x); R2k;2(x)); n > n0; n0 < k  n0 +m:
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Clearly, for any n0 all large even integers are of the form 2(n+ k)m+ 2k with n  n0; n0 < k  n0 +m.
We are going to show now that Q2(n+k)m+2k ! f; n!1 uniformly on @K. Since f > 0 on Rd n(Z(K1)[Z(K2))
in view of Theorem 1 this evidently yields Z(K)  (Z(K1)[Z(K2)) which is the claim of the theorem. For this end
it suces to show that for any n0 large enough
kf 12  Hm(R2n;1; R2n;2)k@K < ; kf 12  Hm+1(R2k;1; R2k;2)k@K < ; n; k > n0:
We will prove the rst estimate above, the second can be veried analogously.
Consider any x 2 @K. We may assume, for instance that x 2 @K1 \K2; i.e., x 2 @K2 for some   1: Set
n(x) := maxfR2n;1(x); R2n;2(x)g:
We shall distinguish now between two cases depending on the value of n(x).
Case 1. n(x)  0. Then by (??) we have   m  R2n;i(x)  0, i.e., jR2n;i(x)j  m ; i = 1; 2. Thus using again
(??)
f(x) 

jR2n;1(x)j+ 
m
2m


2
m
2m
 
2
:
Furthermore, since jHkj  2 on I2 it follows that
jHm(R2n;1(x); R2n;2(x))j =
 
m
m Hm m

R2n;1(x);
m

R2n;2(x)
  2 
m
m
 
2
:
Hence by the last two estimates
jf(x) Hm(R2n;1(x); R2n;2(x))j  :
Case 2. n(x) > 0. Now we set
zn(x) :=
1
n(x)
(R2n;1(x); R2n;2(x)) 2 R2:
Recall that by (??)
  <   
m
 R2n;i(x)
and therefore we clearly have zn(x) 2 
. Thus by (??)
 + 1  Hk(zn(x))  + 1; k = m;m+ 1: (6)
Since Hm is a homogeneous polynomial of degree m we have
Hm(R2n;1(x); R2n;2(x)) = n(x)
mHm(zn(x)): (7)
Moreover, using (??) for x 2 @K1 and x 2 @K2 we have for suciently large n
  
m
+ f
1
2m (x)  R2n;1(x)  
m
+ f
1
2m (x);   
m
+ f
1
2m (x)  R2n;2(x)  
m
+ f
1
2m (x): (8)
Obviously, since f is continuous and K2 is a compact domain we can choose a suciently small  > 0 independent
of x so that whenever 1   < 1 +  we have
jf 12m (x)  f 12m (x)j  
m
:
This and the second inequality in (??) yield
R2n;2(x) = 
 2nR2n;2(x)  2
m
+ f
1
2m (x):
Thus combining the above estimate with the rst inequality in (??) we have whenever  < 1 + 
  
m
+ f
1
2m (x)  n(x) = maxfR2n;1(x); R2n;2(x)g  2
m
+ f
1
2m (x):
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that is
jn(x)  f 12m (x)j  2
m
:
Since jf j; jR2n;ij  1 on Ki; i = 1; 2 this easily yields when 1   < 1 + 
jn(x)m   f 12 (x)j  2: (9)
Let us show that similar estimate holds for  > 1 + , as well. Indeed, in this case we have
jR2n;2(x)j =  2njR2n;2(x)j   2n  (1 + ) 2n < ; n > n0:
In addition, as above by the rst inequality in (??)
 + f 12 (x)  Rm2n;1(x)  + f
1
2 (x):
Hence by the last two estimates we get for n > n0
 + f 12 (x)  Rm2n;1(x)  mn (x) = maxfRm2n;1(x); Rm2n;2(x)g  maxf+ f
1
2 (x); g  2+ f 12 (x);
i.e., estimate (??) holds for every   1.
Finally, applying estimates (??) and (??) for the homogeneous polynomial (??) we easily arrive at
f
1
2 (x)  5  Hm(R2n;1(x); R2n;2(x))  f 12 (x) + 5;
where the last estimates hold for any x 2 @(K1 \K2) with n > n0 independent of x .
Of course, Varju's result according to which condition Z(K1) = Z(K2) = ; implies that Z(K1 \ K2) = ;, i.e.,
the density of homogeneous polynomials on @(K1 \K2) is now a special case of Theorem 4. Moreover, Theorem 4
yields an essentially more general conclusion that the same statement is true if we replace Z(K1) = Z(K2) = ; by a
substantially weaker assumption Z(K1) \K2 = ;; Z(K2) \K1 = ;.
Corollary 5 Let K1;K2 be any 0-symmetric star-like domains in Rd such that Z(K1) \K2 = ;; Z(K2) \K1 = ;.
Then Z(K1 \K2) = ;.
Various applications of Theorem 4 and Corollary 5 will be presented in Section 5 below.
5 On exceptional zero sets for bodies of revolution and non convex
polytopes
We will introduce now a general method of deriving new classes of 0-symmetric star like domains satisfying the
homogeneous density property (??) which is based on rotation. This rotation will require that the domain is also
symmetric with respect to one of the coordinate axises. Obviously, for this purpose we can choose any of the
coordinates, but for the simplicity of the exposition throughout this section the last coordinate will be chosen as the
axis of symmetry.
Thus we consider a 0-symmetric star like domain D  Rk; k  2 which, in addition, is assumed to be symmetric
with respect to the last coordinates xk, i.e., (x1; :::; xk) 2 D , (x1; :::; xk 1; xk) 2 D:
Consider the mapping T : Rd ! Rk+; 2  k  d  1 dened by
T (x) := (x1; :::; xk 1; (x2k + :::+ x
2
d)
1=2); x = (x1; :::; xd) 2 Rd:
Then the rotation of the set D around the corresponding axis of symmetry yields the following domain of revolution
KD := fx 2 Rd : T (x) 2 Dg  Rd: (10)
It can be easily veried that under the above assumptions on D the body of revolution KD is a 0-symmetric star
like domain in Rd: Indeed, if x 2 KD then by (??) T (x) 2 D. Since D is 0-symmetric this implies
 T (x) = ( x1; :::; xk 1; (x2k + :::+ x2d)1=2) 2 D:
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Moreover, using also that D is symmetric with respect to xk we obtain
T ( x) = ( x1; :::; xk 1; (x2k + :::+ x2d)1=2) 2 D;
i.e., KD is a 0-symmetric star like domain. Clearly we also have
@KD = fx 2 Rd : T (x) 2 @Dg:
By Theorem 3 of Section 2 domain D possesses a corresponding exceptional zero set Z(D) which controls which
continuous functions can be approximated by homogeneous polynomials uniformly on @D. It is natural to expect,
that the exceptional zero set of the domain of revolution KD given by (??) is just the rotation of Z(D) around the
axis of symmetry. Our next assertion shows that indeed this is the case.
Theorem 6 Let D be a 0-symmetric star-like domain in Rk; k  2, which in addition is also symmetric with respect
to the last coordinate xk. Consider the domain of revolution KD 2 Rd; d  k + 1 given by (??). Then
Z(KD) = fx 2 @KD : T (x) 2 Z(D)g: (11)
Proof. Set Z := fx 2 @KD : T (x) 2 Z(D)g: Let us verify rst that Z  Z(KD). Consider any a := (a1; :::; ad) 2
Z; i.e., T (a) 2 Z(D): Assume that for some f 2 C(@KD) we have that f = limn!1(h2n + h2n+1) uniformly on
@KD where h2n + h2n+1 2 Hd2n + Hd2n+1. Set b := (a2k + ::: + a2d) 1=2(0; :::; 0; ak; :::; ad) 2 Rd; and consider the
k-dimensional plane in Rd
Mk := spanfe1; :::; ek 1;bg  Rd
with ej ; 1  j  d being the standard orthonormal basis in Rd: Then evidently,
KD \Mk = f(x1; :::; xk) 2 Rk : (x1; :::; xk 1; jxkj) 2 Dg = D; @KD \Mk = @D
where the symmetry of D with respect to the last coordinate xk was used above. Furthermore, denoting the
restriction of homogeneous polynomials h2n; h2n+1 2 Hd2n;Hd2n+1 and f 2 C(@KD) to the k dimensional plane Mk
by r2n; r2n+1 2 Hk2n; Hk2n+1 and g 2 C(@KD \Mk), respectively we have g = limn!1(r2n + r2n+1) uniformly on
@KD \Mk = @D. Since T (a) 2 Z(D) it follows that f(a) = g(T (a)) = 0. This means that a 2 Z(KD) and therefore
Z  Z(KD).
Now consider any a := (a1; :::; ad) 2 @KD nZ: Then T (a) 2 @D nZ(D): Therefore by Theorem 3 we can choose a
function g 2 C(@D) to be even in variable xk such that g(T (a)) > 0 and g = limn!1(r2n + r2n+1) uniformly on @D
for proper r2n + r2n+1 2 Hk2n +Hk2n+1. Since D is symmetric with respect to the last coordinate xk and g 2 C(@D)
is even in variable xk without the loss of generality it can be assumed that r2n and r2n+1 contain only even powers
of xk. With this in mind we clearly have that
hj(x) := rj(T (x)) = rj((x1; :::; xk 1; (x2k + :::+ x
2
d)
1=2)) 2 Hdj ; j = 2n; 2n+ 1; x 2 Rd:
Now setting f(x) = g(T (x)) = 0 it obviously follows that f = limn!1(h2n + h2n+1) uniformly on @KD where
f(a) = g(T (a)) > 0. Thus a 2 @KD n Z(KD) yielding Z(KD)  Z and therefore Z(KD) = Z: 
Corollary 7 Let D be any 0-symmetric star-like domains in Rk; k  2 which in addition is symmetric with respect
to the last coordinate xk. Assume that the density conjecture (??) holds for D. Then the homogeneous approximation
property (??) is true for the domain of revolution KD, as well.
Denote by Bd(x; r) the ball in Rd of radius r centered at x, and let Sd 1 := @Bd(0; 1) be the unit sphere. Given
a 0-symmetric star like domain K we will say that it is locally convex at a boundary point x0 2 @K if Bd(x0; )\K
is convex for some suciently small  > 0. Now consider the set of all non locally convex points of @K given by
@K := fx 2 @K : Bd(x; ) \K is not convex for any  > 0g:
In case when K  Rd is a 0-symmetric star like polytope its boundary is a subset of a nite union of d 1 dimensional
hyper planes in Rd and @K is the union all "inner" d 2-dimensional faces of the polytope K. Recall that by Varju's
theorem Z(K) = ; if K is convex. Obviously, @K = ; if and only if K is a convex polytope. Now we are going to
show that @K is always contained in the exceptional zero set of the polytope K which in particular implies that
the convexity of the polytope is necessary and sucient for the homogeneous density condition (??) to hold.
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Theorem 8 Let K be a 0-symmetric star like polytope in Rd; d  2. Then @K  Z(K): Consequently, Z(K) = ;
if and only if K is convex.
Proof. Assume that @K 6= ; and consider any x0 2 @K. We claim that for some d   1 dimensional plane L
passing through x0 and the origin we have that x0 2 @KL with KL := K \ L i.e., x0 is a non locally convex point
of @KL; as well. Indeed, let uL 2 Sd 1 be the normal of L and denote by rL the radius of the largest ball in L so
that Bd 1(x0; rL) \KL is convex. Obviously, rL : Sd 1 ! R+ is a continuous nonnegative function whose domain
is a compact subset of Sd 1 which therefore attains its minimum r0. If r0 > 0 then clearly Bd(x0; r0)\K is convex,
in contradiction with x0 2 @K. Thus rL = 0 for some d   1 dimensional plane L and proceeding by induction it
follows that there exists a 2-dimensional plane L2 containing x0 and the origin, so that setting K2 := K \ L2 we
have x0 2 @K2 , i.e., x0 2 @K2 is an inner vertex of the polygon K2. Thus without the loss of generality we may
assume that for the polygon K2  R2 we have [A;x0] [ [x0; B]  @K2 with some
x0 = (0; d); A = ( ; a); B = (; b);  > 0; a > d > 0; b > d > 0:
Assume now that contrary to the claim of the theorem x0 =2 Z(K). Consider the function f(x) := dist(x; Z(K)) 2
C(Rd). Note that since Z(K) is 0-symmetric the function f is even. Obviously, f = 0 on Z(K) and hence by
Theorem 3 there exist h2n 2 H22n such that f = limn!1 h2n uniformly on @K2. Furthermore since x0 =2 Z(K) we
have f(x0) > 0 for this x0 2 @K2. Then h2n 2 H22n are uniformly bounded on @K2, i.e. kh2nk@K2  M; 8n with
some M > 0 and jh2n(x0)j > f(x0)2 > 0 for n suciently large. Set now xt := (t; d). Then by the star like property
of K2 it follows that xt 2 K2 whenever 0  jtj  t0 with a suciently small t0. Furthermore, with some t > 1 we
have that yt = txt 2 [x0; B]. Then it is easy to see that jxt ytj  ct with some c > 0, i.e., t > 1+c1t; 0  t  t0:
Thus we obtain for h2n 2 H22n and yt = txt 2 [x0; B]  @K2
jh2n(xt)j = jh2n( 1t yt)j =  2nt jh2n(yt)j M(1 + c1t) 2n Me c2nt; 0  t  t0:
Repeating the same argument for the segment [A;x0]  @K2 yields with some c3 > 0
jh2n(xt)j Mec3nt;  t0  t  0:
Thus combining the last two estimates we obtain with some C > 0
jh2n(xt)j Me Cnjtj; jtj  t0;
where evidently h2n(xt) = h2n(t; d) := p2n(t) is a univariate algebraic polynomial of degree at most 2n satisfying
p2n(0) = h2n(0; d) = h2n(x0) >
f(x0)
2
> 0:
Thus univariate polynomials q2n(t) := p2n(0)
 1p2n(t) will satisfy the conditions
q2n(0) = 1; jq2n(t)j  C1e Cnjtj; ; jtj  T; ; n 2 N;
with C1 :=
2M
f(x0)
: But this rate of decrease of polynomials q2n contradicts a fundamental result on fast decreasing
polynomials proved by Ivanov-Totik [?] because it is shown in [?] that q2n(0) = 1; jq2n(t)j  C1e Cn(t); jtj 
T; n 2 N can hold with some  if and only if R 1
0
t 2(t)dt < 1: Thus @K  Z(K) which is the rst statement of
the theorem. In particular this also implies that Z(K) 6= ; if K is not convex. This together with Varju's result for
convex polytopes yields the second claim of the theorem. 
6 New classes of convex and star like domains satisfying the density
property
In this nal part of the paper we will provide various applications of the results from previous sections which lead
to essentially new types of convex or star like domains for which the the homogeneous approximation property (??)
is fullled.
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A. "Nowhere convex" star like domains with homogeneous approximation property. As it was mentioned above in
[?] the authors considered the density of bivariate homogeneous polynomials on the non convex L sphere given by
K := f(x; y) 2 R2 : jxj + jyj  1g; 0 <  < 1; (12)
and veried that f(x; y) is a uniform limit on @K of sums h2n + h2n+1 of homogeneous polynomials if and only if
f(1; 0) = f(0;1) = 0: This means that the exceptional zero set of this domain is given by
Z(K) = f(1; 0); (0;1)g; 0 <  < 1:
Clearly we can also rotate K by

2 and consider the domain
K := f(x; y) 2 R2 : jx+ yj + jx  yj  2=2; 0 <  < 1;
for which the exceptional zero set consists of the four points
Z(K) = f(1=
p
2;1=
p
2)g; 0 <  < 1:
Now consider the intersection of the above domains given by

 := K \K = f(x; y) 2 R2 : jxj + jyj  1 and jx+ yj + jx  yj  2=2g; 0 <  < 1:
Evidently, Z(K) \K = ; and Z(K) \K = ;. Thus it follows by Corollary 5 that Z(
) = ;, and hence the
homogeneous approximation property (??) holds for @
. It is interesting to note that the star like domain 
 is
"nowhere convex" in the sense that discs of arbitrarily small radius centered at any point of @
 have a non convex
intersection with the interior of the domain. Thus we obtain "nowhere convex" star like domains which nevertheless
satisfy the required approximation property.
B. Bodies of revolution. As it was mentioned in Section 2 circular cones are not covered by the known sucient
conditions for density of homogeneous polynomials. Applying Corollary 7 of the previous section for the simplex
D = fx 2 Rk : jx1j+ :::+ jxkj  1g; k  2
which of course satises Z(D) = ; we obtain by Corollary 7 that the homogeneous approximation property (??)
holds for circular cones which are obtained by a rotation of D given by
KD = fx 2 Rd : jx1j+ :::+ jxk 1j+ (x2k + :::+ x2d)1=2  1g; d  k + 1:
Furthermore, when d = 3 it is easy to see that for any convex body of revolution in R3 the homogeneous approximation
property (??) holds. This follows from the fact that (??) holds on the boundary of every convex 0-symmetric domain
in R2 so applying Corollary 7 we obtain that the same is true for all convex bodies of revolution in R3; i.e., we have
the next
Corollary 9 Let D be any 0-symmetric convex body of revolution in R3: Then the homogeneous approximation
property (??) holds on @D:
C. Exceptional zero sets of minimal cardinality. Since every exceptional zero set is symmetric with respect to the
origin any nonempty exceptional zero set must consist of at least 2 points. Do there exist such minimal sets in Rd?
For the domain K  R2 given by (??) its exceptional zero set Z(K) contains 4 points (1; 0); (0;1). Clearly
rotating K and setting
  := fx 2 Rd : jx1j + (x22 + :::+ x2d)=2  1g; 0 <  < 1;
it follows by Theorem 6 that
Z( ) = (1; 0; :::; 0) [ f(0;y);y 2 Sd 2g:
Now consider the ellipse
E := fx 2 Rd : x21 + 2(x22 + :::+ x2d)  1g
and its intersection with   given by
 := fx 2 Rd : jx1j + (x22 + :::+ x2d)=2  1 and x21 + 2(x22 + :::+ x2d)  1g:
Since Z(E) = ; and Z( ) \ E = (1; 0; :::; 0) it follows by Theorem 4 that Z() can contain only the pair of
points (1; 0; :::; 0): Moreover similarly to [?], Proposition 5 it can be shown that f(1; 0; :::; 0)g  Z(); we omit
the details. Thus Z() = f(1; 0; :::; 0)g which provides the desired example of nonempty exceptional zero set
consisting of 2 points.
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