Iron-sulfur complexes play an important role in biological processes such as metabolic electron transport. A detailed understanding of the mechanism of long range electron transfer requires knowledge of the electronic structure of the complexes, which has traditionally been challenging to obtain, either by theory or by experiment, but the situation has begun to change with advances in quantum chemical methods and intense free electron laser light sources. We compute the signals from stimulated X-ray Raman spectroscopy (SXRS) and absorption spectroscopy of homovalent and mixed-valence 1 arXiv:1908.05802v1 [physics.chem-ph]
[2Fe-2S] complexes, using the ab initio density matrix renormalization group (DMRG) algorithm. The simulated spectra show clear signatures of the theoretically predicted dense low-lying excited states within the d-d manifold. Furthermore, the difference in signal intensity between the absorption-active and Raman-active states provides a potential mechanism to selectively excite states by a proper tuning of the excitation pump, to access the electronic dynamics within this manifold.
Iron-sulfur (Fe-S) complexes are pervasive in Nature. [1] [2] [3] The most common motifs in- upon receiving or donating electrons. However, unlike in many other biological systems, the detailed mechanism of electron transfer involving Fe-S clusters is not well understood at the molecular level. This is often attributed to the rather complicated electronic structure of these clusters. 4 Spectroscopic and magnetic susceptibility studies [5] [6] [7] [8] established early on that in these complexes, each iron atom can be formally viewed as a high-spin ferric iron with S = 5/2 or ferrous iron with S = 2, coordinated to four sulfur atoms (either from the thiolate or bridge sulfide) in a (distorted) tetrahedral environment. The ground states of these Fe-S clusters are formed by antiferromagnetically coupled Fe(III)-Fe(III) and Fe(III)-Fe(II) pairs, respectively, which leads to a diamagnetic S = 0 state for the homovalent dimer and a S = 1/2 state for the mixed-valence dimer which has a clear electron paramagnetic resonance (EPR) signature. 5, 6 Similar electronic features have been widely observed in a variety of synthetic analogs of [2Fe-2S] clusters. [9] [10] [11] While these basic features can be described by the Heisenberg double exchange model 12, 13 in combination with broken-symmetry density functional theory (BS-DFT), [14] [15] [16] [17] more recent theoretical work 18, 19 has shown that the excited state spectrum is much more involved and cannot be described by this simple approach.
Instead, using the ab initio density matrix renormalization group (DMRG) algorithm,
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it has been shown that the low-energy spectrum is very dense due to the presence of a large number of d-d excited states arising from both orbital transitions and spin recouplings.
Indirect experimental evidence of the dense low-energy manifold has recently been obtained using iron L-edge 2p3d resonant inelastic X-ray scattering (RIXS). Simulation of stimulated X-ray Raman (SXRS) signals We shall calculate the stimulated X-ray Raman spectroscopy signals using the minimal coupling Hamiltonian rather than the multipolar Hamiltonian. The minimal coupling field-matter interaction Hamiltonian is given
where we work in atomic units andĵ(r) andσ(r) are the current and charge density operators, respectively, and A(r) is the vector potential. The currentĵ(r) and charge densitŷ σ(r) operators are defined aŝ
whereψ ( †) (r) is the electron field annihilation (creation) operator, which satisfies the Fermi anti-commutation relation {ψ(r),ψ † (r )} = δ(r − r ). The vector potential is written as a field mode expansion
is the photon field boson annihilation (creation) operator for mode j, Ω the field quantization volume, and (λ j ) (k j ) the polarization vector. In the minimal-coupling
Hamiltonian, the exact light-matter coupling can be obtained by the substitutionp → p − eÂ, wherep is the electronic momentum operator. The matter property enters through the currentĵ(r) and charge densityσ(r) operators, and the light property through the vector potentialÂ. In this formalism, an off-resonant Raman process is described by the transition charge density (TCD) σ ij (r), which can be calculated as a transition property between the states i and j. A resonant transition is described by the transition current density j ij (r). In the multipolar Hamiltonian, on the other hand, the off-resonant Raman transition between the states i and j is described by the transition polarizability α ij , which requires additional computational cost to sum over all the relevant intermediate electronic states k. The minimal-coupling Hamiltonian approach is, therefore, more suitable for the calculation of an off-resonant Raman process than the multipolar Hamiltonian. Simulation of hard X-ray spectroscopy also requires a description of the spatial variation of the field across the molecular sample, and this is also most suited to being calculated in the minimalcoupling formalism.
In the setup shown in Fig. 1 , two X-ray or UV pulses with a controlled delay T are incident on a sample ( Fig. 1(a) ) and induce two Raman processes ( Fig. 1(b) ). The signal is measured as a function of T and then Fourier transformed to obtain a spectrum which reveals the valence manifold. Fig. 1(c) gives the ladder diagram of the signal.
By neglecting the j · A term, which dominates resonant scattering, the off-resonant heterodyne signal is defined as the time-integrated rate of change of photon number of the field mode occupied by the heterodyne pulse A s2 ( Fig. 1c )
where the number operator for the photon mode with heterodyne fieldN s2 = a † s2 a s2 and a
is a photon annihilation (creation) operator in the s2 field mode. Computing the commutator
] then gives the signal as
where k s is the wavevector of the signal field. A p2 (r, t) and A * s2 (r, t) are the probe field and its scattered field, respectively as shown in Fig. 1(c) . Similarly, the pump fields to create a |g e| coherence are labelled A p1 (r, t) and A * s1 (r, t) as in the Figure. The off-resonant SXRS is obtained by expanding eq. 6 to second order in σA 2 and keeping the terms corresponding to the process in Fig. 1 (c),
The incoming fields have a plane wave form A pi (r i , t i ) = A pi i e i(k pi ·r−ω pi t) where A pi is the field amplitude, i its polarization, k pi its wavevector and ω pi its frequency. The signals are computed for the X, Y , Z incoming pulse directions. The two-point correlation function of charge densities in eq. 7, σ(r 2 , t 2 )σ(r 1 , t 1 ) can be dissected into two contributions: a twomolecule contribution and a one-molecule one. The first term gives rise to a structure factor as a prefactor that vanishes in the absence of order. The one-molecule contribution does not vanish upon rotational averaging and is the expression used for gas, liquid phase or single molecule scattering. Note that our simulations will assume an oriented single-molecule (the relative orientation with the fields is shown in Fig 1(a) ). This single-molecule orientation in the gas phase may be prepared by an extra aligning pulse prior to an SXRS measurement. To describe gas or liquid phase signals without molecular ordering, rotational averaging should otherwise be performed. Some structural information will be lost upon rotational averaging over such randomly oriented molecules, but the main spectral features should be similar.
After expanding the matter correlation function in eigenstates, assuming that all incoming pulses have the same polarization we obtain
where Ω is the Fourier variable conjugate to the time delay T , σ ge (q) is the Fourier transform of the transition charge density σ ge (r), the momentum transfer q i = k si − k pi , and the dephasing rate Γ eg = 0.014 eV,. In the long wavelength limit we have
The first term vanishes by the definition of the transition charge density. The magnitude of the difference between the in the second term (k si − k pi ) is small compared to that of the product appearing in the last term (k si · k pi ) and can thus be neglected. We then obtain for the effective transition charge density.
where si and pi are the direction of propagation of the ith probe and the scattered fields, respectively. The effective TCD α eg no longer depends on r since we have made the longwavelength approximation. The signal in eq. 8 is given by
In this paper, we take all the pulse propagation axes si and pi the same for the SXRS signal, either X, Y, or Z axis shown in Fig. 1 .
The absorption spectrum S L was calculated from the transition dipole moment µ eg between states g and e, transition frequency ω eg , and the dephasing rate Γ eg = 0.014 eV, with the terminal groups simplified to methyl groups in order to reduce computational cost.
The protocol for preparing active space orbitals described in Ref. 31 dimer with S = 1/2 are summarized in Table 1 and Fig. 2(a For the next 10 higher energy excited states, the average changes were larger (-0.28 eV and -0.23 eV, respectively) although the qualitative features of the states remained unchanged.
As shown in Fig. 2(a) , our results for the relative energies of the lowest 10 states of the mixed-valence dimer is in agreement with our previous results. Nature of the low-lying excited states Before presenting the simulated spectra, we first analyze the nature of the low-lying excited states, which gives some basic insight into the electronic structure of the low-lying states. Figure 2 To analyze the excited states, in Table 1 , the values of tr[γ † γ], where γ is the oneparticle transition density matrix defined as (γ ge ) pq = Ψ g |a † p a q |Ψ e , are listed for each excited state. Significant deviation of this value from one is a sign that multiple (instead of single) excitations are involved in |Ψ e . [41] [42] [43] (In the single-reference case, the above statement is exactly true, because if Ψ g is described by a Slater determinant and |Ψ e is described at the level of CIS (configuration interaction singles), the corresponding value is precisely one, i.e., tr[γ † γ] = 1). As shown in Table 1 , a common feature for the low-lying excited states in both
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Fe-S clusters is that they all contain substantial multiple excitation character. In particular, the excited states in the second band of the ferric-ferrous dimer can even be considered to be dominated by multiple excitations, which is also the case for the 8th and 9th excited states in the first band. Figure S5 shows the HNTOs and ENTOs for the ferric-ferric dimer. We find that the TCDs (see Figure S4(a) ) for all excited states are mostly contributed by LMCT and dd excitations with both local and charge-transfer character. This is consistent with the findings from analyzing charge density differences and the observation that the low-lying excited states in this complex contain a relatively larger amount of single excitation character than multiple excitation character (see Table 1 ). For the ferric-ferrous case, Fig. S6 shows that the TCDs (see Figure S4 Conclusions In this work, we employed the high-level ab initio DMRG algorithm to calculate the low-lying electronic states of [2Fe-2S] dimers in different oxidation states. Consistent with earlier proposals, the reduced dimer exhibits very low-energy electronic excitations below visible wavelengths. Using the excited states and the transition charge densities, we simulated the off-resonant SXRS and absorption signals of the dimers. We find significant differences in signal intensity between the absorption-active and the Raman-active states of the iron-sulfur dimers along one of the axes of incidence, providing a novel means to access previously dark states. This difference in signal intensity also allows for the selective excitation of excited states by a proper tuning of the excitation bandwidth, thus probing different types of dynamics following the preparation of an initial electronic superposition. This will be a topic of future work.
