Abstract: We study the asymptotic expansion for the Landau constants G n
Introduction and statement of results
A century ago, it was shown by Landau [7] that if a function f (z) is analytic in the unit disc, such that |f (z)| < 1, with the Maclaurin expansion f (z) = a 0 + a 1 z + a 2 z 2 + · · · + a n z n + · · · , |z| < 1, then it holds |a 0 + a 1 + a 2 + · · · + a n | ≤ G n , n = 0, 1, 2, · · · , where G 0 = 1 and
for n = 1, 2, · · · , and the equal sign can be attained for each n. The constants G n are termed Landau's constants; see, e.g., Watson [15] .
Efforts have been made to approximate these constants from the very beginning. Indeed, Landau himself [7] has worked out the large-n behavior G n ∼ 1 π ln n, as n → ∞; see also Watson [15] .
Since then, the approximation of G n goes to two related directions. One is to find sharper bounds of G n for all positive integers n, and the other is to obtain large-n asymptotic approximations for the constants.
Sharper bounds
Many authors have worked on the sharp bounds of G n . For example, in 1982, Brutman [2] obtains 1 + π −1 ln(n + 1) ≤ G n < 1.0663 + π −1 ln(n + 1), n = 0, 1, 2, · · · .
The result is improved in 1991 by Falaleev [4] to give 1.0662 + π −1 ln(n + 0.75) < G n ≤ 1.0916 + π −1 ln(n + 0.75), n = 0, 1, 2, · · · .
In 2000, an attempt is made by Cvijović & Klinowski [3] to use the digamma function ψ = Γ ′ /Γ (see, e.g., [13, p.136 
, (5.2.2)]). They prove that
c 0 + π −1 ψ(n + 5/4) < G n < 1.0725 + π −1 ψ(n + 5/4), n = 0, 1, 2, · · · , and 0.9883 + π −1 ψ(n + 3/2) < G n < c 0 + π −1 ψ(n + 3/2), n = 0, 1, 2, · · · , Inequalities of this type are revisited in a 2002 paper [1] of Alzer. In that paper, the problem is turned into the following: to find the largest α and smallest β such that c 0 + π −1 ψ(n + α) ≤ G n ≤ c 0 + ψ(n + β) for all n ≥ 0.
The answer is that α = 5/4 and β = ψ −1 (π(1 − c 0 )) = 1.2662 · · · , appealing to the complete monotonicity of ∆G n .
In 2009, Zhao [19] starts seeking higher terms in the bounds. A formula in [19] , holding for all positive integer n, reads ln(16n) + γ − 1 4n + 5 192n 2 < πG n−1 < ln(16n) + γ − 1 4n + 5 192n 2 + 3 128n 3 .
(1.2)
Several authors have made improvements. In a 2011 paper [9] , Mortici gives an inequality of the above type involving higher order term 1/n 5 . A 1/n 7 term is brought in by Granath in a recent paper [5] in 2012.
It seems possible to obtain sharper bounds involving terms of higher and higher orders. Accordingly, difficulties may arise. The case by case process of taking more and more terms might be endless.
Asymptotic approximations
Most of the above inequalities can be used to derive asymptotic approximations for G n . Such approximations can also be obtained by employing integral representations, generating functions and relations with hypergeometric functions; see, e.g., [8] . Indeed, back to Watson [15] , a formula of asymptotic nature is derived by using a certain integral representation:
for large n and positive integer m. Theoretically, an asymptotic expansion can be extracted from (1.3) by substituting the large-n expansions of Γ and ψ into it. In fact, Waston obtains
We skip to some very recent progress in this direction. In the manuscript [6] , Ismail, Li and Rahman derive a complete asymptotic expansion for the Landau constants G n , using the asymptotic sequence n!/(n + k)!. The approach is based on a formula of Ramanujan, which connects the Landau constants with a hypergeometric function.
Several relevant papers are worth mentioning. In [11] , Nemes and Nemes derive full asymptotic expansions using a formula in [3] . They also conjecture a symmetry property of the coefficients in the expansion. The conjecture has been proved by G. Nemes himself in [10] . Proposition 1. (Nemes) Let 0 < h < 3/2. The Landau constants G n have the following asymptotic expansions
as n → +∞, where the coefficients g k (h) are certain computable constants that satisfy
As an important special case, Nemes [10] has further proved that πG n ∼ ln(n + 3/4) + γ + 4 ln 2 + ∞ s=1 β 2s (n + 3/4) 2s , n → ∞, (1.5) where the coefficients (−1) s+1 β 2s are positive rational numbers.
The argument in [10] is based on an integral representation of G n involving a Gauss hypergeometric function in the integrand. While in [8] , the authors of the present paper study this asymptotic problem by using an entirely different approach, starting from an obvious observation that the Landau constants satisfy a difference equation 6) as can be seen from the explicit formula (1.1), where
By applying the theory of Wong and Li for second-order linear difference equations [17] to (1.6), the general expansion in (1.4) is obtained, and the conjecture of [11] is also confirmed. An advantage of this approach, compared with the previous ones, is that all coefficients in the expansion are given iteratively in an explicit manner.
A question and numerical evidences
As pointed out in [8] , the case corresponding to (1.5) is numerically efficient since all odd terms in the expansion vanish. We will find that this expansion in terms of n + 3/4 is even more special, both from asymptotic and sharper bound points of view.
From (1.5), as suggested by the alternating signs and by numerical calculations, there is a natural question as follows: Question 1. Is the error due to truncation of (1.5) bounded in absolute value by, and of the same sign as, the first neglected term? Or, more precisely, do we have the following? 7) where N = n + 3/4, and
Recalling that (−1) s+1 β 2s are positive, it is readily seen that a positive answer to (1.7) is equivalent to ε 2k (N ) < 0 and ε 2k−1 (N ) > 0 (1.9) for all k = 1, 2, 3, · · · and n = 0, 1, 2, · · · .
The question reminds us of an earlier work of Shivakumar and Wong [14] , where an asymptotic expansion is obtained for the Lebesgue constants associated with the polynomial interpolation at the zeros of the Chebyshev polynomials, and the error in stopping the series at any time is shown to have the sign as, and is in absolute value less than, the first term neglected. Similar discussion can be found in, e.g., Olver [12, p.285 ], on the Euler-Maclaurin formula.
Numerical experiments agree with (1.7). The functions
, are depicted in Figure 1 for the first few n. 
Statement of results
In the present paper, we will justify (1.9). In fact, we will prove the following theorem.
for l = 1, 2, 3, · · · and n = 0, 1, 2, · · · , where ε l (N ) is defined in (1.8), the coefficients β 2s are determined iteratively in (2.4) below.
The above theorem has direct applications both in asymptotics and sharp bounds. In asymptotic point of view, we can obtain error bounds which in a sense are optimal. To be precise, we have the following. Theorem 2. The error due to truncation of (1.5) is bounded in absolute value by, and of the same sign as, the first neglected term for all nonnegative n. That is,
for l = 0, 1, 2 · · · and n = 0, 1, 2, · · · , where N = n + 3/4.
The error bound in (1.11) is the first neglected term in the asymptotic expansion, and hence is optimal and can not be improved. The inequalities in (1.11) can be derived from Theorem 1 by noticing that ε l (N ) = β 2l /N 2l + ε l+1 (N ), as can be seen from (1.8).
Another application of Theorem 1 is the construction of sharp bounds up to arbitrary orders.
The inequalities in (1.12) are understood as sharp bounds on both sides up to arbitrary orders. In a sense, the bounds are optimal and can not be improved.
The first few coefficients β 2s are listed in Table 1 
Proof of Theorem 1
The proof is based on the difference equation (1.6) and an approximation of the coefficients β 2s . To justify Theorem 1, several lemmas are stated, and all, except one, are proved in the present section. While the validity of Lemma 2 is the objective of the next section.
The coefficients β s in (1.5)
Write the difference equation (1.6) in the symmetrical form
in which N = n + 3 4 for n = 0, 1, 2, · · · . As mentioned earlier and as in the previous paper [8] , the Landau constants w(N ) = G n solves (2.1), having an asymptotic expansion
and the coefficients are determined by a formal substitution of (2.2) into (2.1); see Wong and Li [17] . The following result then follows:
, the coefficients β s in expansion (2.2) fulfill
and
In addition, it holds
Part of this lemma ( (2.3) and (2.7) ) has been proved in Nemes' recent paper [10] . Part of it, namely (2.3), and an equivalent form of (2.4), has been proved in our earlier paper [8] . Following Wong and Li [17] , (2.3) and (2.4) can be justified by substituting (2.2) into (2.1), expanding both sides in formal power series of 1/N , and equalizing the coefficients of the same powers.
It is readily seen that all d j,s > 0 for l ≥ 1 and s ≥ l + 1, and d 0,s > 0 for s ≥ 2.
Analysis of R l (N)
Here,
with the error term ε l (N ) being given in (1.8), and N = n + 3/4.
There are several facts worth mentioning. It is readily seen from (1.8) that πG n − (γ + 4 ln 2) satisfies the difference equation (2.1), and can then be removed from R l (N ) in (2.8). If we write x = 1/N , then the logarithmic singularity at x = 0 is also cancelled in R l (N ). Therefore, each R l (N ) is an analytic function in x for |x| < 1. Hence the asymptotic expansion for R l (N ), in descending powers of N , is actually a convergent Taylor expansion in x,
where
for s ≥ l + 1, with the leading coefficient r l,l+1 = 4l 2 β 2l ; cf. (2.4).
For later use, we estimate the ratio of the consecutive coefficients β 2s . To this end, we introduce a sequence of positive constants ρ 0 = 1, and
We shall use the following lemma and leave its proof to Section 3 below.
Now we proceed to analyze R l (N ) (sometimes denoted by R l (x), understanding that x = 1/N ), so as to show that R l (x)/β 2l ≥ 0 for x ∈ [0, 1). More precisely, we prove a much stronger result, as follows:
Lemma 3. For l = 1, 2, · · · and N = n + 3/4 with n = 1, 2, · · · , we have
where r l,s are given in (2.9) and (2.10).
Proof: The lemma can be proved by using induction with respect to l. Initially, we have
Since d 0,s > 0 for s = 2, 3, · · · ; cf. (2.6), we see that (2.13) holds for l = 1.
In view of the fact that β 2 = 11 192 ; cf. Table 1 , it is readily verified that
with all coefficients r 2,s being negative. Indeed, in view of (2.5) and (2.6), we have
for s ≥ 3. Thus (2.13) holds for l = 2.
Similarly, we can verify (2.13) for l = 3, recalling that β 4 = − 1541 122880 ; cf. Table 1 . Assume that for l ≤ k, it holds (−1) l+1 r l,s > 0 for s ≥ l + 1. From (2.10), we can write
for s ≥ k + 3. To show that (2.13) is valid for l = k + 2, it suffices to show that
for s ≥ k + 4 since the validity of (2.13) for (l, s) = (k + 2, k + 3) is trivial. This is equivalent to show that 
The last inequality holds since A > 8B.
From (2.12) in Lemma 2, it is readily verified that
for k ≥ 1. Then (2.15) holds for s ≥ k+4, and it follows that (−1)
. Accordingly, from (2.14) we see that (2.13) holds for l = k+2. This completes the proof of Lemma 3.
Proof of Theorem 1
Now Lemma 3 implies that (−1) l+1 R l (N ) > 0 for all l and all N = n + 3/4.
To show thatε l (N ) := (−1) l+1 ε l (N ) > 0 for all N , we note first thatε l (N ) =
as N → +∞. Henceε l (N ) > 0 for N large enough. Now assume that (1.10) is not true. Then there exists a finite M defined as
The later terms on the right-hand side are non-negative, hence we obtain
which implies thatε
Using (2.8) again for N = M + 2, we have
A combination of the previous two inequalities gives
In general, we obtainε
by induction. From the equalities in (2.16), (2.17) and (2.18), we conclude that
This contradicts the definition of M . Thus we have proved Theorem 1.
Proof of Lemma 2
The idea is simple: to approximate the coefficients β 2s , and then to work out the ratio β 2s /β 2s+2 . Yet the procedure is complicated.
A brief outline of the proof is as follows: In Section 3.1, we bring in an ordinary differential equation (3.10) with a specific analytic solution v(z), of which ρ k = (−1) k+1 β 2k (2k−1)! are coefficients of the Maclaurin expansion. The function v(z) is then extended, in Section 3.2, and via the hypergeometric functions, to a function analytic in the cut-strip {z | − 4π < Re z < 4π, z ∈ {(−∞, −2π] ∪ [2π, +∞)}}. An integral representation is then obtained by using the Cauchy integral formula, and the integration path is deformed based on the analytic continuation procedure. In Section 3.3, the integral is spilt, approximated, and estimated, and hence bounds for ρ k on both sides are established in (3.25) for all k ≥ 10. Eventually, in Section 3.4, an upper bound for ρ k /ρ k+1 is obtained for all non-negative integer k.
Differential equation
In terms of ρ s defined in (2.11), namely, ρ 0 = 1 and
for l = 1, 2, · · · , where c l,l+1 = 1 2! , and
for k = 1, 2, · · · l − 1 and l = 1, 2, · · · . It can be verified from (2.6) that c 0,l+1 = d 0,l+1 8l 2 (2l−1)! also takes the same form, that is, (3.2) is also valid for k = l, l = 1, 2, · · · .
The idea now is to approximate ρ s , and then to estimate the ratio ρ s /ρ s+1 . 
Summing up
In view of (3.2), it is readily verified by summing up the series that
Also we have, for k = 1, 2, · · · ,
Substituting (3.4) and (3.5) into (3.3), we obtain an equation
Remark 1. The existence of u(x) defined above and the validity of (3.3) can be justified by showing that |ρ k | ≤ M 0 /δ 2k for all positive integers k, M 0 and δ being positive constants. Indeed, from (3.2) it is readily seen that |c l−k,l+1 | ≤ 1 (2k)! for k = 1, 2, · · · , l. Now we assume that |ρ k | ≤ M 0 /δ 2k for k < l, where δ is small enough such that 2(cosh δ − 1) < 1. Then, by using (3.1) we have
Hence we have |ρ l | ≤ M 0 /δ 2l by induction.
Applying the operator d dx x d dx to both sides of (3.6), we see that u(x) solves the second order differential equation
in a neighborhood of x = 0, with initial conditions u(0) = 1 and u ′ (0) = 0.
In the next few steps we derive a representation of u(x) for later use. First, substituting
in a neighborhood of x = 0, with
It is shown in Remark 1 that u(x) is analytic at the origin. So is v(x); cf. (3.9) . What is more, near x = 0, the function v(x) can be represented as a hypergeometric function. Indeed, a change of variable t = 1 − cos x 2 = sin 2 x 2 turns the equation into the hypergeometric equation
Taking the initial conditions into account, it is easily verified that 12) initially at x = 0, and then analytically extended elsewhere; cf. [13, (15.2.1) ]. The second equality follows from a quadratic hypergeometric transformation; see [13, (15.8.18) ].
Analytic continuation
Well-known formulas for hypergeometric functions include Now we proceed to consider (3.10) with complex variable z. It is worth noting that the solution v(z) we seek is an even function. So we restrict ourselves to its analytic continuation on the right-half plane Re z > 0. To this aim, we define
We see that t = sin 2 z 4 maps the strip −2π < Re z < 2π duplicately and analytically onto the cut-plane t ∈ C\[1, +∞). The same is true for 2π < Re z < 6π. Hence from (3.12) we have the analytic continuation v(z) = f (z) for −2π < Re z < 2π. Moreover, from (3.14) it is readily seen that the function f (z), defined and analytic in the disjoint strips, satisfies f (z) = f (z − 4π) for Re z ∈ (2π, 6π).
Careful treatment should be brought in here, since there is a logarithmic singularity of v(z) at the boundary point z = 2π, as we will see later, and as can be seen from the equation (3.10): z = 2π is one of the nearest regular singularities, and the indicial equation has a double root 0 there.
Next, we extend the domain of analyticity of v(z) beyond the vertical line Re z = 2π. To do so, we recall the jump along the branch cut of the hypergeometric function
Applying (3.15) to f (z) defined in (3.14), a careful calculation yields
where use has been made of the fact that t = sin Summarizing the above, we have an analytic function in the cut-strip {z | 0 ≤ Re z < 4π, z ∈ [2π, +∞)}, defined as follows:
The value at Re z = 2π, Im z = 0 is obtained by taking limit.
At last, we confirm that there is a logarithmic singularity at z = 2π, a regular singularity of (3.10). Indeed, following the derivation from (3.10) to (3.11), we see that all solutions to (3.10) takes the form
cf. Wong [16, (2.1.24)], where w 2 (z) andw 2 (z) are specific single-valued analytic functions at z = 2π, A and B are constants, and w 1 (z) = f (z − 2π) is an analytic solution of (3.10) at z = 2π. The function v(z) in (3.16) is such a solution, and, what is more, with B = − 1 π , as can be seen by comparing the jumps along (2π, 3π). Accordingly, we may write
for 0 < Re z < 4π, with v A (z) being analytic in the strip, and the branch of logarithm being chosen as arg(2π − z) ∈ (−π, π).
where Γ v is the right-half vertical part Re z = 3π, and Γ l is the remaining right-half Γ, consisting of an circular part around z = 2π, and a pair of horizontal line segments joining the circle with the vertical line; compare Figure 2 for the curves and the orientation.
We will show that the main contribution to ρ k , when k is not small, comes from I l . Estimates will be obtained with full details. We do the calculation case by case.
First, we estimate v(z) for Re z = 3π. It is readily seen that t = sin ∈ (−π/2, 0) for y ∈ (0, ∞), and (1 − st)
Accordingly, from (3.13) and (3.14) we have
Noting that arg f (3π + iy) ∈ (−π/2, 0) for y > 0, and that f (π + iy) = f (3π + iy), Substituting all above into (3.16), we have
Similar argument shows that the equality holds for y ∈ R.
Hence, we conclude from (3.16) and (3.19) that
This time, v A (z) is analytic in a domain containing Γ l . It is readily seen that only the simple pole z = 2π contributes to I a . More precisely, applying the residue theorem we have
Here v A (2π) can be obtained by substituting z = 2π − ε into (3.16) and (3.17), and taking limit
where t = sin 
Adding up all these gives (3.21). Thus we have
differentiation, we see that
is monotone increasing for 2π < z ≤ 3π, or correspondingly, t = sin
see [13, (15.4.28) ]. Also, one has
Hence an appropriate choice of M f is
We proceed to evaluate the crucial part
of which the integrand has a pole z = 2π, coinciding with the logarithmic singularity. To treat such kind of singularities, we appeal to the idea of Wong and Wyman [18] .
For simplicity we re-scale the variable τ = To extract the main contribution, we further split the exponent in the integrand. Indeed, we see that
where the function
is analytic in a neighborhood of [0, 1/2], thus the integration path collapses to the lower and upper edges of [0, 1/2], and its bound M ϕ can be obtained by noticing that
≤ (e − 1)(kτ )e −2(kτ ) ≤ e − 1 2e .
While for
Thus we may chose
, which does not depend on k.
The remaining piece would turn out to be of the most significance. Indeed, a change of variable s = 2kτ makes Hence we can write for k ≥ 10.
The ratio
For k ≥ 10, it is readily verified that 8 9 ln(2k + 2) ≥ 2.7475 · · · > 2.4559 − 11 9 × 0.4041 · · · .
Therefore, it follows from (3.25) that
It is easily verified that the inequality holds for all k ≥ 0 by numerical evaluation of the first few ρ k for k = 0, 1, · · · 9, as can be seen from Table 2 : The first few ρ k , k = 0, 2, · · · , 9.
A by-product is that ρ k /ρ k+1 → 4π 2 as k → ∞. Another byproduct of (3.25) and Table  2 is that ρ k > 0 for all k, and thus β 2k having alternative signs, as stated in (2.7).
Discussion
We discuss very briefly a conjecture of H. Granath, of which we were not aware until we almost finish writing the present paper. In [5] , Granath derives an asymptotic expansion πG n−1 ∼ ln(16n) + γ + where a k are 'effectively computable' constants but not explicitly given, except for the first few. The author shows interest in seeking sharp bounds of arbitrary orders. Indeed, denoting
2)
