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ABSTRACT
We present a full analysis of the information content in the joint convergence weak
lensing power spectrum-bispectrum accounting for the complexity of modern weak
lensing large scale structure (LSS) surveys. We developed a high performance code
that allows highly parallelized prediction of the binned tomographic observables and
their joint non-Gaussian covariance matrix accounting for terms up to the 6-point
correlation function and super sample effects. This performance allows us to address
several interesting scientific questions. We find that the bispectrum provides an im-
provement in terms of signal-to-noise ratio (S/N) of about 10% on top of the power
spectrum, making it a non negligible source of information for future surveys. Further-
more, we are capable to test the impact of theoretical uncertainties in the halo model
used to build our observables; with presently allowed variations we conclude that the
impact is negligible on the S/N. Finally, we consider data compression possibilities to
optimize future analyses of the weak lensing bispectrum. We find that, ignoring sys-
tematics, 5 equipopulated redshift bins are enough to recover the information content
of a Euclid-like survey, with negligible improvement when increasing to 10 bins. We
also explore principal component analysis and dependence on the triangle shapes as
ways to reduce the numerical complexity of the problem.
Key words: cosmology: theory - cosmology: large-scale structure of Universe - grav-
itational lensing: weak - methods: analytical - methods: statistical
1 INTRODUCTION
In the coming decades, Large Scale Structures (LSS) surveys will probe the late time Universe with an unprecedented precision,
allowing us to constrain Dark Energy (DE) models. Euclid, the Dark Energy Survey (DES) and the Large Synoptic Survey
Telescope (LSST) are well known examples of missions aiming at this scientific goal (Laureijs et al. 2011; The Dark Energy
Survey Collaboration 2005; LSST Science Collaboration et al. 2009). One of their key probes will be the detection of the weak
lensing signal from distant sources. Unlike galaxy clustering measurements, weak lensing probes the total amount of matter in
the Universe (Bartelmann & Schneider 2001; Kilbinger 2015) giving us unbiased informations on its distribution and evolution
over time. In preparation for future missions, we need to understand the performance of this probe in terms of cosmological
parameter error forecasts, crucially for deviations away from the ΛCDM scenario.
A standard way to extract cosmological information from the matter field, is through the computation of its 2-point
correlation function and associated errors. So far, weak lensing analysis have employed this basic approach, the field of
interest being the projection of the matter field along the line of sight. At low redshift, the non linear evolution of the LSSs
of the Universe skews the distribution of the matter field and the 2-point correlation function is not sufficient for a complete
description of the statistical properties of the field. In order to recover the cosmological information not accessible via standard
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approaches, different technique have been advocated (Carron & Szapudi 2013; Biswas et al. 2010; Pisani et al. 2015; Kratochvil
et al. 2010). In this work, we will exploit the higher order correlation functions of the weak lensing field to catch the missing
cosmological information.
The constraining power of this approach can be addressed either via Fisher forecast, DALI forecast (Sellentin et al. 2014;
Sellentin 2015) or Markov Chain Monte Carlo (MCMC) analysis. In this work, we propose a signal-to-noise ratio (S/N) analysis
as suggested by Tegmark et al. (1997) and already exploited in previous literature (Rimes & Hamilton 2005; Sato et al. 2009;
Takada & Jain 2009; Kayo et al. 2013). The core part of this approach lies in the computation (and inversion) of covariance
matrices to quantify the correlations between different binned modes of the field. As for weak lensing, modern galaxy surveys
will be capable to detect the position of the sources in different tomographic redshift bins probing the time evolution of the
matter field. The complexity of our covariance matrices will be enhanced by the correlations between observables sourced
by galaxies in different bins: with the final set-up considered in our computations, we will compute covariance matrices
with & 104 × 104 elements. Future data analysis based on joint weak lensing power spectrum-bispectrum will require the
manipulation of these matrices. Optimization via the reduction of their dimensionality is an extremely important path to
explore (Heavens et al. 2017). Bearing this idea in mind, we will present possible summary statistics to be applied to both the
power spectrum and bispectrum and we will explore, preliminarily, possible paths to further simplify the complexity of future
forecasts. In order to make these analysis feasible (at least for a small cluster), a smart algorithm has to be developed and we
will provide a broad description of the pipeline we developed in Appendix C, being actually an essential part of this work.
Due to the projection effect, the weak lensing signal is sensitive to very small scales (k ≈ 50 h/Mpc−1) where the linear
theory for the evolution of the matter perturbations can not be trusted to build our observables. Perturbative approaches
(2-loop perturbations theory) starts deviating by more than 1% at scales k ≥ 0.1 h/Mpc−1 at z = 0 (Taruya et al. 2012). We
rather build our observables in the standard halo model framework (Cooray & Sheth 2002) which has been proved to have
a precision of 20% up to scales k ≈ 10 h/Mpc−1 at z = 0 in terms of weak lensing convergence power spectrum and of its
covariance (Kayo et al. 2013). Even if promising, the halo model is not the final theory for dark matter clustering: its precision
might start degrading before reaching the desired scales, assumptions have to be used to build the observables and different
effects can be added or neglected according to their importance for the forecast. Thanks to the high performance of the tool
developed within the present project, we will test the robustness of our forecast against the main uncertainty of the model.
This paper is organized as follows. In Sec. 2, we will introduce our notation for the theory of weak lensing. In Sec. 3 we will
provide the expressions for the observables used in this work (power spectrum and bispectrum of weak lensing convergence)
and for their covariances matrices. We will also list further parameters related to the modelling of the latter. The expressions
provided in this section are meant to be generic: no use of any specific physical model is required. In Sec. 4 we will give a
fast review of the halo model and we will build the three dimensional spectra in this frame: at this point, all the assumptions
and the analytical expressions required for our implementation are in place. Sec. 5 and Sec. 6 contain the core part of this
paper. After introducing the joint signal-to-noise analysis for the power spectrum and the bispectrum, we will respectively
derive our results and analyze the possibility for future data compression via the Principal Component Analysis (PCA) of our
covariance matrices. In Appendix C we will give more insights about the difficulties that need to be faced in order to perform
the analysis behind this work.
The tools we developed extremely flexible and can be applied to different experimental setup. In this work, we will derive
our results according to the specificities of the ESA Euclid mission Laureijs et al. (2011), listed in Appendix A. We will build
our observables in flat sky exploiting the Limber approximation when moving to the statistics of the fields projected along
the line of sight. The good performance of this approximation has been well investigated at the level of power spectra for
weak lensing in Kilbinger et al. (2017): we will assume that this result is reliable also at the level of higher order correlation
functions given that we are interested in the information content at small scales. Verifying these approximations, however, is
an interesting path to follow in future works. We will assume a 6-parameters spatially flat ΛCDM with Ωm = 0.238, Ωb = 0.042,
Ωλ = 0.762, h= 0.732, σ8 = 0.76, ns = 0.958 and we will work in units c = 1. Lengths and masses are respectively measured in
Mpc/h and M/h.
2 WEAK LENSING
The images of far sources are distorted due to the underlying matter distribution. The matter fractional density field δm locally
perturbs the background metric through the Weyl scalar potential. Given this perturbed metric, we can solve the geodesic
equation for a photon emitted in a given angular direction θ at a specific time, and evaluate its angular deviation from an
unperturbed trajectory at every moment. This deviation, is directly related to the first derivative of the Post-Newtonian
gravitational potentials. The magnification of the sources in a redshift bin bi = [zi, zi+1] induced by the cosmological weak
lensing in a given angular direction, can be estimated via the convergence field κ(i) (θ), which is in particular related to the
Laplacian of the potential. The full calculation proves that we can express this field as the line of sight integration of the matter
density contrast, properly convolved with a geometrical kernel which accounts for the position of the sources (Bartelmann &
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Schneider 2001; Kilbinger 2015). Precisely, for sources selected in a redshift bin bi , the convergence reads
κ(i) (θ) =
∫ χui
0
dχW(i) (χ) δm [θ χ, χ] (1)
where χ (z) is the comoving distance and H (z) is the time dependent Hubble factor. The function W(i) (χ) is the aforementioned
kernel for lensing associated to the projected distribution of the sources placed within the ith redshift bin. We express this
last quantity as the convolution of a cosmology (only) dependent function S (zs, z) and a function F (zs, i) which is dependent
on the properties of the survey
W(i) (χ (z)) =
∫ ∞
z
dzs zs F (zs, i) S (zs, z) . (2)
In Eq. 2, z is the redshift that enters in the line of sight integration in Eq. 1 and zs the one of the sources whose contribution
we are considering in the signal. The function S (zs, z), also known as lensing efficiency, is
S (zs, z) = 32Ωm,oH
2
o (1 + z) χ (z)
χ (zs) − χ (z)
χ (zs) (3)
while, F (zs, i) will simply be the expected projected number density of the sources in the ith bin, ni (zs). In a more general
approach, this last function should also account for the photometric errors in the detection of the source positions. Given
the complexity of the computation we will perform, we will omit this contribution assuming we are capable to measure the
realistic position of the sources without any further errors.
3 CORRELATION FUNCTIONS AND COVARIANCE ESTIMATION
3.1 Higher order correlation functions for weak lensing
Convergence maps exhibit large scales correlations that reflect those of the matter field. One of the main results of this work,
will consist of the analysis of the information content of the binned tomographic power spectrum and bispectrum. In Sec.4,
we will show that we will need the correlation functions of the convergence field up to the 6-point one. Indeed, the non linear
gravitational evolution couples different modes of the matter field leading to non vanishing higher order correlation functions.
We define the connected part of the nth order correlation function of the convergence field for different redshift bins in Fourier
space as:
〈κ˜(i1)`1 . . . κ˜
(in)
`n
〉c = (2pi)2 Pi1,...,in(`1,...,`n)δD (`1 + · · · + `n) (4)
where κ˜
(i)
` =
∫
dθ κ(i) (θ) e−i` ·θ is the Fourier transform of the convergence field defined in Eq. 1 and superscripts label the
tomographic bin considered for the sources. By exploiting the definition given in Eq. 1 and assuming the Limber approximation
to express the angular multipoles ` as function of the 3D momenta k ( i.e. k (`, z) = `/χ (z)), the convergence correlation
functions in Fourier space P(n)
i1,...,in
(`1, . . . , `n) can be related to the three dimensional matter poly-spectra P(n)3D (k1, . . . , kn)
through
P(n)
i1...in
(`1, . . . , `n) =
∫ ∞
0
dχ χ2−2n

in∏
iˆ=i1
W(iˆ) (χ)
 P(n)3D (k (`1, χ) , . . . , k (`n, χ)) ≡∫ ∞
0
dχ T (i1, . . . , in; χ) P(n)3D (k (`1, χ) , . . . , k (`n, χ)) . (5)
For consistency with the literature, we will name the 2-, the 3- and the 4-point correlation functions respectively as power
spectrum, bispectrum and trispectrum
Pi j (`) ≡ P(2)i j (`) , (6)
Bi jk (`1, `2, `3) ≡ P(3)i jk (`1, `2, `3) , (7)
Ti jkl (`1, `2, `3, `4) ≡ P(4)i jkl (`1, `2, `3, `4) . (8)
In particular we underline that the power spectrum, due to isotropy and homogeneity of the Universe, will depend only on
the module of the vector `. As for the bispectrum, its dependence on a specific configuration can be easily expressed through
the edges of the triangle. The power spectrum measurements for an actual survey are also affected by intrinsic shape noise.
MNRAS 000, 1–23 (2018)
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Assuming this component to be Gaussian1, we can account for this effect in the following way
Ps.i j (`) = Pi j (`) +
σ2
n¯(i)
δKij . (9)
In the following numerical calculations, we will use the value σ = 0.3 which is representative of the expected Euclid sample
(Amendola et al. 2013) and we will ignore weak lensing systematics like intrinsic alignments, photometric redshift errors,
blending and Point Spread Function (PSF). In Eq. 9, n¯(i) is the expected projected number of sources per unit of solid angle
within the ith redshift.
3.2 Covariance matrix for the observables
As introduced in Sec. 1, our goal is to estimate the cosmological information content of the tomographic binned weak lensing
convergence power spectrum and bispectrum. We will consider all the possible configurations of the sources in the redshift
bins and, for the bispectrum, we will account for all the available triangular configurations. We refer to Appendix A for a
detailed description of the chosen binning for the angular multipole module ` and for the tomographic analysis. To estimate
the covariance matrices of the two observables, we build up on previous results from the literature, with the power spectrum
covariance being studied in (Cooray & Hu 2001; Takada & Bridle 2007; Takada & Jain 2009; Sato et al. 2009) and the
bispectrum covariance being derived in Kayo et al. (2013). We further refer to Kayo & Takada (2013) for the generalization
of these expressions to the lensing tomographic case. In this work, we split the covariance terms in the following way
Cov
[
Pi j (`) , Pi′ j′
(
`′
) ]
= Cov [. . . ]Gauss + Cov [. . . ]NGins + Cov [. . . ]NGssc , (10)
Cov
[
Bi jk (`1, `2, `3) , Bi′ j′k′
(
`′1, `
′
2, `
′
3
)]
= Cov [. . . ]Gauss + Cov [. . . ]NGins + Cov [. . . ]NGssc , (11)
Cov
[
Pi j (`) , Bi′ j′k′ (`1, `2, `3)
]
= Cov [. . . ]NGins + Cov [. . . ]NGssc . (12)
In Eq.s 10-12, we label as Gauss the covariance terms containing only 2-point statistics, which are non vanishing only for
correlations within the same `−bin. The other covariance terms arise due to the non-Gaussian statistics of the convergence
field and correlate modes in different `−bins and the different probes, i.e. power spectrum and bispectrum. We distinguish two
classes of terms, respectively labeled as NGins and NGssc. The former is sourced by correlations between observed intra-survey
modes, while the latter is sourced by correlations between observed modes and background super-survey modes and is known
in the literature as super-sample covariance (SSC).
For the power spectrum covariance in Eq. 10, the Gaussian component can be easily derived via the Wick’s theorem
Cov
[
Pi j (`) , Pi′ j′
(
`′
) ]
Gauss =
δK
ll′
N (`)
[
Ps.ii′ (`) Ps.j j′ (`) + Ps.i j′ (`) Ps.ji′ (`)
]
, (13)
The quantity N (`) gives the number of the pairs of vectors ˆ` and − ˆ` in Fourier space whose length ` is within the range `±∆`,
each pair being discriminated by a deviation in the module of the vectors of a unit of the survey fundamental mode lf ≈ 2piΘs .
Let us introduce the survey related quantities Θsky (angular coverage of the survey), Ωsky (solid angle covered by the survey)
and fsky (fraction of the sky covered by the survey). These quantities are related as follows
Ωsky = 2pi
(
1 − cosΘsky
)
, fsky =
Ωsky
4pi
, (14)
all the angles being expressed in radian or steradian. The second and the third terms in Eq. 10 come from the connected part
of the 4-point correlation function of the convergence field evaluated on parallelogram configurations:
Cov
[
Pi j (`) , Pi′ j′
(
`′
) ]
NGins =
1
Ωs
Ti ji′ j′
(
`,−`, `′,−`′), (15)
Cov
[
Pi j (`) , Pi′ j′
(
`′
) ]
NGssc =
∫ ∞
0
dχ χ−6 T (i, j, i′, j ′; χ) d P(2)3D (k (`, χ) |δb )
d δb
d P(2)3D
(
k
(
`′, χ
) |δb )
d δb
σ2W,b (χ) (16)
where σ2
W,b
is the variance of the linear matter field within the volume of the Universe accessible by our survey. In Eq. 15
the trispectrum should be averaged over the two bins around the multipoles of length ` and `′. However, as we will explain
in Sec. 4, we will work in a regime for which the 1-halo approximation will be enough to reach the desired precision and it
does not depend on the angles between the wavevectors. On top of that, we will assume the the trispectrum does not vary
significantly withing the bins, dropping the integration over the modules as well. The quantity d P(2)3D/dδb is the response
function of the matter power spectrum to a variation of a background mode δb defined as the matter field δm averaged over
the survey footprint. The origin of the super sample covariance term comes from the intrinsic nature of our observations. As
a matter of fact, given that surveys always look at a specific fraction of the sky, our observations might be biased by the
1 A more realistic case would have a binomial shot noise, leading to a non vanishing bispectrum component.
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observed local background density being different from the global one. The term in Eq. 16 accounts for this uncertainty in
the error budget of the power spectrum.
In the present section, we introduced in a pedagogical way the different contributions entering the covariance matrix of
the power spectrum. In a similar way, it is possible to compute the different terms required for the covariance matrices of the
tomographic binned bispectrum and for the cross-covariance between the two observables. We present these expressions in
Appendix B, following the work of Kayo & Takada (2013), along with further details about the approximations employed in
the derivation of the super sample covariance terms.
4 THE HALO MODEL
The evaluation of Eq.s 10-12 requires the computation of the correlation functions in Eq. 4 up to the 6-point one plus the
responses of the observables to the background modes in the case of the super sample terms. The halo model (Cooray & Sheth
2002) provide an effective and physically motivated ansatz to compute the different poly-spectra we need. This theoretical
framework has already been used in the context of weak lensing power spectrum and bispectrum error estimation and we
expect it to be accurate at 20% up to l ≈ 7000 (see Kayo et al. (2013) for a test without source tomography). This approach
relies on the fact, supported by numerical simulations, that we can model the statistical properties of the matter field via
halos of dark matter of different masses, redshifts and positions. For the practical halo model implementation, we used the
Sheth and Tormen mass function dn (mv) /dmv ( Sheth & Tormen (1999)), the NFW halo profile ( Navarro et al. (1996)),
and the concentration-mass relation cv − mv from Bullock et al. (2001). In the following we will investigate the impact of the
uncertainties of the parameters in the cv − mv relation on our covariances. Our computational framework is flexible enough
to allow for the estimation of the impact of other assumptions of the model, such the parametrization of the mass function
and the halo profile. This will be left for subsequent works. In the halo model the n-point correlation function is described as
the sum of terms accounting for all the possible distributions of the points within the halos: from the 1-halo term where all
the points lie within a single halo, which is dominant at the smallest scales, up to the n-halo term where every point lies in a
different halo, dominant at the largest scales. For observables, we will use all n-halo terms, both for the power spectrum (1-
and 2-halo) and bispectrum (1-, 2- and 3-halo). We will restrict the covariance to the 1-halo term only. In the simpler case
of the bispectrum only covariance, the 2 and 3-halo terms contribute mainly by increasing the correlation between squeezed
triangular configurations, and change the overall signal-to-noise by a few percent. Those squeezed configurations have a low
signal-to-noise. Beside, we verified in the joint covariance that they are strongly correlated with power spectrum modes, and
thus will not contribute significanlty in our final signal-to-noise figure. For this reason, we will simplify our computations and
assume that the 1-halo approximation is sufficient for this analysis. In Fig. 1 we show the behavior of the polyspectra required
for our analysis: on the left we are showing the terms entering the computation of our covariance matrices while on the right
we can see the different terms used for the vector of observables.
In details, the 3D matter power spectrum in the halo model is assumed to be well approximated at every redshift (a
dependence that we omit in the following) as the sum of a 1-halo term and a 2-halos term
PHM (k) = P1h (k) + P2h (k) , (17)
P1h (k) =
∫ mMaxv
mMinv
dmv
(
mv
ρo
)2 dn (mv)
dmv
∫ cMaxv
cMinv
dcv p (cv,mv) u2 (mv, cv, k) , (18)
P2h (k) =
[∫ mMaxv
mMinv
dmv b1 (mν) mv
ρo
dn (mv)
dmv
(∫ cMaxv
cMinv
dcv p (cv,mv) u (mv, cv, k)
)]2
Plin. (k) (19)
where the function p (cv,mv) gives the probability that a virialised halo of mass mv has a concentration parameter cv and ρo
is the comoving background matter density of the Universe. In Bullock et al. (2001) it was found that this distribution can
be well approximated by a log-normal
p (cv |mv, z) = 1
cv
√
2piσ2ln cv
exp
[
−(ln cv − ln c¯v (mv, z))
2
2σ2ln cv
]
(20)
where c¯v (mv, z) is the median concentration parameter for every redshift and mass and σlncv = 0.18, independent from the
redshift. The quantity b1 (mv) is the first order halo bias, as defined in Mo & White (1996). Finally, u (mv, cv, k) is the Fourier
transform halo density profile. We want to underline that the mass integrations in Eq.s 18-19 is performed between two finite
values. This is a crucial point for the numerical implementation of the halo model given that the integrals are not analytical
and we will comment further on this later in the section. To simplify the expression for the halo model matter poly-spectra,
we can introduce the following quantity
I
β
µ
(
k1, . . . , kµ
)
=
∫ mMaxv
mMinv
dmv bβ (mν)
(
mv
ρo
)µ dn (mv)
dmv
(∫ cMaxv
cMinv
dcv p (cv,mv)
[
µ∏
i=1
u (mv, cv, ki)
])
(21)
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Figure 1. Left) Auto-tomographic correlations of different orders evaluated on equilateral configuration for sources in the 1st bin and
in the 10th bin. In particular, the kernel for lensing defined in Eq. 2 leads to the greatest contribution to the signal while accounting
from the furthest sources while it has a minimum contribution for the closest ones. Therefore we chose these cross correlations to give
an idea of the entire range of orders of magnitude that will be involved in the computation of the covariance. Right) Auto-tomographic
correlations required in the vector of observables evaluated on equilateral configuration for sources in the 1st bin and the in the 10th bin.
In particular, for the bispectrum we are also reporting the 2 and 3 halos terms which are not considered at the level of covariance matrix.
where in particular b0 = 1. We can see for example that the matter power spectrum in Eq. 17 can be written in a more
synthetic way as
PHM (k) = I02 (k, k) +
[
I11 (k)
]2
Plin. (k) . (22)
Thanks to this lighter notation, we can introduce the 3D matter bispectrum with the help of Eq. 21 as the sum of the following
multi-halos terms
BHM (k1, k2, k3) = B1h (k1, k2, k3) + B2h (k1, k2, k3) + B3h (k1, k2, k3) , (23)
B1h (k1, k2, k3) = I03 (k1, k2, k3) , (24)
B2h (k1, k2, k3) = I11 (k1) I12 (k2, k3) + I11 (k3) I12 (k1, k2) + I11 (k2) I12 (k3, k1) , (25)
B3h (k1, k2, k3) =
3∏
i=1
I11 (ki) BPT (k1, k2, k3)+
+ I11 (k1) I11 (k2) I21 (k3) Plin. (k1) Plin. (k2) + 2 terms from cycles over {k1, k2, k3}+
+
4
7
[
I11 (k1) I11 (k2)S2 (k1, k2) Plin. (k1) Plin. (k2)
(
1 − I11 (k3)
)
+ 2 terms from cycles over {k1, k2, k3}
]
. (26)
In Eq. 26, the first line comes from the second order perturbation theory (BPT being the tree-level matter bispectrum), the
second one depends on the second order local bias and the third one is a non local tidal component. For the poly-spectra
included in the covariance matrix evaluation, the generic 1-halo term for the n-point correlation function can be easily expressed
as
Pn,1h3D (k1, . . . , kn) = I0n (k1, . . . , kn) . (27)
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The halo model also provide a powerful recipe for the computation of the reponses required for the super sample covariance.
We refer to Chan et al. (2018) for a description of the leading contributions to the responses of the observables of interest to
the long mode δb:
d PHM (k |δb)
d δb
δb=0 = [I11 (k)]2 d Plin. (k |δb)d δb δb=0 + I12 (k) , (28)
d BHM (k1, k2, k3 | δb)
d δb
δb=0 = I11 (k1) I11 (k2) I11 (k3) d BPT (k1, k2, k3 | δb)d δb δb=0+
+
[
I11 (k1) I22 (k2, k3) Plin. (k) + I11 (k1) I12 (k2, k3)
d Plin. (k1 |δb)
d δb
δb=0
]
+ 2 cycles +
+ I13 (k1, k2, k3) . (29)
where further responses are
d Plin. (k |δb)
d δb
δb=0 = 4721Plin. (k) − 13 dPlin. (k)d ln k , (30)
d BPT (k1, k2, k3 |δb)
d δb
δb=0 = 433126BPT (k1, k2, k3) + 5126BG2 (k1, k2, k3) − 13 3∑
i=1
d BPT (k1, k2, k3)
d ln ki
. (31)
We would like to conclude this section by discussing more on the numerical integration in Eq. 21. The main consequence
of having an integration over a finite domain is the exclusion of halos whose masses fall outside the allowed range but this
should not have any impacts. As a matter of fact, very light halos, given a minimum scale in our line of sight integrations,
should not contribute to our observables. On the other side, heavy halos are exponentially suppressed due to the shape of the
mass function. The low sensitivity on masses cut-off is in particular problematic for the low bound. We can easily see this
point by looking at the integrands in the following consistency relations∫ mMaxv
mMinv
mv
ρo
dmv bβ (m) dn (mv)dmv = limk?→0 I
β
µ
(
k1, . . . , kµ
)
=
{
1 if β ≤ 1,
0 if β ≥ 2, (32)
where the case for β = 0 is actually the consistency relation for the mass function and the limit in the second term is intended
to apply for all the momenta involved. In physical terms, the relations Eq. 32 requires that the mass of the Universe is entirely
enclosed in halos, and that the overall distribution of halos is not biased compared to the total matter distribution, at each
order in the bias expansion.
In the top left of Fig. 2, we plot the integrand in Eq. 32 as a function of the variable ν for β = 0, 1, 2. In particular, ν
is defined as ν (mv, z) = δ2sc (z) /σ2 (mv) where δ2sc (z) is the critical density required for a spherical collapse at z, extrapolated
to the present time using linear theory. Instead, σ2 (mv) is the standard deviation of the linear matter field smoothed with
a top-hat function over a scale equal to the radius of a halo of mass mv . We see that the integrals we are trying to evaluate
are slowly convergent for ν → 0 (mv → 0). Following Schmidt (2016), we solve the sensitivity to low masses via the following
regularization of the mass function and of the biases
dneff (mv)
dmv
=
dn (mv)
dmv
+ α0 δD
(
mv − mMinv
)
, (33)
beffβ (mv) =
{
bβ (mv) if mv > mMinv ,
αβ if mv = mMinv ,
(34)
where the parameters αβ (α0) are fixed by the consistency relations Eq. 32. We do not consider any correction related to the
upper bound mMaxv because of the strong suppression of heavy halos induced by the mass function in this regime. In particular
our numerical integrals converge for mMaxv ≈ 1016M/h. In the computation of the weak lensing statistics, we pushed our line
of sight integration up to kMax = 50h/Mpc as halos smaller than this scale should not be physically significant for our analysis
(Kitching & Taylor 2011). In the top-right panel in Fig. 2 we show the virialization radius of halos as function of the virialised
mass: we can see that the virialization radius corresponding to the smallest scale of interest is the one enclosing halos of mass
mkMaxv ≈ 1010M/h and, accordingly, we can see in the bottom-right plot in Fig. 2 that lighter halos contribute for less than 1%
to our projected observables. We chose for our implementation mMinv = 109M/h. This is extremely interesting also because
this limit resolution in mass can be easily achieved by present simulations allowing tests of the statistical properties of the
halo model at an accuracy high enough for the purpose of the bispectrum/power spectrum analysis. In particular, our halo
model, which is based on the work of Bullock et al. (2001), has been tested at the level of mass function with a simulation of
halos in the mass range 1011M/h − 1014M/h from redshift z = 40 to the present.
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Figure 2. Top left: integrand in Eq. 21 as a function of ν for β = 0, 1, 2. Bottom left: relation between the virialised mass of a halo and
the corresponding reduced mass ν for different redshifts. Top right: virialised radius of halos as function of the virialised mass at different
redshift. Bottom right: overall impact on the final correlation functions for the convergence for a varying mMinv in the integration in Eq. 21.
Starting from an extreme case where we include light halos up to a mass of 102M/h , we progressively exclude heavier halos from the
lowest part of our integration. Given our cut-off on the matter poly-spectra at kMax = 50h/Mpc, we see that for a cut mMinv = 1010M/h
our predictions are converged at the 1% precision level compared to the conservative case mMinv = 102M/h.
5 ANALYSIS OF THE INFORMATION CONTENT IN THE WEAK LENSING OBSERVABLES
Following Kayo & Takada (2013), we define the information content of an observable as the expected inverse variance of its
amplitude A from a set of measured values ®x, assuming a fixed shape. In other terms, the second power of the signal-to-noise
ratio is the inverse of the unique element of the Fisher information matrix in such a single parameter experiment. Specifically,
we can write(
S
N
)2
≡
∂
(
®x − A ®D
) t
∂A
· Cov−1 ·
∂
(
®x − A ®D
)
∂A
= ®Dt · Cov−1 · ®D, (35)
where A ®D = 〈®x〉 and Covi j = 〈(xi − 〈xi〉)(xj − 〈xj〉)〉.
For a joint analysis of the binned tomographic power spectrum and bispectrum, we will modify Eq. 35 to account for correlations
up to a maximum binned measured angular multipole lmax. The cumulative signal-to-noise ratio as cumulative function of
the maximum multipole included can be written as(
S
N
)2
P+B
=
i, j∑
l(i),l(j)<lmax
Di
[
CD
]−1
i j
Dj, (36)
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Figure 3. Left: signal-to-noise ratio analysis for the power spectrum of weak lensing when considering different contributions to the
covariance matrix. For every case we plot 1) the signal assuming our observations not being contaminated by shot noise (dashed lines)
and 2) the signal when shot noise is considered (solid lines). Top right: signal-to-noise ratio analysis when the shot noise is considered
for all the cases considered in the plot on the left. Bottom right: fractional differences between the signal-to-noise ratio (with shot noise)
in the Gaussian approximation and all the non-Gaussian cases.
where we need 1) a vector of observables and 2) their inverse covariance matrices
®D = { ®P, ®B}, (37)
CD =
(
CPP CPB
CPB CBB
)
. (38)
The matrices CPP , CBB and CPB, are respectively the covariance of the power spectrum, bispectrum and the cross-covariance
between the two as defined in Eq.s 10-12. The spectra are ordered within the vector ®D as suggested in Kayo & Takada
(2013). Specifically, the power spectra evaluated on the ith `-bin are placed for increasing value of i. For each multipole, the
tomographic indexes (i, j) are ordered such that i ≤ j, j being the faster varying index through the vector. The bispectra,
evaluated over the binned configuration
(
`i, `j, `k
)
, are placed in the order which satisfies `i ≤ `j ≤ `k where the index j is
the fastest and the index k is the slowest varying one while moving along the vector. For each triangular configuration, the
bispectra associated to the tomographic bins (i, j, k) are ordered such that k is the fastest index and i the slowest index.
While not imposing any constraint on these index for scalene triangles, we will exploit symmetries at the level of triangular
configurations to neglect some tomographic combinations which might eventually lead to double counting the information.
We refer for more details to Kayo & Takada (2013). In both cases, tomographic spectra for the same binned ` configuration
are contiguous. When interested in accessing the cosmological information in the single observable, it will be just matter of
assuming ®D = ®P (resp. ®B) and CD = CPP (resp. CBB). Given that one of the main problems for future weak lensing surveys
will be the modeling of the non linear scales, we will exploit the signal-to-noise ratio 1) to understand how well the overall
parameter space is constrained by our observations up to a given angular scale lmax, 2) to test how much the uncertainties
of our theoretical model can degrade the information on the cosmological parameters and 3) to understand the impact of
different approximations to the covariance matrices. On top of that, motivated by the effort in simplifying the complexity of
the covariance matrices, we will use this quantifier to 4) verify the robustness of simpler statistics when compared with the
most complete analysis. We would like to remind that the formalism presented so far is general and provide the theoretical
background for forecasting the information content of the observables from any galaxy survey. The results showed in the
following were specifically produced implementing the specificities for a Euclid-like survey described in Appendix A.
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Figure 4. Signal-to-noise ratio analysis for the power spectrum of weak lensing when considering different contributions to the covariance
matrix. While considering the same possible contributions to the covariance matrix as shown in Fig. 3, we are now focusing on the behavior
of the information content as function of the binning of the sources in redshift. We keep our usual binning in log l (14 regularly spaced
bins from l = 10 to l = 5000) and all the survey related parameter as chosen in Sec. 3. Specifically, going from the second plot on the left
to the right, the choice of tomographic bins is (in terms of their upper and lower limits) : (0.001, 0.560, 0.789, 1.019, 1.324, 2.500) [5 bins
case], (0.001, 0.900, 2.500) [2 bins case] and (0.001, 2.500) [1 bin case].
Figure 5. Signal-to-noise ratio analysis for the bispectrum of weak lensing when considering as contributions to the covariance matrix all
the required correlations with and without the super sample component. As in Fig. 4, we are focusing on the behavior of the information
content as function of the binning of the sources in redshift. We employ the same bins in ` and the same survey properties.
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5.1 Power spectrum signal-to-noise ratio
In Fig. 3 we start our analysis from the simplest case: the power spectrum. We start from the most informative (but least
realistic) case: Gaussian approximation without shot noise. We can see that the main impact on the maximum information
content is produced by the shot noise which degrades the signal-to-noise ratio on all the scales, being a scale independent
contributions to the errors. In both cases (with and without shot noise), the biggest loss of information, compared to the
above stated case, comes from the super sample covariance. In the analysis where the shot noise has been included, the super
sample covariance has an impact of 40% (w.r.t. the Gaussian + shot noise case) while the in-survey non-Gaussianity leads to
a degradation of about 30% (w.r.t. the Gaussian + shot noise case). The combined effect of the two leads to a loss of about
45 % (w.r.t. the Gaussian + shot noise case).
In Fig. 4 we investigate at the level of power spectrum a first way to compress our data by looking at the behavior of the
maximum information content depending on the redshift binning of the sources. From the original 10 Euclid redshift bins,
we test compression by binning the sources into respectively 5, 2 and 1 broader equipopulated intervals2. For all the possible
error components, we see that the maximum information content decreases (as expected) while moving to smaller numbers of
bins. We also see that the way the cumulative signal-to-noise ratio is affected by the binning is independent on the nature of
the errors included in the analysis. As far as the reduction in information is concerned, the maximum signal-to-noise ratio in
the 3 situations proposed in Fig. 3 (from left to the right), is reduced by roughly 1%, 5% and 20% compared to the 10 bins
case, whose maximum value is here indicated by red lines within the 3 plots on the right. This analysis, in particular, shows
therefore that a forecast based on a 5 bins tomography will not spoil our knowledge on the cosmological parameters for more
than 1 % while simplifying a lot our computation. Indeed, the vector of power spectra in the 5 and 10 bins cases is made
of 210 and 770 elements respectively, so that the 5 bins case gives a ∼ 3.7 reduction of size of the data vector and a ∼ 13.4
reduction of the size of the covariance matrix.
5.2 Bispectrum signal-to-noise ratio
In Fig. 5 we show the information content from the tomographic bispectrum alone, including the covariance contribution
from shot-noise, for different choices of redshift binning of the sources. In the first place, we can see that the case with 5
equipopulated redshift bins still allows to recover the full information content for a Euclid-like survey. This 5 bin tomography
allows for a reduction of the size of the data vector and of the covariance matrix by a factor ∼ 7.4 and ∼ 54.8 respectively3.
Secondly, we analyze the impact on the information content of the different halo terms in the bispectrum vector, and of
the super sample covariance. Independently of the tomographic analysis, neglecting the 3-halo term leads to a very small effect
on the information content at all scales (∼ 1%). The analysis is instead more sensitive to the 2 halo term. The super sample
covariance clearly leads to a major degradation of the information content in the bispectrum. By comparing the analyses when
all the multi-halo configurations are included in the bispectrum vector (solid lines in Fig. 5), we can see that the super sample
covariance reduces the information content by ∼ 20% for the case of 1 bin tomography, ∼ 15% for the 2 and 5 bins cases and
of ∼ 13% for the 10 bins tomography4.
We would like to highlight the novelty of the analysis performed in the present (and following) subsection. The impact of
the correlations between observed and super sample modes has already been addressed in the literature. Specifically, Kayo &
Takada (2013) performed a preliminary study on the information content of the weak lensing bispectrum, which was further
developed in Kayo et al. (2013) where 3 tomographic bins where considered for cosmological parameter forecast. However,
only the super sample correlations with very small scales were included. These terms are known in the literature as halo
sample variance, and they contribute to the correlations when all the points in a given configuration are inside the same halo.
Those terms are a subset of the more complete computation that we perform in our analysis which is described by Eq. B4.
In particular, the halo sample variance comes from just the last terms of Eq. 28 and Eq. 29. Another study (Barreira 2019)
accounts for the super sample covariance in the response formalism by making a different approximation. They consider only
the super sample correlations between squeezed configurations. This approximation also results in a negligible impact on the
signal-to-noise ratio for the joint power spectrum-bispectrum analysis. Our study shows that this is not the case when all the
triangular configurations are included in the analysis.
2 In the case of the power spectrum analysis our data vector has dimension 770, 210, 42 and 14 when considering 10, 5, 2 or 1 tomographic
bins respectively.
3 In the case of the bispectrum analysis our data vector has dimension 72280, 9790, 776 and 130 when considering 10, 5, 2 or 1 tomographic
bins respectively.
4 The results presented in this section represent a novelty with respect to the first version of the article. In the first version, due to a
numerical error in the computation of the bispectrum super sample covariance, we erroneously detected no effect on the signal-to-noise
ratio from these extra correlations. After correcting for it, we find that the super sample covariance can not be removed from the analysis.
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Figure 6. Signal-to-noise ratio joint analysis for the bispectrum and the power spectrum of weak lensing when considering as contributions
to the covariance matrix all the required correlations with and without the super sample component. We are including all the required
multi-halo configurations in the model of the bispectrum vector. As in Fig. 4, we are focusing on the behaviour of the information content
as function of the binning of the sources in redshift. We employ the same bins in ` and the same survey properties.
5.3 Joint signal-to-noise ratio
In Fig. 6, we move to the joint study of the probes. This allows to improve the power spectrum analysis by accessing the
cosmological information that was lost in mode couplings. Motivated by our previous findings, we restrict the joint analysis to
5 tomographic bins5, and we model the bispectra required for the covariance via the 1-halo term alone. Comparing the joint
signal-to-noise ratio with the power spectrum case, we find that the maximum information content increases by ∼10% for
all the considered tomographic analysis. This confirms the need for the inclusion of the bispectrum analysis for future weak
lensing analyses. Similarly to the previous paragraph, we address the effect of the super sample covariance: when included,
the maximum achievable information content is reduced by about 30% in the 1 bin tomographic case and by about 25% in the
2 and 5 bin analyses. As a final remark on this joint analysis, we compare the information content in all the 3 tomographic
cases with the hypothetical case of a Gaussian field contaminated with shot noise (dark green solid lines in Fig. 6). If the
convergence field were Gaussian, this line would represent a perfect reconstruction of the cosmological information in the field.
It can be observed that, in the most informative case with 5 tomographic bins, we recover about 60% of this ideal cosmological
information.
5.4 Uncertainty of the theoretical model: concentration parameter as a random variable
We investigate the dependence of the cosmological information on the uncertainties of the halo profile properties. In particular,
we want to test the impact of the convolution of the halos with the PDF for the concentration parameter, as stated in Eq. 21.
To do so, we perform a comparison between the observables within this complete scenario and a simpler one assuming a
constant concentration cv (mv, z) = c¯v (mv, z). In Fig. 7, we show, from the top to bottom, that the vector of power spectra ®P is
affected at maximum at 1%, the vector of bispectra ®B at 5% and the covariances for the power spectrum and for the bispectrum
are affected at maximum for 4% and 25% respectively. However, there is no impact at all at the level of signal-to-noise ratio:
we can see in the bottom plot in Fig. 7 that the fractional differences between the two models is well within our numerical
precision.
5 In the case of the joint power spectrum-bispectrum signal-to-noise ratio our data vector has dimension 10000, 818 and 144 when
considering 5, 2 or 1 tomographic bins respectively.
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Figure 7. Fractional differences between observables from the halo model when halos profiles are convoluted with the probability
distribution for the concentration parameter and the halo model when they are assumed to peak at the mean value. From the top to
the bottom: 1) vector of power spectra, 2) vector of bispectra, 3 (left)) covariance matrix for the binned power spectra, 3 (right)) joint
covariance matrix for the binned power spectrum and bispectrum, 4) power spectrum and bispectrum signal-to-noise ratio. For this
analysis we keep our usual binning in log l (14 regularly spaced bins from l = 10 to l = 5000) and all the survey related parameter as
chosen in Sec. 3. Specifically, we use a 5 bin tomography for the sources the binning being (in terms of their upper and lower limits) :
(0.001, 0.560, 0.789, 1.019, 1.324, 2.500)
6 PRINCIPAL COMPONENT ANALYSIS
The bispectrum only brings a relatively small improvement of information, mainly due to the effect of the super sample
covariance. It thus seems desirable to simplify our problem and restrict our data vector to the most informative modes. The
Principal Component Analysis (PCA) is a simple way to exhibit which modes, or linear combination of modes, are the more
informative. It can be achieved by performing an eigenvalues decomposition of the covariance through an orthonormal basis
of vectors, the eigenvalues being the variance on the linearly transformed observables
CDij =
∑
a
SDaiS
D
ajλ
D
a . (39)
In Eq. 39, CD is the covariance matrix defined in 37, SD is the orthonormal projection matrix made out of the different
eigenmodes and λDa is the a
th eigenvalue of CD . We will analyse the cosmological information content in the different PCA
eigenmodes and as cumulative function of them. In such an analysis, the smallest eigenvalues (associated to the most important
eigenmodes in terms of information reconstruction) are, in general, mainly affected by numerical errors. Due to the wide
dynamics of the observables used for this work, the covariance matrices have large condition numbers: the eigenvalues span
a range of about 1030 and the smallest ones can be affected by numerical errors if a too naive eigenmode decomposition
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Figure 8. PCA analysis for the joint covariance matrix, including super sample covariance and all the multi-halo contributions for the
bispectrum vector. The eigenmodes are ordered for increasing value of the associated variance. Top: Signal-to-noise ratio as cumulative
function of the eigenmodes as defined in Eq. 39. The different colours of the background bends differentiate PCA-modes which are mainly
sourced by power spectra (blue), bispectra in the linear/mildly non-linear regime [` < 400] (red) or bispectra in the non-linear regime
[` > 400] (green). We classify a PCA-mode a by looking at the observables Di which is mainly sourced by. For a given PCA-mode, we
restrict these analysis to poly-spectra whose |SDai | ≥ 0.2 and it is then assigned to the class representative of more than the 90% of them.
If there is not a specific preference, we assign a grey colour. Bottom: Signal-to-noise ratio per eigenmode.
algorithm is used. For this reason we relied on a specific high performance routine able to search for the eigenvalues (and
associated eigenmodes) in a large dynamical range6.
Once the orthonormal basis for the factorisation of the covariance matrix has been identified, the reconstruction of the
signal-to-noise ratio via the PCA for a given covariance matrix CD and vector of observables D, is(
S
N
)2
D
=
∑
a
1
λDa
(∑
i
SDaiDi
)2
. (40)
We present the main results of the PCA analysis in Fig. 8 and in Fig. 9 where the eigenmodes are ordered respectively by
increasing value of their variance and decreasing information content. The analysis has been applied to the full joint covariance,
including super sample contributions and multi-halo configuration for the bispectrum vector. In the first rows of both figures,
we display the reconstruction of the signal-to-noise ratio as cumulative function of the number of eigenmodes included in the
covariance. In the second rows, we display the information content per eigenmode: S/Na ≡ λDa −0.5
∑
i S
D
aiDi .
From a joint analysis of Fig. 8 and Fig. 9 we can investigate the possibility of further reducing the dimensionality of our
analysis while preserving the information content. These figures ought to be analysed in the light of Fig.10 where we show the
ratio between the observables and their standard deviations (for a 2 bin tomography). In particular, the latter represents the
effective information content in our data set if no correlations were included. Even though it does not provide a reliable insight
on the strength of our measurement in the regime we are exploring, it can still help understanding what are the configurations
expected to be more (less) informative.
First of all, we can identify a fraction of the eigenmodes which are not meaningful for the analysis proposed here. They
are identified by the red plateau in the first row in Fig. 8. The same eigenmodes are mainly located towards the right end
of the plots in Fig. 9 where the least informative modes are placed. This feature is present in all the tomographic analysis
we considered. These modes are mainly associated to bispectra defined on linear/mildly non-linear scales, where the 3-point
correlation function has a low signal-to-noise ratio, as we can see from Fig.10.
6 Specifically we made use of Intel MKL Extended Eigensolver dfeast_syev and implemented a search of the desired eigenvalues for
each order of magnitude.
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Figure 9. PCA analysis for the joint covariance matrix as in Fig. 8. The eigenmodes are now ordered for decreasing value of the
associated signal-to-noise ratio and on the x-axe we are showing the fraction of the total number of eigenmodes used for the analysis
here presented. Top: Signal-to-noise ratio as cumulative function of the eigenmodes as defined in Eq. 39. The colour code is the same as
in Fig. 8. Bottom: Signal-to-noise ratio per eigenmode. The vertical line indicate the fraction of eigenmodes required for recovering the
99% of the maximum achievable signal-to-noise ratio.
Figure 10. Ratio between the value of an observable and its standard deviation defined as σi ≡
√
Cov[i, i], i being the position of the
observable in the theory vector. We assumed a 2 bin tomography. For every configuration in Fourier space, the different tomographic
configurations are indicated by a background colour bend.Top: binned tomographic power spectrum. Bottom: binned tomographic
bispectrum. In this case, different colours of the background bends, corresponds to triangles whose larger edges is kept constant.
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Figure 11. Left-Center : Values of the projection matrix |SDai | for different choices of the eigenvalue a as function of the configuration i
(position in the vector of observables ®D) for the 1 tomographic bin covariance matrix. The projection matrix |SDαi | is defined in Eq. 40.
In particular we refer to the paragraph after Eq. 37 for a detailed description of the spectra position in the vector. The vertical blue line
separates the vectors ®P (on the left) and ®B (on the right) within the vector of observables. Left : Most informative eigenmodes required
to recover the 90% of the total information content. Right : Most informative eigenmodes required, on top of the previous ones, to recover
the 95% of the total information content. Right : full projection matrix |SDai | with a being ordered for decreasing value of the information
content per mode. The red horizontal line separate power spectra vector elements (above) from bispectra one (below).
Figure 12. Left-Center : Same analysis as in Fig. 11 but for the 5 tomographic bin covariance matrix. The different bends on the
background indicate different tomographic contributions for the same space configuration. Different colours for different regions corre-
sponds to values of i associated to triangular configurations characterised by the same larger edge (in terms of `). Left : Most informative
eigenmodes required to recover the 90% of the total information content. Right : Most informative eigenmodes required, on top of the
previous ones, to recover the 95% of the total information content. Right : sparsity pattern for the full projection matrix |SDai | with a
being ordered for decreasing value of the information content per mode. The points have been selected when |SDai | ≥ 0.05.
The eigenmodes located in blue regions are characterised by a larger variance (being at the right end of the plots in Fig. 8).
However, they are also the most important with respect to the information content, carrying the largest signal-to-noise ratio
per mode (begin at the left end of the plots in Fig. 9). These modes are mainly linear combinations of power spectra which
have an absolute standard deviation larger than the bispectra (∼ 10−9 − 10−13 and ∼ 10−12 − 10−20 respectively) while having
a larger signal-to-noise ratio. This can again be seen by comparing the first and the second row in Fig.10.
Finally, the PCA-modes located in the green bands are mainly sourced by the bispectrum modes deep into the non-linear
regime. Compared to the modes associated to the bispectrum in the linear/mildly non-linear regime (red bands), they have
a lower variance (they are located at the left end of the plots in Fig. 8) while carrying more information. As a matter of
fact, as we can see in Fig. 9, they are crucial for improving the information carried by the first PCA-modes associated to the
power spectrum (blue region). On top of that, in Fig.10, the bispectrum at non-linear scales has a higher signal-to-noise ratio
compared to the one at larger scales (lower value of the index i).
The vertical lines in Fig. 9 indicate the fraction of eigenmodes required to recover 99% of the full information content,
once the PCA-modes have been reordered by decreasing value of the associated signal-to-noise ratio. The result is remarkable:
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Figure 13. Same analysis as in Fig. 12. We are now zooming on some representative sections of the x-axis in order to focus on the
tomographic distribution of the information content. Specifically, on the bottom row, we focus on the different tomographic distributions
for a given spatial configuration of the bispectrum. The color map used in these subplots is the same as in the main plots in Fig. 12 in
order to facilitate the localisation of the different sections here considered. The colour resolution is not high enough to allow distinguishing
the profiles of projection matrices related to different eigenmodes, especially if contiguous.
Figure 14. Profile of the projection matrix |SDai | for a specific choice of a picked from those accounting for the 95% of the information
content. The colour code is the same as in Fig. 12 in order to make the comparison easier.
the higher is the number of tomographic bins, the higher is the compression efficiency. Specifically, just . 4%, . 2% and .
1% of the modes are required respectively for the 1, 2 and 5 bin analyses.
In Fig.s 11-14 we visualise instead the projection matrix SDai , as defined in Eq.40, for different choices of a (left-center
plots) and the total one (right plots), a being ordered for decreasing value of the information per PCA-mode.
We first focus on the 1 tomographic bin covariance matrix in Fig.11, therefore looking at the role of the different spatial
configurations at the level of information content. We can see that 90% of the information is easily recovered by the power
spectrum in the non-linear regime while an extra 5% can be caught by moving to the bispectrum in the non-linear regime
(the higher is the index i, the larger are the `-edges of the triangle of the bispectrum). Furthermore, the projection matrix is
extremely sparse, peaking on just few configurations: overall, just 53 observables (36%) are involved in recovering 95% of the
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information content7. This open a possibility for a second level of data compression beyond the one identified at the previous
step at the level of eigenmodes.
In Fig.12 we perform the same analysis for the 5 bin tomography, reaching similar conclusions. In particular the tomog-
raphy does not affect the possibility of dimensional reduction: we can discard 2093 configurations (i.e. 80% of the total) and
still recover 95% of the information7. In Fig. 13, we show the projection matrices zooming onto some sections of the right
plot in Fig. 12. While it is not possible to identify dominant tomographic configurations at the level of the power spectrum,
at the bispectrum level the tomographic configurations that are most informative are those involving high redshift sources.
This can clearly been seen in the bottom row of Fig. 13 where we focus on single space configurations. The jagged profile
of the information content mirrors the indexing i, j, k we have chosen to label the tomographic position of the sources: for a
given value of i, the higher are j, k ≥ i, the higher is the information content. The maximum information for a given spatial
configuration happens to be when all the tomographic indices have reached the maximum value.
Finally, in Fig. 14, we show the profile of the projection matrix for a single mode. We can clearly see that the linear
combination of bispectra evaluated on different spatial configurations is required to access the full information content of the
PCA-mode analysed. As for the tomographic configurations, clearly the weak lensing signal from far sources is more important,
the weight |SDai | peaking on bispectra where the sources are all placed within the same redshift bin. However, it is not possible
to neglect the 3-point correlation functions from the remaining configurations.
7 CONCLUSIONS
We have presented the first full joint analysis of the information content for the convergence weak lensing power spectrum and
bispectrum for a Euclid-like survey. We modeled the observables with the halo model and developed a high performance code
capable to output fast and precise covariance matrices for the binned tomographic spectra. The covariance matrices calculated
for the present work have been used for the signal-to-noise ratio analysis, but can benefit any forecast based on a Gaussian
likelihood.
At the power spectrum level and including shot noise, we were capable to show that the super sample covariance is
the main source of error, leading to a reduction of 40% of the maximum achievable signal-to-noise ratio compared to the
Gaussian case. The non-Gaussian cross-correlations between in-survey modes account for a loss of information of about 30%
instead when compared to the Gaussian case. The combined effect of these two sources of error leads to a loss of about 45%
on the signal-to-noise ratio. An important results of our analysis is the possibility to recover the cosmological information
content of a Euclid-like survey by using 5 equi-populated tomographic redshift bins, instead of 10. This results is in particular
insensitive to the angular scale and to the components included in the error budget of the observables and does not account
for systematics like PSF, photo-z, blending or intrinsic alignments. The same phenomenology was found at the bispectrum
level. On the bispectrum signal-to-noise ratio the super sample covariance has an impact of about ∼13% (10 bin tomography)
when the observables have been estimated via all the multi-halo configurations. We tested the impact of these configurations
in the modeling of the vector of bispectra and we found that neglecting the 3-halo terms is a good approximation for our
analysis, both when including or excluding the super sample covariance.
Motivated by our previous findings, we performed a joint bispectrum-power spectrum analysis on 5 equi-populated
tomographic redshift bins. We prove that this combined approach can improve the information content by ∼10% with respect
to the power spectrum alone. The super sample covariance of the bispectrum cannot be ignored and reduces the maximum
information achievable of about ∼25%. In these analysis the 2- and 3-halo terms have been taken into account for the bispectra
in the vector, but we restricted the computation of the covariance to the 1-halo terms which dominates the covariance for the
moste relevant configurations. These are the most important results of this work.
We found that the halo modelling uncertainty due to the scatter of the concentration parameter in the simulations does
not affect the signal-to-noise ratio of the power spectrum by more than 1%. This makes our future forecasts robust to errors
on this parameter.
In the present work, a preliminary study on the possibility of further compressing our covariance matrices while preserving
the cosmological information is considered. In particular, by performing a principal component analysis on our covariance
matrices, we found that a very small fraction of the eigenmodes (. 1% for 5 bin tomography ) carries most of the information,
and that not all the configurations equally contribute to the full information content. Indeed, only 20% of the data vector is
included in the linear combinations that forms this 1% of eigenmodes, and thus a large fraction of the vector of the observables
(∼ 80% for 5 bin tomography) is not significant to reconstruct the signal-to-noise ratio at the different scales considered in
this work.
Starting form the results presented in this manuscript, several possible research paths are open. The natural and most
7 We consider configurations Di with an associated weight |SDai | < 0.05 as negligible. The same threshold has been applied to reproduce
the sparsity pattern for the 5 tomographic bin covariance matrix in Fig. 12.
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important step forward is a full cosmological parameter forecast in order to translate impacts on the signal-to-noise ratio
into actual error bars on the parameters. Secondly, the expression used to model the super sample correlations is based on
flat sky and Limber approximations. However, they might not be precise for the volumes accessible via future galaxy surveys
and further tests are advised. Finally, the actual implementation of data compression techniques qualitatively identified in
the last part of this work would lead to great benefit for future data analysis. In particular, with regards to the numerical
implementation of future likelihood, the simplification of covariance matrices for joint 2- and 3-point statistics should be
consider a high priority task to face in order to be ready for upcoming data.
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APPENDIX A: A EUCLID-LIKE SURVEY
While analytics results in this work apply to any weak lensing survey, we illustrate them with specific application to the
Euclid mission. To this end, we make use of the requirements presented in Laureijs et al. (2011). Specifically, the angular
multipole range we investigate is [10, 5000], binned in 14 regularly spaced intervals in log `. For the sky coverage, we use
Θsky = 1.29 rad, Ωsky = 15.000 deg2 ≈ 4.57 sterad, fsky = 0.36. For the photometric properties of the survey, we use a total
comoving number of observed sources of ntot = 30 gal arcmin−2 from zmin = 0.001 up to zmax = 2.500. The distribution of the
sources is n (z) ∝ (z/zo)2 exp[− (z/zo)1.5] where zo = 0.9/
√
2, and is normalized over the observed range. The sources are then
split in 10 equi-populated redshift bins with extrema: 0.001, 0.418, 0.560, 0.678, 0.789, 0.900, 1.019, 1.155, 1.324, 1.576, 2.500.
APPENDIX B: JOINT COVARIANCE MATRIX FOR THE WEAK LENSING CONVERGENCE
POWER SPECTRUM AND BISPECTRUM
To complement the discussion of Sec.3, we give here in detail the Gaussian and non-Gaussian error contributions to the
tomographic bispectrum signal (Kayo & Takada 2013)
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while the covariances between the binned tomographic power spectrum and bispectrum are
Cov
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Also in these last expressions, we assumed the trispectrum, the 5- and the 6-point correlation functions to be well approximated
by the 1-halo term. Therefore, we kept their dependence on just the modules of the angular multipoles involved. In Eq.s B1-B3
we have listed the terms related to the correlations between modes entirely within the survey. However, in Sec. 3 we motivated
at the level of power spectrum the emergence of further correlations related to the finite sky fraction covered by the survey.
This source of uncertainty is also present at the level of bispectrum. In a very general way, we can write the super sample
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covariance term between two binned correlations function as
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where the projection functions T are defined in Eq. 5.
In the following computation steps we will assume the flat sky approximation for both the modes entirely within the survey
and those larger than the survey assuming that the observed fraction of the sky is small enough. We will split them into 1)
a component k ‖ related to distances measured along the line of sight and into 2) a 2 dimensional component k⊥ related to
distances measured on the plane orthogonal to the line of sight at a given redshift. The error we commit with this approximation
has already been analyzed in the literature for simpler covariances (Lacasa et al. (2016), Barreira et al. (2018b), Barreira et al.
(2018a)): we expect that, by assuming flat modes, we will under estimate our covariances by 10% to 20%. For our analysis,
we will use a cylindrical mask in real space for the single observed patch, the Fourier expansion of which can be derived as
done in Lima & Hu (2007)
Wcyl
(
k, δχ, χˆ
)
= 2 exp
(
i k ‖ χˆ
)
j0
(
1
2
k ‖δχ
)
J1
(
k⊥ χˆ Θsky
)
k⊥ χˆ Θsky
(B5)
In particular this is the Fourier transform of the selection function for a comoving cylindrical volume of depth δχ, centered in χˆ
and derived under the assumption of a slowly varying χ and Hubble factor H (χ) within δχ. The angle Θsky (in radian) stands
for the angular coverage of the survey. Comparing to the expression in Lima & Hu (2007) we are omitting the photometric
error related component. The special function j0 and J1 are respectively the 0th order spherical Bessel function and the 1st
order Bessel function of the first kind. To simplify our calculation, we will account for the super sample covariance just for
observed modes kob which are much smaller that the super sample modes ksu (ksu  kob). In this assumption, it is actually
possible to find (Barreira et al. 2018b; Takada & Hu 2013; Chan et al. 2018; Wagner et al. 2015a) an analytical expression for
the super sample covariance of two observables which can be factorized as a function of two terms: first a term related to the
survey mask (the variance of the matter field within the volume probed by the survey σ2
b,W
(χ)), and second a term dependent
on the assumed model for non linear clustering (responses of the observables to a change of the super sample mode).
In the present work, we modeled the responses
d P
(n)
3D
d δb
with the halo model. Specifically, Eq.s 28, 29 in Sec. 4 give the
responses for the three dimensional power spectrum and bispectrum that we consider. We note that an alternative numerical
approach exist, in the form of calibrating the responses from simulations within the separate Universe ansatz (Wagner et al.
2015b).
APPENDIX C: NUMERICAL IMPLEMENTATION
The computational effort required for a precise evaluation of the covariance matrices can be unsustainable for a single core
computer, especially for a fine binning in ` and including all the expected tomographic bins. For a Euclid-like survey with 10
tomographic bins and assuming, for example, 14 bins in log `, the total vector of observables is expected to have a dimension
of 73050, for the combined power spectrum/bispectrum analysis. Therefore, we have to manipulate covariance matrices with
roughly & 104 × 104 elements. Moreover, given the relations in Eq.s B1, B2 and B3, the number of required spectra for the
intermediate calculations has to be multiplied by factors of order 1-10 if a naive approach is employed. Another important
point to keep in mind is the numerical accuracy of our final products. We leave a more complex propagation of the error, which
would allow to better optimize the computational effort, to another work and we arbitrary assume 1% numerical accuracy
to be satisfactory for all our observables (vectors and covariances). However, this level of precision might not be enough. As
a matter of fact, the covariance matrices we are dealing with tend to be extremely ill conditioned having eigenvalues that
span over the same range in orders of magnitude as the observables in Fig. 1 and are far from being diagonal dominated. For
example, especially when the correlations due to the super sample covariance are included, we can reach cross-correlations
> 0.9. The numerical inversion of these matrices is challenging and sometimes even impossible given that numerical round off
might turn our covariances from positive defined to negative defined. For example, we found that 1% accuracy in the evaluation
of the covariance matrix for the power spectrum is not enough for a reliable inversion and a target of 0.1% is required when
not including the shot noise. Luckily, if one is interested in analyzing the information content in the most realistic cases
where the shot noise term is included, the inversion of the matrix becomes less an issue given that this component acts as an
addition source of Gaussian noise leading to more diagonal dominated covariances. This will be the regime in which we will
work when dealing with the bispectrum analysis. Accuracy, high number of evaluations and fast production of the observables
are achieved via a smart numerical implementation of the problem. In the following we will briefly go through the strategy
used in our code dividing it in different steps.
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1. In a first serial part, each processor builds its own tables carrying the information related to the binning in redshift {zi}i=1,nz
and in the angular multipole {`i}i=1,nl . Given that the computation time required for this part is negligible compared to the
whole run, we prefer having each processor computing its own tables. In particular, the following precomputed arrays are
evaluated: On top of that we store at every redshift the required information on the distribution of halos: this is needed for
{χi}i=1,nz = {χ (zi)}i=1,nz binned comoving distance,
{k (`j, zi )}i=1,nz ;j=1,n` 3D momenta in Limber approximation,
{flagk
(
`j, zi
)}i=1,nz ;j=1,n` logical flags associated to the 3D momenta which are true only if the associated
k
(
`j, zi
)
is below a given threshold. Above it, the 3D spectra are put to 0 in the line
of sight integration defined in Eq. 5,
®JP, ®JB vectors of structures which associate the index i for the vector ®D to the corresponding
configuration in Fourier space and in the tomographic distribution of the sources for
the ith observable. The configurations are ordered along the vector as done in Kayo
& Takada (2013) and explained in Sec. 5.
building our observables. For this task, we rely on the routines written by Mead et al. (2015). We want to underline that
we are not exploiting the improved halo model implementation suggested in their work since it does not provide a recipe for
higher order correlation functions, while it is extremely advised for the 2-point statistics.
2. Given the number of cores ncores available, the elements in the upper diagonal part of the covariance matrix are equally
split among the processors: if the number of entries is not a multiple of ncores, then the remaining is equally redistributed
starting from the 0th core.
3. At this point, we enter the parallelised part of our pipeline. Each core analyzes the assigned part of the covariance, order
of correlation by order of correlation, from n = 2 up to n = 6. The expressions for the quantities in Eq.s B1, B2 and B3 are
encoded in our routines and are used to perform the following analysis. The following actions will refer to a single core and
will be performed over the elements of the covariance assigned to it.
3.1. For every order n, the total number of required spectra nsp is estimated and used to allocate a temporary array. Please
note that for every element of the covariance matrix one can have several spectra required for the its evaluation. Moreover,
some of them are needed only if the associated configuration in Fourier space meets symmetry requirements: if these are
not met, the core skips that spectrum.
3.2. The core goes through the assigned elements and, for each of them, rearrange in growing order both the index associated to
the Fourier configuration and to the tomographic configuration. Then, it compares these two lists with a set of precomputed
global lists where all the possible combination of the two index are stored. Specifically, these global tables, one for the `−bins
and the other for the tomographic bins, are built such as {l1, . . . , ln}, l1 ≤ l2 ≤ · · · ≤ ln and {i1, . . . , in}, i1 ≤ i2 ≤ · · · ≤ in
respectively with n being the order of the correlation considered. In case of a match, a counter related to the combination
of the two set of index is increased. This is a key point in order to reduce the number of effective evaluations. For example,
given an element of the covariance (iˆ, jˆ), we might need the evaluation of P(n)
i1,...,in
(`1, . . . , `n) where {`1, . . . , `n} and {i1, . . . , in}
comes from rearrangements of the index information within
( ®JP [iˆ] , ®JB [ jˆ] ), as specified by Eq.s 10-11. However, by looking
at Eq. 5, our spectra are invariant under permutations of both the tomographic index and `−configuration ones. Therefore,
spectra of the same order that differ by permutations of them, will have the same value. Given that our covariance is full of
such situations, we want to compute just one spectra for every class of equivalence: this is the first step in order to do so. In
particular, by characterizing the spectra through a reordering of their index in growing order, all those which differ by just
permutations of them, will refer to the same element in the precomputed global tables. At the end of the process, for every
spectra required labeled by the index i (that means that it was the ith spectra the core went through while spanning its
part of the covariance), we save in the temporary array the 2 integers that refers to the position of the matches in the two
global tables. This allows to associate back the only spectra computed for each class of equivalence to the different points
in the covariance where that value is actually required.
3.3. After 3.2. the counter of each case required for the covariance computation is non-zero. We gather the counter array
from all the cores and we end up with a list of required configurations. The load of configurations to be computed is shared
over all the available cores.
3.4 As final step, every core, while going through the corresponding elements of the covariance, assign the value of each
configuration, using precomputed numbers from previous step. The element of the covariance, at the present order of
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correlation, is computed and overwritten to those coming from the previous one. If spectra of different orders need to be
multiplied, we store them in global arrays which are then deallocated.
Given that our code analyze the covariance matrix order of correlation by order of correlation, it is very easy or us to analyze
the impact of the different orders of correlations. However we will leave this analysis for future works. Once the parallelized
computation explained so far is over, the vector ®D and the covariance matrix are used to compute the signal-to-noise ratio.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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