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Cap´ıtulo 14
Estructura, plegamiento y evolucio´n del
RNA
Ivan Dotu, Michael Stich y Jacobo Aguirre
14.1. Introduccio´n
La estructura de a´cidos nucleicos ma´s famosa es el DNA cromosomal, donde el DNA se encuentra en
forma de dos cadenas enlazadas – la ce´lebre doble he´lice. Esta estructura formada por pares de bases
complementarias permite relativamente pocas interacciones f´ısico-qu´ımicas con otras mole´culas. Ese no
es el caso del RNA que en muchos contextos funcionales se encuentra en forma de cadena sencilla. Por
consecuencia, puede dar lugar a la formacio´n de enlaces con otras mole´culas o permitir interacciones
secundarias y terciarias consigo mismo que representan el plegamiento espacial de la mole´cula. Este
plegamiento es responsable de la versatilidad funcional biolo´gica del RNA.
El RNA, por su composicio´n qu´ımica, es muy similar al DNA y puede ejercer algunas funciones similares.
No obstante, mientras el papel del DNA en los organismos actuales es –en primera aproximacio´n–
limitado a constituir el genoma, el RNA tambie´n puede ejercer un papel catal´ıtico o regulador, como
las prote´ınas. En este sentido prote´ınas y RNA son similares a nivel estructural-funcional. Como el
RNA es la u´nica biomole´cula que a la vez puede codificar su genoma y ejercer un papel catal´ıtico, se ha
convertido en una mole´cula clave para entender la evolucio´n temprana de la vida. En particular, se ha
desarrollado la hipo´tesis de “Mundo RNA” en la que se supone que la vida actual fue precedida por
una etapa donde el RNA realizaba tanto las funciones del DNA como las de las prote´ınas.
Resumiendo, la relevancia del RNA reside no so´lo en codificar la informacio´n que finalmente puede
ser traducida a prote´ınas, sino en regular y catalizar procesos celulares a trave´s de su conformacio´n
espacial, es decir, su estructura.
14.2. Tipos de RNA
El RNA aparece en muchos procesos celulares. Quiza´ el ma´s conocido sea el RNA mensajero, mRNA.
En este caso, el RNA representa una parte de la informacio´n gene´tica que codifica para una o varias
prote´ınas. No obstante, el avance cient´ıfico permite identificar y entender cada vez ma´s procesos en los
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que el papel del RNA es no-codificante, y la clasificacio´n y nomenclatura de los tipos de RNA esta´ cam-
biando constantemente. Un caso particular representan los virus que utilizan RNA para codificar su
genoma, los llamados virus RNA. En la Tabla 14.1 presentamos una lista no-exhaustiva de tipos de
RNA.
Nombre Abreviatura Funcio´n
RNA en s´ıntesis de prote´ınas
RNA mensajero mRNA Codificante de prote´ınas
RNA ribosomal rRNA Traduccio´n
RNA de transferencia tRNA Traduccio´n
RNA reguladores
RNA antisentido aRNA Regulacio´n de mRNA
RNA largo no codificante long ncRNA Varias
Micro RNA miRNA Regulacio´n de genes
Small interfering RNA siRNA Regulacio´n de genes
Piwi-interacting RNA piRNA Defensa contra transposones
Riboswitch Regulacio´n de un gen en el mRNA
Ribozima Cata´lisis de reacciones qu´ımicas
RNA en modificacio´n postranscripcional o replicacio´n de DNA
Espliceosoma snRNA Splicing
RNA pequen˜o nucleolar snoRNA Modificacio´n de nucleo´tidos
Ribonucleasa P RNase P Maduracio´n tRNA
Ribonucleasa MRP RNase MRP Maduracio´n rRNA, replicacio´n DNA
RNA telomerasa telRNA S´ıntesis de DNA telome´rico
RNA “para´sito”




Tabla 14.1: Tipos de RNA. Los tipos miRNA, siRNA y piRNA se pueden agrupar como RNA de
interferencia, iRNA. El concepto de RNA no-codificante, ncRNA, agrupa los RNA reguladoras y los
RNA en modificacio´n postranscripcional o replicacio´n de DNA. Tambie´n existe el te´rmino fRNA, RNA
funcional, que frequentemente es utilizado como sino´nimo a ncRNA.
Describimos brevemente algunos tipos de RNA relevantes. El RNA mensajero es el RNA codificante
por excelencia. Es la transcripcio´n del DNA que posteriormente es traducido en prote´ınas. El mRNA
esta´ caracterizado por su secuencia. Pero en realidad, el mRNA puede plegarse y formar estructuras
secundarias que, hasta la fecha, no creemos que tengan funcio´n. Una vez en el citoplasma, la propia
maquinaria de traduccio´n tiene que incluir un mecanismo para deshacer estas estructuras.
En el proceso de traduccio´n, el mRNA esta´ introducido en el ribosoma. El ribosoma es un complejo
macromolecular formado por varias partes y constituido aproximadamente por un tercio de prote´ınas
y dos tercios de RNA, el RNA ribosomal (o riboso´mico). Ese rRNA es central al proceso de traduccio´n,
y la formacio´n de enlaces pept´ıdicos es catalizado por rRNA. El rRNA consiste de varios miles de
nucleo´tidos repartidos en 3 (procariotas) o 4 (eucariotas) fragmentos. El rRNA se encuentra plegado
tridimensionalmente.
El RNA de transferencia, tRNA, actu´a conjuntamente con el ribosoma y se encarga de traducir un
triplete del mRNA en su amino a´cido correspondiente. Su longitud t´ıpica es de alrededor de 76 nt.
Mientras la secuencia que forma el tRNA puede variar entre especies distintas, la mole´cula tiene una
estructura secundaria (y terciaria) similar a una hoja de tre´bol con cuatro brazos principales, muy
conservada entre especies, lo que demuestra que es la estructura espacial de la mole´cula la que confiere
su funcio´n.
Como la mole´cula de RNA puede formar estructuras secundarias y terciarias complejas, similar a las
prote´ınas, tambie´n les da la capacidad de catalizar reacciones qu´ımicas, al igual que las enzimas. Las
mole´culas de RNA cuya funcio´n principalmente es esa se llaman ribozimas, como el hairpin ribozyme
o el hammerhead ribozyme. Son mole´culas de varias decenas de nucleo´tidos.
Por u´ltimo, los riboswitches son partes del mRNA localizadas antes (5’-UTR) o despue´s (3’-UTR) de
un gen. Un riboswitch cambia su conformacio´n espacial (su forma plegada) si se le une una molecula
especifica y de ese modo regula la traduccio´n y expresio´n del gen correspondiente.
14.3. Niveles estructurales del RNA
En RNA, tenemos tres tipos de niveles estructurales: la estructura primaria, secundaria y terciaria.
Dicha jerarqu´ıa estructural es ana´loga a la descrita para prote´ınas (Seccio´n 7.6)
La estructura primaria de una mole´cula de RNA esta´ descrita por su secuencia, 5’-GAACGUUG...-3’
(ver Seccio´n 7.3). La secuencia es una entidad lineal, con una longitud dada por el nu´mero de nucleo´tidos
que la forman y tiene un comienzo (5’) y un final (3’). Un RNA de cadena sencilla sin plegar no ser´ıa
ma´s que una he´lice abierta (Figura 14.2). Esa situacio´n es altamente inestable porque las bases de una
parte de la mole´cula pueden formar enlaces con bases de otra parte. Este proceso se llama plegamiento
y da lugar a la estructura secundaria y estructura terciaria.
La estructura secundaria es un estado intermedio del plegamiento y caracterizado por la formacio´n de
pares de bases (sobre todo pares del tipo Watson-Crick) y bucles. Una estructura secundaria puede ser
descrita en un plano (bidimensional).
La estructura terciaria representa el estado final del plegamiento que incluye posibles interacciones
entre partes cercanas y/o lejanas de la mole´cula. La formacio´n de enlaces va ma´s alla´ de simples pares
tipo Watson-Crick y la descripcio´n de la mole´cula es tridimensional.
La estructura secundaria puede estudiarse experimentalmente utilizando me´todos enzima´ticos o de mo-
dificacio´n qu´ımica, que utilizan compuestos qu´ımicos como DMS, ketoxal o NMIA, que reaccionan es-
pec´ıficamente sobre los nucleo´tidos desapareados y la estructura terciaria a trave´s de cristalograf´ıa de ra-
yos X o de resonancia magne´tica de la sustancia cristalizada (ver sec:Macromoleculas:MetodosExperimentalesEstructuraMoleculas).
En la Seccio´n 14.4 veremos el proceso de plegamiento en ma´s detalle.
14.3.1. Composicio´n qu´ımica y estructura primaria
El a´cido ribonucle´ico (RNA, por su siglas en ingle´s, ribonucleic acid) es una de las biomole´culas ma´s
importantes. Su composicio´n es similar al a´cido desoxirribonucle´ico (DNA) y su amplio abanico de
funciones incluye propiedades del DNA y de las prote´ınas, lo que convierte a esta mole´cula en una
de las biomole´culas ma´s versa´tiles. Para distinguir mole´culas de cadena simple y doble (sobre todo
en el contexto de virus de RNA), se usa la nomenclatura ssRNA (single-stranded RNA) y dsRNA
(double-stranded RNA).
En el caso ma´s simple y relevante, el RNA esta´ formado por una cadena sencilla de azu´car (ribosa) y un
grupo fosfato a la que se unen cuatro tipos de bases nitrogenadas, adenina, citosina, guanina y uracilo,
abreviados por las primeras letras de sus nombres, A, C, G y U. Mientras A y G son purinas (con una
estructura de dos anillos heteroc´ıclicos fusionados), C y U son pirimidinas (con un anillo heteroc´ıclico)
(ver Seccio´n 7.3). En la naturaleza existen de forma minoritaria (pero en mole´culas importantes como
el tRNA) modificaciones de las bases cano´nicas de las cuales mencionamos algunas: pseudouridina (Ψ
o P), dihidrouridina (D), inosina (I), 7-metilguanosina (m7G o 7). Para ver una lista ma´s completa con
sus abreviaturas [65] y para otras notaciones (p. ej. Y pirimidina, R purina), ver las recomendaciones
de la International Union of Biochemistry1.
La unio´n formada por la base y la ribosa se llama nucleo´sido, y si an˜adimos adema´s el grupo fosfato,
se llama nucleo´tido. Una mole´cula de RNA esta´ completamente caracterizada por la secuencia de las
bases. La secuencia de la mole´cula coincide con su estructura primaria.
Por el posicionamiento relativo de base, ribosa y grupo fosfato, una secuencia no es ide´ntica a su
secuencia inversa. Por lo tanto, una cadena sencilla de RNA tiene un comienzo, denominado 5’, y un
final, 3’. En la Figura 14.1 se muestra de forma esquema´tica la secuencia 5’-CGAU-3’, la posicio´n de la
ribosa, del grupo fosfato y de la base en el RNA. La unio´n entre grupo fosfato y la ribosa es llamado
esqueleto azu´car-fosfato. Los nucleo´tidos forman una cadena al tener enlaces fosfodie´ster entre ellos.
Cada grupo fosfato tiene una carga negativa neta. Para estabilizar la cadena, el medio suele tener iones
positivos (p. ej. potasio, magnesio, sodio).
El RNA, igual que el DNA, es un polinucleo´tido, y puede ser interpretado como un pol´ımero lineal y
aperio´dico, cuyos elementos, los mono´meros, son los nucleo´tidos. El enlace covalente que proporciona la
conexio´n entre los mono´meros es un enlace fosfodie´ster que forma una unio´n e´ster entre el grupo OH del
carbono 3’ de la ribosa en el mono´mero anterior con el a´cido fosfo´rico y otra unio´n e´ster entre el a´cido
fosfo´rico y el carbono 5’ de la ribosa en el mono´mero posterior, resultando en el enlace fosfodie´ster 3’-5’
que incorpora todo el grupo fosfato. Entre un enlace y el siguiente se forma un a´ngulo y en consecuencia
una cadena simple de RNA gira alrededor de su eje central y forma una he´lice dextro´gira (como se
muestra en la Figura 14.2). Si adema´s el RNA forma pares de bases (ve´ase Seccio´n 14.3), la he´lice
resultante se llama A-RNA (RNA-11), que tiene 11 nucleo´tidos para formar una giro entero.
Hay dos diferencias fundamentales entre RNA y DNA a nivel de la composicio´n (Figura 14.2). Mientras
en el RNA el azu´car es la ribosa, en el DNA es la desoxirribosa, que se diferencia de la ribosa en tener
un H en la posicio´n 2’ de la pentosa, donde el RNA tiene un OH, lo que confiere una mayor estabilidad
al DNA en comparacio´n al RNA. La segunda diferencia importante es la base uracilo que en el DNA
esta´ reemplazado por la timina (tambie´n una pirimidina). Adema´s, la doble he´lice esta´ndar de RNA
se encuentra en forma A, la del DNA en forma B.
14.3.2. Estructura secundaria
Las bases de una secuencia de RNA pueden formar enlaces de hidro´geno entre s´ı, formando un par de
bases, siendo los ma´s importantes los pares de bases tipo Watson-Crick (o cano´nicos), G-C, C-G, A-U
y U-A, pero tambie´n los pares wobble G-U y U-G. En la Figura 14.3(a) se ve que el par G-C tiene
tres enlaces de hidro´geno, y los pares A-U y G-U dos. Dadas esas posibilidades de emparejamiento,
1Nomenclature for Incompletely Specified Bases in Nucleic Acid Sequences. http://www.chem.qmul.ac.uk/
iubmb/misc/naseq.html
Figura 14.1: Composicio´n qu´ımica del RNA. Se muestra de forma esquema´tica la secuencia 5’-CGAU-3’,
la posicio´n de la ribosa (en gris), el grupo fosfa´to (azul) y de la base en el RNA (colores distintos segu´n
la base). Se distinguen claramente las purinas (dos anillos) de las pirimidinas (un anillo). El enlace entre
nucleo´tidos es un enlace fosfodie´ster. Las cargas negativas esta´n compensadas por iones positivos en el
medio (p. ej. K+, Mg2+, Na+).
dos nucleo´tidos elegidos al azar forman un par (son compatibles) con una probabilidad del 37.5 %.
No obstante, en secuencias reales –y por lo tanto no aleatorias– el nu´mero de bases que forman pares
en la estructura secundaria suele ser ma´s alto, p. ej., en un tRNA, alrededor del 60 %. La formacio´n
de pares de bases esta´ esquema´ticamente dibujado en la Figura 14.3(b). En general, se forman zonas
con varios pares de bases seguidos, formando as´ı un apilamento o stack. La longitud de un stack se
mide en nu´mero de pares de bases consecutivos, bp, por su siglas en ingle´s base pairs. Si un stack es
suficientemente largo, forma localmente un estructura de doble he´lice, tambie´n llamado du´plex.
Una observacio´n fundamental en el plegamiento del RNA es que si la mole´cula forma enlaces consigo
mismo, necesariamente tiene que formar por lo menos un bucle para acercar los nucleo´tidos suficien-
temente (ve´ase la Figura 14.3(b)). Ese bucle se llama bucle terminal aunque es ma´s comu´n llamarlo
bucle horquilla o hairpin loop. Una mole´cula necesita espacio para realizar este giro, lo que implica que
hay por lo menos 2 o 3 nucleo´tidos dentro del bucle que no pueden participar en la formacio´n de un
par de bases. Este argumento tambie´n proh´ıbe la formacio´n de pares de bases entre bases vecinas. En
una estructura secundaria un nucleo´tido o esta´ sin aparear o forma parte de un so´lo par. Las bases sin
aparear que no se encuentran en un bucle, son llamadas exteriores.
Para describir una estructura secundaria, se suele utilizar puntos y pare´ntesis. Un punto “.” refleja una
base sin aparear, un pare´ntesis “(” una base apareada con una base hac´ıa el 3’ de la secuencia, y un
pare´ntesis “)” una base con una pareja hac´ıa el 5’ (existen otras notaciones, pero aqu´ı nos limitamos
a esta). El nu´mero de pare´ntesis abiertos y cerrados tiene que ser ide´ntico y obviamente so´lo pueden
cerrarse pare´ntesis que hayan sido abiertos anteriormente. A muchos efectos, adema´s, se considera
una estructura secundaria ser libre de pseudonudos (pseudoknots), es decir, pares entrelazados esta´n
Figura 14.2: RNA y DNA. El RNA (izquierda) tiene la base uracilo en vez de la base timina del DNA
(derecha). El RNA contiene ribosa, el DNA desoxirribosa y por lo tanto el esqueleto azu´car-fosfato tiene
propiedades f´ısico-qu´ımicas distintas. Mientras el DNA t´ıpicamente esta´ presente como cadena doble,
el RNA suele aparecer como cadena sencilla. La imagen es esquema´tica ya que en realidad existen un
surco mayor y menor en la doble he´lice. Fuente: Wikipedia.
prohibidos (las l´ıneas en la Figura 14.3(b) no se pueden cruzar.)
En la Figura 14.3(c), presentamos los elementos fundamentales de estructuras secundarias. Adema´s
del bucle terminal, limitado por un so´lo par de bases, tambie´n existen bulges y bucles interiores,
flanqueados por pares de bases distintas. Un bucle donde confluyen ma´s de dos stacks, se llama bucle
mu´ltiple. Existen varios esquemas para clasificar estructuras secundarias en te´rminos de esos elementos
estructurales. Es obvio que la estructura secundaria ma´s simple esta´ formada por un stack y un bucle
terminal. Esa estructura se llama stem-loop aunque tambie´n es llamada hairpin en ciertos contextos.
14.3.3. Estructura terciaria
La formacio´n local de pequen˜as he´lices y bucles es central en el plegamiento del RNA, pero en muchos
casos, sobre todo para mole´culas grandes, no describe la estructura definitiva tridimensional (terciaria)
satisfactoriamente. Describimos tres tipos de interacciones que van ma´s alla´ de la estructura secundaria:
formacio´n de pares de bases no-cano´nicas, apilamiento de he´lices, y pseudonudos.
Analizando estructuras reales, se ha encontrado muchos pares de bases que no son pares cano´nicos (o
wobble, en este contexto): ej. en rRNA so´lo dos tercios de todos los pares de bases reales son pares
cano´nicos y wobble [70]. Tambie´n se puede dar la situacio´n que lo que parece un bucle interior, en
realidad es una he´lice con pares no-cano´nicas (ej. el E loop). Para explicar estos resultados tenemos
que consider la extensio´n tridimensional y la posicio´n real (Figura 14.1 y Figura 14.2) de todos los
componentes que forman el RNA, es decir, el grupo fosfato, la ribosa y la base nitrogenada. En general,
un nucleo´tido tiene tres lados de interaccio´n: El lado “Watson-Crick” (WC) es el lado esta´ndar, pero
tambie´n se observan enlaces v´ıa el lado “Hoogsteen” o el lado de la ribosa (sugar edge en ingle´s).
Figura 14.3: Estructuras secundarias. (a) Pares de bases Watson-Crick G-C (arriba), Watson-Crick
A-U (centro) y wobble G-U (abajo). Figura basada en la Fig. 1 de [74]. (b) Representacio´n circular
de la estructura secundaria. Las l´ıneas curvadas indican pares de bases. (c) Elementos de estructuras
secundarias. Los pares de bases (lineas rojas) se pueden apilar y forman stacks. Las bases sin aparear
aparecen como parte de elementos externos o dentro de bucles. Entre los bucles se distinguen los bucles
terminales (en ingle´s, hairpin), con un par que cierra el bucle, los bulges y bucles interiores, que tienen
dos pares que cierran el bucle, y los bucles mu´ltiples, que tienen ma´s que dos pares que cierran el bucle.
Bulges son bucles con bases sin aparear en un solo lado de la cadena, bucles interiores tienen bases sin
aparear en los dos lados.
Cada uno de los seis posibles tipos de enlace entre dos nucleo´tidos existe en dos variantes, segu´n la
orientacio´n (cis o trans) de los enlaces entre base y azu´car. Como resultado hay 12 combinaciones
posibles de formacio´n de pares de bases entre dos nucleo´tidos en estructuras terciarias. Los pares
cano´nicos G-C, C-G, A-U, U-A, y wobble todos pertenecen a un so´lo grupo: WC-WC en cis. Pero
existen datos experimentales de todas las clases [70]. Adema´s, tambie´n se dan enlaces de hidro´geno
entre 3 o 4 nucleo´tidos a la vez, llamados triplexes y cuadruplexes.
Otro efecto observado en estructuras terciarias es el apilamiento coaxial de diferentes he´lices, en ingle´s
coaxial o helical stacking. Es energe´ticamente favorable que diferentes he´lices se colocan de forma
paralela y apilada a pesar de que eso aparentamente distorsiona la estructura secundaria. Ma´s abajo
veremos un ejemplo en el tRNA.
Los pseudonudos son otro elemento importante de estructuras terciarias: Se dan cuando nucleo´tidos sin
aparear en la estructura secundaria forman pares entrelazandose con he´lices de la estructura secundaria,
violando la condicio´n dada arriba. En ese caso, las l´ıneas que describen los pares se cruzan en la
representacio´n circular de estructuras secundarias (Figura 14.3(b)).
Otros motivos estructurales terciarios importantes son kissing hairpins (las bases de dos bucles termi-
nales distintos forman pares), el motivo A-minor, el receptor tetrabucle, o el ribose zipper . Para ma´s
informacio´n, ver [10, 59].
14.3.4. Ejemplo estructura tRNA
El tRNA es una mole´cula central para la traduccio´n de la informacio´n gene´tica, con una estructura
muy conservada entre todos los organismos vivos. En la Figura 14.4(a) vemos una secuencia de tRNA.
Adema´s de las bases cano´nicas, vemos algunas bases modificadas, t´ıpico para el tRNA. En (b) esta´ la
estructura secundaria en notacio´n punto-pare´ntesis. En (c) mostramos la estructura secundaria del RNA
como imagen planar: las l´ıneas cortas indican un par de base Watson-Crick o wobble. La estructura se
conoce como hoja de tre´bol y esta´ formada por cuatro stacks, tres bucles terminales y un bucle mu´ltiple.
Pero de hecho, el diagrama incluye ya interacciones terciarias (indicadas por las l´ıneas largas). Para
apreciar mejor la configuracio´n espacial de la estructura, la dibujamos en (d) desde el lado. Las l´ıneas
largas de color indican por donde sigue la secuencia, las l´ıneas negras indican interacciones terciarias.
Finalmente, en (e) la representacio´n tridimensional del tRNA basada en datos experimentales con su
forma real de “L”. Tanto las he´lices T y Acceptor, como D y Anticodon esta´n apiladas, siendo ejemplos
de apilamiento coaxial. Tambie´n existe una interaccio´n bucle-bucle de los nucleo´tidos 18 y 19 con 55
y 56, y una interaccio´n terciaria AT en el bucle T. Mientras la estructura secundaria considera como
apareados so´lo 41 de 76 nt, de hecho 72 nt participan en interacciones terciarias (incluyendo apilamiento
coaxial).
14.3.5. Arquitectura del RNA
Me´todos modernos ofrecen una vista mucho ma´s completa y detallada de mole´culas de RNA largas,
de complejos RNA-prote´ınas, virus RNA, etc. Sin renunciar a la descripcio´n cla´sica como estructura
secundaria o terciaria, es u´til describir y clasificar mole´culas largas a trave´s de los motivos estructurales
que la forman, donde un motivo puede ser una simple he´lice o elementos ma´s complejos como ribose
zipper o he´lices apiladas. Esa clasificacio´n en motivos estructurales o funcionales (muchas veces recu-
rrentes) y la identificacio´n de esos motivos como los portadores evolucionados de la funcio´n biolo´gica
es un campo de investigacio´n en ra´pido desarrollo.
Figura 14.4: Representaciones de secuencia, estructura secundaria y terciaria de un gene´rico tRNAPhe.
(a) Secuencia. (b) Estructura secundaria en notacio´n de puntos y pare´ntesis, sin interacciones terciarias.
(c) La estructura secundaria dibujada en el plano, con lineas discontinuas indicando interacciones ter-
ciarias. (d) La estructura dibujada desde otro a´ngulo para poder ver mejor la forma real de “L” de la
molecula. (e) Estructura terciaria tridimensional. Datos obtenidos de [50].
14.4. Plegamiento de RNA
14.4.1. Aspectos generales del plegamiento de RNA
El RNA de cadena sencilla puede formar enlaces consigo mismo, formando pares de bases entre nucleo´ti-
dos compatibles. En general, la formacio´n de enlaces es energe´ticamente favorable y de forma natural
aparece una mole´cula con mu´ltiples enlaces consigo mismo, representando una estructura molecular
tridimensional que tiene propiedades f´ısico-qu´ımicas distintas a la secuencia sin plegar, confiriendo fun-
ciones biolo´gicas muy bien definidas en el entorno celular. En consecuencia, este llamado plegamiento
de la mole´cula es uno de los procesos ma´s importantes en este contexto y la prediccio´n fiable de una
estructura de RNA partiendo de su secuencia es el llamado folding problem. Para ma´s informacio´n ver
[60].
En el plegamiento, se habla de tres tipos de estructuras: la estructura primaria es la secuencia sin plegar
(se representa por una secuencia lineal de letras con alfabeto ‘ACGU’). La estructura secundaria refleja
el apareamiento local de bases compatibles (Watson-Crick y wobble) y que siempre puede ser repre-
sentado por una imagen bidimensional. Finalmente, la estructura terciaria representa la configuracio´n
espacial actual de la mole´cula. Frecuentemente, y sobre todo para mole´culas largas, pueden estar pre-
sentes interacciones terciarias que son aquellas enlaces que van ma´s alla´ de las reglas de apareamiento
de bases Watson-Crick (ve´ase Seccio´n 14.3).
Estructura secundaria de energ´ıa libre mı´nima
El plegamiento de una mole´cula RNA es un proceso que depende de muchos factores (temperatura,
concentracio´n de iones, presencia de otras mole´culas de RNA, etc.), pero el mecanismo fundamental
es que nucleo´tidos complementarios pueden dar lugar a la formacio´n de pares de bases. Es importante
notar que para una secuencia dada, existe un gran nu´mero de estructuras compatibles diferentes, con
un nu´mero de enlaces distintos y en posiciones distintas, entonces ¿cua´l es la estructura real?
Por estructuras compatibles entendemos todas las estructuras que se pueden formar bajo las reglas de
formacio´n de pares mencionadas en la Seccio´n 14.3 (ej. Watson-Crick plus wobble, bucles terminales
de taman˜o mı´nimo 3, bases que participan como mucho en un par, etc.). Pero, p. ej., un par G-C con
tres enlaces de hidro´geno entre G y C implica una bajada de energ´ıa libre ma´s grande que un par A-U
o G-U. Por lo tanto, a las distintas estructuras compatibles esta´n asociadas diferentes energ´ıas libres.
En primera aproximacio´n, la estructura secundaria observada es aquella que proporciona la bajada de
energ´ıa libre total ma´s grande, llamada estructura MFE, por minimum free energy . Por lo tanto, el
problema de plegamiento es en gran medida un problema de minimizacio´n de energ´ıa.
Experimentalmente, podemos determinar las contribuciones energe´ticas de las distintas partes de la
estructura: en general, los enlaces estabilizan, y los bucles desestabilizan la estructura. No obstante,
es la formacio´n de apilamientos la que representa la mayor parte de la bajada en energ´ıa libre en
el plegamiento. Aunque permitida y teo´ricamente relacionada con una bajada de energ´ıa libre, la
formacio´n de pares sueltos no es muy estable en un entorno celular y poco frecuente en mole´culas
naturales.
Plegamiento termodina´mico y cine´tico de la estructura secundaria
Hemos abogado por el principio de minimizacio´n de energ´ıa libre para explicar la estructura secundaria.
Ese argumento implica que consideramos el conjunto de estructuras en el equilibrio termodina´mico
(tiempo de plegamiento t→∞), y adema´s a temperatura cero, ya que no consideramos las estructuras
con mayor energ´ıa, las llamadas subo´ptimas. Si la temperatura es distinta a cero, la probabilidad de
encontrar la estructura MFE o cualquier otra se puede calcular a trave´s de la funcio´n de particio´n que
sigue una distribucio´n de Boltzmann. Adema´s, en realidad, el plegamiento no dura infinitamente, y por
lo tanto el estado real de la mole´cula plegada no tiene por que ser ide´ntico ni al de mı´nima energ´ıa ni
a uno de los estados cercanos. De hecho, en muchos casos, las estructuras encontradas en secuencias
naturales, no corresponden al estado de mı´nima energ´ıa. Eso no so´lo es debido a factores externos
(ej. presencia de otras mole´culas) sino al proceso cine´tico del plegamiento mismo. En la Figura 14.5
comparamos las diferentes nociones de estructura secundaria. Vemos que la estructura MFE S0 y la
siguiente estructura en energ´ıa S1 pertenecen a dos cuencas distintas de estructuras, separadas por una
barrera alta de energ´ıa libre. Por lo tanto la estructura observada puede ser la S1 si la secuencia al
plegarse se queda atrapada en la cuenca correspondiente.
Figura 14.5: Comparacio´n entre la estructura MFE (a), el conjunto de todas las estructuras, incluyendo
las subo´ptimas (b) y el conjunto desde el punto de vista cine´tico (c). Figura basada en la Fig. 15 de
[60].
Plegamiento de estructura terciaria
La formacio´n de pares de bases tipo Watson-Crick y por lo tanto la formacio´n de la estructura secundaria
es un proceso ra´pido que ocurre en una escala de milisegundos. Las interacciones que dan lugar a los
motivos estructurales terciarios (Seccio´n 14.3) actu´an a una escala de tiempo ma´s lenta. Hay evidencia
experimental de que la estructura secundaria del RNA se forma independientemente de la estructura
terciaria [7]. Con estos datos y con datos de resonancia magne´tica [6], se cree que el RNA se pliega de
forma jera´rquica [15], si bien es cierta que existen excepciones [77, 78].
Por lo tanto, la estructura secundaria es un estado intermedio y forma una subestructura de la estruc-
tura final. En general, una gran parte de la energ´ıa libre de la estructura terciara final corresponde a
la estructura secundaria. Por lo tanto, estudiar el plegamiento de secuencia a estructura secundaria es
el primer paso a entender el proceso global.
14.4.2. Prediccio´n de estructuras de RNA
Desde el punto de vista bioinforma´tico, la estructura del RNA se divide en tres niveles: primaria, se-
cundaria y terciaria (ver Seccio´n 14.3). Como la estructura primaria es la secuencia misma, el problema
de prediccio´n de estructuras de RNA se refiere a la prediccio´n de estructuras secundarias y terciarias,
resultantes del plegamiento de la secuencia (Subseccio´n 14.4.1).
La estructura secundaria del RNA se refiere a la coleccio´n de pares de bases de los que se compone.
Por motivos de complejidad computacional, se requiere que la estructura secundaria sea planar (ver
Figura 14.3(b)) y que cada nucleo´tido so´lo pueda formar parte de un par de bases.
Formalmente, una estructura secundaria S sobre una secuencia de RNA s1, ..., sn se define como un
conjunto ordenado de pares que se corresponde con las posiciones de pares de bases, y que satisface las
siguientes restricciones:
1. Watson-Crick o GU wobble pares: Si (i, j) pertenece a S, el par de bases (si, sj) tiene que ser uno
de los siguientes pares de bases cano´nicos: (A,U), (U,A), (G,C), (C,G), (G,U), (U,G).
2. Umbral (taman˜o mı´nimo de un bucle): Si (i, j) pertenece a S, entonces j − i > θ (donde θ toma
el valor 3).
3. Prohibicio´n de pseudonudos: Si (i, j) y (k, l) pertencen a S, no se puede dar el caso en que
i < k < j < l.
4. Prohibicio´n de tripletes: Si (i, j) y (i, k) pertenecen a S, entonces j == k.
La estructura terciaria se refiere a la estructura tridimensional de una mole´cula de RNA, es decir, a
las posiciones de cada uno de sus nucleo´tidos en tres dimensiones (o a una coleccio´n de coordenadas
tridimensionales) y engloba todas las interacciones terciarias (Seccio´n 14.3 y Subseccio´n 14.4.1).
Es importante mencionar que la mayor´ıa de algoritmos de prediccio´n de estructura de RNA se centran
en las posiciones de sus nucleo´tidos, aunque en algunos casos se encuentran algoritmos que tratan de
predecir la posicio´n de todos sus a´tomos.
Estructuras secundarias
La prediccio´n de estructura secundaria de RNA es uno de los problemas ma´s recalcitrantes de la biolog´ıa
computacional de RNA. Muchos algoritmos basados en distintos conceptos computacionales y/o f´ısicos
han sido desarrollados para tratar de resolverlo. Esta seccio´n esta´ dedicada a explicar los ma´s utilizados
a lo largo de la historia.
En el apartado anterior hemos definido la estructura secundaria, en te´rminos generales, como una co-
leccio´n de pares de bases, sujeta a una serie de restricciones. Siguiendo esta definicio´n, nos encontramos
con el primer algoritmo relevante, desarrollado por Nussinov [48] en los anos 70. Este algoritmo pionero
trata simplemente de maximizar el nu´mero de pares de bases sin violar ninguna de las restricciones.








donde wi,j = 1 si las posiciones i y j corresponden a los pares de bases cano´nicos (A,U), (U,A), (G,C),
(C,G), (G,U), (U,G), o 0 en caso contrario.
Este algoritmo fue posteriormente refinado y es ahora conocido como el algoritmo Nussinov-Jacobson
[47]. Las recursiones simplificadas son las siguientes:
Di,j = max
{
Di,k +Dk+1,j donde i ≤ k ≤ j
Di+1,j−1 + wi,j ,
con la siguiente inicializacio´n:
Di,j = max
{
Di,i = 0 ∀i = 1..n
Di,i−1 = 0 ∀i = 2..n
donde n es la longitud de la secuencia. Este algoritmo no genera necesariamente la estructura ma´s
estable, y, de hecho, su eficiencia cuando se compara con estructuras reales de RNA es muy baja. Sin
embargo, es importante explicarlo ya que supuso un gran paso adelante en el a´rea de prediccio´n de
estructura secundaria.
El siguiente grupo de algoritmos esta´ basado en conceptos termodina´micos, ma´s concretamente en
buscar la estructura con mı´nima energ´ıa libre. El primer concepto es el modelo del vecino ma´s cercano
(Nearest Neighbor en ingle´s). En vez de atribuir energ´ıas a pares de bases, asigna energ´ıas a ‘pares
de pares’ de bases. Las contribuciones de las combinaciones distintas han sido determinadas mediante
te´cnicas experimentales [45, 76].
En un siguiente nivel, nos encontramos con una serie de motivos estructurales que aportan una energ´ıa
libre a la mole´cula completa: bucle terminal, bulge, bucle interior y bucle mu´ltiple (comparar con la
Figura 14.3(c)). Dicha energ´ıa libre (G◦) esta´ compuesta por dos te´rminos: entalp´ıa (H◦) y entrop´ıa
(S◦), relacionados por la siguiente ecuacio´n2:
G◦ = H◦ − TS◦ (14.2)
donde T es la temperatura.
As´ı pues, nos encontramos en la situacio´n en la que queremos calcular la estructura secundaria que
minimiza la energ´ıa libre. El primer algoritmo para predecir la estructura de mı´nima energ´ıa libre fue
desarrollado por Zuker [80]. Al igual que en el caso anterior, se trata de un algoritmo de programacio´n
dina´mica definido por una serie de recursiones. Estas recursiones, son, sin embargo, un tanto ma´s
complejas, y requieren una introduccio´n ma´s detallada.
Por lo tanto, es ma´s adecuado explicar las recursiones para calcular la funcio´n de particio´n. La funcio´n
de particio´n es un concepto de f´ısica estad´ıstica que describe las propiedades de un sistema en equilibrio
termodina´mico. Es sabido que un sistema en equilibrio termodina´mico con una reserva de temperatura
tiene probabilidades p de ocupar un estado con energ´ıa E multiplicado por su correspondiente factor
de Boltzmann. Sea X = {X1, · · · , Xn} un sistema de estados, donde el estado Xi tiene una energ´ıa Ei.
El sistema sigue una distribucio´n de Boltzmann con temperatura T si y solo si
Pr[Xi] = exp(−βEi)/Z (14.3)
donde Z =
∑
i exp(−βEi) y β = (RT )−1.
2Simplificando la ecuacio´n correcta: ∆G◦ = ∆H◦ − T∆S◦.
Figura 14.6: Representacio´n gra´fica de las cuatro matrices que incorpora el algoritmo de Zuker.





exp(−E(P )/RT ) (14.4)
donde:
P es una estructura determinada,
Ω es el espacio de estructuras,
E(P ) es la energ´ıa de la estructura,
R es la constante de gases,
T es la temperatura absoluta en grados Kelvin,
exp(−E(P )/RT ) se conoce como el factor de Boltzmann.




−E(S)/RT , donde la suma se calcula sobre todas las posibles estructuras secundarias
S de a[i, j], E(S) es la energ´ıa libre mı´nima de la estructura S.
Ahora estamos preparados para presentar las recursiones correspondientes al algoritmo de Zuker 3 para
calcular la funcio´n de particio´n de una mole´cula de RNA. Dicho algoritmo se basa en el uso de cuatro
matrices, cuyas definiciones son (ver tambie´n la Figura 14.6):
Zi,j : funcio´n de particio´n sobre todas las estructuras secundarias en a[i, j].
ZBi,j : funcio´n de particio´n sobre todas las estructuras secundarias en a[i, j], que contienen el par
de bases (i, j).
ZMi,j : funcio´n de particio´n sobre todas las estructuras secundarias en a[i, j], sujetas a la restric-
cio´n de que a[i, j] es parte de un multiloop y tiene como mı´nimo un componente.
3En realidad, las recursiones para la funcio´n de particio´n reciben el nombre de recursiones de McCaskill [46], si bien el
algoritmo para predecir la estructura de mı´nima energ´ıa libre es conocido como el algoritmo de Zuker [80].
ZM1i,j : funcio´n de particio´n sobre todas las estructuras secundarias en a[i, j], sujetas a la res-
triccio´n de que a[i, j] es parte de un multiloop y tiene exactamente un componente. Adema´s, se
requiere que i forme un par de bases en el intervalo [i, j]; es decir, (i, r) es un par de bases, para
algu´n i < r ≤ j.
y cuyas recursiones son las que siguen:
Zi,j =

1 si j − i ≤ θ
Zi,j−1 + ZBi,j +
j−θ−1∑
k=i+1
Zi,k−1 · ZBk,j en caso contrario
ZM1i,j =






−c · (j − k)
RT
)
· ZBi,k en caso contrario
ZMi,j =

0 si i ≤ j y j − i ≤ θ
j−θ−1∑
k=i




(− bRT ) · ZMi,k · ZM1k+1,j en caso contrario
ZBi,j =
{
0 si j − i ≤ θ




















































E(i, i + 1; j, j − 1, T ) es la energ´ıa correspondiente al apilamiento de los pares de bases (i, j) y
(i+ 1, j − 1) a temperatura T,
H(l, T ) es la energ´ıa de un hairpin de longitud l a temperatura T,
B(l, T ) es la energ´ıa de un bulge de longitud l a temperatura T,
I(l, T ) es la energ´ıa de un bucle interno de longitud l a temperatura T,
a es una penalizacio´n energe´tica por empezar un bucle mu´ltiple,
b es una penalizacio´n energe´tica por el numero de componentes de un bucle mu´ltiple.
Teniendo en cuenta estas recursiones para el ca´lculo de la funcio´n de particio´n de una mole´cula de
RNA, podemos inferir fa´cilmente las recursiones para calcular la estructura MFE: basta con cambiar
los ma´ximos por sumas y las sumas por multiplicaciones, y reemplazar los factores de Boltzmann por
energ´ıas.
Tambie´n es posible calcular la probabilidad de que dos nucleo´tidos formen un par de bases siguiendo
el algoritmo de McCaskill [46]. Este algoritmo computa las probabilidades de pares de bases siguiendo
la fo´rmula:
p(i, j) =
∑−{S : (i, j) ∈ S}exp(−E(S)/RT )∑
S exp(−E(S)/RT )
Es decir, los probabilidades de pares de bases de la distribucio´n de Boltzmann, donde el numerador
comprende la suma de todas las estructuras secundarias en las que ocurre el par de bases (i, j), y en el
denominador todas las posibles estructuras secundarias de RNA dada su secuencia.
Este tipo de algoritmo es posiblemente el ma´s extendido, conocido y utilizado. Actualmente existen
3 implementaciones distintas que se diferencian en detalles como las energ´ıas libres o el tratamiento
de dangles (nucleo´tidos sin par al final de una he´lice) y apilamiento coaxial: UNAfold de Zucker [44],
RNAfold de Hofacker [31] (dentro del software Vienna Package) y RNAstructure de Mathews [56].
Finalmente, discutiremos otro enfoque importante dentro del a´rea de la prediccio´n de estructura secun-
daria de RNA, la llamada estructura de ma´xima esperanza de precisio´n (o Maximum Expected Accurate
en ingle´s). El concepto de estructura de ma´xima esperanza de precisio´n fue introducido por Do [21] y
su definicio´n es la siguiente: dada un secuencia a1, · · · , an de RNA, la estructura de ma´xima esperanza
de precisio´n S es aquella que maximiza la siguiente formula:∑
(i,j)∈S














La estructura de ma´xima esperanza de precisio´n puede ser calculada con un algoritmo de programacio´n
dina´mica similar al de Nussinov-Jacobson con probabilidades obtenidas a trave´s de una grama´tica
estoca´stica de contexto libre como en [40], o con probabilidades obtenidas usando el algoritmo de
McCaskill como en [42].
Pseudonudos
La prediccio´n de RNA pseudonudos representa un paso entre la prediccio´n de estructuras secundarias
con una complejidad relativamente baja y la prediccio´n de estructuras terciarias con una complejidad
alta. A nivel pra´ctico, tambie´n interacciones del tipo kissing loop pueden ser considerados como pseu-
donudos. Se puede demostrar que el problema de encontrar pseudonudos arbitrarios es NP-duro. Por
lo tanto hay que reducir la complejidad del problema.
Podemos distinguir entre algoritmos heur´ısticos y recursivos. Adema´s, tanto programas de prediccio´n
de estructuras secundarias como terciarias pueden incluir pseudonudos. Recomendamos estudiar las
programas de prediccio´n antes de utilizarlos, se puede consultar una lista actualizada de programas en
Wikipedia4
Empezamos con las recursiones. Un me´todo muy eficaz se basa en el algoritmo de Reeder y Giegerich
que escala como O(n4) en tiempo y O(n2) en espacio (Programa PKnotsRG [51]). Utiliza una recursio´n
del tipo Zuker y se limita a los pseudonudos ma´s simples, con un so´lo posible entrelazamiento entre dos
stacks y sin bulges. A pesar de estas restricciones, ese algoritmo incluye al tipo de pseudonudos ma´s
frecuente y estable y es un me´todo ra´pido.
Otro algoritmo recursivo es el de Rivas y Eddy [57]. Incluye la posibilidad de kissing hairpin y three-
knot y escala como O(n6) en tiempo y O(n4) en espacio. Mencionamos los algoritmos de Akutsu [3] y
de Chen, Condon y Jabbari [13] como me´todos con complejidad y prestaciones intermedias.
Presentamos dos me´todos de prediccio´n de pseudonudos basado en heur´ısticas. Estos algoritmos son
de intere´s porque son ra´pidos y pueden alcanzar una buena precisio´n [11]. Uno se llama ILM (Iterated
Loop Matching) [58] y utiliza una iteracio´n tipo Nussinov como plegamiento hera´rquico. Otro me´todo es
HotKnots [55], basado en elegir elementos de la estructura secundaria con energ´ıa libre relativamente
baja, para sucesivamente an˜adir elementos hac´ıa la estructura final.
Otro algoritmo heur´ıstico es Probknot [8]. En este caso, en vez de usar la energ´ıa libre se basa en la
estructura de ma´xima esperanza de precisio´n. Usando las probabilidades de dos nucleo´tidos de formar
un par de base, la estructura de ma´xima esperanza de precisio´n puede ser extendida a un problema de
apareamiento ma´ximo, donde los nodos del grafo son nucleo´tidos y las aristas tienen un peso igual a la
probabilidad. En este contexto, resolver el problema de apareamiento ma´ximo resulta en un conjunto
de pares de bases que puede contenter pseudonudos. Aunque el problema de apareamiento ma´ximo se
puede resolver en tiempo polino´mico, Probknot usa un algoritmo ma´s ra´pido y ma´s eficiente.
Estructuras terciarias
En la literatura, es posible encontrar me´todos que hablan de estructura terciaria de RNA, pero en
realidad so´lo tienen en cuenta estructuras secundarias con pseudonudos o con tripletes de bases y pares
de bases no-cano´nicos. Este es el caso de [35] donde se presenta un algoritmo capaz de encontrar la
estructura secundaria de mı´nima energ´ıa libre con tripletes y pares de base no-cano´nicos. Para ello,
utiliza unas complejas recursiones que derivan del concepto de 2-diagrams sin cruces.
Sin embargo, existe algu´n me´todo para calcular la estructura terciaria de una mole´cula de RNA. El ma´s
conocido pertenece a las llamadas MC-tools de Major [49]. MC-fold primero encuentra estructuras
secundarias que maximicen la frecuencia de cuartetos de nucleo´tidos que aparecen en las bases de
datos de estructuras reales de RNA. Estos cuartetos pueden ser o no ser pares de bases apilados. Esta
estructura secundaria es transformada en terciaria gracias a MC-Sym. MC-Sym tiene en cuenta todos
los a´tomos y se basa en especificar los llamados dihedral angles que definen las posiciones del esqueleto
azu´car-fosfato y de las bases. Estos a´ngulos estan restringidos a sus valores ma´s frecuentes, calculados
a partir de estructuras reales.
Muy recientemente encontramos un nuevo me´todo para el ca´lculo de la estructura terciaria de RNA
en [54]. Este me´todo tambie´n utiliza MC-Sym, aunque sustituye MC-Fold por RNA-MoIP. RNA-MoIP
4List of RNA structure prediction software. http://en.wikipedia.org/wiki/List_of_RNA_structure_
prediction_software
refina estructuras secundarias utilizando programacio´n entera para acomodar estructuras terciarias, en
muchas ocasiones, reemplazando pares de bases cano´nicos por no-cano´nicos.
Finalmente, cabe resen˜ar el reciente esfuerzo por impulsar el disen˜o de algoritmos de prediccio´n de
estructura terciaria de RNA fomentado por la competicio´n conocida como RNA-Puzzles5.
14.4.3. Otros problemas relacionados con el plegamiento de RNA
Hay muchos problemas y herramientas relacionadas con la estructura del RNA. Dejando de lado el
a´rea de las herramientas para la bu´squeda de RNA no codificante, describiremos a continuacio´n los
ejemplos ma´s relevantes.
Hibridizacio´n de RNA
Existen varios algoritmos para determinar la estructura secundaria de mı´nima energ´ıa de hibridizacio´n
de RNA (o de RNA con DNA). Este problema tiene aplicaciones en el estudio de micro-arrays y en el
estudio de ciertos procesos biolo´gicos como el sistema CRISPR en bacterias o el proceso de splicing de
RNA con exclusividad mutua de casetes como en el caso del gen Dscam en Drosophila [30].
Para calcular la mı´nima energ´ıa libre de hibridizacio´n se usa un algoritmo similar al de Zucker, en el cual
las dos cadenas se juntan y se tiene un tratamiento especial de las estructuras en torno a la posicio´n de
juntura. Hay varias herramientas que resuelven este problema, como RNAcofold del Vienna Package
o RNAhybrid dentro de UNAfold. Tambie´n existen otras herramientas como RNAduplex o RNAup
(ambas dentro del Vienna Package). RNAduplex calcula todas las posibles estructuras locales de
hibridizacio´n entre dos cadenas de RNA sin considerar estructuras intra-moleculares, y RNAup calcula
la mejor estructura local de hibridizacio´n teniendo en cuenta que la cadena de mayor longitud forma
una estructura secundaria que hay que romper antes de formarse la hibridizacio´n.
RNAbor
RNAbor es una herramienta desarrollado por el Clote Lab [26] en la que se pueden calcular la proba-
bilidad de encontrar estructuras que difieren en k pares de bases con respecto a una estructura inicial.
Dicha estructura inicial puede ser tanto la estructura de mı´nima energ´ıa libre como la estructura vac´ıa
(ningu´n par de bases) o cualquier otra estructura aleatoria. Esto se consigue usando un algoritmo de
programacio´n dina´mica similar al de McCaskill en el cual se va concentrando la probabilidad de cada
valor k simulta´neamente.
Tanto RNAbor como su reciente versio´n FFTbor [63] en la que se mejora la velocidad usando la trans-
formada de Fourier pueden utilizarse para detectar riboswitches, para estudiar el espacio de plegamiento
o incluso para aproximar la velocidad de plegamiento de RNA.
RNAmutants
RNAmutants es otra herramienta desarrollada por el Clote Lab [75]. De una forma similar al caso
anterior, RNAmutants calcula la probabilidad (y la estructura de mı´nima energ´ıa libre) para todas las
5RNA-Puzzles. http://paradise-ibmc.u-strasbg.fr/rnapuzzles
secuencias que difieren en k nucleo´tidos (k nucleo´tidos que cambian de valor, no que se an˜aden o se
eliminan) de la secuencia original.
RNAmutants puede ser utilizado para estudiar el espacio mutacional de una secuencia de RNA, iden-
tificando posiciones ma´s de´biles o ma´s robustas ante posibles mutaciones. RNAmutants tambie´n sirve
para comparar la robustez de diferentes familias de RNA.
Mapeo secuencia a estructura secundaria
Si queremos conocer para una secuencia dada el conjunto de estructuras compatibles, tambie´n queremos
saber cual el conjunto total de estructuras para todas las secuencias. Existe un nivel de degeneracio´n
entre la secuencia y la estructura secundaria. Mientras hay 4n secuencias de longitud n, hay un nu´mero
ma´s bajo de estructuras secundarias, S(n). Gru¨ner el al. derivaron aproximaciones para ese nu´mero,
S(n) ≈ 0,7131 × n−3/2(2,2888)n, si se permite la formacio´n de pares sueltos, y S(n) ≈ 1,4848 ×
n−3/2(1,849)n, si se proh´ıbe la formacio´n de pares sueltos [32].
Destacamos varias propiedades importantes del mapeo entre secuencia y estructura secundaria: (a)
Degeneracio´n: como hay ma´s secuencias que estructuras, sobre todo para n grande, hay secuencias
distintas que pliegan en la misma estructura. (b) Distribucio´n de estructuras: existen pocas estructuras
que son el resultado del plegamiento de muchas secuencias (estructuras frecuentes) mientras hay muchas
estructuras que son estructuras raras. Es una distribucio´n ancha con una cola larga. (c) Estructuras
frecuentes esta´n distribuidos de forma homoge´nea en el espacio de las secuencias: de una secuencia
aleatoria en pocas mutaciones se puede obtener una secuencia que pliega en una estructura frecuente.
(d) Redes neutrales: Las secuencias que pliegan en estructuras frecuentes forman una red extensa en el
espacio de secuencias de tal manera que si la longitud de la mole´cula es suficientemente larga, esa red
neutral percola el espacio de secuencias.
En la misma l´ınea del ca´lculo del nu´mero de estructuras secundarias, existe todo un campo a lo que
se ha venido a llamar Combinatoria de RNA. Dentro de este campo destacamos: ca´lculo de el nu´mero
de estructuras secundarias cano´nicas y saturadas [16], ca´lculo de la distancia entre el 5’ y el 3’ de una
mole´cula de RNA [17], etc.
Comparacio´n de estructuras
Mientras la diferencia entre secuencias se puede cuantificar con la distancia Hamming (nu´mero de
nucleo´tidos distintos), para comparar estructuras existen una variedad de me´todos distintos. Aunque
se puede definir una distancia Hamming entre estructuras basado en el alfabeto punto-pare´ntesis, no se
considera una medida muy apta para estructuras, y se prefiere la distancia base-pair que es el nu´mero
de pares que uno tiene que abrir y cerrar para convertir una estructura en otra. Adema´s, existe la
posibilidad de definir distancias basado en la formulacio´n de a´rbol para una estructura, y se define
una distancia a trave´s de cambios que uno tiene que hacer para convertir una estructura en otra. Un
ejemplo es la distancia tree-edit que junto con las otras medidas esta´n presentadas en [60].
Un concepto similar es el de agrupar estructuras segu´n su similitud, reduciendo la descripcio´n de
la estructura secundaria. Una posible definicio´n es el Shape que es una representacio´n de estructura
secundaria en la que las he´lices se colapsan, por ejemplo, (((...((...))..(((...)))..).)) pasa a ser [ [ ] [ ] ] [41].
Otra posibilidad es la definicio´n de familias de estructuras como en [66, 69].
14.4.4. Biolog´ıa Sinte´tica de RNA: plegamiento inverso
La biolog´ıa sinte´tica es una disciplina emergente con ramificaciones que van desde la deteccio´n de
mole´culas dentro de la ce´lula a la creacio´n de genomas sinte´ticos y nuevas formas de vida. Grupos pio-
neros en este campo han obtenido resultados espectaculares como, por ejemplo, la s´ıntesis combinatoria
de redes de genes, la s´ıntesis de genomas usando BioBricks, y la reaccio´n de hibridizacio´n en cadena,
en la cual mono´meros estables de DNA se juntan so´lo ante la exposicio´n a un fragmento de DNA
objetivo. La mayor parte de los trabajos en el campo de la biolog´ıa sinte´tica se concentran en lo que
se puede considerar como geno´mica sinte´tica, como por ejemplo, la regulacio´n sinte´tica de genes [14] y
el desarrollo de bloques gene´ticos, gracias a los cuales, se pueden construir nuevos genomas [64].
Sin embargo, esta seccio´n versa sobre la biolog´ıa sinte´tica de RNA. Como hemos visto en los apartados
anteriores, y al igual que en el caso de las prote´ınas, la estructura de RNA determina en gran medida
su funcio´n. Dada la gran cantidad de nuevos tipos de RNA con funciones complejas, y dada la actual
variedad de algoritmos para prediccio´n de estructura de RNA, de alineamiento estructural, de bu´squeda
de motivos estructurales, etc; parece claro que algunos de los ma´s importantes avances en la biolog´ıa
sinte´tica tratara´n el disen˜o y validacio´n experimental de nuevas estructuras sinte´ticas de RNA.
Plegamiento inverso de RNA
Dado que el ca´lculo de la estructura secundaria de mı´nima energ´ıa libre puede ser realizado de forma
eficiente y que la determinacio´n de la estructura de RNA con pseudonudos y la estructura terciaria son
NP-completos [43], nos centraremos en el problema del plegamiento inverso en cuanto se refiere a la
estructura secundaria.
Como la estructura secundaria de RNA es una parte esencial de la estructura terciaria y el plegamiento
tiene lugar de forma jera´rquica (ver Cap. 14.4), cualquier solucio´n al problema del plegamiento inverso
para estructura secundaria es, claramente, un gran paso hacia el disen˜o de RNA funcional.
Dada una estructura secundaria S sobre una cadena desconocida de longitud n, el problema del plega-
miento inverso consiste en encontrar la secuencia de RNA a1, · · · , an (es decir, la palabra de longitud
n del alfabeto σ = A,C,G,U) cuya estructura mı´nima de energ´ıa libre es S.
Aunque no ha sido demostrado formalmente, se cree que el problema del plegamiento inverso de RNA
es NP-duro.
Existen varios algoritmos para resolver el problema del plegamiento inverso de RNA: RNAinverse [34],
RNA-SSD [5], INFO-RNA [9], MODENA [71], NUPACK-DESIGN [79], Inv [28]. Todos estos algoritmos
pueden ser clasificados como heur´ısticos: comienzan con una secuencia inicial que es mejorada de forma
iterativa hasta encontrar una solucio´n o terminar por algu´n otro criterio como tiempo l´ımite o ma´ximo
nu´mero de iteraciones.
El primer algoritmo que se encuentra en la literature es RNAinverse, el cual forma parte del Vienna
Package [31, 34]. RNAinverse divide la estructura objetivo S en subunidades ma´s pequen˜as e intenta
encontrar la secuencia de RNA usando un camino adaptativo o algoritmo avaro. Las posiciones de
la secuencia inicial son mutadas, estas mutaciones se aceptan si la funcio´n objetivo mejora. En este
caso, la funcio´n objetivo es la distancia de Hamming entre la estructura de mı´nima energ´ıa libre de la
secuencia y la estructura objetivo S. RNAinverse puede devolver la solucio´n correcta, una solucio´n
aproximada o ninguna solucio´n, dependiendo de la dificultad de la instancia.
RNA-SSD [5] es un algoritmo distinto y muy eficienciente, si bien comparte la misma filosof´ıa de
divide y vencera´s, dividiendo la estructura de forma jera´rquica en subunidades. En comparacio´n con
RNAinverse, RNA-SSD utiliza una inicializacio´n ma´s sofisticada e implementa un algoritmo de bu´sque-
da local estoca´stica, en vez de un simple camino adaptativo. RNA-SSD es capaz de encontrar la secuencia
correcta para estructuras de ma´s de mil nucleo´tidos de longitud.
El tercer algoritmo es INFO-RNA [9]. La principal diferencia con los anteriores algoritmos reside en
su inicializacio´n, la cual se basa en un algoritmo de programacio´n dina´mica para elegir la secuencia
s1, . . . , sn que es compatible con S y tiene la menor energ´ıa libre. Aunque la energ´ıa libre E(s1, . . . , sn;S)
de la estructura objective S en s1, . . . , sn es menor o igual a la energ´ıa libre E(s
′
1, . . . , s
′
n;S) para todas
las secuencias s′1, . . . , s′n que son compatibles con S, esto no significa que la estructura de mı´nima
energ´ıa libre of s1, . . . , sn es la estructura objetivo S. INFO-RNA es, por lo menos, igual de eficiente
que RNA-SSD, y debido a su especial inicializacio´n, devuelve secuencias de RNA cuya energ´ıa libre es
muy baja (con alto contenido de GCs). Aunque esto pueda parecer beneficioso, estas secuencias de alto
contenido de GCs suele tener poco parecido con secuencias reales de RNA.
El cuarto, MODENA [71], es bastante diferente a todos los anterior. MODENA usa el conocido algoritmo
gene´tico NSGA2 [19] para encontrar el conjunto de´bil de Pareto de soluciones o´ptimas respecto a dos
funciones objetivo: estabilidad de la estructura (mı´nima energ´ıa libre) y similitud (distancia entre la
estructura de mı´nima energ´ıa libre y la estructura objetivo S).
NUPACK-DESIGN [79], es el punto de partida de un pionero proyecto del laboratorio de Pierce, para
disen˜ar mole´culas de RNA que ma´s tarde son validadas tanto in vitro como in vivo. NUPACK-DESIGN
utiliza un enfoque parecido a RNA-SSD, aunque en este caso, NUPACK-DESIGN intenta encontrar
secuencias con mı´nimo defecto de colectividad [20].
Dada una secuencia de RNA s = s1, . . . , sn con respecto a una estructura objetivo S, el defecto de
colectividad se define como el valor esperado de nucle´otidos cuya estado de emparejamiento difiere del
que tienen en la estructura objetivo S. Formalmente tenemos:
n(s, S0) = n−
∑
1≤i,j≤n
p∗i,j · I[(i, j) ∈ S]−
∑
1≤i≤n
p∗i,n+1 · I[i desapareado en S]
donde I es la funcio´n indicatriz y, para cada posicio´n fija 1 ≤ i ≤ n, se define la funcio´n de probabilidad
p∗i,j , para todo j en [1, n + 1], simetrizando p para valores 1 ≤ i, j ≤ n, y as´ı pues definiendo p∗i,n+1 =
1−∑j>i pi,j −∑j<i pj,i.
Finalmente, el algoritmo Inv [28] utiliza una rutina de bu´squeda local estoca´stica para encontrar la
secuencia cuya mı´nima energ´ıa libre con psuedonudos es la 3-noncrossing estructura objetivo. Una
estructura 3-noncrossing es una estructura (posiblemente con psuedonudos) en la cual no es posible
encontrar 3 (o ma´s) pares de bases que se cruzan mutuamente. Inv es un algoritmo de programacio´n
dina´mica de tiempo exponencial [37] y utiliza el hecho de que cada 3-noncrossing estructura tiene una
u´nica descomposicio´n en he´lices.
En contraposicio´n a todos los algoritmos anteriores, un nuevo enfoque utiliza programacio´n con res-
tricciones y es completo. RNAifold [29] esta implementado en COMET [72] y tiene la capacidad de
encontrar todas las secuencias cuya estructura de mı´nima energ´ıa libre es la estructura objetivo.
14.5. Evolucio´n de RNA
14.5.1. El RNA como modelo evolutivo
La evolucio´n molecular cubre una enorme a´rea de investigacio´n. Esta comprende desde la qu´ımica pre-
bio´tica y las preguntas sobre el origen de la vida, hasta el disen˜o artificial de mole´culas y la seleccio´n y
evolucio´n in vitro con sus aplicaciones en nano y biotecnolog´ıa, pasando por muchos aspectos relacio-
nados con el origen y las relaciones entre las especies, el estudio de la evolucio´n viral y bacteriana y sus
implicaciones me´dicas. En este texto, no pretendemos dar una visio´n completa de todo el campo, sino
centrarnos en los enfoques teo´ricos del uso de las poblaciones de mole´culas de RNA como un modelo
para entender la evolucio´n de replicadores simples. Y para ello, comenzamos identificando las dos pro-
piedades que todo sistema evolutivo debe tener: (i) un mecanismo que introduzca variabilidad gene´tica
en la poblacio´n (en nuestro caso es la mutacio´n puntual de nucleo´tidos) y (ii) una diferenciacio´n de
los genomas con respecto a su capacidad replicativa (fitness) que permita la seleccio´n de los ma´s aptos
(mediante una presio´n selectiva).
Las poblaciones de mole´culas de RNA son un modelo muy adecuado para estudiar procesos evolutivos
porque incorporan, en una u´nica entidad molecular, tanto genotipo como fenotipo [25]. Mientras que
los errores en el proceso de replicacio´n introducen mutaciones en la secuencia de RNA (genotipo), la
seleccio´n actu´a sobre la funcio´n (fenotipo) de la mole´cula. Como en muchos casos la estructura espacial
de la mole´cula es crucial para su funcio´n bioqu´ımica, la estructura de una mole´cula de RNA puede
considerarse como una representacio´n del fenotipo.
No obstante, es muy dif´ıcil obtener la estructura real (es decir, tridimensional y con todos sus detalles)
en la que pliega una secuencia arbitraria (ver Seccio´n 7.7), y en la pra´ctica conocemos con alta precisio´n
so´lo las estructuras de algunas mole´culas fundamentales en la biolog´ıa actual (como el tRNA, de 76
nucleo´tidos). Sin embargo, la estructura secundaria de una secuencia s´ı que se puede conocer con
ma´s precisio´n y tambie´n predecir con fidelidad mediante algoritmos informa´ticos. Por esta razo´n se
suele utilizar la estructura secundaria como representacio´n mı´nima del fenotipo, y por extensio´n, de
la funcio´n bioqu´ımica de la mole´cula. Como consecuencia de todo esto, conviene recordar que existen
varios niveles de degeneracio´n en el sistema: muchas secuencias pueden plegar en la misma estructura,
y diferentes estructuras pueden tener la misma funcio´n bioqu´ımica.
14.5.2. Redes neutrales de RNA: concepto y propiedades ba´sicas
La idea de la evolucio´n neutral fue introducida por Kimura [39] con el fin de explicar un resultado por
entonces muy sorprendente: un gran nu´mero de mutaciones observadas en prote´ınas, DNA, o RNA, no
tienen efecto sobre el fitness de dichas mole´culas. La neutralidad es particularmente importante en la
evolucio´n de cuasiespecies [22], poblaciones de replicadores de alta tasa de mutacio´n que esta´n formadas
por un gran nu´mero de fenotipos diferentes -y much´ısimos ma´s genotipos- donde la alta diversidad y
la exploracio´n constante del espacio de genomas se convierte en una estrategia adaptativa. Algunos
ejemplos relevantes de cuasiespecies son los virus de RNA (VIH, Ebola, Gripe, etc...) y los replicadores
de alta tasa de mutacio´n en el contexto del mundo de RNA prebio´tico.
Como ya se ha comentado, el RNA es un modelo ideal para el estudio de la evolucio´n molecular, y
de hecho las secuencias de RNA plegando en sus estructuras secundarias de energ´ıa libre mı´nima son
probablemente el modelo ma´s utilizado en la literatura de la relacio´n genotipo-fenotipo [61]. Cada
estructura secundaria de RNA, utilizada como aproximacio´n del fenotipo o funcio´n biolo´gica de la
mole´cula, tiene asociada una red neutral de genotipos, donde los nodos representan todas las secuencias
que pliegan en dicha estructura. Dos nodos de la red esta´n conectados por un enlace cuando sus
secuencias esta´n a distancia de Hamming 1, es decir, cuando difieren en un solo nucleo´tido [52] (ve´ase
la Figura 14.7). Para una longitud dada l de la secuencia de RNA, tenemos por lo tanto tantas redes
neutrales como estructuras secundarias distintas (o fenotipos distintos). Conviene resaltar el hecho de
que cada red neutral puede contener uno o ma´s componentes aislados entre s´ı, es decir, que no siempre
mediante mutaciones puntuales una secuencia puede recorrer la totalidad de secuencias que pliegan en
la misma estructura secundaria. En este u´ltimo caso, la red neutral se compone de subredes.
Figura 14.7: Construccio´n de una red neutral asociada a una estructura secundaria de RNA dada. (A)
Esquema de la construccio´n: Los nodos de la red son todas las secuencias que pliegan en la misma
estructura secundaria, y se conectan entre s´ı si esta´n a una distancia de Hamming uno, es decir, si
difieren so´lo en un nucleo´tido. (B) Red neutral asociada a la estructura secundaria de longitud 12
(.(....))..., mostrada en (C). No´tese que, aunque todas las secuencias de una red neutral pliegan en la
misma estructura secundaria, la red neutral puede estar dividida. En este caso, existen 3 subredes aisladas
de taman˜os 404, 341 y 55. Figura modificada de [2].
Puesto que el RNA consta de cadenas de 4 nucleo´tidos distintos (cuyas bases nitrogenadas son A, G, C
y U), las redes neutrales asociadas a una longitud de secuencia l son subredes inmersas en la macrorred
formada por todas las secuencias posibles de longitud l. Esta macrorred es regular, tiene taman˜o 4l,
dimensio´n l, y cada nodo tiene grado 3l, porque cada nucleo´tido puede sufrir tres mutaciones distintas,
y cada secuencia tiene l nucleo´tidos. (Ve´ase la Seccio´n 19.2 para una introduccio´n ba´sica a la teor´ıa de
redes complejas.)
Los estudios anal´ıticos del taman˜o de las redes neutrales, es decir, de la cantidad de secuencias de
longitud l compatible con una estructura secundaria dada (lo que se conoce como degeneracio´n genotipo-
fenotipo), han revelado que las redes neutrales de genotipos son astrono´micamente grandes incluso para
valores moderados de la longitud de la secuencia. So´lo por citar un par de ejemplos, diremos que existen
aproximadamente 1028 secuencias compatibles con la estructura de una mole´cula de tRNA (que tiene
una longitud l = 76), mientras que las estructuras funcionales ma´s cortas conocidas actualmente, que
tienen una longitud l de unos 12 nucle´otidos, pueden obtenerse a partir de ma´s de 106 secuencias
diferentes [2]. De hecho, una aproximacio´n va´lida para secuencias suficientemente largas es que existen
Sl = 1,4848× l−3/2(1,8488)l estructuras secundarias para secuencias de longitud l [62], y por lo tanto
el taman˜o medio de una red neutral crece con l como 4l/Sl = 0,673 × l3/22,1636l, cantidad que crece
enormemente con l. Este valor medio no es sin embargo representativo de la distribucio´n real de los
taman˜os de redes neutrales, que es una funcio´n muy ancha sin una media bien definida y con una cola
tambie´n muy ancha [62, 66]. De hecho, el espacio de secuencias de RNA de longitud l esta´ dominado por
un nu´mero relativamente pequen˜o de estructuras comunes que son muy abundantes y que se encuentran
habitualmente en la naturaleza como motivos estructurales de mole´culas de RNA funcional [23, 27].
Las redes neutrales correspondientes a dichas estructuras comunes percolan el espacio de secuencias
[33, 53] y facilitan as´ı la exploracio´n de un gran nu´mero de estructuras alternativas. Esto es posible
porque las diferentes redes neutrales esta´n profundamente entrelazadas: a partir de cualquier secuencia
aleatoria, y mediante pocos pasos sobre la red (o mutaciones), es posible llegar a todas las estructuras
comunes [53].
14.5.3. Modelizacio´n matema´tica de la evolucio´n sobre redes neutrales de RNA
Ecuaciones dina´micas
Ma´s adelante en este cap´ıtulo, en la Subseccio´n 14.5.5, nos centraremos en el caso general de la evolucio´n
de poblaciones de RNA sobre un paisaje de fitness rugoso que tiene en cuenta de forma diferenciada
todas las estructuras posibles de RNA. En e´l, una poblacio´n puede acceder a trave´s de mutaciones a
todo el espacio de secuencias de taman˜o 4l en su camino hacia una estructura objetivo. Sin embargo,
comenzaremos suponiendo que, de todas las estructuras secundarias posibles en las que pueden plegar
todas las secuencias de RNA de longitud l, so´lo una es funcional (su funcio´n espec´ıfica dependera´ del
contexto, y es irrelevante ahora). Por lo tanto, el fitness de las secuencias de una u´nica red es ma´ximo,
mientras que el fitness de todas las secuencias pertenecientes a otras redes neutrales es 0. Con esta
hipo´tesis, la evolucio´n de una poblacio´n de RNA a trave´s del espacio de genotipos debido a mutaciones
se limita a la red neutral funcional (o a cada subred de la misma si esta´ partida en subredes), ya que
suponemos que so´lo la progenie que se mantiene dentro de la red neutral sobrevive. Veamos la forma
de modelizar este proceso haciendo uso de la teor´ıa de cadenas de Markov y matrices de transicio´n [1].
Cada nodo i en la red, que representa a un genotipo distinto, tiene un nu´mero ni(t) de secuencias en
un tiempo dado t. Hay i = 1, . . . ,m nodos en la red, cada uno con un grado, o nu´mero de vecinos,
ki. La poblacio´n total es N =
∑
i ni(t), y suponemos N → ∞ para evitar efectos estoca´sticos debido
al taman˜o finito de la poblacio´n. La distribucio´n inicial de las secuencias en la red a t = 0 es ni(0).
Las secuencias de longitud l, formadas por los 4 nucleo´tidos diferentes de que consta el RNA, tienen a
lo sumo 3l vecinos. Llamamos {vi} al conjunto de los ki vecinos del nodo i. En cada paso de tiempo,
las secuencias en cada nodo se replican. Las nuevas secuencias mutan a uno de los 3l vecinos ma´s
cercanos con probabilidad µ, y se mantienen iguales a la secuencia madre con una probabilidad 1− µ.
En nuestro caso, 0 < µ ≤ 1. El caso singular µ = 0 se excluye para evitar una dina´mica trivial y
garantizar una evolucio´n hacia un estado de equilibrio u´nico. Por lo tanto, con probabilidad ki/(3l) las
secuencias mutadas existen en la red neutral y en ese caso se suman a la poblacio´n de los nodos vecinos
correspondientes. De lo contrario, caen fuera de la red y desaparecen.
Las ecuaciones que describen la dina´mica de la poblacio´n sobre la red neutral presentada en el pa´rrafo
anterior son:





y de forma matricial
~n(t+ 1) = (2− µ)I~n(t) + µ
3l
A~n(t) (14.6)
donde I es la matriz identidad y A es la matriz de adyacencia de la red, cuyos elementos son Aij = 1,
si los nodos i y j esta´n conectados y Aij = 0 en caso contrario (ve´ase la Seccio´n 19.2).
La dina´mica asociada al sistema cuya evolucio´n la define una matriz de transicio´n M viene dada por
~n(t+ 1) = M~n(t). En nuestro caso particular, la matriz de transicio´n M se define como
M = (2− µ)I + µ
3l
A (14.7)
Estudio del estado asinto´tico de la poblacio´n
Llamemos {λi} al conjunto de autovalores de M , con λi ≥ λi+1, y {~ui} los autovectores correspondientes
(para informacio´m general sobre autovalores y autovectores, ve´ase cualquier libro de a´lgebra lineal, por
ejemplo [12]). Los autovectores verifican que ~ui ·~uj = 0, ∀i 6= j y |~ui| = 1, ∀i. Una matriz es irreducible
cuando el grafo correspondiente es conexo, y en nuestro caso cualquier par de nodos i y j de la red
esta´n conectados a trave´s de mutaciones por definicio´n. Si adema´s de irreducible, una matriz cumple
la condicio´n Mii > 0,∀i, entonces se dice que la matriz M es primitiva. La matriz de transicio´n M
presentada en la Ecuacio´n 14.7 es efectivamente primitiva, y el teorema de Perron-Frobenius asegura
que, en el intervalo de valores de µ utilizados, el autovalor mayor de M es positivo, es mayor que el resto
de autovalores, y su autovector asociado tambie´n es positivo (es decir,(~u1)i > 0, ∀ i). La verificacio´n
de este teorema es importante porque nos permite dar los pasos mostrados a continuacio´n (ve´ase [36],
por ejemplo, para profundizar en el teorema de Perron-Frobenius).
La dina´mica asociada al sistema, plasmada en la Ecuacio´n 14.6, puede ser escrita de la forma:




donde αi es la proyeccio´n de la condicio´n inicial sobre el autovector i de M , αi = ~n(0) ~ui.
Adema´s, como λ1 > |λi| por el teorema de Perron-Frobenius, ∀i > 1, el estado asinto´tico de la poblacio´n








mientras que el mayor autovalor λ1 nos da la tasa de crecimiento de la poblacio´n en el equilibrio
(en ausencia de reescalamiento). Si se normaliza la poblacio´n ~n(t) tal que |~n(t)| = 1 despue´s de cada
generacio´n, se cumple que ~n(t)→ ~u1 cuando t→∞. Estos resultados son importantes, porque afirman
que, independientemente de la condicio´n inicial, la poblacio´n de secuencias tiende asinto´ticamente hacia
una distribucio´n constante sobre la red que es igual al primer autovector de la matriz de transicio´n.
Tiempo al estado asinto´tico
Otra cantidad dina´mica relevante y con directas implicaciones biolo´gicas es el tiempo que la pobla-
cio´n tarda en alcanzar dicho equilibrio. Para obtenerlo, partimos de la Ecuacio´n 14.8, que describe la
dina´mica transitoria hacia el equilibrio a partir de la condicio´n inicial ~n(0). La distancia ∆(t) al estado
de equilibrio se puede escribir como:
∆(t) ≡


















A fin de estimar cua´ntas generaciones transcurren antes de que se alcance el equilibrio, fijamos una
tolerancia , y definimos el tiempo al equilibrio t como el nu´mero de generaciones necesarias para que
se cumpla que ∆(t) < . En general, t se puede aproximar a primer orden por:
t1 '











Esta aproximacio´n resulta ser extraordinariamente acertada en la mayor´ıa de los casos gracias a la
supresio´n exponencialmente ra´pida de las contribuciones debidas a los te´rminos de orden superior
(puesto que λi ≥ λi+1, ∀i). Se puede perder precisio´n, sin embargo, cuando λ3 ≈ λ2, cuando la
condicio´n inicial de ~n(0) es tal que α3  α2, o cuando  es tan grande que la poblacio´n esta´ lejos del
equilibrio y ∆(t) se sigue rigiendo por λ3 y los autovalores de orden superior.
Influencia de la topolog´ıa de red en la dina´mica
Llamemos {γi} al conjunto de autovalores de la matriz de adyacencia A, γi ≥ γi+1, y {~wi} el conjunto
de autovectores correspondientes. De la Ecuacio´n 14.7, obtenemos:









Por lo tanto, los autovectores de la matriz de adyacencia A son tambie´n autovectores de la matriz de
transicio´n M , ~ui ≡ ~wi, ∀i, lo que demuestra que el estado asinto´tico de la poblacio´n so´lo depende de
la topolog´ıa de la red neutral [73]. Los autovalores de ambas matrices esta´n relacionados a trave´s de:
λi = (2− µ) + µ
3l
γi (14.14)
donde el conjunto {γi} no depende de la tasa de mutacio´n µ. En resumen, la matriz de adyacencia con-
tiene toda la informacio´n de los estados finales, mientras que la matriz de transicio´n nos da informacio´n
cuantitativa sobre la dina´mica hacia el equilibrio.
Como se ve en la Ecuacio´n 14.14, el valor mı´nimo de λ1 se obtiene en el l´ımite de una poblacio´n
evolucionando a una tasa de mutacio´n muy alta (µ → 1) y para mole´culas muy grandes (l → ∞). En
este l´ımite, todos los autovalores de M se vuelven independientes de la topolog´ıa precisa de la red y
λi → 1, ∀i. En este caso extremo todas las secuencias hijas caen fuera de la red y mueren, pero la
poblacio´n se mantiene constante a trave´s de la poblacio´n original.
Obtencio´n de un resultado biolo´gico relevante: la tendencia a la robustez mutacional





donde ~k es el vector grado y tiene como componentes el grado de los i = 1, . . . ,m nodos de la red. En
el l´ımite de t→∞, se obtiene el grado medio en el equilibrio:




Se definen como kmin, kmax y 〈k〉 =
∑
i ki/m el grado mı´nimo, ma´ximo, y medio de la red, respectiva-
mente. Un ca´lculo muy simple (basado en la identidad entre los autovectores de la matriz de adyacencia
A y la de transicio´n M nos dice que el grado medio de la poblacio´n en el equilibrio, K, es igual al
autovalor ma´s grande γ1 de la matriz de adyacencia, tambie´n conocido como radio espectral de la red
[73].
Adema´s, el teorema de Perron-Frobenius para grafos conectados, con pesos no negativos y sime´tricos,
establece l´ımites en el grado medio 〈k〉: Cuando kmin < kmax, es decir, en la medida que el grafo no es
regular, se cumple:
kmin < 〈k〉 < γ1 = K < kmax . (14.17)
Por lo tanto, el grado medio K de la poblacio´n en el equilibrio sera´ mayor que el grado medio 〈k〉 de la
red, lo que indica que la poblacio´n selecciona regiones con conectividad por encima del promedio de la
red. Las implicaciones evolutivas de este resultado son importantes. El grado de cada nodo i refleja su
robustez ante mutaciones, porque cuanto mayor sea dicho grado ma´s probabilidades tendra´ la secuencia
de RNA de, en caso de mutar, mantener la estructura y en definitiva la funcio´n. Por lo tanto, la relacio´n
K > 〈k〉 nos dice que una poblacio´n de secuencias de RNA que evolucione sobre una red neutral tiende
de forma natural a la robustez ante mutaciones, y en consecuencia a la fijacio´n de la estructura (Ve´ase
la Figura 14.8).
14.5.4. Limitaciones y l´ıneas futuras de la modelizacio´n de la evolucio´n sobre redes
neutrales de RNA
Los enormes taman˜os de las redes neutrales de RNA imposibilitan los estudios sistema´ticos de este
tipo de redes para RNAs de longitudes que no sean muy pequen˜as, y suponen un reto importante a
la bioinforma´tica. Actualmente, so´lo se han hecho estudios exhaustivos plegando la totalidad de las
secuencias de RNA de longitud por debajo de unos 20 nucleo´tidos, donde el nu´mero de secuencias
a plegar no supera los 1012. Por ejemplo, recientemente se estudiaron las propiedades topolo´gicas de
todas las redes neutrales asociadas a l = 12 [2]. En la Tabla 14.2 se muestra una comparativa entre
las propiedades topolo´gicas de dichas redes neutrales y las de las redes de topolog´ıa ma´s habitual, las
aleatorias Erdo¨s-Renyi (ER) y las libres de escala Baraba´si-Albert (BA). Como queda claro en la tabla,
la topolog´ıa de las redes neutrales dista mucho de ser aleatoria, y de hecho el grado medio de la red
〈k〉, y por lo tanto la robustez ante mutaciones, crece con el taman˜o de la red. Este hecho refuerza la
hipo´tesis de que las estructuras que se ven en la naturaleza son aquellas cuyas redes neutrales son ma´s
grandes. Al argumento de que al ser ma´s extensas, una secuencia que evoluciona aleatoriamente por el
espacio de genomas encontrara´ dicha red ma´s fa´cilmente, se une el hecho de que, una vez hallada, la
mayor robustez a las mutaciones de la red mantendra´ con ma´s fidelidad a la poblacio´n de secuencias
dentro de sus ma´rgenes.
Sin embargo, no hay seguridad de que los resultados obtenidos para mole´culas de RNA de longitudes
pequen˜as sean extensibles a mole´culas ma´s largas, como puede ser el tRNA (l = 76), y no digamos
ya a los virus de RNA, cuyo material gene´tico tiene del orden de miles de nucleo´tidos, o incluso ma´s.
El desaf´ıo computacional, teo´rico y experimental es fabuloso, y sin duda este problema requiere un
enfoque distinto al utilizado hasta ahora. Adema´s, no podemos olvidar que para desarrollar los ca´lculos
mostrados en este apartado, hemos supuesto que existe una u´nica red neutral funcional, mientras que el
resto han sido obviadas. En la naturaleza, en muchas ocasiones varias estructuras secundarias distintas,
aunque similares, pueden desarrollar la misma funcio´n, aunque su eficiencia sea distinta. Cada una de
las redes neutrales asociadas a estas estructuras puede estar conectada en una red de redes, donde las
Figura 14.8: Tendencia a la robustez mutacional. Independientemente de la distribucio´n inicial, una
poblacio´n de replicadores que evoluciona sobre una red compleja tiende en el equilibrio a las zonas ma´s
conectadas. En la figura hemos hecho evolucionar una poblacio´n siguiendo la Ecuacio´n 14.6 sobre una
red neutral artificial. El taman˜o de cada nodo es proporcional a la poblacio´n alcanzada en el equilibrio,
y muestra con claridad la tendencia natural a poblar la regio´n con mayor grado medio de la red, y por
lo tanto al refuerzo de las secuencias ma´s robustas ante mutaciones. Figura modificada de [1].
Redes neutrales Aleatorias (ER) Libres de escala (BA)
p(k) pico u´nico distr. de Poisson ley de potencias (∼ k−3)
〈k〉(N) ∼ lnN constante constante
C(k) ∼ k−1 constante ( 〈k〉N ) constante (∼ N−0,75)
C(N) ∼ (lnN)−1 ∼ N−1 ∼ N−0,75
〈d〉(N) ∼ lnN ∼ lnN/ ln 〈k〉 ∼ lnN/ ln lnN
knn(k) ∼ k0,75 constante (〈k2〉/〈k〉) no trivial [4]
Asortatividad asort. (r > 0) no asort. (r → 0) no asort. (r → 0)
Tabla 14.2: Comparacio´n de la topolog´ıa de las redes neutrales de longitud de secuencia l = 12 con
las redes aleatorias (Erdo¨s-Renyi) y libres de escala (Baraba´si-Albert). Las cantidades reflejadas son la
distribucio´n de grado p(k), el clustering en funcio´n del grado C(k) y en funcio´n del taman˜o de la red
C(N) respectivamente, el camino medio 〈d〉(N), el grado medio de los vecinos knn(k), y la asortatividad
r. (Ve´ase la Seccio´n 19.2 para ma´s informacio´n acerca de estas cantidades.)
secuencias van mutando y van saltando de unas redes a otras y variando en consecuencia su fitness.
Si cada una de estas redes es representada por un u´nico nodo, entonces obtenemos lo que se conoce
como redes de fenotipos, campo de estudio abierto recientemente y que promete aportar importantes
resultados a esta l´ınea de investigacio´n [18].
14.5.5. Evolucio´n dirigida a una estructura objetivo y definicio´n de distancia es-
tructural
En los apartados anteriores hemos supuesto que una poblacio´n de mole´culas de RNA de longitud l
se mueve estrictamente encima de una red neutral y que las mole´culas que pliegan en otra estructura
secundaria tienen fitness cero. Este paisaje de fitness, conocido como de pico u´nico (single-peak), es
obviamente una aproximacio´n muy simplificada. En esta seccio´n consideramos una generalizacio´n re-
presentando un paisaje de fitness rugoso que tiene en cuenta de forma diferenciada todas las estructuras
posibles, y donde las poblaciones evolucionan hacia una estructura objetivo.
Asumimos que una poblacio´n puede acceder a trave´s de mutaciones a todo el espacio de secuencias
de taman˜o 4l y que conocemos sus estructuras secundarias asociadas. Elegimos una estructura como
estructura objetivo, es decir, con fitness o´ptimo. Ahora, las dema´s estructuras no tienen fitness zero, sino
un fitness que depende de la similitud con la estructura objetivo. Para comparar estructuras entre s´ı, se
han introducido diferentes medidas de distancia: base-pair, Hamming, y tree-edit (ve´ase Seccio´n 14.4.3).
Se puede demostrar que esas medidas establecen una me´trica y que podemos utilizarlas para definir
una funcio´n de fitness. Una posibilidad es que la probabilidad de replicacio´n de una mole´cula este´ dada
por p ∝ exp(−βd), donde d es la distancia entre la estructura de la mole´cula y la estructura objetivo
y β la magnitud de la presio´n selectiva.
Como el mapeo de secuencia a estructura es altamente complejo, hay que recurrir a me´todos nume´ricos
y estad´ısticos para estudiar el proceso evolutivo de una poblacio´n. El esquema es el siguiente:
1. Elegir una estructura objetivo. Puede ser cualquier estructura, pero obviamente los casos ma´s
relevantes son aquellos en los que la elegida representa una estructura biolo´gicamente relevante,
p.ej. una horquilla (hairpin), una cabeza de martillo (hammerhead), tRNA, o similar. El espacio
de secuencias, estructuras, la imprecisio´n del plegamiento y los recursos computacionales crecen
fuertemente con la longitud de la mole´cula, por lo que muchos estudios esta´n enfocados a mole´culas
cortas, de orden 101 a 102 nucleo´tidos.
2. Establecer el taman˜o N de la poblacio´n.
3. Formar una poblacio´n inicial, que puede constar de secuencias al azar o elegidas expresamente.
4. Determinar las estructuras secundarias de las secuencias. Se pueden utilizar programas de libre
acceso como el RNAfold del Vienna Package [34], ve´ase Seccio´n 14.4.2.
5. Determinar las distancias de las estructuras a la estructura objetivo.






Entre las posibilidades para elegir la magnitud β, destacamos dos particularmente relevantes: en
funcio´n de la longitud de la mole´cula, p.ej., β = 1/l, o en funcio´n de una propiedad variable, p.ej.,
β = 1/d, siendo d =
∑N
i=1 di/N la distancia media de la poblacio´n, y reflejando as´ı una seleccio´n
dependiente de la frecuencia.
7. Al crear una nueva generacio´n de la poblacio´n (que reemplaza a la anterior), hay que incluir una
fuente de variabilidad, en el caso ma´s simple mutaciones puntuales con una tasa de mutacio´n por
nucleo´tido µ.
El proceso evolutivo avanza de generacio´n en generacio´n al repetir los pasos (4)-(7).
En el caso general, en la poblacio´n inicial no hay secuencias que pliegan en la estructura objetivo,
y por lo tanto la primera fase de la evolucio´n esta´ marcada por la bu´squeda de dicha estructura
objetivo. Cuando la poblacio´n ya la ha encontrado por primera vez, empieza la segunda fase, en la
que la estructura se fija y el nu´mero de mole´culas con la estructura correcta crece en la poblacio´n.
Los tiempos de busqueda dependen no so´lo de la tasa de mutacio´n, sino tambie´n de la estructura
elegida [69]. Si la tasa de mutacio´n es demasiado alta, es posible que la estructura objetivo vuelva a
perderse. Una vez fijada la estructura, la poblacio´n puede llegar a su estado asinto´tico, caracterizado
por una distancia media mı´nima y una fraccio´n ma´xima de mole´culas con estructura objetivo. Como la
mutacio´n sigue operando, ese estado asinto´tico es estacionario so´lo con respecto a cantidades medias.
Adema´s, si N es demasiado bajo, pueden darse efectos de taman˜o finito.
Figura 14.9: Comportamiento evolutivo t´ıpico de una poblacio´n de RNA para tres tasas de mutacio´n
distintas. Mostramos d, la distancia base-pair media a la estructura objetivo de la poblacio´n, y ρ, la
densidad de estructuras correctas en la poblacio´n. El taman˜o de la poblacio´n es 602, β = 1, y la
estructura objetivo es una horquilla (o hairpin) de longitud 35 nucleo´tidos.
En la Figura 14.9, mostramos un ejemplo nume´rico de lo que acabamos de exponer. En ella se observa
el comportamiento de una poblacio´n que evoluciona para tres valores distintos de la tasa de mutacio´n.
Las variables son d, la distancia base-pair media a la estructura objetivo de la poblacio´n, y ρ, la
densidad de estructuras correctas en la poblacio´n. Si la tasa de mutacio´n es pequen˜a, la poblacio´n
termina conteniendo un alto nu´mero de estructuras correctas, y la distancia media es baja. Si aumenta
la tasa de mutacio´n, se encuentran un nu´mero menor de estructuras correctas, y dicha distancia media
aumenta. Si la tasa de mutacio´n supera un cierto l´ımite, la estructura objetivo no se mantiene de
forma permanente en la poblacio´n (ρ tiende a cero), y decimos que la estructura no se ha fijado en la
poblacio´n.
Desde que se implanto´ por primera vez un sistema de evolucio´n de una poblacio´n de RNA utilizando su
estructura secundaria [24, 38], este modelo ha sido modificado muchas veces, aunque manteniendo su
filosof´ıa original. La funcio´n de seleccio´n puede ser exponencial, pero se han utilizado otras funciones
(lineales y no-lineales). Adema´s, se han utilizado distintos tipos de distancia RNAEstructura: mientras
la base-pair es la que ma´s se asemeja a un proceso biof´ısico (el abrir y cerrar de enlaces), no puede
ser utilizada si la poblacio´n contiene mole´culas de distintos taman˜os, en cuyo caso se recurre a la
distancia tree-edit. Muchas propiedades de las poblaciones en evolucio´n so´lo dependen cuantativamente,
no cualitativamente, de estas variables.
Obviamente, la funcio´n de seleccio´n puede ser ampliada para no so´lo tener en cuenta la distancia
a la estructura objetivo, sino tambie´n la distancia a una secuencia (p.ej. un trozo de una secuencia
conservada) si la hubiera, u otro criterio de optimizacio´n, p.ej. una minimizacio´n de energ´ıa [67].
Finalmente, el marco del modelo tambie´n permite que el taman˜o de la poblacio´n no sea constante,
para poder abarcar los llamados cuellos de botella [68].
En resumen, una poblacio´n de mole´culas de RNA en evolucio´n permite estudiar procesos diversos: los
tiempos de bu´squeda que dependen de la tasa de mutacio´n y el tipo de estructura, la adaptacio´n de
poblaciones en funcio´n de la fuerza de seleccio´n y mutacio´n, o la robustez respecto a cambios de entorno
(estructuras objetivo distintas, taman˜os de poblacio´n), entre otros muchos.
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