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Summary The 3D CEMBS (3D Coupled Ecosystem Model of the Baltic Sea) is a coupled ecosystem
model of the Baltic Sea. In operational mode it computes 48-h forecasts of the hydrodynamic and
biochemical parameters describing the Baltic Sea state. The Cressman assimilation scheme was
implemented as part of the system in order to improve overall model accuracy. The system uses
satellite-measured sea surface temperature from the MODIS Aqua spectroradiometer for the
assimilation process. The satellite measured SST is obtained from a predeﬁned server, which is
part of the Satellite Monitoring of the Baltic Sea Environment project (SatBałtyk).
To validate the model results and the impact of assimilation on the model's accuracy, two
separate test runs were performed using historical data covering the years 2011 and 2012. Inde-
pendent computations were performed for the model with and without satellite SSTassimilation,
respectively referred to in this paper as 3D CEMBS_A and 3D CEMBS. The results of the
computations were then compared with satellite and in situ measured data to validate the
model and the assimilation scheme's implementation.
The objective of this paper is to describe the implementation of the satellite SST data assimilation
algorithm and to present the results of the preliminary validation of the models with observations.
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18 A. Nowicki et al.1. Introduction
Numerical modelling of the Baltic Sea basin is a complicated
problem. Many factors have to be taken into account, such as
the inﬂow of waters from the North Sea, as well as the
inﬂuence of rivers and atmospheric conditions. The vertical
parameterization must be very accurate as the distinct
stratiﬁcation of the Baltic Sea is very important. Atmospheric
data must also be of the highest quality as they are the main
forcing ﬁelds of the model. Even meeting all these require-
ments does not guarantee that the model itself will be able to
produce good quality results, close to the real state, over a
long period of time. This is why satellite data assimilation is a
very important matter that needs to be implemented to
constrain the model with observations. There are many
different methods of satellite data assimilation used world-
wide. The Cressman analysis scheme (Cressman, 1959) is one
of the simplest but also one of the fastest methods, which is
important, as the main aim of the 3D CEMBS (3D Coupled
Ecosystem Model of the Baltic Sea) is to produce forecasts in
operational mode. This was the main argument for choosing
this method over other more complicated methods that
require much more computing power and time. Following
its validation, the assimilation procedure was implemented
into the operational mode of the model. This version of the
model provides data for the operational system of the
SatBałtyk project, described in detail by Woźniak et al.
(2011a,b). The results of this work together with the opera-
tional system's conﬁguration are presented in this paper.
2. Material and methods
2.1. Assimilation scheme
Data assimilation is an analysis that combines time-distrib-
uted observations and a dynamic model. This kind of analysis
gives much better results than simpler methods like the
spatial interpolation of observations. According to the way
in which the updating is done in time, data assimilation can
be divided into variational and sequential data assimilation.
In the ﬁrst approach, past observations until the present time
are used simultaneously to correct the initial conditions of
the model. In sequential assimilation, observed data are used
as soon as they appear in order to correct the model state.
There are many different methods of introducing the
observed data into the model, from the Cressman scheme,
through Optimal Interpolation, 3-D and 4-D variational meth-
ods, to different modiﬁcations of the Kalman Filter. As the 3D
CEMBS operational system uses the Cressman scheme, other
methods will not be presented in greater detail in this paper.
The Cressman method is a simple and computationally fast
assimilation scheme, which makes it a good choice for a data
assimilation system used to create forecasts in operational
mode. It is also very accurate in comparison to its low
complexity. Its main disadvantage is that it may produce
unrealistic extrema in the grid values near the edges of the
spatial domain. It can be also unstable if the model grid
density is higher than the observation grid density. However,
in the case of satellite data this is not an issue, as the spatial
resolution of the satellite data used is higher than the model
grid resolution.The Cressman method comes down to few simple steps
that are performed as follows. Firstly, the background state
xb is set equal to the previous forecast performed by the
model. Then the satellite data used for the assimilation are
stored in the matrix denoted by y. Data suspected of being
invalid because of clouds, the presence of ice or any other
reason are masked out. The result of the analysis xa is then
calculated according to the following equation:
xað jÞ ¼ xbð jÞ þ
Pn
i¼1 wði; jÞfyðiÞ  xbðiÞgPn
i¼1 wði; jÞ þ E2
;
where i and j represent the satellite and model data grid-
points respectively, and di,j is the distance between points
i and j. The main parameters of the Cressman method that
need to be chosen are the inﬂuence radius R and the shape of
the weight function w, which determine how the satellite
data inﬂuence the model. One of the disadvantages of this
method is that the inﬂuence radius has to be determined by
trial and error; this makes parameterization of this method
laborious. After many trials with different sets of the pa-
rameters, the one that gave the best results was chosen. The
radius R of the inﬂuence was set to 20 grid-points. Beyond
that distance the satellite data weight equals zero. The
weight function in this case is equal to:
wði; jÞ ¼ max 0;R
2  d2i; j
R2 þ d2i; j
  !
:
In addition, the parameter E used in the successive correction
method was introduced. E2 is an estimate of the ratio of the
observation error to the ﬁrst guess ﬁeld error. E was set to
0.5 (E2 = 0.25), which means that the satellite data are
treated as more accurate than the model data. However,
they never have a weight equal to one. In the absence of this
parameter (E2 = 0), the satellite data, if present at a parti-
cular location, would be given a weight of one. This means
that the model data at this point would be omitted. The
presence of E2 ensures that the model data are taken into
account everywhere and ensures smoothing of the analysis
product, which prevents possible instabilities. The product of
assimilation is then used as the new initial state of the model
from which the new forecast is calculated.
2.2. The operational model system
The current version of the 3D CEMBS (3D Coupled Ecosystem
Model of the Baltic Sea) is based on the CESM (Community Earth
System Model) developed at the National Center for Atmo-
spheric Research. It was adapted for the Baltic Sea region as a
coupled sea-ice model consisting of POP (The Parallel Ocean
Program) and CICE (The Los Alamos Sea Ice Model). Atmo-
spheric ﬁelds from the ICM (Interdisciplinary Centre for Math-
ematical and Computational Modelling) of Warsaw University
are used to force the model together with historical data of
river inﬂows. 71 main rivers are taken into account. All these
components are coupled by a CPL7 (Coupler, version 7), which
controls time and data exchange between these components.
The model is conﬁgured in a horizontal resolution of 1/48
degrees and it is divided into 21 vertical levels. In the ﬁrst half
of 2013 the Cressman analysis scheme was used to implement
satellite SST data assimilation. The data gathered in the
Figure 1 3D CEMBS_A with operational assimilation working
scheme.
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aim of this implementation was to improve the model's accu-
racy. The model and satellite data are complementary to each
other as in the case of high cloud coverage over the Baltic Sea
the model is the main source of data. The 3D CEMBS_A model is
currently running in operational mode. This mode is split into
two separate sub-modes. The regular mode produces 48-h
forecasts using new weather forecasts from the ICM as forcing
ﬁelds. The forecasts are produced on a regular basis every 6 h.
The hydrodynamic part of the model produces sea tempera-
ture, salinity, current speed and direction, sea surfaceFigure 2 Comparison of sample results from modelheight, ice area cover and ice thickness (Dzierzbicka-Głowacka
et al., 2013a). It also provides several biological, chemical and
ecological parameters (Dzierzbicka-Głowacka et al., 2013b).
Results are then stored in the local archive and posted to a
model website. The parameters from the surface are inter-
polated to 1 km resolution, uploaded onto the SatBałtyk server
and are available from the project's website. The second mode
is the assimilation mode. This remains idle until a new set of
satellite data is available on the SatBałtyk server, at which
time the system switches to assimilation mode. It performs
data assimilation, sets the assimilated data as the new initial
state of the model and performs new calculations from the
time of the satellite data's appearance until the current fore-
cast ending time. Afterwards the system uploads new results in
the same way as in the regular mode. Then it switches back to
regular mode. The Fig. 1 outlines the scheme of how the
system operates.
3. Results and discussion
The test run of the model was performed on the historical
data covering the years 2011 and 2012. Independent calcula-
tions were performed for the model with and without satel-
lite SST assimilation, respectively referred to in this paper as
3D CEMBS_A and 3D CEMBS. The results of both runs were
compared with each other as well as with satellite data and
different in situ measurements. Validation of the satellite
data assimilation with the 3D CEMBS model consisted of two
parts. Firstly, the results of both models were compared with
the satellite data to check whether the assimilation algo-
rithm was working properly and to examine the impact of the
assimilation on the model results. Then, the results from boths with and without assimilation of satellite data.
Figure 3 Mean surface layer temperature over the model
domain in the years 2011—2012.
Figure 4 Mean surface layer temperature difference over the
model domain in the years 2011—2012.
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check whether the assimilation actually improved the overall
model accuracy. For a preliminary assessment of the correct-
ness of the assimilation algorithm, sample images from the
satellite were compared with the results of both models from
different days. Fig. 2 shows the sample scene from January
1st, 2011. The ﬁgure consists of the model data before
assimilation, the satellite data used for assimilation and
the model data after satellite data assimilation. The picture
at bottom right shows the difference between the two
models. In this example the satellite measured temperature
is mostly lower than the one calculated by the model before
assimilation. Assimilation lowers the temperature in the
model surface layer, as expected. The same results were
obtained for other scenes, which indicates that the assimila-
tion algorithm is working properly. Of course, visual compar-
ison is not sufﬁcient, so additional tests were performed. In
order to assess the accuracy of the assimilation algorithm and
model accuracy, statistical parameters such as the correla-
tion coefﬁcient r, the mean systematic error hei and the
standard deviation hsi between both models and satellite
data were calculated for all data from the years 2011 and
2012, as were the mean values and differences between the
models. After validation of the assimilation algorithm, the
same methods were used to assess the model error with
respect to in situ data. The parameters were calculated
according to the principles of arithmetic statistics presented
by following equations:
- absolute mean error (systematic):
hei ¼
Pn
i¼1ðXi  YiÞ
N
;
- standard deviation (statistical error):
se ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1 ðei  heiÞ2
N
s
:
In the above equations Xi and Yi are model and in situ data,
ei = Xi  Yi. The results of the assessment are presented
below. Table 1 lists the calculated statistical parameters.
The statistics provide clear conﬁrmation that the assimilation
algorithm does improve accuracy. Correlation of the model
results with the assimilation and the satellite data is better
and the errors are smaller. Figs. 3—7 illustrate calculated
mean values and differences of surface layer temperature
from both models. Fig. 3 shows the mean value over time
through the years 2011 and 2012. The black points represent
the 3D CEMBS model and the grey ones the 3D CEMBS_A
model. One can see that the surface layer responds more
slowly to the weather conditions in the model without as-
similation; hence, the temperature of this layer is lower in
spring and summer and slightly higher in autumn and winterTable 1 Statistical comparison of both models with satellite
measured SST.
Model type R hei [8C] hsi [8C]
3D CEMBS 0.949 1.36 2.01
3D CEMBS_A 0.976 0.72 1.35
Figure 5 Mean difference between the surface layer temper-
ature of the 3D CEMBS and 3D CEMBS_A models over the years
2011—2012.
Figure 6 Mean difference between the surface layer temper-
ature of the 3D CEMBS and 3D CEMBS_A models during warm
seasons.
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tinguish these two periods better, Fig. 4 shows the difference
between both model temperatures. Positive values mean
that the model with the assimilation of satellite measured
SST gives higher temperature values. This difference is due to
the deﬁnition of the surface layer in the model, namely, the
ﬁrst layer of the model grid. The thickness of this layer is 5 m,
which is much more than that of the actual surface layer for
which the SST is measured from satellite instruments. Of
course, a thicker layer responds more slowly to atmospheric
forcing, as it has a higher heat capacity. Assimilation of the
satellite data into the model adjusts the surface layer tem-
perature to the atmospheric conditions faster; hence, it
responds faster to the changes. Fig. 4 shows the temporalFigure 7 Mean difference between the surface layer temper-
ature of the 3D CEMBS and 3D CEMBS_A models during cold
seasons.differences in temperature between the two models. On the
other hand, Fig. 5 shows the spatial distribution of changes in
the surface temperature driven by the satellite data assimi-
lation. The ﬁgure presents the mean temperature difference
between the two models. The black line divides areas with
positive and negative temperature changes. Positive values
mean that assimilation caused an increase of the model
temperature, while negative values mean a decrease of
temperature as a result of assimilation. Most of the model
domain is covered with positive values. This means that, in
general, assimilation of satellite SST causes a rise in the
model temperature. In other words, the model bias is mostly
negative. To investigate the impact of assimilation on the
results more precisely, the tested data were divided into two
periods, based on Fig. 4. These periods will later be referred
to as the warm and cold seasons. The results are presented in
Figs. 6 and 7. Assimilation also increased the correlation of
the data, which is reﬂected in Table 1 and Fig. 8. Figs. 6 and 7
show that during the warmer season of the year the model
bias is much greater than during the cold season, when it is
close to zero. This is also conﬁrmed in Fig. 4. This may be due
partially to the fact that there is much less information from
the satellite during winter. Further information emerging
from Figs. 6 and 7 is that there are regions where the model
results are always lower than the satellite measurements.
These are the regions with positive values on both ﬁgures
such as the Gulf of Finland and parts of the Gulf of Bothnia.
One can also see that the differences between the two
models are much lower near seashores. This is probably
due to the lower depth in coastal zones, as the temperature
of shallower water can change faster. Fig. 9 presents a
correlation of model data from both cases with satellite
measured SST. The points selected for the comparison were
based on the locations of data from the ICES database shown
in Fig. 8.
The inﬂuence of the SST assimilation on the other param-
eters such as salinity, currents and sea surface height was also
investigated. However, these parameters did not show anyFigure 8 Map of locations of in situ data from the ICES data-
base.
Figure 11 Correlation of the surface temperature from the 3D
CEMBS and 3D CEMBS_A models with in situ measurements.
Figure 9 Correlation of the sea surface temperature from the
3D CEMBS and 3D CEMBS_A models with satellite measurements.
Figure 10 Correlation of the satellite measured SSTwith in situ
data.
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greatest differences between 3D CEMBS and 3D CEMBS_A
in the computed temperature, that is, in summer 2012,
the other parameters varied only slightly.
After positive validation of the assimilation algorithm's
performance, both model results could be compared with a
set of in situ data to estimate the actual inﬂuence of the
assimilation. The in situ data used for the comparison were
obtained from the ICES database. This part of the validation
also covered data from different locations in all parts of the
Baltic Sea from 2011 to 2012. The locations of the in situ data
are marked in Fig. 8. Table 2 presents the results of the
statistical analysis of the data. The not-assimilated model
results have a negative bias with respect to the in situ data,
but it is signiﬁcantly smaller in comparison to results from
Table 1. This means that the satellite measurements give a
higher temperature than that measured in situ. This is con-
ﬁrmed by the positive bias of the satellite data with respect
to the in situ measurements. Nevertheless, assimilation of
the satellite measured SST improves the accuracy of the
model, which is conﬁrmed by the results presented in the
last row of Table 2. Figs. 10 and 11 present a correlation of
the in situ results with the results from remote sensing and
both versions of the model.
The statistics show the average performance of the assim-
ilation algorithm over the whole year. This means that the
data are dominated by the main seasonal signal. Removal of
this signal from the data reveals the model's accuracy inTable 2 Statistical analysis of both models and satellite
data with in situ measured SST.
Compared data r hei [8C] hsi [8C]
Satellite vs. in situ 0.958 0.59 1.77
3D CEMBS vs. in situ 0.957 0.21 1.90
3D CEMBS_A vs. in situ 0.973 0.06 1.53greater detail. Table 3 lists the statistics of both models after
removal of the seasonal signal. This shows clearly that assim-
ilation of the satellite measured SST has a positive impact on
the model simulations. The correlation coefﬁcient, whenTable 3 Statistics of the model results with and without
assimilation in comparison with in situ measured SST after
removal of the main seasonal signal.
Compared data r hei [8C] hsi [8C]
3D CEMBS vs. in situ 0.64 0.24 1.81
3D CEMBS_A vs. in situ 0.73 0.09 1.59
Table 4 Statistics of the models with and without SST assimilation in comparison with in situ measurements for each month
separately.
Month Measurements 3D CEMBS 3D CEMBS_A
hei [8C] hsi [8C] hei [8C] hsi [8C]
1 297 1.62 1.44 1.02 1.07
2 531 0.17 1.69 0.30 0.85
3 688 0.21 1.16 0.09 0.17
4 366 0.49 2.22 0.66 0.80
5 848 0.46 1.92 0.10 1.80
6 544 1.44 1.83 0.67 2.02
7 514 1.26 2.06 0.39 1.75
8 1010 0.62 2.05 0.05 0.18
9 489 0.02 1.45 0.11 1.07
10 394 0.68 1.64 0.24 0.86
11 402 0.44 1.27 0.32 0.10
12 175 0.84 1.09 0.61 1.53
Figure 12 Mean monthly systematic error of the sea surface
temperature calculated from the 3D CEMBS and 3D CEMBS_A
models.
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more after assimilation is implemented. The systematic and
statistical errors are similar to those prior to the removal of
this signal.
To provide more detailed results showing the performance
of the models in different months of the year, the main
statistical parameters were calculated for each month sepa-
rately. This gives a better insight into the model and theFigure 13 Mean monthly standard deviation of the sea surface
temperature calculated from the 3D CEMBS and 3D CEMBS_A
models.assimilation results in different seasons. Figs. 12 and 13 and
Table 4 give the results of these calculations. As one can see,
the systematic error after assimilation is closer to zero,
which conﬁrms previous ﬁndings about the effectiveness of
the assimilation algorithm. The shape of the plot indicates
that during colder seasons of the year the model is positively
biased and that during spring and summer its bias is negative.
This corroborates earlier conclusions that the surface tem-
perature calculated by the model changes more slowly than
the one measured in situ or by satellite. The standard
deviation does not show any clear dependence on time of
year; nevertheless, SST assimilation decreased its value in
most months.
4. Conclusion
Application of the Cressman assimilation algorithm into the
3D CEMBS_A model improved its accuracy and conformance
of its results with in situ and satellite measured SST. Analysis
of the results gives a better view of the spatial and temporal
error distribution in the investigated period of time. Over-
all, the statistics show an increase in model correlation with
the satellite data from ca 0.95 for the 3D CMEBS model to ca
0.98 for 3D CMEBS_A. Also, the mean arithmetic error and
standard deviation are smaller for the model with SST
assimilation, which conﬁrms the assimilation algorithm's
correctness. Similar results are obtained when the models
are compared with in situ data. The correlation coefﬁcient
in this case increased from 0.957 to 0.973 and the systema-
tic error decreased strongly in value. In addition, the stan-
dard deviation decreased in value slightly. After removal of
the main seasonal signal, the statistics of the model results
presented in Table 3 reveal an even bigger difference in
correlation between the two models and the in situ data.
The simulations of SST are also better with respect to
monthly means, as shown in Table 4 and Figs. 12 and
13. Assimilation of satellite data into the 3D CEMBS_A model
is therefore reasonable, as is its further development. The
ongoing development of the SSTassimilation system as well
as other parameters such as chlorophyll a is included in our
research plans.
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