We study transport in topologically disordered networks that are subjected to an environment that induces classical diffusion. The dynamics is phenomenologically described within the framework of the recently introduced quantum stochastic walk, allowing to study the crossover between coherent transport and purely classical diffusion. We find that the coupling to the environment removes all effects of localisation and quickly leads to classical transport. Furthermore, we find that on the level of the transport efficiency, the system can be well described by reducing it to a two-node network (a dimer).
I. INTRODUCTION
Recent experimental advances in ultra-cold Rydberg gases allow for a precise control of its constituent atoms, including the strength of their interactions by the use of Förster resonances [1] . At these temperatures the thermal energy is much smaller than the interaction energies and the interaction dynamics is much faster than the displacement due to thermal motion. The dynamics is therefore completely driven by Rydberg-Rydberg interactions [2] . In experiments, one usually excites one atom into a Rydberg state that is resonantly coupled to a lower state. Resonant energy transfer now leads to quick coherent hopping of the excitation to nearby atoms [3] . Since the large dipole moment of this Rydberg state leads to the dipole-blockade mechanism preventing the appearance of multiple Rydberg excitations in a nearby area [4] , one can study excitonic transport in this system by considering a network of coupled two-level systems [3, 5] .
Another important example of resonant energy transfer is the study of exciton transport [6] in light harvesting systems found in, for example, marine algae [7] [8] [9] . After the absorption of a photon, the exciton is transfered along a series of bacterio-chlorophylls (BChl) to the reaction center. Recent experiments indicate that this transport shows coherent features, even at room temperatures [10] [11] [12] .
For both of these systems it is important to study the effects of environmental interactions on the coherent transport of excitations [13] . These interactions will in general lead to decoherence and are therefore usually detrimental to the transport efficiency. There are situations however, where the presence of onsite energetic disorder and decoherence rates that are proportional to the intra-site couplings may actually lead to faster transport [14] . This is for example demonstrated in [15] for a fully connected network and in [16, 17] for the FMO-complex found in light harvesting systems. In these works the environment is assumed to be weakly coupled to the system, leading to Markovian transport.
On the other hand, one can also take the following complementary viewpoint: instead of modelling the exact type of environmental interactions by phenomenological master equations, one can also design a system-bath coupling to engineer systems that exhibit efficient transport. This idea was for example suggested in [18] and [19] where such a procedure for the use of quantum state engineering has been proposed.
Motivated by these viewpoints we consider systems for which the environmental interactions induce incoherent transfer of the populations. These interactions have the advantage that for large couplings to the environment the system does not run into the quantum Zeno effect, but instead behaves as if it is governed by classical diffusion. By suitably engineering the system and the coupling to the environment, we can therefore study the transition from purely coherent dynamics, which is usually described by the continuous-time quantum walk [20, 21] , to purely incoherent dynamics that is described by classical diffusion (or the continuous-time random walk) [22] .
For the mathematical framework underlying this transition, we use the recently introduced quantum stochastic walk [23] . This is a generalisation of the continuous-time quantum walk by also allowing for incoherent transfer between the sites of the system. This model also shows similarities to early approaches like the Haken-StroblReineker model [24, 25] . To study the transport efficiency we furthermore connect our system with a source and a drain and model the transitions from and to the system by irreversible incoherent transfer. This idea was already implemented by several groups [13, 15, [26] [27] [28] .
In this paper we take our model system to be a topologically disordered network with long-range dipole-dipole interactions, resembling for instance a gas of ultra-cold Rydberg atoms. We study the crossover between quantum and classical transport and the transport behaviour as a function of the source and drain strengths. We find that on the level of the transport efficiency, we can effectively reduce our network to a dimer.
II. THE QUANTUM STOCHASTIC WALK
In this section we review the mathematical details of both the continuous-time random walk (CTRW) and the continuous-time quantum walk (CTQW) and we introduce the concept of the quantum stochastic walk (QSW) that describes the transition between the CTRW and the CTQW.
Random walk
Consider a network consisting of N nodes. One can specify the connections in the network by the connectivity matrix A. This N × N matrix is defined by:
where f j is the functionality of the node j, i.e. the number of bonds emanating from j. To each node k a vector |k is associated such that the collection of all these vectors forms an orthonormal basis of N -dimensional vector space.
The dynamics on the network is governed by the transfer matrix T, which is the matrix of transition rates per unit time. For the simplest case, where all the transition rates are equal to, say γ, T is related to the connectivity matrix A by T = −γA. After assuming that the transport is described by a Markovian process, one arrives at the master equation [22] 
where p kl (t) is the probability of being at node k after a time t, under the constraint that one starts at t = 0 in some node l. This master equation is the defining evolution equation for a CTRW.
Quantum walk
The CTQW can be formulated in a similar fashion. One can interpret the basis vectors |k as forming a basis for the whole accessible Hilbert space. The main idea is now to identify the CTQW Hamiltonian H with the CTRW transfer matrix T by setting H = −T [20] . The dynamics of the system is then described by the Schrödinger equation
for the transition amplitudes
which describe the overlap of the initial state |l with the final state |k after a time t. Equivalently, one can also formulate the CTQW by specifying the evolution of the density operator ρ(t), which is described by the Liouville-von Neumann equation:
3. Quantum stochastic walk
Now, if one places the system in an external environment, the full Hamiltonian takes the form H tot = H + H E + H int , where H is the Hamiltonian of the network, H E is the Hamiltonian of the environment and H int specifies the interactions between the network and the environment. When the environmental correlation time is small compared to the relaxation time of the system, one can employ the Born-Markov approximation. This approximation results in the following general form for the evolution equation of the reduced density operator ρ(t) of the system [29, 30] , which is called the Lindblad equation:
with the constants λ kl ≥ 0 for all k and l and
The operators L kl are called Lindblad operators and they form an orthonormal basis for the space of operators acting on the system's Hilbert space. The constants λ kl are related to certain correlation functions of the environment and they play the role of relaxation rates for different quantum channels. For notational clarity we introduce the dissipator D(ρ(t)) as
When it is clear from the context, the explicit dependence on ρ(t) will be omitted. The Lindblad equation is the defining equation for the quantum stochastic walk (QSW) [23] . It contains both the coherent evolution due to the Hamiltonian and the incoherent evolution due to the environmental interactions. Until now we have not made any assumptions on the particular details of the coupling to the environment. Here we focus on the transitions between the CTQW and the CTRW, thus we consider environmental interactions that will eventually lead to classical diffusion. This can be achieved by a proper choice of the Lindblad operators L kl , as is shown in appendix A. The dissipator corresponding to these Lindblad operators describes a CTRW for the populations (the diagonal elements of ρ(t)) and pure decoherence leading to exponentially decaying coherences (the offdiagonal elements of ρ(t)). Furthermore, we choose the coupling constants λ kl to be equal to the absolute value of the corresponding matrix elements of the Hamiltonian, that is λ kl = |H kl | = |T kl |. This ensures that the CTRW has the same transfer rates as the CTQW.
The full evolution equation of our system is then given by a linear combination of the CTQW and the CTRW combined with pure decoherence, together with a scaling parameter α [23] :
with L coh (ρ(t)) = −i [H S , ρ(t)] representing the generator for purely coherent transport. In the limit α → 0 we obtain the CTQW and in the limit α → 1 we obtain the CTRW.
III. SOURCES AND DRAINS

A. General considerations
In order to incorporate sources and drains into the system, we consider the following scenario: for a single source we augment the network of N nodes by an additional node |0 ≡ |source . In order to prevent the excitation from flowing back into the source this node will be incoherently coupled to S nodes of the system, with 1 ≤ S ≤ N . The incoherent nature of the coupling implies that we do not couple the source to the network by the Hamiltonian, but that we use the Lindblad formalism to describe an incoherent hopping from the source to the network, i.e. H kl = 0 for all the nodes |k comprising the original network.
Similarly, we include a drain as an extra node |N + 1 ≡ |drain that is incoherently coupled to D nodes of the system, with 1 ≤ D ≤ N . Thus the total dimension of the systems Hilbert space will be N + 2 and the reduced density matrix of the source-network-drain system will be a (N + 2) × (N + 2) matrix.
When the source (drain) is coupled to more than one node of the network, there are different ways to model the transition from the source (drain) to these nodes and the resulting dynamics can vary strongly. However, in this paper we only consider the simplest case where both the source and drain are connected to only one node, leaving the more general case for future work [31] The source node |0 will be coupled to node |k of the network by introducing the Lindblad operator L k,0 = |k 0| (see e.g. [26, 27] ). We will denote its coupling strength by Γ k . Similarly, the drain node |N + 1 will be coupled to node |l by introducing the Lindblad operator L N +1,l = |N + 1 l| and its respective coupling strength will be denoted by γ l .
We pause to note that there is a difference between the Γ k and γ l introduced here and in previous work [32, 33] . There a drain connected to a node |m was modelled by considering the effective Hamiltonian H ef f = H − iγ m |m m|. As is shown in appendix B, in the Lindblad approach this is equivalent to a coupling strength equal to 2γ m .
The dynamics of the reduced density operator ρ(t) is then given by the usual Lindblad equation for the quantum stochastic walk plus the extra dissipators corresponding to the Lindblad operators that model the coupling of the source and drain to the network:
with
Note that both L coh and D(ρ(t)) only act on the subspace spanned by the network nodes, while L s+d acts on the combined source-network-drain system.
As an initial condition we will always choose to start in the source node, so ρ(0) = |0 0|. By the explicit form of the dissipators given by Eq. (A1) and by using that H 0k = H N +1,k = 0 for k = 0, . . . N + 1, we have the following expressions for the coherences between the source resp. drain and the rest of the network:
Our choice of initial conditions then implies that all these coherences are identically zero. This means that the density operator ρ(t) can be written in the following blockdiagonal matrix form:
withρ(t) the corresponding density matrix restricted to the subspace spanned by the nodes of the original network. Although we cannot make any detailed predictions for the dynamics of our system, we can make a general statement on the temporal behavior of the population of the source node. From Eqs. (10) and (11) it follows that
leading to
Thus, the population of the source will in any case decay exponentially. Since the source is incoherently coupled to the network, eventually all its population will be transferred from the source to the network. 
B. Transport efficiency
In order to gain insight into the efficiency of the transport from the source to the drain, we adopt the following definition of the transport efficiency which is similar to the one used by Cao and Silbey [14] and by Aspuru-Guzik et. al. [17] : η(α) is the expected survival time (EST), i.e. the expected amount of time that the excitation will remain inside the source and the network nodes:
We stop to remark that the contribution of the source node to Eq. (17) amounts to a constant, since the decay of ρ 00 (t) is exponential, see Eq. (16) . If η(α) is a small number this means that transport to the drain is relatively fast, and vice-versa. η(α) can be calculated from the Laplace transforms of the populations ρ kk (t), see appendix. C. For instance, for a network consisting of only one node |1 that is connected to a source and an drain, the EST η(α) can be easily computed, see appendix E:
where Γ and γ are the source resp. drain strengths. The EST is therefore independent of α and the transport becomes more efficient with increasing values of γ and Γ.
IV. TOPOLOGICALLY DISORDERED NETWORKS
We now apply the above concepts to systems that exhibit topological disorder and long-range dipole-dipole interactions. Here we model these systems by considering a random configuration of nodes in some bounded region of space, say a sphere, which is coupled to an environment that induces diffusive behaviour. To study the transport efficiency we furthermore connect a source and a drain to the sphere. Previously, a similar system was studied, but without any coupling to the environment [34] . Also in [35, 36] a similar set-up was considered, but there the focus was not on the quantum-to-classical crossover we study in this paper.
A. The model
We consider a network of N sites located inside a sphere of radius R. At both sides of the sphere we place a node and they are denoted by |1 resp. |N . The other N − 2 nodes are chosen randomly. Furthermore, we connect a source |0 to |1 and a drain |N + 1 to |N ; their respective coupling strengths are given by Γ and γ, see Fig. 1 for an illustration of this system. As was noted before, we choose dipole-dipole interactions between the nodes, decaying as d
kl with d kl being the distance between the nodes k and l. The matrix elements of the Hamiltonian then take the following form:
In this particular case, the QSW equation descrbing the transition from the CTQW is given by Eq. (10),
with the source-drain superoperator
For each realisation r of the system, with r = 1, . . . , R, we can numerically solve this equation and find the solution ρ (r) (t). We calculate the ensemble averagē
in order to obtain a global picture of the general dynamics of this system.
B. Numerical results
For all numerical results that will be discussed in this section, we assume that N = 7 for computational reasons. For the total number of realisations we take R = 4000. Without loss of generality we can take for the sphere unit radius, since other radii would merely rescale the average distances between the nodes and therefore would only provide a rescaling of the time axis. The precise value of the source strength Γ is not particulary important since it only effects the flow rate into the network, but does not qualitatively influence the flow to the drain: its contribution to the EST η(α) is just a term equal to 1/Γ. For the rest of this section we therefore choose Γ = 0.5. As was shown in Eq. (16), the initial excitation will decay exponentially with rate Γ from the source node into the connected node of the sphere, after which it flows to the drain site. In Fig. 2 we show the populations of the system for the two different values of α = 0 and α = 0.01. Here we indeed observe an exponential decay of the population of the source (see ρ 00 (t) in Figs. 2(b) and 2(d)), and an initially high population of node |1 (see ρ 11 (t) in Figs. 2(a) and 2(c) ).
An interesting observation arises from this figure: in the case of purely quantum mechanical transport (α = 0) we observe a form of short-to-intermediate time localization, with about 23% of the population remaining in the network after t = 40, see Figs. 2(a), 2(b) and Fig. 3 . Usually however, as time progresses there is still some population leaking into the drain. In the ensemble average eventually everything is then transferred to the drain. After switching on the environmental induced diffusion the localization effect completely vanishes, as can be seen in Figs. 2(c) and 2(d) .
In Fig. 3 we show the total population of the sourcenetwork system (excluding the drain) for different values of α (note the log-lin scale). For α = 0 we observe, in the inset of Fig. 3 that shows the curve in a loglog scale, a power-law decay for intermediate times with η(α) ∼ t −β and β ≈ 0.21, which is characteristic for quantum walks in topologically disordered networks [34] . Already for small values of α, however, this behaviour quickly vanishes, ultimately leading to a pure exponential decay for α = 1. Here we find that η(α) ∼ e −µt with µ = 0.247. This means that classical diffusion already dominates over quantum transport for relatively small values of the environmental interaction. This conclusion holds true also for other values of N (calculations which we do not show here). Figure 4 shows a plot of the EST η(α) for this system for various values of γ. As was already noted before, the transport efficiency is positively influenced by the environmental diffusion, since this removes the effects of localisation. We see that this is indeed also reflected in the computed transport efficiency, namely all curves for η(α) show a monotonous decay with increasing α. We also observe that higher values of γ lead to similar curves for the EST as a function of α, but with a lower overall value. Therefore larger trapping rates and larger values of α lead to faster transport to the drain.
This leads us to conjecture that for systems with quenched disorder and long-range (dipole-dipole) interactions transport will be on average dominated by classical diffusion, provided that the system is coupled to an environment that induces diffusive behavior.
V. DESCRIBING THE DISORDERED NETWORK WITH A DIMER
In this section we investigate to what extent the topologically disordered network of the previous section can be described by an effective dimer model. To do this, we first focus on the properties of the EST η(α) for the general case of a heterodimer that is coupled to a source and drain. Its Hamiltonian is defined by:
where V represents the hopping rate between the nodes and ∆ represents the energetic disorder between the two nodes.
In contrast to the case of the monomer (see Appendix E), there exist multiple ways of connecting the source and drain to the dimer. Here we focus only on the following case: we connect the source to node |1 and the drain to node |2 . Only this configuration allows us to describe the topologically disordered network with a dimer.
The master equation (10) can be solved analytically in this case. However, the full expression does not provide much insight, but leads to the exact expression for the EST η(α), see Appendix D. In the limit ∆ → 0 we obtain:
For γ = Γ we find the following two limiting cases:
For purely classical diffusion the transport efficiency is therefore completely determined by the hopping rate V and the source and drain rates γ. This is however not the case for quantum mechanical transport where ∆ has a large influence on the transport efficiency. Larger values of ∆ lead to a quick increase in η(α), as can be observed from Fig. 6 and Eq. (25) .
In Fig. 5 we show the EST η(α) for the case ∆ = 0 and for various values of the drain strength γ. We observe that higher values of γ lead to lower values of the EST and therefore to faster transport. But unlike the disordered network, we don't observe a monotonous decay with increasing α, but instead a maximum around α = 0.77.
The more general case of ∆ = 0 is shown as a contour plot in Fig. 6 . Here we observe that the EST is positive for all values of ∆ and that it approaches the constant value 1/V + 3/γ in the limit α → 1. For values of |∆| 1 we do not observe a maximum of the EST anymore but instead a monotonous decay with increasing values of α, resembling the EST for the topologically disordered network, see Fig. 4 . The distance between the contour levels is 0.5 and the more outward lying contours have a higher value of η(α). We observe that η(α) is also positive for all values of ∆. Furthermore, the EST approaches the constant value 1/V + 3/γ = 7 in the limit α → 1.
After having studied the general properties of the EST of a dimer, we now proceed with fitting it to the EST of the topologically disordered network. In Fig. 7 we provide a fit of the EST for the disordered network with Γ = γ = 0. One observes that the transport efficiency of a topologically disordered network can be well described with a dimer.
increase the source strength and at the same time also increase the drain strength. For other values of γ and Γ for the disordered network, the fit behaves in a similar fashion. Therefore, the transport efficiency of a topologically disordered network can be well described by modelling the system as a dimer with finite energy disorder.
VI. SUMMARY
In this paper we studied the transport efficiency of an excitation moving from a source via a network to a drain. As a model of many interesting physical systems such as ultra-cold Rydberg gases, we chose a topologically disordered network with long-range interactions of dipoledipole type. In particular, we focused on the crossover between purely quantum mechanical transport and environmentally induced diffusion which we phenomenologically modeled by employing the recently introduced quantum stochastic walk.
Without any environmentally induced diffusion we observed localization at short to intermediate times of the excitation. After switching on the environment this effect quickly vanished, with the total population in the network decaying exponentially to the drain. This effect is furthermore largely indepedent on the number of nodes in the network. We can therefore conclude that in a system with randomly placed nodes and dipole-dipole interactions between the nodes, transport is on average mainly dominated by classical diffusion, provided that the system is coupled to an environment that induces diffusive transport.
As a measure for the transport efficiency we used the expected survival time (EST) η(α), defined to be the expected amount of time that it takes to transfer the excitation from the source to the drain. We found that for all values of the source and drain strengths, transport is most efficient in the purely classical case. Furthermore, we showed that on the level of the EST the topologically disordered system can be mapped on a dimer with a finite energy difference between the nodes.
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(A1) Suppose now that we reparametrize the Lindblad equation as in Eq. (9) and take α = 1. The dynamics is then completely governed by the dissipator D(ρ). Inserting the above expansion in the Lindblad equation results in the following differential equations for the diagonal components of the density matrix:
and similarly for the offdiagonal components:
This implies that the equations for the coherences ρ km decouple from the populations ρ kk . Furthermore, we can rewrite Eq. (A2) for the populations in the form of Eq.
(2), with
The matrix T formed by the coefficients T kl can then be interpreted as the transfer matrix for a CTRW. The coupling constants λ kl therefore represent the transfer rates of moving from node |l to node |k .
Appendix B: Relation to modelling traps with effective Hamiltonians
We now provide a short proof of the equivalence of modelling a drain with Lindblad operators and of modelling a drain by introducing an imaginary part to the Hamiltonian, as was done in previous works [32, 33] . Suppose that we connect a drain to node |N with strength γ N . One can then introduce the effective Hamiltonian H ef f = H − iΓ withΓ = γ N |N N |. This leads to the following modification to the Liouville equation:
Expanding the last term of this equation in terms of the Lindblad operators L kl results in
(B2) These are clearly the same terms as the one that would be obtained from Eqns. (A1) in combination with Eq. (11), after projecting the dissipator onto the subspace spanned by the network nodes. The only difference is the factor of two that arises in the coupling strength γ N , but this is a matter of convention. 
Writing the components of the density matrix in a vector ρ(t) = (ρ 00 (t), ρ 11 (t), . . . , ρ N +1,N +1 (t)) leads to
with L being the superoperator including all coherent, diffusive and incoherent terms. This then results in the following equation for their Laplace transforms:
