Abstract
Introduction and Motivation
Machine learning algorithms like SVM, C4.5 and kNN are among the most successful and widely used classification algorithms. Additionally, a number of rule-based (i.e., rule-induction-based, associationbased, or frequent-pattern-based) algorithms have achieved initial success on a variety of classification problems. We identified three problems with existing rule-based classification algorithms.
First, these algorithms rely on the minimum support threshold as primary means of filtering candidate patterns that are used to produce classification rules. Setting a good value for this threshold is non-trivial. A high minimum support may miss important patterns, and may also risk having some training instances unrepresented altogether. On the other hand, a small value may result in discovering a large number of noisy patterns. Considering these issues, one must question the usefulness of minimum support as the primary means to identify patterns for classification.
Second, on high-dimensional datasets, the number of candidates considered, as well as the number of frequent patterns found may significantly increase with the pattern size, especially when a low minimum support is used. Since long patterns are always derived from short patterns, we are motivated to explore if high-dimensional datasets can be effectively classified using only the short patterns.
Third, as a by-product of their dependence on frequent pattern mining, existing rule-based classification algorithms mostly rely on global significance measures to identify patterns used for classification, and ignore other aspects that may also be useful to evaluate pattern significance. We observe that a labeled collection of training instances provides three important pieces of information about each pattern in a categorical dataset: first, the global frequency of the pattern; second, the frequency of the pattern in each applicable class; and third, the frequencies of atomic sub-patterns (i.e., items) in individual training instances that contain the whole pattern. These three pieces of information can be used to evaluate the pattern significance at various levels.
The "Democratic Classifier"
We observe that the problem of finding patterns for classification shares some similarities with the problem of electing public representatives in a human society. The typical election process in a human society involves dividing the territory (i.e., a country) into smaller constituencies (i.e., states or provinces). Each "voter" is allowed to cast their vote(s) in the constituency (or constituencies, in some cases) of its residence. The voter is presented with a list of candidates, and the voter selects candidates from the list. Through a formal election campaign, the candidates communicate their qualifications and prior achievements at both the constituency and the territory level, hoping to influence their voters' decision. Still, an individual voter may be biased by its own perception about each candidate.
In terms of finding patterns for classification, the training phase may be considered analogous to the election process, where the training set is the territory, divided in to smaller constituencies (i.e., classes). Each training instance represents a voter, and the set of candidates in a constituency consists of all patterns that exist in any instance that belongs to the constituency. Each candidate's prior contributions and qualifications at the territory and constituency levels are represented by a pattern's global and class significance values, respectively. Finally, a pattern's local significance represents the voter's perception about the candidate. A local significance value of zero means that the voter does not have any opinion about the candidate (i.e., the instance does not contain the pattern).
After pre-processing training instances (Section 2.1) to eliminate less-significant features, the "Democratic Classifier" builds a classification model (Section 2.2) that contains a list of very short (i.e., size-1 and 2) patterns for each class, and allows patterns to appear in multiple classes. On an instance by instance basis, each training instance contributes to the model by first adding all of its size-1 patterns to the pattern-lists of its classes (i.e., the voter's constituencies of residence), and then, by "voting" for k (where k is a user-defined value) size-2 patterns, each of which is also added to the pattern-lists of applicable classes. The "voting" process selects top k patterns for each training instance in a way that provide an effective balance between local (i.e., voter's perception of the candidate), class (i.e., candidate's qualifications and prior contributions at the constituency level), and global (i.e., candidate's qualifications and prior contributions at the territory level) significance. We use the local pattern frequencies to determine local significance, and a contingency table-based interestingness measure to calculate class and global significance values.
All patterns in the classification model (i.e., pattern lists for each class) are then assigned an initial "pattern weight". For this purpose, we use the global support values for atomic (i.e., size-1) patterns, and the global interestingness values [10, 17] of size-2 patterns. These weights are first normalized using z-score standardization (with more "importance" given to size-2 patterns), and then adjusted with respect to pattern significance within the class, using a novel, power law based weight adjustment scheme. These weights are later used to calculate class scores in the classification phase.
Test instances are classified (Section 3) by first identifying all patterns in the test instance that also exist in the classification model, and then applying a scoring function to calculate class scores. Our scoring function considers both the pattern weights in the classification model, and the local pattern significance in the test instance. For single-label problems, the class with the highest score is selected, and for multi-label problems a weighted dominant factor-based scheme similar to [18] is used to select multiple classes.
In ten-fold cross-validated results of experiments performed on 121 common benchmark datasets, we show in Section 4.1 that our algorithm resulted in classification accuracies that are up to 9.4% better than the state of the art classifiers, without requiring any dataset specific parameter tuning. For the reason of space, we do not discuss existing research related to this work here and refer the reader to [13] .
Training the Classifier

Dimensionality reduction
Similar to [12] , we adopt a three-step heuristic feature selection method that uses the number of training instances, and the number of features to automatically estimate the number of features selected (i.e., n), and also ensures that the final set of selected features covers all training instances.
Step 1 (calculate n):
Where i = number of training instances, and f = total number of available features. This empirically derived formula ensures a reasonable base amount for low dimensional datasets, while moderately growing this number for high dimensional datasets.
Step 2 (select globally significant features): Sort all features in decreasing order of their Information Gain values, and then add the resulting top-n features to set S (i.e., the set of "selected" features).
Step 3 (ensure local coverage): First find all training instances with less than t features in S (i.e., instances not properly covered by the selected features), and then process these instances, on an instance by instance basis. Sort all features in the current instance in the decreasing order of their (TF * Information Gain), where TF = Term Frequency, calculated in the usual way. This "balances" the local significance (i.e., TF) and the global significance (i.e., Information Gain). Finally, add the resulting top-t features to set S. The experiments in this paper used an empirically selected fixed value of t = 10.
Building the classification model
Typical rule-based classification algorithms associate each selected rule (or pattern) to a single class. In reality, a large percentage of patterns may appear in training instances that belong to different classes, and associating such patterns to only one of these classes might not fully capture their significance in the training set (Pattern {b, d} in Table 1 provides an example). Instead of making such a binary decision, or eliminating these "shared" patterns as "confusing" or "insignificant", we allow patterns to appear in multiple classes, with weights (i.e., described below) representing their significance in each applicable class. Table 1 Additionally, training instances in real-life text and web datasets may contain a feature more than once. These local feature frequency counts are largely ignored by existing algorithms (such as Harmony [18] ) that only considers binary presence or absence of features in training instances to select patterns used for classification. Similar to the democratic election process where a voter's perception about each candidate may significantly impact their selection, these local feature frequencies may provide useful insights about a pattern's significance with respect to a training instance. Therefore, by accommodating local frequencies, our training algorithm achieves a balance between global, class, and local significance. Figure 1 presents our training algorithm. After selecting features and initializing the classification model, training instances are processed, one instance at a time. Each training instance first adds all of its size-1 patterns (i.e., patterns remaining after feature selection) to the pattern-lists of all of its applicable classes, with global support used as the initial weight (line 6).
Next, each size-2 pattern is processed (lines 10-23) to compute the "overall" pattern significance with respect to the current instance, considering the pattern significance at local, class, and global levels. We determine the local pattern significance (line 11) by averaging the TF values of both the atomic patterns (i.e., p 1 and p 2 ) in the size-2 pattern (i.e., p). Figure 1 . Method build-model Next, in order to determine the pattern significance at class and global levels, we use a common 2 x 2 contingency-table-based interestingness measure. In [11] , we evaluated most of the interestingness measures found in [10, 17] for hierarchical document clustering and found that only a small number of measures were robust across datasets. Coincidently, we found that the same measures (in a slightly different order) are useful to determine class and global significance values for pattern-based classification. Since training instances may belong to more than one class in multi-label classification problems, we determine the class significance (lines [13] [14] [15] [16] [17] by averaging the pattern interestingness values of all classes applicable to the current training instance. Example: Considering the training instance T1 in Table 1 , and pattern {a, b}, we calculate the local pattern significance by averaging the TFs of atomic patterns 'a' (i.e., 2/7 = 0.285) and 'b' (i.e., 4/7 = 0.571), i.e., 0.428. The class significance of pattern {a, b} is obtained by calculating the value of the selected interestingness measure using a contingency table, formed using the frequencies of atomic patterns 'a' (i.e., 4) and 'b' (i.e., 3) in class 0, where N = 5 (i.e., number of instances in class 0), in the usual way [17] . Similarly, the global significance of pattern {a, b} is obtained by calculating the value of the selected interestingness measure using a contingency table, that considers the frequencies of atomic patterns 'a' (i.e., 4) and 'b' (i.e., 8) in the whole training set, where N = 11 (i.e., the total number of instances in the training set).
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It is important to note that weights assigned to size-1 and size-2 patterns do not lie on the same scale. This is an artifact of their methods of calculation, rather than their relative importance. We investigated ways of normalizing these weights, and found that the simplest way is to use z-score standardization. Realizing that zscore standardization assumes a normal distribution, which might not be true in some cases, we leave investigating a more robust technique for future work.
Furthermore, based on our empirical observation that size-2 patterns are more important than size-1 patterns, we scale down the weights of size-1 patterns (i.e., by a factor of 4, which again performs robustly).
Finally, we adjust normalized weights of patterns assigned to each class (lines 32-36) with respect to the class size and pattern support in the class, using a monotonically increasing weight adjustment scheme. We evaluated various monotonically increasing functions for this purpose, and empirically found that the best classification results are achieved when mono(x) = x p , with 0.05 <= p <= 0.10. We fix this value to 0.07 (line 34) for all experiments in this paper.
Note that the final form of our pattern weighing scheme was obtained by evaluating many alternatives, including one that used class interestingness instead of global interestingness. We found that these classspecific values are unstable, especially on datasets with a high-degree of class imbalance, and are not suitable to be used globally (i.e., to compare significance across classes). Therefore, these values are only used in the more meaningful context of selecting top-k patterns for training instances (lines 10-30).
Classifying Test Instances
Once the classification model is available, it can be used to classify previously unseen, unlabeled (test) instances by the following three-step process:
Step 1: Given a test instance t, and model, identify the set of common patterns CP (i.e., patterns that exist in both t and model).
Step 2: Use patterns in CP and a scoring function (below) to obtain scores for all classes in model.
Step 3: For single-label problems, select the label of the class with the highest score. For multi-label problems, select multiple classes using the "weighted dominant factor-based" scheme in Section V(C-3) of [18] , except replacing all uses of confidence with the selected interestingness measure.
The scoring function: Given the set of common patterns S (i.e., step-1 above), and a class c, our scoring function uses all patterns in S that also exist in the pattern list of class c in model, to calculate the score of class c with respect to the test instance:
where TF is the term frequency of pattern S i in the test instance for size-1 patterns, and the average of the TF values of both atomic patterns in S i for size-2 patterns. The idea of using local pattern frequencies here is similar to the idea of using local pattern significance in our training phase.
Experimental Results
We conduced an extensive experimental study, and evaluated the performance of our algorithm against various state of the art classification algorithms on 121 text and web datasets, with varying characteristics. In order to ensure a fair comparison, we obtained data from the same sources and used the same evaluation metrics as used by the existing studies. Please see [2, 3, 8, 13, 18] for details on the datasets used in this paper.
Classification performance
We fixed the interestingness measure parameter (i.e., Section 2.2) to Added Value, and k to 25 (see [13] for details). In addition, we used the ModApte split [2] for Reuters-21578 dataset, and applied the 10-fold cross validation scheme on all the other datasets.
Reuters-21578 (ModApte) text dataset.
Similar to existing studies [5, 18] , we used the microaveraged precision-recall breakeven points on 10-largest categories as the evaluation metric on this multi-class, multi-label dataset. We calculated these breakeven points in a way similar to [18] , i.e., by changing the dominant factor, and keeping a fixed "score differentia factor" (i.e., 0.8). Table 2 presents the results of this experiment. The results for existing classifiers are obtained from [1, 5, 18] . Our algorithm not only achieved the highest micro-average score, but also achieved the best breakeven performance on 3 categories, and ranked second on another 3 categories.
Text datasets.
We also evaluated the 10-fold cross validated classification accuracies achieved by our "Democratic Classifier" on 20 standard text datasets obtained from [3] , against SVM and Harmony (i.e., our top competitors in Table 2 ). We used the SVM light [14] implementation of linear SVM, and used various values of C (i.e., 0.1, 0.5, 1.0, 1.5, 2.0, 2.5) to tune linear SVM on each dataset. Similarly, we obtained Harmony executables from the authors, and tuned Harmony with various values of minimum support (i.e., 25, 50, 75, and 100) on each dataset. In contrast, our Democratic Classifier used the same fixed parameter values on all 20 datasets. Still, as we report in Table 3 , it resulted in the highest classification accuracies on 16 out of 20 datasets, and was very competitive on the remaining 4 datasets.
TechTC-100 web datasets.
Considering that many researchers [4, 7, 16] questioned the usefulness of standard news datasets (such as Reuters 21578) as realistic benchmarks for classification research, we also compared our classifier against SVM, C4.5, KNN and Harmony on TechTC-100 [8] datasets. These noisy, high-dimensional datasets are generated using real web-sites that were classified by human editors as part of the open directory project [15] . Table 4 and Figure 2 present the results of this experiment. We obtained results of SVM, C4.5 and KNN from [9] , and tuned Harmony on each dataset using various kRules (i.e., 1, 3, 5, 10), and minimum support (i.e., 10, 13, 15, 20, 25, 30) values. These results represent the performance of each of the four classifiers at their respective optimal feature selection levels. Note that the un-tuned accuracies of all four classifiers were much lower. sorted in decreasing order of our accuracies In contrast, our algorithm used the same fixed parameter values on all datasets. We observe that our algorithm, without any parameter tuning, outperformed existing algorithms with a very significant margin (i.e., an average of 9.4%). Our algorithm was better than all other algorithms on 97 out of 100 datasets, and was ranked second on the remaining 3 datasets. We believe that this happens because of three main reasons. First, the noise-level on these real-life datasets is quite high, and our novel, voting-based pattern selection method is less sensitive to noise. Second, the local pattern significance values can be very important for web datasets, something that is ignored by most of the existing algorithms. Third, many of these datasets contain patterns that are shared across classes and our unique pattern assignment scheme allows these patterns to appear in the model for multiple classes, whereas most of the existing algorithms make suboptimal binary decisions on these patterns.
Runtime performance
Since our classifier is most similar to Harmony [18] in that Harmony also builds a classification model directly from patterns mined from the training set, we compare the runtime performance of our classifier against Harmony in this section. For fairness, we note in passing that even though Harmony is shown to run orders of magnitude faster than existing classifiers including linear SVM as implemented in SVM Light [14] (which we also used for experiments reported in this paper), we expect newer linear-time linear SVM implementations such as [6] to run faster than both Harmony and our classifier. Nevertheless, the accuracy gains realized by our classifier may provide a reasonable justification for considering it over SVMs. We compared the runtime of Harmony and our Democratic Classifier on all of the TechTC-100 crossvalidation datasets (i.e., a total of 1000 datasets), and summed the total training and testing times. Furthermore, we repeated this test using various parameter values. For Harmony, we used kRules = 3, 5, and 10, and for each kRules value, we set minimum support to 10, 15, 20, 25 and 30, yielding to a total of 15,000 (i.e., 5 x 3 x 1000) executions. On the other hand, we used k = 20, 25, and 30 for our algorithm. Figure 3 presents the results of this experiment. Table 5 . Total runtime of Harmony with optimal supports, and our classifier with k = 25 on TechTC-100 Harmony (optimal support) Democratic Classifier (k=25) 3846 seconds 1096 seconds
From Figure 3 , we observe that the performance of Harmony significantly depends on the parameter values used, varying by a factor of 10. In contrast, the performance of our algorithm did not notably vary with k values because we first calculate significance scores for all size-2 patterns of each instance, and then select top-k patterns. As a result, a slightly higher value for k only adds a negligible amount of work. Table 5 reports the total Harmony execution times using optimal support on each of the 100 datasets. Table 5 also reports the total execution times of our algorithm using our fixed parameter values. We observe that our algorithm ran about 3.5 times faster. The primary contributor towards this significant difference is the fact that we use very short patterns.
