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Isomonodromic deformation of the linear differential
system in the Birkhoff standard form
Yulia Bibilo∗
Abstract
We consider a linear meromorphic system in the Birkhoff standard form. The con-
struction of the isomonodromic deformation of it proposed by Bolibruch is discussed. This
construction has some special characteristics because of resonant irregular singularity at
the infinity.
The theory of isomonodromic deformations for Fuchsian systems was developed by L. Schle-
singer, L. Fuchs, R. Garnier and later by B. Malgrange, A. Bolibruch and others. M. Jimbo,
T. Miwa, K. Ueno constructed isomonodromic deformations of meromorphic system with Fuch-
sian and irregular non-resonant singularities [7]. Malgrange used theory of holomorphic vector
bundels with meromorphic connections and improved this result [10] (He constructed isomon-
odromic deformation with irregular resonant singularities such that each corresponding leading
coefficient matrix has no Jordan blocks with equal eigenvalues). Later V. Heu used Malgrange’s
approach and constructed isomonodromic deformation for any (2×2)-meromorphic system [8].
M. Bertola, M. Y. Mo considered case when leading coefficient matrix corresponding to each
irregular singularity has no equal Jordan blocks [6]. A. Bolibruch gave a brief construction
of the isomonodromic deformation of the system with one Fuchsian singularity and one ”non-
ramified” irregular resonant singularity in [2]. The goal of this work is to make some necessary
additions and proofs for his construction.
1 System in the Birkhoff standard form
Consider a linear differential meromorphic system
dy
dz
= A(z)y, A(z) = Ar−1z
r−1 + . . .+ A1 +
A0
z
, y ∈ Cd, z ∈ C¯, (1)
here z = 0 is a Fuchsian singular point, z =∞ is an irregular singular point.
Two systems
dy
dz
= A(z)y,
dy˜
dz
= A˜(z)y˜
are called locally meromorphically equivalent at z = ∞, if there is meromorphic matrix Γ(z),
det Γ(z) 6≡ 0 such, that coefficient matrices A(z) and A˜(z) satisfy equality
A˜(z) = Γ−1(z)A(z)Γ(z) − Γ−1(z)
dΓ(z)
dz
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for the gauge transformation
y˜ = Γ(z)y.
Analogously, two systems
dy
dz
= A(z)y,
dy˜
dz
= A˜(z)y˜
are formally equivalent at z = ∞, if there is formal Laurent series Γˆ(z) =
∑
∞
j=−k Γjz
−j such,
that
y˜ = Γˆ(z)y
transforms A(z) to A˜(z).
Poinkare rank r of the system at the infinity is called minimal Poinkare rank, if Poinkare
ranks of all locally meromorphically equivalent systems are equal or large than r.
The system (1) is said to be in the Birkhoff standard form, if it’s Poinkare rank r at the
infinity is minimal.
2 Formal and analytic solutions
The system (1) has the following formal fundamental matrix at the infinity [11, 4]:
Yˆ∞(z) = Fˆ (z)z
LeQ
0(z), (2)
where Fˆ (z) is a formal Laurent series in z−1/p with finite principal part, p ∈ N, Q0(z) is a
diagonal matrix which non-zero elements are polynomials in z1/p with zero free terms. Moreover,
analytic continuation Q˜0(z) of the matrix Q0(z) along loop encircling ∞ satisfies the relation
Q˜0(z) = R−1Q0(z)R, (3)
here R is a constant permutation matrix. A formal monodromy matrix of the system (1) at
the infinity is equal to Gˆ∞ = e
2piiL = DR, where D is a constant diagonal matrix.
There is another factorization of the formal fundamental matrix [4]:
Yˆ∞(z) = Uˆ(z)z
JUeQ
0(z),
where Uˆ(z) and (Uˆ(z))−1 are formal Laurent series in 1/z with finite principle part, block-
diagonal matrices Q0(z, b), J , U have agreed block structure, every block Qj(z) of Q
0(z) has
the form
Qj(z) = diag(qj(t)Isj , qj(tςj)Isj , . . . , qj(tς
pj−1
j )Isj),
where qj is a polynomial in t = z
1/pj , ςj = e
2pii/pj for some integer pj not greater then common
multiple of 2, 3, . . . , p, also, polynomial qj has no constant term . Every block of J has the form
Jj = diag(Jsj , Jsj + 1/pjIsj , . . . , Jsj + (pj − 1)/pjIsj),
and every block Uj of U decomposes into blocks of the form
Ulk = [ς
(l−1)(k−1)
j Isj ], 1 ≤ l, k ≤ pj .
In this way formal monodromy matrix has form Gˆ∞ = U
−1e2piiJU .
If p = 1 in Q0(z), irregular singular point of the system (1) is called non-ramified.
Formal solutions converge to analytic ones in the neighborhood of the Fuchsian singular
point [11]. It is useful to have following description of the analytic solutions at Fuchsian points
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in terms of Levelt basis [9]. Let E denote a matrix which is defined as a logarithm of the
monodromy matrix G0:
E =
1
2πi
lnG0, 0 ≤ Reρj < 1, j = 1, . . . , p, (4)
where ρ1, . . . , ρp are eigenvalues of the matrix E. Matrix S exists such, that fundamental matrix
Y0(z) in the neighborhood of the Fuchsian singularity z = 0 has the form
Y0(z)S = U(z)z
ΛzE
′
, (5)
matrix U(z) is holomorphic and holomorphically invertible at zero, Λ is a integer-valued diag-
onal matrix, E ′ = S−1ES is an upper-triangular matrix.
3 Monodromy data
Here we will define monodromy data of the system (1) [1, 2, 3]. Consider arbitrary point
z0 ∈ C\{0} and analytic continuation Y˜ (z) of the fundamental matrix Y (z) along the simple
loop γ encircling one singular point and with the beginning at z0. Y (z) and Y˜ (z) are funda-
mental matrices of the same linear differential system, then they are connected by the relation
Y˜ (z)G = Y (z), where G is a non-degenerate constant matrix. Thus, we define the monodromy
representation
χ : π1(C\{0})→ GL(p,C), χ : [γ]→ G. (6)
Representation χ depends only on homotopic class [γ] of the loop γ [1].
Monodromy data of the system (1) are completely defined by the set of Stokes matrices
{S1, . . . , SN} at the infinity and by the monodromy matrix G∞ at the infinity. (i.e. G∞ is
a matrix corresponding to analytic continuation of the fundamental matrix around z = ∞.
Monodromy matrix G0 at zero is equal to inverse matrix to G∞, G0 = G
−1
∞
.)
The Stokes matrices can be defined in following way [3]1. Let l1 ≺ . . . ≺ lN be the singular
rays, it means they are the rays from∞ and are labeled in ascending order with respect to the
positive orientation of a circle centered at∞, on which some eqi−qj has maximal decay. Formal
fundamental solution Yˆ∞ is multi-summable along every non-singular ray l. Let l
+
i , l
−
i be two
rays such that l−i ≺ li ≺ l
+
i and li is only singular ray of Q
0(z) containing in the oriented sector
[l−i , l
+
i ]. Let Y
−
i and Y
+
i denote the sums of Yˆ∞ along l
−
i and l
+
i respectively. These solutions
are connected by Y +i = Y
−
i Si in the neighborhood of li, where constant matrix Si is called
Stokes matrix. Stokes matrices satisfy relations:
eQ
0(z)Ske
−Q0(z) ∼ I,
S1 · . . . · SN · Gˆ∞ = G∞.
4 Parametric Sibuya theorem
We call monodromy data, consisting of matrices J , Q(z, b) (b ∈ Ct), G∞ and Stokes matrices
{S1, . . . , SN} corresponding to the respective singular directions l1 ≺ . . . ≺ lN of Q(z, b), is
admissible, if
(i) there is a natural number p;
(ii) Q(z, b) and J have agreed block structure, every block of Q(z, b) has the form
Qj(z, b) = diag(qj(t, b)Isj , qj(tς, b)Isj , . . . , qj(tς
pj−1, b)Isj),
1see also [5]
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where qj is a polynomial in t = z
1/pj , ςj = e
2pii/pj for some integer pj not greater then common
multiple of 2, 3, . . . , p, also, polynomial qj has no constant term . Every block of J has the form
Jj = diag(Jsj , Jsj + 1/pjIsj , . . . , Jsj + (pj − 1)/pjIsj).
(iii) Singular directions l1 ≺ . . . ≺ lN of Q(z, b) are constant. Stokes matrices for every b satisfy
conditions
eQ(z,b)Ske
−Q(z,b) ∼ I, z →∞, z ∈ [li − ǫ, li + ǫ],
for small positive ǫ,
S1 · . . . · SN · Gˆ∞ = G∞.
Theorem 1. [12, 3] Let the monodromy data J , Q(z, b), G∞, {S1, . . . , SN} is admissible,
diagonal elements of the matrix Q(z, b) are polynomials in z with degrees to be equal or less then
r, and which coefficients are holomorphic in b in Cm. Then there is a neighborhood D(bk) ⊂ Cm
and a system dy = ωky for each point b
k ∈ Cm such, that:
1. coefficient matrix of the system dy = ωky is holomorphic in b ∈ D(b
k);
2. z =∞ is an irregular singular point of the system dy = ωky;
3. monodromy data of the system dy = ωky at the infinity is equal to the given set {S1, . . . , SN},
J , Q(z, b).
Theorem 1 in non-parametric case was formulated in [12] but Stockes matrices were defined
in different way. It is also easily follows from the sufficient conditions for generalized Riemann–
Hilbert problem positive solution.
Theorem 2. [12] Let two meromorphic equations
dy
dz
= A(z)y,
dy˜
dz
= A˜(z)y˜
are formally equivalent at the infinity, then they are meromorphically equivalent if and only if
their Stockes structures at the infinity are equal.
5 Parametric Savage lemma
Let H(K) be the space of holomorphic inside K and continuous on K matrix-valued functions,
and H0(K) be the subspace of H(K), which contains only holomorphically invertible inside
K matrix-valued functions. Denote also O0 = {z ∈ C : |z| < R}, O∞ = {z ∈ C¯ : |z| > r},
R > r > 0, K = O0 ∩ O∞.
Lemma 1. [1] Let F (z, b) belongs to H0(K × D(b0)) and the inequality ‖F − I‖ < ǫ is
true for quite small ǫ > 0, then matrix-valued functions W (z, b) ∈ H0(O0 × D(b
0)), U(z, b) ∈
H0(O∞ ×D(b
0)) exist such, that F (z, b) =W−1(z, b)U(z, b).
Note 1. [1] Let F (z, b) ∈ H0(K × Dδ0(b
0)). For any ǫ > 0 there is δ > 0 such, that
||F−1(z, b0)F (z, b)− I|| < ǫ in K ×Dδ(b
0).
Lemma 2. [1] Let Fˆ (z) is a formal Laurent series at the infinity with finite principle part.
Then there are a formal Laurent series Uˆ(z), det Uˆ(∞) 6= 0, a rational matrix-valued function
Γ(z) ∈ H0(C) and an integer matrix M such, that Γ(z)Fˆ (z) = zM Uˆ(z).
Lemma 3. Let conditions of the theorem 1 are fulfilled and exponential part Q(z, b) of
the formal fundamental solution is polynomial in z (p = 1). Then the formal fundamental
solution Yˆ∞ at the infinity of the system dy = ωky, defined by the theorem 1, has the form
Xˆk(z, b) = Uˆk(z, b)zLeQ(z,b), where Uˆk(z, b) is a formally invertible Taylor series in 1/z and
analytic in b.
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Proof. There is system dy = ϑky defined by the theorem 1. It has fundamental solution
Y∞(z, b) = F (z, b)z
LeQ(z,b) at the infinity, where F (z, b) is a meromorphic function in z−1 and
analytic function in b. According to the note 1 ||F−1(z, b0)F (z, b)− I|| is small. Then
F (z, b) = F (z, b0)W−1(z, b)U(z, b),
where U(z, a) ∈ H0(O∞ × D(b
0)) and Γ(z, b) = F (z, b0)W−1(z, b) is meromorphic in z and
analytic in b. Let apply gauge transformation y˜ = Γ(z, b) to the system dy = ϑky, we will get
new system dy = ωky with the fundamental matrix Y˜∞(z, b) = U(z, b)z
LeQ(z,b) at the infinity.
Then formal fundamental matrix has the form Xˆk(z, b) = Uˆk(z, b)zLeQ(z,b), where Uˆk(z, b) is a
formally invertible Taylor series in 1/z and analytic in b, because of U(z, b) ∼ Uˆk(z, b), z →∞
in some sector. 
6 Malgrange theorem
Theorem 3. [10, 1, 2] LetM(z, b) be a holomorphically invertible matrix function in K×T ,
where T is a connected analytic manifold and K = O0∩O∞. Suppose that for some t
0 ∈ T one
has M(z, t0) = (W0(z))
−1U0(z) with W0(z) ∈ H
0(O∞), W0(∞) = I, U0(z) ∈ H
0(O0). Then
there exist an analytic subset Θ ⊂ T of codimension one and unique holomorphic mappings
W : O∞ × (T\Θ)→ GL(p,C), U : O0 × (T\Θ)→ GL(p,C),
such that the following conditions are fulfilled
(i) W,W−1 are meromorphic along O∞ ×Θ and W (∞, t) ≡ I;
(ii) U, U−1 are meromorphic along O0 ×Θ;
(iii) M(z, t) = (U(z, t))−1W (z, t).
7 Isomonodromic family constructing
A. Bolibruch proposed construction of isomonodromic deformation of (1) in [2], one can find it
in the proof of the theorem 4 below. The goal of this work is to make some necessary additions.
Let matrix-valued function Q(z, b) is given such that it satisfies the conditions:
(*) Q(z, b) is a diagonal matrix and all diagonal elements of Q(z, b) are polynomials in z
1
p with
coefficients are analytic in b ∈ Cm and free terms are zeroes;
(**) singular directions of Q(z, b) are constant.
The problem is to construct isomonodromic family in the Birkhoff standard form such that
conditions are hold:
1. for any b the formal fundamental matrix has exponential part given by Q(z, b);
2. monodromy data, i.e. monodromy matrix G∞ and Stokes matrices are constant;
3. given system (1) is included in the isomonodromic family and Q(z, 0) = Q0(z).
This problem has solution in the case of non-ramified irregular singular point.
Proposition 1. Let system (1) has non-ramified irregular singular point, Q(z, b) satisfies
(∗), (∗∗) and Q(z, b) is polynomial in z (p = 1). Then
1. There is a neighborhood O∞ of the infinity such that following statements are hold.
2. For any bk ∈ Cm there exist a small disk D(bk) and isomonodromic family dy = ωky
over O∞ × D(b
k) such that it has an irregular rank r singularity at the infinity, it’s
exponential part of the formal solution is equal to Q(z, b), it’s monodromy data coincide
with monodromy data of (1).
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3. If D(bk)∩D(bm) 6= ∅, then formal fundamental matrices Yˆ k(z, b), Yˆ m(z, b) of dy = ωky,
dy = ωmy satisfy condition
Yˆ k(z, b)(Yˆ k(z, b))−1 ∼ C, z →∞, (7)
where C is a constant in z and non-degenerate matrix.
4. When b = 0 given system (1) is equal to the system dy = ω0y over O∞ ×D(0) (index 0
corresponds to disk D(0)).
Proof. Let l1 ≺ . . . ≺ lN be singular directions of Q(z, b) and {S1, . . . , SN} be corresponding
Stokes matrices of (1), J,G∞ be monodromy data of the system (1).
According to the Sibuya parametric theorem (theorem 1) there is a neighborhood O∞ of
the infinity such that for any bk ∈ Cm there is a small disk D(bk) and an isomonodromic family
dy = ϑky, ϑk = A(z, b)dz =
(
Ar(b)z
r−1 + . . .+
A0(b)
z
+
A−1(b)
z2
+ . . .
)
dz, (8)
such that the exponential part of the formal fundamental solution matrix is equal to Q(z, b)
and (8) has monodromy data {S1, . . . , SN}, J,G∞. Formal fundamental matrix Xˆ
k(z, b) of (8)
has form Xˆk(z, b) = Uˆk(z, b)zLeQ(z,b), where Uˆk(z, b) is a formally invertible Taylor series in z
and analytic in b (by lemma 5).
We modify the system dy = ϑ0y over O∞ × D(0) by a gauge transformation so that it
includes given system (1) when b = 0. According to the Savage lemma 2 formal series Fˆ (z)
of (2) can be written in the form Fˆ (z) = Uˆ(z)Γ−1(z)zM , Uˆ(z) is a formal Laurent series,
det Uˆ(∞) 6= 0, Γ(z) ∈ H0(C) is a rational matrix-valued function, and M is an integer matrix.
Then for any D(bk) consider family with formal fundamental matrix
Yˆ k(z, b) = Fˆ k(z, b)zLeQ(z,b), Fˆ k(z, b) = Uˆk(z, b)Γ−1(z)zM
and let denote it by
dy = ωky. (9)
The system (9) is analytic in b ∈ D(bk) and it has the same monodromy data. Indeed, by the
Savage lemma 2, for each fixed b ∈ D(bk) there is a meromorphic over O∞ matrix Γ1(z) such
that Uˆk(z, b)Γ−1(z)zM = Γ1(z)z
M1Uˆk1 (z, b), where M1 is a constant diagonal integer matrix,
Uˆk1 (z, b) is a formal and formally invertible Taylor series. Thus systems dy = ω
ky and dy = ϑky
are meromorphically equivalent and they have the same Stokes matrices by the Sibuya theorem
2. So the system dy = ω0y over O∞ ×D(0) is equal to the given system (1) when b = 0.
Consider two disks D(bk), D(bm) such, that D(bk)∩D(bm) 6= ∅, and corresponding isomon-
odromic families (9). Formal fundamental matrices Yˆ k(z, b), Yˆ m(z, b) of these families are
satisfy the condition:
Yˆ k(z, b)(Yˆ k(z, b))−1 = Fˆ k(z, b)(Fˆm(z, b))−1 ∼ C (10)
for z →∞, where C is a constant non-degenerated matrix. 
Theorem 4. Let matrix Q(z, b) satisfies conditions (*),(**) and Q(z, b) is polynomial in
z (p = 1). Then there is an isomonodromic family in the Birkhoff standard form satisfying
conditions 1,2,3.
Proof. 1. Let O∞, {D(b
k)}, {dy = ωky} are defined by the proposition 1.
Consider covering {D(bk)} of Cm. Suppose D(bk) ∩ D(bj) 6= ∅. Consider sector S being
in O∞ with vertex at z = ∞ such that it’s solution less then π/N . We can find analytic
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fundamental matrices Y k(z, b), Y j(z, b) of dy = ωky, dy = ωjy accordingly such, that Y k(z, b) ∼
Yˆ k(z, b) in S ×D(bk), Y j(z, b) ∼ Yˆ j(z, b) in S ×D(bj).
Next we consider function gkj(z, b) = Y
k(z, b)(Y j(z, b))−1 ∈ H(O∞ × D(b
k) ∩ D(bj)), it is
holomorphically invertible in O∞ ×D(b
k) ∩D(bj). Indeed, gkj(z, b) ∈ H
0(O∞\{∞} ×D(b
k) ∩
D(bj)) as a product of non-degenerate matrices, and gkj(z, b) is holomorphically invertible in
{∞} ×D(bk) ∩D(bj) because of relation (10).
In that way, covering {O∞ ×D(b
k)} of manifold O∞ ×C
m and cocycle {gkj} define bundle
P . The bundle P is holomorphically trivial as a bundle over contractible Stein manifold. Thus,
there is bundle trivialization {Xk(z, b)} such that X0(z, 0) = I (index 0 corresponds to disk
D(0)).
Consider function
Y (z, b) = (Xk(z, b))−1Y k(z, b) (11)
in O∞ × C
m, it is analytic outside {∞} × Cm. Moreover, it is isomonodromic fundamental
matrix of the family dy = ω∞y, ω∞ = dY (z, b)Y
−1(z, b) in O∞ × C
m. Note, initial system is
included to the constructed family when b = 0.
2. Write fundamental matrix Y (z) of the initial system (1) in the form (5), i.e.
Y (z) = U0(z)z
ΛzE
′
S−1, (12)
where S ia a constant matrix, E ′ = S−1ES is an upper-triangular matrix, A is a diagonal
matrix, with integer diagonal elements creating non-increasing sequence, and U0(z) is a holo-
morphically invertible in C matrix.
Let write matrix Y (z, b)S in similar form in O∞ × C
m
Y (z, b)S = T (z, b)zAzE
′
. (13)
And then we consider holomorphic vector bundle F over C¯× Cm which is defined by covering
{O∞×C
m,C×Cm} and cocicle g∞0 = T (z, b). Differential forms ω∞, ω0 = (A+z
AE ′z−A)z−1dz
define connection ∇ on the bundle. ω∞ can be calculated by ω∞ = dY Y
−1 = dg∞0(g∞0)
−1 +
g∞0ω0(g∞0)
−1.
3. Vector bundle F is holomorphically trivial on C¯× {0}, then for matrix-valued function
T (z, b) theorem 3 are fulfilled. So, there is analytic subset Θ ⊂ Cm and matrix-valued functions
Γ(z, b), U(z, b) such, that
(i) Γ(z, b) is holomorphically invertible in O∞ × (C
m\Θ) and meromorphic in O∞ ×Θ and
Γ(z, 0) = I.
(ii) U(z, b) is holomorphically invertible in C× (Cm\Θ) and meromorphic in C×Θ.
(iii) Γ(z, b)T (z, b) = U(z, b).
Consider matrix-valued function X(z, b) = Γ(z, b)Y (z, b). Differential form
ω(z, b) = dX(z, b)X−1(z, b)
is holomorphic outside zero and infinity. For every fixed b ∈ Cm\Θ differential form is equal
to ω = A(z, b)dz, A(z, b) is a polynomial in z with degree r − 1. Polynomial coefficients Ai(b)
are holomorphic in b in Cm\Θ and meromorphic in Θ. So, given system (1) is included to the
isomonodromic family.

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