A partition of a finite set all of whose blocks have size one or two is called a partial matching. Here, we enumerate classes of partial matchings characterized by the avoidance of a single pattern, specializing a natural notion of partition containment that has been introduced by Sagan. Let v n (τ ) denote the number of partial matchings of size n which avoid the pattern τ . Among our results, we show that the generating function for the numbers v n (τ ) is always rational for a certain infinite family of patterns τ . We also provide some general explicit formulas for v n (τ ) in terms of v n (ρ), where ρ is a pattern contained in τ . Finally, we find, with two exceptions, explicit formulas and/or generating functions for the number of partial matchings avoiding any pattern of length at most five. We use both algebraic and combinatorial methods to establish our results. In two cases, we make use of the kernel method to solve the functional equation that arises when a certain parameter related to the avoidance class in question is considered.
Introduction
A partition of a finite set is any collection of non-empty, mutually disjoint subsets, called blocks, whose union is the set. (There is a single empty partition of the empty set which has no blocks.) From now on, we will use the term partition when referring to a partition of a finite set. We will denote the set of all partitions of [n] = {1, 2, . . . , n} by P n and the set of all partitions of [n] containing exactly k blocks by P n,k (note [0] = ∅). A partial matching of [n], also called an involution, is any member of P n all of whose blocks contain either one or two elements. The set of all partial matchings of [n] will be denoted by V n and the set of all partial matchings of [n] containing exactly k blocks by V n,k ; note that V n,k = ∅ if k < n/2. Let v n = |V n | and v n,k = |V n,k | for n, k ≥ 1, with v 0 = v 0,0 = 1. Then v n = n k=0 v n,k , where the v n,k , called Bessel numbers, are given by the explicit formula v n,k = n! 2 n−k (2k − n)!(n − k)! , n/2 ≤ k ≤ n, see, e.g., [5] . The n-th Bessel polynomial y n (x) may be expressed using Bessel numbers as y n (x) = n k=0 v n+k,n x k and satisfies the differential equation x 2 y ′′ + (2x + 2)y ′ = n(n + 1)y, see, e.g., [2, 8, 14] . For further information on the sequences v n and v n,k , see, respectively, [20, A000085] and [20, A144299] . In this paper, we will be enumerating various restricted subsets of V n and V n,k characterized by the avoidance of certain patterns.
A partition Π is said to be in standard form if it is written as Π = B 1 /B 2 / · · · , where min(B 1 ) < min(B 2 ) < · · · . One may also represent the partition Π = B 1 /B 2 / · · · /B k ∈ P n,k , equivalently, by the canonical sequential form π = π 1 π 2 · · · π n , wherein j ∈ B πj , 1 ≤ j ≤ n (see, e.g., [21] ). For example, the partition Π = 1, 2, 7/3, 5, 10/4, 8/6, 9 ∈ P 10,4 has the canonical sequential form π = 1123241342, and in such case we write Π = π. Note that π = π 1 π 2 · · · π n ∈ P n,k is a restricted growth function from [n] to [k] (see, e.g., [17] for details), meaning that is satisfies the following three properties: (i) π 1 = 1, (ii) π is onto [k] , and (iii) π i+1 ≤ max{π 1 , π 2 , . . . , π i } + 1 for all i, 1 ≤ i ≤ n − 1.
In what follows, we will represent partial matchings by their canonical sequential forms as described above for partitions. Note that a sequential form π = π 1 π 2 · · · of a partition corresponds to a partial matching if and only if each letter appears either once or twice. For example, Π = 1, 4/2/3, 6/5 ∈ V 6,4 is given by π = 123143. We now define the notion of avoidance. Let σ = σ 1 σ 2 · · · σ n and τ = τ 1 τ 2 · · · τ m be two partial matchings, represented by their canonical sequences. We say that σ contains τ if σ contains a subsequence that is order-isomorphic to τ ; that is, σ has a subsequence σ f (1) , σ f (2) , . . . , σ f (m) , where 1 ≤ f (1) < f (2) < · · · < f (m) ≤ n, such that for each i, j ∈ [m], we have σ f (i) < σ f (j) if and only if τ i < τ j and σ f (i) > σ f (j) if and only if τ i > τ j . Otherwise, we say that σ avoids τ . In this context, τ is usually called a pattern. For example, the partial matching σ avoids the pattern 1221 if there exist no indices i < j < k < ℓ with σ i = σ ℓ < σ j = σ k and avoids 1232 if there exist no such indices with σ i < σ j = σ ℓ < σ k .
The concept of pattern-avoidance described above is the restriction to partial matchings of Sagan's concept of avoidance on finite set partitions [18] . See also Klazar [12] , Chen et al. [3] , Goyt [7] , and Jelínek and Mansour [9] for further work on the pattern avoidance question for partitions. The avoidance problem on involutions obtained by restricting the usual avoidance problem on permutations, considered first by Knuth [13] and Simion and Schmidt [19] , is studied in [6] (see also the references therein), where the Wilf equivalence classes are determined for patterns up to length seven. In [10] , the authors considered the avoidance problem on complete matchings, i.e., partitions all of whose blocks have size two, and Wilf equivalence classes were deduced for patterns up to length seven. See also the related paper by Chen et al. [4] .
We will use the following notation. If τ is a pattern, then let V n (τ ) and V n,k (τ ) denote the subsets of V n and V n,k , respectively, all of whose members avoid τ . We will denote the cardinalities of V n (τ ) and V n,k (τ ) by v n (τ ) and v n,k (τ ), respectively. From the definitions, note that v n (τ ) = k≥0 v n,k (τ ). We will say that two patterns τ and σ are (Wilf) 
In the next section, we prove some general enumerative results concerning pattern avoidance by partial matchings, represented canonically. Among our results is the equivalence of the patterns 12 · · · ki and 12 · · · (k − 1)ik for all i and k and the fact that the generating function n≥0 v n (12 · · · ki)x n is always rational. We also present several ways of deriving an enumerative formula for v n (τ ) from one for v n (ρ), where ρ is some shorter pattern contained in τ . In the subsequent two sections, we then supply an explicit formula for the number v n (τ ) and/or its generating function in the cases when τ has length four or five. We use both algebraic and combinatorial techniques to establish our results. In the cases of 1123 and 12331, we use the kernel method to solve the functional equations that arise once certain parameters related to the patterns in question are introduced. In the former case, an explicit formula results which may then be explained combinatorially, while in the latter case, no such formula seems to exist, though it is possible to write an expression for the generating function showing it is algebraic.
We will employ the following notation: if τ = τ 1 , τ 2 , . . . , τ m is a sequence of numbers and i is an integer, then τ + i refers to the sequence τ 1 + i, τ 2 + i, . . . , τ m + i. Also, if m and n are positive integers, then [m, n] denotes the set {m, m + 1, . . . , n} if m ≤ n, with [m, n] = ∅ if m > n. Throughout, let F n denote the sequence of Fibonacci numbers defined by F n = F n−1 + F n−2 if n ≥ 2, with F 0 = 0 and F 1 = 1. Henceforth, the terms involution and partial matching will be used interchangeably.
Some general results
Before we present the main results, we first state, without proof, three preliminary observations. Observation 2.1. The set V n (12 · · · k) is empty for n ≥ 2k − 1.
Observation 2.2.
A partial matching π of length n avoids the pattern 121 if and only π has the form 1 α1 2 α2 · · · , where α 1 + α 2 + · · · = n and α i ∈ {1, 2} for all i. Therefore, v n (121) = F n+1 if n ≥ 0. Furthermore, we have v n,r (121) = r n−r for all n and r, where r ∈ [n]. Observation 2.3. Similarly, we have v n (112) = F n+1 and v n,r (112) = r n−r , the members of V n,r (112) being of the form π = 12 · · · rr βr (r − 1) βr−1 · · · 1 β1 and β 1 + β 2 + · · · + β r = n − r, with β i ∈ {0, 1} for all i.
The next result provides a way showing how from a given pair of equivalent patterns we can construct new equivalent pairs of longer patterns.
Thus, if f (x) = n≥0 v n (σ)x n , then the generating function g(x) = n≥0 v n (1(σ + 1))x n is given by
In particular, if α and β are two patterns and α ∼ β, then 1(α + 1) ∼ 1(β + 1).
Proof. Since each involution has either one occurrence of the letter 1 or two occurrences, we obtain (2.1). Note that in the second case, there are n − 1 possible positions for the second 1. Formula (2.2) follows from multiplying (2.1) by x n , summing over n ≥ 2, and noting initial values. The last statement follows from either of the first two.
Example 2.5. Note that v n (11) = 1 for all n ≥ 0. Using (2.1) repeatedly, we obtain
By induction, one sees that the v n (12 · · · kk) is a polynomial in n of degree k −1 and that the coefficient of Our next result is a general equivalence.
by Proposition 2.4 (applied i − 1 times). Thus, it is enough to consider the case when i = 1. Let σ = 12 · · · k1 and τ = 12 · · · (k − 1)1k. We will define an explicit bijection f between V n,m (σ) and V n,m (τ ) for all n and m.
If 1 ≤ m ≤ k − 1, then we may take f to be the identity, so assume m ≥ k. Let us write π = 1w 1 2w 2 · · · mw m ∈ V n,m (σ), where each w i is a word in [i]. We will call an occurrence of τ in an involution ρ in which the letter 1 in τ corresponds to the actual letter j in ρ a j-occurrence of τ , and, similarly, for σ. Suppose π contains a j-occurrence of τ ; note that 1 ≤ j ≤ m − (k − 1) since π contains m blocks. Then the second j of π must occur in the word w j+k−2 , for if the second j were in w ℓ for some ℓ < j + k − 2, then there would not exist a j-occurrence of τ in π, and if it were in w ℓ for some ℓ > j + k − 2, then there would be a j-occurrence of σ in π and there isn't. Now suppose that π has j-occurrences of τ for j = j 1 , j 2 , . . . , j r , where j 1 < j 2 < · · · < j r . Then j i lies in the word w ji+k−2 for each i ∈ One may verify that the mapping π → π ′ is a bijection from V n,m (σ) to V n,m (τ ). Note that the mapping is reversed upon considering the word w We now show that the generating function for the numbers v n (12
n is a rational function.
Proof. If τ = τ 1 τ 2 · · · τ i is a sequence, then we will denote the largest term of τ by m(τ ) and the number of terms in τ by |τ |, that is, m(τ ) = max 1≤j≤i {τ j } and |τ | = i. Let T k be the set of all non-empty involutions τ with m(τ ) ≤ k−1, that is,
We denote the generating function for the number of involutions π = π 1 π 2 · · · π n of length n that avoid 12 · · · k1 with
. From the definitions, we have
Note that f k,τ j (x) = 0 when j already appears twice in τ , since no letter can occur three times in a matching. Also, if the letter 1 appears twice in τ , then
, where τ ′ is the involution obtained from τ by deleting the two occurrences of the letter 1 and decreasing any other letters by 1. We now consider τ of the following three forms:
, since involutions starting with τ and avoiding 12 · · · k1 cannot have a second 1.
We now write a linear system of equations in the variables f k (x) and f k,τ (x), where τ has one of the three forms above. Our equations are f k (x) = 1 + f k,1 (x) and
Note that in case (iii), if τ ′ (k − 1) contains two 1's and does not end in 1, then the pattern τ ′ (k − 1) may be reduced until it is empty or is of the form (i) or (ii) above. This implies that the generating functions f k (x) and f k,τ (x), where τ is of one of the three forms above, satisfy a system of linear equations having a solution whose coefficients are polynomials in x.
Let C = C(x) denote the coefficient matrix corresponding to the aforementioned system of equations. Then the determinant |C(x)| is non-zero for all x sufficiently close to zero. To see this, suppose that the equations for f k,τ (x) are written from top to bottom in ascending order according to the length of τ . If x = 0, then C is upper triangular with all 1's on the main diagonal, which implies |C(0)| = 1. By continuity, there exists an interval containing the origin over which |C(x)| is non-zero, as desired.
For such x, the system above then has a unique solution. By Cramer's Theorem, this solution is a vector of rational functions in x. In particular,
Combining formula (2.2) with the prior theorem yields the following result.
Example 2.9. If k = 2, then the proof of the prior theorem gives
Solving this system implies f 2 (x) =
Solving this system implies
Similarly, we have
The following results provide ways of deriving enumerative formulas for longer patterns from shorter ones, thereby extending equivalences to pairs of patterns of greater length. . Furthermore, we have
Proof. We prove the second statement. Let σ Now observe that a member of [r] within the involution of the given form can act only as a 1 within a possible occurrence of σ ′ , as there are two occurrences of the symbol 2 in σ + 1 and there are no two occurrences of a letter a preceding the two occurrences of a letter b, where 1 ≤ a < b ≤ r. Thus, there are (n − r − 1)(n − r − 2) · · · (n − r − (i − 1)) choices regarding the positions within π for the additional i − 1 letters in [r] that are to be repeated. Finally, the remaining n − r − i positions of π are to be filled with letters in {r + 1, r + 2, . . .}, and the involution comprising these positions must avoid σ due to the two occurrences of the letter j ≤ r. That is, there are v n−r−i (σ) choices for these positions. Conversely, any involution of the form π = 12 · · · rjπ ′ and having exactly i repeated members of [r] , where the other letters are arranged as described above, is seen to avoid σ ′ . Thus, the re are r r−1
j=1 (n − r − j) such involutions, and summing over all possible r and i gives the result. Theorem 2.11. Suppose σ and τ are patterns both having two occurrences of the symbol 1, with σ ∼ τ . Then 121(σ + 2) ∼ 121(τ + 2). Furthermore, we have
Proof. We prove the second statement. Let
where r ∈ [n − 2] is fixed, α s = 1 or 2 for s ∈ [r + 1], and ℓ ∈ [r].
First suppose α r+1 = 1. Let j = α 1 + α 2 + · · · + α r and i be the number of members of [r + 1] that occur in ℓπ ′ . Note first that there are There are then i t=2 (n − j − t) ways to arrange these letters within the n − j − 2 positions of π ′ and v n−j−i−1 (σ) choices for the remaining letters of π ′ , which belong to {r + 2, r + 3, . . .} and comprise a member of V n−j−i−1 (σ) (on those letters). Summing over all possible r, j and i gives the first sum on the right-hand side above. Similar reasoning applies to the case when α r+1 = 2 and gives the second sum, which completes the proof.
We will say that the two involution patterns σ and τ are strongly equivalent (following the terminology used in [10] in conjunction with complete matchings), if there exists a bijection f between the sets of σ-avoiding and τ -avoiding involutions with the property that for any σ-avoiding involution λ, the number of blocks of λ is equal to the number of blocks of f (λ), and moreover for any i, the i-th block of λ has the same size as the i-th block of f (λ). The following result, which we state without proof, may be obtained by modifying slightly the proof of the comparable result for complete matchings found in [10, Lemma 3.10].
Proposition 2.12. Let σ and τ be strongly equivalent patterns both containing k distinct letters. Let ρ be a pattern that has two occurrences of the symbol 1. Then the patterns σ(ρ + k) and τ (ρ + k) are strongly equivalent. Example 2.13. Since the patterns 112 and 121 are seen to be strongly equivalent, so are the patterns 112(σ + 2) and 121(σ + 2), and thus v n (112(σ + 2)) is given explicitly by the formula in Theorem 2.11 above, where σ is a pattern having two occurrences of the symbol 1.
Let us say that two involution patterns σ and τ are block equivalent, which we'll denote by σ 
To enumerate the σ ′ -avoiding involutions π of length n having the form (2. 
Summing this over 0 ≤ m ≤ r−1 and m ≤ ℓ ≤ m+n−r−1, and then replacing ℓ with m+n−r−1−ℓ, gives the result.
Avoiding a pattern of length four
In this section, we consider the problem of avoiding a single pattern of length four by involutions. The cases of avoiding either 1212 or 1221 have been previously encountered, see [16] . The cases 1234 or 1233 were covered by Observation 2.1 and Example 2.5, respectively. We now consider the cases of avoiding 1223 or 1232.
Proof. By (2.1), we have v n (1223) = v n−1 (112) + (n − 1)v n−2 (112) if n ≥ 2. By Observation 2.3, we have v n (112) = F n+1 , which completes the first case. A similar argument applies to the second.
In the proofs of the next three propositions, we let a n = v n (τ ), where τ is the pattern in question, and let a n,j denote the number of members of V n (τ ) such that the block {1, j} occurs if j > 1 and the number of members of V n (τ ) such that the block {1} occurs if j = 1. Using a different approach, we first consider the cases of avoiding 1231 and 1213, which were done already in Example 2.9.
Proposition 3.3. The generating function for the numbers v n (1231) or v n (1213) is given by
Proof. We first treat the case 1231. From the definitions, we have a n,1 = a n−1 , a n,2 = a n,3 = a n−2 , a n,4 = a n−4 , and a n,j = 0 for all 5 ≤ j ≤ n. Thus, the sequence a n satisfies a n = a n−1 + 2a n−2 + a n−4 , n ≥ 4, with a 0 = a 1 = 1, a 2 = 2 and a 3 = 4. The rest follows easily. The second case follows from the first and Theorem 2.6, or can be done directly by similar reasoning.
We now consider the case of avoiding 1122. Here and elsewhere, we take 
Proof. Let us assume n ≥ 4, for the formula is easily seen to hold otherwise. From the definitions, we have a n,1 = a n−1 and a n,2 = 1. If the element 2 shares a block with a member of [3, n] , then let j ′ denote this other member, with j ′ = 2 if the block {2} occurs. Fix 3 ≤ j ≤ n. Within members of V n (1122) enumerated by a n,j , we have j ′ ∈ [2, n] − {j}. Considering whether j ′ = 2 or 3 ≤ j ′ ≤ j − 1 or j + 1 ≤ j ′ ≤ n yields the recurrence a n,j = a n−1,j−1 + j−1 i=3 a n−2,i−1 + (n − j)a n−2,j−1 ,
where a n,2 = 1 (and so a n,3 = n − 2). Thus, for all j = 4, 5, . . . , n, we have b n,j := a n,j − a n,j−1 = b n−1,j−1 + (n − j)b n−2,j−1 .
Hence,
By definition of b n,m , we have a n,s = a n,3 + s m=4 b n,m , which implies a n,s = n − 2 + 
Since a n,n = a n−2 , we obtain
which completes the proof. 
Proof. To show this, we argue combinatorially that the left-hand side counts the members of V n (1122). Let Z = Z k denote the subset of V n (1122) whose members have exactly k doubleton blocks, where 0 ≤ k ≤ n/2. We will show that |Z| = n 2k k!, whence the result follows from summing over k. To do so, we first argue that the number of members of Z in which 1 belongs to a doubleton block is n−1 2k−1 k!. Let S = {a 1 = 1 < a 2 < · · · < a 2k } denote the set of elements in [n] comprising the doubleton blocks within such a member of Z. Note that no block of the form {a i , a j } can occur, where 1 ≤ i < j ≤ k. Otherwise, each a r , where r ∈ [k + 1, 2k], would have to be paired with some a s , where s ∈ [k], in order to avoid an occurrence of 1122, which is impossible. Therefore, only blocks of the form {a i , a j }, where 1 ≤ i ≤ k < j ≤ 2k, are possible, which implies that there are k! ways in which to pair t he elements of S. Thus, there are 
Proof. Clearly, a n,2 = 0 if n ≥ 5, with a n,1 = a n−1 and a n,n−1 = a n,n = a n−2 . If the element 2 shares a block with a member of [3, n] , then let i ′ denote this other member, with i ′ = 2 if the block {2} occurs. Fix 3 ≤ i ≤ n. Note that within members of V n (1123) enumerated by a n,i , we have i ′ ∈ [2, i − 1] ∪ {n}. Considering whether i ′ = 2 or 3 ≤ i ′ ≤ i − 1 or i ′ = n yields a n,i = a n−1,i−1 + i−1 j=3 a n−2,j−1 + a n−2,i−1 ,
Let a n (u) = n j=1 a n,j u j ; note that a n (1) = a n . Multiplying the above recurrence by u i and summing over i = 3, 4, . . . , n yields a n (u) − a n−1 (1)u = u(a n−1 (u) − a n−2 (1)u) +
1 − u a n−2,j−1 , which implies for n ≥ 5, a n (u) = a n−1 (1)u + ua n−1 (u) − a n−2 (1)
1 − u (a n−2 (1) − a n−3 (1)).
Let a(x, u) = n≥2 a n (u)x n . Multiplying the last recurrence by x n /u n , summing over n ≥ 5, and noting the initial conditions a 2 (u) = u + u 2 , a 3 (u) = 2u + u 2 + u 3 and a 4 (u) = 4u + u 2 + 2u 3 + 2u 4 , we obtain
We use the kernel method (see, e.g., [1] ) and substitute u =
in the above functional equation to cancel out the left-hand side and obtain n≥0 a n x n = 1 + x + a(x, 1) = 1
which completes the proof.
Using the previous result, one may determine an explicit formula for v n (1123). Let c n = 1 n+1 2n n denote the n-th Catalan number.
Proof. Let c(y) = n≥0 c n y n . We may rewrite the generating function in Proposition 3.6 as
where c(y) = = n≥0 c n y n . Expanding the last expression, with use of the facts (see, e.g., Extracting the coefficient of x n , where n ≥ 3, in the last expression yields
which gives the desired formula.
It is possible to explain directly the explicit formula (3.1).
Combinatorial proof of Corollary 3.7. For n ≥ 3, we'll show 
We summarize the results of this section in the table below.
τ Table 2 . Values of v n (τ ), where τ is a pattern of length four.
Avoiding a pattern of length five
In this section, we enumerate the involutions which avoid a single pattern of length five. Our work is shortened by first noting the following. Other results from the second section apply. 
where 1 ≤ r ≤ n − 1.
Remark 4.4. From Theorem 2.6 and Example 2.9, we see that the numbers a n = v n (12341) = v n (12314) both satisfy the recurrence a n = a n−1 + 3a n−2 + 2a n−4 + a n−5 + 5a n−6 + a n−8 , n ≥ 8.
We now consider the remaining cases for a pattern of length five.
Theorem 4.5. Each of the following patterns τ are equivalent to one another:
(1) 12123 (2) 12132 (3) 12213 (4) 12231 (5) 12312 (6) 12321.
Furthermore, v n (τ ) is given in all cases by
Proof. To prove the first statement, we consider more general results concerning set partitions. Let P n (σ) denote the set of partitions of [n] which avoid the pattern σ, where partitions are represented canonically. Two patterns σ and τ are said to be strongly partition-equivalent if for each n there exists a bijection from P n (σ) to P n (τ ) which preserves the size of the i-th block for each i. From [11, Fact 4.8] (see also [9, Theorem 48] ), all the patterns of a given size k that start with 12 and that contain two occurrences of the symbol 1 and one occurrence of the symbol 3, with each of their remaining symbols equal to 2, are mutually strongly partition-equivalent. Particularizing these results to the case when k = 5 and involutions implies the equivalence of the patterns listed above.
To complete the proof, we determine an explicit formula for v n (τ ) in the case τ = 12312. Define m(π) to be the maximal letter of π. By induction on s, one may verify that π belongs to V n (12312) if and only if π = 1π (1) or there exists s ≥ 1 such that
where any letter of π (j) is greater than any letter of π (j−1) for j = 1, 2, . . . , s + 1 (we define π (0) = 1), with each π (j) avoiding 12312. Let f (x) be the generating function for the number of 12312-avoiding involutions of length n, and let g(x) be the generating function for the number of 12312-avoiding involutions π of length n where the letter m(π) appears exactly once in π. From the above decomposition, we have
Solving for the quantity
1−xg(x) in these two equations, and equating results, gives
(1−x)f (x)−1 into this last equation, and simplifying, implies that the generating function f (x) satisfies
By the Lagrange inversion formula, we have
Extracting the coefficient of x n in h(x) completes the proof.
The cases left now are 12313, 12331, 11234, and 12134, the last two of which we were unable to find explicit expressions for v n (τ ) or its generating function. The remainder of this section is then devoted to the cases 12313 and 12331. 
.
We first write an equation for f . Let π ∈ V n (12313), where n ≥ 1. Then π must have one of the following three forms: (i) 1α, where α does not contain 1; (ii) 1α1β, where neither α nor β contains 1 and any letter of α is less than any letter of β, or (iii) 1α1β, where neither α nor β contains 1 and α and β have a letter in common. Combining the three cases above implies
where g = g(x) is the generating function that counts involutions of length n of the form (iii).
Let us now write an equation for g. Suppose that α and β share the letter r in the third case above. If r > 2, then we would have the subsequence 12r1r in π, which is an occurrence of 12313, so r = 2. Thus α = 2α 
1−x 2 f 3 , which implies
We rewrite this last equality as
Thus, the coefficient of x n in h is given by
Noting f (x) = h(x) + 1 1−x completes the proof.
We now consider the case 12331. Given n ≥ 1 and 1 ≤ k ≤ n − 1, let a n,k count the members π = π 1 π 2 · · · π n ∈ V n (12331) containing a single 1 of the form π = 12 · · · kjπ ′ for some j ∈ [k]. Let b n,k count the members of V n (12331) having this same form, but instead containing two 1's. For example, we have a 5,3 = 4, the enumerated involutions being 12323, 12324, 12332, 12334, and b 6,4 = 5, the involutions being 12341i, where i ∈ [2, 5] , and 123421. Furthermore, let us take a n,0 = δ n,0 , a n,n = 1, and b n,0 = b n,n = 0 for all n ≥ 0 (note a n,n = 1 counts the single involution 12 · · · n).
Lemma 4.7. The arrays a n,k and b n,k can assume non-zero values only when 0 ≤ k ≤ n and satisfy the recurrences a n,k = a n−1,k−1
If n ≥ 0, then a n,0 = δ n,0 and b n,n = b n,0 = 0, with b n,1 = n−2 k=0 (a n−2,k + b n−2,k ) for n ≥ 2.
Proof. The initial values are easily verified. Note that b n,1 = n−2 k=0 (a n−2,k + b n−2,k ) if n ≥ 2, which is seen upon deleting both letters 1 at the beginning. Removing the 1 from an involution π = π 1 π 2 · · · π n enumerated by a n,k yields either an involution counted by b n−1,k−1 or by a n−1,k−1 , depending on whether or not the letter 2 is repeated, which gives (4.1).
To show (4.2), first note that there are n−2 i=k−1 (a n−2,i + b n−2,i ) members of V n (12331) enumerated by b n,k , where 2 ≤ k ≤ n − 1, of the form 12 · · · k1π ′ , upon deleting both occurrences of 1 and considering whether or not the resulting involution 2 · · · kπ ′ has two occurrences of 2. Otherwise, we have π = 12 · · · kr(k + 1)(k + 2) · · · (i + 1)1π
′ for some r ∈ [2, k] and i ∈ [k − 1, n − 3]. Note that r = 2, for if r > 2, then we would have the subsequence 12rr1, which is an occurrence of 12331. Deletion of both 1's and both 2's then results in involutions of the form 34 · · · (i + 1)π ′ , which are counted by n−4 j=i−1 (a n−4,j + b n−4,j ), upon considering whether or not the letter 3 is repeated. Summing this over i gives (4.2) and completes the proof. If n ≥ 0, then let a n = n k=0 a n,k and b n = n k=0 b n,k . From the definitions, we have v n (12331) = a n + b n for all n.
The function
is encountered in our derivation below of the generating function for the numbers v n (12331). Let us make some preliminary observations concerning it. Upon multiplying through by (1 − v) 2 , we see that the equation g(v, t) = 0 has one negative root and either one or three positive roots in v where t = 0 is fixed, by Descartes rule of signs. In fact, for all t sufficiently close to zero, we see that g(v, t) has roots in both the intervals ( 2 ), by the intermediate value theorem. Let us denote these roots by v ± (t). Using the gfun package, it is possible to find formal power series in t for v ± (t), with the other roots of g(v, t) = 0 not admitting to such an expansion. The first few terms of these series are v ± (t) = 1 + 2 . Using v ± (t), one may provide an expression for the generating function for the numbers v n (12331).
where v ± = v ± (t) are as given above.
Proof. We determine a generating function for the sequence v n (12331) = a n +b n , using the recurrences in the prior lemma. First note that by (4.1), relation (4.2) is equivalent to
note that A n (1) = a n and B n (1) = b n . Multiplying (4.1) by v k , summing over k = 1, 2, . . . , n and noting a n,0 = 0 if n ≥ 1, we obtain A n (v) = vA n−1 (v) + vB n−1 (v).
Multiplying (4.3) by v k , summing over k = 2, 3, . . . , n − 1, and noting a n,0 = b n,0 = 0 if n ≥ 1 and b n,1 = A n−2 (1) + B n−2 (1) = A n−1 (1) if n ≥ 2, we obtain Hence,
. By (4.4), we have A(t, 1) + B(t, 1) = 1 t (A(t, 1) − 1), which implies that the generating function f (t) = n≥0 v n (12331)t n = n≥0 (a n + b n )t n is given by
It is possible to give more explicit expressions for the functions v ± appearing above. Proof. The first statement follows from Theorem 4.8 since f (t) is a rational function of v + and v − , which are both seen to be algebraic. The second statement follows from the discussion previous.
Using the power series of v ± , one may find, with the help of Maple, the first few terms of the generating function f (t): Table 3 . Values of v n (τ ), where τ is a pattern of length five.
Conclusion
Making use of both algebraic and combinatorial methods, we have provided explicit expressions for v n (τ ) and/or its generating function when τ is a pattern of length at most five. In some cases, we have found formulas for v n,k (τ ) as well. For the particular patterns 1123 and 12331, we used the kernel method to solve the functional equations that arise. In the case of 1123, the kernel method gives a quadratic equation for v in terms of t, and there is a closed form which may then be explained by combinatorial reasoning. In the case of 12331, however, the equation we get is quartic and no closed form for v n (12331) seems possible, though one may express the generating function in terms of certain formal power series involving two of the real roots of this quartic. Still unresolved are the cases 11234 and 12134. We also have shown several general avoidance results concerning partial matchings, including the fact that the generating funct ion n≥0 v n (12 · · · ki)x n is rational for all k and i, with 12 · · · ki ∼ 12 · · · ik. In this direction, we still seek explicit formulas for generating functions of patterns such as 12 · · · k12 and 12 · · · k13, which are seen not to be rational in general. We also seek pattern equivalences for partial matchings which extend the one in Theorem 2.6.
