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I. INTRODUCTION
The motion of the interface between two fluids in a Hele-Shaw cell—a system where the
fluids are confined between two closely spaced glass plates—has attracted considerably at-
tention in both the physics and mathematics literature since the pioneering work of Saffman
and Taylor [1, 2]. On the one hand, the Hele-Shaw model [3] is analogous to several other
physical systems, such as flows in porous media [4, 5], dendritic solidification [6], combustion
fronts [7], electromigration of voids [8], streamer ionization fronts [9], and bacterial colony
growth [10], which are all governed (under certain approximations) by similar equations of
motion [11]. On the other hand, Hele-Shaw flows have deep mathematical connections with
several apparently unrelated problems in mathematical physics, such as 2D quantum gravity
[12], integrable systems [13], random matrix [14], quantum hall effect [15], and Loewner evo-
lution [16]. As a result, Hele-Shaw flows have became a fertile laboratory to study interface
dynamics, pattern formation, and other related problems.
The Hele-Shaw system is particularly interesting when one of the fluids is much less
viscous than the other and surface tension effects are neglected. In this case, the problem
becomes quite tractable mathematically and many exact solutions have been found, since
the solutions obtained by Saffman and Taylor for a steadily moving finger [1] or bubble
[2]. A rather complete set of steady solutions for fingers and bubbles has been described in
Ref. [17], where a brief review of earlier solutions is also given. Time dependent solutions
are more difficult to obtain, but starting with the solution for a finger growing from a flat
interface obtained by Saffman [18], several exact solutions have been found both for the
growth of fingers in a channel [19, 20] and for an expanding bubble in an unbounded cell
[19, 21, 22]. Exact time-dependent solutions for multiply connected geometries have also
been obtained both in an unbounded cell [23–27] and in the channel geometry [28–30],
including the problem of Hele-Shaw flows past obstacles [31, 32].
One particular aspect of the Hele-Shaw interface dynamics that has attracted a great deal
of attention is the so-called selection problem, first posited by Saffman and Taylor [1] in the
context of viscous fingering. It concerns the question as to why the finger reaches a relative
width λ = 1/2, implying that the finger velocity U is twice the velocity V of the background
fluid, i.e, U = 2V , despite the fact the problem admits a continuum of exact solutions with
0 < λ < 1. In the mid 1980s, it was shown by several groups [33] through a beyond-all-
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orders asymptotic analysis that the inclusion of surface tension leads to a countable infinity
of steady solutions, all of which converge to U = 2V when the surface tension parameter
is taken to zero. Similar analysis was performed for the case of a single bubble in a Hele-
Shaw channel [34, 35], where the velocity U = 2V was again selected. It was subsequently
found that other boundary conditions, such as kinetic undercooling [36, 37], also lead to the
same selection scenario. More strikingly, similar pattern selection has also been observed in
non-fluid systems, such as finger-like ionization fronts in electric breakdown [9], where there
is no analog of surface tension. The effect of surface tension on one and two bubbles in an
unbounded cell [38] was also studied and the same selected velocity U = 2V was obtained.
The results above show that velocity selection in a Hele-Shaw cell is not particularly
dependent on the boundary condition (or lack thereof) that one chooses to ‘regularize’ the
idealized problem, as the same velocity U = 2V is always obtained. Indeed, it has been
known since the late 1990’s that the finger selection problem can be addressed entirely
within the context of time-dependent solutions without surface tension. More specifically, it
was shown [39] that in this case the steady solution with λ = 1/2 is the only stable attractor
of the dynamics. Recently two of the present authors [40] reported an exact time-dependent
solution for a single bubble evolving in a Hele-Shaw channel, from which it was possibly
to show that the velocity U = 2V is again the only stable attractor. Similar result was
subsequently obtained for a bubble in an unbounded Hele-Shaw cell [41], where it was found
that the circle (which has U = 2V ) is the only stable solution. More recently, it has been
shown that the same selection mechanism (without surface tension) holds for any number
of bubbles in a Hele-Shaw channel [42].
In this paper we consider the problem of the unsteady motion of a single bubble in a
Hele-Shaw channel in the absence of surface tension. Here we discuss in greater detail the
general class of time-dependent exact previously reported in condensed form in Ref. [40]. Our
solutions are constructed as a conformal mapping from a doubly-connected circular domain
in an auxiliary complex ζ-plane to the fluid region exterior to the bubble in the physical
z-plane. The corresponding mapping function z(ζ, t), where t denotes time, possesses only
logarithmic singularities and is given explicitly in terms of certain special functions (related
to the Jacobi theta functions).
The motion of the singularities in the ζ-plane is determined by a set of conserved quan-
tities, which in turn are related to the fixed singularities of the Schwarz function S(z, t) of
3
the bubble interface; see below for a definition of S(z, t). The existence of such conservation
laws is a manifestation of the integrable nature of the problem of interface dynamics in
a Hele-Shaw cell, also known as Laplacian growth [12]. The infinite-dimensional problem
of interface motion in a Hele-Shaw cell is thus reduced to a dynamical system, sometimes
referred to as “pole dynamics” [22], corresponding to the motion of a finite number of sin-
gularities of the mapping z(ζ, t). Here we show that this dynamical system for the case of
a bubble in a channel has only two fixed points in the ζ-plane, one stable and the other
unstable, which correspond to simple poles of S(z, t) at the channel endpoints x = −∞ and
x = +∞, respectively.
We show furthermore that that under generic initial conditions the bubble will approach
a steady regime with velocity U = 2V . To obtain bubbles traveling with velocity U 6= 2V
one must start, in contradistinction, from a restricted set of initial conditions—namely, those
having singularities at precisely the fixed points, but since one the fixed point is unstable
any perturbation from such an initial shape (i.e., that displaces the singularity from the
unstable fixed point) will result in a steady shape with U = 2V . In other words, the steady
solutions where the bubble moves twice as fast as the background fluid are generally selected,
as they are the only stable attractor of the dynamics, in agreement with the previous results
mentioned above [39, 40]. Seen from the perspective of the Schwarz function of the interface,
these results mean that S(z, t) is regular at infinity for all initial conditions leading to the
asymptotic velocity U = 2V , whereas it has a simple pole at infinity for non-generic initial
conditions that result in U 6= 2V (but any perturbation ‘displacing’ this singularity from
infinity will lead instead to U = 2V , as just mentioned).
The selection scenario described above is akin to the dynamical mechanism for velocity
selection [43, 44] observed in systems possessing traveling-wave solutions with different ve-
locities, where most of the “natural” initial conditions lead to the same asymptotic velocity.
More specifically, initial conditions that decay sufficiently rapidly at infinity lead to profiles
that asymptotically spread with the same velocity [45]. Similarly, in our case, the behavior
of the initial conditions at infinity also determine the asymptotic velocity, as discussed in
the preceding paragraph.
As already mentioned, the degeneracy of the interface velocity may also be lifted by
the inclusion of some singular effect (say, surface tension) that is neglected in the idealized
model. Nonetheless, the dynamical selection criterion is important to establish which are the
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solutions that “survive” the singular perturbation [43] and also to explain why the system
is dynamically driven to the selected pattern. In this sense, one may argue that solving the
selection problem (at least in the context of Hele-Shaw flows) does not necessarily require the
inclusion of regularizing boundary conditions, as the problem can be dynamically addressed
entirely within the context of the idealized system. Specific details of the selected physical
shape, such as the pattern symmetry, might of course depend on surface tension. Indeed, our
framework does not, so far, preclude non-symmetric steady shapes, whereas only symmetric
bubbles seem to survive the inclusion of surface tension [34]. Velocity selection, however,
does not require surface tension, as it has an underlying dynamical origin, as argued above
and shown in more detail later.
Furthermore, the dynamical mechanism also helps to explain why selection does not take
place in certain situations, even after the inclusion of surface tension. One such instance is
the case of a periodic array of Hele-Shaw bubbles, where no velocity selection is observed
when one considers surface tension effects [46]. The lack of selection in this case can be
nicely understood within the scope of the selection scenario outlined above. The important
point to note here is that the Schwarz function of the steady periodic solutions [17] is free
from singularity in the fluid domain (i.e., in a period cell) for any value of U , contrarily to
the case of a single steady bubble (or a finite number of them [42]), where only for U = 2V
is the Schwarz function regular in the entire fluid region. As there is no preferred velocity in
the periodic geometry, the observed velocity will depend on the size and separation of the
bubbles, which is precisely the result obtained in Ref. [46].
The present paper is organized as follows. In Sec. II we formulate the problem of the
unsteady motion of a bubble in a Hele-Shaw channel. An exact solution in terms of a
conformal mapping from a doubly-connected circular domain to the fluid region exterior to
the bubble is presented in Sec. III, and several numerical examples of time-evolving bubbles
are shown in Sec. IV. In Sec. V we present a stability analysis that shows that the steady
solutions with U = 2V (U 6= 2V ) are attractors (repellers) of the dynamics. Our main
findings and conclusions are summarized in Sec. VI.
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Figure 1: The flow domains for a single bubble in a Hele-Shaw channel: (a) the physical z-plane;
(b) the plane of the complex potential; (c) the auxiliary complex ζ-plane; and (d) the extended
domain in the ζ-plane.
II. FORMULATION OF THE PROBLEM
We consider the problem of a single bubble of a less viscous fluid (say, air) moving
in a more viscous fluid (say, oil) inside a Hele-Shaw channel, which consists two parallel
rectangular glass plates separated by a small gap b. The viscous fluid domain (outside the
bubble) is denoted by D(t), while the bubble boundary is denoted by ∂Dt. The fluid inside
the bubble is considered to be inviscid and is assumed to be at a constant pressure p0 = 0.
The viscous fluid is injected at a uniform rate by a source located at x = −∞ and removed
by a sink located at x = +∞, thus generating a uniform flow with velocity V in the far-field
from the interface. Here we choose for convenience the channel width to be pi and set the
far-field velocity to unity, i.e., V = 1; see Fig. 1(a) for a schematics of the flow geometry.
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Under the usual approximations [11], the dynamics in a Hele-Shaw cell is governed by
Darcy’s law, v = − b
2
12µ
∇p, where v(x, y, t) is the velocity vector field, p(x, y, t) is the pressure
field, b is the cell gap, and µ is the fluid viscosity. Hele-Shaw flows are thus potential flows,
i.e., v = ∇φ, where the velocity potential is φ = − b
2
12µ
p. Assuming that the viscous fluid is
incompressible, ∇ ·v = 0, we find that φ obeys the 2D Laplace equation, ∇2φ = 0. Because
of the uniform flow at infinity we have φ = x for x→ ±∞. Also, ∂nφ = 0 (no normal flow) at
both boundaries of the channel at y = 0 and y = pi, where ∂n denotes the normal derivative.
Furthermore, we shall neglect surface tension effects so that p = 0 along the moving interface
∂Dt, which implies that φ = 0 on ∂Dt. Finally, the kinematic boundary condition requires
that the normal velocities of the moving boundary, Vn, and of the viscous fluid, vn, coincide,
so Vn = ∂nφ at the moving interface ∂Dt. The full mathematical formulation of the problem
thus takes the following form:
∇2φ = 0 in Dt, (1a)
φ = 0 at ∂Dt, (1b)
Vn = −∂nφ at ∂Dt, (1c)
φ = x for x→ ±∞, (1d)
∂nφ = 0 at y = 0 and y = pi. (1e)
In the next section we shall reformulate the problem in terms of a conformal mapping
map from a circular domain in an auxiliary complex plane to the physical plane.
A. The conformal mapping
We seek a solution to the problem in the form of a conformal map z(ζ, t) from a circular
domain Dζ in an auxiliary complex ζ-plane to the fluid region Dz in the z-plane. The
domain Dζ consists of an annulus comprehended between the unit circle C0 and an inner
circle C1 of radius ρ; see Fig. 1(c). The inner circle C1 is chosen to map to the interface
(bubble boundary); while the unit circle C0 maps to the channel walls, with the point ζ+ = 1
mapping to x =∞ and the point ζ− = e
iγ, 0 < γ < 2pi, mapping to x = −∞. The mapping
function z(ζ, t) must thus have logarithmic singularities at ζ = ζ±:
z(ζ, t) ≈ ∓ ln(ζ ∓ ζ±), for ζ → ζ±. (2)
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It is convenient to consider an augmented flow domain in the z-plane consisting of the
original channel plus its reflection in the real axis, so that there are now two bubbles within
the flow domain which are the mirror reflection of one another with respect to the centreline
(real axis) of the extended cannel — in such extended domain the solution is periodic in the
y direction with period 2pi. The extended domain in the ζ-plane, to be denoted by F0, is
obtained by adding to Dζ its reflection in the unit circle C0, thus generating an extended
annulus:
F0 = Dζ ∪ ϕ0(Dζ) = {ζ | ρ < |ζ | < 1/ρ}, (3)
as shown in Fig. 1(d). The function z(ζ, t) thus maps F0 to the extended channel in the
z-plane defined above.
B. The complex potential
As the velocity potential φ(x, y, t) is a harmonic function, it is convenient to introduce
the complex potential w(z, t) = φ(x, y, t) + iψ(x, y, t), where z = x + iy and ψ(x, y, t) is
the stream function. It then follows from (1) that the complex potential w(z, t) must be
analytic in D(t) and satisfy the following boundary conditions:
w(z) ≈ z for x→ ±∞, (4a)
Im [w] = 0 at y = 0, (4b)
Im [w] = pi at y = pi, (4c)
Re [w] = 0 on ∂Dt. (4d)
From conditions (4b)-(4d) one concludes that the flow domain in w-plane the corresponds
to a horizontal strip 0 < ψ < pi, −∞ < φ <∞, with a vertical slit inside it representing the
bubble boundary, ∂D(t), as shown in Fig. 1(b).
Let us now introduce the function W (ζ, t) through the composition
W (ζ, t) ≡ w(z(ζ, t)). (5)
The boundary conditions (4) for the complex potential w(z, t) can now be recast in terms
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of the function W (ζ, t) as
W (ζ, t) ≈ ∓ ln(ζ ∓ ζ±) for ζ → ζ±, (6a)
Im [W ] = 0, pi for ζ ∈ C∓0 , (6b)
Re [W ] = 0 for ζ ∈ C1. (6c)
Thus the mapping w = W (ζ, t) conformally takes the annulus Dζ to the strip domain in the
w-plane shown in Fig. 1(b).
The kinematic boundary condition, ∂φ/∂n = Vn, can also be written in terms of W (ζ, t).
To this end, we first recall that
Vn = V · n = Im[(x˙− iy˙)zs] = Im[ztzs], (7)
where n = (nx, ny) is the unit vector normal to the interface, s denotes arclength, and
zs = nx + iny. Similarly,
vn = Im[(vx − ivy)zs] = Im[w
′(z)zs] = Im
[
Wζ
zζ
zs
]
. (8)
Furthermore one can readily show that for ζ ∈ C1 we have
zs = i
ζzζ
ρ|zζ |
. (9)
Equating (7) and (8), and making use of (9), we obtain
Re [ζzζzt] = Re [ζWζ] , for ζ ∈ C1. (10)
This is a generalization of the so-called Polubarinova-Galin equation [47] for the case where
the interface is the image of a circle of radius ρ centered at the origin and the flow is
described by a generic complex potential W (ζ, t). (For the so-called injection problem in
an unbounded cell, see, e.g., [47], the interior of the unit circle C0 is mapped to the fluid
region, with C0 mapped to the interface and the origin mapped to infinity, and the fluid
is removed by a sink at infinity, i.e., W (ζ) = −(Q/2pi) ln ζ , resulting in the well known
Polubarinova-Galin equation Re (ζzζzt) = −Q/2pi.)
C. The Schwarz function
The first three equations in (1) are known [47] to be equivalent to
St = 2wz, (11)
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where S(z, t) is the Schwarz function [48] of the interface ∂Dt, defined as z = S(z, t) for
z ∈ ∂Dt. In (11) subscripts denote partial derivatives. An important result follows from (11):
all singularities of S(z, t) in D(t) that are different from those of w(z) must be constants of
motion [47]. As will see below, this property is the key to the integrable structure of the
problem of interface dynamics in a Hele-Show cell.
The Schwarz function of the interface ∂Dt has the following useful representation in the
ζ-plane:
g(ζ, t) ≡ S(z(ζ, t), t) = z(ρ2/ζ, t). (12)
where we used that ζ = ρ2/ζ for ζ ∈ C1 and have introduced the notation f(ζ) = f
(
ζ
)
.
Notice that (12) is valid for ζ ∈ C1 and elsewhere by analytic continuation.
III. EXACT SOLUTIONS
A. The complex potential
The complex potential, W (ζ, t), satisfying the boundary conditions (6) is given by
W (ζ) = i
γ
2
+ log
P (e−iγζ ; ρ2)P (ρ2ζ ; ρ2)
P (ζ ; ρ2)P (ρ2e−iγζ ; ρ2)
, (13)
where the function P (ζ ; ρ) is defined by
P (ζ ; ρ) = (1− ζ)
+∞∏
m=1
(1− ρ2mζ)(1− ρ2m/ζ). (14)
For later use we note that P (ζ ; ρ) satisfies the following symmetry relations:
P (1/ζ ; ρ) = −
1
ζ
P (ζ ; ρ), (15)
P (ρ2/ζ ; ρ) = P (ζ ; ρ), (16)
from which we can derive another useful relation:
P (ρ/ζ ; ρ) = P (ρζ ; ρ). (17)
It is easy to verify that W (ζ) satisfies the required boundary conditions on the circles C0
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and C1. For instance, for ζ ∈ C0 we obtain
W (ζ, t) = −i
γ
2
+ log
P (eiγζ; ρ2)P (ρ2ζ ; ρ2)
P (ζ; ρ2)P (ρ2eiγζ ; ρ2)
= −i
γ
2
+ log
P (eiγ/ζ ; ρ2)P (ρ2/ζ ; ρ2)
P (1/ζ ; ρ2)P (ρ2eiγ/ζ ; ρ2)
= −i
γ
2
+ log
eiγP (e−iγζ ; ρ2)P (ρ2ζ ; ρ2)
P (ζ ; ρ2)P (ρ2e−iγζ ; ρ2)
= W (ζ, t),
where in the second passage we used that ζ¯ = 1/ζ , for ζ ∈ C0, and in the third equality
use was made of relations (15) and (17). Here we have chosen the branch of the logarithmic
function in (13) such that Im[W ] = 0 on the lower segment C−0 of the unit circle C0, which
implies in turn that Im[W ] = pi for ζ ∈ C+0 . We have thus verified condition (6b).
Similarly, taking the complex conjugate of (13) for ζ ∈ C1 and using that ζ = ρ
2/ζ for
ζ ∈ C1, one finds
W (ζ, t) = −i
γ
2
+ log
P (ρ2eiγ/ζ ; ρ2)P (ρ4/ζ ; ρ2)
P (ρ2/ζ ; ρ2)P (ρ4eiγ/ζ ; ρ2)
= −i
γ
2
+ log
P (ρ2e−iγζ ; ρ2)P (ζ ; ρ2)
P (ρ2ζ ; ρ2)P (ζ ; ρ2)
= −W (ζ, t),
where we used (16) and (17) in the second passage. Hence Re[W ] = 0 for ζ ∈ C1, as required.
B. The conformal mapping
Here we shall deal exclusively with solutions that remain non-singular for all times, in
which case the singularities of the mapping z(ζ, t) must all be logarithmic branch points
[39, 40]. Other possible type of solutions, such as polynomial or rational functions, are not
physically acceptable, as they would inevitably develop singularities (e.g., cusps) in finite
time.
In view of the preceding discussion, we shall consider the following general solution for
the conformal mapping z(ζ, t) describing the bubble dynamics:
z(ζ, t) = d(t) + i∆+ log
P (e−iγζ ; ρ2)
P (ζ ; ρ2)
+ α0 log
P (e−iγζ/ρ2; ρ2)
P (ζ/ρ2; ρ2)
+
+
N∑
k=1
{
αk logP (ak/ζ ; ρ
2) + αk logP (akζ ; ρ
2)
}
, (18)
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where d(t) is real, ak(t) /∈ Dζ, k = 1, .., N , are complex time-dependent parameters, α0 is a
real constant with |α0| ≤ 1, αk, k = 1, ..., N , are complex constants, and ∆ is a real quantity
given by
∆ =
γ
2
(1 + 2α0). (19)
We must also have
Re
N∑
k=1
αk = 0, (20)
to ensure univalence of the map (18). For reasons to be explained later, the initial values of
ak(0) are restricted to be inside the circle C1 and outside the circle obtained by the inversion
of C0 in C1, i.e., ρ
2 < |ak(0)| < ρ. (We remark parenthetically that the term containing α0
in (18) was not explicitly considered in [40].)
Using the properties of the function P (ζ ; ρ) given above we can verify that the mapping
function (18) satisfies the required boundary condition on C0, namely Im[z(ζ, t)] = const..
To see this, first take the complex conjugate of (18) for ζ ∈ C0:
z(ζ, t) = d(t)− i∆+ log
P (eiγ/ζ ; ρ2)
P (1/ζ ; ρ2)
+ α0 log
P (eiγ/ζρ2; ρ2)
P (1/ζρ2; ρ2)
+
+
N∑
k=1
{
αk logP (akζ ; ρ
2) + αk logP (ak/ζ ; ρ
2)
}
= d(t)− i∆+ log
eiγP (e−iγζ ; ρ2)
P (ζ ; ρ2)
+ α0 log
ei2γP (e−iγζ/ρ2; ρ2)
P (ζ/ρ2; ρ2)
+
+
N∑
k=1
{
αk logP (ak/ζ ; ρ
2) + αk logP (akζ ; ρ
2)
}
, (21)
where in the second passage we used (15) and (17). After some simplification, the previous
equation becomes
z(ζ, t) = d(t) + i∆+ log
P (e−iγζ ; ρ2)
P (ζ ; ρ2)
+ α0 log
P (e−iγζ/ρ2; ρ2)
P (ζ/ρ2; ρ2)
+
N∑
k=1
{
αk logP (ak/ζ ; ρ
2) + αk logP (akζ ; ρ
2)
}
= z(ζ, t), (22)
which proves that Im[z(ζ, t)] = 0 for ζ ∈ C−0 and Im[z(ζ, t)] = pi for ζ ∈ C
+
0 , as desired.
(Here again a suitable choice of the branch of the log function was made.)
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C. The Schwarz function and its singularities
Let us now compute the Schwarz function g(ζ, t). Taking the complex conjugate of (18)
for ζ ∈ C1 and using that ζ¯ = ρ
2/ζ for ζ ∈ C1, we obtain
g(ζ, t) = d(t)− i∆+ log
P (ρ2eiγ/ζ ; ρ2)
P (ρ2/ζ ; ρ2)
+ α0 log
P (eiγ/ζ ; ρ2)
P (1/ζ ; ρ2)
+
+
N∑
k=1
{
αk logP (akζ/ρ
2; ρ2) + αk logP (ρ
2ak/ζ ; ρ
2)
}
, (23)
which upon using (15) yields
g(ζ, t) = d(t) + i
γ
2
+ log
P (e−iγζ/ρ2; ρ2)
P (ζ/ρ2; ρ2)
+ α0 log
P (e−iγζ ; ρ2)
P (ζ ; ρ2)
+
+
N∑
k=1
{
αk logP (ρ
2ak/ζ ; ρ
2) + αk logP (akζ/ρ
2; ρ2)
}
. (24)
We shall next determine the location of the singularities of g(ζ, t) in the circular domain
Dζ , from which we can conclude about the presence of singularities of S(z, t) in the fluid
domain D(t). As we will see below, S(z, t) has logarithmic singularities at N finite points
in D(t) and, if α0 6= 0, also a simple pole at infinity.
1. Finite singularities
As mentioned before, the singularities ak are initially placed within the region ρ
2 < |ak| <
ρ, which implies from (24) that the only singularities of g(ζ, t) in the extended domain F0
are the points ζk = ρ
2/ak and ϕ0(ζk) = ak/ρ
2, for k = 1, ..., N . We thus conclude that
the only singularities of S(z, t) in the extended fluid domain D(t) ∪D(t) are located at the
points βk and βk, where βk = z(ρ
2/ak, t), which
βk = d(t) + i
γ
2
+ log
P (e−iγρ2/ak; ρ
2)
P (ρ2/ak; ρ2)
+ α0 log
P (eiγak; ρ
2)
P (ak; ρ2)
+
+
N∑
m=1
{
αm logP (amak/ρ
2; ρ2) + αm logP (ρ
2am/ak; ρ
2)
}
, (25)
Since the βk’s are singular points of S(z, t) in the fluid region but where the flow is regular,
these points must remain fixed in time:
β˙k = 0, (26)
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where dot denotes time derivative.
Alternatively, the conserved quantities βk can be obtained by inserting (13) and (18) into
(10) and cancelling out the divergent terms on ζk = ρ
2/ak that appear on the left-hand side
of this equation (and which are no present on the corresponding right-hand side).
2. Singularity at infinity
It also follows from (24) that if α0 6= 0, then g(ζ, t) is singular at the points ζ+ = 1 and
ζ− = e
iγ , which implies that S(z, t) has singularities at x = ±∞. If, on the contrary, α0 = 0
then S(z, t) is regular at infinity. One can use the behavior of S(z, t) at infinity to obtain
two extra conserved quantities.
First note that multiplying (24) by α0, subtracting the result from (18), and then taking
the limit ζ → ζ±, one finds that
g(ζ, t)− α0z(ζ, t) ≈ (1− α0)d(t) + C±, (27)
where
C± = i
γ
2
(
1− α0 − 2α
2
0
)
+ (1− α20) log
P (e−iγζ±; ρ
2)
P (ζ±; ρ2)
+
N∑
k=1
{
αk logP (ρ
2ak/ζ±; ρ
2) + αk logP (akζ±/ρ
2; ρ2)
}
− α0
N∑
k=1
{
αk logP (ak/ζ±; ρ
2) + αk logP (akζ±; ρ
2)
}
.
Furthermore one can show that
Im[C±] = −
γ
2
α0(1 + α0)− Im
∑
k
αk log ak (28)
Equation (27) implies that the Schwarz function S(z, t) has a simple pole at infinity:
S(z, t) ≈ α0z + (1− α0)d(t) + C±(t), for x→ ±∞. (29)
Now inserting (29) into (11) and noting that wz ≈ 1 for |z| → ∞, we then conclude that
(1− α0)d˙+ C˙± = 2
thus implying that the quantities β± defined by
β± = (1− α0)d(t) + C± − 2t (30)
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are constants of motion:
β˙± = 0. (31)
(Alternatively, the conserved quantities β± can be obtained by inserting (13) and (18) into
(10) and matching the divergent terms for ζ → ζ± that appear on both sides of this equation.)
It follows from (28) and (30) that Im[β+] = Im[β−], hence there are only three independent
real parameters between the two complex constants β±.
Note that there are 2N+3 conserved real quantities, corresponding to N complex quanti-
ties βk and three conserved real quantities from β± (recalling that Im[β+] = Im[β−]), where
the values of the βk’s and β± are determined by the initial conditions and remain constant
in time. Correspondingly, there are 2N + 3 real time-dependent parameters to solve for,
namely N complex quantities ak(t) and three real parameters, d(t), γ(t) and ρ(t). Thus,
equations (26) and (31) provide the complete time-dependence of the mapping parameters
ak(t), ζ±(t), and d(t). Numerically solving these equation for subsequent times, allows us
to obtain the time evolution of the bubble until it reaches the steady regime. A detailed
numerical analysis of the solutions above is reported in Sec. IV, but before let us discuss the
steady regime.
D. Long-time asymptotic regime.
Let us now investigate the steady regime of the exact solutions above in the limit of
t→∞. First, note from (30) that in order to keep β± constant for all times, given that C±
remains finite, the parameter d(t) must behave as
d(t) = Ut for t→∞, (32)
where
U =
2
1− α0
. (33)
This ensures that the divergence of the term 2t in (30) is canceled off for t→∞. We shall
see shortly that the parameter U defined above is precisely the bubble asymptotic speed in
the steady regime.
Similarly, using (32) in (25), one sees that another term in the right-hand side of (25)
must diverge for t → ∞ as to cancel the divergence of d(t), thus ensuring that βk remains
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constant for all times. Inspection of (25) reveals that the only such possibility is if the point
ρ2/ak (which is the reflection of ak in the inner circle of radius ρ) approaches the source at
eiγ . We thus conclude that all ak’s must behave asymptotically as
ak = ρ
2eiγ for t→∞. (34)
If we now insert (32) and (34) into (18), and use that
∑N
k=1Re[αk] = 0, we obtain that
for t→∞ the solution becomes
z(ζ, t) = Ut + i∆+ log
P (e−iγζ ; ρ2)
P (ζ ; ρ2)
+
(
1−
2
U
)
log
P (e−iγζ/ρ2; ρ2)
P (ζ/ρ2; ρ2)
. (35)
This is precisely the one-parameter family of solutions reported in Refs. [35, 49] for an
asymmetric bubble steadily moving in a Hele-Shaw cell, which itself is a generalization of
the symmetric bubble originally obtained by Taylor and Saffman [2]. In the next section we
show some examples of bubble evolution described by the solutions (18).
IV. NUMERICAL EXAMPLES
As already discussed, equations (25) and (30) provide the complete time-dependence of
the parameters ak(t), γ(t), ρ(t), and d(t), once their initial values are given. More explicitly,
if we write ak(t) = ξk(t) + iηk(t), we can the use Eqs. (26) and (31) to obtain a set of
2N + 3 ordinary differential equations for equal number of real-valued parameters: d, γ, ρ,
and {ξk, ηk|k = 1, ...n; }. By integrating these equation numerically, it is then possible to
compute the time evolution of the interface. Initial conditions should however be chosen
carefully, since some of them may lead to finite-time ‘blow-up’ because of loss of univalence
of the mapping z(ζ, t). Below we show several examples of bubble evolutions described by
our solutions, both for the case where the solutions exist for all times and for situations
when there occurs bubble ‘breakup,’ in the sense that the interface self-intersects at some
finite time.
A. Solutions with a steady state
We have seen in Sec. IIID that if a solution exists for all times, then the bubble will
necessarily reach a steady regime where it moves with a constant speed U and without
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Figure 2: (a) Bubble evolution leading to a symmetric steady shape with U = 2. The initial shape
corresponds to Eq. (18) with the parameters γ = pi, α1 = −0.4, α2 = α3 = 0.2, a1(0) = −0.3,
a2(0) = a3(0) = 0.15 + 0.1i, and ρ(0) =. Successive shapes are shown at the time instants
t = 0, 0.1724, 0.5228, 0.8340, 1.3011, 1.8275, 2.2960, 2.7487, 3.2021, 3.6570. The red dots indicate
the location of the singularities βk, k = 1, 2, 3, of the Schwarz function. (b) The time derivative of
the parameter d(t) plotted as a function of time.
changing its shape. The value of the asymptotic velocity U is determined via (33) by
the parameter α0, which corresponds to the strength of the logarithmic singularity of the
mapping z(ζ, t) at the special points a+0 = ρ
2 and a−0 = ρ
2eiγ ; see (18). Alternatively, α0
can be seen as the strength (residue) of the simple pole of the Schwarz function S(z, t) at
infinity; see (29).
Let us first consider solutions when the bubble attains the asymptotic velocity U = 2,
which occurs whenever α0 = 0. In Fig. 2 we show an example of this case for a symmetric
initial condition corresponding to the following parameters: γ = pi, α1 = 0.2, α2 = −0.4,
α3 = 0.2, a1(0) = −0.3, a12(0) = 0.15 + 0.1i = a3(0), and ρ(0) =. In Fig. 2(a) we display
successive plots of the bubble interface at several times. The red dots in this figure indicate
the location of the fixed singularities βk, k = 1, 2, 3, of the Schwarz function S(z, t). In
Fig. 2(b) we plot the quantity d˙ as a function of time, which gives an estimate of the bubble
velocity since we have d(t) → Ut as t → ∞. Comparing Figs. 2(a) and 2(b), one sees that
the interface moves slowly at first (i.e., d˙(0) ≈ 1.3 < U = 2), but once it gets past the two
singularities of S(z, t) that are initially upstream of the bubble, it quickly speeds up toward
the asymptotic velocity U = 2.
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Figure 3: (a) Bubble evolution leading to a non-symmetric steady shape with U = 2. Here
the parameters are α0 = 0, α1 = −0.4, α2 = α3 = 0.2, a1(0) = −0.3, γ(0) = pi, a2(0) =
−0.2 − 0.1i, a3(0) = 0.2 − 0.1i, and ρ(0) =. The bubble shapes are shown for the times t =
0, 0.0343, 0.2373, 0.5241, 0.8454, 1.1490, 1.5136, 1.9591, 2.5337, 3.3132. (b) The time derivative of
the parameter d(t) plotted as a function of time.
In Fig. 3 we show an example of a bubble evolution where the initial shape is non-
symmetric, leading therefore to an asymmetric steady shape. Here the parameters are
α0 = 0, α1 = −0.4, α2 = α3 = 0.2, a1(0) = −0.3, γ(0) = pi, a2(0) = −0.2 − 0.1i,
a3(0) = 0.2− 0.1i, and ρ(0) =. In Fig. 3(a) successive interface shapes are shown, with the
red dots again indicating the location of the fixed singularities of S(z, t), while Fig. 3(b)
shows the plot of d˙(t). It is interesting to see the effect of the singularities of S(z, t) on the
bubble evolution. Notice that as the bubble approaches the singularity furthest ahead, the
interface slows down and deforms considerably. Eventually, however, the bubble succeeds to
pass this last singularity, after which it is ‘free’ to speed up towards U = 2, quickly reaching
a (nearly) steady shape.
As discussed above, solutions leading to an asymptotic velocity U 6= 2 are obtained by
choosing α0 6= 0 in (18), where the speed U is related to α0 via (33). In Fig. 4(a) we show a
case where the final speed is U = 1.5, whereas for the bubble evolution shown in Fig. 4(a)
the bubble reaches the asymptotic velocity U = 2.5. Note that bubbles that move with
velocity U < 2 become compressed in the flow direction and elongated in the transversal
direction, whereas for bubbles with U > 2 the opposite happens, as expected [17].
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Figure 4: (a) Bubble evolution for an initial shape leading to an asymptotic velocity U = 1.5. The
parameters are (a): α0 = −0.33, α1 = 0.2, α2 = −0.4, α3 = 0.2, a1(0) = −0.2−0.05i, a2(0) = −0.3,
a3(0) = −0.2 + 0.05i. (b) Bubble evolution leading to U = 2.5. Here the parameters are (a):
α0 = 0.2, α1 = 0.2, α2 = −0.4, α3 = 0.2, a1(0) = −0.2− 0.05i, a2(0) = −0.3, a3(0) = −0.2+0.05i.
B. Bubble ‘breakup’
Depending on the initial condition, it may so happen that the bubble does not successfully
manage to get past the singularities of S(z, t), leading to a blow up of the solution in finite
time, in the sense that the solution cannot be continued past the time when the mapping
z(ζ, t) ceases to be univalent, i.e., the interface self-intersects. After such a ‘breakup’ point
the solution is no longer physically valid.
Bubble breakup will always occur, for example, if we start with a symmetric shape having
a singularity of S(z, t) located at a point ahead of the bubble on the channel centerline. In
such a situation, because of the symmetry, there is no way that the interface can pass the
singularity, thus implying that at some point in time the interface must necessarily intersect
itself. An example of this situation is displayed in Fig. 5(a). One clearly sees in this figure
that, as the bubble approaches the singularity (red dot) of S(z, t), the center part of the
fore side of the interface gets ‘pinned down’ by the singularity, while both sides of the fore-
interface tend to go round the singularity, so that an incipient ‘fjord’ develops. However, as
the aft-interface continues to advance, it will eventually ‘touch’ the point of the fore interface
that remains stuck. The last interface shown in Fig. 5(a) corresponds to shortly before this
touching point. Physically the touching of the two sides of the interface would result in
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Figure 5: Time evolution of symmetric (a) and non-symmetric (b) bubbles, showing ‘beakup’ at
finite time. The parameters are (a): α0 = 0, α1 = −0.3, α2 = 0.3, a1(0) = −0.17, a2(0) = 0.18; and
(b): α0 = 0, α1 = 0.2, α2 = −0.4, α3 = 0.2, a1(0) = −0.2−0.1i, a2(0) = −0.3, a3(0) = 0.2−0.015i
the bubble breaking up into two smaller identical bubbles. Mathematically, our solutions
are not valid past the ‘breakup’ point because the conformal mapping z(ζ, t) is no longer
univalent.
Asymmetric bubble breakup can also occur, as shown in Fig. 5(b). In this figure, the
initial shape is not symmetric and the singularity of S(z, t) that induces the breakup ends
up closer to the bottom part of the interface. Hence the incipient fjord does not form
symmetrically along the channel centreline, as was the case in Fig. 5(a), so that now the
bubble would (in a real situation) pinch off into a smaller and a larger bubble.
V. VELOCITY SELECTION
As already mentioned in the introduction, the so-called selection problem for Hele-Shaw
flows concerns the fact that out of the continuous family of analytical solutions for a steadily
moving finger [1] or bubble [2] only a specific pattern (namely, that with velocity U = 2) is
experimentally observed in the limit that surface tension effects become vanishingly small.
In the mid 1980s, it was shown by several groups [33] that the inclusion of small surface
tension effects can select the observed pattern. Subsequent evidence showed however that
surface tension is not the only mechanism that can lead to pattern selection, as the kinetic
undercooling boundary condition also produces the same selection scenario [36, 37]. In
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fact, similar pattern selection has been observed even in non-fluid systems, such as in the
propagation of streamers (finger-like ionization fronts) in electric breakdown [9], where there
is no analog of surface tension. Taken together, these results suggest that the selection
mechanism in Hele-Shaw flows is not specifically dependent upon the boundary condition
one chooses to regularize the idealized problem.
Indeed, it has been shown [39] that the velocity selection for a finger can be obtained
entirely within the context of exact time-dependent solutions without surface tension, as the
selected pattern (with U = 2) is the only stable attractor of the dynamics. More recently,
it has been argued that a similar dynamical selection mechanism also holds for Hele-Shaw
bubbles [40–42]. In what follows we give a more complete demonstration of the argument,
briefly discussed in Ref. [40], that solves the selection problem for a bubble through the
stability analysis of time-dependent solutions of the sort described in Sec. III.
First recall that a special aspect of the steady solutions with U 6= 2 is that the mapping
z(ζ, t) given in (35) has singularities at two fixed points, namely a+0 = ρ
2 and a−0 = ρ
2eiγ, in
the non-physical domain in the ζ plane. Suppose now that we perturb this steady solution
slightly by causing an infinitesimal displacement of the singularities from the fixed points.
More precisely, we consider an initial perturbed shape of the form
z(ζ, 0) = d(0) + i
γ
2
+ log
P (e−iγζ ; ρ2)
P (ζ ; ρ2)
+
α0
2
log
P (ζ/(ρ2eiγ + ε−))P (1/ζ(ρ
2e−iγ + ε−))
P (ζ/(ρ2 + ε+))P (1/ζ(ρ2 + ε+))
,
(36)
where α0 = (1 − 2U
−1) and ε±(0) are some small perturbations, i.e., |ε±(0)| ≪ 1. The
form of the perturbed term above, i.e., last term in (36), is dictated by the requirement
that it must have constant imaginary part on C0, so as to preserves the boundary condition
Im[z(ζ, t)] = const., for ζ ∈ C0. One can also easily verify that Eq. (36) recovers the
corresponding unperturbed solution (35) for ε± → 0. [To show this, use property (17) which
implies that P (1/ζρ2e−iγ)/P (1/ζρ2) = ei2γP (e−iγζ/ρ2)/P (ζ/ρ2).]
Since the perturbed mapping (36) now has singularities at the points a1 = ρ
2eiγ + ε−
and a2 = ρ
2 + ε+, which no longer coincide with the fixed points, they must both approach
the point ρ2eiγ as t→ +∞, as shown in Sec. IIID. In other words, ε−(t)→ 0 and ε+(t) →
ρ2(eiγ − 1) for t → ∞, thus cancelling the perturbation term in (36), so that in the steady
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Figure 6: Schematic flow of the singularities ak(t) near the fixed points ρ
2 (repeler) and ρ2eiγ
(attractor).
regime the solution becomes simply
z(ζ, t) = 2t+ i
γ
2
+ log
P (e−iγζ ; ρ2)
P (ζ ; ρ2)
, (37)
which corresponds precisely to a steady solution with velocity U = 2. This result, together
with the discussion in Sec. IIID, demonstrates that the only attractor (i.e., stable fixed
point) of the dynamical system {ak(t)} in the ζ-plane is the point ρ
2eiγ , whereas the point
ρ2 is a repeller (i.e., unstable fixed point) of the dynamics; a schematics of the flow of the
singularities ak(t) near the fixed points ρ
2eiγ and ρ2 is shown in Fig. 6.
It is instructive to analyze the singularity dynamics as viewed from the physical z-plane.
First note that the perturbation enacted by (36) has effectively split the pole at infinity
of the Schwarz function S(z, t) of the steady solution (35), see (29), into two logarithmic
singularities that are at finite (albeit faraway) points, one being ahead and the other behind
the bubble. Given that the singularities of S(z, t) remain fixed in time in the z-plane, the
bubble will eventually pass the singularity that lies ahead (since we assume that the solution
exists for all times). As the bubble leaves all singularities of S(z, t) infinitely far behind for
t → ∞ (and their net strength is null), the bubble will assume the asymptotic shape (37)
whose Schwarz function is regular in the fluid domain.
In Fig. 7 we show an example of such a perturbation where a symmetric steady shape
with U = 4 (and γ = pi) was perturbed by slightly displacing the singularities from the fixed
point ±ρ2. In this figure, the extra singularities of the Schwarz function that now appear
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Figure 7: Shape evolution (b) and velocity (b) after perturbing a steady solution with U = 4.
Here the initial shape corresponds to Eq. (36) with parameters α0 = 0, α1 = 0.25, α2 = −0.125,
α3 = −0.125, a1(0) = −0.16 − 10
−4, a2(0) = 0.16 + 10
−7 + 10−5i, a3(0) = 0.16 + 10
−7 − 10−5i.
Time instant shown are t = 0, 0.5274, 1.0793, 1.6306, 2.2904, 3.2246, 4.3490, 5.4190, 6.4867, 7.7407.
ahead of the bubble are indicated by the red dots. One clearly sees in this figure that at first
the bubble hardly feels the presence of these new singularities at it initially moves almost
without deformation and with the same velocity U = 4 as the unperturbed steady shape.
However, after the bubble passes the singularities of the Schwarz function at around t ≈ 2, it
suddenly expands in the transversal direction, thus reducing its speed towards the selected
velocity U = 2.
The preceding analysis can be easily generalized to show that any perturbation of an
initial shape that would otherwise yield U 6= 2 will instead lead to U = 2, so long as the
singularities originally placed at ρ2 and ρ2eiγ are displaced ever so slightly from the fixed
points (meaning that the singularity of S(z, 0) is ‘displaced’ from infinity). An example of
this situation is shown in Fig. 8(a), where we compare the subsequent evolutions starting
from two distinct but very similar initial shapes. In one case (black dashed lines) we start
with an initial shape whose mapping z(ζ, 0) has singularities at the fixed points ρ2 and ρ2eiγ
as shown in (18), with α0 = 0.2 so that U = 5/3 will be obtained in the steady state.
Superimposed to these ‘unperturbed’ interfaces we also show the resulting evolution (blue
solid lines) for the case when we displace the singularities at the fixed points by a very
small amount, while maintaining all other mapping parameters identical to the unperturbed
case. The red dot furthest ahead (near the bottom wall) indicates the new location of the
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Figure 8: (a) Comparison between the evolution (black curves) starting with an initial shape leading
to U = 5/3 and the evolution (blue curves) from a perturbed initial shape where the singularities
of the mapping were slightly displaced from the fixed points; see text. The time instants are
t = 0, 0.6398, 1.3223, 2.2051, 2.9253, 3.7151, 5.0368, 6.3275, 7.7476. (b) The bubble velocities, as
measured by d˙(t), as a function of time for both cases shown in (a).
singularity of the Schwarz function that was originally at infinity (in the unperturbed case).
As in Fig. 7, one sees that initially the perturbed interface essentially traces out the motion
of the unperturbed evolution, but as soon as the bubble gets past the last singularity of
S(z, t) it quickly changes its shape and speed towards the selected pattern with U = 2, as
can be seen in Fig. 8(b) where we plot the bubble velocity for both cases as a function of
time.
The preceding stability argument thus shows that, even if we could prepare the (real)
system with an initial condition corresponding to a steady solution with U 6= 2, inevitable
perturbations will lead to a steady regime where the bubble moves with speed U = 2. In
this context, surface tension is just one of many possible perturbations that can force the
system toward the attractor, while also regularizing high curvatures.
VI. CONCLUSIONS
We have presented a general class of analytical solutions for the unsteady motion of a
bubble in a Hele-Shaw channel. The solutions are given in terms of a conformal mapping from
an annulus to the fluid region outside the bubble, with the corresponding mapping function
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being written explicitly in terms of certain special (elliptic) functions. The time-dependent
parameters that enter the solutions are given implicitly by a set of conservation laws which
reflect the integrable nature of the Laplacian growth model. Numerically solving the set of
ordinary differential equations that derives from these conservation laws allows us to follow
the motion of the bubble in time for any given initial shape. Several examples of time-
evolving bubbles have been presented. We have shown, both analytically and numerically,
that in the asymptotic limit of large times, i.e., for t → ∞, our time-dependent solutions
approach the known steady solutions for a single bubble in a Hele-Shaw channel [2, 35, 40].
We have also shown that the steady solution with U = 2V is the only stable attractor
of the dynamics, whereas solutions with U 6= 2V are the equivalent of an unstable fixed
point (i.e., a repeller). The analysis reported here confirms in greater detail the argument,
put forth in [39] for a finger and in [40] for a bubble, that surface tension is not necessary
for velocity selection. In this scenario, the selection mechanism is encoded in the very
dynamics of the Laplacian growth model (without any regularizing boundary condition), as
the selected pattern is the only stable attractor of the dynamics. The dynamical selection
mechanism for Hele-Shaw flows presented here is predicated on the asymptotic behavior of
the Schwartz function for |x| → ∞, and so it should apply whenever the point at infinity is
in the fluid domain, such as in the case of a finite assembly of bubbles in either a channel
or an unbounded cell.
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