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iEinleitung
In dieser Arbeit werden Average-Thetareihen von periodischen Punktmengen
und Distanzza¨hler von Codes untersucht. Als Motivation dient dabei das Kugel-
packungsproblem, d.h. die Fragestellung, wie dicht man Kugeln gleicher Gro¨ße
in den n-dimensionalen euklidischen Raum Rn packen kann. Die Lage der Ku-
geln soll dabei nicht beliebig sein. Es wird verlangt, daß die Kugelmittelpunkte
eine periodische Punktmenge Λ = ∪Mj=1(uj + L) bilden, d.h. Λ ist eine endli-
che Vereinigung von Translaten eines festen Gitters L. Dies ist keine wesentliche
Einschra¨nkung, da die Dichte jeder beliebigen Kugelpackung durch die Dichten
solcher periodischen Kugelpackungen approximiert werden kann.
Die einfachsten periodischen Punktmengen sind Gitter. Einem Gitter L kann
seine Abstandsverteilung vom Nullpunkt (aj)j∈I zugeordnet werden. Dann ist die
Reihe
ϑL :=
∑
j∈I
ajq
j
eine erzeugende Funktion fu¨r diese Abstandsverteilung. Setzt man q := epiiz,
z ∈ H, so erha¨lt man eine holomorphe Funktion ϑL(z) auf der oberen Halbebene
H. Dies ist die Thetareihe des Gitters L.
Thetareihen zu rationalen Gittern L ⊂ Rn sind Modulformen vom Gewicht
n
2
zu gewissen Kongruenzgruppen und Multiplikatoren. Zu gegebener Gruppe Γ
und einem geeigneten Multiplikator χ ist der C -Vektorraum der Modulformen
vom Gewicht n
2
, bezeichnet mit [Γ, n
2
, χ], endlich dimensional. Unter bestimmten
Bedingungen existiert in [Γ, n
2
, χ] eine eindeutig bestimmte extremale Modulform
f(z) = 1 +
∑
j≥d
ajq
αj ∈
[
Γ,
n
2
, χ
]
, d = dimC
[
Γ,
n
2
, χ
]
, α ∈ Q geeignet,
und man kann die Fragestellung untersuchen, ob ein Gitter L ⊂ Rn mit ϑL = f
existiert. Dieses dann nicht unbedingt eindeutig bestimmte extremale Gitter L
hat ein Minimum min(L), welches gro¨ßtmo¨glich bezu¨glich des Raumes der Mo-
dulformen [Γ, n
2
, χ] ist. Ein extremales Gitter gibt daher Anlaß zu der Vermutung,
daß die zugeho¨rige Kugelpackung besonders dicht ist.
In Analogie zu Thetareihen zu Gittern kann man einer periodischen Punkt-
menge Λ ⊂ Rn ihre Average-Thetareihe
ΘΛ :=
1
M
M∑
k1,k2=1
ϑuk1−uk2+L =
∑
j∈I
djq
j
zuordnen. Diese Reihe ist eine erzeugende Funktion fu¨r die Distanzverteilung
(dj)j∈I von Λ, und mit q = epiiz ist ΘΛ(z) unter bestimmten Voraussetzungen
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ebenfalls eine Modulform vom Gewicht n
2
bezu¨glich einer geeigneten Kongruenz-
gruppe.
Ausgangspunkt dieser Arbeit ist ein Packungsproblem im 16-dimensionalen
Raum. Die Thetareihen ϑU zu unimodularen Gittern U ⊂ R16 sind Modulformen
vom Gewicht 8 zur Hecke-Gruppe G(2) und trivialem Multiplikator χ ≡ 1. Im
Vektorraum [G(2), 8] := [G(2), 8, χ] existiert die extremale Modulform
Θ∗(z) = 1 + 7680q3 + 4320q4 + 276480q5 + 61440q6 + . . . ,
und es ist bekannt, daß es kein Gitter L ⊂ R16 mit ϑL = Θ∗ gibt. Dies fu¨hrt zu
der Frage, ob vielleicht eine periodische Punktmenge Λ ⊂ R16 mit ΘΛ = Θ∗ exi-
stiert. Aus dem Transformationsverhalten der Modulform Θ∗ la¨ßt sich schließen,
daß eine solche periodische Punktmenge Λ eine besonders dichte Kugelpackung
liefern wu¨rde.
Um dieses Problem zu untersuchen, werden in dieser Arbeit Average-Thetarei-
hen Θ
(g)
Λ von ho¨herem Grad g definiert und bestimmte Eigenschaften dieser Rei-
hen nachgewiesen. Unter der Annahme der Existenz einer periodischen Punkt-
menge Λ = ∪Mj=1(uj +L) mit ΘΛ = Θ∗ sind die Average-Thetareihen Θ(g)Λ , g ≥ 2,
Siegelsche Modulformen zu bestimmten Gruppen, die von der Stufe des Gitters
L abha¨ngen.
Eine u¨bliche Methode bei der Untersuchung analoger Fragestellungen nach
der Existenz von extremalen Gittern ist das Berechnen mo¨glichst vieler Fourier-
Koeffizienten der (hypothetischen) Grad 2 Thetareihe. Im Fall periodischer Punkt-
mengen erweist sich dies als schwierig, da aus dem Wissen von ΘΛ ∈ [G(2), 8]
keinerlei Ru¨ckschlu¨sse auf die Stufe des Gitters L gezogen werden ko¨nnen. Da-
her ist es im Allgemeinen nicht mo¨glich, die Modulgruppe der (hypothetischen)
Grad 2 Average-Thetareihe Θ
(2)
Λ zu bestimmen. Es wird jedoch ein Verfahren
angegeben (Abschnitt 4.4), mit dem man unter gewissen Annahmen Gleichun-
gen in den Fourier-Koeffizienten einer hypothetischen Grad 2 Average-Thetareihe
erha¨lt. Eine der Annahmen ist dabei, daß sich auch die Grad 2 Reihe unter der
Substitution Z 7→ −Z−1 wie eine Modulform verha¨lt. Um Beispiele fu¨r diesen
Sachverhalt zu konstruieren, werden bina¨re Codes herangezogen.
Im ersten Kapitel wird eine Definition fu¨r Distanzza¨hler ho¨heren Grades zu
bina¨ren Codes angegeben. Es wird gezeigt, daß die schon bekannten ho¨heren
Gewichtsza¨hler fu¨r (lineare) Codes als Spezialfall der hier neu definierten Di-
stanzza¨hler auftreten. Desweiteren werden einige Eigenschaften dieser Za¨hler
nachgewiesen. Insbesondere wird gezeigt, daß die fu¨r Grad 1 bekannte Beziehung
zwischen dem Distanzza¨hler eines bina¨ren Codes C und dem Gewichtsza¨hler der
Distanzverteilung DC auch fu¨r die Za¨hler ho¨heren Grades bestehen bleibt.
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Im Gegensatz zu Gewichtsza¨hlern linearer Codes erfu¨llen die Distanzza¨hler
nicht automatisch die MacWilliams-Gleichung. In Abschnitt 1.4 wird bewiesen,
daß fu¨r die Grad 1 und Grad 2 Distanzza¨hler von Codes, die ein selbstduales
Urbild unter der Gray-Abbildung haben, die MacWilliams-Gleichung gilt. Diese
Codes liefern spa¨ter die Beispiele fu¨r periodische Punktmengen, deren Grad 2
Average-Thetareihe sich unter der Substitution Z 7→ −Z−1 wie eine Modulfor-
men verha¨lt.
In Analogie zu den Distanzza¨hlern werden im zweiten Kapitel Average-Theta-
reihen von ho¨herem Grad zu periodischen Punktmengen definiert. Auch hier zeigt
sich, daß diese Reihen eine Verallgemeinerung der Thetareihen zu Gittern darstel-
len. Es werden die Eigenschaften dieser Reihen untersucht. Desweiteren wird ge-
zeigt, daß Average-Thetareihen zu bestimmten Punktmengen Modulformen sind.
Das dritte Kapitel stellt den Zusammenhang zwischen Average-Thetareihen
und Distanzza¨hlern her. Es wird bewiesen, daß die wohlbekannte Beziehung zwi-
schen Gewichtsza¨hlern (linearer) Codes und Thetareihen der nach Konstruktion
A konstruierten Gitter auch fu¨r Distanzza¨hler und Average-Reihen gilt.
Nach weiteren Betrachtungen zur Extremalita¨t im vierten Kapitel wird im
fu¨nften Kapitel schließlich die Anwendung der in den vorangegangenen Abschnit-
ten bereitgestellten Konzepte auf das spezielle Problem der extremalen Modul-
form Θ∗ ∈ [G(2), 8] diskutiert.
Ich mo¨chte mich bei all denjenigen bedanken, die mich bei der Erstellung
dieser Arbeit unterstu¨tzt haben. Vor allem bedanke ich mich bei Herrn Rudolf
Scharlau, der die Betreuung dieser Arbeit u¨bernahm, fu¨r die Begleitung in den
vergangenen Jahren. Er gab den Anstoß fu¨r diese Arbeit und stand mir wa¨hrend
der gesamten Zeit stets mit Anregungen hilfreich zur Seite. Weiterhin bedanke ich
mich bei Frau Christine Bachoc und Herrn Kanat Abdukhalikov, die mir beide
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11 Gewichts- und Distanzverteilungen von Co-
des
1.1 Bezeichnungen
Es werden zuerst ein paar Notationen angegeben, die in dieser Arbeit verwen-
det werden. Es bezeichnet (Zm,+, ·) den Restklassenring modulo m und Sn die
Symmetrische Gruppe u¨ber n Elementen. Fu¨r n ∈ N = {1, 2, . . .} ist Znm ein
Zm-Modul und 〈x, y〉 :=
∑n
i=1 xiyi definiert eine symmetrische, nicht-ausgeartete
Bilinearform auf Znm. Sn operiert auf Znm durch Permutation der Koordinaten,
Sn × Znm −→ Znm
(σ, x) 7→ σ−1(x) := (xσ−1(1), . . . , xσ−1(n)) .
Eine beliebige nicht-leere Teilmenge C ⊂ Znm heißt Code, und ein Code C heißt
linear , falls C eine Untergruppe der additiven Gruppe (Znm,+) ist. In diesem Fall
ist C auf kanonische Weise ein Zm-Modul. Zwei Codes C1 und C2 ⊂ Znm heißen
permutations-a¨quivalent, falls eine Permutation σ ∈ Sn mit σ(C1) = C2 existiert.
C1 und C2 heißen a¨quivalent, falls es eine Permutaion σ ∈ Sn und eine Diagonal-
matrix M = Diag(λ1, . . . , λn), λ1, . . . , λn ∈ Zm quadratische Einheitswurzeln,
mit C2 = σ(C1) · M gibt.
Fu¨r x ∈ Znm bezeichnet wt(x) := |{j ∈ [n] | xj 6= 0}| das Hamming-Gewicht
von x und dHam(x, y) := wt(x− y) die Hamming-Metrik auf Znm. Die Lee-Metrik
auf Znm ist durch dLee(x, y) :=
∑n
j=1 dLee(xj, yj) mit dLee(xj, yj) := min(|xj −
yj|,m− |xj − yj|) gegeben, das Lee-Gewicht durch Lee(x) := dLee(x, 0). Die Lee-
Metrik dLee(x, y) ist wohldefiniert, wenn man Zm mit der Menge {0, 1, . . . ,m−1}
identifiziert. Speziell fu¨r Z4 gilt also Lee(0) = 0, Lee(1) = Lee(3) = 1 und
Lee(2) = 2.
Zu einem (linearen) Code C ⊂ Znm bezeichnet C⊥ := {y ∈ Znm | 〈y, C〉 =
{0}} den zu C dualen Code. Fu¨r die oben definierten Diagonalmatrizen M gilt
(C ·M)⊥ = C⊥·M, d.h. die Dualbildung kommutiert mit dem U¨bergang zu einem
a¨quivalenten Code (vgl. [RaS98]). Fu¨r einen nicht-linearen Code C und den von
ihm erzeugeten linearen Code 〈C〉 gilt C⊥ = 〈C〉⊥, d.h. die dualen Codes von C
und 〈C〉 stimmen u¨berein; sie bieten also keine Unterscheidungsmo¨glichkeit von
C und 〈C〉. Zu diesem Zweck werden im na¨chsten Abschnitt Codes als Elemente
der Gruppenalgebra betrachtet.
Die Gewichtsverteilung eines Codes C ⊂ Znm ist die Folge (Aj)j=0,...,n mit
Aj := |{x ∈ C | wt(x) = j}|. Diese ist insbesondere fu¨r lineare Codes von In-
teresse. Fu¨r nicht-lineare Codes C ⊂ Znm betrachtet man die Distanzverteilung
(Bj)j=0,...,n, Bj :=
1
|C| |{(x, y) ∈ C2 | dHam(x, y) = j}|. Im Fall eines linearen Co-
des C stimmen Gewichts- und Distanzverteilung u¨berein. Die im Abschnitt 1.3
angegebenen Gewichts- und Distanzza¨hler vom Grad 1 sind erzeugende Funktio-
nen fu¨r diese Verteilungen.
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1.2 Die Gruppenalgebra
Sei C ⊂ Znm ein Code der Blockla¨nge n. Schreibt man C als formale Summe C =∑
v∈C z
v, so kann man C als ein Element der Gruppenalgebra C[Znm] := C[Gm,n]
bezu¨glich der multiplikativen Gruppe
Gm,n := { zν | ν ∈ Znm }
zν · zw := zν+w
auffassen. Fu¨r die Unbestimmte z = (z1, . . . , zn) ist dabei z
v := zv11 · . . . · zvnn
gesetzt. Fu¨r den bina¨ren Fall m = 2 siehe [MacWiSlo77]. Im folgenden werden C
und C identifiziert.
Bemerkung 1.1
1. Man erha¨lt einen Gruppenisomorphismus Znm −→ Gm,n, ν 7→ zν .
2. Sei C[x1, . . . , xn] der Polynomring in den Unbestimmten x1, . . . , xn und sei
I das Ideal I := (xmj − 1 | j = 1, . . . , n). Die Abbildung
C[x1, . . . , xn]/I −→ C[Znm]∑
ν∈Nn0
aνx
ν mod I 7→
∑
ν∈Znm
∑
µ∈Nn0
µ mod m=ν
aµ z
ν
liefert einen Isomorphismus der Algebren.
3. Fu¨r ein Element
∑
ν∈Znm aνz
ν ∈ C[Znm] existiert ein Code C ⊂ Znm mit
C =
∑
ν∈Znm aνz
ν genau dann, wenn aν ∈ {0, 1} fu¨r alle ν ∈ Znm gilt.
4. Die Symmetrische Gruppe Sn operiert auf C[Znm] vermo¨ge
Sn × C[Znm] −→ C[Znm]σ, ∑
v∈Znm
avz
v
 7→ ∑
v∈Znm
avz
σ−1(v) .
Sei nun ζm := e
2pii/m einem-te Einheitswurzel und u ∈ Znm. Definiere den Cha-
rakter χu auf Gm,n (vgl. [MacWiSlo77],p. 134;[RaS98], [HaOu99]) durch χu(z
v) :=
Die Gruppenalgebra 3
χ
(m)
u (zv) := ζ
〈u,v〉
m . Dann kann χu durch
χu : C[Znm] −→ C∑
v∈Znm
avz
v 7→
∑
v∈Znm
av · ζ〈v,u〉m
linear auf C[Znm] fortgesetzt werden.
Lemma 1.2 Sei C ⊂ Znm linear und u ∈ Znm beliebig. Dann gilt
χ(m)u (C) =
{ |C| , u ∈ C⊥
0 , u 6∈ C⊥
Beweis : Es gilt χ
(m)
u (C) =
∑
v∈C χ
(m)
v (zu). Angenommen, es existiert ein w ∈ C
mit χ
(m)
w (zu) 6= 1. Dann gilt
χ(m)w (z
u)χ(m)u (C) =
∑
v∈C
χ
(m)
v+w(z
u) =
∑
v∈C
χ(m)v (z
u) = χ(m)u (C) ,
da (C,+) eine Gruppe ist. Es folgt (χ
(m)
w (zu)− 1)χ(m)u (C) = 0, also χ(m)u (C) = 0.
Die Existenz eines w ∈ C mit χ(m)w (zu) 6= 1 ist a¨quivalent zu u 6∈ C⊥. 
Definition 1.3 Sei C =
∑
v∈Znm cvz
v ∈ C[Znm] beliebig.
1. Die Folge (Aj)
n
j=0 mit Aj :=
∑
ν∈Znm, wt(ν)=j cν heißt Gewichtsverteilung von
C.
2. |C| :=∑v∈Znm cv heißt die Anzahl der Elemente von C. Setze
C[Znm]∗ := {C ∈ C[Znm] | |C| 6= 0} .
3. Falls C ∈ C[Znm]∗, so heißt
C ′ :=
1
|C|
∑
u∈Znm
χu(C) · zu
die Transformierte von C.
4. Fu¨r C ∈ C[Znm]∗ setze
DC :=
1
|C| · C
2.
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Bemerkung 1.4
1. Es gibt natu¨rlich Elemente C ∈ C[Znm] mit C 6= 0 aber |C| = 0.
2. Sei C ⊂ Znm ein Code. Dann gilt |C| > 0, und falls C linear ist, so stimmt
C ′ mit dem zu C dualen Code C⊥ u¨berein.
3. Fu¨r C ⊂ Fn2 ist die Gewichtsverteilung vonDC gerade die Distanzverteilung
von C.
4. Fu¨r alle λ ∈ C∗ gilt C ′ = (λ · C)′.
Die Beweise zur letzten Bemerkung sind trivial, fu¨rm = 2 vergleiche [MacWiSlo77].
1.3 Za¨hler vom Grad g
In diesem Abschnitt werden die ho¨heren Gewichtsza¨hler Pg(C) aus [Rung96] fu¨r
Elemente der Gruppenalgebra C[Znm] definiert, und es wird gezeigt, daß diese
Za¨hler eine MacWilliams-Gleichung erfu¨llen; vgl. auch die Einleitung in [Rung96].
Fu¨r m = 2 werden Distanzza¨hler vom Grad g angegeben und der Zusammenhang
zu Gewichtsza¨hlern hergestellt. Dies verallgemeinert ein fu¨r g = 1 bekanntes Re-
sultat, siehe [MacWiSlo77].
Definiere also fu¨r C =
∑
v∈Znm cvz
v ∈ C[Znm] den Grad g Gewichtsza¨hler zu C
durch
Pg(C)(X) := P
(m)
g (C)(X) :=
∑
β1,...,βg∈Znm
(cβ1 · . . . · cβg) ·X(β1,...,βg) ∈ C[Xa]a∈Zgm ,
wobei die folgende Notation benutzt wird (vgl.[Rung96]):
Es ist X := (X0, . . . , Xmg−1) der Vektor der Variablen. Bei dieser Schreibweise
werden die Mengen I := {0, 1, . . . ,mg − 1} und Zm gema¨ß der m-adischen Dar-
stellung der Elemente von I identifiziert, d.h. ein
∑g−1
j=0 ajm
j ∈ I mit 0 ≤ aj < m
fu¨r alle j = 0, . . . , g − 1 entspricht dem Tupel (a0, . . . , ag−1) ∈ Zgm. Desweiteren
ist
(β1, . . . , βg) := 
(m,n)(β1, . . . , βg) := (
(m,n)
0 (β1, . . . , βg), . . . , 
(m,n)
mg−1(β1, . . . , βg))
gesetzt, mit 
(m,n)
a (β1, . . . , βg) := |{i ∈ [n] | a = (β1i, . . . , βgi)}|.
Setze abku¨rzend C[X] := C[X0, . . . , Xmg−1] fu¨r den Polynomring in den Varia-
blen X1, . . . , Xmg−1. Die Gruppe GLmg(C) operiert auf C[X] durch (A, p(X)) 7→
p(X · AT ). Es bezeichnet dabei AT die transponierte Matrix zu A.
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Satz 1.5 (MacWilliams-Gleichung fu¨r die Pg(C) auf C[Znm])
Sei Tg := T
(m)
g :=
(
χ
(m)
u (zv)
)
u,v∈Zgm
, lexikographisch angeordnet, d.h.
Tg =
 ζ
<v0,v0>
m ζ
<v0,v1>
m ζ
<v0,v2>
m . . . ζ
<v0,vm>
m . . .
ζ<v1,v0>m ζ
<v1,v1>
m ζ
<v1,v2>
m . . . ζ
<v1,vm>
m . . .
...

mit v0 := (0, . . . , 0), v1 = (1, 0, . . . , 0), . . . , vm−1 = (m − 1, 0, . . . , 0), . . . , vm =
(0, 1, 0, . . . , 0), vm+1 = (1, 1, 0, . . . , 0), . . . , v2m−1 = (m−1, 1, 0, . . . , 0), . . . , vmg−1 =
(m−1, . . . ,m−1), und sei C :=∑v∈Znm cvzv ∈ C[Znm]. Dann gilt die MacWilliams-
Gleichung
Pg(C
′)(X) =
1
|C|gPg(C)(X · Tg) .
Tg ist das g-fache Kronecker-Produkt von
T1 :=

1 1 1 . . . 1
1 ζm ζ
2
m . . . ζ
m−1
m
...
1 ζm−1m ζ
2(m−1)
m . . . ζ
(m−1)2
m
 ,
d.h. Tg = T1 ⊗ . . .⊗ T1.
Der Beweis des Satzes verla¨uft vo¨llig analog zum Beweis fu¨r Gewichtsza¨hler zu
Codes C ⊂ Fn2 , wie er in [Rung96] skizziert ist. Zuerst zeigt man :
Lemma 1.6 Sei j ∈ [g] fest. Fu¨r u, β1, . . . , βj−1, βj+1, . . . , βg ∈ Znm gilt
∑
βj∈Znm
χu(z
βj) ·X(β1,...,βg) = Y (X; j)(β1,...,βj−1,u,βj+1,...,βg)
mit
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Y (X; j) :=
(∑
a∈Zm
χ0(z
a)X
(m,1)(0,0,...,0,a,0,...,0),
∑
a∈Zm
χ1(z
a)X
(m,1)(1,0,...,0,a,0,...,0),
. . . ,
∑
a∈Zm
χm−1(za)X
(m,1)(m−1,0,...,0,a,0,...,0),
. . . ,
∑
a∈Zm
χ0(z
a)X
(m,1)(m−1,...,m−1,a,m−1,...,m−1,0),∑
a∈Zm
χ1(z
a)X
(m,1)(m−1,...,m−1,a,m−1,...,m−1,1),
. . . ,
∑
a∈Zm
χm−1(za)X
(m,1)(m−1,...,m−1,a,m−1,...,m−1)
)
Die a-Eintra¨ge in (m,1)(. . .) stehen in dieser Notation an der j-ten Stelle.
Beweis : Induktion nach der Blockla¨nge n. Dabei ist zu beachten, daß aufgrund
der Anordnung der Koordinateneintra¨ge in Y (X; j) fu¨r β1, . . . , βj−1, βj+1, . . . , βg,
u ∈ Zm die Gleichung
Y (X; j)
(m,1)(β1,...,βj−1,u,βj+1,...,βg) =
∑
a∈Zm
ζ<u,a>m ·X
(m,1)(β1,...,βj−1,a,βj+1,...,βg)
gilt. Damit ist der Induktionsanfang klar. Fu¨r den Induktionsschritt von n nach
n + 1 zerlegt man x ∈ Zn+1m in x = (x˜, xn+1), x˜ ∈ Znm. Bezeichne mit βi,n+1 den
(n+ 1)-ten Koordinateneintrag in βi. Es folgt
Y (X; j)
(m,n+1)(β1,...,βj−1,u,βj+1,...,βg)
= Y (X; j)
(m,n)(β˜1,...,β˜j−1,u˜,β˜j+1,...,β˜g) · Y (X; j)(m,1)(β1,n+1,...,βj−1,n+1,un+1,βj+1,n+1,...,βg,n+1)
=
∑
β˜j∈Znm ζ
<β˜j ,u˜>
m ·X(m,n)(β˜1,...,β˜g) ·∑βj,n+1∈Zm ζ<βj,n+1,un+1>m ·X(m,1)(β1,n+1,...,βg,n+1)
=
∑
βj∈Zn+1m ζ
<βj ,u>
m ·X(m,n+1)(β1,...,βg)
und damit die Behauptung. 
Dann betrachtet man die Za¨hler
PC1,...,Cg(X) :=
∑
β1,...,βg∈Znm
(
g∏
i=1
ciβi
)
X(β1,...βg) ,
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wobei Ci =
∑
ν∈Znm ciνz
ν ∈ C[Znm] fu¨r i = 1, . . . , g gesetzt ist. Es gilt
C ′j =
1
|Cj|
∑
u∈Znm
χu(Cj) · zu =
∑
u∈Znm
c′j,uz
u
mit
c′j,u :=
1
|Cj|
∑
α∈Znm
χu(z
α) · cj,α .
Daraus folgt
PC1,...,C′j ,...,Cg(X) =
∑
β1,...,βg∈Znm
 g∏
i = 1
i 6= j
ci,βi · c′j,βj
 ·X(β1,...,βg)
=
1
|Cj|
∑
β1,...,βg∈Znm
 g∏
i = 1
i 6= j
ci,βi
 · ∑
α∈Znm
χα(z
βj) · cj,α ·X(β1,...,βg)
=
1
|Cj|
∑
β1,...,α,...,βg∈Znm
 g∏
i = 1
i 6= j
ci,βi
 cj,α ∑
βj∈Znm
χα(z
βj) ·X(β1,...,,βg)
=
1
|Cj|
∑
β1,...,α,...,βg∈Znm
 g∏
i = 1
i 6= j
ci,βi
 cj,αY (X; j)(β1,...,α,...,βg) ,
wobei Y (X; j) wie im vorigen Lemma zu setzen ist. Damit gilt
PC′1,...,C′g(X) =
1
|C1|PC1,C
′
2,...,C
′
g
(Y (X; 1))
=
1
|C1||C2|PC1,C2,C
′
3,...,C
′
g
(Y (Y (X; 1); 2)) = . . . ,
also
PC′1,...,C′g(X) =
1
|C1| · . . . · |Cg|PC1,...,Cg(X · T
(m)
g ) , (1)
und fu¨r C1 = . . . = Cg = C folgt
Pg(C
′)(X) =
1
|C|gPg(C)(X · T
(m)
g ) .
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Die Aussage u¨ber die Matrizen Tg beweist man mit Hilfe vollsta¨ndiger Induktion
nach g unter Beru¨cksichtigung der Definition des Kroneckerproduktes
A⊗B =
 Ab11 . . . Ab1s... ...
Abr1 . . . Abrs
 , B = (bij) i=1,...,r
j=1,...,s
.

Der Hamming-Gewichtsza¨hler P1(C) ist ein erzeugendes Polynom fu¨r die Ge-
wichtsverteilung eines Codes C. Im Fall nicht-linearer Codes ist allerdings die
Distanzverteilung von C von Interesse, im bina¨ren Fall also die Gewichtsvertei-
lung von DC . In der folgenden Definition werden Distanzza¨hler vom Grad g fu¨r
bina¨re Codes angegeben. Diese Definition la¨ßt sich in der offensichtlichen Weise
fu¨r Codes C ⊂ Znm bzw. fu¨r Codes C ∈ C[Znm]∗ u¨bertragen. In dieser Arbeit wird
darauf allerdings verzichtet, da spa¨ter nur Distanzza¨hler bina¨rer Codes betrachtet
werden.
Definition 1.7 Sei C ⊂ Fn2 ein Code. Der Distanzza¨hler zu C vom Grad g ∈ N
ist gegeben durch
Distg(C)(X) :=
1
|C|g
∑
β1, . . . , βg ∈ C
α1, . . . , αg ∈ C
X(β1−α1,...,βg−αg) ∈ C[Xa]a∈F g2 ,
wobei wieder X := (X0, . . . , X2g−1) und
(β1, . . . , βg) := (0(β1, . . . , βg), . . . , 2g−1(β1, . . . , βg)) mit
a(β1, . . . , βg) = |{i ∈ [n] | a = (β1,i, . . . , βg,i)}| gesetzt wurde.
Der Distanzza¨hler Dist1(C) ist ein erzeugendes Polynom fu¨r die Distanzvertei-
lung von C, vgl.[MacWiSlo77]. Weitere Eigenschaften der Distanzza¨hler vom
Grad g sind in der folgenden Bemerkung zusammengefaßt:
Bemerkung 1.8
1. Fu¨r jede natu¨rliche Zahl g gilt Distg(C)(X) = Pg(DC)(X).
Ist C ⊂ Fn2 ein linearer Code, so gilt Distg(C)(X) = Pg(C)(X).
2. Sei C[Xa]a∈F g2 der Polynomring in den 2
g Variablen X0, . . . , X2g−1. Die Ab-
bildung
ϕ : C[Xa]a∈F g2 −→ C[Xb]b∈F g−12
Xj 7→
{
0 , j ≡ 1(2)
Xj/2 , j ≡ 0(2)
ist ein Homomorphismus, vgl. [Rung96]. Es gilt
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(a) Fu¨r C =
∑
ν∈Fn2 cνz
ν ∈ C[Fn2 ] ist ϕ(Pg(C)) = c0 ·Pg−1(C). (Analog fu¨r
Codes C ∈ C[Znm].)
(b) Fu¨r ∅ 6= C ⊂ Fn2 gilt ϕ(Distg(C)) = Distg−1(C).
Wu¨rde nun (DC)
′ = σ(DC′) fu¨r eine Permutation σ ∈ Sn gelten, so ga¨be es ein
direktes Analogon zur MacWilliams-Gleichung fu¨r Gewichtsza¨hler auch fu¨r die
Distanzza¨hler von Codes, denn es gilt
1
|C|gDistg(C)(X · Tg) =
1
|C|gPg(DC)(X · Tg) = Pg((DC)
′)(X) . (2)
Leider gilt im Allgemeinen die geforderte Gleichung nicht, wie das folgende Bei-
spiel zeigt.
Beispiel 1.9
1. Sei C := {(1, 0), (0, 1)} ⊂ F 22 . Dann gilt D′C = 1 + z(1,1) = DC und C ′ =
1− z(1,1). Daher ist also |C ′| = 1− 1 = 0, d.h. DC′ ist nicht definiert.
2. Sei C = {(0, 0, 0), (1, 0, 0), (0, 1, 1)} ⊂ F 32 . Notiere die Koeffizienten von C =
z(0,0,0)+z(1,0,0)+z(0,1,1) gema¨ß der Bina¨rzahldarstellung in einem Vektor der
La¨nge 8, d.h. C entspricht dem Vektor (1, 1, 0, 0, 0, 0, 1, 0). Dann entspricht
C ′ dem Vektor 1
3
(3, 1, 1,−1, 1,−1, 3, 1), und es folgt |C ′| = 8
3
6= 0. DC
ist durch 1
3
(3, 2, 0, 0, 0, 0, 2, 2) bestimmt, (DC)
′ durch 1
9
(9, 1, 1, 1, 1, 1, 9, 1)
und DC′ durch
1
3
(3, 1, 1,−1, 1,−1, 3, 1) (siehe Programm Bsp.mag) . Es gilt
also DC′ = C
′, und da (DC)′ nur positive Koeffizienten hat, existiert keine
Permutation σ ∈ S3 mit (DC)′ = σ(DC′).
3. Fu¨r lineare Codes C ⊂ Fn2 gilt natu¨rlich D′C = C⊥ = DC′ .
Es kann also nicht erwartet werden, daß die MacWilliams-Transformierte des
Grad g Distanzza¨hlers eines Codes C ⊂ Fn2 mit dem Grad g Distanzza¨hler des
zu C transformierten Codes C ′ u¨bereinstimmt. Bei distanzinvarianten Codes ist
dies fu¨r den Grad-1-Distanzza¨hler trivialerweise doch der Fall. Fu¨r die ho¨heren
Distanzza¨hler ist aber auch hier die Behauptung im Allgemeinen falsch.
Beispiel 1.10 Sei C ⊂ F 102 durch die Erzeugermatrix
1 0 0 0 0 1
1 0 0 0 0 1
1 0 0 1 1 1
1 0 1 0 1 1
1 1 0 0 1 1

10 GEWICHTS- UND DISTANZVERTEILUNGEN VON CODES
gegeben. C ist der in Tabelle 2 in [BeHa01] mit C5 bezeichnete Code. C ist ein
linearer, formal-selbstdualer Code. Insbesondere gilt Distg(C) = P
(2)
g (C) und
Dist1(C)(X0, X1) =
1
|C|Dist1(C)(X0 +X1, X0 −X1) .
Eine Computerrechnung (siehe Programm Distnotinv.mag) zeigt
Dist2(C)(X)− 1|C|2Dist2(C)(X · T2) 6= 0.
Im folgenden wird das Verhalten des Za¨hlersDistg(C1×C2) unter MacWilliams-
Transformation untersucht, unter der Voraussetzung, daß die Distanzza¨hler
Distg(Cj) der Codes C1 ⊂ F k2 und C2 ⊂ Fn2 invariant unter MacWilliams-
Transformation sind.
Dazu ist zuerst die Notation zu erkla¨ren. Zu v = (v1, . . . , vn+k) ∈ F k+n2 setze
v(1) := (v1, . . . , vk) und v
(2) := (vk+1, . . . , vk+n). Seien C1 ⊂ F k2 und C2 ⊂ Fn2
Codes. Setze C˜1 :=
∑
v∈F k2 ×0n c
(1)
v zv und C˜2 :=
∑
v∈0k×Fn2 c
(2)
v zv ∈ C[F k+n2 ]. Dabei
sei c
(j)
v ∈ {0, 1} mit c(j)v = 1 genau dann, wenn v(j) ∈ Cj. Diese ()˜ -Bildung
induziert Einbettungen
()˜ : C[F k2 ] −→ C[F k+n2 ] und ()˜ : C[Fn2 ] −→ C[F k+n2 ]
C1 7→ C˜1 C2 7→ C˜2 .
Bemerkung 1.11 Betrachte C1 × C2 ∈ C[F k+n2 ]. Dann gilt
1. C1 × C2 = C˜1 · C˜2
2. DC1×C2 = DC˜1 ·DC˜2
3. Fu¨r j = 1, 2: DC˜j = (DCj )˜
4. D′C1×C2 = (D
′
C1
)˜ · (D′C2 )˜
Beweis : Es ist C1 × C2 =
∑
v∈F k+n2 cvz
v mit cv ∈ {0, 1} und es gilt cv = 1
genau dann, wenn v ∈ C1 × C2, woraus sofort 1. folgt. Die Gleichung DC1×C2 =
1
|C1×C2|(C1 ×C2)2 = 1|C1||C2|(C˜1 · C˜2)2 = DC˜1 ·DC˜2 zeigt 2. . Die Behauptung 3. ist
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offensichtlich und 4. wird durch
(DC˜1 ·DC˜2)′ =
1
|DC˜1 ·DC˜2|
∑
u∈F k+n2
χ(2)u (DC˜1 ·DC˜2)zu
=
1
|DC˜1||DC˜2|
∑
u∈F k+n2
χ
(2)
(u(1),u(2))
(DC˜1) · χ
(2)
(u(1),u(2))
(DC˜2) · z(u
(1),0) · z(0,u(2))
=
1
|DC1|
∑
u∈F k+n2
χ
(2)
(u(1),0)
(DC˜1)z
(u(1),0) · 1|DC2|
∑
u∈F k+n2
χ
(2)
(0,u(2))
(DC˜2)z
(0,u(2))
= (D′C1 )˜ · (D′C2 )˜
bewiesen. 
Bemerkung 1.12 Seien A =
∑
v∈F k2 avz
v ∈ C[F k2 ], B =
∑
v∈Fn2 bvz
v ∈ C[Fn2 ]
und A˜ =
∑
v∈F k2 ×0n av(1)z
v, B˜ =
∑
v∈0k×Fn2 bv(2)z
v ∈ C[F k+n2 ]. Dann gilt fu¨r den
Grad g Gewichtsza¨hler
P (2)g (A˜ · B˜) = P (2)g (A) · P (2)g (B) .
Insbesondere gilt fu¨r Codes C1 ⊂ F k2 und C2 ⊂ Fn2
Distg(C1 × C2) = Distg(C1) ·Distg(C2) .
Beweis : Es gilt A˜ · B˜ =∑v∈F k+n2 av(1)bv(2)zv und daher
P (2)g (A˜ · B˜)(X) =
∑
β1,...,βg∈F k+n2
Πgj=1(aβ(1)j
b
β
(2)
j
)X(β1,...,βg)
=
∑
α1,...,αg∈F k2
(
Πgj=1aαj
)
X(α1,...,αg) ·
∑
γ1,...,γg∈Fn2
(
Πgj=1bγj
)
X(γ1,...,γg) .
Desweiteren ist
Distg(C1 × C2) = Pg(DC1×C2) = Pg(DC˜1 ·DC˜2) = Pg(D˜C1 · D˜C2)
= Pg(DC1) · Pg(DC2) = Distg(C1) ·Distg(C2) .

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Proposition 1.13
1. Seien C1 ⊂ F k2 und C2 ⊂ Fn2 zwei Codes, deren Grad g Distanzza¨hler
Distg(Cj), j = 1, 2, unter MacWilliams-Transformation invariant sind.
Dann ist auch Distg(C1×C2) invariant unter MacWilliams-Transformation.
2. Seien C1 ⊂ F k2 und C2 ⊂ Fn2 zwei Codes und σ1 ∈ Sk und σ2 ∈ Sn zwei
Permutationen, so daß D′C1 = σ1(DC1) und D
′
C2
= σ2(DC2) gilt. Dann gilt
D′C1×C2 = σ˜(DC1×C2), wobei σ˜ ∈ Sk+n durch σ˜(j) := σ1(j) fu¨r j ∈ [k] und
σ˜(j) := σ2(j − k) fu¨r j ∈ [k + n]\[k] definiert ist.
Beweis : Zu 1.: Nach Bemerkung 1.12 giltDistg(C1×C2) = Distg(C1)·Distg(C2)
und mit Pg(DCj)(X) =
1
|Cj |gPg(DCj)(X · T
(2)
g ) fu¨r j = 1, 2 folgt die Behauptung.
Zu 2.: Nach Bemerkung 1.11 folgt D′C1×C2 = (D
′
C1
)˜·(D′C2 )˜ = (σ1(DC1))˜·(σ2(DC2))˜
= σ˜((DC1 )˜(DC2 )˜) = σ˜(DC˜1 ·DC˜2) = σ˜(DC1×C2) . 
Als ein weiteres Beispiel wird abschließend der Nordstrom-Robinson-Code
NRC16 betrachtet. Dies ist ein nicht-linearer Code der Blockla¨nge 16, der ein
Z4-lineares Urbild unter der Gray-Abbildung (siehe Abschnitt 1.4) besitzt, und
dessen Grad-2-Distanzza¨hler die MacWilliams-Gleichung erfu¨llt. Das Transfor-
mationsverhalten von Distanzza¨hlern zu Codes, deren Urbild unter der Gray-
Abbildung linear ist, wird im na¨chsten Abschnitt 1.4 genauer untersucht.
Beispiel 1.14 Der (16, 256, 6)-Nordstrom-Robinson-Code NRC16 ist ein bina¨rer,
nicht-linearer Code mit Minimaldistanz 6. Dieser Code ist (bis auf A¨quivalenz und
Translation) eindeutig durch seine Parameter bestimmt (siehe [Pless98], p.128).
NRC16 ist eine Vereinigung von 8 Translaten des Reed-Muller-Codes RM(1, 4).
Wa¨hlt man als Erzeugermatrix von RM(1, 4) die Matrix
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 1 0 1 0 1 0 0 1 1 0 1 0 1 0
0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0

und setzt
c1 := (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0),
c2 := (0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 1, 1, 0, 1, 1),
c3 := (0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 0, 1, 1, 0, 1),
c4 := (0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 0, 0, 0, 1, 1, 0),
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c5 := (0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 1, 1, 0, 1, 1, 0),
c6 := (0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 1),
c7 := (0, 0, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1, 1, 0, 0, 0),
c8 := (0, 0, 0, 1, 0, 1, 0, 1, 0, 1, 1, 1, 1, 1, 1, 1),
dann liefert
NRC16 = ∪8j=1 (cj +RM(1, 4))
den Nordstrom-Robinson-Code.
(Nachrechnen mit Programm NRC16Konstruktion.mag )
Der Nordstrom-Robinson-Code NRC16 in obiger Darstellung ist ein distanz-
invarianter Code mit c1 = 0 ∈ NRC16. Daher gilt Dist1(NRC16)(X0, X1) =
P1(NRC16)(X0, X1). Es ist
Dist1(NRC16)(X0, X1) =
1
256
Dist1(NRC16)(X0 +X1, X0 −X1),
vgl. [ConSlo99]. Der Grad 2 Distanz- bzw. Gewichtsza¨hler des Nordstrom-Robin-
son-Codes hat die folgende Form (siehe Programme Dist2NRC.mag (bzw. fu¨r das
Ergebnis Grad2DistNRC) und P2NRC.mag ):
Dist2(NRC16) = X
16
0 + 112X
10
0 X
6
1 + 112X
10
0 X
6
2 + 28X
10
0 X
6
3 + 30X
8
0X
8
1
+1260X80X
2
1X
2
2X
4
3 + 30X
8
0X
8
2 + 30X
8
0X
8
3
+3360X70X
3
1X
3
2X
3
3 + 112X
6
0X
10
1 + 5460X
6
0X
4
1X
4
2X
2
3
+1680X60X
4
1X
2
2X
4
3 + 420X
6
0X
4
1X
6
3 + 1680X
6
0X
2
1X
4
2X
4
3
+112X60X
10
2 + 420X
6
0X
4
2X
6
3 + 28X
6
0X
10
3 + 2016X
5
0X
5
1X
5
2X3
+2016X50X
5
1X2X
5
3 + 2016X
5
0X1X
5
2X
5
3 + 420X
4
0X
6
1X
6
2
+1680X40X
6
1X
4
2X
2
3 + 5460X
4
0X
6
1X
2
2X
4
3 + 1680X
4
0X
4
1X
6
2X
2
3
+840X40X
4
1X
4
2X
4
3 + 1680X
4
0X
4
1X
2
2X
6
3 + 5460X
4
0X
2
1X
6
2X
4
3
+1680X40X
2
1X
4
2X
6
3 + 1260X
4
0X
2
1X
2
2X
8
3 + 3360X
3
0X
7
1X
3
2X
3
3
+3360X30X
3
1X
7
2X
3
3 + 3360X
3
0X
3
1X
3
2X
7
3 + 1260X
2
0X
8
1X
4
2X
2
3
+1680X20X
6
1X
4
2X
4
3 + 1260X
2
0X
4
1X
8
2X
2
3 + 1680X
2
0X
4
1X
6
2X
4
3
+5460X20X
4
1X
4
2X
6
3 + 2016X0X
5
1X
5
2X
5
3 +X
16
1 + 28X
10
1 X
6
2
+112X101 X
6
3 + 30X
8
1X
8
2 + 30X
8
1X
8
3 + 28X
6
1X
10
2
+420X61X
6
2X
4
3 + 112X
6
1X
10
3 +X
16
2 + 112X
10
2 X
6
3 + 30X
8
2X
8
3
+112X62X
10
3 +X
16
3
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P2(NRC16) = X
16
0 + 112X
10
0 X
6
1 + 112X
10
0 X
6
2 + 112X
10
0 X
6
3 + 30X
8
0X
8
1
+30X80X
8
2 + 30X
8
0X
8
3 + 6720X
7
0X
3
1X
3
2X
3
3 + 112X
6
0X
10
1
+1680X60X
4
1X
4
2X
2
3 + 1680X
6
0X
4
1X
2
2X
4
3 + 1680X
6
0X
2
1X
4
2X
4
3
+112X60X
10
2 + 112X
6
0X
10
3 + 4032X
5
0X
5
1X
5
2X3
+4032X50X
5
1X2X
5
3 + 4032X
5
0X1X
5
2X
5
3
+1680X40X
6
1X
4
2X
2
3 + 1680X
4
0X
6
1X
2
2X
4
3 + 1680X
4
0X
4
1X
6
2X
2
3
+840X40X
4
1X
4
2X
4
3 + 1680X
4
0X
4
1X
2
2X
6
3 + 1680X
4
0X
2
1X
6
2X
4
3
+1680X40X
2
1X
4
2X
6
3 + 6720X
3
0X
7
1X
3
2X
3
3 + 6720X
3
0X
3
1X
7
2X
3
3
+6720X30X
3
1X
3
2X
7
3 + 1680X
2
0X
6
1X
4
2X
4
3 + 1680X
2
0X
4
1X
6
2X
4
3
+1680X20X
4
1X
4
2X
6
3 + 4032X0X
5
1X
5
2X
5
3 +X
16
1 + 112X
10
1 X
6
2
+112X101 X
6
3 + 30X
8
1X
8
2 + 30X
8
1X
8
3 + 112X
6
1X
10
2
+112X61X
10
3 +X
16
2 + 112X
10
2 X
6
3 + 30X
8
2X
8
3 + 112X
6
2X
10
3 +X
16
3
Die beiden Za¨hler sind also verschieden. Beide Polynome sind invariant unter
MacWilliams-Transformation (siehe Abschnitt 1.4). Es gilt also
1
|C|2Dist2(NRC16)(X · T2) = Dist2(NRC16)(X)
und
1
|C|2P2(NRC16)(X · T2) = P2(NRC16)(X) .
Sei E die g×g-Einheitsmatrix. SetzeW := 1√
2
T
(2)
1 ⊗E (wie in [Rung96]). Dann ist
der Za¨hler Dist2(NRC16) auch invariant unter W , P2(NRC16) aber nicht (siehe
Programm ZaehlerWinv.mag, ).
1.4 Z4-lineare Codes
Schreibe x ∈ Z4 als x = 2a + b mit eindeutig bestimmten a, b ∈ {0, 1}. Die
Gray-Abbildung G : Z4 −→ F 22 ist dann durch x 7→ (a, a + b mod 2) gegeben,
und man erha¨lt durch koordinatenweise Fortsetzung eine Abbildung G : Zn4 −→
F 2n2 . Genauer gesagt: Fu¨r x = (x1, . . . , xn) mit xj = 2aj + bj definiere G(x) :=
(a1, . . . , an, a1 + b1 mod 2, . . . , an + bn mod 2) und setze G(x)1 := (a1, . . . , an)
und G(x)2 := (a1 + b1 mod 2, . . . , an + bn mod 2). Wa¨hlt man auf Zn4 die Lee-
Metrik und auf F 2n2 die Hamming-Metrik, so ist G eine Isometrie, und das Bild
eines Z4-linearen Codes unter G ist ein bina¨rer distanzinvarianter Code, vgl.
[CHKSS94],[Wan97]. Zum Beispiel gilt fu¨r den Nordstrom-Robinson-Code aus
Beispiel 1.14 NRC16 = G(O8), wobei O8 den Octacode bezeichnet, welcher
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durch eine Erzeugermatrix der Form
1 0 0 0 2 1 1 1
0 1 0 0 3 2 1 3
0 0 1 0 3 3 2 1
0 0 0 1 3 1 3 2

gegeben ist, siehe [ConSlo93].
Wie in Abschnitt 1.1 erla¨utert, heißen zwei Codes C1, C2 ⊂ Zn4 a¨quivalent,
falls sie durch Permutation der Koordinaten und Vorzeichenwechsel in bestimm-
ten Koordinaten aus einander hervorgehen, d.h. falls eine Permutationsmatrix P
und λ1, . . . , λn ∈ {1, 3} existieren, s.d. C1 = C2 · (Diag(λ1, . . . , λn) · P ) gilt.
Falls alle λj = 1 sind, heißen C1 und C2 permutations-a¨quivalent. Sind C1
und C2 a¨quivalent, dann sind auch die bina¨ren Codes G(C1) und G(C2) a¨qui-
valent, denn eine Permutation der Koordinaten j und k in C2 bewirkt Per-
mutation der Koordinaten j mit k und n + j mit n + k in G(C2); Multipli-
kation einer Koordinate j mit 3 in C2 bewirkt Permutation der Koordinaten
j und n + j in G(C2). Die Umkehrung gilt natu¨rlich nicht, denn sei zum Bei-
spiel C ⊂ Z34 von (1, 0, 2) erzeugt und H ⊂ F 62 der bina¨re Code, den man aus
G(C) durch Vertauschen der zweiten und dritten Koordinate erha¨lt, dann ist
G−1(H) = {(0, 0, 0), (1, 3, 1), (2, 0, 0), (3, 3, 1)}. Insbesondere ist G−1(H) nicht li-
near und daher auch nicht a¨quivalent zu C.
Jeder lineare Code C ⊂ Zn4 ist permutations-a¨quivalent zu einem Code mit
Erzeugermatrix (
Ek1 α β
0 2Ek2 2γ
)
.
Dabei ist Ej die j × j-Einheitsmatrix. Die Matrizen α, β haben Eintra¨ge in Z4,
und die Eintra¨ge in γ sind aus {0, 1}, siehe [ConSlo93]. Ein bina¨rer CodeH ⊂ F 2n2
heißt Z4-linear, falls ein linearer Code C ⊂ Zn4 existiert, so daß H und G(C) a¨qui-
valent sind.
Im folgenden werden selbstduale Codes C ⊂ Zn4 genauer untersucht. Im Ge-
gensatz zu bina¨ren Codes existieren u¨ber Z4 selbstduale Codes in beliebigen
Blockla¨ngen. Aus einem selbstdualen Code C ⊂ Zn4 kann durch Verku¨rzen an
einer beliebigen Koordinate j ∈ [n] ein selbstdualer Code C˜ ⊂ Zn−14 konstruiert
werden:
Sei C ⊂ Zn4 selbstdual. Bezeichne mit prj : Zn4 −→ Z4 die Projektion auf
die j-te Koordinate, und zu x ∈ Zn4 sei x˜ = (x1, . . . , xj−1, xj+1, . . . , xn). Falls
prj(C) = {0, 2} ist, dann setze C˜ := {y ∈ Zn−14 | ∃x ∈ C mit x˜ = y und prj(x) =
0}, ansonsten (also falls prj(C) = Z4) setze C˜ = {y ∈ Zn−14 | ∃x ∈ C mit x˜ =
y und prj(x) ∈ {0, 2}}. In beiden Fa¨llen ist C˜ ein selbstdualer Codes der Blockla¨n-
ge n− 1, vgl. [ConSlo93],[Wan97].
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In [ConSlo93] sind die selbstdualen Z4-Codes bis zur Blockla¨nge 8 klassifi-
ziert. Es sei an dieser Stelle darauf hingewiesen, daß dort in Figure 2 im Baum
am Knoten E+7 ein Blatt mit der Beschriftung E+7 A1 fehlt. Auf der Internetseite
[Fields] und in [FGLP98] findet man die Klassifikation bis zur Blockla¨nge n = 15.
In diesem Abschnitt soll nun untersucht werden, ob die Distanzza¨hler bina¨rer
Codes, die ein selbstduales Urbild unter der Gray-Abbildung haben, invariant
unter Mac-Williams-Transformation sind.
Setze die Gray-Abbildung G : Zn4 −→ F 2n2 vermo¨ge
G : C[Zn4 ] −→ C[F 2n2 ]∑
v∈Zn4
hvz˜
v 7→
∑
u∈F 2n2
hG−1(u)z
u
auf die Gruppenalgebren fort. Um die Elemente der beiden Algebren besser un-
terscheiden zu ko¨nnen, wird in C[Zn4 ] die Unbestimmte mit z˜ bezeichnet. Der
Zusammenhang zwischen linearen Codes C ⊂ Zn4 , ihren Bildern unter der Gray-
Abbildung und den entsprechenden Transformierten ist durch das folgende Lem-
ma gegeben.
Lemma 1.15 Setze fu¨r α, β ∈ Zn4 κ(α, β) :=
∑n
j=1 κ(αj, βj) (die Summe ist in
Z zu berechnen) mit κ(αj, βj) :=
{
1 , αjβj ≡ 1(2)
0 , αjβj ≡ 0(2) .
1. Fu¨r α, β ∈ Zn4 gilt χ(4)β (z˜α) = i−κ(α,β) · χ(2)G(β)(zG(α)).
2. Die Diagramme
a)
C[Zn4 ]∗ −→ C[F 2n2 ]∗
C[Zn4 ] −→ C[F 2n2 ]
? ?
G
G
ϕ (.)′
b)
C[Zn4 ]∗ −→ C[F 2n2 ]∗
C[Zn4 ] −→ C[F 2n2 ]
? ?
G
G
ψ(.)′
mit
ϕ : H =
∑
ν∈Zn4
hν z˜
ν 7→ 1|H|
∑
µ∈Zn4
∑
ν∈Zn4
iκ(ν,µ)hνχ
(4)
µ (z˜
ν)
 z˜µ
ψ : H˜ =
∑
u∈F 2n2
h˜uz
u 7→ 1|H˜|
∑
u∈F 2n2
∑
v∈F 2n2
i−κ(G
−1(u),G−1(v))h˜vχ
(2)
u (z
v)
 zu
kommutieren.
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Beweis: Zu 1.: Fu¨r n = 1 gilt χ
(4)
β (z˜
α) = χ
(4)
α (z˜β) = iαβ. Betrachte die Tabelle:
α β χ
(4)
β (z˜
α) G(α) G(β) χ
(2)
G(β)(z
G(α))
0 ∗ 1 (0, 0) ∗ 1
1 1 i (0, 1) (0, 1) −1
1 2 −1 (0, 1) (1, 1) −1
1 3 −i (0, 1) (1, 0) 1
2 2 1 (1, 1) (1, 1) 1
2 3 −1 (1, 1) (1, 0) −1
3 3 i (1, 0) (1, 0) −1
Wie sich aus der Tabelle leicht ablesen la¨ßt, gilt die Behauptung fu¨r n = 1. Fu¨r
n > 1 folgt
χ
(4)
β (z˜
α) = Πnj=1χ
(4)
βj
(z˜αj ) =
(
Πnj=1i
−κ(αj ,βj))·Πnj=1χ(2)G(βj)(zG(αj)) = i−κ(α,β)χ(2)G(β)(zG(α)) .
Zu 2.: Zeige a): Sei H =
∑
ν∈Zn4 hν z˜
ν ∈ C[Zn4 ]∗ beliebig. Dann gilt G(H) =∑
u∈F 2n2 hG−1(u)z
u und G(H)′ = 1|G(H)|
∑
u∈F 2n2
(∑
v∈F 2n2 hG−1(v)χ
(2)
u (zv)
)
zu. Daher
G(ϕ(H)) =
1
|H|
∑
u∈F 2n2
∑
v∈F 2n2
iκ(G
−1(u),G−1(v))hG−1(v)χ
(4)
G−1(u)(z˜
G−1(v))
 zu
=
1
|G(H)|
∑
u∈F 2n2
∑
v∈F 2n2
hG−1(v)χ
(2)
u (z
v)
 zu
= G(H)′
Teil b) la¨ßt sich analog beweisen. 
Ziel dieses Abschnitts ist der folgende Satz, das Hauptresultat dieses Kapitels:
Satz 1.16 Sei C ⊂ Zn4 ein Z4-linearer selbstdualer Code. Dann gilt
Dist2(G(C))(X) =
1
|G(C)|2Dist2(G(C))(X · T
(2)
2 ) .
Zum Beweis dieses Satzes ist es notwendig, Z4 zusa¨tzlich mit der Struktur der
Kleinschen-Vierergruppe zu betrachten. Definiere also eine Verknu¨pfung ? durch
die Verknu¨pfungstafel
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? 0 1 2 3
0 0 1 2 3
1 1 0 3 2
2 2 3 0 1
3 3 2 1 0
und setze die Verknu¨pfung koordinatenweise auf Zn4 fort. Bezu¨glich dieser Ver-
knu¨pfung ist G : (Zn4 , ?) −→ (F 2n2 ,+) ein Gruppenisomorphismus. Fu¨r x, y ∈ Z4
gilt x ? y = x+ y+2xy. Falls α, β ∈ Zn4 , setze α • β := (α1β1, . . . , αnβn). Es folgt
α ? β = α+ β + 2α • β.
Fu¨r C ⊂ Zn4 und α ∈ Zn4 definiere α ? C :=
∑
β∈C z˜
α?β ∈ C[Zn4 ] und
C ? C := 1|C|
∑
α∈C α ? C =
1
|C|
∑
α,β∈C z˜
α?β. Dann gilt |α ? C| = |C| und
|C ? C| = |C|.
Proposition 1.17 Sei C = C⊥ ⊂ Zn4 ein selbstdualer Code und sei α ∈ C. Es
gilt (α ? C)′ = α ? C.
Beweis: Es ist (α ? C)′ = 1|α?C|
∑
u∈Zn4 χ
(4)
u (α ? C)z˜u und
χ(4)u (α ? C) =
∑
β∈C
χ(4)u (z˜
α?β) =
∑
β∈C
χ(4)u (z˜
α+β+2α•β)
= χ(4)u (z˜
α)
∑
β∈C
ζ<u,β+2α•β>4
= χ(4)u (z˜
α)
∑
β∈C
ζ<u+2α•u,β>4 = χ
(4)
u (z˜
α) · χ(4)u+2α•u(C)
Mit Lemma 1.2 folgt
χ(4)u (α ? C) =
{
χ
(4)
u (z˜α) · |α ? C| , u+ 2α • u ∈ C
0 , sonst
. (3)
Behauptung: u+ 2α • u ∈ C ⇔ u ∈ α ? C.
Dann folgt die Aussage der Proposition durch Einsetzen in die Gleichung fu¨r
(α ? C)′. Dabei muß man noch beru¨cksichtigen, daß fu¨r u = α ? v, v ∈ C, der
Faktor
χ(4)u (z˜
α) = i<α?v,α> = i<α,α> · i<α,v> · i2
∑n
j=1 vjα
2
j = 1
ist.
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Zum Beweis der Behauptung setze v := α ? u. Es folgt u+ 2α • u = α ? v + 2α •
(α ? v) = α+ v + 2α • α.
Zeige 2α • α ∈ C: Sei x ∈ C = C⊥. Es gilt
< 2α • α, x >= 2
n∑
j=1
α2jxj = 2
n∑
j=1
αj≡1(2)
xj ∈ {0, 2}.
α ∈ C = C⊥, daher gilt < α, α >= ∑nj=1 α2j = 0. Die Anzahl der ungeraden
Koordinateneintra¨ge von α ist also durch 4 teilbar. O.B.d.A. seien die Eintra¨ge
α1, . . . , α4k ungerade und α4k+1, . . . , αn gerade (k ∈ N0 geeignet) und die Eintra¨ge
x1, . . . , xl von x ungerade und xl+1, . . . , x4k gerade (l ∈ N0, l ≤ 4k geeignet).
Angenommen, < 2α • α, x >= 2. Dann ist k ≥ 1 und l ungerade.
< α, x >=
l∑
j=1
αjxj +
n∑
j=l+1
αjxj︸︷︷︸
gerade
∈ {1, 3} ,
d.h. α 6∈ C⊥. Widerspruch.
Wegen α, 2α • α ∈ C und u+ 2α • u = α+ v + 2α • α gilt:
u+ 2α • u ∈ C ⇔ v ∈ C. 
Aus dieser Proposition folgen nun zwei Korollare:
Korollar 1.18 Sei C = C⊥ ⊂ Zn4 ein selbstdualer Code. Dann gilt
1
|C ? C|g · P
(4)
g (C ? C)(X˜ · T (4)g ) = P (4)g (C ? C)(X˜) .
Beweis : Es ist
P (4)g (C ? C)(X˜) =
1
|C|g
∑
α1,...,αg∈C
β1,...,βg∈C
X˜(α1?β1,...,αg?βg)
=
1
|C|g
∑
α1,...,αg∈C
Pα1?C,...,αg?C(X˜)
=
1
|C|g
∑
α1,...,αg∈C
P(α1?C)′,...,(αg?C)′(X˜)
=
1
|C|g
∑
α1,...,αg∈C
1
Πgj=1|αj ? C|
Pα1?C,...,αg?C(X˜ · T (4)g )
20 GEWICHTS- UND DISTANZVERTEILUNGEN VON CODES
Die dritte Gleichung gilt nach Proposition 1.17 und die letzte Gleichung gilt nach
Gleichung (1) auf Seite 7. Es folgt
Pg(C ? C)
(4)(X˜) =
1
|C ? C|g ·
∑
α1,...,αg∈C
1
|C|gPα1?C,...,αg?C(X˜ · T
(4)
g )
=
1
|C ? C|g · P
(4)
g (C ? C)(X˜ · T (4)g ) .

Korollar 1.19 Sei C = C⊥ ⊂ Zn4 ein selbstdualer Code und sei α ∈ C. Dann
folgt
P (4)g (α ? C)(X˜) =
1
|C|gP
(4)
g (α ? C)(X˜ · T (4)g ) .
Beweis : Analog zum vorherigen Korollar. 
Definition 1.20 Sei H =
∑
ν∈Zn4 hν z˜
ν ∈ C[Zn4 ]. H heißt unter Multiplikation mit
3 invariant, falls fu¨r alle α ∈ Zn4 hα = h3α gilt.
Ein Code H ⊂ Zn4 ist also genau dann unter Multiplikation mit 3 invariant, wenn
fu¨r alle α ∈ H auch 3α ∈ H gilt.
Bemerkung 1.21 Sei H ∈ C[Zn4 ] unter Multiplikation mit 3 invariant. Dann ist
der Za¨hler P
(4)
g (H) invariant unter den Variablentranspositionen σa,b der folgen-
den Form:
Sei k ∈ [g] eine feste Koordinate und seien a, b ∈ Zg4 mit aj = bj fu¨r alle j ∈
[g]\{k} und ak = 1, bk = 3. Dann ist die Variablentransposition σa,b definiert
durch σa,b(X˜a) = X˜b, σa,b(X˜b) = X˜a.
Beweis: Nach Definition gilt P
(4)
g (H)(X˜) =
∑
α1,...,αg∈H(Π
g
j=1hαj)X˜
(α1,...,αg). Sei
k ∈ [g] fest. Da H unter Multiplikation mit 3 invariant ist, gilt hαk = h3αk . Fu¨r
obige σa,b ist σa,b(X˜
(α1,...,αg)) = X˜(α1,...,αk−1,3αk,αk+1,...,αg) . Es folgt die Behaup-
tung. 
Fu¨r lineare Codes C ⊂ Zn4 ist H := C ?C = 1|C|
∑
α,β∈C z˜
α?β =
∑
ν∈Zn4 hν z˜
ν wegen
3(α ? β) = (3α) ? (3β) invariant unter Multiplikation mit 3, denn:
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hν =
1
|C| |{(α, β) ∈ C
2 | α ? β = ν}| = 1|C| |{(α˜, β˜) ∈ C
2 | (3α˜) ? (3β˜) = ν}|
=
1
|C| |{α˜, β˜) ∈ C
2 | α˜ ? β˜ = ν}| = h3ν
Korollar 1.22 Fu¨r einen Z4-linearen Code C ⊂ Zn4 ist der Za¨hler P (4)g (C ? C)
invariant unter den Variablentranspositionen σa,b.
Bezeichne nun mit τ den C-Algebrahomomorphismus
τ : C[X˜a]a∈Zg4 −→ C[Xb]b∈F g2
X˜a 7→ XG(a)1XG(a)2
und setze X˜ := (X˜0, . . . , X˜4g−1). Es gilt
τ(Pg(C ? C)(X˜)) =
1
|C|g
∑
α1,...,αg∈C
β1,...,βg∈C
τ(X˜
(4,n)(α1?β1,...,αg?βg))
=
1
|C|g
∑
α1,...,αg∈G(C)
β1,...,βg∈G(C)
X
(2,n)(α1−β1,...,αg−βg) = Distg(G(C))(X)
Setze σ1 := σ( 11),(
1
3)
und σ2 := σ( 31),(
3
3)
.
Lemma 1.23 Fu¨r beliebige β1, β2 ∈ Zn4 gilt
τ
(
σ1 ◦ σ2(W (β1,β2)) |W=(X˜·T (4)2 ))
)
= (Y 20 , Y0Y1, Y
2
1 , Y0Y1, Y0Y2, Y0Y3,
Y1Y3, Y1Y2, Y
2
2 , Y2Y3, Y
2
3 , Y2Y3,
Y0Y2, Y1Y2, Y1Y3, Y0Y3)
(β1,β2)
= Y (G(β1),G(β2))
mit Y := X · T (2)2 .
Beweis: Nachrechnen. Wie das Programm T2Lemma.mws zeigt, gilt
X˜ · T (4)2
∣∣∣
X˜a=XG(a)1XG(a)2 ,a∈Z24
= (Y 20 , Y0Y1, Y
2
1 , Y0Y1, Y0Y2, Y1Y2, Y1Y3, Y0Y3,
Y 22 , Y2Y3, Y
2
3 , Y2Y3, Y0Y2, Y0Y3, Y1Y3, Y1Y2) .
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Mit U := (U0, U1, U2, U3) und V := (U
2
0 , U0U1, U
2
1 , U0U1, U0U2, U0U3, U1U3, U1U2,
U22 , U2U3, U
2
3 , U2U3, U0U2, U1U2, U1U3, U0U3) gilt fu¨r beliebige β1, β2 ∈ Zn4 die Glei-
chung
V (β1,β2) = U (G(β1),G(β2)) .
Damit sich das Ergebnis der Berechnung mit dem Programm T2Lemma.mws und
der Vektor V fu¨r U := Y nicht mehr in den Koordinaten 6,8,14 und 16 unter-
scheiden, mu¨ssen die Eintra¨ge an den Stellen 6 und 8 bzw. 14 und 16 vertauscht
werden. Dies erledigen die Variablentranspositionen σ1 und σ2. 
Als Korollar erha¨lt man nun Satz 1.16:
Sei C ⊂ Zn4 ein selbstdualer Code. Dann gilt
Dist2(G(C))(X) = τ(P
(4)
2 (C ? C)(X˜)) = τ
(
1
|C|2P
(4)
2 (C ? C)(X˜ · T (4)2 )
)
= τ
(
1
|C|2 σ1 ◦ σ2
(
P
(4)
2 (C ? C)(W )
)∣∣∣
W=X˜·T (4)2
)
=
1
|C|2
∑
α1,α2∈C
β1,β2∈C
τ
(
σ1 ◦ σ2(W (α1?β1,α2?β2)
∣∣
W=X˜·T (4)2
)
Mit obigem Lemma 1.23 folgt
Dist2(G(C))(X) =
1
|C|2
∑
α1,α2∈G(C)
β1,β2∈G(C)
Y (α1−β1,α2−β2)
∣∣
Y=X·T (2)2
=
1
|C|2Dist2(G(C))(X · T
(2)
2 ) .
Damit ist Satz 1.16 bewiesen. 
Um auf diesem Weg einen analogen Satz fu¨r den Grad 3 Za¨hler Dist3(G(C))
eines selbstdualen Z4-Codes C zu beweisen, mu¨ßte man eine Aussage analog zu
Lemma 1.23 fu¨r die Matrizen T
(4)
3 und T
(2)
3 zeigen. Setzt man X := (X0, . . . , X7),
Y := X ·T (2)3 und definiert X˜ = (X˜a)a∈Z34 durch X˜a := XG(a)1XG(a)2 , so sollte gel-
ten, daß jeder Koordinateneintrag in X˜ ·T (4)3 ein Produkt von Eintra¨gen des Vek-
tors Y ist (analog Lemma 1.23). Leider zeigt das Programm T3gehtnicht.mws,
daß X˜21 = X˜(1,1,1)T sich nicht als Produkt zweier Eintra¨ge in Y schreiben la¨ßt.
Ein a¨hnliches Problem tritt an einer anderen Stelle auf. Fu¨r Grad g = 1 beweist
man Satz 1.16 wie folgt, siehe auch [RaS98], [Wan97]: Fu¨r Z4-lineare Codes C ⊂
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Zn4 sei Lee(C)(X, Y ) =
∑
x∈C X
2n−Lee(x)Y Lee(x) der Lee-Gewichtsza¨hler von C.
Es gilt
P
(2)
1 (G(C))(X, Y ) = Lee(C)(X, Y ) = P
(4)
1 (C)(X
2, XY, Y 2, XY ) .
Da die Gray-Abbildung eine Isometrie und C als Z4-linearer Code distanzin-
variant ist, gilt Dist1(G(C)) = P
(2)
1 (G(C)). Fu¨r selbtduale Codes C erbt der
Lee-Gewichtsza¨hler Lee(C) die MacWilliams-Identita¨t von P
(4)
1 (C), denn es gilt
mit W := (X2, XY, Y 2, XY )
Lee(C)(X,Y ) = P
(4)
1 (C)(W ) =
1
|C|P
(4)
1 (C)(W · T (4)1 )
=
1
|C|P
(4)
1 (C)((X + Y )
2, X2 − Y 2, (X − Y )2, X2 − Y 2)
=
1
|C|Lee(C)(X + Y,X − Y ) .
Es folgt die MacWilliams-Identita¨t fu¨r Dist1(G(C)).
Versucht man nun, einen Grad 2 Lee-Gewichtsza¨hler zu definieren, so soll-
te dieser Za¨hler in Analogie zum Grad 1 Fall die folgenden Eigenschaften ha-
ben: Er sollte erstens durch Spezialisieren der Variablen in P
(4)
2 (C) konstruierbar
sein, wobei zwischen Variablen in P
(4)
2 (C)(X˜) der Form X˜(1,∗)T und X˜(3,∗)T bzw.
X˜(∗,1)T und X˜(∗,3)T wegen Lee(1) = Lee(3) = 1 nicht mehr unterschieden werden
sollte. Zweitens sollte er mit dem Za¨hler P
(2)
2 (G(C)) u¨bereinstimmen. Diese bei-
den Forderungen ko¨nnen jedoch nicht gleichzeitig erfu¨llt werden: Im Lee-Za¨hler
soll zwischen den Variablen X˜(1,3)T und X˜(1,1)T nicht unterschieden werden, der
bina¨re Za¨hler P2(G(C)) unterscheidet aber sehr wohl zwischen G((1, 3)
T ) =
(
01
10
)
und G((1, 1)T ) =
(
01
01
)
. Ein noch einfacheres Argument ist, daß der das Lee-
Gewicht respektierende Za¨hler dann ein Polynom in den 9 Variablen X˜(0,0)T ,
X˜(1,0)T , X˜(2,0)T , X˜(0,1)T , X˜(1,1)T , X˜(2,1)T , X˜(0,2)T , X˜(1,2)T , X˜(2,2)T wa¨re; P2(G(C))
ist aber nur ein Polynom in 8 Variablen.
Im Programm T3gehtnicht.mws wird der Restterm R := X˜21
∣∣∣
X˜a=XG(a)1XG(a)2 ,a∈Z24−Yj · Yk, unter anderem fu¨r j = 2 und k = 6 ”am kleinsten”, d.h. es treten die
wenigsten Summanden auf. In diesem Fall gilt
R = 4
(
X( 0
1
0
)X( 0
0
1
) +X( 1
0
0
)X( 1
1
1
) −X( 0
0
0
)X( 0
1
1
) −X( 1
1
0
)X( 1
0
1
)
)
.
Wenn man nun in den ersten beiden Summanden jeweils in den Indices in der
zweiten Zeile 1 und 0 vertauschen du¨rfte, dann wu¨rde R = 0 folgen. Dabei wu¨rde
man natu¨rlich den Fehler begehen, daß man zuvor die Koordinaten in den Indices
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mit Eintrag 3 ∈ Z4 als (1, 0) u¨bersetzt hat, und diese nun an den Stellen, wo es
nicht paßt, durch (0, 1) ersetzt. Das Problem liegt hier also ebenfalls darin, daß
beim U¨bergang zum bina¨ren Za¨hler die Ziffern 1, 3 ∈ Z4 nicht beliebig in (1, 0)
oder (0, 1) u¨bersetzt werden du¨rfen.
Da es nun nicht gelungen ist, Satz 1.16 fu¨r g ≥ 3 zu beweisen, ko¨nnte
man versuchen, ein Gegenbeispiel zu konstruieren, d.h. einen selbstdualen Co-
de C ⊂ Zn4 anzugeben, so daß Dist3(G(C)) nicht invariant unter MacWilliams-
Transformation ist. Mit den Codes der Blockla¨nge ≤ 8 aus [ConSlo93] la¨ßt sich
allerdings kein Gegenbeispiel konstruieren, denn es gilt:
Lemma 1.24 Fu¨r die Codes aus der Liste in Figure 2. in [ConSlo93] A1, D⊕4 , E+7 ,
E⊕8 ,K8,K′8,O8 gilt D′G(C) = DG(C). Fu¨r D⊕6 , D⊕8 ,L8 gilt D′G(C) = σ(DG(C)), wobei
die Permutation σ im Fall von D⊕6 durch σ := (2 8)(4 10)(6 12) und im Fall von
D⊕8 bzw. L8 durch σ := (2 10)(4 12)(6 14)(8 16) gegeben ist.
Beweis: Nachrechnen mit den Programmen A1.mag, D4oplus.mag, D6oplus.mag,
E7plus.mag, D8oplus.mag, E8oplus.mag, O8.mag, L8.mag, K8.mag und
K8Strich.mag. 
Korollar 1.25 Fu¨r die unzerlegbaren Codes C aus der Liste in [ConSlo93], Fi-
gure 2, gilt fu¨r beliebigen Grad g die Gleichung
Distg(G(C))(X) =
1
|G(C)|gDistg(G(C))(X · T
(2)
g ) .
Beweis: Mit Gleichung (2) auf Seite 9 folgt die Behauptung. 
Bezeichne wie in [ConSlo93] die Abbildung β : Zn4 −→ Fn2 , x 7→ x mod 2.
Bemerkung 1.26 Sei C ⊂ Zn4 ein linearer Code und C0 := kern(β|C) der gerade
Teilcode von C, d.h. der Code, der aus den Codeworten von C mit lauter geraden
Koordinateneintra¨gen besteht. Falls [C : C0] ≤ 2 gilt, so ist G(C) linear. Ist C
zusa¨tzlich selbstdual, so ist G(C) selbstdual, und fu¨r alle Grade g ist der Za¨hler
Distg(G(C)) invariant unter MacWilliams-Transformation.
Beweis: Fu¨r [C : C0] = 1 gilt C = C0, und G(C0) ist linear. Sei also [C : C0] = 2.
Dann gilt C = C0∪(α+C0) fu¨r ein α ∈ C\C0. Es folgt G(C) = G(C0)∪G(α+C0).
Fu¨r β ∈ C0 ist α ? β = α + β, daher gilt G(α + β) = G(α) + G(β) und
G(C) = G(C0) ∪ (G(α) + G(C0)), also ist G(C) linear. Es ist C0 ⊂ C⊥0 und
nach Lemma 1.15 gilt G(C⊥0 ) = ψ(G(C0)) = G(C0)
⊥, also G(C0) ⊂ G(C0)⊥.
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Mit P1(G(C))(1, 1) =
1
|G(C)|P1(G(C))(2, 0) fu¨r selbstduales C folgt |G(C)| = 2n.
Wegen P1(G(C)
⊥) = P1(G(C)) ist |G(C)⊥| = |G(C)|. Fu¨r C = C0 folgt also
G(C) = G(C)⊥, und im anderen Fall C = C0 ∪ (α + C0) erha¨lt man ebenfalls
G(C) = G(C)⊥. Denn fu¨r festes β ∈ C gilt fu¨r alle γ ∈ C = C⊥ κ(β, γ) ≡ 0(4),
und mit Lemma 1.15 folgt χ
(2)
G(β)(G(C)) = χ
(4)
β (C) = 0, also G(β) ∈ G(C)⊥. Da-
her ergibt sich G(C) ⊂ G(C)⊥. Mit |G(C)| = |G(C)⊥| folgt die Behauptung. Die
Aussage u¨ber den Distanzza¨hler ist klar. 
Aus der Bemerkung 1.26 folgt die Aussage in Korollar 1.25 sofort fu¨r die Codes
An1 , D⊕4 , D⊕4 An1 und K4m aus [ConSlo93].
Korollar 1.27 Sei C = C1×. . .×Cs ⊂ Zn4 ein selbstdualer Code, der sich in Co-
des Cj zerlegen la¨ßt, mit der Eigenschaft Cj ∈ {A1, D⊕4 , D⊕6 , E+7 , D⊕8 , E8,O⊕8 ,L8,
K′8}, oder Cj = K4m fu¨r geeignetes m ∈ N, oder [Cj : (Cj)0] ≤ 2. Dann ist der
Grad g Distanzza¨hler Distg(G(C)) invariant unter MacWilliams-Transformation.
Insbesondere gilt diese Aussage fu¨r alle selbstdualen Codes der Blockla¨nge ≤ 8.
Beweis : Folgt mit Proposition 1.13. 
Sollte es wirklich einen selbstdualen Code C ⊂ Zn4 geben, fu¨r den der Distanzza¨h-
ler Dist3(G(C)) nicht invariant unter MacWilliams-Transformation ist, so gilt
also n > 8. Als Indiz dafu¨r, daß eventuell bei gro¨ßeren Blockla¨ngen durchaus noch
so ein Code gefunden werden ko¨nnte, betrachte man den bina¨ren Reed-Muller-
Code RM(1, 5) ⊂ F 322 . Dieser ist Z4-linear, also zu einem Code C a¨quivalent, der
unter der Gray-Abbildung ein Z-lineares Urbild hat. Der duale CodeRM(1, 5)⊥ =
RM(3, 5) ist aber nicht Z4-linear, [Wan97]. Der duale Code eines bina¨ren Z4-
linearen Codes ist somit nicht notwendig Z4-linear. RM(1, 5) scheint das (zur
Zeit ?) kleinste bekannte Beispiel fu¨r diesen Sachverhalt zu sein.
Bemerkung 1.28 Der Beweis von Satz 1.16 impliziert auch fu¨r den Gewichts-
za¨hler P
(2)
2 (G(C)) eines selbstdualen Codes C ⊂ Zn4 die Identita¨t
P
(2)
2 (G(C)) =
1
|G(C)|2P
(2)
2 (G(C))(X · T (2)2 ) .
Nach Satz 1.5 gilt P
(4)
g (C)(X˜) = 1|C|gP
(4)
g (C)(X˜ · T (4)g ). Wegen τ(P (4)g (C)(X˜)) =
P
(2)
g (G(C))(X), und da C trivialerweise invariant unter Multiplikation mit 3 ist,
folgt die Behauptung.
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Es ergibt sich die gleiche Frage fu¨r Gewichtsza¨hler: Angenommen, C ⊂ Zn4 sei
ein beliebiger selbstdualer Code. Gilt dann fu¨r g ≥ 3 die MacWilliams-Gleichung
P
(2)
g (G(C))(X) = 1|G(C)|gP
(2)
g (G(C))(X · T (2)g ) ?
Im Fall der Gewichtsza¨hler ist die Antwort leichter zu geben. Wie oben beschrie-
ben, ist es schon fu¨r Grad g = 2 nicht mo¨glich, einen Lee-Gewichtsza¨hler zu
definieren, der einerseits das Lee-Gewicht respektiert, und andererseits mit dem
Grad 2 Gewichtsza¨hler P2(G(C)) u¨bereinstimmt. Die Aussage fu¨r Gewichtsza¨hler
fu¨r g ≥ 2 auf diese Art beweisen zu wollen, muß also scheitern. Glu¨cklicherweise
kann im Fall der Gewichtsza¨hler die Antwort durch Angabe von Gegenbeispielen
gefunden werden:
Bemerkung 1.29 Fu¨r die Codes D⊕6 , E+7 und O8 aus Figure 2 in [ConSlo93] gilt
1. G(D⊕6 )
′ = σ(G(D⊕6 )), wobei σ ∈ S12 in Lemma 1.24 angegeben ist.
2. G(E+7 )′ ist nicht a¨quivalent zu G(E+7 ).
3. G(O8)′ ist nicht a¨quivalent zu G(O8).
4. P3(G(E+7 )) und P3(G(O8)) sind nicht invariant unter MacWilliams-Trans-
formation.
Beweis: Die Richtigkeit der Aussage in 1. rechnet man mit dem Programm
GD6oplus.mag nach. Zu 2. und 3.: Beide Aussagen folgen aus 4.; bzw. man rech-
net mit den Programmen GE7plus.mag und GO8.mag nach, daß in G(E+7 )′ =∑
u∈F 142 huz
u und G(O8)′ =
∑
u∈F 162 h˜uz
u negative Koeffizienten auftreten. Zum
Beweis von 4.: Die Za¨hler P3(G(E+7 )) bzw. P3(G(O8)) werden mit den Program-
men P3GE7plus.mag bzw. P3GO8.mag berechnet. Die Ergebnisse dieser Berech-
nungen stehen in den Dateien P3GE7pluszaehler bzw. P3GO8zaehler. Diese
ko¨nnen unter MAGMA mit dem restore-Befehl geladen werden. Die Programme
P3GE7plusMacW.mag bzw. P3GO8MacW.mag berechnen die MacWilliams-Transfor-
mierte von P3(G(E+7 )) bzw. P3(G(O8)). Die Ergebnisse stehen in den Datei-
en P3GE7plusMacWzaehler bzw. P3GO8MacWzaehler. Die MacWilliams-Transfor-
mierten der Za¨hler P3(G(E+7 )) bzw. P3(G(O8)) enthalten negative Koeffizienten.

Fu¨r bina¨re Codes C1 ⊂ F k2 und C2 ⊂ Fn2 gilt Pg(C1 × C2) = Pg(C1) · Pg(C2),
siehe [Rung96]. Da G(A1) und G(D⊕4 ) selbstduale Codes sind, ist E+7 der selbst-
duale Code C kleinster Blockla¨nge (modulo A¨quivalenz), fu¨r den der Grad 3
Gewichtsza¨hler P3(G(C)) nicht invariant unter MacWilliams-Transformation ist.
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2 Thetareihen zu periodischen Punktmengen
2.1 Das Kugelpackungsproblem
Als Motivation fu¨r die na¨chsten Kapitel sei an das Kugelpackungsproblem im n-
dimensionalen euklidischen Raum Rn erinnert. Dabei geht es um die Frage, wie
dicht man n-dimensionale Kugeln gleicher Gro¨ße in den Rn packen kann (siehe
dazu auch [ConSlo99], [Rog64], [Zong99]). Zu Beginn dieses Abschnitts werden
einige Bezeichnungen und Schreibweisen eingefu¨hrt, die spa¨ter beno¨tigt werden.
Betrachte den (Rn, (., .)) zusammen mit dem Standardskalarprodukt (x, y) :=∑n
i=1 xiyi. Die Vektoren x ∈ Rn werden in dieser Arbeit als Spaltenvektoren ge-
schrieben. Die Norm N(x) eines Vektors x ∈ Rn ist seine Quadratla¨nge, d.h. es
gilt N(x) := (x, x).
Ein Gitter L ⊂ Rn ist eine diskrete Untergruppe der additiven Gruppe (Rn,+)
von vollem Rang, d.h. es existiert eine Basis b1, . . . , bn ∈ Rn mit L = Zb1 + . . .+
Zbn. Die Matrix Ω = (b1, . . . , bn)T heißt eine Erzeugermatrix des Gitters L, und
Gram(L) := Ω ·ΩT = ((bj, bk))nj,k=1 ist die Gram-Matrix von L bezu¨glich der Ba-
sis b1, . . . , bn. Man beachte, daß die Gittervektoren b1, . . . , bn in den Zeilen von Ω
stehen. Es bezeichnet detL := det(Gram(L)) die Determinante von L. Diese ist
eine Invariante des Gitters, d.h. unabha¨ngig von der Wahl der Basis, und fu¨r das
Volumen eines Fundamentalbereichs des Gitters gilt vol(Rn/L) =
√
detL, siehe
[Ebe02]. Das zu L duale Gitter wird mit L∗ := {y ∈ Rn | (y, L) ⊂ Z} bezeichnet.
Ein Gitter L mit L ⊂ L∗ heißt ganzzahlig, und L heißt gerade, falls N(x) ∈ 2Z
fu¨r alle x ∈ L gilt.
Eine periodische Punktmenge Λ ist eine disjunkte, endliche Vereinigung von
Translaten eines fest gewa¨hlten Gitters L, d.h.
Λ :=
M⋃
j=1
(uj + L)
mit u1, . . . , uM ∈ Rn und uj − uk 6∈ L fu¨r alle j 6= k, (j, k) ∈ [M ]2. Die letzte
Bedingung ist a¨quivalent zur Disjunktheit der Translate uj + L und uk + L.
Einer periodischen Punktmenge, oder allgemeiner einer diskreten Menge X ⊂
Rn, kann man eine Kugelpackung P zuordnen, indem man die Punkte x ∈ X als
Mittelpunkte von n-dimensionalen Kugeln Br(x) vom Radius r auffaßt,
P =
⋃
x∈X
Br(x) .
Dabei du¨rfen sich die Kugeln ho¨chstens in jeweils einem Punkt beru¨hren, d.h.
der Packungsradius r ist kleiner gleich dem gro¨ßtmo¨glichen Radius rmax, s.d.
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|Brmax(x) ∩ Brmax(y)| ≤ 1 fu¨r x 6= y gilt. Das Minimum min(X) einer diskreten
Menge X ⊂ Rn ist durch
min(X) := min
x,y∈X
x6=y
N(x− y)
gegeben. Fu¨r den maximalen Packungsradius gilt also r2max = min(X).
Die Kußzahl τ einer Kugelpackung P ist die gro¨ßtmo¨gliche Anzahl an Kugeln
in P , die eine feste Kugel in P beru¨hren. Die Dichte einer periodischen Kugel-
packung P ⊂ Rn, d.h. die Kugelmittelpunkte bilden eine periodische Punktmenge
Λ = ∪Mj=1(uj + L), ist durch die Formel
∆P =
M · Vn · rn√
detL
gegeben, siehe [ConSlo99]. Dabei bezeichnet Vn das Volumen der n-dimensionalen
Einheitskugel und r den Packungsradius. Oftmals verwendet man als Maß fu¨r die
Dichte auch die center density δP := ∆P/Vn.
Die (obere) Dichte ∆+P einer beliebigen Kugelpackung P kann durch die Dich-
te periodischer Kugelpackungen beliebig genau approximiert werden. Das kann
man sich wie folgt u¨berlegen:
Bezeichne mit Wn := {x ∈ Rn | |x1|, . . . , |xn| ≤ 12} den n-dimensionalen
Einheitswu¨rfel. Zu einer diskreten Menge X ⊂ Rn sind die obere Dichte
∆+(X) := lim sup
l→∞
1
vol(l ·Wn) ·
∑
x∈X
Br(x)∩lWn 6=∅
vol(Br(x)) = lim sup
l→∞
∑
x∈X
Br(x)∩lWn 6=∅
rn · Vn
ln
und die untere Dichte
∆−(X) := lim inf
l→∞
1
vol(l ·Wn) ·
∑
x∈X
Br(x)⊂lWn
vol(Br(x)) = lim inf
l→∞
∑
x∈X
Br(x)⊂lWn
rn · Vn
ln
der zu X geho¨renden Kugelpackung mit Packungsradius r definiert. In dieser
Notation bezeichnet vol(A) das n-dimensionale Volumen von A ⊂ Rn. Sei nun
eine diskrete Menge X mit ∆+(X) > 0 und ein  > 0 vorgegeben. Gesucht ist
eine periodische Kugelpackung P , fu¨r deren Dichte |∆+(X)− δP | <  gilt. Nach
der Definition der oberen Dichte ∆+(X) existiert ein l > 0 mit∣∣∣∣∣∣∣∆+(X)−
∑
x∈X
Br(x)∩lWn 6=∅
rn · Vn
ln
∣∣∣∣∣∣∣ <

2
und
vol((l + 2r)Wn)− vol(lWn)
vol(lWn)
<

2
.
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Weiterhin gilt vol((l+2r)Wn) > vol(lWn)+
∑
x∈X, Br(x) 6⊂lWn
Br(x)∩lWn 6=∅
rnVn, woraus mit der
Dreiecksungleichung ∣∣∣∣∣∣∆+(X)−
∑
x∈X, Br(x)⊂lWn
rn · Vn
ln
∣∣∣∣∣∣ < 
folgt. Sei {u1, . . . , uM} = {x ∈ X | Br(x) ⊂ lWn}. Dann hat die zu Λ :=
∪Mj=1(uj+lZn) geho¨rende Kugelpackung P die Dichte ∆P =
∑
x∈X, Br(x)⊂lWn
rn·Vn
ln
,
und leistet somit das gewu¨nschte. Einen a¨hnlichen Beweis findet man in [CoEl03]
im Anhang A.
Die Dichte-Formel fu¨r periodische Packungen ha¨ngt von der Anzahl der Trans-
late M , der Determinante des Gitters detL und dem Packungsradius r ab. Es ist
immer mo¨glich, durch geeignetes Skalieren einer periodischen Packung (der zu-
grunde liegenden periodischen Punktmenge Λ) mit einem fest gewa¨hlten α ∈ R,
d.h. durch Multiplikation eines jeden Vektors mit α, zu erreichen, daß detL =M2
gilt. In diesem Fall gilt nach obiger Dichte-Formel fu¨r periodische Packungen fu¨r
die center density von P
δP =
√
min(Λ)
n
2n
.
Um eine dichte Kugelpackung zu erhalten, ist man bei dieser Art der Normierung
daran interessiert, eine periodische Punktmenge Λ mit detL =M2 zu finden, de-
ren Minimum min(Λ) mo¨glichst groß ist. Im Kapiel 5 dieser Arbeit wird die
Existenz einer solchen Kugelpackung mit einer bestimmten vorgegebenen The-
tareihe diskutiert.
Die Distanzverteilung einer periodischen Punktmenge Λ =
⋃M
j=1(uj + L) ist
durch die Folge (dj)j∈J , J := {N(uk1 − uk2 + x) | (k1, k2, x) ∈ [M ]2 × L} mit
dj :=
1
M
|{(k1, k2, x) ∈ [M ]2 × L | N(uk1 − uk2 + x) = j}|
gegeben. dj ist also die durchschnittliche Anzahl der Punkte aus der periodischen
Punktmenge, die zu Verschiebungsvektoren uk den euklidischen Abstand
√
j ha-
ben (mit Vielfachheit geza¨hlt). Λ heißt distanzinvariant, falls fu¨r alle ν ∈ [M ]
die Folgen (d
(ν)
j )j∈J mit d
(ν)
j =
1
M
|{(k, x) ∈ [M ] × L | N(uk1 − uν + x) = j}|
u¨bereinstimmen.
Zur Verdeutlichung dieses Sachverhaltes wird noch eine andere Sichtweise an-
gegeben, auf die im Abschnitt 2.3 noch einmal eingegangen wird.
Zu einer periodischen Punktmenge Λ = ∪Mj=1(uj + L) betrachte die Menge
St(Λ) := {uk1 − uk2 + x | (k1, k2, x) ∈ [M ]2 × L} =
⋃
x∈L
(x+ st) ,
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wobei der Stern st durch st := {uk1 − uk2 | k ∈ [M ]2} gegeben ist. Man erha¨lt
also die Menge St(Λ), indem man an jeden Gitterpunkt den Vektorstern st klebt.
Ordnet man den Elementen y ∈ St(Λ) Gewichte
ηy :=
1
M
|{(k1, k2, x) ∈ [M ]2 × L | uk1 − uk2 + x = y}|
zu, so ist die Distanzverteilung von Λ durch die Abstandsverteilung von St(Λ)
bezu¨glich 0 unter Beru¨cksichtigung der Gewichte ηy gegeben, d.h. fu¨r alle j ∈ J
gilt
dj =
∑
y∈St(Λ)
N(y)=j
ηy .
Zur Veranschaulichung betrachte man folgendes Beispiel:
b b b
b b b
b b b
r r r
r r r
r r r
r r r
r r r
r r r
u1 = 0
u2
u3
;
b b b
b b b
b b b
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
r r r
Λ = L ∪ (u2 + L) ∪ (u3 + L) St(Λ)
0
u2
u3
In diesem Bild werden die Punkte des Gitters L durch Kreise dargestellt und die
Punkte der Translate des Gitters durch die schwarzen Punkte. Im rechten Teil
des Bildes sind die Gitterpunkte mit 1 und die u¨brigen Punkte mit je 1/3 zu
gewichten.
2.2 Modulformen
In diesem Abschnitt werden Schreibweisen und grundlegende Sachverhalte u¨ber
Modulformen bereitgestellt, die in spa¨teren Abschnitten beno¨tigt werden. Als
Referenz sei auf [Frei83] und [Frei91] verwiesen. Die Notation aus diesen Quellen
wird hier u¨bernommen.
Fu¨r n × n-Matrizen A und n × k-Matrizen G sei A[G] := GTAG, wobei GT
die transponierte Matrix von G bezeichnet. 2g × 2g-Matrizen
M =
(
A B
C D
)
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werden in Blo¨cke A,B,C,D zerlegt, wobei jeder Block eine g× g-Matrix ist. Die
Matrix E bezeichnet in dieser Arbeit immer die Einheitsmatrix, und es wird aus
dem Zusammenhang klar werden, wieviele Zeilen die Matrix jeweils besitzt. Setze
I :=
(
0 E
−E 0
)
,
dann ist die symplektische Gruppe Spg(R) definiert durch
Spg(R) := {M ∈ GL2g(R) | I[M ] = I} .
Eine Matrix M ∈ Spg(R) mit Blo¨cken A,B,C,D erfu¨llt die symplektischen Re-
lationen
ATD − CTB = E, ATC = CTA, BTD = DTB .
Die Inverse einer Matrix M ∈ Spg(R) in Blockgestalt ist durch
M−1 =
(
DT −BT
−CT AT
)
gegeben. Eine Matrix M ∈ Spg(R) heißt projektiv rational, falls ein t ∈ R\{0}
existiert, s.d. tM rational ist.
Die symplektische Gruppe Spg(R) operiert auf der Siegelschen Halbebene
Hg := {Z = ZT ∈ Cg×g | Im(Z) > 0} durch
Spg(R)×Hg −→ Hg
(M,Z) 7→ M〈Z〉 := (AZ +B)(CZ +D)−1 .
Die Siegelsche Modulgruppe Spg(Z) := Spg(R)∩GL2g(Z) ist eine diskrete Unter-
gruppe von Spg(R) und operiert daher eigentlich diskontinuierlich auf Hg, siehe
[Frei83]. Zu l ∈ N sei wie u¨blich
Γg,0(l) := {M ∈ Spg(Z) | C ≡ 0 mod l}
Γg,1(l) := {M ∈ Γg,0(l) | A,D ≡ E mod l}
Γg(l) := {M ∈ Spg(Z) |M ≡ E mod l} .
Die Gruppe Γg(l) heißt Hauptkongruenzgruppe der Stufe l, und es gilt Γg(l) ⊂
Γg,1(l) ⊂ Γg,0(l). Eine Modulgruppe Γ ⊂ Spg(R) heißt Kongruenzgruppe , falls es
eine natu¨rliche Zahl l mit Γg(l) ⊂ Γ gibt. Die Sequenz
1 −→ Γg(l) id−→ Spg(Z) mod l−→ Spg(Z/lZ) −→ 1
ist exakt. Insbesondere hat Γg(l) endlichen Index in Spg(Z). Damit hat auch jede
Kongruenzgruppe Γ ⊂ Spg(Z) endlichen Index in Spg(Z). Fu¨r die Menge
Γ
(2)
g,1(l) := {M ∈ Γg,1(l) | B ≡ 0 mod 2}
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gilt Γg(l) ⊂ Γ(2)g,1(l) fu¨r gerades l, und fu¨r ungerades l gilt Γg(2l) ⊂ Γ(2)g,1(l). Es ist
leicht zu verifizieren, daß Γ
(2)
g,1(l) fu¨r beliebiges l ∈ N eine Untergruppe von Γg,1(l)
ist. Die im na¨chsten Abschnitt definierten Average-Thetareihen sind Modulfor-
men zur Γ
(2)
g,1(l) fu¨r geeignetes l, wenn die Differenzen der Vektoren der zugrunde
liegenden periodischen Punktmenge ganzzahlige Norm haben, siehe Korollar 2.24.
Im folgenden wird der Begriff des Multiplikatorsystems eingefu¨hrt, vgl. [Frei91].
Zu M ∈ Spg(R) besitzt die Abbildung Z 7→ det(CZ +D) eine holomorphe Wur-
zel h(Z), die bis auf das Vorzeichen eindeutig bestimmt ist. Fu¨r alle nachfol-
genden Betrachtungen sei jetzt eine dieser Wurzeln fest gewa¨hlt. Diese wird mit√
det(CZ +D) bezeichnet. Setze
Jk(M,Z) := (det(CZ +D))
k, 2k ∈ Z.
Zu jedem k ∈ 1
2
Z existiert eine Abbildung wk : Spg(R)× Spg(R) −→ {±1} mit
Jk(MN,Z) = wk(M,N) · Jk(M,N〈Z〉) · Jk(N,Z)
und es gilt wk ≡ 1 genau dann, wenn k ∈ Z ist, [Frei91].
Definition 2.1 Sei Γ ⊂ Spg(R) eine Kongruenzgruppe. Eine Abbildung
χ : Γ −→ C∗ = C\{0} heißt Multiplikatorsystem vom Gewicht k (2k ∈ Z) genau
dann, wenn die Bedingungen
1. χ(MN) = wk(M,N) · χ(M) · χ(N) fu¨r alle M,N ∈ Γ.
2. χ(−E) · det(0 · Z − E)k = 1, falls −E ∈ Γ.
erfu¨llt sind.
Ein Multiplikatorsystem von ganzzahligem Gewicht ist ein Charakter auf Γ.
Wie in [Frei91] werden auch hier nur Multiplikatorsysteme χ betrachtet, die auf
einer geeigneten Kongruenzunterguppe Γ0 von Γ mit einer Potenz des Theta-
Multiplikatorsystems χϑ u¨bereinstimmen, d.h. es soll
χ|Γ0 = χϑ|rΓ0
fu¨r ein geeignetes r ∈ N0 gelten. Die Existenz dieses Multiplikator-Systems ist
durch das nachfolgende Lemma gegeben:
Lemma 2.2 (Propositionen 5.1 und 5.5, Seite 21f in [Frei91])
Die Thetareihe ϑ(Z) =
∑
g∈Zn exp(piiZ[g]), Z ∈ Hn, ist eine Modulform vom
Gewicht 1
2
bezu¨glich der Thetagruppe
Γn,ϑ :=
{
M =
(
A B
C D
)
∈ Spg(Z)
∣∣∣∣ABT und CDThaben gerade Diagonaleintra¨ge}
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und bezu¨glich eines bestimmten Multiplikatorsystems χϑ (dem sogenannten Theta-
Multiplikatorsystem), d.h. es gilt
ϑ(M〈Z〉) = χϑ(M)
√
det(CZ +D) · ϑ(Z)
fu¨r alle M ∈ Γn,ϑ. Fu¨r jedes solche M ist χϑ(M) eine achte Einheitswurzel.
Wie in [Frei91], Kapiel II, Abschnitt 7, gezeigt wird, stimmt χϑ fu¨r gerade Gitter
der Stufe l und Gram-Matrix S mit dem in dieser Arbeit in Satz 2.22 definierten
Multiplikator u¨berein (siehe dazu auch [AnMa75]).
Fu¨r Matrizen M ∈ Spg(R) und Funktionen f : Hg −→ C definiere den Slash-
Operator durch
f |k M := det(CZ +D)−k · f(M〈Z〉) , 2k ∈ Z.
Es gilt f |k(MN) = wk(M,N) · (f |kM) |kN .
Definition 2.3 Sei f : Hg −→ C eine holomorphe Funktion, Γ ⊂ Spg(R) eine
Kongruenzgruppe und χ : Γ −→ C∗ ein Multiplikatorsystem. f heißt Modulform
vom Gewicht k ∈ Z zu Γ und zum Multiplikator χ, falls gilt:
1. f |k M = χ(M) · f fu¨r alle M ∈ Γ
2. f |k N ist fu¨r alle projektiv rationalen Matrizen N ∈ Spg(R) in Bereichen
der Art {Z = X + iY ∈ Hg | Y ≥ Y0 > 0} beschra¨nkt.
Dabei genu¨gt es in der zweiten Bedingung, wenn N ein Vertretersystem der
Nebenklassen ΓN , N ∈ Spg(Z), durchla¨uft (siehe [Frei83]). Falls g > 1 ist,
folgt 2. schon aus 1. und der Holomorphie von f nach dem Koecherprinzip,
[Frei83]. Die Bedingung 2. ist a¨quivalent dazu, daß fu¨r die zu betrachtenden
projektiv rationalen Matrizen N ∈ Spg(R) in der Fourierentwicklung f |kN(Z) =∑
T=TT aT e
piiσ(TZ) fu¨r die Koeffizienten die Implikation aT 6= 0 ⇒ T ≥ 0 gilt,
siehe [Frei83]. In dieser Notation bezeichnet σ(TZ) die Spur der Matrix TZ.
Zu einer Kongruenzgruppe Γ ⊂ Spg(R) definiere
Γ|Φ :=
{
M =
(
A B
C D
)
∈ Spg−1(R)
∣∣∣∣ M˜ = ( A˜ B˜C˜ D˜
)
∈ Γ
}
,
wobei A˜ :=
(
A 0
0 1
)
, B˜ :=
(
0 B
0 0
)
, C˜ :=
(
0 0
C 0
)
, D˜ :=
(
1 0
0 D
)
gesetzt sind. Γ|Φ ist dann ebenfalls eine Kongruenzgruppe. In der Notation von
[Frei83], [Frei91] bezeichne den C-Vektorraum der Modulformen vom Gewicht k
zu Γ und zum Multiplikator χ mit [Γ, k, χ]. Falls χ(M) = 1 fu¨r alle M ∈ Γ gilt,
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la¨ßt man die Angabe des Multiplikators weg und schreibt einfach [Γ, k]. Zu festem
Γ, k, χ ist der Raum [Γ, k, χ] endlich dimensional, insbesondere ist eine Modul-
form f ∈ [Γ, k, χ] durch endlich viele Fourierkoeffizienten bestimmt. Nach obiger
Voraussetzung existiert na¨mlich eine Hauptkongruenzgruppe Γ0 ⊂ Γ, fu¨r die χ|Γ0
Werte in den 8-ten Einheitswurzeln annimmt. Sei B eine Basis von [Γ0, k, χ] und
f0 ∈ B. dann ist f 70 · B ⊂ [Γ0, 8k, χ8] = [Γ0, 8k] und nach [Frei83] ist [Γ0, 8k]
endlich dimensional (siehe dort Theorem 6.11. in Kapitel 2).
Der Siegelsche Φ-Operator
(f |Φ)(Z) := lim
t→∞
f
((
Z 0
0 it
))
liefert eine C-lineare Abbildung
[Γ, k, χ] −→ [Γ|Φ, k, χ˜]
f 7→ f |Φ
wobei χ˜ durch χ˜(M) ·(det(CZ+D))k = χ(M˜) ·
(
det
(
C˜
(
Z 0
0 i
)
+ D˜
))k
definiert
ist, siehe [Frei91]. Da f(Z) =
∑
T=TT≥0 aT e
piiσ(TZ) ∈ [Γ, k, χ] in Bereichen der Art
Y ≥ Y0 > 0 gleichma¨ßig konvergiert, kann man den Φ-Operator gliedweise auf
die Reihe anwenden.
Definition 2.4 Sei f ∈ [Γ, k, χ]. f heißt Spitzenform, falls (f |kN)|Φ = 0 fu¨r alle
projektiv rationalen Matrizen N ∈ Spg(R) gilt.
Auch hier reicht es wieder, ein Vertretersystem der Linksnebenklassen ΓN , N ∈
Spg(Z) zu betrachten. Der C-Vektorraum der Spitzenformen wird mit [Γ, k, χ]0
(bzw. [Γ, k]0) bezeichnet. Eine Modulform f ist genau dann eine Spitzenform,
wenn fu¨r alle projektiv rationalen Matrizen N fu¨r die Koeffizienten in der Ent-
wicklung f |kN(Z) =
∑
T=TT≥0 aT e
piiσ(TZ) die Aussage aT 6= 0 ⇒ T > 0 gilt
(Beweis analog [Frei83]).
Satz 2.5 Sei Γ eine Kongruenzgruppe, χ : Γ −→ C∗ ein Multiplikatorsystem
und N ∈ Spg(R) eine projektiv rationale Matrix. Dann ist auch N−1ΓN eine
Kongruenzgruppe und die Abbildung
[Γ, k, χ] −→ [N−1ΓN, k, χN ]
f 7→ f |k N
ist ein Isomorphismus. Dabei ist χN(N−1MN) := χ(M)·wk(M,N)wk(N,N−1MN)
fu¨r M ∈ Γ gesetzt.
Zum Beweis siehe [Frei83] und [Frei91]. Die Aussage des Satzes bleibt natu¨rlich
gu¨ltig, wenn man die Matrix N ∈ Spg(R) durch ein Vielfaches tN mit t ∈ R\{0}
ersetzt.
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Beispiel 2.6 Sei L ⊂ Rn ein Gitter und S eine Gram-Matrix von L. Dann ist
die Thetareihe vom Grad g zu L durch
ϑ
(g)
L (Z) :=
∑
G∈Zn×g
epiiσ(S[G]·Z) , Z ∈ Hg,
gegeben. ϑ
(g)
L ist eine holomorphe Funktion auf Hg. Wenn L ein gerades Gitter
ist und l die Stufe von L bezeichnet (d.h. l ist die kleinste natu¨rliche Zahl, fu¨r
die lS−1 eine gerade Matrix ist), so ist ϑ(g)L eine Modulform vom Gewicht n/2 zur
Gruppe Γg,0(l) und einem geeigneten Multiplikator χ, siehe [AnMa75], [Frei83],
[Frei91] bzw. Satz 2.22 in dieser Arbeit. Skaliert man nun das Gitter mit 1√
2
, (d.h.
man multipliziert die Punktmenge mit diesem Faktor), so erha¨lt man ein Gitter
L˜ := 1√
2
L. Es gilt ϑ
(g)
L˜
(Z) = ϑ
(g)
L (Z/2). Mit N :=
(
0 1√
2√
2 0
)
gilt nach obigem
Satz ϑ
(g)
L˜
∈ [N−1ΓN, k, χN ].
Zerlegt man in der Fourier-Entwicklung einer Siegelschen Modulform f(Z) =∑
T=TT≥0 aT e
piiσ(TZ) vom Gewicht k die Matrizen Z ∈ Hg und T in Blo¨cke
Z =
(
Z1 Z2
Z2 Z3
)
, T =
(
T1 T2
T2 T3
)
,
wobei Z3 und T3 m×m-Matrizen sind (m < g), so la¨ßt sich f in der Form
f(Z) =
∑
T3=TT3 ≥0
ϕT3(Z1, Z2)e
piiσ(T3Z3)
schreiben. Diese Zerlegung der Reihe heißt Fourier-Jacobi-Zerlegung von f . Die
Koeffizienten ϕT3 sind dann Jacobi-Formen vom Gewicht k und Index T3 zu einer
geeigneten Gruppe, siehe [Frei83], [Zie89], [EiZa85]. In dieser Arbeit wird nur
der Fall der Modulformen vom Grad 2, ganzzahligem Gewicht k und trivialem
Multiplikator beno¨tigt.
Sei daher f eine Siegelsche Modulform mit diesen Eigenschaften. Schreibe
Z =
(
z1 z2
z2 z3
) ∈ H2 und T = ( t1 t2t2 t3 ). Desweiteren gelte f(Z + S) = f(Z)
fu¨r alle Matrizen S ∈ Z2×2. Diese Bedingung garantiert, daß die Koeffizienten
ϕt3 : H× C −→ C eine Reihenentwicklung der Form
ϕt3(z1, z2) =
∑
n≥0
∑
r∈Z
r2≤4nm
c(n, r)q2nζ2r
mit q = epiiz1 , ζ = epiiz2 besitzen.
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Die folgenden Definitionen wurden aus [EiZa85] u¨bernommen. Fu¨r
(
a b
c d
) ∈
SL2(Z), (λ, µ) ∈ Z2 und Funktionen ϕ : H× C −→ C setze(
ϕ|k,m
(
a b
c d
))
(z1, z2) : = (cz1 + d)
−k · e2piim
−cz22
cz1+d · ϕ
(
az1 + b
cz1 + d
,
z2
cz1 + d
)
und (ϕ|m(λ, µ))(z1, z2) : = e2piim(λ2+2λz2) · ϕ(z1, z2 + λz1 + µ) .
Mit diesen Bezeichnungen rechnet man leicht
(ϕ|k,mM1)|k,mM2 = ϕ|k,m(M1 ·M2)
(ϕ|mx)|my = ϕ|m(x+ y)
(ϕ|k,mM)|m(x ·M) = (ϕ|mx)|k,mM
fu¨r x, y ∈ Z2 und M,M1,M2 ∈ SL2(Z) nach. Es folgt, daß
ϕ|k,m(M,x) := (ϕ|k,mM)|mx
eine Operation von SL2(Z)nZ2 auf der Menge der Funktionen ϕ : H×C −→ C
definiert.
Definition 2.7 Sei ϕ : H× C −→ C holomorph, Γ ⊂ SL2(Z) eine Untergruppe
von endlichem Index und K ⊂ Z2 ein Gitter, auf dem Γ durch (M,x) 7→ x ·M
operiert. ϕ heißt Jacobiform vom Gewicht k und Index m zu Γ n K, falls die
folgenden Begingungen erfu¨llt sind:
1. ϕ|k,mM = ϕ fu¨r alle M ∈ Γ
2. ϕ|mx = ϕ fu¨r alle x ∈ K
3. Fu¨r jedes M ∈ SL2(Z) hat ϕ|k,mM eine Fourier-Entwicklung der Form∑
n≥0
∑
r∈Z
r2≤4nm
c(n, r)q2nζ2r (q = epiiz1 , ζ = epiiz2).
Der C-Vektorraum der Jacobiformen vom Gewicht k und Index m zu ΓnK wird
mit Jk,m(ΓnK) bezeichnet.
Satz 2.8 (vgl. Theorem 6.1. in [EiZa85]) Sei f eine Siegelsche Modulform vom
Grad 2 und Gewicht k zu einer Untergruppe Γ ⊂ Sp2(Z) von endlichem Index.
Es gelte f(Z + S) = f(Z) fu¨r alle S ∈ Z2×2. Schreibt man f in der Form
f(Z) =
∑
m≥0
ϕm(z1, z2) · e2piimz3 ,
so sind die Koeffizienten ϕm(z1, z2) Jacobiformen vom Gewicht k und Index m.
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2.3 Average-Thetareihen zu periodischen Punktmengen
Sei Λ = ∪Mj=1(uj + L) eine periodische Punktmenge, d.h. L ⊂ Rn ist ein Gitter
vom Rang n und fu¨r die Verschiebungsvektoren u1, . . . , uM ∈ Rn gilt uj + L 6=
uk+L fu¨r j 6= k. In [OdSlo80] wird die Average-Thetareihe zu einer periodischen
Punktmenge Λ definiert,
ΘΛ(z) :=
1
M
M∑
k=1
M∑
l=1
∑
x∈L
qN(x+uk−ul),
wobei q := epiiz gesetzt ist und N(v) wieder die Quadratla¨nge von v ∈ Rn be-
zeichnet. ΘΛ(z) ist eine erzeugende Funktion fu¨r die Distanzverteilung von Λ. Es
gilt
ΘΛ(z) = ϑL(z) +
2
M
·
∑
k<l
∑
x∈L
qN(x+uk−ul) ,
und fu¨r M = 1 (d.h. Λ ist ein Gitter) erha¨lt man ΘΛ(z) = ϑL(z). Falls die
periodische Punktmenge Λ distanzinvariant ist und 0 entha¨lt, dann ist ϑ
(1)
Λ =∑
x∈Λ q
N(x) = ΘΛ. In der Notation von Abschnitt 2.1 gilt ΘΛ =
∑
y∈St(Λ) ηyq
N(y).
Man kann die Reihe ΘΛ also als eine gewo¨hnliche Thetareihe zur periodischen
Punktmenge St(Λ) auffassen; allerdings hat man dabei noch die Gewichte ηy zu
beru¨cksichtigen.
Proposition 2.9 In der q−Entwicklung der Reihe ΘΛ(z) =
∑
j∈J ajq
j, J :=
{N(uk1 − uk2 + x) | (k1, k2, x) ∈ [M ]2 × L}, ist der Koeffizient aj0 mit j0 :=
min{j ∈ J | j 6= 0} eine untere Schranke an die Kußzahl der durch Λ definierten
Kugelpackung.
Beweis: Es ist
ΘΛ(z) =
1
M
∑
k∈[M ]2
ϑuk1−uk2+L(z) =
1
M
∑
k2∈[M ]
ϑΛ−uk2 (z) .
In dieser Notation bezeichnen ϑuk1−uk2+L die Thetareihe zur Nebenklasse uk1 −
uk2 + L und ϑΛ−uk2 die Thetareihe zu der um −uk2 verschobenen Punktmenge
Λ, d.h. es gilt ϑuk1−uk2+L =
∑
x∈uk1−uk2+L q
N(x) (fu¨r ϑΛ−uk2 analog). Fu¨r jedes
k2 ∈ [M ] stimmen die Kußzahlen τ und τk2 der von Λ bzw. Λ − uk2 definierten
Kugelpackungen u¨berein. Mit Jk2 := {N(y−uk2) | y ∈ Λ} und j0(k2) := min{j ∈
Jk2 | j 6= 0} folgt fu¨r den Koeffizienten b(k2; j0(k2)) in der Entwicklung
ϑΛ−uk2 (z) =
∑
j∈Jk2
b(k2; j)e
piijz ,
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daß im Fall j0 = j0(k2) die Abscha¨tzung b(k2; j0(k2)) ≤ τ gilt. Wegen j0 ≤ j0(k2)
fu¨r alle k2 ∈ [M ] folgt
aj0 =
1
M
∑
k2∈[M ]
b(k2; j0) ≤ 1
M
∑
k2∈[M ]
τk2 = τ . 
Falls Λ selbst schon ein Gitter mit Kußzahl τ ist, dann folgt aj0 = τ . Das folgende
Beispiel zeigt, daß es auch Fa¨lle gibt, in denen aj0 echt kleiner als die Kußzahl
der Packung ist.
Beispiel 2.10 Betrachte Λ := ∪4j=1(uj + L) mit L := 4Z2 ⊂ R2 und u1 :=
0, u2 := (1, 0), u3 := (1/2,−
√
3/2) und u4 := (1, 1) .
b r
r
ru1 = 0 u2
u4
u3

ﬀ

ﬀ
ﬀ

ﬀ b r
r
r
ﬀ

ﬀ
ﬀ

ﬀ
b r
r
r
ﬀ

ﬀ
ﬀ

ﬀ b r
r
r
ﬀ

ﬀ
ﬀ

ﬀ
Die Kußzahl der durch Λ definierten Kugelpackung ist τ = 3 und es gilt
ΘΛ(z) = 1 + 2q
1 +
1
2
q
√
2 +
1
2
q
√
2+
√
3 + . . . .
In [OdSlo80] wird die folgende Transformationsformel fu¨r die Reihen ΘΛ be-
wiesen, die ein Analogon zur Thetatransformationsformel von Thetareihen zu
Gittern darstellt:
√
detL
M
(
i
z
)n/2
·ΘΛ(−1/z) = 1
M2
∑
y∈L∗
|By|2qN(y)
Dabei ist By :=
∑M
k=1 e
2pii(y,uk) gesetzt.
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Das kann man nun auf Reihen von ho¨herem Grad g ≥ 1 verallgemeinern: Ana-
log zu Thetareihen (zu Gittern) ho¨heren Grades, kann man die Grad g Average-
Thetareihe einer periodischen Punktmenge Λ definieren und eine Transformati-
onsformel fu¨r diese Reihen beweisen.
Definition 2.11 Sei Λ = ∪Mj=1(uj +L) eine periodische Punktmenge und g ∈ N.
Zu k := (k1, . . . , k2g) ∈ [M ]2g und X˜g := (x1, . . . , xg) ∈ Lg definiere
A(g, k; X˜g) :=
(
(xj + uk2j−1 − uk2j , xl + uk2l−1 − uk2l)
)g
j,l=1
=
 (x1 + uk1 − uk2 , x1 + uk1 − uk2) (x1 + uk1 − uk2 , x2 + uk3 − uk4) . . .(x2 + uk3 − uk4 , x1 + uk1 − uk2) (x2 + uk3 − uk4 , x2 + uk3 − uk4) . . .
...
...
. . .
 .
Die Reihe
Θ
(g)
Λ (Z) :=
1
M g
∑
k∈[M ]2g
∑
X˜g=(x1,...,xg)∈Lg
epiiσ(A(g,k;X˜g)·Z)
heißt Average-Thetareihe zu Λ vom Grad g.
Fu¨r g = 1 stimmt Θ
(1)
Λ (z) mit der in [OdSlo80] definierten Reihe ΘΛ u¨berein.
Daher wird oft im folgenden bei der Schreibweise der Index (1) weggelassen.
Bemerkung 2.12 Fu¨r jedes g ∈ N konvergiert die Reihe Θ(g)Λ (Z) auf Bereichen
der Art D(Y0) = {Z = ZT ∈ Hg | Im(Z) ≥ Y0 > 0}, Y0 = Y T0 > 0, Y0 ∈ Rg×g,
absolut und lokal gleichma¨ßig. Insbesondere ist Θ
(g)
Λ : Hg −→ C eine holomorphe
Funktion.
Beweis:
Der Beweis verla¨uft vo¨llig analog zum Beweis fu¨r Thetareihen zu Gittern, vgl.
[Frei83]. Die Behauptung folgt auch aus der Darstellung u¨ber die Thetareihen
ϑ
(g)
A,B(S, Z), siehe unten. 
Bemerkung 2.13 Die Reihen Θ
(g)
Λ sind invariant unter Translation der periodi-
schen Punktmenge, d.h. fu¨r alle u ∈ Rn gilt
Θ
(g)
Λ = Θ
(g)
u+Λ .
Die Reihen Θ
(g)
Λ sind unabha¨ngig von der Wahl der Darstellung von Λ, d.h.:
Sind L,L′ ⊂ Rn Gitter, u1, . . . , uM , u′1, . . . , u′N ∈ Rn, Λ = ∪Mj=1(uj + L), Λ′ =
∪Nj=1(u′j + L′) disjunkte Vereinigungen mit Λ = Λ′, dann gilt fu¨r alle g ∈ N
Θ
(g)
Λ = Θ
(g)
Λ′ .
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Beweis:
Die erste Behauptung ist klar. Beweis der zweiten Behauptung (Skizze): Es gilt
[L′ : L ∩ L′], [L : L ∩ L′] < ∞. Man kann sich auf den Fall L′ ⊂ L beschra¨nken
(ansonsten Λ und Λ′ bezu¨glich L∩L′ darstellen und die Unabha¨ngigkeit der Rei-
he Θ
(g)
Λ bezu¨glich der Wahl der Repra¨sentanten der Nebenklassen wj + (L ∩ L′)
ausnutzen). L ist dann eine Vereinigung von Nebenklassen von L′. Da die Reihe
Θ
(g)
Λ unabha¨ngig von der Wahl der Repra¨sentanten der Nebenklassen ist, folgt die
Behauptung. 
Wie im Beweis der vorigen Bemerkung angedeutet, gilt fu¨r die Darstellung
einer periodischen Punktmenge Λ = ∪Mj=1(uj + L) bezu¨glich eines Untergitters
L′ ⊂ L vom Index N und den Vektoren v1, . . . , vN ∈ Rn, die ein Vertretersystem
der Nebenklassen von L′ in L bilden,
Λ =
M⋃
j=1
N⋃
k=1
((uj + vk) + L
′) .
Dies ist wieder eine disjunkte Vereinigung. Ist nun L ein Gitter mit 2L ⊂ L∗ und
gilt weiterhin 2uj ∈ L∗ fu¨r alle j ∈ [M ], so kann man durch die Wahl L′ := 2L
erreichen, daß Λ = ∪Mj=1 ∪2nk=1 ((uj + vk) + L′)) die folgenden Eigenschaften hat:
1. L′ ⊂ (L′)∗
2. u1, . . . , uM ∈ 12L∗ = (L′)∗
3. v1, . . . , v2n ∈ L ⊂ L∗ ⊂ (L′)∗
Es folgt also:
Bemerkung 2.14 Ist Λ = ∪Mj=1(uj+L) eine periodische Punktmenge mitN(uj−
ul + L) ⊂ Z fu¨r alle j, l ∈ [M ], so existiert eine Darstellung Λ = ∪Nj=1(wj + L′),
wobei L′ ein gerades Gitter ist und die Verschiebungsvektoren w1, . . . , wN im
dualen Gitter von L′ liegen.
Diese Bemerkung gestattet es, die Reihen Θ
(g)
Λ fu¨r solche periodischen Punktmen-
gen Λ als Modulformen zu geeigneten Gruppen aufzufassen, siehe Abschnitt 2.4.
Zuna¨chst soll aber eine analoge Transformationsformel wie in [OdSlo80] fu¨r die
ho¨heren Reihen Θ
(g)
Λ bewiesen werden.
Sei dazu S = ST ∈ Rn×n eine positiv definite Matrix, n, g ∈ N, und seien
A,B ∈ Cn×g. Dann konvergieren die Reihen
ϑ
(g)
A,B(S, Z) :=
∑
G∈Zn×g
epiiσ(S[G+
1
2
A]·Z+BTG)
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absolut und lokal gleichma¨ßig auf der Siegelschen Halbebene Hg, siehe [Frei83].
Im folgenden werden die Reihen Θ
(g)
Λ durch Reihen der Form ϑ
(g)
A,B(S, Z) darge-
stellt:
Um eine einigermaßen unkomplizierte Darstellung zu erhalten, ist erst ein wenig
Notation no¨tig. Es bezeichne wieder Λ = ∪Mj=1(uj + L) ⊂ Rn eine periodische
Punktmenge, Ω eine Erzeugermatrix von L und S := Gram(L) = Ω · ΩT die
Gram-Matrix von L bezu¨glich Ω. Zu beliebigen x1, . . . , xg ∈ L existieren h1 :=
h1(x1), . . . , hg := hg(xg) ∈ Zn mit xj = ΩT · hj fu¨r alle j ∈ [g]. Zu X˜g :=
(x1, . . . , xg) setze GX˜g := (h1, . . . , hg) und zu k ∈ [M ]2g definiere
C(k) := (c1(k), . . . , cg(k)) ∈ Rn×g mit cj(k) := uk2j−1 − uk2j
und C˜(k) := (ΩT )−1 · C(k).
Behauptung 2.15 Es gilt A(g, k; X˜g) = S[GX˜g + C˜(k)].
Beweis:
Seien i, j ∈ [g] fest. Setze cv := cv(k) und c˜v := c˜v(k). Mit diesen Bezeichnungen
gilt
A(g, k; X˜g)ij = (xi + uk2i−1 − uk2i , xj + uk2j−1 − uk2j)
= (ΩThi + ci,Ω
Thj + cj)
= cTi Ω
Thj + c
T
i cj + h
T
i ΩΩ
Thj + h
T
i Ωcj
= c˜Ti Shj + c˜
T
i Sc˜j + h
T
i Shj + h
T
i Sc˜j
= (S[GX˜g + C˜(k)])ij

Man erha¨lt fu¨r die Darstellung von Θ
(g)
Λ durch die Reihen der Form ϑ
(g)
A,B:
Lemma 2.16 Es gilt
Θ
(g)
Λ (Z) =
1
M g
∑
k∈[M ]2g
ϑ
(g)
2C˜(k),0
(S, Z) .
Beweis: Die Abbildung X˜g : Zn×g −→ Lg, G 7→ X˜g(G) := ΩT ·G ist bijektiv. Es
folgt
1
M g
∑
k∈[M ]2g
ϑ
(g)
2C˜(k),0
(S, Z) =
1
M g
∑
k∈[M ]2g
∑
G∈Zn×g
epiiσ(S[G+C˜(k)]Z)
=
1
M g
∑
k∈[M ]2g
∑
X˜g∈Lg
epiiσ(A(g,k;X˜g)Z) = Θ
(g)
Λ (Z) . 
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Eine Verallgemeinerung der Transformationsformel aus [OdSlo80] auf die Average-
Thetareihen vom Grad g stellt der folgende Satz dar.
Satz 2.17 (Transformationsformel fu¨r die Reihen Θ
(g)
Λ )
Fu¨r die Reihen Θ
(g)
Λ gilt
(detS)g/2
M g
(det(Z/i))−n/2 ·Θ(g)Λ (−Z−1) =
1
M2g
∑
Y˜g∈(L∗)g
(
g∏
j=1
|Byj |2
)
epiiσ(A(g;Y˜g)Z) .
Dabei ist Y˜g = (y1, . . . , yg), yj ∈ L∗, und A(g; Y˜g) := ((yj, yl))gj,l=1 bezeichnet die
Gram-Matrix von y1, . . . , yg.
Beweis:
Setzt man A = 2C˜(k) und B = 0 in die Transformationsformel
ϑA,B(S
−1,−Z−1) = e− 12piiσ(AT ·B)(detS)n/2 (det(Z/i))m/2 ϑB,−A(S, Z)
fu¨r die Reihen ϑ
(g)
A,B(S, Z) (siehe [Frei83]) ein, so erha¨lt man mit Lemma 2.16
Θ
(g)
Λ (−Z−1) =
1
M g
∑
k∈[M ]2g
ϑ
(g)
2C˜(k),0
(S,−Z−1)
=
1
M g
(det(S−1))g/2 det(Z/i)n/2
∑
k∈[M ]2g
ϑ
(g)
0,−2C˜(k)(S
−1, Z)
Es folgt
(detS)g/2
M g
(det(Z/i))−n/2 ·Θ(g)Λ (−Z−1)
=
1
M2g
∑
k∈[M ]2g
ϑ
(g)
0,−2C˜(k)(S
−1, Z)
=
1
M2g
∑
k∈[M ]2g
∑
G∈Zn×g
epiiσ(S
−1[G]Z−2C˜(k)T ·G)
=
1
M2g
∑
G∈Zn×g
epiiσ(S
−1[G]Z) ·
∑
k∈[M ]2g
e−2piiσ(C˜(k)·G)
=
1
M2g
∑
Y˜g∈(L∗)g
epiiσ(A(g;Y˜g)Z) ·
∑
k∈[M ]2g
e
−2piiσ(C˜(k)·GY˜g )
Bei der letzten Gleichung ist zu beachten, daß die Abbildung
κ : Zn×g −→ (L∗)g
G 7→ κ(G) := ((ΩT )−1)T ·G = Ω−1G
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eine Bijektion ist, und daß GY˜g := κ
−1(Y˜g) gesetzt ist.
Bleibt also noch fu¨r Y˜g = (y1, . . . , yg) ∈ (L∗)g zu zeigen:∑
k∈[M ]2g
e
−2piiσ(C˜(k)T ·GY˜g ) =
g∏
j=1
|Byj |2 .
Es gilt |By|2 = |
∑M
j=1 e
2piiyTuj |2 =∑k∈[M ]2 e−2piiyT (uk1−uk2 ), und damit
g∏
j=1
|Byj |2 =
g∏
j=1
∑
κ∈[M ]2
e−2pii(uκ1−uκ2 )
T yj
=
∑
k∈[M ]2g
e−2pii((uk1−uk2 )
T y1+...+(uk2g−1−uk2g )T yg)
=
∑
k∈[M ]2g
e−2piiσ(C(k)
T Y˜g) =
∑
k∈[M ]2g
e
−2piiσ(C˜(k)T ·GY˜g ) .
Die letzte Umformung gilt wegen C˜(k)T · GY˜g = C(k)T · Y˜g. Damit ist der Satz
bewiesen. 
Weitere Eigenschaften der Reihen Θ
(g)
Λ sind in der nachfolgenden Bemerkung
zusammengefaßt. Die erste dieser Eigenschaften sichert, daß die Reihen Θ
(g)
Λ
Modulformen zu den in Korollar 2.24 angegebenen Gruppen sind, sofern die q-
Entwicklung von Θ
(1)
Λ ganzzahlige Exponenten hat.
Bemerkung 2.18
1. Wenn die Reihe Θ
(1)
Λ ganzzahlige Exponenten in der q-Entwicklung hat,
dann gilt 2L ⊂ L∗, N(uk1 − uk2) ∈ Z und 2(uk1 − uk2) ∈ L∗ fu¨r alle
k ∈ [M ]2.
2. Sei Z ∈ Hm und W ∈ Hg−m. Dann gilt
Θ
(g)
Λ
((
Z 0
0 W
))
= Θ
(m)
Λ (Z) ·Θ(g−m)Λ (W ) .
3. Fu¨r Z ∈ Hg−1 ist Θ(g)Λ |Φ(Z) = Θ(g−1)Λ (Z).
4. Sei P eine g × g-Permutationsmatrix, d.h. P hat in jeder Zeile und jeder
Spalte genau einen von 0 verschiedenen Eintrag 1. Es bezeichne M die
Matrix mit Blo¨cken A = D = P , B = C = 0. Dann gilt Θ
(g)
Λ (M〈Z〉) =
Θ
(g)
Λ (Z).
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Beweis:
Zu 1.: Es gilt N(uk1 − uk2 + x) = N(uk1 − uk2) + N(x) + (2(uk1 − uk2), x) ∈ Z
fu¨r alle (k, x) ∈ [M ]2 × L. Dies ist a¨quivalent zu N(x), N(uk1 − uk2) ∈ Z und
2(uk1 − uk2) ∈ L∗ fu¨r alle (k, x) ∈ [M ]2 × L. N(L) ⊂ Z impliziert 2L ⊂ L∗.
Zeige 2.: Der Beweis ist der gleiche wie der zur analogen Aussage fu¨r Thetareihen
zu Gittern. Fu¨r k = (k1, k2) ∈ [M ]2s × [M ]2(g−s) und X˜s = (x1, . . . , xs) ∈ Ls,
˜˜Xg−s := (xs+1, . . . , xg) ∈ Lg−s, X˜g = (X˜s, ˜˜Xg−s) gilt
A(g, k; X˜g) ·
(
Z 0
0 W
)
=
(
A(s, k1; X˜s) · Z ∗
∗ A(g − s, k2; ˜˜Xg−s) ·W
)
,
woraus die Behauptung durch direktes Nachrechnen folgt.
Zeige 3.: Folgt direkt aus 2. und der Definition des Φ-Operators.
Zeige 4.: Sei P die Matrix einer Transposition, dann gilt P = P−1 = P T . Es folgt
σ(S[G] · PZP−1) = σ(P TGTSGPZ) = σ(S[G · P ]Z). 
Abschließend werden jetzt noch die Reihen Θ
(1)
Λ betrachtet, und es wird deren
Verhalten bezu¨glich der Vereinigung von periodischen Punktmengen untersucht.
Proposition 2.19 Seien Λ1 := ∪M1j=1(uj + L) und Λ2 := ∪M2j=M1−M3(uj + L) zwei
periodische Punktmengen mitM2 ≥M1. Setze Λ3 := Λ1∩Λ2 = ∪M1j=M1−M3(uj+L).
Durch Umnummerierung der Translate und geeignete Wahl von M3 kann dieses
fu¨r beliebige Λ1, Λ2 immer erreicht werden. Es gilt
M2 ·ΘΛ1∪Λ2 = M1 ·ΘΛ1 + (M2 −M1 +M3 + 1) ·ΘΛ2
−(M3 + 1) ·ΘΛ3 + 2
M1−M3−1∑
k=1
M2∑
j=M1+1
ϑuj−uk+L .
Beweis: Nachrechnen unter Beachtung von ϑuj−uk+L = ϑuk−uj+L und M ·ΘΛ =∑M
k,j=1 ϑuj−uk+L liefert die Behauptung. 
Proposition 2.20 Sei Λ = ∪Mj=1(uj +L) eine periodische Punktmenge. Bezeich-
ne mit Λ(k) := Λ\(uk + L) die an der Stelle k punktierte Punktmenge. Dann
gilt
(M − 1)
M∑
k=1
ΘΛ(k) =M(M − 2) ·ΘΛ +M · ϑL .
Ist Λ distanzinvariant, so stimmen die Reihen ΘΛ(k) alle u¨berein, und man erha¨lt
(M − 1) ·ΘΛ(M) = (M − 2) ·ΘΛ + ϑL .
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Beweis: Fu¨r die Average-Thetareihe zu Λ(k) gilt
(M−1)·ΘΛ(k) =
∑
j∈([M ]\{k})2
ϑuj1−uj2+L =M ·ΘΛ−
∑
j∈[M ]
ϑuj−uk+L−
∑
j∈[M ]
ϑuk−uj+L+ϑL.
Bildet man nun die Summe dieser Reihen u¨ber alle k = 1, . . . ,M , so folgt die
erste Gleichung.
Nun zur zweiten Behauptung: Setze gk :=
∑M
j=1 ϑuj−uk+L. Wenn Λ distanzinva-
riant ist, dann gilt gk = g1 fu¨r alle k ∈ [M ]. Es folgt
(M − 1) ·ΘΛ(k) =M ·ΘΛ − 2gk + ϑL ,
und fu¨r distanzinvariantes Λ ist die rechte Seite unabha¨ngig von k. Insbesondere
gilt gk = ΘΛ. 
Eine Anwendung von Proposition 2.20 wird fu¨r den distanzinvarianten Fall im
Anhang A auf Seite 96 angegeben.
Bemerkung 2.21 Die Propositionen 2.19 und 2.20 lassen sich in analoger Weise
fu¨r Codes und deren Distanzza¨hler formulieren.
1. Sei C0 ⊂ Fn2 ein linearer Code, und seien C1 = ∪M1j=1(uj + C0) und C2 =
∪M2j=M1−M3(uj + C0) zwei Codes mit M2 ≥ M1. Setze C3 := C1 ∩ C2 =
∪M1j=M1−M3(uj + C0). Durch Umnummerierung der Translate und geeignete
Wahl vonM3 kann dieses fu¨r beliebige Codes C1, C2 immer erreicht werden.
Es gilt
M2 ·Dist1(C1 ∪ C2) =M1 ·Dist1(C1) + (M2 −M1 +M3 + 1) ·Dist1(C2)
−(M3 + 1) ·Dist1(C3) + 2
∑M1−M3−1
k=1
∑M2
j=M1+1
|C0| · P1(uj − uk + C0) .
2. Seien C0, C = ∪Mj=1(uj +C0) ⊂ Fn2 zwei Codes und C0 linear. Setze C(k) :=
C\(uk + C0). Dann gilt
(M − 1)
M∑
k=1
Dist1(C
(k)) =M(M − 2) ·Dist1(C) +M · |C0| · P1(C0) .
Ist C distanzinvariant, so stimmen alle Za¨hler Dist1(C
(k)) u¨berein, und
man erha¨lt
(M − 1) ·Dist1(C(M)) = (M − 2) ·Dist1(C) + |C0| · P1(C0) .
Die Beweise dieser Aussagen verlaufen vo¨llig analog zu denen der Propositionen
2.19 bzw. 2.20 und werden daher weggelassen.
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2.4 Average-Reihen als Modulformen
Sei L ⊂ Rn ein gerades Gitter und S := Gram(L) eine Gram-Matrix von L. Seien
u1, . . . , uM ∈ Rn Vektoren, deren paarweise Differenzen ui − uj nicht in L liegen,
und fu¨r die Zahlen γ1, . . . , γM ∈ Z mit der Eigenschaft γ1u1, . . . , γMuM ∈ L∗
existieren. Bezeichne wieder mit Λ = ∪Mj=1(uj+L) die zu diesen Daten geho¨rende
periodische Punktmenge. Im folgenden werden geeignete Gruppen konstruiert,
zu denen die Reihen Θ
(g)
Λ Modulformen sind.
U¨bertra¨gt man die Theoreme 1 und 3 aus [AnMa75] in die Notation der Reihen
ϑ
(g)
α,β(S, Z), so erha¨lt man:
Satz 2.22 Sei S = ST > 0 eine n-reihige gerade Matrix der Stufe l. Dann gilt
fu¨r die Reihen ϑ
(g)
α,β(S, Z) folgende Transformationsformel :
Fu¨r jede Matrix M =
(
A B
C D
)
∈ Γg,0(l) gilt
det(CZ +D)−n/2 · ϑ(g)
αDT−S−1βCT ,βAT−SαBT (S,M〈Z〉)
= χ
(g)
S (M) · e−
pii
4
σ((βAT−SαBT )T ·(S−1βCT−αDT )−βTα) · ϑ(g)α,β(S, Z) .
Dabei ist der Multiplikator χ
(g)
S : Γg,0(l) −→
{
e
2piij
8 | j ∈ [8]
}
unabha¨ngig von den
Matrizen α und β, und fu¨r gerades n ist χ
(g)
M (S) ein Charakter, der durch
χ
(g)
S (M) :=
{
1 , l = 1
sign(detD)n/2
(
(−1)n/2·detS
| detD|
)
, l > 1
angegeben werden kann. In dieser Notation bezeichnet
(
.
.
)
das verallgemeinerte
Legendre-Symbol.
Beweis: Folgt sofort aus [AnMa75] unter Beru¨cksichtigung von ϑ
(g)
−2Y,2X(S, Z) =
epiiσ(X
TY ) · θS(Z;X, Y ). Dabei bezeichnet θS(Z;X, Y ) die in [AnMa75] verwende-
ten Reihen. 
Aus Satz 2.22 kann man nun eine Aussage u¨ber die Average-Reihen zu periodi-
schen Punktmengen ableiten.
Satz 2.23 Sei L ⊂ Rn ein gerades Gitter mit Erzeugermatrix Ω, S := ΩΩT ei-
ne Gram-Matrix und l die Stufe von L. Seien u1, . . . , uM ∈ Rn Vektoren, deren
paarweise Differenzen nicht in L liegen und fu¨r die Zahlen γ1, . . . , γM ∈ Z mit
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der Eigenschaft γ1u1, . . . , γMuM ∈ L∗ existieren. Setze γ := kgV (γ1, . . . , γM).
Dann gilt fu¨r die Grad g Average-Thetareihe der periodischen Punktmenge Λ =
∪Mj=1(uj + L):
Sei M := ( A BC D ) ∈ Γg (γ2l) und χ(g)S der in Satz 2.22 auftretende Multiplikator.
Es ist
det(CZ +D)−n/2 ·Θ(g)Λ (M〈Z〉) = χ(g)S (M) ·Θ(g)Λ (Z) .
Insbesondere gilt fu¨r gerades n
Θ
(g)
Λ ∈
[
Γg
(
γ2l
)
,
n
2
, χ
(g)
S
]
mit
χ
(g)
S (M) =
{
1 , l = 1
sign(detD)n/2 ·
(
(−1)n/2 detS
| detD|
)
, l > 1
.
Beweis: Es wird wieder die Darstellung
Θ
(g)
Λ (Z) =
1
M g
∑
k∈[M ]2g
ϑ
(g)
2C˜(k),0
(S, Z)
aus Lemma 2.16 benutzt. Es genu¨gt, die Behauptung fu¨r die Reihen ϑ
(g)
2C˜(k),0
(S, Z)
zu beweisen. Zu zeigen ist also fu¨r Matrizen M = ( A BC D ) ∈ Γg (γ2l) die Trans-
formationsformel
det(CZ +D)−n/2 · ϑ(g)
2C˜(k),0
(S,M〈Z〉) = χ(g)S (M) · ϑ(g)2C˜(k),0(S, Z) .
(Hinweis zur Notation: Der Matrixblock C und die Matrizen C(k) bzw. C˜(k)
haben nach Definition von C(k) bzw C˜(k) nichts miteinander zu tun.)
Fu¨r Matrizen M = ( A BC D ) ∈ Γg (γ2l) ⊂ Γg,0(l) werden nun die Aussagen
1. ϑ
(g)
2C˜(k)·DT ,−2S·C˜(k)·BT (S, Z) = ϑ
(g)
2C˜(k),0
(S, Z)
2. e−
pii
4
σ((S[2C˜(k)])DT ·B) = 1
bewiesen. Dann folgt die behauptete Transformationsformel mit Satz 2.22.
Zeige 1.: Zu k ∈ [M ]2g setze
H˜(k) :=
(
1
γk1
hk1 −
1
γk2
hk2 , . . . ,
1
γk2g−1
hk2g−1 −
1
γk2g
hk2g
)
,
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wobei die hν so gewa¨hlt sind, daß
1
γν
Ω−1hν = uν gilt. Da (ΩT )−1 eine Erzeuger-
matrix fu¨r das duale Gitter L∗ ist, sind die hν ∈ Z. Es gilt
C˜(k) = (ΩT )−1 · C(k) = (ΩT )−1Ω−1H˜(k) = S−1H˜(k) ,
und es ist γH˜(k) ∈ Zn×g.
ϑ
(g)
2C˜(k)DT ,−2SC˜(k)BT (S, Z) =
∑
G∈Zn×g
epiiσ(S[G+C˜(k)D
T ]Z−2GTSC˜(k)BT )
Fu¨r eine Matrix B mit B ≡ 0(γ) existiert eine ganze Matrix B˜ mit B = γB˜. Da
fu¨r G ∈ Zn×g
σ(2GTSC˜(k)BT ) = 2σ
(
GT · (SS−1) ·
(
γH˜(k)B˜T
))
∈ 2Z
gilt, folgt
ϑ
(g)
2C˜(k)·DT ,−2SC˜(k)·BT (S, Z) = ϑ
(g)
2C˜(k)·DT ,0(S, Z) .
Weiterhin ist σ(S[G + C˜(k)DT ]Z) = σ(S[G + S−1H˜(k)DT ]Z). Fu¨r eine Matrix
D ≡ E mod γl existiert eine Darstellung D = γlD˜ + E mit einer ganzen Matrix
D˜. Es gilt
σ(S[G+ C˜(k)DT ]Z) = σ(S[ ˜˜G+ C˜(k)]Z) ,
wobei ˜˜G := G+ (lS−1)(γH˜(k))D˜T ∈ Zn×g gesetzt ist. Die Zuordnung G 7→ ˜˜G ist
bijektiv, es folgt ϑ
(g)
2C˜(k)DT ,0
(S, Z) = ϑ
(g)
2C˜(k),0
(S, Z).
Zeige 2.: Es existiert eine ganze Matrix B˜, so daß B = γ2lB˜. Es ist
−pii
4
σ(S[2C˜(k)]BTD) = −piiσ(C(k)TC(k)BTD) ,
und wegen C(k) = Ω−1H˜(k) folgt
−pii
4
σ(S[2C˜(k)]BTD) = −piiσ
(((
lS−1
) [
γH˜(k)
])
B˜TD
)
.
Die Matrix lS−1 ist gerade und symmetrisch, γH˜(k) ist ganzzahlig. Daher ist
(lS−1)
[
γ
δ
H˜(k)
]
eine gerade, symmetrische Matrix. Aus den symplektischen Re-
lationen fu¨r M folgt B˜TD = DT B˜, d.h. B˜TD ist symmetrisch. Fu¨r ganzzah-
lige symmetrische Matrizen U und V , U gerade, gilt σ(UV ) ∈ 2Z. Es folgt
e−
pii
4
σ(S[2C˜(k)]·BTD) = 1. 
Beschra¨nkt man sich auf die Situation, daß die Verschiebungsvektoren u1, . . . , uM
im dualen Gitter von L enthalten sind und daß außerdem N(uk1−uk2) ganzzahlig
ist fu¨r alle k ∈ [M ]2, so kann man noch eine gro¨ßere Gruppe finden, bezu¨glich
Average-Reihen als Modulformen 49
der die Reihe Θ
(g)
Λ eine Modulform ist. Man beachte an dieser Stelle, daß diese
Forderung an die Verschiebungsvektoren durch Skalieren der Punktmenge mit√
2 bzw. durch den U¨bergang zu einem geeigneten Untergitter L′ ⊂ L und die
Darstellung der periodischen Punktmenge Λ bezu¨glich L′ immer erreicht werden
kann, falls N(x− y) ∈ Z fu¨r alle x, y ∈ Λ gilt (vgl. Bemerkung 2.14).
Korollar 2.24 Sei L ⊂ L∗ ein gerades Gitter der Stufe l, u1, . . . , uM ∈ L∗, so
daß die paarweisen Differenzen nicht in L liegen. Außerdem gelte N(ui−uj) ∈ Z
fu¨r alle i, j ∈ [M ]. Sei
M =
(
A B
C D
)
∈ Γ(2)g,1(l) =
{(
A B
C D
)
∈ Γg,1(l) |B ≡ 0(2), D ≡ E(l)
}
.
Dann folgt
det(CZ +D)−n/2 ·Θ(g)Λ (M〈Z〉) = χ(g)S (M) ·Θ(g)Λ (Z) .
Ist insbesondere n ≡ 0(4) und detS eine Quadratzahl, so ist
Θ
(g)
Λ ∈
[
Γ
(2)
g,1(l),
n
2
]
.
Fu¨r g = 1 findet man die Aussage dieses Korollars in [Miya89]. Dort ist sie fu¨r
Thetareihen zu Nebenklassen eines Gitters formuliert, d.h. fu¨r Reihen der Form
ϑ
(1)
u+L(z).
Beweis:
Da im Beweis von Satz 2.23 in Teil 1. fu¨r γ = 1 nur B ∈ Zg×g und D ≡ E(l)
benutzt wird, kann dieser u¨bernommen werden und es bleibt nur
e−
pii
4
σ(S[2C˜(k)BTD]) = 1
fu¨r Matrizen M∈ Γ(2)g,1(l) zu zeigen.
Es ist wieder S[2C˜(k)]BTD = 4C(k)TC(k) ·BTD. Sei o.B.d.A. 0 ∈ Λ. Die Matrix
C(k)TC(k) =
(
(uk2l−1 − uk2l , uk2j−1 − uk2j)
)g
l,j=1
ist symmetrisch und hat ganzzahlige Diagonaleintra¨ge. Wegen
(ul, uj) =
1
2
(N(ul) +N(uj)−N(ul − uj)) ∈ 1
2
Z
ist die Matrix 2 · C(k)TC(k) eine ganzzahlige Matrix mit geraden Diagonalein-
tra¨gen. Schreibe B = 2B˜, dann gilt wieder B˜T ·D = DT ·B˜, woraus sich schließlich
σ(S[2C˜(k)]BTD) ∈ 8Z ergibt. 
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3 Distanzza¨hler von Codes und Average-Reihen
In [Rung96] wird die Beziehung zwischen Gewichtsza¨hlern linearer Codes C ⊂
F n2 und Thetareihen zu Gittern LC beschrieben, die mit der Konstruktion A
aus dem Code C konstruiert worden sind, vgl. [ConSlo99]. Dabei werden die
Thetakonstanten
fa(Z) :=
∑
x∈Zg
e2piiZ[x+
1
2
a] , a ∈ F g2 ,
in den Grad g Gewichtsza¨hler Pg(C) eingesetzt. Man erha¨lt die Grad g Thetareihe
zu LC , d.h. es gilt
ϑ
(g)
LC
= Pg(C)(f0, . . . , f2g−1) .
Man kann nun in der gleichen Weise die Thetakonstanten fa in den Grad g Di-
stanzza¨hler einsetzen. Dazu wird die folgende Notation benutzt:
Es bezeichne ψ : Zn −→ Fn2 , x 7→ x mod 2 die (koordinatenweise) Projektion
modulo 2. Sei C := {u˜1, . . . , u˜M} ⊂ Fn2 ein nicht notwendig linearer Code und
M := |C|. Setze L := √2Zn und fu¨r alle j = 1, . . . ,M sei uj := 1√2 · u˜j ∈ Rn.
Bezeichne mit Λ
(A)
C die Konstruktion-A-Liftung von C, d.h. es sei
Λ
(A)
C :=
1√
2
· ψ−1(C) =
M⋃
j=1
(uj + L) ⊂ Rn .
Dann ist Λ
(A)
C eine periodische Punktmenge und genau dann ein Gitter, wenn C
linear ist (siehe [ConSlo99]).
Den Zusammenhang zwischen Distanzza¨hlern von bina¨ren Codes und Average-
Thetareihen zu periodischen Punktmengen liefert der folgende Satz.
Satz 3.1 Sei mit obigen Bezeichnungen C = {u˜1, . . . , u˜M} ⊂ Fn2 ein Code und
Λ
(A)
C =
1√
2
ψ−1(C) die Konstruktion-A-Liftung von C. Dann gilt
Distg(C)(f0, . . . , f2g−1) = Θ
(g)
Λ
(A)
C
.
Dieser Satz verallgemeinert Proposition 4.1 in [Rung96] auf Distanzza¨hler. Da
dort kein ausfu¨hrlicher Beweis der Proposition angegeben ist, soll dies an dieser
Stelle geschehen:
Zum Beweis des Satzes werden die folgenden beiden Bemerkungen beno¨tigt:
Es seien L1, . . . ,Lg Translate von Gittern L1, . . . , Lg ⊂ Rn. Schreibe
ϑL1,...,Lg(Z) :=
∑
x1∈L1,...,xg∈Lg
epiiσ(((xj ,xk))
g
j,k=1·Z) .
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Bemerkung 3.2 Fu¨r a = (a1, . . . , ag)
T ∈ Fn2 ist
fa(Z) = ϑ 1√
2
a1+
√
2Z,..., 1√
2
ag+
√
2Z(Z) .
Beweis : Seien y1, . . . , yg ∈ R, Z ∈ Hg. Es gilt
σ
(
((yj, yk))
g
j,k=1 · Z
)
= σ
(
(yj · yk)gj,k=1 · Z
)
=
g∑
j,k=1
yjykZkj = Z
[
(y1, . . . , yg)
T
]
.
Es folgt :
ϑ 1√
2
a1+
√
2Z,..., 1√
2
ag+
√
2Z(Z) =
∑
y1∈ 1√
2
a1+
√
2Z,...,yg∈ 1√
2
ag+
√
2Z e
piiσ((yj ·yk)gj,k=1·Z)
=
∑
y1∈ 1√
2
a1+
√
2Z,... e
piiZ[(y1,...,yg)T ] =
∑
x=(x1,...,xg)T∈Zg e
piiZ
[
1√
2
a+
√
2x
]
=
∑
x∈Zg e
2piiZ[x+ 12a] = fa(Z)

Um eine einfachere Notation zu erhalten, werden wie im ersten Kapitel die Men-
gen F g2 und {0, 1, . . . , 2g − 1} in der dort angegebenen Weise identifiziert.
Bemerkung 3.3 Setze f(Z) := (f0(Z), . . . , f2g−1(Z)). Seien β1, . . . , βg ∈ Fn2 .
Dann gilt
f (β1,...,βg)(Z) = ϑ 1√
2
β1+
√
2Zn,..., 1√
2
βg+
√
2Zn(Z) .
Beweis : Setze abku¨rzend j := j(β1, . . . , βg) und  := (β1, . . . , βg). Dann gilt
mit Bemerkung 3.2
f 00 (Z) · . . . · f 2g−12g−1 (Z) = ϑ0√2Z,...,√2Z(Z) · ϑ11√
2
+
√
2Z,
√
2Z,...,
√
2Z(Z) · . . .
. . . · ϑ2g−11√
2
+
√
2Z,..., 1√
2
+
√
2Z(Z)
=
 ∑
x1, . . . , xg ∈
√
2Z
epiiσ((xjxk)
g
j,k=1·Z)
0 · . . .
=
∑
x
(0)
1 := (x11, . . . , x10 )
T ∈ √2Z0
.
.
.
x
(0)
g := (xg1, . . . , xg0 )
T ∈ √2Z0
e
piiσ
(
(x
(0)
j ,x
(0)
k )
g
j,k=1·Z
)
· . . .
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Bei der Notation in der letzten Gleichung ist zu beachten, daß ein Faktor
∑
x
(ν)
1 := (x11, . . . , x1ν )
T ∈ √2Zν
.
.
.
x
(ν)
g := (xg1, . . . , xgν )
T ∈ √2Zν
e
piiσ
(
(x
(ν)
j ,x
(ν)
k )
g
j,k=1·Z
)
nur dann auftritt, wenn ν > 0 ist. Ansonsten ist fu¨r diesen Faktor im Produkt 1
einzusetzen. Es folgt
f  =
∑
x
(0)
1 ,...,x
(0)
g ∈
√
2Z0
epiiσ(...) ·
∑
x
(1)
1 ∈
(
1√
2
+
√
2Z
)1
x
(1)
2 , . . . , x
(1)
g ∈
√
2Z1
epiiσ(...) ·
∑
x
(2)
2 ∈
(
1√
2
+
√
2Z
)2
x
(2)
1 , x
(2)
3 , . . . , x
(2)
g ∈
√
2Z2
epiiσ(...)
· . . . (∗)
=
∑
y1 ∈
√
2Z0 ×
(
1√
2
+
√
2Z
)1 × . . .× ( 1√
2
+
√
2Z
)2g−1
y2 ∈
√
2Z0 ×√2Z1 ×
(
1√
2
+
√
2Z
)2 × . . .× ( 1√
2
+
√
2Z
)2g−1
.
.
.
yg ∈
√
2Z0 × . . .×√2Z2g−2 ×
(
1√
2
+
√
2Z
)2g−1
epiiσ((yj ,yk)
g
j,k=1·Z)
Zur Verdeutlichung : Auch hier ist die Notation etwas irrefu¨hrend. Bei der letzten
Summenbildung gilt fu¨r die Vektoren yj
yj ∈
(
x
(0)
j +
√
2Z0
)
×
(
x
(1)
j +
√
2Z1
)
× . . .×
(
x
(2g−1)
j +
√
2Z2g−1
)
.
Dabei besteht das kartesische Produkt aus Faktoren x
(k)
j +
√
2Zk . Ein solcher
Faktor tritt genau dann auf, wenn k > 0 gilt. Fu¨r k = 0 ist dieser Faktor weg-
zulassen, s.d. insgesamt yj ein Element einer Nebenklasse des Gitters
√
2Zn ist.
Die Vektoren x
(k)
j ∈ Rk , k = 0, . . . , 2g − 1, sind dabei beliebige (fest gewa¨hlte)
Summationsindices aus der Gleichung (∗).
Man kann nun die x
(k)
j so wa¨hlen, daß die Koordinateneintra¨ge von x
(k)
j entweder
0 oder 1 sind. Fu¨r j = 1, . . . , g definiere Nebenklassenvertreter
αj := (x
(0)
j
T , x
(1)
j
T , . . . , x
(2g−1)
j
T )T ,
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d.h. es gilt
α1 =
1√
2
· (0, . . . , 0︸ ︷︷ ︸
0
, 1, . . . , 1︸ ︷︷ ︸
1
, 0, . . . , 0︸ ︷︷ ︸
2
, . . . , 1, . . . , 1︸ ︷︷ ︸
2g−1
)T ,
α2 =
1√
2
· (0, . . . , 0︸ ︷︷ ︸
0
, 0, . . . , 0︸ ︷︷ ︸
1
, 1, . . . , 1︸ ︷︷ ︸
2
, . . . , 1, . . . , 1︸ ︷︷ ︸
2g−1
)T ,
...
αg =
1√
2
· (0, . . . , 0, . . . , 0, . . . , 0︸ ︷︷ ︸
n−∑2g−1−1ν=0 ν
, 1, . . . , 1, . . . , 1, . . . , 1︸ ︷︷ ︸∑2g−1−1
ν=0 ν
)T ,
und die Matrizen
√
2 · (α1, . . . , αg)T und (β1, . . . , βg)T stimmen bis auf Spalten-
permutation u¨berein.
Es folgt
f (Z) =
∑
y1 ∈ α1 +
√
2Zn, . . . , yg ∈ αg +
√
2Zn
epiiσ((yj ,yk)
g
j,k=1·Z)
= ϑ 1√
2
β1+
√
2Zn,..., 1√
2
βg+
√
2Zn(Z) .
Die letzte Umformung gilt, da eine Permutation τ der Spalten mit
τ
(
(α1, . . . , αg)
T
)
=
1√
2
(β1, . . . , βg)
T =
1√
2
 β11 . . . β1n... ...
βg1 . . . βgn

existiert. 
Nun zum Beweis des Satzes: Mit Hilfe der Bemerkung 3.3 folgt unter Beru¨ck-
sichtigung der Definitionen uj :=
1√
2
u˜j ∈ Rn, j = 1, . . . ,M , und L :=
√
2Zn
Distg(C)(f0, . . . , f2g−1)(Z) =
1
M g
∑
β1, . . . , βg ∈ C
α1, . . . , αg ∈ C
f (β1−α1,...,βg−αg)
=
1
M g
∑
β1, . . . , βg ∈ C
α1, . . . , αg ∈ C
ϑ 1√
2
(β1−α1)+
√
2Zn,...(Z)
=
1
M g
∑
k∈[M ]2g
ϑuk1−uk2+L,...,uk2g−1−uk2g+L(Z)
=
1
M g
∑
k∈[M ]2g
∑
X˜g=(x1,...,xg)∈Lg
epiiσ(A(g,k;X˜g)·Z) = Θ(g)
Λ
(A)
C
(Z) . 
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Die Average-Thetareihe Θ
(g)
Λ
(A)
C
ist eine Modulform zu einer Gruppe und einem
Multiplikator, die von den Eigenschaften von C abha¨ngen. Die Modulgruppe und
der Multiplikator werden in der na¨chsten Bemerkung bestimmt. Setze dazu noch
Ng :=
(
2E 0
0 E
)
, wobei E die g × g-Einheitsmatrix ist.
Bemerkung 3.4 Sei C := {u˜1, . . . , u˜M} ⊂ Fn2 , n ≡ 0(2) und Λ(A)C die Konstruk-
tion-A-Liftung von C. Dann ist Θ
(g)
Λ
(A)
C
eine Modulform vom Gewicht n
2
zur Gruppe
Γ := N−1g ·Γ(2)g,1(8) ·Ng und zum Multiplikator χ(M) = sign(detD)
n
2 ·
(
(−1)n2 4n
| detD|
)
,
M = ( A BC D ). Falls fu¨r jedes k ∈ [M ]2 das Hamming-Gewicht wt(u˜k1 − u˜k2)
gerade ist, kann man Γ = Γ
(2)
g,1(4) und χ(M) = sign(detD)
n
2 ·
(
(−1)n2 ·2n
| detD|
)
wa¨hlen.
Fu¨r n ≡ 0(4) ist χ trivial.
Beweis: Die Aussage ist eine direkte Folgerung aus Korollar 2.24. Mit den ein-
gefu¨hrten Bezeichnungen gilt fu¨r C = {u˜1, . . . , u˜M}
√
2Λ
(A)
C = ψ
−1(C) =
⋃M
j=1 (u˜j + 2Zn) .
Es folgt Θ
(g)
Λ
(A)
C
|n
2
Ng = Θ
(g)
ψ−1(C) . Da fu¨r alle j = 1, . . . ,M der Vektor u˜j ∈ (2Zn)∗
ist, und fu¨r alle k ∈ [M ]2 N(u˜k1− u˜k2) ∈ Z gilt, ist Θ(g)Λ(A)C |
n
2
Ng eine Modulform zur
Gruppe Γ
(2)
g,1(8). Den Multiplikator erha¨lt man aus den Sa¨tzen 2.22 und 2.5. Wenn
fu¨r alle k ∈ [M ]2 wt(u˜k1− u˜k2) gerade ist, dann gilt 1√2(u˜k1− u˜k2) ∈
(√
2Zn
)∗
und
fu¨r alle k ∈ [M ]2 ist N(u˜k1 − u˜k2) ∈ Z. Ist n ≡ 0(4), so ist die Determinante von√
2Zn eine Quadratzahl, nach Korollar 2.24 ist χ also trivial. 
Die in der Bemerkung angegebene Modulgruppe kann im Einzelfall natu¨rlich
noch gro¨ßer sein. Zum Beispiel kann man das E8-Gitter durch die Konstruktion-
A-Liftung des bina¨ren [8, 4, 4]-Hamming-Codes H8 ⊂ F 82 konstruieren. Der Ham-
ming-Code ist ein gerader Code der Blockla¨nge n ≡ 0(4); nach der Bemerkung
3.4 ist ϑ
(1)
E8
also eine Modulform vom Gewicht 4 bezu¨glich der Gruppe Γ
(2)
1,1(4) und
trivialem Multiplikator. Das E8-Gitter ist aber gerade und unimodular, daher ist
die Stufe des E8-Gitters l = 1, und die Thetareihe ϑ
(1)
E8
ist eine Modulform vom
Gewicht 4 zur vollen Gruppe SL2(Z).
Das folgende Beispiel behandelt die Average-Thetareihe der Konstruktion-A-
Liftung ΛBest des (10, 40, 4)-Best-Codes. Diese periodische Punktmenge liefert die
zur Zeit dichteste bekannte Kugelpackung in Dimension 10.
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Beispiel 3.5 Sei CBest ⊂ F 102 der (10, 40, 4)-Best-Code (siehe [Best80], [ConSlo99]),
u ∈ CBest beliebig. Bezeichne mit ΛBest die nach Konstruktion A aus CBest konstru-
ierte periodische Punktmenge im R10. Nach [Best80] ist der Best-Code distanzin-
variant, daher gilt fu¨r die Average-Thetareihe Θ
(1)
ΛBest
= ϑ
(1)
ΛBest− 1√2u
. In [OdSlo80]
wurde die Grad 1 Reihe berechnet, es gilt
Θ
(1)
ΛBest
(z) = Dist1(CBest)(f0, f1)(z) = 1+ 372q
2 + 768q3 + 5684q4 + 6144q5 + . . . .
Der Grad 1 Distanzza¨hler des Best-Codes
Dist1(CBest)(X, Y ) = P1(CBest − u)(X, Y ) = X10 + 22X6Y 4 + 12X4Y 6 + 5X2Y 8
entha¨lt nur gerade Y -Exponenten, nach Bemerkung 3.4 folgt
Θ
(g)
ΛBest
∈ [Γ(2)g,1(4), 5, χ(g)]
mit χ(g)(M) = sign(detD)5 ·
(
−210
| detD|
)
. Insbesondere ist fu¨r g = 1 die Rei-
he Θ
(1)
ΛBest
(z)|5N1 eine Modulform zur Γ1,1(8) vom Gewicht 5 zum Multiplikator
χ(M) = sign(d)5 ·
(
−210
|d|
)
.
Im folgenden soll untersucht werden, wie sich die Reihen Θ
(g)
Λ
(A)
C
unter der Modul-
substitution Z 7→ −Z−1 verhalten.
Wie in [Rung96] erwa¨hnt wird, erfu¨llen die Thetakonstanten die Transforma-
tionsformel ∑
a∈F g2
(−1)<a,b> · fa(Z) =
√
2
g ·
√
det (Z/i)
−1 · fb(−Z−1) .
Beweis: In der Notation aus [Frei83] ϑ(Z; a, b) :=
∑
g∈Zn e
pii(Z[g+ 12a]+bT ·g) und
mit der dort angegebenen Transformationsformel
ϑ(−Z−1; a, b) = e− 12piiaT b
√
det (Z/i) · ϑ(Z; b,−a)
gilt fa(Z) = ϑ(2Z; a, 0), a ∈ F g2 , und es ist∑
a∈F g2 (−1)<a,b>ϑ(2(−Z−1); a, 0) =
√
det(Z/(2i)) ·∑a∈F g2 (−1)<a,b> · ϑ (Z/2; 0, a)
=
√
2
−g ·√det(Z/i) ·∑x∈Zg e 12piiZ[x]∑a∈F g2 epii<a,x+b> =: H(Z) .
Die Abbildung a 7→ epii<a,x+b> ist ein Charakter auf F g2 , insbesondere ist der
Wert der letzten Summe entweder gleich 0 oder gleich 2g. Die Summe ist gleich
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2g genau dann, wenn x + b gerade ist, d.h. wenn x + b modulo 2 der Nullvektor
ist. Es folgt
H(Z) =
√
2
g ·
√
det(Z/i) ·
∑
x∈Zg
x+b gerade
e
1
2
piiZ[x] =
√
2
g ·
√
det(Z/i) ·
∑
x∈b+2Zg
e2piiZ[
1
2
x]
=
√
2
g ·
√
det(Z/i) ·
∑
y∈Zg
e2piiZ[y+
1
2
b] =
√
2
g ·
√
det(Z/i) · fb(Z)
Ersetzt man Z durch −Z−1, so folgt die Behauptung. 
Mit dieser Transformationsformel erha¨lt man:
Lemma 3.6 Sei C ⊂ Fn2 , ein Code und Λ(A)C die Konstruktion-A-Liftung von C.
Es gilt
Θ
(g)
Λ
(A)
C
(−Z−1) = |C|
g
2
ng
2
·
√
det (Z/i)
n · Pg((DC)′)(f0(Z), . . . , f2g−1(Z)) .
Beweis : Es bezeichne wieder f = (f0, . . . , f2g−1). Es folgt
Pg((DC)
′)(f)(Z) = 1|C|g · Pg(DC)(f · Tg)(Z)
= 1|C|g ·Distg(C)(f · Tg)(Z) = 2
ng
2
|C|g ·
√
det(Z/i)
−n ·Θ(g)
Λ
(A)
C
(−Z−1)

Korollar 3.7 Sei C ⊂ Fn2 und Λ(A)C die Konstruktion-A-Liftung von C. Wenn
Distg(C) invariant unter MacWilliams-Transformation ist, dann gilt
Θ
(g)
Λ
(A)
C
(−Z−1) =
√
det (Z/i)
n ·Θ(g)
Λ
(A)
C
(Z) .
Beweis: Wenn der Grad g Distanzza¨hler Distg(C) invariant unter MacWilliams-
Transformation ist, dann gilt Pg((DC)
′) = Distg(C). Mit Lemma 3.6 folgt
Θ
(g)
Λ
(A)
C
(−Z−1) = |C|
g
2
ng
2
·
√
det (Z/i)
n ·Θ(g)
Λ
(A)
C
(Z) .
Einsetzen von X0 = . . . = X2g−1 = 1 in die MacWilliams-Gleichung fu¨r Distg(C)
liefert |C|g = 2ng2 . 
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Definition 3.8
1. Zwei Codes C1, C2 ⊂ Fn2 heißen k-dual , wenn gilt :
Distk(C1)(X) =
1
|C2|k ·Distk(C2)(X · Tk) .
Gilt dabei C := C1 = C2, so heißt C k-selbstdual.
2. Zwei periodische Punktmengen Λ1 = ∪M1j=1(uj+L1),Λ2 ⊂ Rn heißen k-dual,
wenn gilt :
√
detL1
k
Mk1
· det (Z/i)−n2 ·Θ(k)Λ1 (−Z−1) = Θ
(k)
Λ2
(Z) .
Gilt dabei Λ := Λ1 = Λ2, so heißt Λ k-selbstdual.
Codes bzw. periodische Punktmengen, die k-dual fu¨r alle k ∈ N sind, heißen
∞-dual.
Zwei Codes C1 und C2 sind genau dann 1-dual zueinander, wenn sie formal dual
sind.
Bemerkung 3.9 Die Eigenschaft, k-dual zu sein, ist symmetrisch. Sind zwei
bina¨re Codes C1, C2 ⊂ Fn2 bzw. zwei periodische Punktmengen Λ1 = ∪M1j=1(uj +
L1), Λ2 = ∪M2j=1(vj+L2) k-dual, so sind sie auch (k−1)-dual und es gilt |C1|·|C2| =
2n bzw. detL1 · detL2 =M21 ·M22 .
Beweis: Mit Hilfe der Gleichung (2) auf Seite 9 erha¨lt man
Distk(C1)(X) =
1
|C2|k ·Distk(C2)(X · Tk) = Pk((DC2)
′)(X) .
Anwenden des ϕ-Operators auf diese Gleichung liefert nach Bemerkung 1.8 die
entsprechende MacWilliams-Gleichung fu¨r die Distanzza¨hler vom Grad k − 1,
denn es gilt Pk−1((DC2)
′)(X) = 1|C2|k−1Distk−1(C2)(X · Tk−1).
Nun zum Fall der k-dualen periodischen Punktmengen:
Setzt man Z :=
(
Z˜ 0
0 w
)
in die Transformationsformel ein, so ergibt sich
√
detL1
k
Mk1
·
(
det(Z˜/i)
)−n
2 ·(w/i)−n2 ·Θ(k−1)Λ1 (−Z˜−1)·Θ
(1)
Λ1
(−w−1) = Θ(k−1)Λ2 (Z˜)·Θ
(1)
Λ2
(w)
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Setzt man Z := Diag(w, . . . , w) in die Transformationsformel ein, so erha¨lt man√
detL1
k
Mk1
(w/i)−
kn
2 ·Θ(1)Λ1 (−w−1)k = Θ
(1)
Λ2
(w)k und daher
√
detL1
M1
· (w/i)−n2 ·Θ(1)Λ1 (−w−1) = k ·Θ
(1)
Λ2
(w)
mit einer k-ten Einheitswurzel k. Mit Satz 2.17 fu¨r g = 1, d.h. der Transforma-
tionsformel aus [OdSlo80], folgt durch Vergleich des 0-ten Fourier-Koeffizienten
k = 1. Es folgt, daß Λ1 und Λ2 (k − 1)-dual sind.
k-duale Codes bzw. Punktmengen sind also insbesondere 1-dual. Einsetzen
von X0 = X1 = 1 in die Grad 1 Distanzza¨hler in der Definition von 1-dualen
Codes C1 und C2 liefert |C1| · |C2| = 2n. Um die Gleichung detL1 · detL2 =
M21M
2
2 zu zeigen, substituiere man in der definierenden Gleichung fu¨r 1-duale
Punktmengen Λ1 und Λ2 die Variable z durch −1/z. Man erha¨lt auf diese Weise
√
detL1
M1
·Θ(1)Λ1 (z) =
(z
i
)−n
2 ·Θ(1)Λ2 (−1/z) ,
und mit der Transformationsformel aus Satz 2.17 folgt durch Vergleich der 0-ten
Fourier-Koeffizienten √
detL1
M1
=
M2√
detL2
.
Die Symmetrie der Eigenschaft, k-dual zu sein, folgt nun leicht aus der Definition
unter Beru¨cksichtigung der Formeln |C1|·|C2| = 2n bzw. detL1 ·detL2 =M21 ·M22 .

Nach Satz 1.16 ist der Grad 2 Distanzza¨hler von bina¨ren Codes, die a¨qui-
valent zu einem Code mit selbstdualem Urbild unter der Gray-Abbildung sind,
invariant unter MacWilliams-Transformation. Diese Codes sind also 2-selbstdual
und ebenso die Konstruktion-A-Liftung Λ
(A)
C solcher Codes. Codes, die a¨quivalent
zum Bild eines Codes aus Lemma 1.24 unter der Gray-Abbildung sind, sind nach
Proposition 1.13 ∞-selbstdual.
Bemerkung 3.10 Betrachte wieder den Best-Code CBest ⊂ F 102 . Es gibt keinen
bina¨ren Code C, der 1-dual zu CBest ist, denn die MacWilliams-Transformierte
des Distanzza¨hlers Dist1(CBest) ist
p(X, Y ) := X10 +
1
5
X8Y 2 +
26
5
X6Y 4 +
64
5
X5Y 5 +
26
5
X4Y 6 +
1
5
X2Y 8 + Y 10 .
Wu¨rde es nun einen bina¨ren Code C mit Dist1(C) = p geben, so wa¨re |C| =
Dist1(C)(1, 1) = p(1, 1) =
128
5
= 2
10
40
6∈ Z. Widerspruch. (Ein ku¨rzerer Beweis
benutzt direkt die Bemerkung 3.9: Es gilt |CBest| = 40, aber 40 ist kein Teiler von
210.)
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4 Extremalita¨t von Za¨hlern und Reihen
4.1 Extremale Modulformen
Man betrachte die Gleichung fu¨r die center-density der durch eine periodische
Punktmenge Λ = ∪Mj=1(uj + L) definierten Kugelpackung,
δΛ =
M
√
min(Λ)
n
2n
√
detL
.
Im Hinblick auf das Kugelpackungsproblem ist von Interesse, daß δΛ mo¨glichst
groß ist. Beschra¨nkt man sich zuna¨chst auf den Fall, daß Λ = L ein Gitter ist,
und betrachtet nur Gitter gleicher Determinante, so wird δL umso gro¨ßer, je
gro¨ßer das Minimum min(L) des Gitters L ist. Dies bedeutet, daß man unter al-
len Gittern L ⊂ Rn gleicher Determinante solche Gitter finden muß, fu¨r die in der
q−Entwicklung der Thetareihe ϑL(z) =
∑
j∈N(L) ajq
j mo¨glichst viele Anfangsko-
effizienten verschwinden. Etwas pra¨ziser: Man ist an Gittern L interessiert, deren
q−Entwicklung der Thetareihe
ϑL(z) = 1 +
∑
j≥j0
j∈N(L)
ajq
j
mit einem mo¨glichst großen j0 = min(L) beginnt. Bei gegebenem n und gegebe-
ner Determinante kann j0 nicht beliebig groß werden, da fu¨r die Dichte ∆P der
zu Λ geho¨renden Kugelpackung ∆P ≤ 1 gilt.
Falls L ⊂ Rn, n ≡ 0(2), ein gerades Gitter der Stufe l ist, dann ist ϑL eine
Modulform vom Gewicht n/2 zur Gruppe Γ1,0(l) und einem geeigneten Charak-
ter χ (siehe Satz 2.22). Der Raum [Γ1,0(l), n/2, χ] ist ein endlich-dimensionaler
C−Vektorraum. Fu¨r die Stufe l und die Determinante detL eines Gitters L gel-
ten die Beziehungen l | 2 detL und detL | ln.
Diese U¨berlegungen fu¨hren zu der folgenden Definition, die erstmals in [SSP99]
gegeben wurde.
Definition 4.1 Sei M ⊂ [Γ1,0(l), k, χ] ein Unterraum der Dimension d. Man
sagt, Extremalita¨t ist definierbar bezu¨glich M, genau dann, wenn die Projektion
M −→ Cd∑
j≥0
ajq
j 7→ (a0, . . . , ad−1)
injektiv ist. Ist dies der Fall, so heißt die (eindeutig bestimmte) Modulform f =
1 +
∑
j≥d ajq
j ∈ M die extremale Modulform bezu¨glich M. Ein Gitter L ⊂ R2k
heißt extremal bezu¨glich M, falls Extremalita¨t definierbar ist bezu¨glich M und
falls die Thetareihe ϑL mit der extremalen Modulform in M u¨bereinstimmt.
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Diese Definition la¨ßt sich in der offensichtlichen Weise fu¨r beliebige Ra¨ume von
Modulformen formulieren. Dazu braucht man nur die Forderung an die Definier-
barkeit von Extremalita¨t leicht abzuschwa¨chen.
Definition 4.2 Sei M ein beliebiger C-Vektorraum von Modulformen mit d :=
dimCM <∞. Man sagt, Extremalita¨t ist definierbar bezu¨glich M , genau dann,
wenn eine Basis von M der Form
fk = q
jk +
∑
j>jd
a
(k)
j q
j, k ∈ [d]
mit j1 < j2 < . . . < jd existiert. Ist dies der Fall, so heißt die (eindeutig bestimm-
te) Modulform f = qj1 +
∑
j>jd
ajq
j ∈ M die extremale Modulform bezu¨glich
M.
Beispiel 4.3
1. Bezeichne mit E8 das 8−dimensionale Gosset-Gitter. Die Thetareihe dieses
Gitters ist eine Modulform vom Gewicht 4 zur vollen Modulgruppe SL2(Z)
und hat die Form
ϑE8(z) =
∑
x∈E8
qN(x) = 1 + 240
∑
j∈N
σ3(j)q
2j = 1 + 240q2 + 2160q4 + ...
Bezu¨glich M := [SL2(Z), 4] ist Extremalita¨t definierbar. Wegen dimCM
= 1 ist eine Modulform in diesem Raum durch die Angabe des ersten Fou-
rierkoeffizienten bestimmt. Daher ist ϑE8 die extremale Modulform in M
und das E8−Gitter ist extremal bezu¨glich M.
2. Bezeichne mit BW16 das 16-dimensionale Barnes-Wall-Gitter. Es gilt
ϑBW16(z) = 1 + 4320q
4 + 61440q6 + 276480q8 + . . . ∈M := [Γ1,0(2)∗, 8] .
Dabei bezeichnet Γ1,0(2)
∗ die Fricke-Gruppe zur Stufe 2. Diese wird von
Γ1,0(2) und der Matrix ω2 :=
(
0 1/
√
2
−√2 0
)
erzeugt. Bezu¨glich M ist Extre-
malita¨t definierbar und es gilt dimM = 2, siehe [Queb98]. Eine Modulform
inM ist also durch die Koeffizienten von 1 = q0 und q2 eindeutig bestimmt.
Daher ist BW16 ein extremales Gitter bezu¨glich M.
3. Wie in den vorangegangenen Beispielen ergibt sich, daß die Thetareihe des
Leech-Gitters
ϑLeech(z) = 1 + 196560q
4 + 16773120q6 + . . . ∈M := [SL2(Z), 12]
mit der extremalen Modulform bezu¨glich M u¨bereinstimmt, da der Raum
2-dimensional ist.
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Es sei darauf hingewiesen, daß nach obiger Definition der Begriff der Extrema-
lita¨t eines Gitters vom vorgegebenen Raum M der Modulformen abha¨ngt. Ist
L ein beliebiges Gitter mit Thetareihe ϑL, so ist L natu¨rlich extremal bezu¨glich
M := CϑL. Dieser Fall tritt auch im ersten Beispiel von 4.3 ein. Jedes Gitter
ist also extremal bezu¨glich eines geeigneten Raumes M. Sinnvoll sind daher nur
Fragestellungen nach Extremalita¨t, bei denen der Raum der Modulformen vorge-
geben ist, wie zum Beispiel dann, wenn man sich fu¨r gerade unimodulare Gitter
interessiert.
Es gibt Fa¨lle, in denen zwar die extremale Modulform f bezu¨glich eines Raum-
es M existiert, es aber kein Gitter L mit ϑL = f gibt, siehe zum Beispiel den
in Abschnitt 5 behandelten Fall M := [G(2), 8]. In diesem Fall wu¨rde auch eine
periodische Punktmenge Λ mit ΘΛ = f eine Kugelpackung im R16 liefern, die
dichter wa¨re als die zur Zeit bekannten Kugelpackungen in Dimension 16 (siehe
Abschnitt 5).
Definition 4.4 SeiM ein Raum von Modulformen bezu¨glich dem Extremalita¨t
definierbar ist. Eine periodische Punktmenge Λ = ∪Mj=1(uj + L) heißt extremal
bezu¨glich M , falls ihre Average-Thetareihe ΘΛ mit der extremalen Modulform
in M u¨bereinstimmt.
Die folgende Bemerkung ist unmittelbar klar.
Bemerkung 4.5 Sei M ein Raum von Modulformen, bezu¨glich dem Extrema-
lita¨t definierbar ist, und sei f die extremale Modulform in M. Eine notwendige
Bedingung dafu¨r, daß f mit der Average-Thetareihe einer periodischen Punkt-
menge Λ u¨bereinstimmen kann, ist, daß alle Koeffizienten in der q−Entwicklung
von f nicht-negative rationale Zahlen mit beschra¨nktem Nenner sind. Ist Λ = L
ein Gitter, so mu¨ssen die Koeffizienten sogar ganzzahlig sein.
Die Thetareihe eines geraden Gitters L der Stufe l ist eine Modulform zur
Gruppe Γ1,0(l). Fu¨r l = 1 und die Gewichte 4 bzw. 12 wurden im Beispiel 4.3
extremale Gitter angegeben. Betrachtet man nun fu¨r Average-Thetareihen zu pe-
riodischen Punktmengen Λ (mit den Eigenschaften aus Korollar 2.24) den Raum
der Modulformen, in dem sie auf natu¨rliche Weise vorkommen, so erha¨lt man
folgende Aussage:
Proposition 4.6 Sei L ⊂ R2k ein gerades Gitter der Stufe l und Λ = ∪Mj=1(uj +
L) ⊂ R2k eine periodische Punktmenge, die kein Gitter ist und deren Verschie-
bungsvektoren u1, . . . , uM ∈ L∗ die Voraussetzungen uk1+L 6= uk2+L fu¨r k1 6= k2
und N(uk1 − uk2) ∈ Z fu¨r k ∈ [M ]2 erfu¨llen. Sei weiterhin χ der in Satz 2.22
definierte Charakter und sei fu¨r [Γ
(2)
1,1(l), k, χ] Extremalita¨t definierbar. Dann ist
ΘΛ nicht die extremale Modulform in [Γ
(2)
1,1(l), k, χ].
64 EXTREMALITA¨T VON ZA¨HLERN UND REIHEN
Beweis : Die Reihen ΘΛ =
∑
j≥0 ajq
j und ϑL =
∑
j≥0 bjq
j sind in [Γ
(2)
1,1(l), k, χ]
enthalten. Wegen
ΘΛ − ϑL = 1
M
 ∑
k∈[M ]2
ϑuk1−uk2+L
− ϑL = 1
M
∑
k∈[M ]2
k1 6=k2
ϑuk1−uk2+L 6= 0
gilt ϑL 6= ΘΛ. Sei d ∈ N so gewa¨hlt, daß aj = 0 fu¨r 1 ≤ j < d und ad 6= 0 gilt.
Wegen min(Λ) ≤ min(L) hat entweder L ein gro¨ßeres Minimum als Λ, oder ϑL
und ΘΛ sind zwei verschiedene Modulformen mit aj = bj fu¨r alle 0 ≤ j < d. Die
extremale Modulform ist aber eindeutig bestimmt. 
Nun stellt sich die Frage, ob in Proposition 4.6 die Forderung nach Definier-
barkeit von Extremalita¨t u¨berhaupt erfu¨llbar ist. Das folgende Beispiel zeigt, daß
bezu¨glich [Γ
(2)
1,1(2), k] fu¨r gerades Gewicht k Extremalita¨t definierbar ist.
Beispiel 4.7 Sei l = 2 und k gerade. Es ist Γ
(2)
1,1(2) = Γ1(2) und es gilt Γ1(2) =
T ·Γ1,0(4) ·T−1 mit T =
(
2 0
0 1
)
. Nach [Kob84], p.146, hat die graduierte Algebra
der Modulformen geraden Gewichts zur Γ1,0(4) die Form⊕
2|k
[Γ1,0(4), k] = C[g1, g2]
mit Modulformen
g1(z) : = ϑ√2Z4(z) = 1 + 8q
2 + 24q4 + . . .
g2(z) : =
∑
n>0
n≡1(2)
σ1(n)q
2n = q2 + 4q6 + . . . .
Beide Funktionen sind Modulformen vom Gewicht 2 und g2 ist eine Spitzenform.
Die Elemente gj1g
d−j
2 (z) = q
d−j + 8j qd−j+2 + . . . erzeugen fu¨r j = 0, 1, . . . , d −
1 den C-Vektorraum M := [Γ1,0(4), k], wobei d := dimCM = k2 gesetzt ist.
Bezu¨glich M ist also also Extremalita¨t definierbar. Da T ∈ GL2(Q) eine obere
Dreiecksmatrix ist, ist auch Extremalita¨t bezu¨glich [Γ
(2)
1,1(2), k] definierbar.
Betrachtet man die Ra¨ume zu durch 4 teilbaren Gewichten, so passiert etwas
bemerkenswertes: Beispielsweise hat die extremale Modulform bezu¨glich [Γ1,0(4), 8]
die Form
f ∗ = 1− 7680q12 + 4320q16 − 276480q20 + 61440q24 − . . . .
Der Raum [Γ1,0(4), 8] ist 5-dimensional, daher verschwinden die Koeffizienten
zu q2, q4, q6, q8. In diesem Fall verschwindet aber auch der Koeffizient zu q10,
und ebenso alle Koeffizienten der q2-Entwicklung zu ungeraden Indices. Das liegt
daran, daß f ∗ von der extremalen Modulform zur Gruppe Γ1,0(2) herkommt, wie
in Abschnitt 4.3 erla¨utert wird.
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4.2 Extremale Za¨hler
Die Gewichtspolynome P1(C)(X0, X1) zu selbstdualen Codes C ⊂ Fn2 sind homo-
gene Polynome vom Grad n mit gewissen Invarianzeigenschaften. Definiere die
Gruppen H1 := 〈T1, D1〉 und H2 := 〈T1, D2〉, wobei
T1 :=
1√
2
(
1 1
1 −1
)
, D1 :=
(
1 0
0 −1
)
, D2 :=
(
1 0
0 i
)
gesetzt ist. Dann sind die na¨chsten beiden Sa¨tze wohlbekannt, [ConSlo99], [RaS98].
Satz 4.8 Sei C ⊂ Fn2 ein selbstdualer Code. Es gilt
P1(C) ∈ C[X0, X1]H1 = C[p1, p4]
mit p1(X0, X1) := X
2
0 +X
2
1 und p4(X0, X1) := X
2
0X
2
1 (X
2
0 −X21 )2.
Satz 4.9 (Gleason)
Sei C ⊂ Fn2 ein doppeltgerader selbstdualer Code. Es gilt
P1(C) ∈ C[X0, X1]H2 = C[P1(H8), P1(G24)] .
Dabei bezeichnet H8 den [8, 4, 4]−Hamming-Code und G24 den [24, 12, 8]− Golay-
Code.
Betrachtet man die n−te homogene Komponente P eines gegebenen Invari-
antenringes C[X0, X1]G bezu¨glich einer Gruppe G, d.h. P = C[X0, X1]Gn , so kann
man auch hier die Frage stellen, ob ein bezu¨glich P extremales (und eventu-
ell eindeutig bestimmtes) Polynom in P existiert, und ob dieses dann der Ge-
wichtsza¨hler eines Codes ist.
Definition 4.10 Sei P ⊂ C[X0, X1]n ein C-Vektorraum homogener Polynome
vom Grad n und sei d := dimCP . Man sagt, Extremalita¨t ist definierbar bezu¨glich
P , genau dann, wenn eine Basis von P der Form
qk(X0, X1) = X
n−jk
0 X
jk
1 +
∑
j>jk
a
(k)
j X
n−j
0 X
j
1 , k ∈ [d], a(k)j ∈ C
mit j1 < j2 < . . . < jd existiert. In diesem Fall heißt das (eindeutig bestimmte)
Polynom p(X0, X1) = X
n−j1
0 X
j1
1 +ajd+1X
n−(jd+1)
0 X
jd+1
1 +. . .+anX
n
1 das extremale
Polynom bezu¨glich P . Ein Code C ⊂ Znm (bzw. C ⊂ Fnq ) heißt extremal bezu¨glich
P , falls der Hamming-Distanzza¨hler
HD(C)(X0, X1) :=
1
|C|
∑
α,β∈C
X
n−wt(β−α)
0 X
wt(β−α)
1
mit dem extremalen Polynom in P u¨bereinstimmt.
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Im Fall der bina¨ren selbstdualen Codes der Blockla¨nge 16 erha¨lt man (siehe
[ConSlo99]):
Beispiel 4.11 Sei C ⊂ F 162 ein selbstdualer Code. Dann ist
P1(C) = λ1p
8
1 + λ2p
4
1p4 + λ3p
2
4 ∈ C[p1, p4]16
fu¨r geeignete λ1, λ2, λ3 ∈ Q. Das extremale Polynom p(X0, X1) in C[p1, p4]16 hat
die Form
p(X0, X1) = X
16
0 + 112X
10
0 X
6
1 + 30X
8
0X
8
1 + 112X
6
0X
10
1 +X
16
1 .
Nun gibt es keinen linearen Code C mit P1(C) = p, siehe [ConSlo99]. Allerdings
gilt fu¨r den Nordstrom-Robinson-Code NRC16 aus Beispiel 1.14
Dist1(NRC16) = HD(NRC16) = P1(NRC16) = p .
Aufgrund der Invarianz des Za¨hlers Dist1(NRC16) unter MacWilliams-Transfor-
mation la¨ßt sich aus dem Nordstrom-Robinson-Code ein Beispiel einer periodi-
schen Punktmenge konstruieren, deren Average-Thetareihe eine Modulform zur
Hecke-Gruppe G(2) ist, siehe Kapitel 5.
4.3 Die extremale Modulform in [Γ0(4), 2k]
In diesem Abschnitt werden die extremalen Modulformen bezu¨glich der Ra¨ume
[Γ1,0(4), 2k], k ∈ N, genauer untersucht. Es wird bewiesen, daß eine solche ex-
tremale Modulform von der entsprechenden extremalen Modulform zur Gruppe
Γ1,0(2) herkommt.
Im folgenden sei wie in Beispiel 4.7 die Matrix T =
(
2 0
0 1
)
und g1(z) =
ϑ√2Z4(z) , g2(z) =
∑
n>0
n≡1(2)
σ1(n)q
2n die Erzeuger des Polynomrings C[g1, g2] =⊕
k∈N0 [Γ1,0(4), 2k]. Der Ring der elliptischen Modulformen zur Γ1,0(2) ist in [Skor92]
bestimmt, es gilt ⊕
k∈N0
[Γ1,0(2), 2k] = C[δ, ] .
Die beiden Erzeuger δ vom Gewicht 2 und  vom Gewicht 4 sind algebraisch
unabha¨ngig und wie folgt definiert: Bezeichne mit
℘(z, x) :=
1
x2
+
∑
0 6=γ∈2pii(Zz+Z)
(
1
(x− γ)2 −
1
γ2
)
die Weierstraßsche ℘-Funktion. Setze σodd1 (n) :=
∑
d|n
d≡1(2)
d. Dann gilt
(z) = (℘(z, pii)−℘(z, piiz))(℘(z, pii)−℘(z, pii(z+1))) = 1
16
−q2+7q4−28q6+ . . .
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und δ(z) = 1
4
+6·∑n≥1 σodd1 (n)q2n. Fu¨r die Dimension der Vektorra¨ume [Γ1,0(2), 2k]
ergibt sich
dimC[Γ1,0(2), 2k] =
[
k
2
]
+ 1 .
Wie in [Skor92] setze ˜ := 1
4
(δ2 − ) = q2 + 8q4 + 28q6 + . . .. Eine Basis von
[Γ1,0(2), 2k] ist durch {δν1 ˜ν2 | (ν1, ν2) ∈ N20, ν1+2ν2 = k} gegeben. Insbesondere
ist Extremalita¨t definierbar bezu¨glich [Γ1,0(2), 2k].
Satz 4.12 Seien f1 ∈ [Γ1,0(4), 2k] und f2 ∈ [Γ1,0(2), 2k] die extremalen Modul-
formen bezu¨glich der angegebenen Ra¨ume. Dann gilt f1 = f2|2kT . Insbesondere
verschwinden in der q2-Entwicklung von f1 =
∑
j≥0 ajq
2j die Koeffizienten aj zu
ungeraden Indices j. Ist k gerade, so gilt a0 = 1, a1 = a2 = . . . = ak+1 = 0.
Dieser Satz liefert also eine Erkla¨rung dafu¨r, warum in der q2-Entwicklung der
extremalen Modulform in Beispiel 4.7 die Koeffizienten zu ungeraden Indices
verschwinden, und warum a5 = 0 gilt, wo doch der Raum [Γ1,0(4), 8] aus Dimen-
sionsgru¨nden nur a1 = a2 = a3 = a4 = 0 erzwingt.
Beweis: Die extremale Modulform f2 ∈ [Γ1,0(2), 2k] ist eine Modulform zur
Hauptkongruenzgruppe Γ1(2). Es gilt Γ1,0(4) = T
−1Γ1(2)T , daher ist f2|2kT ∈
[Γ1,0(4), 2k], siehe Beispiel 4.7. Sei f2 = 1+
∑
l≥d blq
2l, bd 6= 0, die q-Entwicklung
von f2. Aus der Extremalita¨t von f2 folgt d ≥
[
k
2
]
+ 1. Es gilt also
f2|2kT = 1 +
∑
l≥d
blq
4l =
∑
j≥0
ajq
2j = 1 +
∑
j≥2d
ajq
2j
und aj = 0 fu¨r ungerade Indices j. Wegen dimC[Γ1,0(4), 2k] = k+1 und 2
([
k
2
]
+ 1
)
≥ k + 1 stimmt f2|2kT mit der extremalen Modulform f1 u¨berein. Fu¨r gerades k
ist
[
k
2
]
= k
2
und 2d ≥ 2 ([k
2
]
+ 1
)
= k + 2 > k + 1. Daher verschwindet auch der
Koeffizient ak+1 in der q
2-Entwicklung von f1. 
In den nachfolgenden Beispielen werden die extremalen Modulformen f ∗ bezu¨glich
der Ra¨ume [Γ1,0(4), 2k] fu¨r k ∈ [6] angegeben. Dabei wurden die Berechnungen
mit dem Programm ganzvieleextrMFGamma04.mag durchgefu¨hrt.
Beispiel 4.13
• k = 1 : f ∗ = 1 + 24q4 + 24q8 + 96q12 + 24q16 + 144q20 + . . .
Es gilt f ∗ = 4δ|2T , und diese Modulform stimmt mit der Thetareihe des
Gitters
√
2D4 u¨berein, vgl. [ConSlo99], p. 202.
• k = 2 : f ∗ = 1 + 240q8 + 2160q16 + 6720q24 + 17520q28 + . . .
Diese Modulform stimmt mit der Thetareihe des Gitters 2E8 u¨berein.
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• k = 3 : f ∗ = 1− 504q8 − 16632q16 − 122976q24 − 532728q28 + . . .
Es gilt f ∗(z) = E6(4z). Dabei bezeichnet E6 die Eisensteinreihe vom Ge-
wicht 6. Zur Definition der Eisensteinreihen siehe Seite 81.
• k = 4 : f ∗ = 1− 7680q12 + 4320q16 − 276480q20 + 61440q24 − . . .
Diese Modulform steht in Verbindung zur extremalen Modulform zur Hecke
Gruppe G(2) (siehe Bemerkung 5.8), welche in Kapitel 5 genauer untersucht
wird.
• k = 5 : f ∗ = 1 + 10560q12 + 3960q16 + 1039104q20 + 168960q24 + . . .
Ein Vergleich dieser Modulform mit der Thetareihe eines 10-dimensionalen,
2-modularen, extremalen Gitters L,
ϑL = 1 + 3960q
4 + 168960q6 + 2094840q8 + . . . ,
zeigt, daß die Koeffizienten aj aus der q-Entwicklung von f
∗ fu¨r j ≡ 0(8) mit
den Koeffizienten von ϑL u¨bereinstimmen. Es gibt (bis auf Isometrie) genau
drei 10-dimensionale, 2-modulare, extremale Gitter, siehe [BaVe01]. Zwei
dieser Gitter wurden von Nebe und Plesken entdeckt, [NePle95]. Scharlau
und Hemkemeier fanden das dritte, [SchHe98]. Die Frage, ob es vielleicht
eine periodische Punktmenge Λ = ∪Mj=1(uj + 2L) eines 10-dimensionalen,
2-modularen, extremalen Gitters L mit ΘΛ = f
∗ gibt, ist offen. Eine analo-
ge Fragestellung wird in Kapitel 5 fu¨r die extremale Modulform bezu¨glich
[G(2), 8] untersucht.
• k = 6 : f ∗ = 1 + 196560q16 + 16773120q24 + 398034000q32 + . . .
Bezeichne mit LLeech das Leech-Gitter (min(LLeech) = 4). Dann gilt fu¨r die
extremale Modulform f ∗ = ϑ2LLeech .
4.4 Zwei Spezialfa¨lle
Sei M ein endlich-dimensionaler Raum von Modulformen vom Gewicht k ∈ N
bezu¨glich dem Extremalita¨t definierbar ist und sei f ∗ ∈M die extremale Modul-
form.
Problem: Gibt es eine periodische Punktmenge Λ mit Θ
(1)
Λ = f
∗ ?
Man beschra¨nke sich hierbei auf den Fall, daß die Exponenten in der q-Entwicklung
von f ∗ ganzzahlig sind, k ein Vielfaches von 4 ist, und f ∗(−1/z) = zkf ∗(z) gilt.
Dann ist f ∗ eine Modulform zur Hecke-Gruppe G(2) , die von den Matrizen
S :=
(
0 1
−1 0
)
, U :=
(
1 2
0 1
)
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erzeugt wird. Unter der Annahme der Existenz der gesuchten periodischen Punkt-
menge Λ ⊂ Rn impliziert die Ganzzahligkeit der Exponenten von f ∗ = Θ(1)Λ , daß
L ⊂ 1
2
L∗ und u1, . . . , uM ∈ 12L∗ gilt. Außerdem ist n = 2k ≡ 0(8). Die Ein-
schra¨nkung k ≡ 0(4) wurde gemacht, um in der Thetatransformationsformel fu¨r
Θ
(1)
Λ den Faktor i
n
2 = 1 zu erzwingen (vgl.Satz 2.17).
Fu¨r den Fall, daß es keine periodische Punktmenge Λ mit ΘΛ = f
∗ gibt,
kann man versuchen, die Nicht-Existenz von Λ mit Hilfe von Grad 2 Modul-
formen zu beweisen. Dazu nimmt man an, daß die periodische Punktmenge Λ
existiert, und daß Θ
(1)
Λ = f
∗ gilt. Dann kann man die Grad 2 Average-Thetareihe
Θ
(2)
Λ (Z) =
∑
T=TT≥0 aT e
piiσ(TZ) zu Λ betrachten. Diese Reihe ist eine Modulform
bezu¨glich einer gewissen Gruppe H und es gilt Θ
(2)
Λ |Φ = Θ(1)Λ . Aus dieser Glei-
chung und aus den Eigenschaften, daß f ∗ extremal und Θ(2)Λ eine Modulform
bezu¨glich H ist, kann man nun Bedingungen an die Koeffizienten aT ableiten.
Sollte dabei einer der Koeffizienten aT negativ oder nicht rational sein, so erha¨lt
man einen Widerspruch zur Existenz von Λ. Fu¨r den Fall, daß eine solche Punkt-
menge Λ existiert, kann man versuchen, auf diese Weise einige Koeffizienten aT
der Reihe Θ
(k)
Λ zu berechnen.
In diesem Abschnitt soll ein Verfahren vorgestellt werden, mit dem sich Be-
dingungen (lineare Gleichungen) an die Fourier-Koeffizienten einer mo¨glichen Sie-
gelschen Modulform F vom Grad 2 mit F |Φ = Θ(1)Λ ableiten lassen.
Sei Λ = ∪Mj=1(uj +L) eine periodische Punktmenge mit N(uk1 − uk2 + x) ∈ Z
fu¨r alle (k, x) ∈ [M ]2 × L, und seien Θ(1)Λ =
∑
j∈N0 bjq
j und
Θ
(2)
Λ =
∑
T=TT>0
T halbganz
aT e
piiσ(TZ) die Fourier-Entwicklungen der Average-Reihen. We-
gen
Θ
(2)
Λ |Φ(z) = limt→∞Θ
(2)
Λ
((
z 0
0 it
))
=
∑
T=TT>0
T halbganz
aT lim
t→∞
e
piiσ
((
z 0
0 it
))
= Θ
(1)
Λ (z)
folgt fu¨r die Fourierkoeffizienten aT zu Index-Matrizen
(
j 0
0 0
)
die Beziehung
aT = bj.
Setze T˜ :=
(
0 0
0 j
)
, I :=
(
0 1
1 0
)
und P :=
(
I 0
0 I
)
. Dann folgt aus der Defi-
nition von Θ
(2)
Λ die Gleichung Θ
(2)
Λ |kP = Θ(2)Λ und damit auch aT = aT˜ .
Weitere Einschra¨nkungen an die Koeffizienten bekommt man, wenn man ver-
sucht, die Modulform Θ
(2)
Λ ∈ [H, k] als Linearkombination einer Basis von [H, k]
darzustellen. Hierbei ist das Problem, die Modulgruppe H zu bestimmen.
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O.B.d.A. sei Λ eine endliche Vereinigung von Translaten eines geraden Git-
ters L, s.d. die Verschiebungsvektoren im dualen Gitter liegen. Nach Korollar
2.24 ist Θ
(2)
Λ eine Modulform zur Gruppe Γ
(2)
2,1(l) und zu einem Multiplikator χ,
wobei l die Stufe des Gitters L bezeichnet. Aus Θ
(1)
Λ |kS = Θ(1)Λ folgt mit der
Transformationsformel
√
detL
M
ikΘ
(1)
Λ |kS =
1
M2
∑
y∈L∗
|By|2qN(y)
durch Vergleich des 0-ten Fourier-Koeffizienten, daß detL = in detL = M2 gilt,
und daher ist wegen k ≡ 0(4) der Charakter χ trivial, vgl. Korollar 2.24.
Man kann nun erstmal keine Aussage u¨ber die Stufe l machen, da das Gitter
L nicht bekannt ist, und da man die Stufe von L nicht an der Modulgruppe G(2)
ablesen kann. In vielen Fa¨llen gilt aber fu¨r die Grad 2 Average-Thetareihe die zu
Θ
(1)
Λ |kS = Θ(1)Λ analoge Gleichung
Θ
(2)
Λ (−Z−1) = (detZ)k ·Θ(2)Λ (Z) .
Dies ist zum Beispiel dann der Fall, wenn Λ ein unimodulares Gitter oder die
Konstruktion-A-Liftung eines bina¨ren Codes C ist, der ein Z4-lineares, selbst-
duales Urbild unter der Gray-Abbildung hat. Denn nach Satz 1.16 ist dann der
Distanzza¨hler Dist2(C) invariant unter MacWilliams-Transformation und Ein-
setzen der Theta-Konstanten f0, . . . , f3 liefert nach Korollar 3.7 die Behauptung.
Die folgenden Betrachtungen geschehen unter der
Annahme (1): Die periodische Punktmenge Λ sei 2-selbstdual, d.h. es gelte
Θ
(2)
Λ |kS2 = Θ(2)Λ , wobei S2 :=
(
0 E
−E 0
)
gesetzt ist.
Das folgende Beispiel zeigt, daß es nicht mo¨glich ist, diese Annahme aus der
Gleichung Θ
(1)
Λ |kS = Θ(1)Λ zu folgern:
Beispiel 4.14 Sei C der lineare Code aus Beispiel 1.10 und ΛC4 die Konstruktion-
A-Liftung von C4 ⊂ F 402 . Es gilt Distg(C) = P (2)g (C), Θ(g)ΛC4 = ϑ
(g)
ΛC4
und
Distg(C
4)(X)− 1|C4|gDistg(C4)(X · T (2)g )
= (Distg(C)(X))
4 −
(
1
|C|gDistg(C)(X · T (2)g )
)4
.
Da der Grad 1 Gewichtsza¨hler P1(C) = Dist1(C) invariant unter MacWilliams-
Transformation ist, folgt mit Korollar 3.7 Θ
(1)
ΛC4
|20S = ϑ(1)ΛC4 |20S = ϑ
(1)
ΛC4
= Θ
(1)
ΛC4
.
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Nach Beispiel 1.10 ist P2(C) = Dist2(C) nicht invariant unter MacWilliams-
Transformation, daher ist nach obiger Gleichung Dist2(C
4) = P
(2)
2 (C
4) nicht
invariant unter MacWilliams-Transformation, d.h. es gilt P
(2)
2 (C
4) 6= P (2)2 ((C4)⊥).
Die Theta-Konstanten f0, . . . , f3 sind algebraisch unabha¨ngig (vgl. [Rung96]),
daher gilt mit Satz 3.1 und Lemma 3.6
Θ
(2)
Λ
(C4)⊥
= Θ
(2)
ΛC4
|20S2 6= Θ(2)ΛC4 .
Unter der Annahme (1) ist die Grad 2 Average-Reihe Θ
(2)
Λ eine Modulform
zur Gruppe
Hl :=
〈
Γ
(2)
2,1(l), S2, P
〉
.
Wie eine Rechnung mit dem Programm Gruppentest.mag zeigt, sind die Grup-
pen Hl fu¨r l ∈ N nicht alle identisch. So sind z.B. die Gruppen H2, H4 und
H6 paarweise verschieden. Setze N1 :=
(
2 0
0 1
)
, N2 :=
(
2E 0
0 E
)
und H˜l :=
N−12 ·Hl ·N2. Dann ist Θ(2)Λ |kN2 eine Modulform vom Gewicht k zur Gruppe H˜l.
Fu¨r Matrizen(
a b
c d
)
∈ Γ˜1,0(4) :=
〈(
1 0
4 1
)
,
(
1 1
0 1
)〉
∼= Γ1,0(4)/{±E}
(vgl. [Kob84]) und (λ, µ) ∈ (lZ)× Z entha¨lt die Gruppe H˜l die Matrizen
a 0 b 0
0 1 0 0
c 0 d 0
0 0 0 1
 bzw.

1 0 0 µ
λ 1 µ 0
0 0 1 −λ
0 0 0 1
 .
Diese Behauptung pru¨ft man fu¨r die beiden Erzeuger von Γ˜1,0(4) direkt nach und
beru¨cksichtigt, daß die Struktur der Matrizen der linken Form unter Matrixmul-
tiplikation erhalten bleibt (vgl. [EiZa85]). Die Matrizen der rechten Form sind
fu¨r (λ, µ) ∈ (lZ)× Z Elemente der Untergruppe N−12 · Γ(2)2,1(l) ·N2 von H˜l.
Sei Z =
(
z1 z2
z2 z3
)
und
Θ
(2)
Λ |kN2(Z) =
∑
m∈N0
ϕm(z1, z2) · e2piimz3
die Fourier-Jacobi-Zerlegung von Θ
(2)
Λ |kN2. Nach [EiZa85] sind die Koeffizienten
ϕm von Θ
(2)
Λ |kN2 invariant unter der .|k,mA - bzw. .|m(λ, µ) -Operation fu¨r Ma-
trizen A ∈ Γ˜1,0(4) und Tupel (λ, µ) ∈ (lZ)× Z.
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Gesucht ist eine geeignete Gruppe, bezu¨glich der die Koeffizienten ϕm Jacobifor-
men sind. Allerdings operiert fu¨r allgemeines l die Gruppe Γ˜1,0(4) nicht auf dem
Gitter lZ× Z. Definiere d := ggT (4, l).
Behauptung: Die Koeffizienten ϕm sind invariant unter der .|k,m(A, (λ, µ))-
Operation von Γ˜1,0(4)n (dZ× Z).
In SL2(Z)n Z2 gilt
(A1, (λ1, µ1)) · (A2, (λ2, µ2)) = (A1A2, (λ1, µ1)A2 + (λ2, µ2)) .
Wa¨hle λ2 := 0, A2 :=
(
1 0
4 1
)
. Zu A ∈ Γ˜1,0(4) setze A1 := A · A−12 . Sei
(λ, µ) ∈ (dZ)× Z, dann existiert ein (λ1, µ1) ∈ (lZ)× Z mit λ = λ1 + 4µ1. Setze
µ2 := µ−µ1. Dann sind fu¨r j = 1, 2 die Tupel (Aj, (λj, µj)) ∈ Γ˜1,0(4)× ((lZ)×Z)
und es gilt
(A1, (λ1, µ1)) · (A2, (λ2, µ2)) = (A, (λ, µ)).
Die Fourier-Jacobi-Koeffizienten ϕm sind invariant unter der .|k,m(Aj, (λj, µj))-
Operation und daher auch invariant unter .|k,m(A, (λ, µ)). Nach Satz 2.8 ist ϕm
eine Jacobiform vom Gewicht k und Index m zur Gruppe Γ˜1,0(4)n ((dZ)× Z).
Man erha¨lt folgendes Diagramm:
[Hl, k] −→ [H˜l, k]
[G(2), k] −→ [Γ1,0(4)∗, k]
.|kN2
.|kN1
Φ
?
Φ
?
Πm≥0Jk,m(Γ˜1,0(4)n ((dZ)× Z))
HHHHj
J
Dabei ordnet die Abbildung J einer Modulform F ∈ [H˜l, k] die Folge ihrer
Fourier-Jacobi-Koeffizienten (ϕm)m∈N0 zu. Die vertikalen Pfeile sind gestrichelt,
da es sich hierbei nicht um Abbildungen zwischen den Ra¨umen der Modulfor-
men handelt, sondern lediglich verdeutlicht werden soll, daß fu¨r die Grad 2
Average-Thetareihen Θ
(2)
Λ bzw. Θ
(2)
Λ |kN2 die Gleichungen Θ(2)Λ |Φ = Θ(1)Λ bzw.
Θ
(2)
Λ |kN2|Φ = Θ(1)Λ |kN1 gelten.
Zu ν ∈ N0 bezeichne Dν wie in [EiZa85] die Abbildung
D2ν : Jk,m(Γ˜(4)1,0 n ((dZ)× Z)) −→ [Γ˜1,0(4), k + 2ν] = [Γ1,0(4), k + 2ν] ,
ϕ 7→ D2νϕ
und es sei P
(k−1)
2ν das 2ν-te Gegenbauerpolynom
P
(k−1)
2ν (r, n) :=
ν∑
µ=0
(−1)µ (2ν)!
µ!(2ν − 2µ)! ·
k + 2ν − µ− 2
k + ν − 2 r
2ν−2µnµ .
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Dann ist fu¨r eine Jacobiform ϕ(z1, z2) =
∑
n≥0
∑
r∈Z
r2≤4nm
c(n, r)qnζr die Funktion
D2νϕ :=
∑
n≥0
 ∑
r∈Z
r2≤4nm
P
(k−1)
2ν (r, nm)c(n, r)
 qn
eine Modulform, und fu¨r ν > 0 ist D2νϕ eine Spitzenform, siehe [EiZa85], Theo-
rem 3.1.
Nun kann man das in [BaVe01] beschriebene Verfahren benutzen, das dort auf
Jacobi-Thetareihen angewendet wird. Seim fest gewa¨hlt. Fu¨r den Fourier-Jacobi-
Koeffizienten ϕm von Θ
(2)
Λ |kN2 ist D2νϕm eine Modulform vom Gewicht k+2ν zur
Gruppe Γ1,0(4). Nach Beispiel 4.7 gilt fu¨r die graduierte Algebra der Modulformen⊕
h∈2N0
[Γ1,0(4), k + 2ν] = C[g1, g2] ,
insbesondere ist {β(ν)j := gk/2+ν−j1 gj2 | j = 0, . . . , k/2+ν} eine Basis von [Γ1,0(4), k+
2ν], und {β(ν)1 , . . . , β(ν)k/2+ν} ist eine Basis von [Γ1,0(4), k + 2ν]0.
Das Ziel ist nun, lineare Gleichungen in den Koeffizienten c(n, r) von ϕm zu
erhalten, denn der Koeffizient c(n, r) stimmt fu¨r T =
(
n r
r m
)
mit dem Fourier-
koeffizienten aT aus Θ
(2)
Λ |kN2 u¨berein.
D2νϕm ist eine Modulform zur Γ1,0(4), insbesondere existiert eine Darstellung
Dϕm =
∑k/2+ν
j=0 λ
(ν)
j β
(ν)
j mit geeigneten Koeffizienten λ
(ν)
0 , . . . , λ
(ν)
k/2+ν ∈ C. Falls
ν > 0 ist, gilt λ
(ν)
0 = 0. Seien
β
(ν)
j =
∑
n≥0
b
(ν)
j,nq
n und D2νϕm =
∑
n≥0
b˜(ν)n q
n
die q-Entwicklungen von β
(ν)
j bzw. D2νϕm. Fu¨r jedes n ∈ N0 gilt die Gleichung
b˜
(ν)
n =
∑k/2+ν
j=0 λ
(ν)
j b
(ν)
j,n , und nach Konstruktion ist
b˜(ν)n =
∑
r∈Z
r2≤4nm
P
(k−1)
2ν (r, nm)c(n, r) .
Fu¨r ν = 0, . . . , νmax und n = 0, . . . , nmax erha¨lt man ein lineares Gleichungssy-
stem
(∗)
∑
r∈Z
r2≤4nm
P
(k−1)
2ν (r, nm)c(n, r)−
k/2+ν∑
j=0
λ
(ν)
j b
(ν)
j,n = 0
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in den Unbestimmten (c(n, r))n=0,...,nmax
r∈Z, r2≤4nm
und
(
λ
(ν)
j
)
j=0,...,k/2+ν
ν=0,...,νmax
mit noch zu bestim-
menden Parametern νmax, nmax. Dabei gilt λ
(ν)
0 = 0 fu¨r ν > 0. Indem man νmax
vergro¨ßert, bekommt man mehr Gleichungen in den Variablen (c(n, r))n=0,...,nmax
r∈Z, r2≤4nm
,
aber man erho¨ht auch gleichzeitig die Zahl der Unbekannten λ
(ν)
j . Indem man
nmax vergro¨ßert, fu¨gt man Gleichungen mit neuen Unbekannten c(n, r) aber ohne
neue Variablen λ
(ν)
j hinzu. Eliminiert man im Gleichungssystem (∗) die Unbe-
kannten
(
λ
(ν)
j
)
j=0,...,k/2+ν
ν=0,...,νmax
, so erha¨lt man lineare Gleichungen in den Koeffizienten
(c(n, r))n=0,...,nmax
r∈Z, r2≤4nm
. Damit ist gemeint, daß man zuerst nach den Variablen λ
(ν)
j
auflo¨st. Auf diese Weise erha¨lt man die λ
(ν)
j in Abha¨ngigkeit der Unbekannten
c(n, r). Einsetzen in das Gleichungssystem (∗) liefert ein neues Gleichungssystem
(∗∗) in den Unbekannten c(n, r).
Das Ziel ist, im Gleichungssystem (∗∗) mo¨glichst viele linear unabha¨ngige
Gleichungen in den Unbekannten c(n, r) zu erhalten.
Bestimmung der Parameter nmax und νmax:
Die Parameter nmax und νmax sollen nun so bestimmt werden, daß das Glei-
chungssystem (∗) mehr Gleichungen als Unbekannte c(n, r) und λ(ν)j besitzt. Das
ist immer mo¨glich, jedoch werden diese Gleichungen in der Regel linear abha¨ngig
sein.
Es gilt c(n, r) = c(n,−r), denn fu¨r geeignetes k ∈ [M ]4 und geeignete x, y ∈ L
ist r = 2(uk1−uk2+x, uk3−uk4+y). Identifiziert man in (∗) die Variablen c(n, r)
und c(n,−r), so ist fu¨r jedes n die Anzahl der Variablen c(n, r) im Gleichungssy-
stem gleich 1+ [
√
4nm]. Wenn man mit den ersten (n0+1) Fourier-Koeffizienten
von D2νϕm bzw. β(ν)j rechnen mo¨chte, um Gleichungen in den Variablen c(n, r)
fu¨r n = 0, . . . , n0 zu bekommen, dann erha¨lt man im Gleichungssystem (∗)
V(n0) :=
∑n0
n=0([
√
4nm] + 1) Unbekannte c(n, r). Setze g0 := n0 − k/2 und fu¨r
ν > 0
gν := n0 − dimC [Γ1,0(4), k + 2ν]0 = n0 − k
2
− ν .
Fu¨r jedes ν mit gν > 0 erha¨lt man im Gleichungssystem (∗) neue Gleichungen in
den Unbestimmten c(n, r), n = 0, . . . , n0, r
2 ≤ 4nm, und λ(ν)0 , . . . , λ(ν)k
2
+ν
. Aufgrund
von gν > 0 fu¨gt man dem Gleichungssystem (∗∗) nach Elimination der Variablen
λ
(ν)
0 , . . . , λ
(ν)
k
2
+ν
also gν (neue) Gleichungen hinzu, deren einzige Unbestimmte nur
die Variablen c(n, r) sind.
Man kann nun νmax und nmax so wa¨hlen, daß
∑νmax
ν=0 gν > V(n0) gilt. Dazu
starte man bei n0 = 1, berechne zu diesem n0 das zugeho¨rige νmax = n0 − k/2
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und teste, ob die Ungleichung erfu¨llt ist. Falls nicht, erho¨he n0 und iteriere. Auf
diese Weise erha¨lt man mehr als V(nmax) (i. a. linear abha¨ngige) Gleichungen in
den V(nmax) Unbestimmten c(n, r).
Weitere Bedingungen an die Koeffizienten c(n, r) ergeben sich aus der zweiten
Transformationsformel fu¨r Jacobiformen, ϕm|m(λ, µ) = ϕm fu¨r (λ, µ) ∈ (dZ)×Z.
Wie im Beweis von Theorem 2.2. in [EiZa85] ist fu¨r (λ, µ) ∈ (dZ)×Z die Gleichung
ϕm|m(λ, µ) = ϕm a¨quivalent zu
c(n, r) = c(n+ rλ+mλ2, r + 2mλ)
fu¨r alle n ∈ N0 und r ∈ Z mit r2 ≤ 4nm. Es gilt also c(n, r) = c(n′, r′), falls
r ≡ r′(2md) und 4n′m − r′2 = 4nm − r2. Diese Gleichungen ha¨ngen von d und
damit von l ab, jedoch sind nur noch die drei Fa¨lle d = 1, 2 oder 4 zu unterschei-
den. Man hat also durch die Annahme (1) die Unkenntnis der Stufe l auf drei
Fa¨lle reduziert.
Alle Gleichungen hat man unter der Annahme Θ
(2)
Λ |kS2 = Θ(2)Λ erhalten. Wenn
nun diese Annahme durch die
Annahme (2): Es existiert eine periodische Punktmenge Λ = ∪Mj=1(uj + L), L
gerades Gitter der Stufe l = 2, mit Θ
(1)
Λ = f
∗.
ersetzt wird, so ergibt sich folgendes:
Θ
(2)
Λ ist eine Modulform zur Gruppe Γ2(2) und Θ
(2)
Λ |kN2 ist eine Modulform zur
Gruppe H˜ := N−12 · Γ2(2) ·N2. Die Matrizen
1 0 0 0
0 1 0 0
4 0 1 0
0 0 0 1
 bzw.

1 0 0 µ
λ 1 µ 0
0 0 1 −λ
0 0 0 1

sind fu¨r (λ, µ) ∈ (2Z)×Z in H˜ enthalten. Man erha¨lt also wieder eine Abbildung
(beachte ggT (4, l) = 2)
J : [H˜, k] −→ Πm≥0Jk,m(Γ˜1,0(4)n ((2Z)× Z)) ,
die einer Modulform die Folge ihrer Fourier-Jacobi-Koeffizienten zuordnet. Fu¨r
festes m la¨ßt sich wieder die Abbildung
D2ν : Jk,m(Γ˜(4)1,0 n ((dZ)× Z)) −→ [Γ˜1,0(4), k + 2ν] = [Γ1,0(4), k + 2ν]
anwenden, und man erzeugt auch hier dasselbe Gleichungssystem (∗). Weiterhin
gilt c(n, r) = c(n′, r′), falls r ≡ r′(4m) und 4n′m− r′2 = 4nm− r2 gilt. Insgesamt
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fu¨hrt die Annahme (2) auf den Fall der Annahme (1) fu¨r d = 2.
Leider erweist sich diese Methode in der Praxis als nicht ausreichend. In vielen
Anwendungen (siehe z.B. Kapitel 5, Bemerkung 5.14) ist das Gleichungssystem
(∗∗) in den Unbestimmten c(n, r) nicht eindeutig lo¨sbar. Dann kann mit die-
ser Methode keine eindeutig bestimmte Siegelsche Modulform F mit F |Φ = f ∗
konstruiert werden, sondern nur ein Lo¨sungsraum. In diesem Vektorraum von
Modulformen ist dann die Nicht-Existenz einer Modulform mit nicht-negativen
Koeffizienten aT mit beschra¨nktem Nenner nachzuweisen, um den gewu¨nschten
Widerspruch zu erhalten; bzw. es ist der Kegel aller Modulformen mit nicht-
negativen Koeffizienten mit beschra¨nktem Nenner zu bestimmen. Falls die ge-
suchte periodische Punktmenge Λ existiert, muß die Grad 2 Average-Thetareihe
Θ
(2)
Λ in diesem Kegel liegen.
Trotz alledem bietet das hier vorgestellte Verfahren die Mo¨glichkeit, u¨ber-
haupt Bedingungen an die Koeffizienten einer mo¨glichen Grad 2 Average-Theta-
reihe zu finden.
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5 Die extremale Modulform vom Gewicht 8 zur
Hecke-Gruppe G(2)
In diesem Kapitel soll die Frage untersucht werden, ob eine bestimmte periodi-
sche Kugelpackung im 16-dimensionalen euklidischen Raum mit vorgegebener
Average-Thetareihe existiert. Aus dieser Reihe und ihrem Transformationsverhal-
ten lassen sich Eigenschaften dieser hypothetischen Kugelpackung ableiten. Insbe-
sondere ist dann die Dichte dieser Packung allein durch ihre Average-Thetareihe
bestimmt. Die Fragestellung ist deshalb von besonderem Interesse, weil eine solche
Kugelpackung dichter wa¨re als jede zur Zeit bekannte Kugelpackung in Dimen-
sion 16.
Betrachte den (R16, (., .)) zusammen mit dem Standardskalarprodukt (x, y) =∑n
j=1 xjyj. Um eine dichte Kugelpackung zu konstruieren, kann man sich zuna¨chst
einmal auf den einfachsten Fall beschra¨nken, na¨mlich den, daß die Kugelmittel-
punkte auf einem Gitter liegen und daß dieses Gitter sogar unimodular ist. Fu¨r
die center-density einer solchen Kugelpackung gilt dann δ = (min(L))
8
216
.
Im Fall eines geraden unimodularen Gitters L ist die Thetareihe ϑL eine Mo-
dulform vom Gewicht 8 zur vollen Modulgruppe SL2(Z). Der Raum [SL2(Z), 8]
ist eindimensional, [Ebe02]. Es gibt bis auf Isometrie genau zwei verschiedene
16-dimensionale gerade unimodulare Gitter, na¨mlich E8 × E8 und D˜+16. Deren
Thetareihen stimmen also mit der extremalen Modulform in [SL2(Z), 8] u¨berein.
Betrachtet man auch ungerade unimodulare Gitter, so sind die Thetareihen
Modulformen vom Gewicht 8 zur Hecke-Gruppe G(2). Diese Gruppe wird von den
Matrizen S und U der Substitutionen z 7→ −1/z bzw. z 7→ z + 2 erzeugt, S :=(
0 1
−1 0
)
, U :=
(
1 2
0 1
)
. Der Raum [G(2), 8] ist dreidimensional, siehe [ConSlo99].
Die extremale Modulform in [G(2), 8] hat die Form
Θ∗(z) = 1 + 7680q3 + 4320q4 + 276480q6 + 61440q6 + . . . .
Wenn es nun ein unimodulares Gitter L mit ϑL = Θ
∗ ga¨be, dann wu¨rde min(L) =
3 gelten, und daher fu¨r die center-density δ = 38/216 = 0.1001129150. Die zur Zeit
dichteste bekannte Kugelpackung im R16 ist durch das 16-dimensionale Barnes-
Wall-Gitter BW16 gegeben. Fu¨r die center-density der zugeho¨rigen Kugelpackung
gilt δBW16 = 1/16 = 0, 0625. Mit dem gesuchten Gitter L ko¨nnte man also dich-
ter packen. Nach [ConSlo99], Theorem 1, p.441, existiert aber kein unimodulares
Gitter L mit ϑL = Θ
∗.
Beschra¨nkt man sich bei der Suche nicht nur auf unimodulare Gitter, so kann
man nach einem isodualen Gitter L mit dieser Thetareihe fragen. Dieses Gitter
wu¨rde ebenfalls eine Kugelpackung mit center-density δ = 0, 1001129150 liefern.
Quebbemann hat jedoch in [Queb98] gezeigt, daß es u¨berhaupt kein Gitter gibt,
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dessen Thetareihe mit Θ∗ u¨bereinstimmt. Dazu u¨berlegt man sich folgendes:
Die Gruppe G(2) ist zur Fricke-Gruppe Γ1,0(4)
∗ der Stufe 4 u¨ber die Matrix
T :=
(
2 0
0 1
)
konjugiert, d.h. es gilt G(2) = T · Γ1,0(4)∗ · T−1. Die extremale
Modulform f ∗ in [Γ1,0(4)∗, 8] ist durch f ∗(z) = (Θ∗|8T )(z) = Θ∗(2z) gegeben.
Die q2-Entwicklung von f ∗ stimmt also mit der q-Entwicklung von Θ∗ u¨berein.
Insbesondere sind die Koeffizienten in der q2-Entwicklung von f ∗ genau dann
ganzzahlig und nicht-negativ, wenn es die Koeffizienten in der q-Entwicklung
von Θ∗ sind. Außerdem existiert genau dann ein Gitter L ⊂ R16 mit ϑL = Θ∗,
wenn ein Gitter L˜ ⊂ R16 mit ϑL˜ = f ∗ existiert (dann gilt na¨mlich L˜ =
√
2L).
In [Queb98] wird gezeigt, daß es kein Gitter L˜ gibt, dessen Thetareihe mit f ∗
u¨bereinstimmt.
Bemerkung 5.1 Sei L ⊂ R2k ein gerades Gitter der Stufe l. Zu n ∈ N setze
Mn :=
(
1 0
n 1
)
. Dann gilt fu¨r jedes l′ ∈ N mit ϑL|kMl′ = ϑL die Beziehung l | l′.
Beweis : Schreibe l′ = κl + r, 0 ≤ r < l (Division mit Rest). Dann gilt Ml′ =
Mκl ·Mr. Da l die Stufe des Gitters L ist, folgt ϑL|kMl = ϑL. Damit erha¨lt man
aus ϑL|kMl′ = ϑL die Gleichung
ϑL|kMr = ϑL .
Mit M˜r :=
(
1 −r′
0 1
)
gilt Mr = SM˜rS
−1. Daher folgt aus ϑL|kMr = ϑL unter
Beru¨cksichtigung der Thetatransformationsformel ϑL|kS = i−k
√
detL
−1
ϑL∗ die
Gleichung ϑL∗|kM˜r = ϑL∗ . Sei ϑL∗(z) =
∑
j∈N0 ajq
2j/l, q = epiiz, die q-Entwicklung
von ϑL∗ . Da nun fu¨r alle z ∈ H die Gleichung ϑL∗(z − r) = ϑL∗(z) gilt, folgt
0 =
∑
j∈N0
aj(1− e−2piijr/l)q2j/l .
Fu¨r alle j mit aj 6= 0 ist daher 1 − e−2piijr/l = 0. Die Gleichung e−2piijr/l = 1 ist
a¨quivalent zur Aussage l|jr.
Sei r˜
l˜
= r
l
der geku¨rzte Bruch mit l˜ > 0. Dann gilt 0 ≤ r˜ < l˜. Fu¨r alle j mit
aj 6= 0 gilt l˜|j.
Sei b1, . . . , b2k eine Basis von L
∗ und G = ((bν , bµ))ν,µ∈[2k]2 die Gram-Matrix
von L∗ bezu¨glich der gegebenen Basis. Fu¨r jedes ν ∈ [2k] existiert ein jν ∈ N mit
N(bν) = 2
jν
l
. Insbesondere ist ajν 6= 0. Es folgt
l
l˜
N(bν) = 2
jν
l˜
∈ 2Z .
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Fu¨r jedes Tupel (ν, µ) ∈ [2k]2 existiert ein jν,µ ∈ N0 mit N(bν + bµ) = 2 jν,µl . Es
folgt
l
l˜
(N(bν) +N(bµ) + 2(bν , bµ)) = 2
jν,µ
l˜
∈ 2Z .
Dies zeigt, daß l
l˜
G eine gerade Matrix ist. l ist aber die Stufe des Gitters L, d.h.
die kleinste Zahl mit dieser Eigenschaft. Es folgt l
l˜
= l, also l˜ = 1 und r˜ = 0. 
Mit dieser Bemerkung folgt, daß man alle Mo¨glichkeiten fu¨r die Stufe l des Git-
ters an der Modulgruppe ablesen kann. Ein gerades Gitter L˜ mit ϑL˜ = f
∗ ha¨tte
also die Stufe 1,2 oder 4 gehabt.
Die Frage ist nun, ob vielleicht eine periodische Punktmenge Λ = ∪Mj=1(uj+L)
mit ΘΛ = Θ
∗ existiert. Eine solche Punktmenge Λ wu¨rde ebenfalls eine besonders
dichte Kugelpackung P liefern:
Wegen ΘΛ|8S = ΘΛ, wu¨rde dann aus der Transformationsformel
√
detL
M
ΘΛ|8S = 1
M2
∑
y∈L∗
|By|2qN(y)
durch Vergleich des 0-ten Fourierkoeffizienten
√
detL
M
· 1 = 1
M2
|B0|2 folgen. Mit
B0 =
∑M
k=1 e
2pii(0,uk) = M erha¨lt man
√
detL = M und fu¨r die center-density
ergibt sich δP =
(√
min(L)
2
)16
= 3
8
216
. Das ist derselbe Wert wie fu¨r die (nicht
existente) Gitterpackung.
Allerdings ko¨nnen die Kugeln nicht beliebig dicht gepackt sein; es gibt Schran-
ken fu¨r die Dichte bzw. die maximale Kußzahl von Kugelpackungen. Notwendige
Bedingungen fu¨r die Existenz der gesuchten periodischen Punktmenge Λ (bzw.
Kugelpackung P) mit ΘΛ = Θ∗ sind daher
1. δP darf den Wert der besten zur Zeit bekannten Dichte-Schranke in Dimen-
sion 16 nicht u¨berschreiten.
2. Die Kußzahl τ der Packung P darf den Wert der besten zur Zeit bekannten
Kußzahl-Schranke in Dimension 16 nicht u¨berschreiten.
3. Die Fourierkoeffizienten in ΘΛ mu¨ssen nicht-negative rationale Zahlen mit
beschra¨nktem Nenner sein.
Die Dichte-Schranke (Rogers-Schranke) liefert in Dimension 16 einen Wert fu¨r
die center-density von δ = 0, 11774 (siehe Table 1.2. in [ConSlo99]), und die zur
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Zeit neueste Schranke von Cohn und Elkies liegt in Dimension 16 bei δ = 0, 10738
(siehe Table 3 in [CoEl03]). Der Wert δP = 38/216 = 0, 10011 . . . der gesuchten
Packung P liegt unterhalb der beiden Schranken. Die Schranke fu¨r die maximale
Kußzahl wird ebenfalls nicht u¨berschritten, in Dimension 16 liegt der Wert bei
8313, siehe Table 1.5. in [ConSlo99].
Betrachtet man die Anfangsstu¨cke der q-Entwicklungen von Θ∗ und der The-
tareihe des Barnes-Wall-Gitters BW16
ϑBW16(z) = 1 + 4320q
4 + 61440q6 + 522720q8 + . . . ,
so erkennt man, daß die Koeffizienten zu geraden Indices in der Entwicklung
von Θ∗ mit den Koeffizienten in ϑBW16 u¨bereinstimmen. Daher wurde in [Slo77]
vermutet, daß geeignete M =
√
detBW16 =
√
256 = 16 Translate von BW16
eine periodische Punktmenge liefern, deren Average-Thetareihe mit Θ∗ u¨berein-
stimmt. Jedoch besagt Theorem 14 in [ConSlo99], p. 190, daß fu¨r das Minimum
jeder periodischen Punktmenge Λ die Abscha¨tzung min(Λ) < 3 gilt, sofern Λ
aus M Translaten des Barnes-Wall-Gitters mit M ≥ 10 besteht. Dieses Theorem
wird dort allerdings nicht bewiesen. Die Richtigkeit der Aussage kann mit dem
Programm Keine10Translate.mag verifiziert werden. Ein theoretischer Beweis,
der auf einer Idee von Rudolf Scharlau beruht, ist im Anhang A angegeben. In
[ConSlo99] wird vermutet, daß es keine periodische Punktmenge Λ mit ΘΛ = Θ
∗
gibt.
Im folgenden wird eine Formel zur Berechnung der Koeffizienten in der q-
Entwicklung von Θ∗ angegeben und es wird bewiesen, daß alle Koeffizienten zu
geraden Indices mit den Koeffizienten der Thetareihe des Barnes-Wall-Gitters
u¨bereinstimmen. Insbesondere wird gezeigt, daß die Koeffizienten der Modul-
form Θ∗ nicht-negative ganze Zahlen sind. Setze σk(n) =
∑
d|n d
k.
Satz 5.2 Sei Θ∗(z) =
∑
n≥0 anq
n die q-Entwicklung von Θ∗. Dann gilt fu¨r die
Koeffizienten an
an =

1 , n = 0
480 ·∑ m1 +m2 +m3 +m4 = 2n
m1, . . . ,m4 ≡ 1(2)
∏4
j=1 σ1(mj) , n ≡ 1(2)
480 ·
(
σ7(n/2)−
∑
m1 + . . . +m4 = 2n
m1 ldots,m4 ≡ 1(2)
∏4
j=1 σ1(mj)
)
, n ≡ 0(2), n > 0
und fu¨r alle n ∈ N0 ist an ≥ 0. Insbesondere sind die Koeffizienten in der q-
Entwicklung von Θ∗ ganzzahlig und nicht-negativ.
Zum Beweis des Satzes u¨berlegt man sich folgendes: Nach [ConSlo99] gilt⊕
k∈2N0
[G(2), k, χk] = C[θ43(z),∆8(z)] .
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Dabei ist χ : G(2) −→ C der durch χ(U) = 1 und χ(S) = i gegebene Charakter.
Die Modulformen θ3 und ∆8 sind durch θ3(z) = 1 + 2
∑
m≥1 q
m2 und
∆8(z) =
1
16
θ2(z)
4θ4(z)
4 = q−8q2+28q3−64q4+126q5−224q6+ . . . ∈ [G(2), 4, χ]
definiert, wobei in der Darstellung von ∆8(z) wie in [ConSlo99] die Reihen
θ2(z) = 2
∑
m≥1
q(m+1/2)
2
und θ4(z) = 1 + 2
∑
m≥1
(−q)m2
benutzt werden. Fu¨r den Raum der Modulformen vom Gewicht 8 gilt [G(2), 8, χ] =
[G(2), 8], und nach Theorem 7 in [ConSlo99], p.187, folgt dimC[G(2), 8] = 3. Die
Reihen
θ163 (z) = 1 + 32q + 480q
2 + 4480q3 + 29152q4 + . . .
θ83(z)∆8(z) = q + 8q
2 + 12q3 − 64q4 − . . .
∆28(z) = q
2 − 16q3 + 120q4 − . . .
sind linear unabha¨ngig in [G(2), 8], bilden also eine Basis. Es gilt
Θ∗ = θ163 − 32θ83∆8 − 224∆28 .
Daher sind die Koeffizienten von Θ∗ ganzzahlig, weil auch die Koeffizienten in den
Reihen θ2, θ3, θ4 ganzzahlig sind. Bleibt zu zeigen, daß alle Koeffizienten nicht-
negativ sind und die in Satz 5.2 angegebene Formel erfu¨llen.
Bezeichne zu k ∈ N, k ≥ 2, mit E2k die Eisensteinreihe vom Gewicht 2k ,
E2k(z) := 1− 4k
B2k
∑
n≥1
σ2k−1(n)q2n .
Dabei ist B2k die 2k-te Bernoulli-Zahl. Die Bernoulli-Zahlen erha¨lt man aus der
Darstellung x
ex−1 =
∑
i≥0
Bi
i!
xi. Die Eisensteinreihe E2k ist eine Modulform vom
Gewicht 2k zur vollen Modulgruppe SL2(Z) und trivialem Multiplikator. Wie in
[Ser78], bemerkt, gilt fu¨r die Eisensteinreihe E4 die Gleichung E4 = θ
8
3 − 16∆8.
Es folgt
Θ∗(z) = E24(z)− 480∆28(z) .
Beno¨tigt werden nun Formeln fu¨r die Koeffizienten von E4 und ∆8. Dazu ist es
jetzt am bequemsten, im Vektorraum [Γ1,0(2), 8] zu rechnen.
Bemerkung 5.3 Die Gruppen G(2) und Γ1,0(2) sind zueiander konjugiert, ge-
nauer gilt:
Γ1,0(2) = N
−1 ·G(2) ·N , mit N := ( 2 10 1 ) .
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Beweis:Wie man nachrechnet, giltN−1·S ·N = ( 1 1−2 −1 ) =: S˜ undN−1·U ·N =(
1 1
0 1
)
=: U˜ . S˜ und U˜ erzeugen Γ1,0(2). 
Man erha¨lt also einen Isomorphismus
.|8N : [G(2), 8] −→ [Γ1,0(2), 8]
f(z) 7→ f |8N(z) = f(2z + 1) .
Zu betrachten ist jetzt Θ∗|8N ∈ [Γ1,0(2), 8]. Wie u¨blich bezeichne mit
℘(z, x) =
1
x2
+
∑
0 6=γ∈2pii(Zz+Z)
(
1
(x− γ)2 −
1
γ2
)
die Weierstraßsche ℘-Funktion. Setze wie in [Skor92]
e1(z) := ℘(z, pii), e2(z) := ℘(z, piiz) und e3(z) := ℘(z, pii(z + 1))
und σodd1 (n) :=
∑
d|n
d ≡ 1(2)
d. Mit diesen Bezeichnungen und q = epiiz gilt (vgl.
[Skor92], p.132):
Satz 5.4 Die .|2M-Operation fu¨r M ∈ SL2(Z) permutiert e1, e2, e3, und e1 ist
invariant unter Γ1,0(2). Es gilt
e1 = −1
6
(
1 + 24
∑
n≥1
σodd1 (n)q
2n
)
∈ [Γ1,0(2), 2] ,
e2 =
1
12
(
1 + 24
∑
n≥1
σodd1 (n)q
n
)
∈ [Γ01(2), 2] ,
e3 =
1
12
(
1 + 24
∑
n≥1
σodd1 (n)(−q)n
)
∈ [W−1Γ1,0(2)W, 2] ,
wobei W :=
(
0 −1
1 1
)
und Γ01(2) :=
{(
a b
c d
) ∈ SL2(Z) ∣∣ b ≡ 0(2)} gesetzt ist.
Wie in [Skor92] definiere
˜ :=
1
16
(e2 − e3)2 = q2 + 8q4 + 28q6 + 64q8 + 126q10 + 224q12 + . . . ∈ [Γ1,0(2), 4].
Dann gilt −∆8|4N = ˜. Denn die q-Entwicklungen von −∆8(2z+1) und ˜(z) stim-
men in den ersten beiden Fourierkoeffizienten u¨berein, es gilt dimC[Γ1,0(2), 4] =
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dimC[G(2), 4] = 2 und eine Basis von [Γ1,0(2), 4] ist durch E4|4N = 1 + . . . und
∆8|4N = −q2 − . . . gegeben. Es folgt
Θ∗|8N(z) = (E4|4N(z))2 − 480(∆8|4N(z))2
= E4(2z)
2 − 480˜(z)2 = E8(2z)− 480˜(z)2 .
Lemma 5.5 Es gilt:
1. ˜(z) =
∑
n≥1
(∑
m1 +m2 = 2n
m1,m2 ≡ 1(2)
σ1(m1)σ1(m2)
)
q2n
2. ˜2(z) =
∑
n≥1
(∑
m1 +m2 +m3 +m4 = 2n
m1, . . . ,m4 ≡ 1(2)
∏4
j=1 σ1(mj)
)
q2n
3. Fu¨r alle k ∈ 2N gilt
∑
m1 +m2 = k
m1,m2 ≡ 1(2)
σ1(m1)σ1(m2) =
{
σ3(k/2) , k ≡ 2(4)
σ3(k/2)− σ3(k/4) , k ≡ 0(4)
Beweis: Nach der Definition von ˜ gilt
˜ =
1
16
(e2 − e3)2 = 1
16 · 122 · 24
2 ·
2 ∑
n ≥ 1
n ≡ 1(2)
σodd1 (n)q
n

2
=
 ∑
n ≥ 1
n ≡ 1(2)
σodd1 (n)q
n

2
=
∑
n≥1
 ∑
m1 +m2 = 2n
m1,m2 ≡ 1(2)
σ1(m1)σ1(m2)
 q2n .
Damit erha¨lt man die erste Behauptung. Die Behauptung 2. folgt sofort. Nach
[Skor92], p.138, ist
˜(z) =
1
240
(E4(z)− E4(2z)) =
∑
n≥1
σ3(n)q
2n −
∑
n≥1
σ3(n)q
4n
Ein Koeffizientenvergleich liefert die Behauptung 3. . 
Mit Hilfe dieses Lemmas folgt aus der Gleichung Θ∗|8N(z) = E8(2z) − 480˜(z)2
die Formel fu¨r die Koeffizienten der q-Entwicklung von Θ∗|8N .
84 DIE EXTREMALE MODULFORM ZUR HECKE-GRUPPE
Bemerkung 5.6 Sei Θ∗|8N(z) =
∑
n≥0 bnq
n die q-Entwicklung von Θ∗|8N . Es
folgt fu¨r die Koeffizienten (bn)n∈N0
bn =

1 , n = 0
0 , n ≡ 1(2)
−480
(∑
m1 +m2 +m3 +m4 = 2n
m1, . . . ,m4 ≡ 1(2)
∏4
j=1 σ1(mj)
)
, n/2 ≡ 2(4)
480
(
σ7(n)−
(∑
m1 +m2 +m3 +m4 = 2n
m1, . . . ,m4 ≡ 1(2)
∏4
j=1 σ1(mj)
))
, n ≡ 0(4)
.
Sei Θ∗(z) =
∑
j≥0 ajq
j die q-Entwicklung von Θ∗(z). Dann folgt aus der letzten
Bemerkung die Formel fu¨r die Koeffizienten von Θ∗, denn es gilt
aj =
{
b2j , j ≡ 0(2)
−b2j , j ≡ 1(2) .
Um den Satz 5.2 vollsta¨ndig zu beweisen, muß noch fu¨r gerade j die Abscha¨tzung
aj ≥ 0 gezeigt werden.
Lemma 5.7 Sei ϑBW16 die Grad 1 Thetareihe des Barnes-Wall Gitters. Dann
gilt
1
2
(Θ∗(2z) + Θ∗(2z + 1)) = ϑBW16(2z) .
Beweis: Das Barnes-Wall-Gitter BW16 ⊂ R16 ist ein gerades Gitter der Stufe
l = 2. Daher gilt ϑBW16 ∈ [Γ1,0(2), 8] ⊂ [Γ1(2), 8]. Die Gruppen G(2) und Γ1,0(2)
bzw. G(2) und Γ1,0(4)
∗ sind zueinander konjugiert. Mit T =
(
2 0
0 1
)
und N =(
2 1
0 1
)
erha¨lt man Isomorphismen
[G(2), 8]
.|8N−→ [Γ1,0(2)] und [G(2), 8] .|8T−→ [Γ1,0(4)∗, 8] .
Die Ra¨ume [Γ1,0(2), 8] und [Γ1,0(4)
∗] sind in [Γ1,0(4), 8] enthalten. Nach Beispiel
4.7 ist der Raum [Γ1,0(4), 8] 5-dimensional und eine Modulform f ist durch
die ersten fu¨nf Koeffizienten der q-Entwicklung eindeutig bestimmt. Es folgt
ϑBW16(2z)− 12(Θ∗(2z)+Θ∗(2z+1)) = 0+0q2+0q4+0q6+0q8+. . . = 0 ∈ [Γ1,0(4), 8].

Da die Koeffizienten in der q-Entwicklung von ϑBW16 nicht-negative Zahlen sind,
folgt mit diesem Lemma fu¨r die Koeffizienten b4k aus Bemerkung 5.6 die Abscha¨tz-
ung b4k ≥ 0. Damit ist Satz 5.2 vollsta¨ndig bewiesen. 
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Die Aussage b4k ≥ 0 u¨ber die Koeffizienten von Θ∗|8N kann man auch durch
elementare Abscha¨tzungen der σk-Funktion zeigen. Im Anhang B wird dieser ele-
mentare Beweis angegeben.
Die Reihe Θ∗ hat nach Satz 5.2 nicht-negative ganzzahlige Koeffizienten, und
nach Lemma 5.7 stimmen die Koeffizienten zu geraden Indices mit den Koeffizien-
ten der Thetareihe des Barnes-Wall- Gitters u¨berein. Im Beweis dieses Lemmas
wurde benutzt, daß Θ∗|8T eine Modulform vom Gewicht 8 zur Gruppe Γ1,0(4) ist.
Die Beziehung zwischen Θ∗ und der extremalen Modulform bezu¨glich [Γ1,0(4), 8]
ist nach Abschnitt 4.3 durch die folgende Bemerkung gegeben.
Bemerkung 5.8 Die extremale Modulform f ∈ [Γ1,0(4), 8] hat die Form
f(z) = 1− 7680q12 + 4320q16 − 276480q20 + 61440q24 + . . . ,
und es gilt f(z) = (Θ∗|8N)|8T (z) = Θ∗(4z + 1).
Zuerst einmal stellt sich jetzt die Frage nach einem nicht-trivialen Beispiel,
d.h. nach der Existenz einer periodischen Punktmenge Λ, die kein Gitter ist,
mit ΘΛ ∈ [G(2), 8]. Ein solches Beispiel kann mit Hilfe des Nordstrom-Robinson-
Codes konstruiert werden:
Bezeichne dazu mit Λ
(A)
NRC16
die Konstruktion-A-Liftung des Nordstrom-Robin-
son-Codes, d.h. es ist
Λ
(A)
NRC16
:=
⋃
x∈NRC16
(
1√
2
x+
√
2Z16
)
.
Fu¨r die Average-Thetareihe gilt dann
Θ
Λ
(A)
NRC16
(z) = Dist1(NRC16)(f0(z), f1(z)) = 1 + 32q
2 + 7168q3 + 8160q4 + . . . .
Θ
Λ
(A)
NRC16
ist eine Modulform vom Gewicht 8 zur Hecke-Gruppe G(2), denn die
Exponenten in der q-Entwicklung sind nach Konstruktion ganzzahlig und der
Distanzza¨hler Dist1(NRC16) ist invariant unter MacWilliams-Transformation.
Aufgrund der Konstruktion A kann diese Reihe natu¨rlich nicht mit Θ∗ u¨berein-
stimmen.
Bezeichne nun mit Λ9 die im Anhang A angegebene periodische Punktmenge be-
stehend aus 9 Translaten des Barnes-Wall-Gitters und mit Λ
(B)
NRC16
die Konstruk-
tion-B-Liftung des Nordstrom-Robinson-Codes, d.h. setze
Λ
(B)
NRC16
:=
⋃
x∈NRC16
(
1√
2
x+
√
2D16
)
mit D16 := {y ∈ R16 |
∑16
j=1 yj ≡ 0(2)}.
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Lemma 5.9 Fu¨r die Average-Thetareihen zu diesen periodischen Punktmengen
gilt Θ
Λ
(B)
NRC16
,ΘΛ9 ∈ [Γ1(2), 8].
Beweis : Der Nordstrom-Robinson-Code ist eine Vereinigung von 8 Translaten
des 16-dimensionalen Reed-Muller-Codes erster Ordnung,
NRC16 = ∪8j=1(xj +RM(1, 4)),
siehe Beispiel 1.14. Die Konstruktion-B-Liftung des Reed-Muller-Codes RM(1, 4)
liefert das Barnes-Wall-Gitter (siehe [ConSlo99], p.191), d.h. Λ
(B)
NRC16
ist eine Ver-
einigung von 8 Translaten des Barnes-Wall-Gitters BW16. BW16 ist ein gerades
Gitter der Stufe l = 2 und die Verschiebungsvektoren 1√
2
x1, . . . ,
1√
2
x8 sind im
dualen Gitter BW ∗16 enthalten, daher gilt nach Korollar 2.24
Θ
Λ
(B)
NRC16
∈ [Γ(2)1,1(2), 8] = [Γ1(2), 8] .
Nach Anhang A sind die Verschiebungsvektoren y1, . . . , y9 in Λ9 = ∪9j=1(yj +
BW16) ebenfalls im dualen Gitter BW
∗
16 enthalten. So folgt die Behauptung fu¨r
ΘΛ9 . 
Dieses Lemma wird beno¨tigt, um den folgenden Satz zu beweisen:
Satz 5.10 Es gilt
Θ∗ = Θ
Λ
(B)
NRC16
+ΘΛ9 − ϑBW16 .
Wenn man diesen Satz auf der Ebene der Punktmengen lesen mo¨chte, was man
im Hinblick auf das Kugelpackungsproblem natu¨rlich nicht darf, so ist die Aus-
sage die folgende: Man nehme die Menge Λ9\BW16 bestehend aus den 9 Trans-
laten des Barnes-Wall-Gitters ohne das Barnes-Wall-Gitter selbst, und vereini-
ge diese verbleibenden 8 Translate mit der Menge Λ
(B)
NRC16
der 8 Translate des
Barnes-Wall-Gitters. Man erha¨lt also 9− 1 + 8 = 16 Translate des Barnes-Wall-
Gitters. Dabei ist zu beru¨cksichtigen, daß bei der Konstruktion von Λ
(B)
NRC16
der
Nordstrom-Robinson-Code NRC16 in der Darstellung von Beispiel 1.14 verwen-
det wurde, und deshalb fu¨r BW16 und Λ9 in der Darstellung wie im Anhang A
BW16 6⊂ Λ(B)NRC16 ∩ Λ9 gilt. Man muß in diesem Fall statt Λ
(B)
NRC16
die dazu isome-
trische Punktmenge Λ8 aus Anhang A verwenden.
Die Punktmengen Λ8 und Λ9 sind distanzinvariant, daher gilt ΘΛ8 = ϑΛ8 und
ΘΛ9 = ϑΛ9 . Die Thetareihen der im Anhang A angegebenen periodischen Punkt-
menge Λ16, die aus 16 Translaten des Barnes-Wall-Gitters besteht, berechnen sich
zu
ΘΛ16(z) = 1 + 148q
2 + 5312q3 + 22080q4 + 191232q5 + 366320q6 + . . . ,
ϑΛ16(z) = 1 + 7680q
3 + 4320q4 + 276480q5 + 61440q6 + . . . .
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Λ16 ist also nicht distanzinvariant und fu¨r die gewo¨hnliche Thetareihe ϑΛ16 gilt
ϑΛ16 = Θ
∗. Die center-density der durch Λ16 gegebenen periodischen Kugel-
packung P betra¨gt δP = 1256 . Dies ist nur 116 der center-density des Barnes-
Wall-Gitters.
Bemerkung 5.11 Die Reihe ΘΛ16 ist eine Modulform zur Hecke-Gruppe G(2),
denn es gilt
ΘΛ16 = θ
16
3 − 32θ83∆8 − 76∆28 ∈ [G(2), 8].
Falls es nun keine periodische Punktmenge Λ mit ΘΛ = Θ
∗ geben sollte, so
liefern Satz 5.10 und die im Anhang A angegebene periodische Punktmenge Λ16
wenigstens eine Erkla¨rung dafu¨r, was die Modulform Θ∗ mit dem Barnes-Wall-
Gitter und den Thetareihen der 8- bzw. 9-Translate-Packungen zu tun hat: Es
gilt die Gleichung
ϑΛ16 = Θ
∗ = ϑΛ9 + ϑΛ8 − ϑBW16 .
Diese Identita¨t gilt fu¨r die gewo¨hnlichen Thetareihen, welche erzeugende Funk-
tionen fu¨r die Abstandsverteilung vom Nullpunkt sind. Eine analoge Gleichung
fu¨r die Average-Thetareihe einer 16-Translate-Packung des Barnes-Wall-Gitters
gibt es nicht, weil eine solche Packung Minimum 2 haben muß. Die Angabe der
periodischen Punktmenge Λ16, deren Thetareihe die Gleichung ϑΛ16 = Θ
∗ erfu¨llt,
liefert auch einen kurzen Beweis dafu¨r, daß die Koeffizienten der q-Entwicklung
der Modulform Θ∗ ganzzahlig und nicht-negativ sind.
Beweis von Satz 5.10: Es gilt Θ
Λ
(B)
NRC16
,ΘΛ9 , ϑBW16 ∈ [Γ1(2), 8]. Bezu¨glich
[Γ1(2), 8] ist Extremalita¨t definierbar und es gilt dimC[Γ1(2), 8] = 5, da Γ1(2)
und Γ1,0(4) konjugiert sind (siehe Beispiel 4.7). Die Behauptung folgt nun durch
Betrachtung der Anfangsstu¨cke der q-Entwicklungen der Reihen
Θ
Λ
(B)
NRC16
(z) = 1 + 3584q3 + 4320q4 + 129024q5 + 61440q6 + . . .
ΘΛ9(z) = 1 + 4096q
3 + 4320q4 + 147456q5 + 61440q6 + . . .
ϑBW16(z) = 1 + 4320q
4 + 61440q6 + . . .
Θ∗(z) = 1 + 7680q3 + 4320q4 + 276480q5 + 61440q6 + . . . .

Korollar 5.12 Sei L ⊂ BW16 ein beliebiges Untergitter von vollem Rang. Dann
ist Θ∗ ein Element des von den Thetareihen zu Nebenklassen u + L, u ∈ L∗,
erzeugten C-Vektorraums, d.h.
Θ∗ ∈ span{ϑu+L | u ∈ L∗} .
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Das Problem bei der Konstruktion einer periodischen Punktmenge Λ = ∪Mj=1(uj+
L) mit ΘΛ = Θ
∗ bzw. beim Beweis der Nicht-Existenz einer solchen Menge ist,
daß man unter der Annahme der Existenz von Λ die Stufe l des Gitters L nicht
genau kennt. Wenn man zum Beispiel mit Hilfe einer Grad 2 Reihe Θ
(2)
Λ die Nicht-
Existenz von Λ beweisen mo¨chte, so muß man die Stufe l kennen, weil davon die
Modulgruppe Γ
(2)
2,1(l) abha¨ngt. Trotzdem lassen sich die folgenden Aussagen u¨ber
die Stufe des Gitters aus den Eigenschaften der Reihe ableiten:
Die Stufe kann nicht gleich 1 sein, da
√
detL =M und detL | ln ([Ebe02], p. 95)
gilt. Sonst wa¨re Λ wegen M = 1 ein gerades unimodulares Gitter, daher du¨rften
in der q-Entwicklung von Θ∗ keine ungeraden Exponenten auftreten. Außerdem
ist die Stufe l gerade, denn ΘΛ ist eine Modulform zur Gruppe Γ
(2)
1,1(l), also gilt
mit A :=
(
1 0
l 1
)
die Gleichung ΘΛ|8A = ΘΛ. Setze A˜ :=
(
1 −l
0 1
)
, dann gilt
A = SA˜S−1, und wegen ΘΛ|8S = ΘΛ folgt ΘΛ|8A˜ = ΘΛ. Da in der q-Entwicklung
von ΘΛ ungerade Exponenten auftauchen, muß l gerade sein.
Leider kann man die Bemerkung 5.1 nicht auf die Reihen ΘΛ verallgemei-
nern. Wie im Beweis der Bemerkung 5.1 erha¨lt man die q-Entwicklung ΘΛ|8S =∑
j∈N0 ajq
2j/l, jedoch ko¨nnen jetzt die Koeffizienten
aj =
1
M2
∑
y∈L∗
lN(y)=2j
|By|2
verschwinden, auch wenn ein y ∈ L∗ mit lN(y) = 2j existiert. In diesem Fall
verschwinden alle By =
∑M
k=1 e
2pii(uk,y) mit y ∈ L∗, N(y) = 2j/l. Man erha¨lt auf
diese Weise also nur Bedingungen an die Vektoren der Norm 2j/l in Abha¨ngigkeit
zu den Verschiebungsvektoren u1, . . . , uM .
Beispiel 5.13 Sei H8 ⊂ F 82 der [8,4,4]-Hamming-Code. Das E8-Gitter kann man
aus der Konstruktion-A-Liftung dieses Codes erhalten, d.h.
E8 =
⋃
x∈H8
(
1√
2
x+
√
2Z8
)
.
Die Stufe l des Gitters L =
√
2Z8 ist gleich 4. Es gilt aj = 0 fu¨r alle j ∈ N0 mit
2j
4
6∈ 2Z; d.h. By = 0 fu¨r alle y ∈ L∗ = 1√2Z8 mit N(y) 6∈ 2Z.
Man kann nun versuchen, die Nicht-Existenz der gesuchten Punktmenge Λ in
Spezialfa¨llen mit Hilfe der in Abschnitt 4.4 vorgestellten Methode zu beweisen.
Dazu nimmt man an, daß eine periodische Punktmenge Λ mit ΘΛ = Θ
∗ existiert
und daß entweder L ein gerades Gitter der Stufe 2 ist, oder daß Λ 2-selbstdual
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ist, d.h. daß Θ
(2)
Λ |8
(
0 E
−E 0
)
= Θ
(2)
Λ gilt. Man erha¨lt auf diese Weise lineare Glei-
chungen in den Fourierkoeffizienten aT von Θ
(2)
Λ (Z) =
∑
T=TT aT e
piiσ(TZ). Ein
Widerspruch ergibt sich, falls mindestens einer der Koeffizienten aT negativ oder
nicht rational ist. Leider fu¨hrt diese Vorgehensweise aber nicht zum Ziel, wie die
nachstehende Bemerkung zeigt.
Bemerkung 5.14 Seien F
(g)
ϑ := ϑ
(g)
Λ9
+ϑ
(g)
Λ8
−ϑ(g)BW16 , F
(g)
Θ := Θ
(g)
Λ9
+Θ
(g)
Λ8
−ϑ(g)BW16 ,
F
(g)
Θ,ϑ := Θ
(g)
Λ9
+ϑ
(g)
Λ8
−ϑ(g)BW16 und F
(g)
ϑ,Θ := ϑ
(g)
Λ9
+Θ
(g)
Λ8
−ϑ(g)BW16 . Dann sind die Funktio-
nen F
(g)
ϑ , F
(g)
Θ , F
(g)
Θ,ϑ, F
(g)
ϑ,Θ, ϑ
(g)
Λ16
und Θ
(g)
Λ16
Modulformen zur Hauptkongruenzgruppe
Γg(2), d.h. es gilt
F
(g)
ϑ , F
(g)
Θ , F
(g)
Θ,ϑ, F
(g)
ϑ,Θ, ϑ
(g)
Λ16
,Θ
(g)
Λ16
∈ [Γg(2), 8] .
Weiterhin liefert (g − 1)-faches Anwenden des Siegelschen Φ-Operators auf die
ersten fu¨nf Modulformen (in obiger Reihenfolge) die Modulform Θ∗. Die Koeffi-
zienten in den Fourier-Entwicklungen der Reihen F
(g)
ϑ , F
(g)
Θ , F
(g)
Θ,ϑ, F
(g)
ϑ,Θ, ϑ
(g)
Λ16
und
Θ
(g)
Λ16
sind nicht-negative rationale Zahlen mit beschra¨nktem Nenner. Fu¨r g ≥ 2
ist ϑ
(g)
Λ16
6= F (g)ϑ , und es gilt
Θ
(g)
Λ16
6∈ {F (g)ϑ , F (g)Θ , F (g)Θ,ϑ, F (g)ϑ,Θ, ϑ(g)Λ16} .
Die Reihen ϑ
(g)
Λ16
,Θ
(g)
Λ16
und F
(g)
ϑ sind linear unabha¨ngig.
Beweis : Die Verschiebungsvektoren der periodischen Punktmengen Λ8,Λ9 und
Λ16 sind im dualen Gitter des Barnes-Wall-Gitters enthalten. Ihre paarweisen
Differenzen haben ganzzahlige Norm. Mit Korollar 2.24 folgt die erste Behaup-
tung. Die zweite Behauptung u¨ber das Anwenden des Φ-Operators ist klar. Die
Aussage u¨ber die Fourierkoeffizienten wird hier exemplarisch fu¨r die Funktion
F
(g)
Θ bewiesen:
Setze L := BW16 und F˜
(g)
Θ := Θ
(g)
Λ8
−ϑ(g)L . Dann gilt die Behauptung fu¨r F˜Θ wegen
Θ
(g)
Λ8
− ϑ(g)L =
 1
8g
∑
k∈[8]2g
ϑ
(g)
uk1−uk2+L,...,uk2g−1−uk2g+L
− ϑ(g)L
=

 1
8g
∑
k∈[8]2g
k1 6=k2 oder k3 6=k4 ...
ϑ
(g)
uk1−uk2+L,...,uk2g−1−uk2g+L
+ ϑ(g)L
− ϑ(g)L
=
1
8g
∑
k∈[8]2g
k1 6=k2 oder k3 6=k4 ...
ϑ
(g)
uk1−uk2+L,...,uk2g−1−uk2g+L ,
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und damit fu¨r F
(g)
Θ = Θ
(g)
Λ9
+ F˜
(g)
Θ .
Um zu zeigen, daß die Modulformen ϑ
(g)
Λ16
und F
(g)
ϑ fu¨r g ≥ 2 verschieden sind,
genu¨gt es, diese Aussage fu¨r g = 2 zu beweisen. Denn durch (g − 2)-faches An-
wenden des Φ-Operators wu¨rde aus der Gleichheit der Grad g Reihen die Gleich-
heit der Grad 2 Reihen folgen. Sei also g = 2. Die periodische Punktmenge
Λ16 = (ψ(Λ8)\BW16) ∪ Λ9 aus Anhang A wird in der Form Λ16 = ∪16j=1(uj + L)
geschrieben, wobei u1 = 0 gilt, und die Translate wie im Anhang A so ange-
ordnet sind, daß Λ9 = ∪9j=1(uj + L) und ψ(Λ8) = L ∪ (∪16j=10(uj + L)) gilt. Setze
B := {10, 11, . . . , 16} und A := B∪{1}. Um eine einfachere Notation zu erhalten,
bezeichne abku¨rzend ϑk := ϑuk1+L,uk2+L fu¨r k ∈ [16]2. Dann gilt
ϑ
(2)
Λ16
− F (2)ϑ =
∑
k∈[9]2
ϑk +
∑
k1∈[9]
k2∈B
ϑk +
∑
k1∈B
k2∈[9]
ϑk +
∑
k∈B2
ϑk
−
∑
k∈[9]2
ϑk +
∑
k∈A2
ϑk − ϑ(2)L
 .
Es gilt
∑
k∈A2 ϑk =
∑
k∈B2 ϑk +
∑
k1=1
k2∈B
ϑk +
∑
k1∈B
k2=1
ϑk + ϑ
(2)
L . Es folgt
ϑ
(2)
Λ16
− F (2)ϑ =
∑
k1∈[9]\{1}
k2∈B
ϑk +
∑
k1∈B
k2∈[9]\{1}
ϑk 6= 0 .
Zu zeigen ist noch die lineare Unabha¨ngigkeit der Reihen ϑ
(g)
Λ16
,Θ
(g)
Λ16
und F
(g)
ϑ .
Angenommen, sie wa¨ren linear abha¨ngig. Dann existieren µ1, µ2, µ3 ∈ C mit
µ1ϑ
(g)
Λ16
+ µ2Θ
(g)
Λ16
+ µ3F
(g)
ϑ = 0. Da die drei Modulformen paarweise verschieden
sind, gilt µ1, µ2, µ3 6= 0. Man kann o.B.d.A. µ3 = −1 annehmen. (g − 1)-faches
Anwenden des Φ-Operators liefert µ1Θ
∗+µ2Θ
(1)
Λ16
−Θ∗ = 0. Wegen min(Λ16) = 2
folgt µ1 − 1 = µ2 = 0. Widerspruch. 
Es gibt also Modulformen f ∈ [Γ2(2), 8] mit f |Φ = Θ∗, die nicht-negative Koeffi-
zienten mit beschra¨nktem Nenner haben. Mit der in Abschnitt 4.4 vorgestellten
Methode kann man daher weder eine eindeutige Modulform f mit f |Φ = Θ∗
berechnen, noch zeigen, daß eine Modulform mit dieser Eigenschaft mindestens
einen negativen Koeffizienten hat. Nach Bemerkung 5.14 ist der Kegel in [Γ2(2), 8]
der Modulformen mit nicht-negativen Koeffizienten mindestens 2-dimensional. Je-
de Modulform f := λ·ϑ(2)Λ16+(1−λ)·F
(2)
ϑ mit λ ∈ Q∩[0, 1] erfu¨llt die Bedingungen
an eine mo¨gliche Grad 2 Average-Reihe Θ
(2)
Λ .
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Zusammenfasssung 5.15 :
Es konnte gezeigt werden, daß die Koeffizienten in der q-Entwicklung der extre-
malen Modulform Θ∗ nicht-negative ganze Zahlen sind, die man mit Hilfe der
Formel aus Satz 5.2 berechnen kann. Durch die im Anhang A angegebene peri-
odische Punktmenge Λ16 wurde bewiesen, daß Θ
∗ die erzeugende Funktion fu¨r
die Abstandsverteilung der Punkte in Λ16 vom Nullpunkt ist. Dadurch ist eine
mo¨gliche Erkla¨rung fu¨r den Zusammenhang des Barnes-Wall-Gitters mit der ex-
tremalen Modulform Θ∗ gefunden. Satz 5.10 liefert eine Identita¨t der Thetareihen
der 8-,9- und 16-Translate-Packungen des Barnes-Wall-Gitters und der Reihe des
Gitters selbst.
Das Problem, ob es eine periodische Punktmenge gibt, deren Average-Theta-
reihe mit Θ∗ u¨bereinstimmt, ist weiterhin offen. Die Schwierigkeit wurde beim
Ansatz aus Abschnitt 4.4 deutlich. Die Unkenntnis der Stufe des Gitters L berei-
tet Probleme, da von ihr die Modulgruppe einer mo¨glichen Grad 2 Reihe abha¨ngt.
Selbst unter Annahmen (z.B. Λ 2-selbstdual) war es wegen der Aussage in Bemer-
kung 5.14 nicht mo¨glich, die Existenz bzw. Nichtexistenz einer solchen periodi-
schen Punktmenge zu kla¨ren. Die Schwierigkeit des Problems wird auch deutlich,
wenn man versucht, den Spezialfall zu untersuchen, daß Λ eine distanzinvariante
periodische Punktmenge mit ϑΛ = Θ
∗ ist. In diesem Fall stimmen die Reihen ΘΛ
und ϑΛ u¨berein, d.h. es gilt ϑΛ = Θ
∗. Es existieren nun nach Anhang A sehr wohl
periodische Punktmengen Λ mit ϑΛ = Θ
∗, allerdings haben diese Minimum 2 und
sind nicht distanzinvariant. An der Reihe ϑΛ kann man das aber nicht erkennen.
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6 Anhang A
Als Erzeugermatrix fu¨r das Barnes-Wall-Gitter BW16 sei die Matrix
ΩBW16 =
1√
2

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
1 1 1 1 0 1 0 1 1 0 0 1 0 0 0 0
0 1 1 1 1 0 1 0 1 1 0 0 1 0 0 0
0 0 1 1 1 1 0 1 0 1 1 0 0 1 0 0
0 0 0 1 1 1 1 0 1 0 1 1 0 0 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

gewa¨hlt (vgl. [ConSlo99]). Dann gilt min(BW16) = 4 und die Thetareihe
ϑBW16(z) = 1 + 4320q
4 + 61440q6 + 522720q8 + . . .
ist eine Modulform vom Gewicht 8 zur Fricke-Gruppe Γ1,0(2)
∗ und trivialem Mul-
tiplikator, siehe [SSP99]. Die in den folgenden Abschnitten angegebenen periodi-
schen Punktmengen Λ8,Λ9 und Λ16 sind bezu¨glich dieser Erzeugermatrix darge-
stellt.
Die folgende Bemerkung wird bei der Berechnung der Thetareihen zu Λk =
∪j(uj + BW16), k ∈ {8, 9, 16}, beno¨tigt. Die Verschiebungsvektoren uj dieser
Punktmengen haben Abstand
√
3 zum Barnes-Wall-Gitter. Daher sind sie tiefe
Lo¨cher von BW16.
Bemerkung 6.1 Der U¨berdeckungsradius des Barnes-Wall-GittersBW16 ist
√
3.
Die tiefen Lo¨cher liegen im dualen Gitter BW ∗16, und je zwei verschiedene tiefe
Lo¨cher haben modulo BW16 Abstand
√
2 bzw.
√
3 voneinander, d.h. fu¨r verschie-
dene tiefe Lo¨cher x1 und x2 gilt
min
y∈BW16
N(x1 − x2 + y) ∈ {2, 3} .
Beweis : Die Aussage u¨ber den U¨berdeckungsradius wird in Chapter 6, Theorem
12 in [ConSlo99] bewiesen. Die Behauptung u¨ber die tiefen Lo¨cher rechnet man
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entweder mit dem Programm deepholesinBWdual.mag nach, oder man u¨berlegt
sich folgendes:
In Figure 4.12 in [ConSlo99] ist eine Erzeugermatrix des Leech-Gitters in MOG-
Koordinaten angegeben. Indem man in den ersten 16 Zeilen die letzten 8 Koordi-
naten (diese sind alle gleich Null) wegla¨ßt, erha¨lt man eine Erzeugermatrix eines
Gitters L, das zu BW16 isometrisch ist. Genauer: Mit der Permutation
σ = (1 4 2 3 9 5 6 8)(7 12 13 11) ∈ S16
gilt σ(BW16) = L. Nach Chapter 6, Proposition 11 in [ConSlo99] lassen sich die
Vektoren der tiefen Lo¨cher durch Anha¨ngen geeigneter Vielfacher von Minimal-
vektoren des E8-Gitters zu Minimalvektoren des Leech-Gitters erweitern (alles
in MOG-Koordinaten !). Ein solcher Minimalvektor hat ganzzahliges Skalarpro-
dukt mit jeder der ersten 16 Zeilen der Erzeugermatrix des Leech-Gitters, da
das Leech-Gitter unimodular ist. Weil nun in jeder dieser 16 Zeilen die letzten 8
Koordinaten verschwinden, liegen die tiefen Lo¨cher von L im dualen Gitter L∗.
Das Barnes-Wall-Gitter BW16 ist 2-modular, daher gilt fu¨r y ∈ BW16 und
zwei verschiedene tiefe Lo¨cher x1 und x2 N(x1 − x2 + y) ∈ {2, 3, . . .}. Da der
U¨berdeckungsradius von BW16 gleich
√
3 ist, folgt auch die letzte Behauptung.

Die Punktmengen Λ9 und Λ16 wurden experimentell am Rechner konstruiert.
Dabei wurden die tiefen Lo¨cher des Barnes-Wall-Gitters berechnet und geeignete
Lo¨cher als Verschiebungsvektoren gewa¨hlt. Die Ergebnisse dieser Berechnungen
werden in den Programmen Lambda9.mag und Lambda16.mag benutzt.
6.1 Die periodische Punktmenge Λ8
Der Nordstrom-Robinson-Code NRC16 ist nach Beispiel 1.14 eine Vereinigung
von 8 Translaten des Reed-Muller-Codes RM(1, 4), d.h. es gilt
NRC16 =
8⋃
j=1
(xj +RM(1, 4)).
Es ist bekannt, daß die Konstruktion-B-Liftung L
(B)
RM(1,4) des Reed-Muller-Codes
RM(1, 4) das Barnes-Wall-Gitter liefert, [ConSlo99]. Betrachtet man RM(1, 4)
in der Darstellung von Beispiel 1.14, so stimmen L
(B)
RM(1,4) und das von ΩBW16 er-
zeugte Gitter nicht u¨berein. Die beiden Gitter ko¨nnen aber durch eine geeignete
Permutation ineinander u¨berfu¨hrt werden:
Die letzten fu¨nf Zeilen in ΩBW16 bilden eine Erzeugermatrix fu¨r einen zu RM(1, 4)
u¨ber die Permutation
σ = (1 16 13 9 8 3 11 12)(2 15 7 4 14)(6 10) ∈ S16
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a¨quivalenten Code. Das D16-Gitter ist invariant unter Permutationen, und durch
die Matrix 
2 0 0 . . . 0
1 1 0 . . . 0
1 0 1 . . . 0
...
...
. . .
1 0 0 . . . 1

ist eine Erzeugermatrix von D16 gegeben. Eine einfache Rechnung zeigt BW16 =
σ(L
(B)
RM(1,4)).
Die Punktmenge Λ
(B)
NRC16
erha¨lt man durch Liftung des Nordstrom-Robinson-
CodesNRC16 nach Konstruktion B. Insbesondere liegen die Translationsvektoren
1√
2
x1, . . . ,
1√
2
x8 im dualen Gitter (L
(B)
NRC16
)∗ = (σ−1(BW16))∗. Setze
Λ8 := σ(Λ
(B)
NRC16
) .
Dann liegen fu¨r j ∈ [8] die Vektoren 1√
2
σ(xj) in BW
∗
16. Weil der Nordstrom-
Robinson-Code distanzinvariant ist, sind Λ
(B)
NRC16
und damit auch Λ8 distanzin-
variant. Fu¨r die Thetareihen zu Λ8 gilt
ΘΛ8(z) = ϑΛ8(z) = 1 + 3584q
3 + 4320q4 + 129024q5 + 61440q6 + . . . ,
wie man mit dem Programm Lambda8.mag berechnet.
6.2 Die periodische Punktmenge Λ9
Die Punktmenge Λ8 la¨ßt sich durch Hinzunahme eines weiteren Translats des
Barnes-Wall-Gitters zu einer periodischen Punktmenge bestehend aus 9 Trans-
laten des BW16-Gitters erweitern. Dazu berechnet man alle Norm 3 Vektoren u
in BW ∗16, deren Nebenklassen u+BW16 von Λ8 einen Abstand ≥
√
3 haben. Da
der U¨berdeckungsradius von BW16 gleich
√
3 ist (vgl. Bemerkung 6.1), sind diese
Vektoren u gerade tiefe Lo¨cher von BW16 mit min{N(u− y) | y ∈ Λ8} = 3. Eine
einfache Computerrechnung zeigt, daß es 256 solche Vektoren u gibt, die aber alle
dieselbe Nebenklasse u+BW16 bestimmen. Die Punktmenge Λ9 ist dann durch die
Matrix ΩBW16 und die Verschiebungsvektoren u1, . . . , u9 festgelegt. Eine mo¨gliche
Wahl der Verschiebungsvektoren ist in der folgenden Matrix angegeben. Dabei
stehen die Vektoren in den Spalten.
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(u1, . . . , u9) =
1√
2

0 1 0 0 1 0 1 1 1/2
0 0 1 1 1 0 0 1 −3/2
0 1 0 1 0 1 0 1 −1/2
0 0 0 0 0 0 0 0 −1/2
0 0 0 0 0 0 0 0 −1/2
0 0 0 1 0 1 1 1 −1/2
0 1 0 1 1 0 0 1 1/2
0 1 1 1 1 1 1 0 −1/2
0 1 1 0 0 0 1 1 1/2
0 0 1 1 0 0 1 1 −1/2
0 0 0 0 0 0 0 0 −1/2
0 0 1 0 1 1 0 1 1/2
0 1 1 0 0 1 0 1 1/2
0 0 0 0 1 1 1 1 −1/2
0 0 0 0 0 0 0 0 1/2
0 0 0 0 0 0 0 0 1/2

Bei dieser Wahl bestimmen die Matrix ΩBW16 und die Vektoren u1, . . . , u8 die
Menge Λ8. Nach Konstruktion liegen u1, . . . , u9 in BW
∗
16. Wie das Programm
Lambda9.mag zeigt, ist Λ9 distanzinvariant und fu¨r die Thetareihen zu Λ9 gilt
ΘΛ9(z) = ϑΛ9(z) = 1 + 4096q
3 + 4320q4 + 147456 + 61440q6 + . . . .
Als Anwendung der Proposition 2.20 kann man aus diesen Daten auch die
Average-Thetareihe der Punktmenge Λ
(B)
NRC16
berechnen: Λ9 ist distanzinvariant
und es gilt Λ8 ⊂ Λ9. Nach Proposition 2.20 besitzt jede 8-Translate Packung Λ(k)9
(k ∈ [9]) dieselbe Average-Thetareihe
Θ
Λ
(k)
9
=
1
8
(7 ·ΘΛ9 + ϑBW16) = 1 + 3584q3 + 4320q4 + 129024q5 + 61440q6 + . . . .
Eine allgemeinere Konstruktion fu¨r periodische Punktmengen, die squaring
construction, ist in [Forn89] angegeben. Dort werden auch 9-Translate-Packungen
des Barnes-Wall-Gitters konstruiert und die gewo¨hnliche Thetareihe dieser Punkt-
mengen berechnet.
6.3 Packen mit Translaten des Barnes-Wall-Gitters
In diesem Abschnitt wird gezeigt, daß fu¨r jede periodische Punktmenge Λ =
∪Mj=1(uj +BW16) mit Minimum 3 die Anzahl der Translate ho¨chstens 9 ist. Diese
Aussage findet man in [ConSlo99], Chapter 7, Theorem 14. Dort wird allerdings
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kein Beweis angegeben. Die Idee zu folgendem Beweis stammt von Rudolf Schar-
lau.
Satz 6.2 Sei Λ = ∪Mj=1(uj + BW16) eine Vereinigung von M Translaten des
Barnes-Wall-Gitters BW16 mit min(Λ) = 3. Dann gilt M ≤ 9.
Beweis: Bezeichne mitD := BW ∗16/BW16 die Diskriminantengruppe des Barnes-
Wall-GittersBW16.D ist isomorph zu (Z/2Z)8 und kann daher als F2-Vektorraum
aufgefaßt werden. Setze
l˜ : D −→ Z
x¯ = x+BW16 7→ l˜(x¯) := min
y∈x¯
N(y)
und l : D −→ Z/2Z, l(x¯) := l˜(x¯) mod 2. Da BW16 ein gerades Gitter ist, gilt
l(x¯) = N(y) mod 2 fu¨r alle y ∈ x¯. Definiere
b : D ×D −→ F2
(x¯, y¯) 7→ l(x¯+ y¯)− l(x¯)− l(y¯) .
b ist eine symmetrische Bilinearform, und wegen l(x¯ + y¯) = l(x¯) + l(y¯) + b(x¯, y¯)
ist l eine quadratische Form auf D.
Sei Λ = ∪Mj=1(uj + BW16) eine periodische Punktmenge mit min(Λ) = 3 und
M ≥ 9. O.B.d.A. sei u1 = 0. Nach Bemerkung 6.1 ist der U¨berdeckungsradius
des Barnes-Wall-Gitters
√
3, daher sind u2, . . . , uM tiefe Lo¨cher von BW16. Fu¨r
j = 2, . . . ,M gilt also uj ∈ BW ∗16 und l˜(uj) = 3. Setze G := (b(u¯j, u¯k))j,k=2,...,9.
Dann gilt
G =

0 1 1 . . . 1
1 0 1 . . . 1
...
. . . . . . . . .
...
1 . . . 1 0 1
1 . . . 1 1 0
 ∈ F 8×82 ,
denn fu¨r k = j ist b(u¯k, u¯k) = l( 2u¯k︸︷︷︸
=0
) − 2l(u¯k) = 0, und fu¨r j 6= k gilt wegen
min(Λ) = 3 nach Bemerkung 6.1
b(u¯j, u¯k) = l(u¯j + u¯k)− l(u¯j)− l(u¯k) = l˜(u¯j − u¯k) mod 2 = 1 .
Aus det(G) = 1 (∈ F2) folgt, daß {u¯2, . . . , u¯9} eine F2-Basis von D ist.
Angenommen, es giltM ≥ 10. Dann ist u10 ein weiteres tiefes Loch von BW16,
und u¯10 la¨ßt sich als Linearkombination
u¯10 =
9∑
j=2
λju¯j , λj ∈ F2
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darstellen. Wegen min(Λ) = 3 folgt wie oben nach Bemerkung 6.1 l(u¯10− u¯j) = 1
fu¨r alle j = 2, . . . , 9. Außerdem gilt
l(u¯10 − u¯j) = l(u¯10)− l(u¯j) + b(u¯10, u¯j) =
9∑
k=2
λkb(u¯k, u¯j)
und daher 1 =
∑9
k=2 λkb(u¯k, u¯j) =
∑9
k=2
k 6=j
λk.
Es gilt nun λ2 = . . . = λ9 = 1, denn sonst existierte ein j0 mit λj0 = 0. Wa¨hle j1
mit λj1 6= 0. Es wu¨rde nun 1 = l(u¯10− u¯j1) =
∑9
k=2
k 6=j0
λk+λj0−λj1 = 1+0−1 = 0
folgen. Widerspruch.
Man erha¨lt also u¯10 =
∑9
j=2 u¯j. u10 ist ein tiefes Loch von BW16, somit gilt
l(u¯10) = 1. Andererseits ist l(u¯10) =
∑9
j=2 l(u¯j) +
∑9
k=3
∑k−1
j=2 b(u¯j, u¯k) = 0. Wi-
derspruch. Es folgt also M < 10. 
6.4 Die periodische Punktmenge Λ16
Man kann aus den Mengen Λ8 und Λ9 eine periodische Punktmenge Λ16 konstru-
ieren, die aus 16 Translaten des Barnes-Wall-Gitters besteht. Es gilt Λ8 ⊂ Λ9.
Gesucht ist daher ein geeigneter Automorphismus des Barnes-Wall-Gitters ψ ∈
O(BW16) mit ψ(Λ8) ∩ Λ9 = BW16. Dann gilt (ψ(Λ8)\BW16) ∩ Λ9 = ∅, und
Λ16 := (ψ(Λ8) \ BW16) ∪ Λ9
ist eine disjunkte Vereinigung von 16 Translaten des Barnes-Wall-Gitters BW16.
Nach Konstruktion gilt dann fu¨r die gewo¨hnliche Thetareihe von Λ16
ϑΛ16(z) = ϑΛ8(z) + ϑΛ9(z) = 1 + 7680q
3 + 4320q4 + 276480q5 + 61440q6 + . . . .
Mit dem Programm Lambda16.mag wird die Gruppe O(BW16) berechnet. Es
werden einige Automorphismen ψ erzeugt und getestet, ob (ψ(Λ8)\BW16)∩Λ9 =
∅ gilt. Ist dies der Fall, so wird die Average-Thetareihe ΘΛ der periodischen
Punktmenge Λ = (ψ(Λ8)\BW16) ∪ Λ9 bestimmt. Unter anderem kommen die
folgenden Reihen vor:
1 + 104q2 + 6016q3 + 16800q4 + 216576q5 + 275680q6 + . . . ,
1 + 120q2 + 5760q3 + 18720q4 + 207360q5 + 308640q6 + . . . ,
1 + 124q2 + 5696q3 + 19200q4 + 205056q5 + 316880q6 + . . . ,
1 + 132q2 + 5568q3 + 20160q4 + 200448q5 + 333360q6 + . . . ,
1 + 136q2 + 5504q3 + 20640q4 + 198144q5 + 341600q6 + . . . ,
1 + 148q2 + 5312q3 + 22080q4 + 191232q5 + 366320q6 + . . . ,
1 + 152q2 + 5248q3 + 22560q4 + 188928q5 + 374560q6 + . . . .
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Diese Reihen ΘΛ = 1+a2q
2+ . . . sind Modulformen zur Hecke-Gruppe G(2), und
es gilt ΘΛ = Θ
∗ + a2 ·∆28. Diese Gleichung gilt, da eine Modulform in [Γ1(2), 8]
durch die ersten fu¨nf Fourier-Koeffizienten bestimmt ist.
Wie man an den verschiedenen Average-Thetareihen erkennen kann, reichen
die Bedingungen, daß Λ16 eine Vereinigung von 16 Translaten des BW16-Gitters
ist und obige Thetareihe ϑΛ16 hat, nicht aus, um Λ16 eindeutig zu bestimmen.
Die zu diesen Average-Thetareihen geho¨renden Punktmengen liefern allerdings
Kugelpackungen P mit derselben center-density δP = 1256 .
Sei nun der Automorphismus ψ so gewa¨hlt, daß
ΘΛ16(z) = 1 + 148q
2 + 5312q3 + 22080q4 + 191232q5 + 366320q6 + . . .
gilt. Ein solches ψ findet man, siehe Programm Lambda16.mag . Fu¨r das dort
gewa¨hlte ψ = G.26 gilt:
Die periodische Punktmenge Λ16 ist durch ΩBW16 und die Verschiebungsvektoren
u1, . . . , u16 mit
(u1, . . . , u16) =
1√
2

0 1 0 0 1 0 1 1 1/2 −1/2 1/2 −1 −1/2 −1 −1/2 −1
0 0 1 1 1 0 0 1 −3/2 −1/2 −1/2 0 −1/2 −1 −1/2 0
0 1 0 1 0 1 0 1 −1/2 1/2 1/2 0 1/2 1 1/2 1
0 0 0 0 0 0 0 0 −1/2 1/2 1/2 1 1/2 0 1/2 1
0 0 0 0 0 0 0 0 −1/2 1/2 1/2 0 −1/2 0 −1/2 0
0 0 0 1 0 1 1 1 −1/2 1/2 1/2 0 1/2 1 1/2 1
0 1 0 1 1 0 0 1 1/2 −1/2 −1/2 −1 −1/2 0 −1/2 0
0 1 1 1 1 1 1 0 −1/2 1/2 −1/2 0 1/2 0 −1/2 0
0 1 1 0 0 0 1 1 1/2 3/2 1/2 0 1/2 0 1/2 1
0 0 1 1 0 0 1 1 −1/2 1/2 −1/2 0 1/2 0 −1/2 0
0 0 0 0 0 0 0 0 −1/2 −1/2 −1/2 −1 −1/2 0 −1/2 −1
0 0 1 0 1 1 0 1 1/2 −1/2 1/2 0 1/2 0 −1/2 1
0 1 1 0 0 1 0 1 1/2 −1/2 −1/2 0 −1/2 0 −3/2 −1
0 0 0 0 1 1 1 1 −1/2 −1/2 −1/2 0 1/2 0 1/2 0
0 0 0 0 0 0 0 0 1/2 1/2 1/2 1 −1/2 1 1/2 1
0 0 0 0 0 0 0 0 1/2 1/2 3/2 1 3/2 1 1/2 1

gegeben. Diese Wahl von ψ liefert eine periodische Punktmenge Λ16 mit Minimum
2 und der in Kapitel 5 angegebenen Average-Thetareihe. Wegen ΘΛ16 6= ϑΛ16 ist
Λ16 natu¨rlich nicht distanzinvariant.
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7 Anhang B
In diesem Anhang soll die Aussage b4k ≥ 0 fu¨r die Koeffizienten der q-Entwicklung
von Θ∗|8N =
∑
j∈N0 bjq
j durch elementare Abscha¨tzungen der σk-Funktion be-
wiesen werden. Die Eigenschaft b2j ≥ 0 fu¨r gerade j ist a¨quivalent zu folgender
Behauptung:
Behauptung 7.1 Sei ˜(z)2 =
∑
n≥0 cnq
n die q-Entwicklung von ˜ 2, d.h. es gelte
cn :=
∑
k1 + k2 = n
k1, k2 > 0
σ∗3(k1)σ
∗
3(k2)
mit σ∗3(k) = σ3(k), falls k ungerade, und σ
∗
3(k) = σ3(k)− σ3(k/2), falls k gerade.
Dann folgt fu¨r alle n ∈ 2N die Abscha¨tzung cn ≤ σ7(n/2) .
Beno¨tigt werden Abscha¨tzungen fu¨r die Funktionen σ3(n) und σ7(n).
Bemerkung 7.2
1. Fu¨r alle n ∈ N gilt σ7(n)−σ3(n)
120
=
∑
k1 + k2 = n
k1, k2 > 0
σ3(k1)σ3(k2).
2. Fu¨r alle k ∈ N gilt 8σ3(k) ≤ σ3(2k) ≤ 9σ3(k).
3. Fu¨r alle k ∈ N gilt 128σ7(k) ≤ σ7(2k) ≤ 129σ7(k).
Beweis: Die Behauptung 1. ist in [Ser78], p.93, bewiesen. Sei nun k = 2l · κ,
κ ≡ 1(2). Es gilt σj(n) =
∑
d|n d
j =
∏
p ∈ P
p|n
p(νp(n)+1)j−1
pj−1 , siehe [HaWri58], pp. 271,
272. Dabei ist νp(n) = s, falls p
s||n gilt. Es folgt
σj(2k)
σj(k)
=
σj(2
l+1)σj(κ)
σj(2l)σj(κ)
=
2(l+2)j − 1
2(l+1)j − 1
=
2j
(
2(l+1)j − 1)+ 2j − 1
2(l+1)j − 1 = 2
j +
2j − 1
2(l+1)j − 1 ≤ 2
j + 1
Also gilt 2jσj(k) <
(
2j + 2
j−1
2(l+1)j−1
)
σj(k) = σj(2k) ≤ (2j + 1)σj(k). Fu¨r j = 3
bzw. j = 7 folgen die zweite und dritte Behauptung. 
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Fu¨r gerades n ∈ N ergibt sich
cn =
∑
k1 + k2 = n
k1, k2 ≡ 1(2)
k1, k2 > 0
σ3(k1)σ3(k2) +
∑
k1 + k2 = n
k1, k2 ≡ 0(2)
k1, k2 > 0
(σ3(k1)− σ3(k1/2))(σ3(k2)− σ3(k2/2))
=
∑
k1 + k2 = n
k1, k2 ≡ 1(2)
k1, k2 > 0
σ3(k1)σ3(k2) +
∑
k1 + k2 = n
k1, k2 ≡ 0(2)
k1, k2 > 0
σ3(k1)σ3(k2)
−2
∑
k1 + k2 = n
k1, k2 ≡ 0(2)
k1, k2 > 0
σ3(k1/2)σ3(k2) +
∑
k1 + k2 = n
k1, k2 ≡ 0(2)
k1, k2 > 0
σ3(k1/2)σ3(k2/2)
=
∑
k1 + k2 = n
k1, k2 > 0
σ3(k1)σ3(k2)− 2
∑
k1 + k2 = n
k1, k2 ≡ 0(2)
k1, k2 > 0
σ3(k1/2)σ3(k2) +
∑
k1 + k2 = n
k1, k2 ≡ 0(2)
k1, k2 > 0
σ3(k1/2)σ3(k2/2)
=
σ7(n)− σ3(n) + σ7(n/2)− σ3(n/2)
120
− 2
∑
k1 + k2 = n
k1, k2 ≡ 0(2)
k1, k2 > 0
σ3(k1/2)σ3(k2)
Die letzte Umformung gilt nach Bemerkung 7.2. Mit der Abscha¨tzung 2. aus der
Bemerkung 7.2 folgt fu¨r gerades n
cn ≤ σ7(n)− σ3(n) + σ7(n/2)− σ3(n/2)
120
− 16
∑
k1 + k2 =
n
2
k1, k2 > 0
σ3(k1)σ3(k2)
=
1
120
· (σ7(n) + σ7(n/2)− σ3(n)− σ3(n/2)− 16σ7(n/2) + 16σ3(n/2))
≤ 1
120
· (σ7(n)− 15σ7(n/2)− σ3(n) + 15σ3(n/2)) =: hn ,
und fu¨r gerades n > 2 gilt nach Abscha¨tzung 3. aus der Bemerkung 7.2
hn − σ7(n/2) = 1
120
(σ7(n)− 135σ7(n/2)− σ3(n) + 15σ3(n/2))
≤ 1
120
(−6σ7(n/2)− σ3(n) + 15σ3(n/2))
≤ 1
120
(−6σ7(n/2) + 7σ3(n/2))
=
1
120
∑
d|n
2
d3(7− 6d4) < 0 .
Man erha¨lt also 0 < σ7(n/2) − hn ≤ σ7(n/2) − cn. Zusammen mit c2 = 1 ergibt
das die Behauptung 7.1. 
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8 Anhang C
Liste der benutzten Computerprogramme:
MAPLE Programme:
• T2Lemma.mws, 21
• T3gehtnicht.mws, 22
MAGMA Programme:
• A1.mag, 24
• Bsp.mag, 9
• DCBerechnung.mag
(wird von den auf Seite 24 angegebenen Programmen aufgerufen)
• deepholesinBWdual.mag, 94
• Distnotinv.mag, 10
• Dist2NRC.mag, 13
• D4oplus.mag, 24
• D6oplus.mag, 24
• D8oplus.mag, 24
• E7plus.mag, 24
• E8oplus.mag, 24
• ganzvieleextrMFGamma04.mag, 67
• GCStrichBerechnung.mag
(wird von den Programmen GD6oplus.mag, GE7plus.mag und GO8.mag auf-
gerufen)
• GD6oplus.mag, 26
• GE7plus.mag, 26
• GO8.mag, 26
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• Grad2DistNRC
(Ergebnis der Berechnung von Dist2NRC.mag. Kann unter MAGMA mit
dem restore-Befehl geladen werden)
• Gruppentest.mag, 71
• Keine10Translate.mag, 80
• K8.mag, 24
• K8Strich.mag, 24
• Lambda8.mag, 95
• Lambda9.mag, 96
• Lambda16.mag, 98
• L8.mag, 24
• NRC16Konstruktion.mag, 13
• O8.mag, 24
• P2NRC.mag, 13
• P3GE7plus.mag, 26
• P3GE7plusMacW.mag, 26
• P3GE7plusMacWzaehler, 26
• P3GE7pluszaehler, 26
• P3GO8.mag, 26
• P3GO8MacW.mag, 26
• P3GO8MacWzaehler, 26
• P3GO8zaehler, 26
• ZaehlerWinv.mag, 14
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