We make a new attempt at the recently suggested program to express knot polynomials through topological vertices, which can be considered as a possible approach to the tangle calculus: we discuss the Macdonald deformation of the relation between the convolution of two topological vertices and the HOMFLY-PT invariant of the 4-component link L8n8, which both depend on four arbitrary representations. The key point is that both of these are related to the Hopf polynomials in composite representations, which are in turn expressed through composite Schur functions. The latter are further expressed through the skew Schur polynomials via the remarkable Koike formula. It is this decomposition that breaks under the Macdonald deformation and gets restored only in the (large N ) limit of A ±1 −→ 0. Another problem is that the Hopf polynomials in the composite representations in the refined case are "chiral bilinears" of Macdonald polynomials, while convolutions of topological vertices involve "non-chiral combinations" with one of the Macdonald polynomials entering with permuted t and q. There are also other mismatches between the Hopf polynomials in the composite representation and the topological 4-point function in the refined case, which we discuss.
Introduction
Recently in [1] we started a new program to construct link polynomials (LP)
1 [2] from topological vertices (TV) [3] . It is one of possible realizations of the tangle calculus [4] , and it is also important for a still missed reformulation of knot calculus in the standard language of matrix models [5] . As the first example, we took in [1] the 4-component link L 8n8 , because LP in this case are essentially made of those for the Hopf link, when they are just convolutions of two TV.
2 Though conceptually the relation between the LP and the TV is very plausible and long expected, a practical comparison is somewhat difficult. On of the main reasons is that related to the TV are the colored LP, moreover, the relevant ones are those in composite representations, which essentially depend on the rank of the gauge algebra, i.e. on N for SL N . In such situations, the very definition of A-dependent LP (A = q N or t N ) requires some care and involves a kind of projective limit, which leads to what we call the uniform LP , see [9] . Therefore before going deep into the study of TV −→ LP constructions, one should better understand how this uniformization works. In the case of the HOMFLY-PT LP for the Hopf link, it was thoroughly investigated in [10] , and this was what made possible the L 8n8 study in [1] . The natural next step is to lift the construction from the HOMFLY-PT to hyperpolynomials, i.e. from the Schur polynomial based expressions to those based on the Macdonald polynomials and thus depending on three rather than two parameters: A, q and t.
Unfortunately this runs into a set of problems, which we discuss in the present paper.
Notations. Various quantities introduced and used throughout the text are:
Time variables:
• h µ : the Macdonald hook length, (123)
k : (52) • f µ : the framing factor due to Taki [19] , (41) • p * (µ,λ) k : (33) • ||µ||: the norm of the Macdonald polynomial M µ , (122)
• p * (µ,λ) k := p * (µ,λ) k (A −1 , q −1 , t −1 )
• D (µ,λ) : a factorized combination, (76) Topological 4-point functions:
• Md µ : the Macdonald dimension, (42) • Z µ 1 λ 2 λ 1 µ 2 : (65) and (81) and similarly for Z ′ and Z
′′
We also use the following notation: We choose the standard order of arguments (A, q, t). This means that, e.g., the notation X(A, t, q) denotes the permuted arguments q and t. Various quantities related with the Macdonald polynomials can be found in the Appendix. Throughout the text, we omit the U (1)-factor from the normalization of the Hopf hyperpolynomial. We also sometimes omit the subscript k of time variables p k , when it should not lead to a misunderstanding. Notice that we make a change of parameters (q, t) → (q 2 , t 2 ) in the Macdonald polynomials as compared with [20] .
2 The outline of the paper 2.1 Summary of [1] In [1] , we studied the interplay of three objects:
A. The four-point function,
obtained by the convolution of two topological vertices,
(for the notation, see (42) and (52) at t = q).
B. The HOMFLY-PT polynomial for the four-component link L 8n8 , which depends on four representations and coincides with the HOMFLY-PT polynomial of the 2-component Hopf link: 
as follows from the picture, where L 8n8 is on the left and Hopf = Torus [2, 2] is on the right (N C. The HOMFLY-PT polynomial for the Hopf link in composite representations (see (32) at t = q): H Hopf (µ1,µ2)×(λ1,λ2) = Qd (µ1,µ2) · Schur (λ1,λ2) {p * (µ1,µ2) } = Qd (λ1,λ2) · Schur (µ1,µ2) {p * (λ1,λ2) }
which involves a peculiar Schur function in the composite representation (µ 1 , µ 2 ) (see (29) at t = q)
Here Qd (µ1,µ2) are the quantum dimensions of the composite representation (µ 1 , µ 2 ) [10] . We call this formula the Koike formula, [12] .
The central claim of [1] was that the four-point function coincides with the dominant contribution to the sum in H L8n8 , which is exactly the Hopf polynomial colored with two composite representations, H 
Macdonald deformation
The goal of the present paper is to consider a modification of all these ingredients under the (q, t)-deformation which changes the Schur to the Macdonald polynomials, and the HOMFLY-PT polynomials to the hyperpolynomials [22] [23] [24] .
A ′ . The Macdonald deformation(s) of Z is well known: it is made from the convolution of refined topological vertices [21, 25] . However, there are many problems beginning with existence of different functions that are not obviously equivalent, and ending with asymmetry of the emerging refined 4-point function.
B ′ . The topological relation (3) between the L 8n8 and Hopf links now has no any immediate implication for the super-and hyper-polynomials: it is yet unclear if the former exist at all in arbitrary (non-antisymmetric) representations, and if the latter can be defined for arbitrary knots and links and are invariants under the Reidemeister moves.
Expression like (4) exists for the Hopf hyperpolynomials in ordinary representations, but its lifting to composite representations is a non-trivial issue. Whatever it is, it is inconsistent with (5): the composite Hopf hyperpolynomial is not decomposed into skew Macdonald functions.
Macdonald deformation breaks (6)
It turns out that, in the refined case, the correspondence (6) is no longer correct. In fact, there are several problems related to this case. We list them here, and discuss the details further in this paper.
1.
First of all, in the refined case, there are several distinct 4-point functions that have the same unrefined t = q limit. Indeed, one can produce the 4-point function convolving two topological vertices (60) in the third, second, or first index, with the second index corresponding to the preferred direction [8, 25] , they all coincide in the unrefined case due to the cyclic symmetry of the topological vertex in that case. We denote these three possibilities Z, Z ′′ and Z ′ accordingly (see (65), (67) and (66)). The rules of constructing the 4-point functions can be directly obtained from the quantum toroidal (Ding-Iohara-Miki) algebra description, with the topological vertex being an intertwining operator of three Fock representations [8] .
In the refined case, these three functions are different. However, in the case of two non-trivial and two trivial representations, different 4-point functions still describe the (refined) Hopf link invariant, the Hopf hyperpolynomial [22] [23] [24] 26] . For instance,
where the invariant on the r.h.s. describes the mirror-reflected Hopf link. Similarly, for the other 4-point function,
and for the third 4-point function (with the internal edge along the preferred direction) this is correct only at λ = [1] :
The latter invariant on the r.h.s. again describes the mirror-reflected Hopf link.
The coefficients are the ratios of products of simple factors,
2. However, different 4-point functions far do not coincide when all the 4 representations are non-trivial, the case expected to correspond to the Hopf hyperpolynomial in the composite representation. Moreover, the difference is quite strong and manifests itself in different ways.
3. Coincidence disappears already in the case of two non-trivial representations in the both preferred directions or both unpreferred directions (see sec.5.3), which describes, in the unrefined case, the quantum dimension of the composite representation:
where the last quantity is still equal to the Macdonald dimension of the composite representation (µ 1 , µ 2 ).
4.
Another drawback of the refined 4-point functions is that they are not symmetric in the case of four different representations under the permutation (µ 1 , µ 2 ) ↔ (λ 1 , λ 2 ), which is the case for the Hopf link invariant, since it corresponds to just interchanging the Hopf link components. Instead of this, there is only the property
5. Discrepancy between the full-fledged 4-point functions and Hopf polynomial, which is drastic for generic A, nearly disappears in the limits when A → 0 or A → ∞. Still an important difference persists. The refined topological string functions have a "chirality" structure different from that of the Hopf hyperpolynomial: both are decomposed, but differently. The hyperpolynomial becomes
where we denoted the Hopf hyperpolynomial at A → 0 as P Hopf λ2,µ2 0
, while the 4-point function is
Here bar denotes a peculiar conjugation, provided by the permutation of q and t. One can see that this string function is a non-chiral product of the two factors with permuted q and t with respect to each other. At the same time, these two factors are of the same chirality in the Hopf case.
In the next subsection 2.4, we provide the simplest example to illustrate these problems and explain why they are not so easy to avoid.
First level contributions to the partition function
One may think that the problems just described could be cured by changing the basis: in principle, one has to compare [26] the generating function of Hopf link invariants in the refined Chern-Simons theory,
and the open string partition function with four holonomies U i , i = 1, 2, 3, 4,
where V µ (U ) is a (graded) basis of symmetric functions. Item 5 of the previous subsection makes a hint that some of these functions would be better not M µ (U ), but substituted by M µ (U ), or M µ ∨ (U ) in order to compare with the Hopf polynomial. We discuss this issue in sec.7. However, it does not solve the problem: these two partition functions do not coincide. Indeed, consider the first level representations, where there is only one symmetric function and, hence, the corresponding coefficients of the partition functions should be proportional to each other. This is, however, not the case. Indeed, when one of the Hopf components is colored with the fundamental representation, and the other one with the adjoint representation (see the notations in (47), (78)),
while
These two expressions are different! Moreover,
and there are two more expressions with two other locations of ∅, related to (18) and (19) by the rule (12) . This is just a manifestation of the fact that, while the Hopf hyperpolynomial is symmetric w.r.t. permuting the components, the four-point function is not! Hence, they are, indeed, different quantities. Similarly, when the both representations are adjoint, the hyperpolynomial
while the 4-point function is
The two expressions are again different: they are constructed from the same elementary block ξ := q 2 − (t/q) 2 + t −2 and ξ, but in different ways. Surviving in the limits A ±1 → 0 is the square of one of the two underlined structures in (20) , what makes the limits "chiral", while (21) is rather a "non-chiral" product of two conjugate factors (i.e. "a modulus squared").
Similar formulas emerge for the other topological functions. For instance,
For the origin of these identities, see sec.7. The structure of answers in this case is
The difference is in three points: the common factor in the second formula is the Macdonald dimension of the adjoint representation, (47), which is not equal to D ([1] , [1] ) , (78); −1 in the first formula is substituted with a non-unit term in the second one, and, in the product of the first Macdonald polynomials, that is, of p 1 , the time-variables are different.
In the next sections, we demonstrate that these problems remain just the same for generic quadruples of representations (i.e. pairs of composites), no new complications seem to emerge; thus their resolution, if any, at the level of two adjoint representations can be sufficient to understand the situation in general.
Composite Macdonald polynomials

Composite representations
Composite are representation of SL N described by the N -dependent Young diagram
The ordinary N -independent representations in this notation are R = (R, ∅), there conjugate are R = (∅, R). The simplest of non-trivial composites is the adjoint (1, 1) = [2, 1 N −2 ].
Symmetric functions and diagram dependent time variables
Let us consider a symmetric polynomial of N variables x i (which are sometimes called Miwa variables). We will mostly consider it as a polynomial of time variables (power sums)
In fact, for the proper taking into account the U (1)-factor in the Hopf invariants (see a discussion in [4, 10] ), we should multiply all the x i by a common factor
in order to have the product i x i = 1. We will also consider the power sums of inverse Miwa variables, and denote the corresponding quantities as
From now on, for the sake of brevity, we omit the U (1)-factor from the definition of the time variables and, hence, from the Hopf invariants, the factor being easily restored. Now, one can parameterize the Miwa variables as
and v i are the free parameters. With this normalization, we have
with A := t N . Choosing v i = q µi , we will associate further the deformation of the topological locus by a Young
and
A lifting of (31) to composite representations µ −→ (µ, λ) is also straightforward: one associates with v i the set of
With the U (1)-factor taken into account, this expression would be [11] 
On Macdonald deformation of the Koike formula
The basic special function associated with representation is its character expressed through the Schur functions, Schur (R,∅) {p} = Schur R {p}. For composite representations one needs their generalization, the composite Schur functions [10, 12, 13] . Because of explicit N dependence, they are not easy to define for arbitrary (generic) values of time-variable p k . Fortunately in most applications we need their reductions to just N -dimensional loci p * x k . At these peculiar locus, the composite Schur functions can be defined by the uniformization trick of [10] , and they possess a nice description as a bilinear combination of skew Schur functions. For an arbitrary composite representation (R, P ) made from a pair of Young diagrams R and P , there is the Koike formula [12] Schur (R,P ) {p
Note that η in the second factor is transposed. If the U (1)-factor, (26) is not taken into account, there is an additional factor of
on the r.h.s. of (34). In the case of Macdonald functions, the situation gets more involved. Uniformization still works, but it provides non-trivial expressions with additional poles in A in denominators, e.g. already for the adjoint Macdonald dimension, i.e. value of the corresponding Macdonald polynomial at the topological locus p *
{Aq/t}{q}{t} instead of naive {Aq}{A/t} {q}{t} , it is this complicated expression which satisfies the uniformization request Md ([1] , [1] 
There are three basic modifications of (34) in the Macdonald case: (i) The skew Macdonald polynomials emerge (instead of the skew Schur polynomials) only in the limit A −→ ∞.
(ii) The sum turns into a double sum over arbitrary diagrams η 1 and η 2 of equal sizes, but there is no requirement that
The coefficients become rational functions of q and t. These coefficients are constructed by the uniformization procedure [9, 27] : one considers the composite representation at various values of N , when it is just ordinary representation, and then parameterizes the dependence of coefficients on N via the uniformizing parameter A := t N . To put it differently, the composite Macdonald polynomial as a symmetric function of x i is defined by the stability condition:
where [P , R] N is the Young diagram as in the figure of sec.3.1. Surprisingly, the dependence on N is given by rational functions of A. Thus, generally the coefficients are rational functions of A, q and t. For instance,
In other words, (34) is substituted by
For instance, in the case of the composite representation ( [2, 1] , [2, 1] ), this formula is
The coefficients B are quite tedious, their manifest expressions can be found in [11] .
4 Refined Hopf link invariant
Hopf link hyperpolynomial
The refined Hopf link invariant, i.e. Hopf hyperpolynomial is defined by the formula [26]
which coincides with the refined version [23] of the Rosso-Jones formula [28]
Here
is the framing factor [19] and
The definition (39) coincides with [22] [23] [24] . One can check that P , [4, [29] [30] [31] because of choosing the time variables (32) instead of (33) . In (40) , this U (1)-factor would be guaranteed by the proper choice of the framing factor: the unit of the unrefined framing factor q C2(µ) , where C 2 (µ) is the second Casimir operator of SL N becomes in the refined case
The multiplier (−1) |µ| t |µ|N drops off (40) because of the condition |λ| + |µ| = |η|, and q −|µ| 2 /N becomes q 2|λ||µ| N in this formula, which is the U (1)-factor. Such a choice of framing corresponds to the the standard, or canonical framing [4, [29] [30] [31] 4 . However, we omit the U (1)-factor in order not to overload the formulas.
Hopf link hyperpolynomial in the composite representations
The definition (39) can be straightforwardly extended to the composite representations. That is, the Hopf hyperpolynomial with the components colored with two composite representations (µ 1 , µ 2 ) and (λ 1 , λ 2 ), is given by
There are two possibilities to evaluate this quantity: one can construct an uniformization of the corresponding composite Macdonald polynomial, see sec.3.3, or one can construct an uniformization of the entire Hopf hyperpolynomial. In the latter case, one has to define the Hopf refined invariant in a composite representation (R, P ) with the stability condition:
4 In practical terms, this framing with the U (1)-factor taken into account is characterized by the quasiclassical expansion of the reduced link invariant, q = e , t = e β , A = e N without the linear term in :
For instance, in the case of two adjoint representations ( [1] , [1] ), one constructs the adjoint-adjoint refined invariant by the property
. This definition coincides with the definition due to I. Cherednik of the DAHA invariant in the composite representation [27] (though they did not consider links and did not consider dimensions). Then, one can obtain (see (36) )
where
4.3 A ±1 → 0 limit of the Hopf hyperpolynomial
Let us discuss what is behaviour of the Hopf hyperpolynomial in the limit of A → 0. Then, the leading behaviour of time variables in (44) is
This means that, in (37), the contribution of each term in the sum is A −|R|−|P |+|ζ1|+|ζ2| , and the most singular is the first term
In other words, we obtain
and we introduced the new time variables that will be of use hereafter,
so that (48) is expressed through them,
and one can use (139). Similarly,
Thus, finally,
Since the expression in the first brackets is the Hopf hyperpolynomial at A → 0 with components colored with λ 1 and µ 1 , it is symmetric w.r.t. permuting λ 1 and µ 1 . Similarly, symmetric is the expression in the second brackets, and the whole formula (55) is clearly symmetric with respect to interchanging (µ 1 , µ 2 ) ↔ (λ 1 , λ 2 ) as it should be:
where we again used formula (137) and denoted the Hopf hyperpolynomial at A → 0 as P Hopf λ2,µ2 0
.
A = ∞ limit
Similarly, the A = ∞ limit is described by leading behaviour of the time variables
which means that, in (37), the contribution of each term in the sum is A |R|+|P |−|ζ1|−|ζ2| , and the most singular is again the first term M R {p * V } · M P {p * V }. Performing calculation similar to the previous paragraph, we obtain
where we introduced the notation Σ := |µ 1 | + |µ 2 | + |λ 1 | + |λ 2 |. The only difference with (56) is inverting the parameters q and t (and simple matching the degrees of A), while the answer still expresses via the behaviour of the ordinary Hopf hyperpolynomials at the vicinity of A = 0. This is not at all surprising, since they behave at A → ∞ trivially, while the composite Hopf hyperpolynomial does not.
5 Convolution of refined topological vertices
Refined topological vertex and four point functions
The original definition of the refined topological vertex, [25] was
(see also [17, eqs.(95)] ). We will need also the vertex with raised/lowered indices
Within the DIM approach, [8, 17] the refined topological vertices are just the intertwiners between a "horizontal" Fock representation and a tensor product of one "horizontal" and one "vertical" Fock representations.
We choose level (1, 0) as the canonical choice for the horizontal representation:
Then, the topological vertices in these DIM terms are [8, sec.4.4] (in this section we mark by red the preferred direction, associated with the vertical representation) 6 :
Note that as a consequence of the chosen position for the preferred direction index, we now have a complete correspondence; lower/upper index ⇔ incoming/outgoing arrow.
Four point functions by gluing the refined topological vertex
There 
(2) Gluing along (1, 1) direction [8, Case 3 ( Fig.6) ]:
(3) Gluing along (0, 1) (the preferred) direction [8, Case 1 (Fig.4) ]:
The notation is evident: the two lower/upper indices correspond to incoming/outgoing arrows, while the first/second column is associated with the first/second vertex. We also introduced into the definition an additional transposition of the Young diagram entering the second vertex to have some more symmetric expressions.
We discuss below all these three different 4-point functions, in particular, how they can be evaluated (if any). Note that all these functions celebrate the property
This property reduces the number of distinct functions in the case when two of the Young diagrams are trivial (see secs.7 and 8).
Four point function with the internal edge along the unpreferred direction Z
We consider in detail the four point function with the internal edge along the unpreferred direction ξ. It is
where Q = A 2 q/t. After using the Cauchy formula (136), it is equal to
where N (µ1,µ2) is defined to be
Since the µ-independent factor is exp −
we obtain
where the standard Nekrasov factor
and Md µ/σ is obtained by the specialization p k = p * ∅ k in the skew Macdonald polynomial M µ/σ {p k } and the substitution A → Aq/t in the argument of this quantity is manifestly indicated. Now, since
we finally obtain
is not a Macdonald dimension of the composite representation, though it becomes the quantum dimension at t = q, as it has to be. For instance, the Macdonald dimension of the adjoint representation is (see (47) 
Similarly, the second sum is proportional to
Thus, restoring all the factors, we finally obtain [25]
where we introduced the normalized function Z and use this notation for the normalized 4-point functions hereafter.
Four point function with the internal edge along the other unpreferred direction Z
′
Instead of (65), one can convert two refined topological vertices in the other unpreferred direction:
One can calculate this expression similarly to the previous paragraph using that
In fact, as follows from the manifest form of the vertex (60), this case is obtained from the previous one by conjugation of diagrams, changing signs of time variables and permuting q and t in the Macdonald factors in the sum:
This means that the relation of the two 4-point functions is manifestly described by the formula
where the framing coefficient is
The equality (85) is related to the flop operation discussed in [25] with an additional transformation, (68).
Four point function with the internal edge along the preferred direction Z
′′
Instead of (65), one can also convert two refined topological vertices in the preferred direction:
However, this case is hard to deal with, because one can no longer use the Cauchy formula (136). What one can do is to calculate this sum term by term in powers of Q. Since the normalized 4-point function is a finite degree polynomial of A [32] , at any concrete representation it can be manifestly calculated. One can, however, calculate this four point function in the special case of two empty Young diagrams:
where we used the formula [20, sec.6,eq.(6.6)] (see also [26] )
Thus, we arrive at (see (71))
and, using (76), we finally obtain
A similar calculation for the particular case of
is not immediate because of the minus signs in the arguments of the Macdonald polynomials so that formula (89) can not be used. We will return to this issue in sec.7.
Hopf hyperpolynomial versus refined topological 4-point functions
As we discussed in sec.2.4, the Hopf hyperpolynomial in composite representations is not equal to any of the refined topological 4-point functions. However, it is instructive to compare their A ±1 → 0 behaviours in order to see they are quite similar, the only difference being that the topological 4-point functions are non-chiral products of two factors with permuted q and t, while the Hopf hyperpolynomial is a product of the same factors but of the same chirality.
A → 0 limit
In this limit, one has to leave only the first term in each sum over ξ in (65), (66), and (67). This means that
and similarly for Z ′ . However, a finite sum remains in Z ′′ :
For small representations, these expressions can be compared with the Hopf hyperpolynomial: for instance, for the two adjoint representations they are equal to
while the Hopf hyperpolynomial in this case has the A → 0 asymptotics
It is clear that, in the topological case, the answer is a product of two factors, which exchange upon permuting q and t, while the Hopf hyperpolynomial is a square of one of these terms. One may say the Hopf hyperpolynomial has a kind of "chiral structure", while the topological amplitude corresponds to "non-chiral" combination. In higher representations, such a simple relation with the Hopf hyperpolynomials disappears. It is, however, present in Z ′ , which can always be expressed in the A = 0 limit through the Hopf hyperpolynomials 7 :
We still observe the same phenomenon: this expression is a product of two terms of different "chirality", while the corresponding Hopf hyperpolynomial asymptotics (56) is a product of two terms of the same "chirality". In other words, the answers in this case would coincide if one permutes q and t in one of the factors.
This limit of the topological 4-point functions is not as simple as their A → 0 limit. In the case of Z and Z ′ , one use the manifest expressions (81) and (84) accordingly. For instance, one can immediately obtains from (81)
which has to be compared with (59). At the same time, from (84) it follows that
and the comparison with the Hopf hyperpolynomial asymtptotics is not immediate. Thus, we observe that only Z ′ at A → 0 and Z at A → ∞ can be directly compared with the asymptotics of the Hopf hyperpolynomial, while comparison of the other 4-point functions with the Hopf asymptotics is not that immediate because of minus signs in the arguments of Macdonald polynomials, and requires an additional changing basis. We discuss this issue in the next section.
Topological vertex and Hopf invariant: changing basis 7.1 Hopf hyperpolynomial and the 4-point function with 2 non-trivial Young diagrams
The sum over unpreferred direction. The relation of the Hopf hyperpolynomial with the topological 4-point function with only two non-trivial Young diagrams and the internal edge along the non-preferred direction is known since the paper [25] and can be easily obtained from formulas (81), (84). Indeed:
in order to get formula (7), or to put
• One can also put
As we already mentioned earlier, these quantities though being products of simple factors are still not associated with hyperpolynomials of the unknot, i.e. with Macdonald dimensions of the composite representations.
• There is also the third possibility: one can put
In this case, one obtains an additional minus sign in the arguments of the Macdonald polynomials in (81) and (84), which does not allow one to associate it with the Hopf hyperpolynomial:
where we used that
Let us note, however, that changing the basis would correct this problem. Indeed, consider the open string partition function with two holonomies U 1 , U 2 , the corresponding time variables being ξ (1)
This partition can be transformed to
• In the last possible case of µ 1 = µ 2 = ∅, one can again get the D (µ1,µ2) like (100) after changing the basis:
Sum over the preferred direction. A similar trick with changing the basis would help in the case of the internal edge along the preferred direction, (67). First of all note that there are 4 essentially different cases for Z ′′ λ 3 λ 4 λ 1 λ 2 with two non-empty Young diagrams:
Let us consider all of them:
• The first case was considered in (91) and is equal to D (λ2,λ3) .
• The second case reduces to the formulas obtained in [26] . Indeed, they obtained
However, the definition of the topological vertex in [26] differs from (60) and is not consistent with the DIM algebra, it is defined as
There is an additional minus sign in the argument of the last Macdonald polynomial in this formula as compared with (60), and it is essential for the representations at higher levels, it does not influence only the fundamental representation, hence (9) . Thus, the additional minus sign would again prevent associating the topological 4-point function with the Hopf hyperpolynomial. Hence, we can again repeat the trick with changing the basis:
where we omitted the normalization factor Z
from the intermediate expressions.
• The third case is described by (92). One can similarly remove the minus signs in (92) by changing the basis, which would immediately allow one to evaluate it:
• At last, in the fourth possible case of Z ′′ λ 3 ∅ λ 1 ∅ , it is difficult to present summation whatever the signs in the arguments of the Macdonald polynomials are.
Topological 4-point function and the Hopf hyperpolynomial in the A ±1 → 0 limit
As we observed in sec.6, in the limit of A → 0, only one of the 4-point functions, Z ′ is associated with the product of the Hopf hyperpolynomials in this limit, (97). The reason is again an additional minus sign in the argument of the Macdonald polynomials in (93) and (95). Hence, we can again change the basis in order to establish a link to the Hopf hyperpolynomial in this limit. For instance, one can introduce the generating function
and re-expand it into the basis with changed signs of the time variables ξ
This gives:
It also works similarly in the limit of A → ∞: only Z is associated with the product of Hopf hyperpolynomials in this limit, (98), while, say, Z ′ (99) does only after changing the basis: defining
and re-expanding it into the basis
one obtains
Topological 4-point function and the Hopf hyperpolynomial in the generic case
Note that the topological 4-point functions has to be covariant under changing the preferred directions because of the spectral duality of the DIM algebra, [7, 33] . This means that the properly defined partition functions should be invariant, and have to be obtained from the same partition function upon using different bases of symmetric functions. As a particular corollary, they have to coincide at the first level, since, at this level, there is only one symmetric function. This is, indeed, the case: (22) .
Let us look at the next non-trivial level. Then, introducing the normalized 4-point function Z, we immediately realize that
In the general situation, one has to consider the three functions (using (137) and rescaling ξ (i) , one can definitely remove all transpositions of the Young diagrams from the basis vectors in these formulas)
and one may expect that there exists an invariant partition function of four open strings given by a unique function Z(U 1 , U 2 , U 3 , U 4 ) so that, in order to obtain the 4-point functions (65), (67) and (66), one has to expand it into the corresponding bases with proper changing of variables. As soon as at the level 1 there is only one symmetric function p 1 = i x i , i.e. the unique element of the basis, all the functions Z, Z ′ and Z ′′ should coincide in this case. We observed it in (22) .
A specific choosing the (graded) basis, however, can not allow one to associate the topological 4-point function with the Hopf hyperpolynomial in the composite representation, since they differ already at the first level: see sec.2.4, where there is only one symmetric function.
Summary
In this paper we analyzed the relation between the 4-point functions in the DIM based network model and the Hopf hyperpolynomial. This is an attempt to extend our result (6) from [1] in the non-refined case, q = t, when the 4-point function coincides with the HOMPLY-PT invariant for the Hopf link colored with two composite representations, which, in turn, is the leading term of the expansion for the HOMFLY-PT invariant for the non-torus 4-component link L 8n8 . In the present (refined) case, the situation is much more involved. There was a general expectation that the correspondence should lift to the level of hyperpolynomials and the refined topological vertices. We demonstrated that the things are not so simple.
One of the problem is that, in the refined case, there is no distinguished basis in which the TV has an explicit cyclic symmetry, and, in any basis, there are three non-coincident 4-point correlators though related by the spectral duality [7, 33] . At the same time, the Hopf invariants look distinguished and should be associated with some distinguished basis. Moreover, the 4-point correlator Z ′′ with all external legs of the same type ("horizontal"), which one could hope to have a better symmetry property, is the most difficult to calculate.
Below we summarize various properties of the 4-point functions, their interrelations and relations with the Hopf hyperpolynomial in a brief and pictorial way. In the figures, we draw the 4-point functions in the DIM picture [8, 17] , where all non-vertical lines are depicted horizontal with an assigned central charge (here is either (1,0) for the Fock representation F (1, 0) or (1,1) for the Fock representation F (1,1) ). Explicit expressions for the arguments of Macdonald polynomials in the first figure can be read off from formulas (81) and (84).
Remarkably, the two functions Z and Z ′ are related by the transformation in the box, see (85). This connection is related to the flop operation discussed in [25] with an additional transformation, (68). This relation is not an apparent symmetries of the network diagrams (reversion of arrows for λ's and µ has clear interpretation in this transformation, but interchange of µ 1 and µ 2 is not). This newly emerging after summation over intermediate states effective symmetry is a manifestation of the SL(2, Z)-duality of the DIM algebra [7] .
Another one relates this symmetry-related pair Z ∼ = Z ′ and Z ′′ . At the DIM level, these are essentially different quantities, still they are related by the spectral duality and, at the technical level, by a "change of basis" like λ3,λ4
with some coefficients C µ1,µ2 (q, t). For the diagrams λ 3 and λ 4 larger than [1] , one has to change the basis of all four Macdonald polynomials, and what remains is just a single linear relation between the functions at the l.h.s and r.h.s. unless one allows the coefficients C µ1,µ2 depend also on A. Thus, the choice of a proper basis looks very essential for establishing any relations between the 4-point functions and the Hopf invariants. However, we demonstrated that the Hopf hyperpolynomial in composite representations does not coincide with the refined 4-point function in any basis: first of all, it realizes a chirality property, that is, these Hopf hyperpolynomials are "chiral" bilinears of Macdonald functions M · M , while convolutions of the topological vertices involve non-chiral combinations M · M . This is illustrated with the figure, where the bold arrow means an additional changing the basis (see sec.7.2) and underlining the Hopf hyperpolynomials means the change (q, t) → (q −1 , t −1 ). Note that the substitution (q, t) → (t −1 , q −1 ) is equivalent, up to a factor, to transposition of all Young diagrams.
We can observe that, in the A = 0 limit, the answers both for the 4-point functions and for the Hopf hyperpolynomial in the composite representation are factorized into the entries that depend on the pairs of Young diagrams associated with the first and second vertices accordingly. Moreover, all these entries are the corresponding Hopf invariant asymptotics, up to possible permutation of q and t. At the same time, in the A = ∞ limit, the structure of answers remains the same, the pairs of the Young diagram being associated with the first and second vertices after the conifold transition, as it should be. Hence, both for the 4-point functions and for the Hopf hyperpolynomial in the composite representation have similar "initial" conditions at A = 0 (up to possible permutation of q and t) and respect the conifold transition, still, the continuation to non-zero A seems to be different.
Thus, the situation is even worse than the different chiral structures of the two quantities: the example of lower rank representations demonstrates that the difference is much deeper, see sec.2.4. Another drawback of the refined 4-point functions is that they are not symmetric under the permutation (µ 1 , µ 2 ) ↔ (λ 1 , λ 2 ), which is the case for the Hopf link invariant, since it just interchanges the Hopf link components.
At the same time, the 4-point functions with only two non-trivial diagrams are often associated either with the Hopf hyperpolynomials, or with the Macdonald dimensions. In order to illustrate this better, we collect together all such cases here. Here cb means an additional changing the basis.
drastic deviation between the network correlators and knot hyperpolynomials. This makes the tangle calculus program in the refined case much less naive and more challenging. One may expect many new and surprising discoveries on this way. What we discussed in this paper is just the bottom line of the following hypothetical 
←→
Hopf link
We explained certain difficulties in building the equivalence in the box. But most important is that the both sides have their own far-going generalizations: one can construct from the topological vertices multi-point functions associated with arbitrary networks. The Hopf link is just a simplest member of the family of all knots and links, constructed from the lock and more complicated elementary tangles as explained in [4] . Since the bottom line in the table identifies (currently with reservations) the lock with the pair of topological vertices, one can hope that generic networks will be similarly related to generic link diagrams, though there is a long way to go in order to understand, if this relation indeed exists and what it is. Importantly, this relation should be "functorial" w.r.t. the relation between Young diagrams at the l.h.s. and representations at the r.h.s.: the difficulties with establishing this property at the bottom line was the main subject of the present paper: we have not tamed them completely, but demonstrated that the hope persists. This complements another nontrivial piece of evidence: that hyperpolynomial and even superpolynomial calculi actually preserve some crucial implications of the Reshetikhin-Turaev representation theory approach [37] , especially the evolution properties as originally suggested in [23, 38] and now broadly checked within various contexts [18, 24, [39] [40] [41] [42] . Furthermore, both columns have further generalizations: to the MacMahon representations on the DIM side and to multi-graded knot invariants on the link side. At the moment they have nothing in common: the MacMahon representation means lifting from the Young diagrams to the plane partitions [43] , of the multigradings only the forth is currently under study [44] [45] [46] [47] . Still, the very existence of further generalizations opens a very broad perspective for the study of tangle calculus, the ambitious program [1, 4] to relate link hyperpolynomials with representation theory of DIM-like algebras. We hope that this paper is a good illustration of what are the kind of obstacles to overcome on this long way.
where the Kostka-Macdonald coefficients K RQ (q, t) are Laurent polynomials in q and t with positive integer coefficients [48] , and K RR (q, t) = 1, K RQ (q, t) = 0 at Q > R, with the lexicographical order of partitions. They are defined by the orthogonality condition
with the scalar product induced by
where z ∆ is the order of automorphism of the Young diagram ∆ and we have scaled the original inner product of Macdonald [20] by the factor of (q/t) |∆| . These conditions unambiguously define the Macdonald polynomials. In particular, the full orthogonality relations look like
where h ν (q, t) := i,j∈ν
The dual Macdonald polynomials are defined as
In fact, instead of the orthogonality relations, one can use a determinant formula [49] M R = N R · det with taking into account the signs. The normalization factor is
For instance, consider Q = [2, 1, 1, 1]. Then,
which, e.g., for R = [1, 1, 1 
