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1. Introduction
The video retrieval task raises many fundamental questions in computer vision and
information retrieval, such as how to represent video items, what information can be directly
extracted from them, and how to explore such information in order to satisfy the user’s
information need. Video items are intrinsically complex, and the analysis of their content
requires heavy computing processes. Excepting the case of text, multimedia content analysis
does not result in the high-level concepts required by the generality of the search tasks. This
brings about the so-called “semantic gap”, clearly identiﬁed as the main issue in multimedia
retrieval Gudivada & Raghavan (1995); Smith (2007). Text communication is based on
concepts, expressed in the user’s language and close to the way humans think. Searching
text items may require a number of processing techniques like pattern matching, stemming,
ﬁnding synonyms, translating, natural language analysis. Supposing that the user expresses
his information need through words, the set of retrieved documents includes those containing
precise or imprecise word matches and can be continuously enlarged to more and more
semantically related documents. In the case of a video repository, however, there is not such
a clear semantic channel between the object’s content and the user information need. The
automatic video analysis may produce many descriptors related to the contents, the so-called
low-level descriptors Bober (Jun 2001); Manjunath et al. (2001); Muﬁt Ferman et al. (2000), but
hardly produces accurate descriptions close enough to human concepts Snoek & Smeulders
(2010); Tesic & Smith (2006). This is a problem for a wide range of video-based applications,
other than search and retrieval, such as human-computer interface, security and surveillance,
copyright protection, and personal entertainment.
While signiﬁcant progress has been achieved towards narrowing the ‘semantic gap’ in image
and audio retrieval, Celma & Serra (2008); Smeulders et al. (2000); Yan & Hauptmann (2007),
there are no satisfactory systems for video retrieval Smith (2007); Snoek & Worring (2005);
Snoek, Worring, van Gemert, Geusebroek & Smeulders (2006). In fact, the video retrieval
techniques overlap signiﬁcantly with the image-based ones. In practice, video repositories
Westerveld (2005) are treated as statical sets of representative images, the keyframes. True
video search systems, capable of analyzing the whole spatio-temporal information available
in video are nor yet available Ekin et al. (2004); Snoek et al. (2003).
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The ‘semantic gap’ is not the single problem to be solved in video retrieval. For example,
a retrieval system should rank all the video items in a dataset by their degree of similarity
to a given query, where the similarity is typically assessed by means of some similarity
distance between the video items and the query. However, it is not yet fully understood
how to convey the human similarity judgments in terms of distance computations. It is not
even clear whether the similarity computation should be of metric nature or not Eidenberger
(9-11 Dec. 2002); Santini & Jain (1997). Although metric-based similarity computations are
frequently preferred, the choice is not based on a clear criteria for the selection of similarity
measures. Recent studies on distance metrics Yu et al. (2006) provide some insight on this
issue. However, except in the case of speciﬁc application domains, where the ranking criteria
are established a priori, the video retrieval systems must account for ﬂexibility in the choice
of similarity measures.
While the issues mentioned earlier, namely the ‘semantic gap’ and the variability of metrics,
are concerned with retrieval effectivity, there is more to retrieval that must be considered. For
example, the emerging retrieval systems are expected to be seamlessly integrated into existing
databases, which raises questions related to database organization, such as the data/metadata
dichotomy Bulterman (2004); Kosch et al. (2005), or how to integrate the video search engines
with the existing search facilities Chaudhuri et al. (2005). But the most important issue, from
the point of view of integration with existing database systems, is the search efﬁciency in
the context of continuously growing datasets. It is widely accepted that the growth rate of
multimedia content production increases the length of time it takes to process a dataset, from
its production until it is available for search; we will refer to this as the time to search issue.
Analyzing current multimedia search approaches IBM (2008); Wactlar et al. (1999) from the
time to search point of view, we observe that, if machine learning techniques are used
to extract high-level concepts, large training times are required. The manual annotation
alternative Shneiderman et al. (2006), although essential in many cases, cannot keep the pace
with the growth rate of video productions. On the other hand, if search relies on low-level
similarity, in a query-by-example fashion, a short time to search can be achieved Calistru
et al. (2006); Tesic (2004). Two main directions can be followed: effectivity-oriented, where
ﬁnding relevant objects is the priority, and efﬁciency-oriented, where the quality of results is
traded for speed. The goal here is to tackle the video search and retrieval tasks from both
the efﬁciency and the effectiveness points of view. The idea is to build an indexing system
that can search—with the shortest possible time to search—in large datasets of low-level
descriptors, and incrementally integrate, as they become available, high-level information
from the manual and automatic annotators.
The chapter is organized as follows. Sections, 2, 3, and 4 offer insights into three essential
retrieval aspects, namely features and descriptors, similarity models, and multidimensional
indexing. As retrieval systems do not operate with the video items themselves, but with
representations thereof, Section 2 reviews the feature types that can be extracted, how they
are being represented, and what is their impact in retrieval. In Section 3, we discuss a second
important issue in retrieval, namely how to discriminate between items. In order to be
comparable, all the video items must share a common representation type, and, depending
on the representation, a range of similarity measures can be applied. Considering the large
volume of high-dimensional feature data and the variety of similarity measures, efﬁcient
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and versatile indexing methods are needed. This brings about the efﬁciency aspect, which
we strengthen in Section 4. This section comprises a review of the current state of the art
in multidimensional indexing, and continues to identify a set of requirements that indexes
for video data should comply. In sections 5 and 6 we illustrate a video retrieval case study
where, using a custom-designed high-dimensional index, the BitMatrix, we efﬁciently index
a large set of high-dimensional descriptors. Section 5 presents the BitMatrix, showing that
it relies on bitwise operations, can be conveniently arranged for efﬁcient sequential access,
and can be easily broken into segments for distributed or parallel processing. Moreover, it
adapts gracefully to continuously growing datasets, such as the video contents produced by
cameras. In the sequel, a set of BitMatrix-based experiments, carried on in both synthetic
and real datasets, such as TRECVID 2007 are presented in Section 6. We show that our search
strategy can cope with the trade-off between ﬂexible video ranking, required for capturing the
multitude of similarity facets, and query execution speed. The last section includes a chapter
summary and some current research trends.
2. Features and descriptors
Feature extraction is the process of obtaining descriptors from multimedia items. When the
items are digitized versions of some real world objects, it is important to note that the items
properties are not necessarily the properties of the objects in the world. The digitizations are
obtained by sensory means and sensor limitations introduce a so-called “sensory gap”. For
example, due to lighting conditions, a red car can appear as white in a video shot. It is easy to
imagine that a color-based search for shots that contain red cars would not ﬁnd that video shot.
Although this is a trivial example, in many critical domains such as medicine, the ‘sensory
gap’ must be seriously taken into consideration. However, throughout this section we are not
concerned with this issue; the relationship between real world objects and multimedia items
is not explored.
In a ﬁrst, and most common categorization, the features can be either low or high-level. The
low-level features are the ones directly obtained from the multimedia items, such as color,
texture, shape, motion and audio features Deselaers et al. (2004). They are used in several
application domains, namely object recognition, surveillance, diagnostics and content-based
retrieval.
The high-level features consist of keywords or more complex natural language formulations
that capture human concepts. For the text-based multimedia items, high-level descriptors can
be directly extracted from the content itself, but for the other modalities a direct semantic
connection to human concepts does not exist. High-level descriptors can be obtained by
means of either automatic Jiang et al. (2005); Zhang & Chen (2003) or manual annotations.
Whatever the annotation type, there are arguments for and against their use. For instance,
the manual annotations are considered subjective and expensive to obtain, but if domain
experts validate the annotations, they can be accurate Shneiderman et al. (2006); Yee et al.
(2003). An argument in favor of automatic annotations is that they are cheaper to obtain
when trained concept detectors already exist. However, such detectors are available only for
a small number of concepts and often provide low accuracy rates. If concepts such as ‘water’,
‘sky’, ‘cars’, ‘faces’ or ‘outdoors’ are relatively well-detected, concepts such as ‘entertainment’
or aspects such as preferences Bartolini et al. (2005) or moods Hanjalic (2006) are far from
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being correctly identiﬁed. To cope with the automatic concept detection challenges, the
multimedia communities are currently establishing concept lexicons Naphade et al. (2006);
Snoek, Worring, van Gemert, Geusebroek & Smeulders (2006), focusing on the concepts that
are feasible for automatic detection Hauptmann et al. (2007); Snoek, Worring, Geusebroek,
Koelma, Seinstra & Smeulders (2006); Yang & Hauptmann (2006).
Beside the low/high-level categorization, the features can also be local/global and
variant/invariant. If the feature extraction targets speciﬁc item regions, the features are
called local and if the whole item is analyzed, the features are called global. A feature is
considered either variant or invariant depending on how the feature values are sensitive to
item transformations. For example, if the shape feature values of an image are insensitive to
rotation, such a feature is called rotation-invariant. The variance/invariance can be judged
with respect to other transformations, such as scaling, location change, illumination variation,
viewpoint transformations, or occlusions.
Feature representations are typically incorporated as descriptors. According to the feature
types presented above, the descriptors can be considered low/high-level, local/global and
variant/invariant. Between features and descriptors there is a one to many relation, as a
feature can be represented in multiple ways. For example, DominantColor, ColorStructure
and ScalableColor descriptors Manjunath et al. (2001) are all color descriptors. Low-level
descriptors consist predominantly of vectorial data. The DominantColor descriptor, for
example, consists of an RGB-tuple (red, green, blue). The color histogram descriptors are
even larger vectors of 128 or 256 values. The entire set of descriptors can be viewed as a
vectorial space, also called the feature space, which generally has hundreds or thousands of
dimensions.
A possible question to address here is: what descriptors should be extracted that would help
ﬁnding relevant multimedia items Deselaers et al. (2004); Jiang et al. (2007)? As an answer
to such a question, one may expect a set of descriptors that guarantees up to some degree
of conﬁdence that an effective retrieval system can be built on top of it. Such an answer
is difﬁcult to obtain, because the retrieval quality is a problem that surpasses the choice of
descriptors. However, we can say that retrieval based on low-level features is already mature
Flickner et al. (1995); Rehatschek et al. (2004); Smith & Chang (1996); Wactlar et al. (1996), but
inferring high-level features is still a challenging task Gevers & Smeulders (2004); Hanjalic
(2006); Huijbregts et al. (2007); Smeulders et al. (2000); Xiong et al. (2006). As the high-level
feature extraction depends, up to some extent, on the low-level features, we expect that the
use of low-level features will still grow Burghouts & Geusebroek (2009).
Recent years have been marked by a shift from global and variant descriptors, such as color
histograms and global shape descriptors, to local invariant ones, such as keypoints Burghouts
& Geusebroek (2009), region-based, and local shape characterizations. This shift is explained
by the complexity of the multimedia items. The semantics covered by a whole item is too deep
for global descriptors to cope with. It has been observed that local descriptors correspond
better to item parts such as objects or persons. Invariance also became increasingly important
because it helps identifying objects under various circumstances.
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3. Similarity models
The similarity models are the means by which the multimedia items can be compared.
Although the choice of a speciﬁc similarity model is generally dependent on the features that
are involved, in this section we ignore this type of dependency. The main question has a
general nature: how can one discriminate among video items? We start with a preliminary
discussion on what similarity is, and then continue with a review of several similarity models.
3.1 About similarity
The similarity between two multimedia items can be seen generically as a relationship
between them. There are domains, such as geometry, in which the similarity is precisely
deﬁned: two geometrical objects are called similar if one is congruent to the result of a uniform
scaling (enlarging or shrinking) of the other. With this deﬁnition we can easily assess the
similarity between geometric objects. For example, two circles are always similar to each
other, two squares are always similar to each other, and two triangles are similar if and only
if they have the same values for the three angles. But unlike geometric similarity, which is
precise, similarity in retrieval is imprecise and depends on numerous facets of the items, on
the user and on the interaction context.
There is a difference between similarity and matching Kherﬁ et al. (2004), which may lead
to different approaches. Matching requires a comparison between two items—a binary
operator— to check whether the items are identical or not; it is used for copy identiﬁcation,
for example. But similarity, although it sometimes uses matching techniques, is a more
complex process, requiring knowledge from very diverse domains. In modeling similarity,
the similarity judgments are often based on subjective features grouping which yield
user-dependent degrees of similarity Gentner (1988); Santini & Jain (1997).
In retrieval, similarity is evaluated by some comparison between a given query and the
items’ feature values (descriptors). The features that can be checked for relevance range from
low-level ones such as color or shape, to high-level and subjective ones such as a feelings or
moods Dimitrova (2004); Hanjalic (2006). In the sequel, the most common similarity models
are presented.
3.2 The Vector Space Model
In the Vector Space Model, (VSM) both the queries and the objects are represented as points in
high-dimensional vector spaces. Although created as a text retrieval model, Faloutsos & Oard
(1995); Salton (1971); Van Rijsbergen (1979) VSM is not restricted to the text modality. Generic
multimedia items can be captured, given that their feature types, such as color, texture, shape,
or motion have vectorial representations.
Assuming a vector space with N dimensions, an item Dk is represented by a vector Dk =
[dk0, dk1, .., dkN ] and a query Q by a vector Q = [q0, q1, .., qN ], where N depends on the feature
type, dki and qi are the Dk and Q feature values for dimension i. The similarity between Q and
Dk is then computed as a distance d(Q,Dk), where d can take a large variety of forms, Datta
et al. (2008) such as cosine similarity, Faloutsos & Oard (1995); Salton (1971); Van Rijsbergen
(1979) quadratic distance, Böhm, Kriegel & Seidl (2001); Ishikawa et al. (1998) Lp distance,
Aggarwal et al. (2001); Howarth & Rüger (2005b); Yan & Hauptmann (2007) Chebyshev
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distance, Li et al. (2006) Earth Mover’s Distance, Carson et al. (1999); Rubner et al. (2000);
Wu & Bretschneider (2004) and localized metrics Aggarwal & Yu (2000); Cha (2003); Howarth
& Rüger (2005a).
3.3 Feature Contrast Model
The Feature Contrast Model (FCM), also known as Tversky’s model Tversky (1977), is a
similarity model that does not assume a metric nature for the human perception, which is
the default assumption in the VSM model. The triangle inequality and the symmetry axioms
were considered too restrictive.
Unlike the vector space model, which represents the items as points in a vector space, Tversky
treats them as sets of binary predicates. Let X andY be two feature sets corresponding to items
x and y. The contrast model obtains the similarity of the two items by combining the common
features (X ∩Y) and the distinctive features (X \Y and Y \ X):
Sim(x, y) = f (X ∩Y)− α f (X \Y)− β f (Y \ X). (1)
The formula in Equation 1 is not a metric, because the symmetry axiom does not hold.
Tversky’s view on similarity assessment was extended to geometric Santini & Jain (1997) and
fuzzy feature contrast Santini & Jain (1999) models. Comparisons with the Euclidean distance
Eidenberger & Breiteneder (2003), and with various other metrics for MPEG-7 descriptors
Eidenberger (2003) have shown that in many cases the FCM performs better. However, the
FCM has been criticized for not capturing relationships between features Rada et al. (1989) .
3.4 Probabilistic Model
The idea behind the Probabilistic Model (PM) is to predict the probability that a given
multimedia item will be relevant to a given query. It relies on the assumption that the
distribution of some concepts throughout the collection, or within some subset of it, may be
informative of the likely relevance of the items. With this assumption, accurate estimates of the
probabilities can be obtained and the documents can be ranked according to this probability
of relevance Benitez & Chang (2002); Bohm et al. (2007); H.R.Turtle (1991); Larson et al. (1996);
Macdonald & Ounis (2006); Robertson (1997).
3.4.0.1 Language-based models
A special category of probabilistic models, the Language-based Models (LM) Kraaij (2005);
Ponte & Croft (1998); Zhai & Lafferty (2001) propose to statistically model the use of language
in a multimedia collection in order to estimate the probability that a query is generated from a
particular document. The main idea is that, if the query could have come from the document,
then that document is likely to be relevant.
3.5 Generative Model
In this model, every object is considered as the outcome of a process that generated it. The
idea is to include in the similarity assessment knowledge about the likelihood of existence of
the objects to be compared. It has been argued that the generative processes are important
since they help the selection of critical features for similarity comparison Kemp et al. (2005).
234 Multimedia – A Multidisciplinary Approach to Compl x Issues
www.intechopen.com
High-Dimensional Indexing for Video Retrieval 7
As an example, Kemp et al. ask which is more similar to a given nutritious mushroom: a
mushroom identical except for its size, or a mushroom identical except for its color? They
suggest that knowing how mushrooms are formed, i.e. their generative process, we can be
sure that mushrooms grow from small to large and their ﬁnal size depends on the amount of
sunlight and soil fertility. Therefore, it is more likely that the differently-sized mushroom is
more similar than the differently-colored.
When applied to multimedia retrieval, the generative models follow probabilistic approaches.
Under the assumption that each item was obtained from some speciﬁc generative process, the
similarity is assessed through the probability that the query is an outcome of the item’s process
Westerveld (2004).
3.6 Rank Aggregation Model
In this model the assumption is that several independent rankings with respect to a query
object already exist and these have to be merged into a single results list. Thus, the model
is not directly applicable on the original feature values, but on intermediate rank lists.
As an example, we can have a situation, where several descriptors are involved in the
similarity computation and metrics adapted to each descriptor are required. In such a case,
descriptor-wise rank lists are obtained, and a further aggregation strategy is required.
The common approach for the aggregation of several rank lists is to use scoring functions, such
as min or average in order to compute overall scores. Depending on the aggregation function
and the termination condition, several aggregation algorithms such as Fagin’s Algorithm,
Threshold Algorithm, medrank Fagin et al. (2003) and Quick-Combine Güntzer et al. (2000), have
been proposed.
3.7 Preference Relations Model
The scoring functions used in aggregation models are quantitative and assign scores to
multimedia items based on their feature values. When multiple rankings exist, user
preferences for one result set or another are modeled with weights. However, the scores
and weights have a limited expressive power, since not all the user preferences can be
translated into quantitative expressions. The preference-based similarity model appeared as
an alternative.
Figure 1(a) illustrates a ﬁrst example. A small database composed of ﬁve objects is assumed,
where object o1 is preferred to object o2 and o3 is preferred to o4. There is no preference
between o1, o3 and o5. If we try to capture these preferences with a scoring function, the object
scores can be assigned in the following manner:
S(o1) = S(o3) = S(o5) > S(o2) = S(o4). (2)
Let’s assume now that object o1 is deleted from our database, as in Figure 1(b). Looking at
the preferences we see that in the absence of o1, o2 should not be second to other objects, but
looking at the scores we have S(o3) = S(o5) > S(o2) = S(o4), which do not place o2 among
the top objects. That happens because the scoring function evaluates the similarity only by
quantitative means, not accounting for the relations with the other objects in the database.
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(a) Before o1 removal (b) After removing o1
Fig. 1. Preference Diagram
As an alternative to scoring functions, Chomicki Chomicki (2002; 2003) proposes a similarity
approach based on qualitative preference relations. This technique requires that, given two
objects oi and oj, there must exist a binary relation —the preference relation— that states
whether oi is preferred to oj (oi ≻ oj) or not (oi ⊁ oj). If oi ≻ oj we also say that oi dominates
oj. If neither oi ⊁ oj nor oj ⊁ oi, then we have that oi ∼ oj, which represents the indifference
relation. Assuming that queries are expressed by means of preference relations, it is possible
to deﬁne an operator, called skyline-operator Börzsönyi et al. (2001) or winnow Chomicki (2002),
that computes the set of preferred objects, i.e. all the objects that are not dominated by the
others. The skyline operator is deﬁned as:
skyline(DB) = {o ∈ DB|∄p ∈ DB, p ≻ o}. (3)
In the previous example, after the deletion of o1, o2 becomes a skyline object, i.e. is not
dominated by any other object. In preference-based retrieval applications such as Bartolini
et al. (2005); Leubner & Kießling (2002), sequent skyline iterations are reported and the partial
object sets are ranked: the set of skyline objects, followed by the skyline of the remaining
objects, and so on. Although it is a ranking without scores, also called a qualitative ranking,
the interest in having retrieval systems that take into account the user preferences led to an
increasing adoption of skyline-based similarity models Balke & Güntzer (2004); Bartolini &
Ciaccia (2005); Godfrey et al. (2005); Papadias et al. (2005); Pei et al. (2005); Yuan et al. (2005)
3.8 Network Model
The idea behind this model is to represent the items as nodes in a network, with part-of or is-a
relations between items. The most representative class for network models are the semantic
networks, where the nodes of the network are concepts, eventually coming from predeﬁned
ontologies. Such a representation mode is often referred to as a conceptual graph Nguyen &
Corbett (2006). The measure of similarity between two nodes(concepts), is the length of the
shortest path between them. Usually the semantic neighborhood of radius r of a concept C is
deﬁned as the set of all the concepts that have the distance to C smaller than r.
Ekin et al. Ekin et al. (2004) propose a semantic model dedicated to video retrieval with entities
and relations between them. Instantiations of this model are graphs, allowing for graph-based
queries, while the similarity is obtained by graph-based matching.
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3.9 Hybrid approaches
In current multimedia retrieval prototypes, similarity is assessed with hybrid approaches,
i.e. by combining various similarity models. Schwering, for example Schwering (2005),
introduces a hybrid model for semantic similarity that combines the network model, in the
form of semantic network, with the geometric model. The resulting model becomes a network
of vector spaces, where each node of the net represents a concept, and each concept is further
mapped to a vector space. The similarity is obtained in two phases: ﬁrst the query concepts are
alignedwith the concepts available in themodel using semantic networks techniques and then
a metric is applied on the corresponding vector spaces. Raubal proposes a similar approach
Raubal (2004).
4. Multidimensional indexing methods
We have seen in the previous section that the similarity between multimedia items can be
evaluated with a wide range of models. Among them, the VSM-based retrieval models are
by far the most used. Therefore, there is an increasing interest in speeding similarity-based
retrieval on top of such models. We remind that in VSM the multimedia items are modeled as
points in a high-dimensional vector space and the similarity between them is assessed with
metric-based distance computations. Given a query object q from a universe of objects O and
a metric function d, ﬁnding similar objects means identifying particular sets of objects:
• the Nearest Neighbor Set NN(q), deﬁned as {o ∈ O|∀v ∈ O, d(q, o) ≤ d(q, v)};
• the k- Nearest Neighbors Set NNk(q), deﬁned as the set of k elements closest to q in O, i.e. a
set objects A ⊆ O, such that | A |= k and ∀o ∈ A, v ∈ O − A, d(q, o) < d(q, v);
• the approximate Nearest Neighbor Set (NNA(q)), which is the set of objects {o ∈ O|d(q, o) ≤
(1+ ǫ) ∗ d(q,NN(q)), ǫ > 0}.
The computation of these neighbor sets becomes challenging when dimensionality increases,
a problem often referred to as the “curse of dimensionality” Beyer et al. (1999); Indyk &
Motwani (1998). In practice, the naive and inefﬁcient approach of simply comparing the
query vector to all feature vectors has proved comparable, sometimes evenmore efﬁcient than
especially designed indexing methods such as the “R-tree” Beckmann et al. (1990). Due to
the increasing importance of search in high-dimensional spaces, a great diversity of indexing
methods have been proposed in recent years. In spite of their diversity, they all avoid looking
at every object by creating groups of objects with common properties. Under the assumption
that the grouped objects are requested or pruned together, checking the groups instead of
individual objects saves time. For example, the objects in a distance range can be pruned or
not just by checking the range’s minimum and maximum values. In the following we review
the most used multidimensional indexing methods.
4.1 Spatial Access Methods
Spatial Access Methods (SAM), also called feature-based methods, partition the space based
on the values of the vectors along each independent dimension.
SAM are based on tree data structures with two types of nodes: data nodes (the leaves) and
directory nodes. The information stored in directory nodes describe space regions obtained
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Fig. 2. An R-Tree example
with various partitioning strategies. There can be strategies such as data partitioning (DP)
which uses minimum bounding regions (MBR) such as R-tree, R∗-tree Beckmann et al. (1990),
X-tree Berchtold et al. (1996), bounding spheres such as SS− treeWhite & Jain (1996), MBR and
bounding spheres such as SR − Tree, generic minimum bounding regions (hyper rectangle,
cube, sphere) such as the TV − tree, the BBD − tree Arya et al. (1998) and space partitioning
methods (SP) such as the kDB− tree, Hybrid− tree, SH− tree Böhm, Berchtold & Keim (2001).
The most representative SAM approach, the R-tree, is illustrated in Figure 2. The left-hand
side of the ﬁgure shows the MBR around 10 data points s1, to s10. The tree structure on
the right-hand side of Figure 2 follows the containment hierarchy obtained from the data
partitioning.
The nodes of the SAM trees contain information about the MBR that they cover, such as their
coordinates. This kind of information grows exponentially with the number of dimensions,
leading to the growth of each tree node and of the index itself. The larger the nodes are,
the fewer can ﬁt in a disk page; accessing such an index becomes more difﬁcult. Another
important issue is the high-overlapping between the MBR stored at the same level in the tree.
Although they cannot be observed in our example because we have few data points and few
dimensions, the overlappings lead to an increased number of branches to be searched. The
costs of maintaining SAM structures cover aspects such as space, index re-creation, updates,
insertions and MBR split managements.
4.2 Metric Access Methods
Like SAM, the Metric Access Methods (MAM) Chávez et al. (2001); Hjaltason & Samet (2003)
are also based on tree-structures, but they work with relative distances between the objects
rather than their absolute positions in space. MAM have gained an important role due to the
fact that conventional SAM approaches stop being efﬁcient in high-dimensional data. They
are also required for search in distance-only data sets, i.e. those that cannot be mapped to
vector spaces. An example thereof is a set of text documents that use the edit metric Yujian &
Bo (2007) to measure the distance between documents.
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Fig. 3. Ball and Hyperplane partitioning; ﬁgure taken from Hjaltason & Samet (2003)
Fig. 4. An M-Tree example
MAM build their tree-structures by recursively partitioning the data set into subsets at each
node level Chávez et al. (2001). Two main partitioning schemes have been identiﬁed by
Hjaltson and Samet Hjaltason & Samet (2003): ball partitioning and generalized hyperplane
partitioning, illustrated in Figure 3. With the ball partitioning approach, the data set is
partitioned based on the distance from one speciﬁed object, called vantage point or pivot; two
subsets are generated: the ﬁrst subset inside the circle around the pivot, and the second subset
outside the ball. Among ball partitioning trees the most referenced are Vantage-Point Tree
(VP-tree), Multi-Vantage Point Tree (MVPT) Bozkaya & Ozsoyoglu (1999), Vantage-Point Forest
(VPF), Burkhard-Keller Tree (BKT) and Fixed Queries Tree (FQT) Hjaltason & Samet (2003). With
the hyperplane partitioning approach, at each step two points p1 and p2 are selected. Elements
closer to p1 than to p2 go into the left sub tree and those closer to p2 go into the right sub
tree. Among hyperplane partitioning structures we enumerate Bisector Tree (BST), Generalize
Hyperplane Tree (GHT), Geometric Near-neighbor Access Tree (GNAT). and theM-treeCiaccia et al.
(1997).
An M-tree example for a small set of 10 objects is shown in Figure 4. The objects are stored
in the leaf nodes, while the internal nodes, also called routing objects, store pointers to child
nodes and the covering radius for the children they enclose.
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Fig. 5. Space ﬁlling curve; ﬁgure taken from Liao et al. (2001)
The applicability of the MAM methods ranges from “native” distance-only datasets to
high-dimensional datasets for which conventional SAM are no longer efﬁcient Digout &
Nascimento (2005). Their advantage is that the relative distances between objects can be
pre-computed at index creation time, avoiding heavy distance computations at search time.
However, this advantage is also a constraint because the distance measure used at creation
time must be used at search time. Given that the distance measure must be established
in advance, searching with user-deﬁned metrics that capture personalized criteria becomes
difﬁcult. It has been shown, however, that metrics from certain classes of parameterizable
distance functions could be used Ciaccia & Patella (2002).
4.3 Single-dimension mapping
Single-dimension mapping approaches map the points in the high-dimensional space to
single-dimensional values for which efﬁcient techniques such as the B-tree Bayer &McCreight
(1972) exist.
Querying high-dimensional data in single-dimensional space considers the smallest and
largest values among all the dimensions of each data point Yu et al. (2004) and Ooi et al.
(2000). Another single-dimensional mapping method sorts the data points according to their
positions on a space-ﬁlling curve Liao et al. (2001). The list obtained in this way is stored in a
B-tree structure. In practice, several shifted copies of the data points (maximum N + 1, where
N is the space dimensionality) are used. Each copy of the data points produces a separate,
differently ordered list, which is stored in a separate B-tree. The left part of Figure 5 illustrates
a space ﬁlling curve that touches the original data points. On the right part, the same curve
touches the shifted data with one unit up and one to the right.
With the “iDistance” approach, Jagadish et al. (2005) a data partitioning (see Section 4.1)
technique is initially applied, followed by a single-dimensional mapping within each region.
The mapping process consists of sorting the objects in each region on the distance to a speciﬁc
reference point, such as the region’s center. The reference points are then indexed in a
B+ − tree structure. The “iDistance” has been applied on local subspaces Shen et al. (2007),
previously obtained with principal components analysis Jolliffe (1986).
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Fig. 6. Example of BOND technique; ﬁgure taken from Arjen et al. (2002)
4.4 Data decomposition
Data decompositionmethods treat each dimension as a separate list, and their goal is to obtain
the answer of the query by accessing aminimum number of lists and as few objects as possible
in each of the visited lists.
Branch and Bound on Vertically Decomposed Data (BOND) Arjen et al. (2002), adopts vertical
decomposition as storage organization. That means it decomposes the data into multiple
tables, one for each dimension. Therefore, the information for a speciﬁc object is distributed
into multiple tables. The algorithm accumulates the distances between the query object and
all data vectors, by scanning the dimensional projections one-by-one. After processing a
few dimensions, partial distances of k-nearest neighbors are exploited to discard safely from
further consideration those vectors that cannot possibly participate in the result. This process
is graphically illustrated in Figure 6. It can be observed that groups of 8 dimensions are
successively scanned; m represents the total number of visited dimensions. After reading
each group, based on partial distances, a set of objects is pruned. The iterative application
of this process quickly reduces the candidate set (the upper part of the ﬁgure) to just a small
database sample.
4.5 Data approximation structures
The methods described here are based on a result obtained by Weber et al. Weber et al. (1998),
which indicate that MAM and SAM are outperformed by a simple sequential scan whenever
the dimensionality is above 10. Considering this result, a sequential scan is inevitable when
searching high-dimensional datasets. Under this assumption, the VA-ﬁle method Tesic &
Manjunath (2003); Weber et al. (1998) constructs a vector of approximations, signiﬁcantly
smaller than the original data and sequentially scans it. The vector of approximations is the
result of a space division in a number of cells; all the objects contained in a cell are represented
by a common approximation. When searching for nearest neighbor for example, the entire
vector of approximations is scanned. Based on their minimum/maximum distance to the
query the majority of approximations are ﬁltered. For the remaining ones the corresponding
exact data points have to be accessed. The critical factor of VA-ﬁle’ performance is the
ﬁltering step. If too many approximations remain, a lot of objects have to be accessed and
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the advantage of an approximation ﬁle is lost. Discussions and improvements of the VA-ﬁle
pruning strategy have been reported Wang & You (2006).
Also using a grid of cells, the IGrid Aggarwal & Yu (2000) maintains separate lists for the
objects in each cell. The similarity between any two objects uses only the set of dimensions
for which the two objects lie in the same range (the proximity set). The number of objects that
are accessed is kept small as the dimensionality increases, but the storage overhead is 100%
because all the objects are copied into the indexing structure. Bitmap IGrid variants have also
been proposed Cha (2003); Goldstein et al. (2004).
The process of partitioning a high-dimensional space is itself a speciﬁc problem requiring
dimension-wise discretization strategies Fayyad & Irani (1992). One possibility is to create
dimension-wise histograms of the distance values from the points to the data center Jagadish,
H.V. and Beng Chin Ooi and Heng Tao Shen and Kian-Lee Tan (2006) . The number of bins
in each dimension’s histogram gives the number of intervals. Another data approximation
technique uses a partitioning strategy based on a graph model Aggarwal et al. (1999).
4.6Which indexing method to use?
The SAM and MAM high-dimensional indexing methods divide the search space in a set
of minimum bounding regions hierarchically organized in tree structures. At search time,
the MBR that don’t overlap the query region are ﬁltered. As dimensionality increases, the
distances from a query object to the nearest and the farthest objects are almost in the same
range. Practically, the nearest neighbor becomes indistinctive from other neighbors Katayama
& Satoh (2001), loosing its meaningfulness Aggarwal (2002); Beyer et al. (1999). In such
conditions, the smallest query region that contains the nearest neighbor will overlap most
of the MBR, making them non-prunable. The consequence is that the search methods end
up accessing all the nodes of their structures in a pseudo-random fashion, which is more
time consuming than a simple sequential scan —a problem often referred to as the “curse of
dimensionality” Beyer et al. (1999); Indyk & Motwani (1998).
To overcome this problem, Katayama et al. have proposed a distinctive-sensitive approach
for tree-based structures Katayama & Satoh (2001), testing the distinctiveness of the nearest
neighbor in the course of search operation. When the nearest neighbor is considered
indistinctive, search returns a partial result. Other indexing methods, such as the ones
presented in Section 4.3, resort to single-dimension mapping. Another approach, presented in
Section 4.4, uses speciﬁc aggregations with the goal of visiting only a fraction of the dataset.
Finally, the data approximation methods sequentially access a compressed version of the data.
Choosing the proper index for a given situation should be the result of especially designed
tests that consider various approaches. A given indexing approach could behave well in some
situations andworse in others. For example, inWang&You (2006) an important improvement
over the original method in Weber et al. (1998) has been reported just by using a different
metric. To our knowledge, test frameworks for the whole range of high-dimensional indexing
methods are not yet publicly available. The currently available frameworks, such as GIST
Hellerstein et al. (1995), SP-GIST Aref & Ilyas (2001) and XXL den Bercken et al. (2001) provide
only a subset of the existing indexing methods. GIST provides a tree-based template indexing
structure. XXL, while also offering tree-based indexing templates, focuses on implementations
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of advanced database queries (cursors, iterators) independent from the underlying data types
and data structures. MMDIGonçalves et al. (2007) is built with the goal of supporting virtually
any high-dimensional index. However, at the moment, only approaches that cannot be tested
in GIST or XXL have been implemented.
4.7 Video retrieval requirements
Considering the variety of indexing approaches, it is important to have a set of requirements
speciﬁc to the video indexing domain, against which any given index can be checked for
compliance. The following set of requirements strengthen the need for ﬂexibility of the
high-dimensional indexes.
• Data preprocessing;
• Frequency of updates;
• Varying dimensionality;
• Any dimensional subspace;
• Support for different metrics;
• Support for weighted queries;
• Multiple query objects.
Data preprocessing can be a dominant effort when dealing with diverse descriptors and
high-dimensional spaces. Tasks such as the normalization of the feature vectors and
dimensional reduction may be required for index construction.
Manymultimedia databases are statical in nature; this is the case with archives, where append
is the common operation. But there are cases where updates are quite often. When new objects
are added to the database, they have to be processed and included in the indexes. On the other
and, if a new feature is extracted, or the quality of some feature extraction tool improves,
existing objects will be processed and the new descriptors incorporated as an update.
The dimensionality of the search space is directly related to the number of descriptors, as each
descriptor contributes new dimensions. Adding a histogram descriptor, for instance, increases
the dimensionality by the number of bins the histogram has been quantized (8, 16, 32, 256).
If the user is familiar with the descriptors that are being used, the interface may offer the
choice of a subset of features at query time. The user may then use only color descriptors in
one search and texture descriptors in another one, for instance.
Searching by different components of the feature space often implies using different metrics
for each component. Aggregation is required in this case and it may be done in different ways,
such as using arithmetic aggregation functions.
The user may want to stress the relevance of some features, and in this case weights can be
used.
The query may be speciﬁed as a composition of various objects. This happens, for example,
when relevance feedback is used and the user selects multiple objects as positive/negative
examples after some exploratory search.
243igh-Dimensio al Indexing for Video Retrieval
www.intechopen.com
16 Will-be-set-by-IN-TECH
2
D2
D1
D1 D2
2
0 1 2
1
0
2
11 1
0 1 2 0 1 2
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
Cardinalities
Naive Exp
2
2
1
1
1
0
1
1
0
1
1 1 1
2
2
2
2
1
1
1
1
1
1
qNaive
Expq
et
et
etet
o9
o1
o6
o2
o3
o8
o7
o5
o10
o4
o10
o8
o7
o6
o5
o4
o3
o2
o1
o9
q
Fig. 7. BitMatrix
5. BitMatrix-based multidimensional indexing
In this section the focus is also maintained on high-dimensional indexing by presenting an
indexing approach, BitMatrix, Calistru et al. (2006) that satisﬁes most of the requirements
previously identiﬁed, and has been successfully applied in video retrieval.
The main idea behind the BitMatrix is to construct a collection of bitmap signatures that can
be sequentially analyzed and processed with bitwise operations in order to prune the search
space. Following a data approximation approach, in the spirit of VA-File Weber et al. (1998)
and IGrid Aggarwal & Yu (2000), each of the N dimensions are partitioned in k ranges. A
partition of a dimension D is a set of ranges
piD = {ri = [li, ui] , i = 1 . . . kD} ,
where li, ui are the lower and upper bounds of range i. The partitioning scheme
(k1, k2, . . . , kN) is used to obtain bitmap signatures for all the objects in a dataset O arranged
as lines in a matrix. For each dimension the signatures contain 1 for the range where the
object belongs and 0 for the other ranges. The search algorithm selects objects based on the
cardinality (number of bits set to 1) of the bitwise AND between object and query signatures.
Only the objects that obtain scores above an established cardinality threshold are then
exhaustively analyzed to compute their exact distance. Figure 7 illustrates a two-dimensional
space having each dimension partitioned in three ranges. The 10 objects in Figure 7 have
their signatures arranged in a BitMatrix; for simplicity, we ignore the zeros. For a given
query object q, with signature qNaive, the cardinality column Naive contains the results of
the bitwise AND between each of the 10 object signatures and qNaive. In this example, if the
cardinality threshold is set to 2, the search algorithm prunes object o2, which happens to be
the nearest neighbor. This happens because, for all the dimensions, only the objects in the
same range as q are considered. However, this effect can be controlled by using modiﬁed
query regions (expansions) and various cardinality thresholds. Expanding the query region
along dimension D1 corresponds to a change in the query signature from qNaive to qExp.
The cardinality column Exp contains the results of the bitwise AND between the 10 object
signatures and qExp. With the same cardinality threshold, i.e. 2, o2 becomes part of the selected
244 Multimedia – A Multidisciplinary Approach to Compl x Issues
www.intechopen.com
High-Dimensional Indexing for Video Retrieval 17
objects. In general, the variations in query signature and cardinality threshold control the
trade-off between precision and speed.
5.1 The BitMatrix and the retrieval requirements
The BitMatrix index and the associated similarity search methods are proposed to solve the
common requirements in multimedia retrieval.
5.1.0.2Multiple query objects
The proposed method easily supports multiple query objects. This is a common requirement
in multimedia retrieval in general, and in particular for supporting relevance feedback search
iterations. The independent object signatures are merged into a common query signature
which is used in the sequel to search the BitMatrix.
5.1.0.3 Subspace selection
The importance of each individual dimension of the search space has already been examined
in works like BOND Arjen et al. (2002) and LDC Koudas et al. (2004). Similarly, the BitMatrix
search algorithm can be applied on selected subspaces. The subspace selection feature is
useful for speeding up the search in at least two situations. First, when the dimensions of
the original search space are not of equal importance. They may be ordered by decreasing
importance and only a ﬁrst subset of them used in the search. The second situation arises
when enough objects have been pruned after analyzing only some of the subspaces. The
analysis of the remaining subspaces can thus be avoided and the search can stop earlier.
5.1.0.4 Index management: insert, update, delete
The insertion of a new object in the BitMatrix, accounts for computing its signature and adding
it as a new line in the matrix. The size of the BitMatrix grows linearly with the number of
objects and with the dimensionality. The precise size of the BitMatrix is (ΣND=1kD) ∗ |O| bits.
To update an existing object its signature has to be modiﬁed through bitwise operations. To
delete an object, the corresponding line is removed from the matrix.
The BitMatrix index retains most of sequential scan’s ﬂexibility with good quality of the
approximations and a much better time performance. It can be conveniently arranged for
efﬁcient sequential access and optimized bitwise operations. It can also be broken into
segments for distributed or parallel processing.
5.2 Evaluation of the BitMatrix method
The BitMatrix evaluation has been performed on two datasets: a set of 9908 real image
histograms having 256 dimensions, named the i9000 dataset, and a synthetic dataset, i10000,
of 10000 objects independent and identically-distributed in all of its 80 dimensions. The
dimensions partitioning strategy for both datasets was 7 ranges per dimension, where the
range computation is based on k-means clustering (k = 7).
5.2.1 Recall performance
The experiments were geared towards observing the BitMatrix performance for nearest
neighbor search (NN(q)) and k-nearest neighbors search (NNk(q)). To illustrate the NNk(q)
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i9000 256 dimensions, 7 ranges/dimension
NN(q) NN10(q)
ct Naive(et=0) et=0,01 Naive(et=0) et=0,01
Recall accessed Recall accessed Recall accessed Recall accessed
0.73 0.6 0.2% 0.7 0.4% 0.39 0.2% 0.48 0.4%
0.67 0.78 0.8% 0.87 1.0% 0.61 0.8% 0.68 1.0%
0.55 0.93 2.9% 0.95 3.8% 0.86 2.9% 0.9 3.8%
0.47 0.97 6.0% 0.99 7.4% 0.91 6.0% 0.94 7.4%
0.40 1.0 10.9% 1.0 13.5% 0.93 10.9% 0.96 13.5%
i10000 80 dimensions, 7 ranges/dimension
NN(q) NN10(q)
Naive (et=0) et=0,01 Naive (et=0) et=0,01
0.60 0.24 0.19% 0.25 0.21% 0.08 0.19% 0.09 0.21%
0.50 0.55 1.99% 0.57 2.31% 0.33 1.99% 0.35 2.31%
0.40 0.78 8.16% 0.84 9.32% 0.57 8.16% 0.62 9.32%
0.35 0.90 17.0% 0.93 19.2% 0.77 17.0% 0.80 19.2%
0.30 0.90 32.2% 0.94 34.21% 0.85 32.2% 0.87 34.21%
Table 1. Testing the BitMatrix on two datasets
search performance, we compare the approximate BitMatrix results with the exact k-nearest
neighbors. We use the recall rate for this purpose. Assuming R as the NNk(q) set and A as the
set of approximate neighbors obtained with the BitMatrix, the recall rate is
|A ∩ R|
|R|
.
Beside the recall rate scores, we also record the percentage of objects that are effectively
accessed, i.e that remain after the pruning phase. This is expressed as the ratio of |A| to the
size of the dataset: |A|sizeo f dataset .
Table 1 shows average values for the twomeasures (recall rate, and% of objects accessed) with
respect to NN(q) and NN10(q) across random sets of 100 queries. The cardinality thresholds
are in the ﬁrst column. With a cardinality threshold of 0.55 for instance, less than 3% of i9000
is accessed, the average recall rate is 0.93 (relative to NN) and 0.86 (relative to NN10). The
experiments have shown that the trade-off between quality of retrieval and speed can be
tuned with the available expansion mechanism. For example, with the cardinality threshold
0.47, about 6% of i9000 is accessed, and the recall rate relative to NN10 is 0.91. If range
expansion is performed the NN10 recall becomes 0.94 at 7.4% accessed objects, while for a
smaller cardinality threshold (ct = 0.4) the NN10 recall is 0.93 at 10.9% accessed objects. With
an increase in recall (0.94 vs 0.93) and less 3.5% (7.4% vs 10.9%) objects accessed, expansion
should be preferred in this case.
The results for the second dataset, i10000, are presented in the second half of Table 1. The
numbers indicate lower performance than on i9000. Much larger amounts of the i10000
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have to be analyzed in order to obtain acceptable recall rates. Note however that i10000 is
a synthetic dataset independent and identically-distributed (uniform distribution) across all
the dimensions, thus not a realistic one. The expansion mechanism clearly improves the recall
rate in this case as well.
Fig. 8. Comparing methods that use the euclidean metric
5.2.2 Time performance
Another set of experiments have been designed to observe the time performance of the
BitMatrix as a memory-based indexing method. A speciﬁc framework for high-dimensional
indexing evaluation has been used Gonçalves et al. (2007), and the experiments were run on
i9000 dataset. TheMMDI allowed us to test a set of 5methods: Sequential Scan, Bond, VA-File,
GridBitmap, and BitMatrix. The time columns in Figure 8 have four components: the time to
load the index in memory (if such an index exists), the time to search it, the time to load
objects data, and the time to search them. The total time for the BitMatrix is clearly smaller
than the values for Sequential Scan and Bond and is in the same range as the GridBitmap.
The VA-ﬁle’s time is not favorable to the method as it is tested using the same partitioning
scheme as GridBitmap and BitMatrix; with 7 ranges in each of the 256 dimensions, there are
7256 approximation cells, with the non-empty ones having at most one object. Thus, VA-ﬁle
has to access much more cells than real objects.
BitMatrix has been also evaluated in an independent multimedia retrieval test Acar et al.
(2008), where it has been shown to outperform a slim-tree index.
6. BitMatrix-based video retrieval—A case study
In this section we report on the implementation of a BitMatrix-based video retrieval system.
The experiments have been performed on the TRECVID 2007 dataset, which consists of 100
hours of videos from the BBC and the Danish national television.
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Fig. 9. Answer computation
6.1 Features and descriptors
This case study integrates the whole range of available descriptors, from low- to high-level
ones. The list of low-level descriptors includes ColorLayout, ColorStructure, ScalableColor
and ColorMoments for color, EdgeHistogram, Homogeneous Texture, Wavelet texture and
Haralick for texture, RegionShape for shape, Scale Invariant Feature Transform Lowe (2003)
(for interest points, Spectral Centroid, Spectral Rollof Point, Spectral Flux, Compactness,
Spectral Variability, Root Mean Square, Fraction of Low Energy Windows, Zero Crossings,
Strongest Beat, Beat Sum, Strength of Strongest Beat, Mel Frequency Cepstral Coefﬁcient,
Linear Predictive Coding and Area Method of Moments for audio.
The high-level features, such as the concepts automatically obtained with special detectors
Jiang et al. (2007) have been used to create a high-level descriptor, named the “Concepts”
descriptor. The “Concepts” descriptor construction is based on a 39-dimensional concept
space —a vector space where each concept is a dimension. The concept space Cn =
{c1, c2, .., cn}, where ci is a dimension corresponding to the ith concept and n is the
total number of concepts. Each of the annotated objects can be represented as a vector:
(v1, v2, .., vn), where each vi represents the value for the ith conceptual dimension.
With this representation, the “Concepts” descriptor can be indexed with multidimensional
techniques. This allows the use the BitMatrix for the entire range of low and high-level
descriptors.
6.2 Indexing and search
The indexing strategy has been to build descriptor-wise BitMatrix indexes off-line. This allows
an independent analysis of several similarity facets and an experimental evaluation of the
contribution of each descriptor to the retrieval tasks. The answer of a query-by-example
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Fig. 10. Color-based results
with respect to the color feature, for example, can be obtained with several color descriptors,
each one showing a different facet of color similarity. Their usefulness for the search topics is
evaluated empirically.
The overall search process ﬁts into the query-by-example paradigm, where the answer
computation is performed with respect to a combination of descriptors. Note however, that
when the “Concepts” descriptor is included in the combination , the search paradigm becomes
a combination of a typical query-by-example and a query-by-semantic-example Rasiwasia
et al. (2006). For example, the search can start with an image or video shot of a natural
scene and expect similar video items with respect to the ColorLayout, ColorStructure (color),
EdgeHistogram (texture), and “Concepts” descriptors.
Starting with a set of example objects, the ﬁrst step is to translate their feature vectors into a
bit signature and then pass it to the BitMatrix-based answer computation step, as illustrated
in Figure 9. In the sequel, several binary lists, one for each selected descriptor, are obtained by
searching the corresponding BitMatrix indexes. We refer to these lists as binary lists because,
as shown in Section 5, the objects that obtain scores above an established cardinality threshold
are marked with 1, while the others are marked with 0.
Finally, the binary lists are aggregated with merge formulas. For example, a merge formula
may count the number of binary lists in which each object appears; weights can also be
assigned to each list. Figure 9 illustrates a merge formula that performs a bitwise AND
between corresponding positions of each binary list. As all have their third positions set to 1,
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Fig. 11. “Concepts” and audio-based results
the bitwise AND yields a 1 in the ﬁnal result set, meaning that the third object will be among
the retrieved objects.
Note that instead of constructing binary lists, the object cardinalities, or even their exact
distances to the query objects can be recorded. In such a case, the lists aggregation can
be achieved by implementing rank-aggregation approaches, such as Fagin et al. (2003) and
Güntzer et al. (2000). The preference for binary lists is motivated by the lack of distinctiveness
between the scores of the nearest neighbors in high-dimensional spaces Katayama & Satoh
(2001). Moreover such binary lists can be aggregated with bitwise operations, which improves
the overall efﬁciency.
6.3 Parametrization
The cardinality thresholds used to obtain the binary lists were empirically determined by
performing several query-by-example iterations per descriptor. If high thresholds are used,
few objects are returned, while the use of small thresholds allows too many objects to appear
in the answer set. Cardinality thresholds were considered acceptable when allowing a number
of objects in the 500-700 range—an appropriate number of objects to be visually inspected in
a user interface.
The merge formula for the binary list aggregation has been the bitwise AND, which can be
efﬁciently computed with bitwise operations and sequential access.
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Fig. 12. Texture-based results
6.4 Search results
Search experiments were performed on top of the TRECVID 2007 dataset, containing
educational, cultural and youth-oriented programs, news magazines and historical footage
videos. Beside the great variety of subject matter, the video material has been primarily in
Dutch, without repetitive parts such as commercials, or repeated news footage.
While the TRECVID community is mainly focused on benchmarking the effectiveness of
video retrieval, the goal here was to tackle the retrieval problem from both effectiveness and
efﬁciency aspects.
Figures 10, 11 and 12 show several result sets consisting of video shots from the TRECVID
2007 dataset. Figure 10 shows the results of a color-based query-by-example; all the color
descriptors enumerated in Section 6.1 are involved. Figure 11 shows the results for the “Find
shots of a people walking or riding a bicycle” query; the search started with video samples of
people walking or riding bicycles and involved the “Concepts” and all the audio descriptors.
Figure 12 shows the results of a texture-based query-by-example search; the query image is
the one in the upper left corner of Figure 12 and the answer was obtained using all the texture
descriptors mentioned earlier: Edge Histogram, Haralick texture, Homogeneous Texture,
Region Shape, and Wavelet Texture.
The quality of the retrieval is evaluated by calculating average precision results. Four
components are typically required: a ﬁxed number of multimedia objects to be searched on, a
ﬁxed number of topics from which the queries will be chosen, an evaluation criteria such as
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Fig. 13. Average precision results
the precision/recall measure, and the relevance judgments or ground truth; TRECVID offered
them all. The average precision wasmeasured per-topic, based on the positions of the relevant
documents. The precision is measured at every rank at which a relevant document is obtained
and then averaged over all relevant documents to obtain the average precision:
AP =
∑
N
r=1 P(r)× relevant(r)
size o f ground truth
.
r is the rank, N is the number of retrieved documents, relevant() is a binary function on the
relevance at a given rank, and P() is the precision at that rank. Figures 13 and 14 illustrate the
average precision results obtained for two topics, namely “Find shots of a door being opened”
and “Find shots of a waterfront with water and buildings”.
Overall, the precision results indicate that our retrieval system’s effectivity was comparable
to the others. However, by indexing the whole spectrum of descriptors with the same index
type—the BitMatrix—we have been able to speed up the query computation, making a step
further towards a database-ready retrieval system.
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Fig. 14. Average precision results
7. Summary
Representing, managing and retrieving video data is required in a wide range of application
domains. Current tools for video analysis are time consuming and can be very time
consuming on large datasets. With the growth of multimedia mass production we must shift
from simple collection paradigms to well-organized multimedia repositories.
Existing multidimensional indexing methods are not yet prepared for the variety of features
and similarity models in multimedia objects. In order to work with as many feature
representations and similarity models as possible, the high-dimensional indexing techniques
should at least be able to access individual dimensions, should easily incorporate new objects
as well as new sets of dimensions. Flexible ranking mechanisms that capture user preferences
are also an important requirement.
The indexing structure that we have presented, the BitMatrix, is a highly parameterizable
index structure offering a large space for experimentation: similarity threshold, number of
dimensions processed in each step, and dimension processing order for the case of weighted
dimensions. It also supports multiple query objects at a time, which is especially useful for
relevance feedback. The BitMatrix index retains most of sequential scan’s ﬂexibility with good
quality of the approximations and a much better time performance. It can be conveniently
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arranged for efﬁcient sequential access and optimized bitwise operations. It can also be broken
into segments for distributed or parallel processing.
However, when application requirements are not that tough, other type of indexing methods
may be appropriate. For example, if a speciﬁc metric is established, or when the signiﬁcance
of individual dimensions can be lost, metric-based access methods, such as LSH Datar et al.
(2004) or iDistance Jagadish et al. (2005) can be used. As we have stated in Section 4.6, a given
indexing approach could behave better in some situations than others.
The proposed BitMatrix index is expected to adapt well to the distributed and parallel
paradigms, allowing its use in software frameworks for parallel computations over large
data sets, such as “MapReduce” Dean & Ghemawat (2008). MapReduce allows to split an
application among a set of machines by dividing the job into Map and Reduce parts. The
BitMatrix search algorithm can have a Map phase, taking the initial bit matrix, splitting it into
smaller bit matrices, and sending the parts to different machines—so all would be searched
at the same time. The Reduce phase will then combine the partial results to get a single
answer set. This approach will allow larger amounts of high-dimensional data to be efﬁciently
searched, in a scalable manner.
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