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We propose a new tool, which we call M-decompositions, for devising superconvergent hybridizable
discontinuous Galerkin (HDG) methods and hybridized-mixed methods for linear elasticity with strongly
symmetric approximate stresses on unstructured polygonal/polyhedral meshes.
We show that for an HDG method, when its local approximation space admits an M-decomposition,
optimal convergence of the approximate stress and superconvergence of an element-by-element postpro-
cessing of the displacement field are obtained. The resulting methods are locking-free.
Moreover, we explicitly construct approximation spaces that admit M-decompositions on general polyg-
onal elements. We display numerical results on triangular meshes validating our theoretical findings.
Keywords:
hybridizable; discontinuous Galerkin; superconvergence; linear elasticity; strong symmetry.
1. Introduction
We present a technique to systematically construct superconvergent hybridizable discontinuous Galerkin
(HDG) and mixed methods with strongly symmetric approximate stresses on unstructured polygo-
nal/polyhedral meshes for linear elasticity. By a superconvergent method, we mean, roughly speak-
ing, a method that provides an approximate displacement converging to certain projection of the exact
displacement faster than it converges to the exact displacement itself. It is then possible to obtain, by
means of an elementwise and parallelizable computation, a new approximate displacement converging
faster than the original one. This property was uncovered back in 1985 in Arnold & Brezzi (1985) in the
framework of mixed methods for diffusion problems and has been extended to various mixed methods
for several elliptic problems; see Boffi et al. (2013).
This paper is part of a series in which we devise superconvergent HDG and mixed methods for
steady-state problems. Indeed, superconvergent HDG (and mixed) methods for second-order diffusion
were considered in Cockburn et al. (2012a,b), superconvergent HDG methods based on the velocity
gradient-velocity-pressure formulation of the Stokes equations of incompressible flow in Cockburn &
c© The author 2017. Published by Oxford University Press on behalf of the Institute of Mathematics and its Applications. All rights reserved.
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Shi (2013a), and superconvergent HDG methods with weakly symmetric approximate stresses for the
equations of linear elasticity in Cockburn & Shi (2013b).
In Cockburn et al. (2017b), we refined the work on second-order diffusion carried out in Cockburn
et al. (2012a,b) and showed that, by using the concept of an M-decomposition (for the divergence and
gradient operators), it is possible to systematically find HDG and mixed methods which superconverge
on unstructured meshes made of polygonal/polyhedral elements of arbitrary shapes. The actual con-
struction of such M-decompositions for arbitrary polygonal elements was carried out in Cockburn & Fu
(2017a), and for tetrahedra, prisms, pyramids, and hexahedra in three-space dimensions in Cockburn
& Fu (2017b). The extension of these results to the heat equation Chabaud & Cockburn (2012) and
wave equation Cockburn & Quenneville-Be´lair (2014) are straightforward. The extension to the veloc-
ity gradient-velocity-pressure formulation of HDG and mixed methods for the Stokes equations is more
delicate and was carried out in Cockburn et al. (2017a).
Here, we continue this effort and consider the more challenging task of devising superconvergent
HDG and mixed methods with strongly symmetric approximate stresses by developing a general theory
of M-decompositions for the vector divergence and symmetric gradient operators. We also provide a
practical construction for polygonal elements. We do this in the framework of the following model
problem:
A σ − ε (u) = 0 in Ω , (1.1a)
−∇·σ = f in Ω , (1.1b)
u = g on ∂Ω , (1.1c)
where Ω ⊂ Rn (n = 2,3) is a bounded polyhedral domain, ∂Ω is the Dirichlet boundary. Here u =
{ui}ni=1 and σ = {σi j}ni, j=1 represent the displacement vector and the Cauchy stress tensor, respectively.
The functions f = { fi}ni=1 and g = {gi}ni=1 represent the body force vector and the prescribed dis-
placement on ∂Ω , respectively. As usual, ε (·) := 12
(
∇(·)+∇t(·)) is the symmetric gradient (or strain)
operator, and A = {Ai jkl(x)}ni, j,k,l=1is the so-called compliance tensor, which is bounded and positive
definite. In the homogeneous, isotropic case, it is given by
A σ =
1
2µ
(σ − λ
2µ+nλ
tr(σ )I), (1.2)
where I is the second-order identity tensor and λ ,µ are the Lame´ constants.
To better describe our results, let us begin by introducing the general form of the methods we are
going to consider. We denote by Th a conforming triangulation of Ω made of polygonal/polyhedral
elements K. We denote by Fh the set of faces F of all the elements K in the triangulation Th, and by
∂Th the set of boundaries ∂K of all elements K in Th. We set hK := diam(K) and h := minK⊂Th hK . To
each element K ∈ Th, we associate (finite dimensional) spaces of symmetric-matrix-valued functions
Σ(K), and vector-valued functions V (K). We also consider a (finite dimensional) space of vector-valued
functions M(F) associated to each F ∈Fh. We assume that elements of the above spaces are regular
enough so that all traces belong to L2(∂K). To simplify the notation, we denote the normal trace of
Σ(K) on ∂K by
γ (Σ(K)) := {τn|∂K : τ ∈ Σ(K)}, (1.3a)
and the trace of V (K) on ∂K by
γ (V (K)) := {v|∂K : v ∈V (K)}. (1.3b)
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The methods we are interested in seek an approximation to (σ ,u,u|Fh), (σ h,uh, ûh), in the finite
element space Σ h×V h×Mh, where
Σ h := {τ ∈ L2(Th;S) : τ |K ∈ Σ(K), ∀K ∈Th}, (1.4a)
V h := {v ∈ L2(Th) : v|K ∈V (K), ∀K ∈Th}, (1.4b)
Mh := {µ ∈ L2(Fh) : µ |F ∈M(F), ∀F ∈Fh}, (1.4c)
and determine it as the only solution of the following weak formulation:
(A σ h,τ )Th +(uh,∇· τ )Th −〈ûh , τn〉∂Th = 0, (1.5a)
(σ h,∇ v)Th −〈σ̂ hn , v〉∂Th = ( f ,v)Th , (1.5b)
〈σ̂ hn,µ 〉∂Th\∂Ω = 0, (1.5c)
〈ûh,µ 〉∂Ω = 〈g,µ 〉∂Ω , (1.5d)
for all (τ ,v,µ ) ∈ Σ h×V h×Mh. Here we write (η , ζ )Th := ∑K∈Th(η ,ζ )K , where (η ,ζ )D denotes the
integral of ηζ over the domain D ⊂ Rn. We also write 〈η , ζ 〉∂Th := ∑K∈Th〈η , ζ 〉∂K , where 〈η , ζ 〉D
denotes the integral of ηζ over the domain D⊂Rn−1 and ∂Th := {∂K : K ⊂Th}. The definition of the
method is completed with the definition of the normal component of the numerical trace:
σ̂ hn = σ hn−α(uh− ûh) on ∂Th, (1.5e)
where α : L2(∂K)→ L2(∂K) is a suitably chosen linear local stabilization operator. By taking particular
choices of the local spaces Σ(K), V (K) and
M(∂K) := {µ ∈ L2(∂K) : µ |F ∈M(F) for all F ∈F (K)},
and of the linear local stabilization operator α , all the different HDG methods are obtained; when we
can set α = 0, we obtain the hybridized version of a mixed method.
Our contributions are two. The first is that we show that, if for every element K ∈Th, the local spaces
Σ(K), V (K) and M(∂K) satisfy certain inclusion conditions, it is possible to define, in an element-by-
element fashion, an auxiliary projection
Πh = (ΠΣ ,ΠV ) : H1(K,S)×H 1(K)→ Σ(K)×V (K)
such that
‖σ −σ h‖A ,Th 6 2‖σ −ΠΣ σ ‖A ,Th ,
‖ΠV u−uh‖Th 6C h‖σ −ΠΣ σ ‖Th ,
‖PMu− ûh‖∂Th 6C h1/2‖σ −ΠΣ σ ‖Th ,
where ‖ · ‖A ,Th denotes the A -weighted L2(Th)-norm, i.e., ‖τ‖2A ,Th = (A τ ,τ )Th , ‖ · ‖D denotes the
L2(D)-norm on a domain D, and PM is the L2-projection onto Mh. Moreover, if the error ΠV u− uh
converges to zero faster than the error u− uh, this superconvergence property can be advantageously
exploited to locally obtain a more accurate approximation of the displacement u; see Arnold & Brezzi
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(1985); Brezzi et al. (1985); Stenberg (1988); Gastaldi & Nochetto (1989); Stenberg (1991) for appli-
cations to mixed methods and Cockburn et al. (2012a,b); Cockburn & Shi (2013a,b) for applications to
HDG methods and the references therein.
Our second contribution is a refinement of our previous work Cockburn et al. (2012a,b); Cock-
burn & Shi (2013a,b) along the lines provided in Cockburn et al. (2017b): We propose an algorithm
that tells us how to systematically obtain the local spaces rendering any given HDG method supercon-
vergent. Indeed, given any local spaces Σ g(K), Vg(K) and M(∂K), satisfying very simple inclusion
properties, we can give a characterization of the space δΣ(K) of the smallest dimension for which
the space (Σ g(K)⊕ δΣ(K)) ×Vg(K) admits an M(∂K)-decomposition and hence, defines a super-
convergent HDG method. We also show how to obtain (the hybridized version of) two sandwiching
mixed methods from those spaces. In particular, we show that the HDG method with local spaces
Σ g(K)⊕ δΣ(K), ∇·Σ g(K) and M(∂K) is actually a well-defined hybridizable mixed method. Apply-
ing this approach, as done in Cockburn & Fu (2017a,b), we find new superconvergent HDG and mixed
methods on general polygonal elements in two-space dimensions. These new spaces are closely related
to those of the mixed methods proposed in Arnold et al. (1984) for triangles and quadrilaterals, and in
Guzma´n & Neilan (2014) for triangles.
Let us make a couple of comments on the relevance of these findings. The first concerns the first
HDG method for linear elasticity proposed in Soon (2008); see also Soon et al. (2009). When using
polynomial approximations of degree k on triangular meshes, this method was experimentally shown
to provide approximations of order k + 1 for the stress and displacement for k > 0, and superconver-
gence of order k + 2 for the displacement. Recently, in Fu et al. (2015), it was proven that the stress
convergences with order k+1/2 and displacement with k+1 without superconvergence; numerical ex-
periments showed that the orders were actually sharp. It turns out the spaces for that method do not
admit M-decompositions. By using the machinery propose here, we show that, on triangular meshes, it
is enough to add a small space δΣ(K) (of dimension 2 if k = 1, and of dimension 3 if k> 2) to the space
of approximate stresses Σ(K) to obtain convergence of order k+ 1 for the stress and displacement, as
well as superconvergence of order k+2 for the displacement for k > 1.
The second comment concerns mixed methods (with symmetric approximate stresses) for linear
elasticity. A symmetric and conforming mixed method use finite element spaces (for the stress and dis-
placement) Σ h×V h⊂H(div,Ω ;S)×L2(Ω). Here H(div,Ω ;S) denotes the space of H(div)-conforming,
symmetric-tensorial fields. It turns out to be quite difficult to design finite elements in H(div,Ω ;S)
which preserve both the symmetry and the H(div)-conformity. The first successful discretization use
the so-called composite elements, see the low-order composite elements in Johnson & Mercier (1978)
and the high-order composite elements in Arnold et al. (1984), both defined on triangular and quadri-
lateral meshes; see also a low-order composite element on tetrahedral meshes in Ainsworth & Rankin
(2011). While these methods can be efficiently implemented via hybridization, leading to an symmetric-
positive-definite linear system, their main drawback is that their basis functions are usually quite hard
to construct, especially for the high-order methods in Arnold et al. (1984).
In the pioneering work Arnold & Winther (2002), the first discretization of H(div)-conforming
symmetric-tensorial fields was presented, for triangular meshes, which only uses piecewise polynomial
functions. Other piecewise-polynomial discretizations of H(div;S) on tetrahedral meshes were later
obtained in Adams & Cockburn (2005); Arnold et al. (2008); Hu & Zhang (2013) and on rectangular
meshes in Arnold & Awanou (2005); Yang & Chen (2010). Since all of these polynomial discretizations
use vertex degrees of freedom to define the basis functions, the resulting methods cannot be efficiently
implemented via hybridization, and a saddle-point linear system needs to be solved. Moreover, as
argued in the last paragraph of Section 3 of Arnold & Winther (2002), vertex degrees of freedom cannot
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be avoided in the construction of piecewise-polynomial H(div)-conforming symmetric-tensorial fields.
For this reason, nonconforming mixed methods Arnold & Winther (2003); Yi (2005, 2006); Hu &
Shi (0708); Man et al. (2009); Awanou (2009); Gopalakrishnan & Guzma´n (2011); Arnold et al. (2014)
that violate H(div)-conformity (but preserve symmetry) of the stress field offer an attractive alternative
to the conforming methods. These methods also use polynomial basis functions but do not use vertex
degrees of freedom. As a consequence, they can be efficiently implemented via hybridization. See
also an interesting nonconforming mixed method Pechstein & Scho¨berl (2011) that uses tangential-
continuous displacement field, and normal-normal continuous symmetric stress field.
Recently, another high-order conforming discretization of H(div,Ω ;S) without using vertex degrees
of freedom was introduced in Guzma´n & Neilan (2014) for triangular meshes. The space enriches
the symmetric-tensorial polynomial fields of degree k > 2 with three rational basis functions on each
triangle. The resulting mixed methods can be efficiently implemented via hybridization.
In this paper, we obtain high-order conforming discretizations of H(div,Ω ;S) without vertex de-
grees of freedom on general polygonal meshes. On a general polygon, we enrich the symmetric-tensorial
polynomial fields with certain number of composite/rational functions given by explicit formulas. Our
spaces on triangular meshes is similar as those in Guzma´n & Neilan (2014), while our spaces on rect-
angular meshes enrich the symmetric-tensorial polynomial fields with four rational functions and two
exponential functions along with a minimal number of polynomial functions.
To end, let us point out that there are other HDG methods that superconverge on meshes of arbitrary
polyhedral elements have been recently introduced. A modification of the method Soon (2008) which
can achieve optimal convergence was introduced in Qiu et al. (2016). The spaces, which do not admit
M-decompositions, are Σ(K)×V (K)×M(∂K) := Pk(K;S)×Pk+1(K)×Pk(∂K) and the stabilization
function is α(uh− ûh) := 1h (PM uh− ûh), where PM denotes the L2-projection into the space of traces
Mh. These methods were proven to achieve optimal convergence order of k+1 for stress and k+2 for
displacement on general polygonal/polyhedral meshes for k> 1. Another method that can achieve this is
the hybrid high-order (HHO) method introduced (in primal form) in Di Pietro & Ern (2015). Typically,
our spaces Σ(K)×V (K) are bigger, but the globally-coupled system for these and our methods has the
same size and sparsity structure, as it only depends on the space of traces M(∂K). On the other hand,
our mixed methods provide H(div,Ω ;S)-conforming approximate stresses with optimally convergent
divergence.
The rest of the paper is organized as follows. In Section 2, we present new a priori error estimates
for HDG methods with spaces admitting M-decompositions. In Section 3, we present a characteriza-
tion of M-decompositions and present three ways to construct them. In Section 4, we give ready-for-
implementation spaces admitting M-decompositions on general polygonal elements. In Section 5, we
prove the main result of Section 4, Theorem 4.3. In Section 6, we present numerical results on triangular
meshes to validate our theoretical results. Finally, in Section 7 we end with some concluding remarks.
2. The error estimates
In this section, we introduce the notion of an M-decomposition and then present our main results on
the a priori error estimates of the HDG methods defined with spaces admitting M-decompositions. The
proofs of the error estimates are very similar to those for the diffusion case Cockburn et al. (2017b).
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2.1 Definition of an M-decomposition
To simplify the notation, when there is no possible confusion, we do not indicate the domain on which
the functions of a given space are defined. For example, instead of Σ(K), we simply write Σ .
The notion of an M-decomposition relates the trace of the normal component of the space of ap-
proximate stress Σ ⊂ {τ ∈ H(div,K;S) : τ n|∂K ∈ L2(∂K)} and the trace of the space of approximate
displacement V ⊂ H 1(K) with the space of approximate traces M ⊂ L2(∂K). To define it, we need to
consider the combined trace operator
tr :Σ ×V −→ L2(∂K)
(τ ,v) 7−→ (τn + v)|∂K
where n : ∂K→ Rn is the unit outward pointing normal field on ∂K.
DEFINITION 2.1 (The M-decomposition) We say that Σ ×V admits an M-decomposition when
(a) tr(Σ ×V )⊂M ,
and there exist subspaces Σ˜ ⊂ Σ and V˜ ⊂V satisfying
(b) ε (V )⊂ Σ˜ , ∇·Σ ⊂ V˜ ,
(c) tr : Σ˜
⊥×V˜⊥→M is an isomorphism.
Here Σ˜
⊥
and V˜
⊥
are the L2-orthogonal complements of Σ˜ in Σ , and of V˜ in V , respectively.
2.2 The HDG projection
Next, we show an immediate consequence of the fact that the space Σ ×V admits an M-decomposition,
namely, the existence of an auxiliary HDG-projection which is the key to our error analysis.
To state the result, we need to introduce the quantities related to the stabilization operator α:
a
V˜
⊥ :=
infµ∈γV˜⊥\{0}〈α(µ ),µ 〉∂K/‖µ‖2∂K if V˜
⊥ 6= {0},
∞ if V˜
⊥
= {0},
and
‖α‖ := sup
λ ,µ∈M\{0}
〈α(λ ),µ 〉∂K/(‖λ ‖∂K‖µ‖∂K).
Throughout this section, we assume that, on each element K, the space Σ×V admits an M-decomposition,
and that the stabilization operator α : L2(∂K)→ L2(∂K) satisfies the following three properties:
(S1) 〈α(λ ),µ 〉∂K = 〈α(µ ),λ 〉∂K for all λ ,µ ∈ L2(∂K).
(S2) 〈α(µ ),µ 〉∂K > 0 for all µ ∈ L2(∂K).
(S3) a
V˜
⊥ > 0.
Properties (S1) and (S2) mean that α is self-adjoint and non-negative, while property (S3) means that
α is positive definite on the trace space γV˜
⊥
. When V˜
⊥
= {0}, we take α = 0 so that the resulting
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method is a (hybridized) mixed method. In this case, a
V˜
⊥ = ∞ and ‖α‖ = 0. On the other hand, when
V˜
⊥ 6= {0}, we can take α = Id to be the identity operator. In this case, we have a
V˜
⊥ = 1 and ‖α‖= 1.
See in (Cockburn et al., 2011, Section 2.1) for a presentation of different choices of the stabilization
operator α .
The HDG-projection Πh(σ ,u) = (ΠΣ σ ,ΠV u) ∈ Σ ×V is defined as follows:
(ΠΣ σ ,τ )K = (σ ,τ )K ∀τ ∈ Σ˜ , (2.2a)
(ΠV u,v)K = (u,v)K ∀v ∈ V˜ , (2.2b)
〈ΠΣ σ n−α(ΠV u),µ 〉∂K = 〈σ n−α(PMu),µ 〉∂K ∀µ ∈M . (2.2c)
We have the following result on the approximation properties of the projection. The proof, given in
Appendix B for completeness, is very similar to the diffusion case presented in (Cockburn et al., 2017b,
Appendix).
THEOREM 2.2 (Approximation properties of the HDG-projection) The auxiliary HDG-projection in
(2.2) is well-defined. Moreover, we have
‖σ −ΠΣσ ‖K 6 ‖(Id−PΣ ) σ ‖K +C1 h1/2K ‖((Id−PΣ )σ )n‖∂K
+C2 hK ‖(Id−PV˜ )∇·σ ‖K +C3 h
1/2
K ‖(Id−PV )u‖∂K ,
‖u−ΠV u‖K 6 ‖(Id−PV )u‖K +C4 h1/2K ‖(Id−PV )u‖∂K
+C5 hK ‖(Id−PV˜ )∇·σ ‖K ,
where C1 :=CΣ˜⊥ and
C2 :=
C
V˜
⊥
a
V˜
⊥
CΣ˜⊥ ‖α‖, C3 :=
(
1+
‖α‖
a
V˜
⊥
)
CΣ˜⊥ ‖α‖, C4:=
C
V˜
⊥
a
V˜
⊥
‖α‖, C5:=
C2
V˜
⊥
a
V˜
⊥
.
Here
CΣ˜⊥ := sup
τ∈Σ˜⊥\{0}
h−1/2K ‖τ‖K/‖τ n‖∂K , CV˜⊥:= sup
v∈V˜⊥\{0}
h−1/2K ‖v‖K/‖v‖∂K .
Note that, if V = V˜ = ∇·Σ , then Ci = 0 for i = 2,3,4,5 since in this case we have aV˜⊥ = ∞ and
‖α‖ = 0. Note also that the above error estimates depend on the choice of the space Σ˜ only through
the stability constant CΣ˜⊥ . The constants CΣ˜⊥ and CV˜⊥ are optimal bounds for inverse inequalities
bounding the L2(K)-norm of τ ∈ Σ˜⊥ and v ∈ V˜⊥ by the L2(∂K)-norm of their respective traces. They
are independent of the mesh size hK .
Now, if Pk(K;S)×Pk(K)⊂ Σ×V , where Pk(K;S) is the symmetric-matrix-valued polynomial space
of degree no greater than k and Pk(K) is the vector-valued polynomial space of degree no greater than
k, with the choice of stabilization operator α = Id, we get the following estimates from Theorem 2.2:
‖σ −ΠΣσ ‖K 6C hk+1K
(‖σ ‖k+1,K +‖u‖k+1,K) ,
‖u−ΠV u‖K 6C hk+1K
(‖σ ‖k+1,K +‖u‖k+1,K) ,
where ‖ · ‖k+1,K denotes the Hk+1(K)-norm. Hence, the HDG-projection gives quasi-optimal converge
in both variables.
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2.3 The error estimates
Now, we are ready to present our main results on the a priori error estimates. We display their proofs in
Appendix A.
2.3.1 Estimate of the stress approximation. We start with the estimation on the projection error
ΠΣσ −σ h.
THEOREM 2.3 For the solution of of the HDG method given by (1.5), we have
‖ΠΣ σ −σ h‖A ,Th 6 ‖σ −ΠΣ σ ‖A ,Th . (2.3a)
Moreover, if we have a homogeneous and isotropic material with the compliance tensor given by (1.2),
then
‖ΠΣ σ −σ h‖Th 6C
(
1+h1/2‖α‖
)
‖σ −ΠΣ σ ‖Th . (2.3b)
Here the constant C is independent of the mesh size h, the exact solution, and the compliance tensorA .
Note that, since the estimate (2.3b) implies ‖σ −σ h‖Th 6C‖σ −ΠΣ σ ‖Th , the error ‖σ −σ h‖Th
only depends on the approximation properties of the first component of the projection Πh. Note also
that the estimate (2.3b) implies that the method is free from volumetric locking in the sense that the error
‖σ −σ h‖Th does not grow as the Lame´ constant λ → ∞ in the incompressible limit.
2.3.2 Local estimates of the piecewise derivatives and the jump term. Now, we present local stability
and error estimates on the piecewise divergence of σ h, the piecewise symmetric gradient of uh, and the
jump term uh− ûh, similar to the results in (Cockburn et al., 2017b, Section 4).
THEOREM 2.4 For the solution of (1.5), we have the following local stability and error estimates:
‖∇·σ h‖K 6C1 ‖A ‖1/2L∞(K) ‖σ h‖A ,K +C2 ‖PV f ‖K ,
‖ε (uh)‖K 6C3 ‖A ‖1/2L∞(K) ‖σ h‖A ,K +C4 ‖PV˜⊥ f ‖K ,
‖uh− ûh‖∂K 6C5 h1/2K ‖A ‖1/2L∞(K) ‖σ h‖A ,K +C6 h
1/2
K ‖PV˜⊥ f ‖K ,
‖∇·(ΠΣσ −σ h)‖K 6C1 ‖A ‖1/2L∞(K) ‖σ −σ h‖A ,K
‖ε (ΠV u−uh)‖K 6C3 ‖A ‖1/2L∞(K) ‖σ −σ h‖A ,K ,
‖ΠV u−uh− (PMu− ûh)‖∂K 6C5 h1/2K ‖A ‖1/2L∞(K) ‖σ −σ h‖A ,K ,
where
C1 :=CΣ˜⊥C∇·Σ ‖α‖
(
1+
‖α‖
a
V˜
⊥
)
, C2 := 1+C∇·Σ ‖α‖
C
V˜
⊥
a
V˜
⊥
,
C3 := 1+CΣ˜⊥Cε (V )
(
1+
‖α‖
a
V˜
⊥
)
, C4 :=Cε (V )
C
V˜
⊥
a
V˜
⊥
,
C5 :=CΣ˜⊥
(
1+
‖α‖
a
V˜
⊥
)
, C6 :=
C
V˜
⊥
a
V˜
⊥
.
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Here
Cε (V ) := sup
0 6=τ∈ε (V )
h1/2K ‖τn‖∂K/‖τ‖K , C∇·Σ := sup
0 6=v∈∇·Σ
h1/2K ‖v‖∂K/‖v‖K .
Note that, summing over all the elements K ∈Th, we easily get that
‖∇·(ΠΣσ −σ h)‖Th , ‖ε (ΠV u−uh)‖Th , ‖ΠV u−uh− (PMu− ûh)‖∂Th
only depend on ‖σ −σ h‖A ,Th , which, in turn, depends on the first component of the projection Πh.
2.3.3 Estimates of the approximation of the displacement. Our next result shows that ΠV u−uh can
also be controlled solely in terms of the approximation error of the auxiliary projection σ −ΠΣ σ . In
addition, an improvement can be achieved under a typical elliptic regularity property we state next. We
assume that, for any given θ ∈ L2(Ω), we have
‖φ ‖2,Ω +‖ψ‖1,Ω 6C‖θ ‖Ω , (2.4)
where C only depends on the domain Ω , and (ψ ,φ ) is the solution of the dual problem:
A ψ − ε (φ ) = 0 in Ω , (2.5a)
∇·ψ = θ in Ω , (2.5b)
φ = 0 on ∂Ω . (2.5c)
We are now ready to state our result.
THEOREM 2.5 If P1(K) ⊂ V (K) for every element K ∈ Th, and the elliptic regularity property (2.4)
holds, then, for the solution of (1.5), we have
‖ΠV u−uh‖Th 6C h‖σ −ΠΣ σ ‖Th .
The constant C depends on A but is independent of h and the exact solution.
Combining this result with the last estimate in Theorem 2.4 and applying simple triangle, trace and
inverse inequalities, we immediately get
‖PMu− ûh‖∂Th 6C h1/2 ‖σ −ΠΣ σ ‖Th ,
and we see that the quality of the approximation uh and ûh only depends on the approximation error of
the auxiliary projection, as claimed.
2.3.4 Estimates of a postprocessing of the displacement. Note that if h‖σ −ΠΣ σ ‖Th converges
faster than ‖u−ΠV u‖Th , the convergence of uh to ΠV u is faster than that of uh to u. As mentioned
before, we can take advantage of this superconvergence result to show the existence of a displacement
postprocessing u∗h converge to u as fast as uh superconverges to ΠV u. To this end, we associate to each
element K a vector space V ∗(K) that contains V (K). Then, the function u∗h is the element of V
∗(K) such
that
(∇ u∗h,∇w)K =− (uh,4w)K + 〈ûh , ∇w n〉∂K ∀ w ∈ V˜
∗
(K)⊥, (2.6a)
(u∗h,r)K = (uh,r)K ∀ r ∈ V˜
∗
(K), (2.6b)
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where V˜
∗
(K)⊥ ⊂V ∗(K) is the L2-orthogonal complement of V˜ ∗(K), and V˜ ∗(K) is any non-trivial sub-
space of ∇·Σ(K) containing the constant vectors P0(K).
We have the following estimate.
THEOREM 2.6 Suppose that
P0(K)⊂ ∇·Σ(K), 4V ∗(K)⊂ ∇·Σ(K), (∇V ∗)n |∂K ⊂M(∂K).
Let u∗h be the solution to (2.6) with (uh, ûh) being the solution to (1.5), then
‖u−u∗h‖K 6C
(‖ΠV u−uh‖K +h1/2K ‖PMu− ûh‖∂K +hK‖∇(u−PV ∗u)‖K).
Here the constant C depends on A but is independent of h and the exact solution, and PV ∗ is the L2-
projection onto V ∗(K).
Note again that after summing the estimates over all the elements K ∈Th, we get
‖u−u∗h‖Th 6C
(‖ΠV u−uh‖Th +h1/2 ‖PMu− ûh‖∂K +h‖∇(u−PV ∗u)‖Th).
2.3.5 A practical example. To end this section, we apply the error estimates in Theorem 2.2, and
the error estimates in Theorems 2.3–2.6 to obtain convergence rates for L2-error of σ h, uh, and u∗h for
a special case with the following conditions on the spaces (on each element K) and the stabilization
operator:
(C.1) M = Pk(∂K), and Σ ×V admits an M-decomposition with Pk(K,S)×Pk(K)⊂ Σ ×V .
(C.2) V ∗ = Pk+1(K).
(C.3) α = Id.
In this case, we get that
‖σ −σ h‖Th 6C hk+1(‖σ ‖k+1 +‖u‖k+1), (2.7a)
‖u−uh‖Th 6C hk+1(‖σ ‖k+1 +‖u‖k+1), (2.7b)
‖u−u∗h‖Th 6C hk+2(‖σ ‖k+1 +‖u‖k+2), (2.7c)
where the last estimate require the regularity estimate (2.4) holds.
We remark that, as we will make clear in the next two sections, the natural choice Σ ×V ×M :=
Pk(K,S)×Pk(K)×Pk(∂K) proposed in Soon et al. (2009) and analyzed in Fu et al. (2015) does not
satisfy condition (C.1) due to the lack of an M-decomposition for Σ ×V . Actually, for this choice of
spaces, with α = Id, it was proven in Fu et al. (2015) that
‖σ −σ h‖Th 6C hk+1/2(‖σ ‖k+1 +‖u‖k+1),
‖u−uh‖Th 6C hk+1(‖σ ‖k+1 +‖u‖k+1),
‖u−u∗h‖Th 6C hk+1(‖σ ‖k+1 +‖u‖k+1),
where numerical results suggested that the orders are actually sharp for k = 1. We will see in Section 4
that on triangular meshes, we only need to add two (rational) basis functions to Σ for k = 1, and three for
k> 2 to obtain an M-decomposition. Then, the desired (superconvergence) error estimates (2.7) follow.
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3. The M-decompositions
In this section, we obtain a characterization of M-decompositions. We then show how to use it to
construct HDG and (hybridized) mixed methods that superconverge on unstructured meshes.
3.1 A characterization of M-decompositions
We first give a characterization of M-decompositions expressed solely in terms of the spaces Σ ×V .
Roughly speaking, it states that Σ ×V admits an M-decomposition if and only if the space M is the
orthogonal sum of the traces of the kernels of ∇· in Σ and of ε in V . It is expressed in terms of a special
integer we define next.
DEFINITION 3.1 (The M-index) The M-index of the space Σ ×V is the number
IM(Σ ×V ) := dimM−dim{τn|∂K : τ ∈ Σ , ∇· τ = 0}
−dim{v|∂K : v ∈V , ε (v) = 0}.
THEOREM 3.2 (A characterization of M-decompositions) For a given space of traces M , the space
Σ ×V admits an M-decomposition if and only if
(a) tr(Σ ×V )⊂M ,
(b) ε (V )⊂ Σ , ∇·Σ ⊂V ,
(c) IM(Σ ×V ) = 0.
In this case, we have
M = {τ n|∂K : τ ∈ Σ ,∇· τ = 0}⊕{v|∂K : v ∈V ,ε (v) = 0},
where the sum is orthogonal.
The proof of the above result, which is very similar to the diffusion case considered in (Cockburn
et al., 2017b, Section 2.4), is given in Appendix C for the sake of completeness.
The importance of this result resides in that it allows us to know if any given space Σ ×V admits
an M-decomposition by just verifying some inclusion properties and by computing a single number,
namely, IM(Σ ×V ) – a natural number, by property (a). Moreover, this result shows explicitly how M
can be expressed in terms of traces of the kernels of the divergence in Σ and the trace of the kernel of the
symmetric gradient in V ; we call the identity the kernels’ trace decomposition. This identity is going
to be the guiding principle for the systematic construction of M-decompositions we develop in the next
subsection.
3.2 The construction of M-decompositions
Now, we propose three ways of obtaining M-decompositions; we follow (Cockburn et al., 2017b, Sec-
tion 5). We show how to modify a given space Σ g×Vg, which is assumed to satisfy the first two inclusion
properties of an M-decomposition, to obtain a new space Σ ×V admitting an M-decomposition. By the
assumption on the given space Σ g×Vg, the indexes IM(Σ g×Vg) and
IS(Σ ×V ) :=dimV −dim∇·Σ ,
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are non-negative. We propose three different ways of doing this according whether the indexes are zero
or not.
The case IM(Σ g×Vg)> 0. In this case, the space Σ g×Vg does not admit an M-decomposition. By
Theorem 3.2, we have that
{τ ·n|∂K : τ ∈ Σ g,∇· τ = 0}⊕{v|∂K : v ∈Vg,ε (v) = 0} ⊂6= M .
To simplify the notation, we set Σ gs := {τ ∈ Σ g : ∇· τ = 0} to be the divergence-free subspace of
Σ g (s stands for solenoidal), and Vgrm := {v ∈ Vg : ε (v) = 0} to be the ε -free subspace of Vg (rm
stands for rigid motions). We see that, in order to achieve equality, we have to, roughly speaking,
fill the remaining part of M by adding a space of symmetric-tensorial, solenoidal functions δΣfillM of
dimension IM(Σ g×Vg). The precise description of this subspace is in the following result.
PROPOSITION 3.3 (Filling the space of traces M) Let Σ g×Vg satisfy the inclusion properties (a) and
(b) of Theorem 3.2. Assume that δΣfillM satisfies:
(a) γδΣfillM ⊂M ,
(b) ∇· δΣfillM = {0},
(c) γΣ gs∩ γδΣfillM = {0},
(d) dimδΣfillM = dimγδΣfillM = IM(Σ g×Vg).
Then (Σ g⊕ δΣfillM)×Vg admits an M-decomposition. Moreover, at least one space δΣfillM can be
constructed when Vgrm = RM(K) where RM(K) := {v ∈ H 1(K) : ε (v) = 0} is the space for rigid
motions.
Proof. Let us just show how to construct one space δΣfillM. Let B be a basis for (tr(Σ gs×Vgrm))⊥.
Then we can take δΣfillM as the span of {ε (φ µ )}µ∈B where
∇·(ε (φ µ )) = 0 in K, ε (φ µ )n = µ on ∂K,
where µ ∈B. Since Vgrm = RM(K), the L2(∂K)-projection of µ onto γRM(K) is zero and so, ε (φ µ ) is
well defined. The boundary condition ensures the satisfaction of conditions (a) and (c), and condition (b)
holds by construction. Finally, condition (d) is also satisfied given that the set {ε (φ µ )}µ∈B is linearly
independent, and
dimδΣfillM = dimB = dimM−dimtr(Σ gs×Vgrm) = IM(Σ g×Vg).
This completes the proof. 
The case IM(Σ g ×Vg) = 0 but IS(Σ g ×Vg) > 0. In this case, the space Σ g ×Vg admits an M-
decomposition but ∇·Σ g is a proper subspace of Vg. By the kernels’ trace decomposition of Theorem
3.2, we have
{τn|∂K : τ ∈ Σ g,∇· τ = 0}⊕{v|∂K : v ∈Vg,ε (v) = 0}= M ,
and we then see that, if we seek a modification of Σ g×Vg of the form Σ g×V , it must be such that
{v|∂K : v ∈V ,ε (v) = 0}= {v|∂K : v ∈Vg,ε (v) = 0}.
The following result gives a hypothesis under which we are allowed to reduce Vg to V := ∇·Σ g.
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PROPOSITION 3.4 (Reducing the space V ) Assume that Σ g×Vg admits an M-decomposition. Then
Σ g×∇·Σ g admits an M-decomposition provided that∇·Σ g contains the space of rigid motions RM(K).
Proof. Since RM(K)⊂ ∇·Σ g ⊂Vg, we have
{v|∂K : v ∈ ∇·Σ g,ε (v) = 0}= {v|∂K : v ∈Vg,ε (v) = 0}= γRM(K).
This completes the proof. 
Now, let us seek a modification of Σ g×Vg of the form Σ ×Vg, where Σ g ⊂ Σ . Since
∇·Σ g ⊂6= Vg,
we see that in order to achieve the equality, we have to, roughly speaking, fill the remaining part of Vg
by adding a space of symmetric-tensorial, non-solenoidal functions δΣfillV of dimension IS(Σ g×Vg).
In this case, we would immediately have that
{τn|∂K : τ ∈ Σ ,∇· τ = 0}= {τn|∂K : τ ∈ Σ g,∇· τ = 0},
and, by Theorem 3.2, the resulting space would admit an M-decomposition. The precise way of choos-
ing δΣfillV is described in the following result.
PROPOSITION 3.5 (Increasing the space Σ g) Let the space Σ g×Vg admits an M-decomposition and
assume that ∇·Σ g is a proper subspace of Vg. Let δΣfillV satisfy the following hypotheses:
(a) γδΣfillV ⊂M ,
(b) ∇· δΣfillV ⊂V ,
(c) ∇·Σ ∩∇· δΣfillV = {0},
(d) dimδΣfillV = dim ∇· δΣfillV = IS(Σ ×V ).
Then (Σ g⊕ δΣfillV)×Vg admits an M-decomposition with Vg = ∇·(Σ g⊕ δΣfillV). Moreover, at least
one space δΣfillV can be constructed to satisfy all the hypotheses when M contains the space of traces
of rigid motions γRM(K).
Proof. Let us just show how to construct one space δΣfillV. LetB be a basis of V˜
⊥
. Then, we can take
δΣfillV as the span of {ε (φ v)}v∈B where φ v solves
∇·(ε (φ v)) = v in K and ε (φ v)n = c(v) on ∂K,
where c(v) is the element of γRM(K) such that
〈c(v),ϕ 〉∂K = (v,ϕ )K ∀ϕ ∈ RM(K).
Note that since M contains the space γRM(K), hypothesis (a) is actually satisfied. Finally, it is not
difficult to see that hypotheses (b), (c), and (d) are also satisfied by the choice ofB. This completes the
proof. 
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Table 1. Three ways of constructing spaces Σ ×V admitting an M-decomposition. The spaces are obtained by modifying the
space Σg×Vg according to whether it already admits an M-decomposition or not, and according to whether the space ∇·Σg is a
proper subspace of Vg or not. The space Σg×Vg is assumed to satisfy the first two inclusion properties of an M-decomposition,
namely, tr(Σg×Vg)⊂M and ε (Vg)×∇·Σg ⊂ Σg×Vg.
way #
properties
of Σ g×Vg Σ V
properties of
Σ ×V
I
(Prop.3.3)
IM(Σ g×Vg)> 0 Σ g⊕δΣfillM Vg
IM(Σ ×V ) = 0
IS(Σ ×V ) = IS(Σ g×Vg)
if RM(K)⊂Vg.
II
(Prop.3.4)
IM(Σ g×Vg) = 0
IS(Σ g×Vg)> 0 Σ g ∇·Σ g
IM(Σ ×V ) = 0
IS(Σ ×V ) = 0
if RM(K)⊂ ∇·Σ g.
III
(Prop.3.5)
IM(Σ g×Vg) = 0
IS(Σ g×Vg)> 0 Σ g⊕δΣfillV Vg
IM(Σ ×V ) = 0
IS(Σ ×V ) = 0
if γRM(K)⊂M .
Table 2. Spaces Σ ×V admitting an M-decomposition. They are constructed from the single space Σg×Vg which is assumed to
satisfy the first two inclusion properties of an M-decomposition, namely, tr(Σg×Vg)⊂M and ε (Vg)×∇·Σg ⊂ Σg×Vg.
way # Σ V
III Σmix:= Σ hdg⊕δΣfillV V mix:=Vg
I Σ hdg:= Σ g ⊕δΣfillM V hdg:=Vg
II Σmix:= Σ g ⊕δΣfillM V mix := ∇·Σ g
Table 3. The main properties of the spaces δΣ .
δΣ ∇· δΣ γδΣ dimδΣ
δΣfillM {0} ⊂M , ∩γΣ gs = {0} IM(Σ g×Vg) = dimγ δΣ
δΣfillV ⊂Vg, ∩∇·Σ g = {0} ⊂M IS(Σ g×Vg) = dim∇· δΣ
3.3 A systematic procedure for obtaining M-decompositions
We can now use these three ways of obtaining M-decompositions, summarized in Table 1, to propose a
systematic way for constructing spaces admitting M-decompositions starting from a single, given space
Σ g×Vg. Let us recall that the space Σ g×Vg is assumed to satisfy the first two inclusion properties of
an M-decomposition, and so the indexes IM(Σ g×Vg) and IS(Σ g×Vg) are non-negative.
The systematic construction is described in Tables 2 and 3. Note that the construction provides three
different spaces admitting M-decompositions. The first is associated to an HDG method. The other two
are associated to (hybridized) mixed methods which can be though of as sandwiching the HDG method.
It is now clear that we are left to construct the filling spaces δΣfillM and δΣfillV that satisfy the prop-
erties in Table 3 for a given space Σ g×Vg satisfying the first two inclusions of an M-decomposition.
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In the next section, we present such spaces defined on general polygonal elements in two-space dimen-
sions.
4. An explicit construction of the spaces δΣfillM and δΣfillV in two-space dimensions
This section contains the explicit construction of the spaces δΣfillM and δΣfillV satisfying the properties
in Table 3 in two-space dimensions.
Here we consider a polygonal element K, fix the trace space M(∂K) := Pk(∂K), and study two
choices of the initial guess spaces Σ g×Vg, namely,
Σ g×Vg := Psk×Pk and Σ g×Vg := Qsk×Qk,
where Psk := Pk(K;S) and Q
s
k := Qk(K;S) are the symmetric-tensorial polynomial fields.
4.1 Notation, the Airy stress operator and the lifting functions
To state our results, we need to introduce some notation. Let {vi}nei=1 be the set of vertices of the
polygonal element K which we take to be counter-clockwise ordered. Let {ei}nei=1 be the set of edges of
K where the edge ei connects the vertices vi and vi+1. Here the subindexes are integers module ne, for
example, vne+1 = v1. An illustration for a quadrilateral element K is presented in Fig. 1. We also define,
FIG. 1. A quadrilateral element K.
for 16 i6 ne, λi to be the linear function that vanishes on edge ei and reaches maximum value 1 in the
closure of the element K.
Since δΣfillM is a divergence-free symmetric tensor field, it can be characterized, see, for example,
Arnold & Winther (2002), as the Airy stress operator of some H2-conforming scalar field, where the
Airy stress operator is defined as follows:
J :=
(
∂ 2
∂y2 − ∂
2
∂x∂y
− ∂ 2∂x∂y ∂
2
∂x2
)
.
Now, we introduce two functions which we are going to use as tools to define lifting of traces on ∂K
into the inside of the element K. The first is associated to a vertex. To each vertex vi, we associate a
function ξi satisfying the following conditions:
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(L.1) ξi|e j ∈ P1(e j), j = 1, . . . ,ne.
(L.2) ξi(v j) = δi j, j = 1, . . . ,ne.
(L.3) ∂ξi∂n j |e j ∈ P0(e j), j = 1, . . . ,ne.
Here, n j denotes the outward normal to the edge e j. The second is associate to an edge. To each
edge ei, we associate a function Bi satisfying the following conditions:
(H.1) Bi|e j = 0, j = 1, . . . ,ne,
(H.2) ∂Bi∂n j |e j = 0, j = 1, . . . ,ne, j 6= i.
(H.3) ∂Bi∂ni |ei = λi−1λi+1, j = i.
Next, we give some examples of these functions. If K is a triangle, we simply take ξi := λi+1 and
Bi = (∏3k=1λk) ∏ j 6=i
λ j
λ j+λi
. Note that Bi is nothing but the rational bubble related to the edge ei defined
in Guzma´n & Neilan (2014). If K is a star-shaped polygon with respect to an interior node vo, we
subdivide the element K into ne triangles {Ti}nei=1, with Ti begin the triangle with vertices vo,vi−1,vi.
We then take ξi to be the piecewise linear function on {Ti}nei=1 satisfying condition (L.2) and ξi(vo) = 0.
We take Bi to be the (composite) function that vanishes on Tj for j 6= i+ 1 and equals to the rational
bubble associated to ei on Ti+1. This choice is similar to the composite lifting introduced in Cockburn
& Fu (2017a).
Let us remark that the conditions (H) on the function Bi, derived from our analysis in the next section
(see Lemma 5.3), ensure that limx→vi+1 (J Bi)ni ·ni+1|ei 6= limx→vi+1 (J Bi)ni+1 ·ni|ei+1 = 0. The impor-
tance of this nodal discontinuity, which is not made evident in our construction of M-decompositions,
is well established in the literature; see, for example, the discussion at the last two paragraphs of Sec-
tion 3 in Arnold & Winther (2002). Indeed, in Arnold & Winther (2002), it is argued that there exist
no hybridizable mixed method (which does not use vertex degrees of freedom) that only uses polyno-
mial shape functions. Hence, it comes at no surprise that our space δΣfillM consists of non-polynomial
functions.
4.2 The case Σ g×Vg := Qsk×Qk
We start by considering K to be a unit square with edges parallel to the axes and v1 = (0,1). (This
implies λ1 = x,λ2 = y,λ3 = 1− x,λ4 = 1− y ) We omit the proof due to its similarity with the proof of
the more difficult result, Theorem 4.3, in Section 5.
The proof of the next two theorems in this subsection is sketched in Appendix D. We remark that
a more detailed proof for a similar, but much more difficult result, mainly Theorem 4.3 in the next
subsection, is given in Section 5.
THEOREM 4.1 Let K be a unit square with edges parallel to the axes. Then, for M = Pk(∂K) and
Σ g×Vg = Qsk(K)×Qk(K), where k > 1, we have that
IM(Σ g×Vg) =
 6 if k = 1,9 if k = 2,10 if k > 3, and IS(Σ g×Vg) = 3.
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Moreover, the spaces
δΣfillM:=

J span{B2,B3,B4,ξ 24 ,
ξ 24 (1− x),ξ 24 (1− y)} if k = 1,
J span{B2,B3,B4,B4x,
ξ 24 (1− x),ξ 24 (1− y),
ξ 24 (1− x)(1− y),
ξ 24 (1− x)2,ξ 24 (1− y)2} if k = 2,
J span{B2,B3,B4,B4x,
ξ 24 (1− x)k−1,ξ 24 (1− y)k−1,
ξ 24 (1− x)k−1(1− y),ξ 24 (1− x)(1− y)k−1,
ξ 24 (1− x)k,ξ 24 (1− y)k} if k > 3,
δΣfillV := span
{[
xk+1yk−1 0
0 0
]
,
[
xk+1yk 0
0 0
]
,
[
0 0
0 xkyk+1
]}
,
satisfy the properties in Table 3. Here ξ4 satisfies conditions (L) and B2,B3,B4 satisfy conditions (H).
Let us remark that in practical implementation, we can take ξ4 to be the composite lifting function
presented in the previous subsection, and {Bi} to be the following rational functions:
Bi =
4
∏
k=1
λk ∏
j 6=i
λ j
λ j +λi
. (4.1)
When the polynomial degree k > 2, we can bypass the use of the composite function ξ4 in the
definition of δΣfillM by using an exponential function, as we see in the next result.
THEOREM 4.2 Let K be a unit square with edges parallel to the axes. Then, for M = Pk(∂K) and
Σ g×Vg = Qsk(K)×Qk(K), where k > 2, we have the spaces
δΣfillM:=

J span{B2,B3,B4,B4x,
(xy)2(1− x),(xy)2(1− y),
(xy)2(1− x)(1− y),
(xe1−yy)2(1− x)2,(e1−xxy)2(1− y)2} if k = 2,
J span{B2,B3,B4,B4x,
(xy)2(1− x)k−1,(xy)2(1− y)k−1,
(xy)2(1− x)k−1(1− y),(xy)2(1− x)(1− y)k−1,
(xe1−yy)2(1− x)k,(e1−xxy)2(1− y)k} if k > 3.
satisfy the properties in Table 3. Here Bi are defined in (4.1).
4.3 The case Σ g×Vg := Psk×Pk
Now, we consider K to be a general polygon without hanging nodes.
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THEOREM 4.3 Let K be a polygon of ne edges without hanging nodes. Then, for M := Pk(∂K) and
Σ g×Vg := Psk×Pk with k > 1, we have that
IM(Σ g×Vg) = 2(θ +1)ne−
1
2
(θ +3)(θ +4), and IS(Σ g×Vg) = 2(k+1),
where θ := min{k,2ne−4}.
Moreover, the spaces
δΣfillM :=⊕nei=1JΨi,
δΣfillV := {φ 1k+1,a,φ
2
k+1,a
}ka=0 (for k > 2)
satisfy the properties in Table 3. Here
Ψi =

{0} if i = 1,
span
{
(ξi+1)2λ bi+1
}k
b=max{k+5−2i,0}
⊕span{(ξi+1)2λiλ bi+1}k−1b=max{k+4−2i,0}
⊕span{Bi} if 26 i6 ne−1,
span{Bi} if i = ne and k = 1,
span
{
(ξi+1)2λ 2+bi+1
}k−2
b=max{k+5−2i,0}
⊕span{(ξi+1)2λiλ 2+bi+1 }k−3b=max{k+4−2i,0}
⊕span{Bi,Biλi+1} if i = ne and k > 2,
where ξi+1 satisfies conditions (L) and Bi satisfies conditions (H), and
φ 1
k+1,a
=
[
xk+1−aya 0
0 0
]
+
ne
∑
i=1
J (C1ai ξ
2
i+1λ
k+1
i+1 +D
1
ai ξ
2
i+1λiλ
k
i+1),
φ 2
k+1,a
=
[
0 0
0 xk+1−aya
]
+
ne
∑
i=1
J (C2ai ξ
2
i+1λ
k+1
i+1 +D
2
ai ξ
2
i+1λiλ
k
i+1),
where the constants {C1ai,D1ai,C2ai,D2ai} are chosen such that γ(φ 1k+1,a),γ(φ
2
k+1,a
) ∈ Pk(∂K).
Let us give a more compact presentation of the space δΣfillM in Theorem 4.3 for two special cases,
namely, when K is a triangle and when K a quadrilateral.
K is a triangle. We have
δΣfillM =
{
J span{B2,B3} if k = 1,
J span{B2,B3,B3λ1} if k > 2.
Here Bi =Π 3i=1λi ·Π j 6=i
λ j
λ j+λi
is the rational bubble defined in Guzma´n & Neilan (2014). Notice that the
filling space δΣfillM on a triangle in Guzma´n & Neilan (2014) (defined for k > 2), in our notation, is
δΣfillM = J span{B1λ2,B2λ3,B3λ1},
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which can be easily verified to satisfy the properties in Table 3.
K is a quadrilateral. We have
δΣfillM =

J span{B2,B3,B4,ξ 24 ,ξ 24 λ3,ξ 24 λ4} if k = 1,
J span{B2,B3,B4,B4λ1,ξ 24 λ3,ξ 24 λ4,
ξ 24 λ3λ4,ξ
2
4 λ
2
4 ,ξ
2
1 λ
2
1 } if k = 2,
J span{B2,B3,B4,B4λ1,ξ 24 λ3λ4,ξ 24 λ 24 ,
ξ 24 λ3λ
2
4 ,ξ
2
4 λ
3
4 ,ξ
2
1 λ
2
1 ,ξ
2
1 λ
2
1 λ4,ξ
2
1 λ
3
1 } if k = 3,
J span{B2,B3,B4,B4λ1,ξ 24 λ3λ k−24 ,ξ 24 λ k−14 ,
ξ 24 λ3λ
k−1
4 ,ξ
2
4 λ
k
4 ,ξ
2
1 λ
k−1
1 ,ξ
2
1 λ
k−2
1 λ4,ξ
2
1 λ
k
1 ,ξ
2
1 λ
k−1
1 λ4} if k > 4.
Now, when K is a square, we can use similar spaces in Theorem 4.2 to bypass the use of composite
functions ξ4 and ξ1.
K is a unit square. We can choose δΣfillM as in Theorem 4.2:
δΣfillM:=

J span{B2,B3,B4,B4x,
(xy)2(1− x),(xy)2(1− y),
(xy)2(1− x)(1− y),
(xexp1−y y)2(1− x)2,(exp1−x xy)2(1− y)2} if k = 2,
J span{B2,B3,B4,B4x,
(xy)2(1− x)2,(xy)2(1− x)(1− y),(xy)2(1− y)2,
(xy)2(1− x)2(1− y),(xy)2(1− x)(1− y)2,
(xexp1−y y)2(1− x)3,(exp1−x xy)2(1− y)3} if k = 3,
J span{B2,B3,B4,B4x,
(xy)2(1− x)k−1,(xy)2(1− x)k−2(1− y),
(xy)2(1− y)k−1,(xy)2(1− x)(1− y)k−2,
(xy)2(1− x)k−1(1− y),(xy)2(1− x)(1− y)k−1,
(xexp1−y y)2(1− x)k,(exp1−x xy)2(1− y)k} if k > 4.
5. Proof of Theorem 4.3
In this section, we prove Theorem 4.3, which is the main result of Section 4. we proceed by carrying out
a systematic construction of the spaces δΣfillM for the trace space M = Pk(∂K) on a general polygon
K. We begin by developing an algorithm that, given a counter-clockwise ordering of the ne edges of
K, {ei}nei=1, and an initial space Σ g×Vg satisfying the inclusion properties (a) and (b), and P1 ⊂ Vg,
provides a space δΣfillM satisfying the properties in Table 3. We then apply it to show that the space
δΣfillM in Theorem 4.3 satisfies the properties in Table 3. We end the proof by showing that the space
δΣfillV in Theorem 4.3 also satisfies the related properties in Table 3.
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5.1 An algorithm to construct the space δΣfillM
We use the notation introduced in the previous section. For i = 1, . . . ,ne+ 1, we define Σ gs,i to be the
divergence-free subspace of Σ g with vanishing normal traces on the first i−1 edges. In other words, we
set
Σ gs,i := {τ ∈ Σ g : ∇· τ = 0, τ n|e j = 0, 16 j 6 i−1}, for 16 i6 ne+1.
The subspace of Vg given by Vgrm = {v ∈ Vg : ε (v) = 0} also plays an important role in the theory of
M-decompositions; see the kernels’ trace decomposition in Theorem 3.2. Since P1 ⊂Vg, we have that
Vgrm = RM(K) is just the space of rigid motions on K, which has dimension 3.
For i = 1, . . . ,ne, we define γi(Σ) := {τn|ei : τ ∈ Σ} to be the normal trace of Σ on ei, and γi(V ) :=
{v|ei : v ∈V } to be the trace of V on ei. We have
dimγi(Vgrm) = dimγi(RM(K)) = 3.
Now, we define the M-index for each edge.
DEFINITION 5.1 (The M-index for each edge) The M-index of the space Σ g×Vg for the i-th edge ei is
the number
IM ,i(Σ g×Vg) := dimM(ei)−dimγi(Σ gs,i)−δi,ne dimγne(Vgrm),
where δi,ne is the Kronecker delta.
Since Σ g×Vg satisfies the inclusion properties of an M-decomposition, we have
γi(Σ gs,i)⊂M(ei) for all 16 i6 ne−1,
γne(Σ gs,ne)+ γne(Vgrm)⊂M(ene).
Actually, the sum in the last inclusion is an (L2(ene)-orthogonal) direct sum because, given any (τ ,v) ∈
Σ gs,ne×Vgrm, we have
〈γneτ ,γnev〉ene = 〈τn,v〉ene = 〈τn,v〉∂K = (τ ,ε (v))K +(∇· τ ,v)K = 0.
Using these facts, we immediately get that IM ,i(Σ g×Vg) is a natural number for any 16 i6 ne.
We are now ready to state our first result.
THEOREM 5.2 Set δΣfillM :=⊕nei=1δΣ ifillM where
(α) γ(δΣ ifillM)⊂M ,
(β ) ∇· δΣ ifillM = {0},
(γ.1) γ j(δΣ ifillM) = {0}, for 16 j 6 i−1,
(γ.2) γi(Σ gs,i)∩ γi(δΣ ifillM) = {0},
(δ ) dimδΣ ifillM = dimγi(δΣ
i
fillM) = IM ,i(Σ g×Vg).
Then δΣfillM satisfies the properties in Table 3, that is,
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(a) γδΣfillM ⊂M ,
(b) ∇· δΣfillM = {0},
(c) γΣ gs,1∩ γδΣfillM = {0},
(d) dimδΣfillM = dimγδΣfillM = IM(Σ g×Vg).
Proof. Properties (a), (b) and (c) follow directly form properties (α), (β ) and (γ), respectively. It
remains to prove property (d). But, we have
dimδΣfillM =
ne
∑
i=1
dimδΣ ifillM =
ne
∑
i=1
IM ,i(Σ g×Vg)
=
ne
∑
i=1
dimγiδΣ ifillM = dimγδΣfillM.
Now, by the definition of IM ,i(Σ g×Vg), we get
dimδΣfillM =
ne
∑
i=1
(
dimM(ei)−dimγi(Σ gs,i)−δi,ne dimγne(Vgrm)
)
= dimM−
ne
∑
i=1
dimγi(Σ gs,i)−dimγne(Vgrm)
= dimM−
ne
∑
i=1
(dimΣ gs,i−dimΣ gs,i+1)−dimγne(Vgrm)
= dimM− (dimΣ gs,1−dimΣ gs,ne+1)−dimγne(Vgrm).
Finally, since
Σ gs,1 := {τ ∈ Σ g : ∇· τ = 0},
Σ gs,ne+1 := {τ ∈ Σ g : ∇· τ = 0,τn|∂K = 0},
Vgrm = {v ∈Vg : ε (v) = 0},
we get
dimδΣfillM = dimM−dim{τn|∂K : τ ∈ Σ g,∇· τ = 0}
−dim{v|∂K : v ∈Vg,ε (v) = 0}
= IM(Σ g×Vg).
This completes the proof. 
Based on this result, we can see that the following algorithm provides a practical construction of the
filling space δΣfillM.
Now, we apply Algorithm PC to prove the first part of Theorem 4.3, that is, the space δΣfillM satisfies
the properties in Table 3. Note that in this case, we have M = Pk(∂K) and Σ g×Vg = Psk×Pk with k> 1.
We proceed in three steps as follows.
(1). Finding the spaces Σ gs,i. We begin by characterizing the spaces Σ gs,i.
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Algorithm PC Construction of δΣfillM satisfying properties (α)–(δ ) of Theorem 5.2.
Input: A counter-clockwise ordering of the ne edges of the polygon K, {ei}nei=1.
Input: The space of traces M .
Input: A space Σ g×Vg satisfying the inclusion properties of an M-decomposition.
Output: The space δΣfillM.
For each i = 1, · · · ,ne,
(1) Find the auxiliary spaces Σ gs,i.
(2) Find an IM ,i(Σ g×Vg)-dimensional complement space CM ,i on edge ei:
γi(Σ gs,i)⊕CM ,i = M˜(ei),
here M˜(ei) = M(ei) if i< ne, and M˜(ene) = γne(Vgrm)
⊥ is the subspace of
M(ene) that is L2(ene)-orthogonal to γne(Vgrm).
(3) Find an IM ,i(Σ g×Vg)-dimensional, divergence-free filling space δΣ ifillM on K:
(3.1) γ j(δΣ ifillM) = {0}, for 16 j 6 i−1,
(3.2) γi(δΣ ifillM) =CM ,i,
(3.3) γ j(δΣ ifillM)⊂M(e j), for i+16 j 6 ne.
return δΣfillM :=⊕nei=1δΣ ifillM.
PROPOSITION 5.3 We have that
Σ gs,i = JΦi, 16 i6 ne+1,
where Φi := {b2i−1φi : φi ∈ Pk+4−2i(K)}. Here b0 = 1, and b` :=Π `j=1λ j for `> 1.
To prove this result, we need to characterize the kernel of the operator γiJ.
LEMMA 5.1 We have that γi(J φ) = 0 if and only if ∇φ |ei ∈ P0(ei), for any φ ∈H2(K) and any edge ei
of the element K.
Proof. The result follows form the fact that γi(J φ) = ∂curlφ∂ t i , where
∂
∂ t i
is the tangential derivative on
the edge ei. 
We are now ready to prove Proposition 5.3.
Proof of Proposition 5.3. Since Σ g = Psk, it is easy to show that
JΦi ⊂ Σ gs,i ⊂ J Pk+2.
Since Φ1 = Pk+2, the reverse inclusion, Σ gs,i ⊂ JΦi, is true for i = 1. Let us prove that the reverse
inclusion also holds for i> 2. Let τ = J φ ∈ Σ gs,i with φ ∈ Pk+2. We have γ j(J φ) = 0 for 16 j 6 i−1.
By Lemma 5.1, ∇φ |ei ∈ P0(ei) for 1 6 j 6 i− 1. Since φ is defined up to a linear function, we can
assume ∇φ |e1 = 0, hence λ 21 divides φ . This immediately implies ∇φ |e j = 0 for 1 6 j 6 i−1, and so
b2i−1 divides φ . This completes the proof. 
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(2). Finding the complement spaces CM ,i.
By definition, see Algorithm PC, the space CM ,i is any subspace of M˜(ei) such that γi(Σ gs,i)⊕CM ,i =
M˜(ei). Thus, to find a choice of CM ,i, which is not necessarily unique, we first need to to characterize
γi(Σ gs,i). We do that in the following corollary of the previous proposition.
COROLLARY 5.1 We have, for 16 i6 ne,
γi(Σ gs,i) = span
{
γi
(
J(b2i−1λ
a
i+1)
)}k+4−2i
a=2δ1,i
⊕ span{γi (J(b2i−1λiλ ai+1))}k+3−2ia=δ1,i ,
dimγi(Σ gs,i) = dimPk+4−2i(ei)+dimPk+3−2i(ei)−3δ1,i,
IM ,i(Σ g×Vg) = min(k+1,2i−4)+min(k+1,2i−3)+3δ1,i−3δne,i.
Here we use the convention that, for any negative integer m, dimPm = 0. Proof. The first identity
follows from the definition of the auxiliary space Σ gs,i and from the fact that γi
(
J(b2i−1λ
b
i λ ai+1)
)
= 0
when b> 2.
Let us now prove the second identity. By construction,
dimγi(Σ gs,i) = dimΣ gs,i−dimΣ gs,i+1,
and since, by Proposition 5.3, dimΣ gs,i = dimPk+4−2i(K)−3δ1,i, we get that
dimγi(Σ gs,i) = (dimPk+4−2i(K)−3δ1,i)− (dimPk+2−2i(K)−3δ1,i+1)
= dimPk+4−2i(ei)+dimPk+3−2i(ei)−3δ1,i.
It remains to prove the last identity. By the definition of IM ,i(Σ g×Vg), we have
IM ,i(Σ g×Vg) = dimM(ei)−dimγi(Σ gs,i)−δi,ne dimγne(Vgrm)
= 2dimPk(ei)−
(
dimPk+4−2i(ei)
+dimPk+3−2i(ei)−3δ1,i
)
−3δi,ne
= (dimPk(ei)−dimPk+4−2i(ei))
+(dimPk(ei)−dimPk+3−2i(ei)+3δ1,i−3δi,ne
and the result follows. This completes the proof. 
We now give a particular choice of the trace space CM ,i.
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PROPOSITION 5.4 Set, for i = 1, . . . ,ne,
CM ,i =

{0} if i = 1,
span
{
γi
(
J(η2i λ bi+1)
)}k
b=max{k+5−2i,0}
⊕span{γi (J(η2i λiλ bi+1))}k−1b=max{k+4−2i,0}
⊕span{γi (J(ηiλiλi+1))} if 26 i6 ne−1,
span{γi (J(ηiλiλi+1))} if i = ne and k = 1,
span
{
γi
(
J(η2i λ
2+b
i+1 )
)}k−2
b=max{k+5−2i,0}
⊕span{γi (J(η2i λiλ 2+bi+1 ))}k−3b=max{k+4−2i,0}
⊕span{γi (J(ηiλiλi+1)) ,γi (J(ηiλiλ 2i+1))} if i = ne and k > 2,
where ηi is any linear function on R2 such that ηi(vi) = 0 and ηi(vi+1) 6= 0.
Then, for i= 1, . . . ,ne, the space CM ,i of functions defined on the edge ei has dimension IM ,i(Σ g×Vg)
and satisfies the identity
γi(Σ gs,i)⊕CM ,i = M˜(ei).
Proof. Since ηi is a linear function, it is easy to check that dimCM ,i = IM ,i(Σ g×Vg) and CM ,i ⊂ M˜(ei).
We are left to show that γi(Σ gs,i)∩CM ,i = {0}. We prove this result for the case 2 6 i 6 ne− 1 and
k > 2i−3. The other cases are similar and simpler.
To show γi(Σ gs,i)∩CM ,i = {0}, we only need to prove the linear independence of the following five
sets
span
{
γi
(
J(b2i−1λ
a
i+1)
)}k+4−2i
a=0 , span
{
γi
(
J(b2i−1λiλ
a
i+1)
)}k+3−2i
a=0 ,
span
{
γi
(
J(η2i λ
b
i+1)
)}k
b=k+5−2i
, span
{
γi
(
J(η2i λiλ
b
i+1)
)}k−1
b=k+4−2i
,
span{γi (J(ηiλiλi+1))} .
Note that the first two sets span a set of bases for γi(Σ gs,i) and the last three sets span a set of bases for
CM ,i. Let us assume that there exists constants {Ca}k+4−2ia=0 , {Da}k+3−2ia=0 , {Eb}ka=k+5−2i, {Fb}k−1b=k+4−2i,
and G such that
γi(Jφ) = 0,
where
φ :=
k+4−2i
∑
a=0
Ca b2i−1λ
a
i+1 +
k+3−2i
∑
a=0
Da b2i−1λiλ
a
i+1
+
k
∑
b=k+5−2i
Ebη2i λ
b
i+1 +
k−1
∑
b=k+4−2i
Fbη2i λiλ
b
i+1 +Gηiλiλi+1.
By Lemma 5.1, this implies that ∇φ |ei ∈ P0(ei) and so that φ |ei ∈ P1(ei). As a consequence,(
k+4−2i
∑
a=0
Ca b2i−1λ
a
i+1 +
k
∑
b=k+5−2i
Ebη2i λ
b
i+1
)∣∣∣∣∣
ei
∈ P1(ei),
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because λi = 0 on ei. Since bi−1(vi) = 0 (because i > 2) and since ηi(vi) = 0, we have ηi|ei is propor-
tional to λi−1|ei and we get that(
k+4−2i
∑
a=0
Ca b2i−1λ
a
i+1 +
k
∑
b=k+5−2i
Ebη2i λ
b
i+1
)∣∣∣∣∣
ei
= 0.
Now, evaluating the expression at the node vi+1 = ei∩ei+1, we get C0 = 0 since bi−1(vi+1) 6= 0,ηi(vi+1) 6=
0 and λi+1(vi+1) = 0. Then, dividing it by λi+1 and evaluating the resulting expression again at
vi+1 = ei ∩ ei+1, we get C1 = 0. Similarly, we get Ca = 0 for a = 2, · · · ,k + 4− 2i, and Eb = 0 for
b = k+5−2i, · · · ,k. This implies that
φ =
k+3−2i
∑
a=0
Da b2i−1λiλ
a
i+1 +
k−1
∑
b=k+4−2i
Fbη2i λiλ
b
i+1 +Gηiλiλi+1,
and so, that ∇φ |ei = ϕ ∇λi, where
ϕ :=
k+3−2i
∑
a=0
Da b2i−1λ
a
i+1 +
k−1
∑
b=k+4−2i
Fbη2i λ
b
i+1 +Gηiλi+1.
Since ϕ|ei ∈ P0(ei) and ϕ(vi) = 0, because bi−1(vi) = 0 and ηi(vi+1) = 0, we conclude that ϕ|ei = 0,
that is, that (
k+3−2i
∑
a=0
Da b2i−1λ
a
i+1 +
k−1
∑
b=k+4−2i
Fbη2i λ
b
i+1 +Gηiλi+1
)∣∣∣∣∣
ei
= 0.
Since ηi(vi+1) = 0, ηi = αλi−1|ei for some number α . Then, dividing the above expression λi−1 and
evaluating the resulting expression at vi, we obtain that G = 0. Finally, we can get that Da = 0 and
Fb = 0 by consecutively evaluating the expression at vi+1 and dividing it by λi+1. This completes the
proof. 
(3). Finding the filling spaces δΣ ifillM. Note that the definition of Ψi in Theorem 4.3 is obtained
from our choice of the space CM ,i by formally replacing, in the definition of the basis of CM ,i, η2i by ξ 2i+1
and then ηiλiλi+1 by Bi. The fact that the choice δΣ ifillM := JΨi does satisfy the conditions (3.1), (3.2)
and (3.3) of Algorithm PC follows immediately from the following results.
LEMMA 5.2 Let ψ be any function in Pk(K). Then we have that
(i) γ j
(
J(ξ 2i+1ψ)
)
= 0 for j = 1, . . . , i−1 provided 26 i< ne, or i = ne and ψ is divisible by λ 21 .
(ii) γi
(
J(ξ 2i+1ψ)
)
= γ j
(
J(η2i ψ)
)
for some linear function ηi such that ηi(vi) = 0.
(iii) γ j
(
J(ξ 2i+1ψ)
) ∈ Pk(e j) for j = i+1, . . . ,ne.
LEMMA 5.3 Let ψ be any function in H2(K). Then we have that
(i) γi
(
J(Biψ)
)
= γ j
(
J(αηiλiλi+1ψ)
)
for some constant α and some linear function ηi such that
ηi(vi) = 0.
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(ii) γ j
(
J(Biψ)
)
= 0 for 16 j 6 ne and j 6= i.
Proof of Lemma 5.2. Let us begin by proving (i). By properties (L.1) and (L.2) in Section 4.1,
ξi+1 = 0 on e j for j = 1, . . . , i−1 if i< ne. Since this implies that ∇(ξ 2i+1 S)|e j = 0, property (i) follows
from Lemma 5.1 for i < ne. If i = ne, we have, by properties (L.1) and (L.2), that ξi+1 = 0 on e j for
j = 2, . . . , i−1 and property (i) follows in the same manner. It remains to consider the case i = ne and
j = 1. In this case, on e1, ξne+1 is different from zero. As a consequence, property (i) holds if S is
divisible by λ 21 . This proves property (i).
Let us now prove property (ii). We can take ηi such that ηi|ei = ξi+1|ei and ∂∂niηi =
∂
∂ni
ξi+1. This is
possible by properties (L). Then, we have(
∇((ξ 2i+1−η2i )ψ)
)∣∣
ei
=
(
ψ(ξi+1 +ηi)∇(ξi+1−ηi)
)∣∣
ei
= 0.
Finally, property (iii) follows by simple manipulations and using properties (L.1) and (L.3). This
completes the proof of Lemma 5.2 
Proof of Lemma 5.3. We first prove prove property (i). Since λi = 0 on ei and Bi = 0 on ei, by property
(H.1) in Section 4.1, we have that,
∇(Biψ−αηiλiλi+1)|ei = ni
(
ψ (
∂
∂ni
Bi−α ηiλi+1 ∂∂ni λi)
)∣∣∣∣
ei
= ni
(
ψ (λi−1λi+1−α ηiλi+1 ∂∂ni λi)
)∣∣∣∣
ei
by (H.3),
= ni
(
ψ λi−1λi+1(1−α ηi(vi+1) ∂∂ni λi)
)∣∣∣∣
ei
= 0,
if we take α as the unique solution of the equation αηi(vi+1) ∂∂ni λi = 1 on the edge ei. Property (i) now
follows from Lemma 5.1.
It remains to prove property (ii). We have, by property (H.1) of Bi, that
∇(Biψ)|e j = n j
(
ψ
∂
∂ni
Bi
)∣∣∣∣
e j
= 0,
by property (H.2). Property (i) now follows from Lemma 5.1.This completes the proof of Lemma 5.3
With these results, we conclude that the choice δΣfillM indeed satisfies the related properties in Table
3.
The computation of the dimension of δΣfillM. Now, we compute the dimension of δΣfillM. We
have
dimδΣfillM =
ne
∑
i=1
dimδΣ ifillM =
ne
∑
i=1
IM ,i(Σ g×Vg)
=
ne
∑
i=1
(min{k+1,2i−4}+min{k+1,2i−3}+3δ1,i−3δne,i)
=
ne
∑
i=1
(min{k+1,2i−4}+min{k+1,2i−3}+3δ1,i−3δne,i),
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by Corollary 5.1. Finally, simple algebraic manipulations give that
dimδΣfillM =
2(k+1)ne−
(k+3)(k+4)
2 if k 6 2ne−5,
(2ne−5)ne if k > 2ne−4,
= 2(θ +1)ne− 1
2
(θ +3)(θ +4),
where θ := min{k,2ne−4}.
Finally, we conclude the proof of Theorem 4.3 by proving that the choices of δΣfillV also satisfy the
related properties in Table 3. Since Σ g×Vg = Psk×Pk, we have ∇·Σ g = Pk−1. Hence we have
IS(Σ g×Vg) = 2(k+1).
It is then elementary to prove that the choice of δΣfillV satisfies the properties in Table 3. This completes
the proof of Theorem 4.3.
6. Numerical results
In this section, we present numerical results validating the theory in the case of triangular elements. For
simplicity, the material is chosen to be isotropic (1.2). Recall that the Lame´ modules λ and µ have the
following form in terms of Young’s modules E and Possion’s ratio ν :
λ =
Eν
(1+ν)(1−2ν) , µ =
E
2(1+ν)
.
For comparison, we also present the numerical results with the HDG method in Soon et al. (2009);
Fu et al. (2015). The method in Soon et al. (2009), see also Fu et al. (2015), uses the following local
spaces:
Σ(K)×V (K)×M(∂K) = Pk(K;S)×Pk(K)×Pk(∂K).
This space Σ(K)×V (K) does not admit an M(∂K)-decomposition. We denote this method by HDGk.
Our method on triangles enriches the local stress space on each element with a rational function
space δΣfillM that has dimension 2 if k = 1, and dimension 3 if k > 2; see the discussion following
Theorem 4.3. We denote this method by HDGk–M.
For the postprocessing u∗h, we take V
∗(K) := Pk+1(K) and V˜
∗
(K) := P0(K):
(∇ u∗h,∇w)K =− (uh,4w)K + 〈ûh , ∇w n〉∂K ∀ w ∈V ∗(K),
(u∗h,r)K = (uh,r)K ∀ r ∈ P0(K).
We present the same two test problems considered in Fu et al. (2015). The first test problem is
obtained by taking E = 1, ν = 0.3, and choosing data so that the exact solution for the displacement is
u1(x,y) = 10(y−y2)sin(pi x)(1−x)(1− y2 ) and u2(x,y) = 0 on the domain Ω . The second test problem
is obtained by taking E = 3, and choosing data so that the exact solution is u1(x,y) =−x2(x−1)2y(y−
1)(2y−1) and u2(x,y) =−u1(y,x). For the second problem, we also vary the Poisson ratio ν from 0.3
to 0.499999 to show that the methods are free of volumetric locking.
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FIG. 2. Example of meshes with h = 2−1.
We carry out our experiments on uniform triangular meshes obtained by discretizing the domain
Ω = (0,1)× (0,1) with triangles of side 2−l as depicted in Fig. 2. And we fix the polynomial degree to
be either k = 1 or k = 2.
For both methods, we choose the stabilization function α = Id.
The history of convergence for the first test is displayed in Table 4, and the one for the second
test in Table 5. The orders of convergence of the HDGk–M method match the theory developed in
Section 2 very well. In particular, we get the optimal orders of convergence in the L2-error for uh,σ h
and u∗h, that is, k + 1,k + 1 and k + 2, respectively. We also see clearly the superior performance of
HDGk–M over HDGk for the stress error ‖σ −σ h‖Th as well as for the postprocessed displacement
error ‖u− u∗h‖Th . Finally, note that, since the global equation for both methods have exactly the same
dimension and sparsity structure, the HDG methods whose spaces admit M-decompositions perform
significantly better.
Table 4. History of convergence for the first test.
mesh ‖u−uh‖Th ‖σ −σ h‖Th ‖u−u∗h‖Th ‖u−uh‖Th ‖σ −σ h‖Th ‖u−u∗h‖Th
k l error order error order error order error order error order error order
HDGk HDGk–M
3 2.10E-2 - 6.00E-2 - 4.25E-3 - 2.06E-2 - 5.35E-2 - 1.89E-3 -
4 5.30E-3 1.99 1.59E-2 1.91 1.20E-3 1.83 5.21E-3 1.98 1.40E-2 1.94 3.48E-4 2.44
1 5 1.33E-3 2.00 4.22E-3 1.91 3.27E-4 1.88 1.31E-3 1.99 3.61E-3 1.95 5.49E-5 2.67
6 3.32E-4 2.00 1.13E-3 1.90 8.68E-5 1.91 3.29E-4 1.99 9.20E-4 1.97 7.73E-6 2.83
7 8.31E-5 2.00 3.07E-4 1.88 2.26E-5 1.94 8.26E-5 2.00 2.32E-4 1.98 1.03E-6 2.91
3 1.25E-3 - 3.65E-3 - 1.59E-4 - 1.25E-3 - 3.30E-3 - 6.22E-5 -
4 1.57E-4 2.99 4.71E-4 2.95 2.30E-5 2.79 1.58E-4 2.98 4.17E-4 2.99 4.52E-6 3.78
2 5 1.97E-5 3.00 6.06E-5 2.96 3.19E-6 2.85 1.99E-5 2.99 5.24E-5 2.99 3.07E-7 3.88
6 2.46E-6 3.00 7.82E-6 2.95 4.25E-7 2.91 2.49E-6 3.00 6.57E-6 3.00 2.01E-8 3.94
7 3.08E-7 3.00 1.02E-6 2.94 5.53E-8 2.94 3.12E-7 3.00 8.22E-7 3.00 1.28E-9 3.97
7. Concluding remarks
We extended the use of M-decomposition for the devising of new superconvergent methods for the pure
diffusion problems Cockburn et al. (2017b) to the linear elasticity with symmetric approximate stresses.
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Table 5. History of convergence for the second test.
mesh ‖u−uh‖Th ‖σ −σ h‖Th ‖u−u∗h‖Th ‖u−uh‖Th ‖σ −σ h‖Th ‖u−u∗h‖Th
k l error order error order error order error order error order error order
HDGk, ν = 0.3 HDGk–M, ν = 0.3
3 5.23E-4 - 3.62E-3 - 1.32E-4 - 4.81E-4 - 1.98E-3 - 2.53E-5 -
4 1.39E-4 1.91 1.28E-3 1.51 4.46E-5 1.57 1.22E-4 1.98 5.31E-4 1.90 4.66E-6 2.44
1 5 3.66E-5 1.93 4.49E-4 1.51 1.47E-5 1.60 3.06E-5 2.00 1.39E-4 1.94 7.82E-7 2.57
6 9.58E-6 1.93 1.56E-4 1.53 4.62E-6 1.67 7.66E-6 2.00 3.57E-5 1.96 1.16E-7 2.75
7 2.49E-6 1.94 5.27E-5 1.57 1.39E-6 1.73 1.91E-6 2.00 9.06E-6 1.98 1.59E-8 2.87
3 3.46E-5 - 3.33E-4 - 8.84E-6 - 3.38E-5 - 2.02E-4 - 1.77E-6 -
4 4.58E-6 2.92 5.01E-5 2.72 1.47E-6 2.59 4.37E-6 2.95 2.68E-5 2.91 1.43E-7 3.63
2 5 5.94E-7 2.95 7.63E-6 2.72 2.36E-7 2.64 5.51E-7 2.99 3.42E-6 2.97 1.02E-8 3.81
6 7.64E-8 2.96 1.17E-6 2.70 3.54E-8 2.74 6.92E-8 2.99 4.31E-7 2.99 6.82E-10 3.90
7 9.76E-9 2.97 1.80E-7 2.71 5.02E-9 2.82 8.66E-9 3.00 5.40E-8 3.00 4.41E-11 3.95
HDGk, ν = 0.499 HDGk–M, ν = 0.499
3 4.49E-4 - 3.30E-3 - 1.01E-4 - 4.14E-4 - 2.75E-3 - 2.73E-5 -
4 1.20E-4 1.91 1.18E-3 1.49 3.51E-5 1.52 1.06E-4 1.97 5.53E-4 2.31 2.59E-6 3.40
1 5 3.15E-5 1.92 4.21E-4 1.48 1.18E-5 1.57 2.67E-5 1.99 1.15E-4 2.27 2.64E-7 3.29
6 8.25E-6 1.93 1.48E-4 1.50 3.77E-6 1.64 6.69E-6 2.00 2.79E-5 2.04 3.31E-7 3.00
7 2.15E-6 1.94 5.08E-5 1.55 1.15E-6 1.71 1.68E-6 2.00 7.30E-6 1.93 4.66E-9 2.83
3 3.02E-5 - 2.98E-4 - 7.03E-6 - 2.96E-5 - 3.39E-4 - 1.63E-6 -
4 3.99E-6 2.92 4.54E-5 2.71 1.19E-6 2.57 3.83E-6 2.95 3.70E-5 3.20 9.52E-8 4.10
2 5 5.18E-7 2.95 7.08E-6 2.68 1.94E-7 2.62 4.85E-7 2.98 4.02E-6 3.20 5.77E-9 4.04
6 6.66E-8 2.96 1.11E-6 2.67 2.95E-8 2.72 6.08E-8 2.99 4.53E-7 3.15 3.56E-10 4.02
7 8.52E-9 2.97 1.74E-7 2.68 4.23E-9 2.80 7.62E-9 3.00 5.31E-8 3.09 2.21E-11 4.01
HDGk, ν = 0.49999 HDGk–M, ν = 0.49999
3 4.49E-4 - 3.30E-3 - 1.01E-4 - 4.13E-4 - 3.62E-3 - 3.44E-5 -
4 1.19E-4 1.91 1.18E-3 1.49 3.50E-5 1.52 1.06E-4 1.97 9.32E-4 1.96 4.07E-6 3.08
1 5 3.15E-5 1.92 4.21E-4 1.48 1.18E-5 1.57 2.66E-5 1.99 2.28E-4 2.03 4.81E-7 3.08
6 8.25E-6 1.93 1.48E-4 1.50 3.77E-6 1.64 6.68E-6 2.00 5.14E-5 2.15 5.37E-8 3.16
7 2.15E-6 1.94 5.08E-5 1.55 1.15E-6 1.71 1.67E-6 2.00 1.01E-5 2.34 5.35E-9 3.33
3 3.02E-5 - 2.98E-4 - 7.02E-6 - 2.95E-5 - 3.65E-4 - 1.72E-6 -
4 3.99E-6 2.92 4.54E-5 2.71 1.19E-6 2.57 3.83E-6 2.95 3.90E-5 3.22 9.80E-8 4.13
2 5 5.17E-7 2.95 7.08E-6 2.68 1.93E-7 2.62 4.84E-7 2.98 4.18E-6 3.22 5.85E-9 4.07
6 6.66E-8 2.96 1.11E-6 2.67 2.95E-8 2.71 6.08E-8 2.99 4.65E-7 3.17 3.57E-10 4.03
7 8.51E-9 2.97 1.74E-7 2.68 4.23E-9 2.80 7.61E-9 3.00 5.39E-8 3.11 2.32E-11 3.95
It provides a simple a priori error analysis of HDG methods for linear elasticity with strong symmetry
and gives us guidelines for the devising of new superconvergent methods.
We applied the concept of an M-decomposition to construct new HDG and (hybridized) mixed
methods with symmetric approximate stresses for linear elasticity in two-space dimensions. Numerical
results on triangular meshes confirm the theoretical convergence properties.
Let us emphasize the fact that it is not necessary to use the compliance matrix for formulate the
methods. The same results obtained here do hold for methods formulated in terms of the standard
constitutive tensor A −1, like the one in Soon (2008); Soon et al. (2009); Fu et al. (2015), for example.
The practical construction of M-decompositions in the three-dimensional case constitutes the subject
of ongoing work.
Appendix A: Proofs of the error estimates in Section 2
In this Appendix, we provide proofs of our a priori error estimates in Section 2, namely, Theorem
2.3–2.6. The main idea is to work with the following projection of the errors:
ε σ :=ΠΣσ −σ h, ε u := ΠV u−uh,
ε̂ u := PMu− ûh, ε̂ σn := ε σn−α(ε u− ε̂ u).
We also use eσ := σ −σ h to simplify notation.
We begin by obtaining the equations satisfied by these projections. We then use an energy argument
to obtain an estimate of ε σ ; this would prove first part of Theorem 2.3. We prove the second part
of Theorem 2.3 following the idea in (Fu et al., 2015, Appendix A.1) for treating the incompressible
limit. Then, we prove the local error estimates in Theorem 2.4 for the piecewise divergence ∇· ε σ ,
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the piecewise symmetric gradient ε (ε u), and the jump term ε u− ε̂ u , using an adjoint HDG-projection
similar to Cockburn et al. (2017b). Next, we obtain an estimate of ε u with an elliptic duality. After that,
we obtain the estimate for the displacement postprocessing in Theorem 2.6.
Step 1: The equations for the projection of the errors
We begin our error analysis with the following auxiliary result.
LEMMA 7.1 Suppose that for every K ∈ Th, the space Σ(K)×V (K) admits an M(∂K)-decomposition
and that the stabilization function α satisfies a
V˜
⊥ > 0. Then, we have
(A ε σ ,τ )Th +(ε u,∇· τ )Th −〈ε̂ u , τn〉∂Th =−(A (σ −ΠΣσ ),τ )Th (7.1a)
(ε σ ,∇ v)Th −〈ε̂ σn , v〉∂Th = 0, (7.1b)
〈ε̂ σn,µ 〉∂Th\∂Ω = 0, (7.1c)
〈ε̂ u,µ 〉∂Ω = 0, (7.1d)
for all (τ ,v,µ ) ∈ Σ h×V h×Mh.
Proof. The proof follows directly from the consistency of the HDG method (1.5) and the definition
of the HDG-projection (2.2). For example, to prove the second equation (7.1b), we proceed as follows.
We have that
(ε σ ,∇ v)Th −〈ε̂ σn , v〉∂Th = (ΠΣσ ,∇ v)Th −〈ΠΣσ n−α(ΠV u−PMu) , v〉∂Th
− (σ h,∇ v)Th + 〈σ̂ hn , v〉∂Th
=(σ ,∇ v)Th −〈σ n , v〉∂Th − (σ h,∇ v)Th + 〈σ̂ hn , v〉∂Th ,
by equations (2.2a) and (2.2c). Finally, by equation (1.5b),
(ε σ ,∇ v)Th −〈ε̂ σn , v〉∂Th =(σ ,∇ v)Th −〈σ n , v〉∂Th − ( f ,v)Th
= (−∇·σ − f ,v)Th = 0.
The other equations can be proven in a similar way. 
Step 2: The proof of Theorem 2.3
We begin with an energy argument to prove the first result (2.3a) in Theorem 2.3. We proceed as follows.
Taking τ := ε σ in the error equation (7.1a), v := ε u in the error equation (7.1b), µ := ε̂ u in the error
equation (7.1c), and µ := ε̂ σn in the error equation (7.1d), and adding the resulting equations up, we
obtain
(A ε σ ,ε σ )Th +Θh =−(A (σ −ΠΣσ ),ε σ )Th
where
Θh := (ε u,∇· ε σ )Th −〈ε̂ u , ε σn〉∂Th +(ε σ ,∇ ε u)−〈ε̂ σn , ε u〉∂Th + 〈ε̂ σn, ε̂ u〉∂Th
= 〈ε σn− ε̂ σn,ε u− ε̂ u〉∂Th
= 〈α(ε u− ε̂ u),ε u− ε̂ u〉∂Th .
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So we have that
‖ε σ‖2A ,Th +‖ε u− ε̂ u‖2α,∂Th 6−(A (σ −ΠΣσ ),ε σ )Th 6 ‖σ −ΠΣσ ‖A ,Th‖ε σ‖A ,Th ,
and the result follows. This completes the proof of the first result (2.3a) of Theorem 2.3.
Now, let us prove the second result (2.3b). We define the deviatoric part of a tensor by τD :=
τ − 1n tr(τ )I . Hence, we have
(A σ ,τ )Th =
1
2µ
(
σD,τD
)
Th
+
1
n(2µ+nλ )
(tr(σ ), tr(τ ))Th .
Then, the first result (2.3a) implies that
‖εDσ ‖Th 6 2µ‖σ −ΠΣσ ‖A ,Th 6 ‖σ −ΠΣσ ‖Th . (7.2)
Let ε p := 1n tr(ε σ ), then ε σ = ε
D
σ +ε pI . In order to prove (2.3b), we are left to bound the L2-norm of ε p.
Now, taking τ to be the identity tensor in (7.1a) and by the fact that ε̂ u = 0 on ∂Ω , we obtain
n(ε p,1)Th = (tr(ε σ ),1)Th =−(tr(σ −ΠΣσ ),1)Th =−(σ −ΠΣσ , I)Th = 0.
Hence (ε p,1)Th = 0. It is well known Te´mam (1979) that for any function q∈ L2(Ω) such that (q,1)Ω =
0 we have
‖q‖Ω 6 θ sup
0 6=w∈H 10(Ω)
(q,∇·w)
‖w‖1,Ω ,
for some constant θ independent of q. Now, we take q := ε p and work with the numerator in the above
expression. We have
(ε p,∇·w)Ω = − (∇ε p,w)Th + 〈ε pn , w〉∂Th = T1 +T2,
where
T1 = − (∇ε p,w−PV w)Th ,
T2 = − (∇ε p,PV w)Th + 〈ε pn , w〉∂Th .
Let us bound the above terms individually. We have
T1 = − (∇ε p,w−PV w)Th
= − (∇· ε σ −∇· εDσ ,w−PV w)Th
= (∇· εDσ ,w−PV w)Th since ∇·Σ(K)⊂V (K),
6Ch‖∇· εDσ ‖Th |w|1,Th ,
and
T2 = (ε p,∇·PV w)Th −〈ε pn , PV w−w〉∂Th
= − (εDσ ,∇PV w)Th + 〈ε̂ σn , PV w〉∂Th −〈ε pn , PV w−w〉∂Th ,
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by the error equation (7.1b) with v := PV w. Now, since ε̂ σn is single-valued and w ∈ H 10(Ω), we have
that 〈ε̂ σn , w〉∂Th = 0, and so
T2 = − (εDσ ,∇PV w)Th + 〈ε̂ σn− ε pn , PV w−w〉∂Th
= − (εDσ ,∇PV w)Th
+ 〈εDσ n−α(ε u− ε̂ u) , PV w−w〉∂Th by the definition of ε̂ σn,
= − (εDσ ,∇w)Th −〈α(ε u− ε̂ u) , PV w−w〉∂Th by integration by parts,
6
(
‖εDσ ‖Th +Ch1/2‖α‖‖ε u− ε̂ u‖α,∂Th
)
|w|1,Ω ,
by the Cauchy-Schwarz inequality. Hence.
‖ε p‖Th 6 θ
(
‖εDσ ‖Th +C h‖∇· εDσ ‖Th +C h1/2‖α‖‖ε u− ε̂ u‖α,∂Th
)
.
Combining this result with (7.2) and the estimate of ε u− ε̂ u in Theorem 2.4, we obtain
‖ε σ‖Th 6 ‖εDσ ‖Th +n‖ε p‖Th 6C(1+h1/2‖α‖)‖σ −ΠΣσ ‖Th ,
with C independent of h, α , and A . This completes the proof of Theorem 2.3. 
Step 3: The proof of Theorem 2.4
Following Cockburn et al. (2017b), we first introduce an auxiliary adjoint HDG-projection onto Σ ×V
for functions in the finite element space Σ×V ×M , and then choose test functions in the local equations
to be the adjoint HDG-projection of certain finite element data to prove Theorem 2.4. The adjoint HDG-
projection is defined as follows.
DEFINITION 7.1 (The auxiliary adjoint HDG-projection) Let Σ ×V admit an M-decomposition. Let
d := (dτ ,dv,dµ) ∈ Σ ×V ×M . Then, Π ∗h d := (Π ∗Σd,Π ∗V d) ∈ Σ ×V defined by the equations
(Π ∗V d,τ )K = (dv,τ )K ∀τ ∈ V˜ ,
(Π ∗Σd,v)K = (dτ ,v)K ∀v ∈ Σ˜ ,
〈Π ∗Σd n +α(Π ∗V d),µ 〉∂K = 〈dµ ,µ 〉∂K ∀µ ∈M ,
is the auxiliary adjoint HDG-projection associated to the M-decomposition.
It is easy to see that this adjoint is well-defined whenever the HDG projection is. In fact, a glance
to the definition of the auxiliary HDG projection in Theorem 2.2, allows us to see that (ΠΣσ ,ΠV u) =
(−Π ∗Σd,Π ∗V d) for d = (−σ ,u,−σ n−α(PMu)).
We have the following bounds for the adjoint projection whose proof is very similar to the one for
the case of M-decompositions for diffusion; see (Cockburn et al., 2017b, Appendix). For completeness,
we sketch its proof in Appendix B.
LEMMA 7.2 (Stability of the adjoint HDG-projection) Let Σ×V admit an M-decomposition and let the
stabilization function α satisfy Property (S). Then, we have, for data d := (dτ ,dv,dµ) ∈ ε (V )×∇·Σ ×
M ,
‖Π ∗Σd‖K 6C1‖dv‖K +C3‖dτ‖K +C5 h1/2K ‖dµ‖∂K ,
‖Π ∗V d‖K 6C2‖dv‖K +C4‖dτ‖K +C6 h1/2K ‖dµ‖∂K ,
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where {Ci}6i=1 are the constants defined in Theorem 2.4.
Now, we are ready to prove the stability estimates in Theorem 2.4. To do that, we begin by noting
that we can rewrite the first two equations defining the HDG methods (1.5) on each element K as
(A σ h,τ )K− (ε (uh),τ )K− (∇·σ h,v)K (7.3)
+〈uh− ûh,τ n +α(v)〉∂K = ( f ,v)K ,
for all (τ ,v)∈ Σ(K)×V (K). Therefore, testing with (τ ,v) := (Π ∗Σd,Π ∗V d) and using the equations that
define the adjoint HDG projection, it follows that
(ε (uh),dτ)K +(∇·σ h,dv)K−〈uh− ûh,dµ〉∂K =−( f ,Π ∗V d)K +(A σ h,Π ∗Σd)K (7.4)
for an arbitrary d = (dτ ,dv,dµ).
To prove the first stability estimate, we take d := (0,∇·σ h,0) in (7.4) and use that Π ∗V d ∈V , so that
‖∇·σ h‖2K = − (PV f ,Π ∗V d)K +(A σ h,Π ∗Σd)K
6 ‖A ‖1/2L∞(K)‖σ h‖A ,K‖Π ∗Σd‖K +‖PV f ‖K‖Π ∗V d‖K
6
(
C1 ‖A ‖1/2L∞(K)‖σ h‖A ,K +C2 ‖PV f ‖K
)
‖∇·σ h‖K ,
by the stability properties of the adjoint projection in Proposition 7.2. To prove the second estimate, we
take d := (ε (uh),0,0) in (7.4) and note that Π ∗V d ∈ V˜
⊥
because dv = 0. Then
‖ε (uh)‖2K = − (PV˜⊥ f ,Π ∗V d)K +(A σ h,Π ∗Σd)K
6 ‖A ‖1/2L∞(K)‖σ h‖A ,K‖Π ∗Σd‖K +‖PV˜⊥ f ‖K‖Π ∗V d‖K
6
(
C3 ‖A ‖1/2L∞(K)‖σ h‖A ,K +C4 ‖PV˜⊥ f ‖K
)
‖ε (uh)‖K ,
by Proposition 7.2. To prove the third estimate, we take d :=−(0,0,uh− ûh) in (7.4)
‖uh− ûh‖2∂K = − (PV˜⊥ f ,Π ∗V d)K +(A σ h,Π ∗Σd)K
6 ‖A ‖1/2L∞(K)‖σ h‖A ,K‖Π ∗Σd‖K +‖PV˜⊥ f ‖K‖Π ∗V d‖K
6
(
C5 ‖A ‖1/2L∞(K)‖σ h‖A ,K +C6 ‖PV˜⊥ f ‖K
)
h1/2K ‖uh− ûh‖∂K ,
by Proposition 7.2.
The remaining estimates can be proven in exactly the same way given that we have
(ε (ε u),dτ)K +(∇· ε σ ,dv)K−〈ε u− ε̂ u,dµ〉∂K = (A eσ ,Π ∗Σd)K
for an arbitrary d = (dτ ,dv,dµ). This completes the proof of Theorem 2.4.
Step 4: The proof of Theorem 2.5
The estimate of ε u in Theorem 2.5 will follow from the following identity, whose proof is a standard
duality argument hence is omitted. We refer to (Fu et al., 2015, Lemma 3) for details of a similar proof.
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LEMMA 7.3 Suppose that the assumptions of Theorem 2.5 are satisfied. Then, we have
(ε u,θ )Th = (A eσ ,ψ −ΠΣψ )Th +(σ −ΠΣσ ,ε (φ −φ h))Th ∀φ h ∈V h,
where (ψ ,φ ) is the solution of the dual problem (2.5).
From Lemma 7.3, we get that
‖ε u‖Th 6 H(θ )
(
‖A ‖1/2L∞(K)‖eσ‖A ,Th +‖σ −ΠΣσ ‖Th
)
,
where
H(θ ) := sup
0 6=θ∈L2(Ω)
‖ψ −ΠΣψ‖Th
‖θ ‖Th
+ sup
0 6=θ∈L2(Ω)
inf
φ h∈V h
‖ε (φ −φ h)‖∂Th
‖θ ‖Th
.
If the elliptic regularity estimate (2.4) holds, we have
H(θ ). h sup
0 6=θ∈L2(Ω)
‖ψ‖H1(Th)+‖φ ‖H2(Th)
‖θ ‖Th
. h.
This completes the proof of Theorem 2.5. 
Step 5: The proof of Theorem 2.6
We conclude this section by sketching the proof of Theorem 2.6 on the postprocessing of the displace-
ment. We denote PV ∗ , PV˜ ∗ , and PV ∗,⊥ as the corresponding L
2-projections onto the spaces V ∗(K),
V˜
∗
(K), V ∗(K)⊥, respectively.
First, the inclusion P0(K)⊂ V˜ ∗(K) ensures the well-posedness of the postprocessing in (2.6). Next,
using V˜
∗
(K)⊂ ∇·Σ(K), equation (2.6b) and the definition of ΠV u, we have
PV˜ ∗(u−u∗h) = PV˜ ∗(ΠV u−uh) = PV˜ ∗ε u.
Hence,
‖PV˜ ∗(u−u∗h)‖K 6 ‖ε u‖K . (7.5)
Then, by the assumptions4V ∗ ⊂ ∇·Σ and (∇V ∗n)|∂K ⊂M(∂K), we have the following identity
(∇ u,∇w)K = − (u,4w)K + 〈u , ∇w n〉∂K
= − (ΠV u,4w)K + 〈PMu , ∇w n〉∂K .
Combining the above equality with equation (2.6a), we get
(∇(u−u∗h),∇w)K = − (ε u,4w)K + 〈ε̂ u , ∇w n〉∂K .
Now, taking w = PV˜ ∗,⊥(u−u∗h) in the above equality, we get
‖PV˜ ∗,⊥(u−u∗h)‖K 6C hK‖∇PV˜ ∗,⊥(u−u∗h)‖K
6C hK
(
‖∇(u−PV ∗u)‖K +‖∇PV˜ ∗(u−u∗h)‖K
+h−1K ‖ε u‖K +h−1/2K ‖ε̂ u‖∂K
)
6C (hK‖∇(u−PV ∗u)‖K +‖ε u‖K +h1/2K ‖ε̂ u‖∂K). (7.6)
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Combining the estimates in (7.5) and (7.6), and the fact that ‖u−PV ∗u‖K 6C hK‖∇(u−PV ∗u)‖K , we
conclude the proof of Theorem 2.6.
Appendix B: Proofs of Theorem 2.2 and Lemma 7.2
In this Appendix, we prove the approximation properties of the HDG-projection in Theorem 2.2, and
the stability properties of the adjoint HDG-projection in Lemma 7.2.
Proof of Theorem 2.2
We first estimate the quantities δ σ := ΠΣσ −PΣσ and δ u := ΠV u−PV u, and then use the triangle
inequality to obtain the desired estimates. We proceed in three steps.
Step 1: The equations for δ σ and δ u
By the equations (2.2) defining the HDG-projection, we have that
(δ σ ,τ )K = 0 ∀ τ ∈ Σ˜ , (7.7a)
(δ u,v)K = 0 ∀ v ∈ V˜ , (7.7b)
〈δ σn +α(δ u),µ 〉∂K = 〈Iσ n +α(Iu),µ 〉∂K ∀ µ ∈M , (7.7c)
Here Iσ :=σ −PΣσ and Iu :=PMu−PV u. The first equation implies δ σ ∈ Σ˜
⊥
, and the second equation
implies δ u ∈ V˜⊥. Therefore
(∇·PΣσ ,δ u)K = 0, 〈δ σn,δ u〉∂K = 0. (7.8)
Step 2: The estimate of δ u
Next, we obtain an estimate of δ u . Taking µ = δ u in (7.7c), and using (7.8), integration by parts and the
fact that δ u ∈ V˜⊥, it follows that
〈α(δ u),δ u〉∂K = 〈Iσ n +α(Iu),δ u〉∂K
= (Iσ ,∇ δ u)K +(∇· Iσ ,δ u)K + 〈α(Iu),δ u〉∂K
=
(
(Id−PV˜ )∇·σ ,δ u
)
K + 〈α(Iu),δ u〉∂K
6 ‖(Id−PV˜ )∇·σ ‖K ‖δ u‖K +‖α‖‖Iu‖∂K ‖δ u‖∂K .
By the definition of the constants C
V˜
⊥ , a
V˜
⊥ , and ‖α‖, we get
‖δ u‖∂K 6
C
V˜
⊥
a
V˜
⊥
h1/2K ‖(Id−PV˜ )∇·σ ‖K +
‖α‖
a
V˜
⊥
‖Iu‖∂K .
Since δ u ∈ V˜⊥, we have that ‖δ u‖K 6 CV˜⊥ h
1/2
K ‖δ u‖∂K , by the definition of the constant CV˜⊥ . As a
consequence, we get that
‖δ u‖K 6
C2
V˜
⊥
a
V˜
⊥
hK ‖(Id−PV˜ )∇·σ ‖K +
C
V˜
⊥
a
V˜
⊥
‖α‖h1/2K ‖Iu‖∂K .
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Step 3: The estimate of δ σ
Finally, let us estimate of δ σ . Taking µ = δ σn in the boundary equation (7.7c) and applying the Cauchy-
Schwarz inequality, we obtain
‖δ σn‖∂K 6 ‖Iσ ·n‖∂K +‖α‖‖Iu‖∂K +‖α‖‖δ u‖∂K .
Since δ σ ∈ Σ˜⊥, we have that ‖δ σ‖K 6 CΣ˜⊥ h
1/2
K ‖δ σn‖∂K , by the definition of the constant CΣ˜⊥ . As a
consequence, we get that
‖δ σ‖K 6CΣ˜⊥ h
1/2
K ‖Iσ n‖∂K +
(
C
V˜
⊥
a
V˜
⊥
C
Σ˜⊥
‖α‖
)
hK ‖(Id−PV˜ )∇·σ ‖K
+
(
1+
‖α‖
a
V˜
⊥
)
C
Σ˜⊥
‖α‖h1/2K ‖Iu‖∂K .
This completes the proof.
Proof of Lemma 7.2
Here we only sketch the proof of Lemma 7.2 since it is quite similar to the proof of Theorem 2.2. We
first estimate the quantities δ ∗vd :=Π
∗
V d−dv and δ ∗τd :=Π ∗Σd−dτ , and then use the triangle inequality
to obtain the estimates for Π ∗V d and Π ∗Σd.
First, by the equations defining the adjoint projection in Definition 7.1, we have that
(δ ∗τd,τ )K = 0 ∀ τ ∈ Σ˜ ,
(δ ∗vd,v)K = 0 ∀ v ∈ V˜ ,
〈δ ∗τdn−α(δ ∗vd),µ 〉∂K = 〈dµ −dτn +α(dv),µ 〉∂K ∀ µ ∈M ,
The first equation implies δ ∗τd ∈ Σ˜
⊥
, and the second equation implies δ ∗vd ∈ V˜
⊥
.
Next, we obtain an estimate of δ ∗vd. Take µ = δ
∗
vd in the previous boundary equation, use the
L2(∂K)-orthogonality of δ ∗vd and δ
∗
τdn, and apply the Cauchy-Schwarz inequality, we obtain
〈α(δ ∗vd),δ ∗vd〉∂K 6
(‖dµ‖∂K +‖dτn‖∂K +‖α‖‖dv‖∂K)‖δ ∗vd‖.
Now, the desired estimate for Π ∗V d comes from using inverse inequalities and the triangle inequality.
Finally, taking µ = δ ∗τdn in the boundary equation and applying the Cauchy-Schwarz inequality,
inverse inequalities, and the triangle inequality, we get the estimate for Π ∗Σd. This completes the proof.
Appendix C: Proof of Theorem 3.2
In this Appendix, we prove Theorem 3.2 on the characterization of M-decompositions.
We first collect several auxiliary results that will be used in the proof of Theorem 3.2.
LEMMA 7.4 (Uniqueness of V˜ ) If Σ ×V admits an M-decomposition then V˜ = ∇·Σ .
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Proof. Since ∇·Σ ⊂ V˜ , we only need to prove that V˜ ∩ (∇·Σ)⊥ = {0}. So, if we take v˜ ∈ V˜ satisfying
(v˜,∇· τ )K = 0 ∀τ ∈ Σ ,
we have to show that v˜ = 0. To do that, we integrate by parts to get that
−(∇ v˜,τ )K + 〈v˜,τn〉∂K =−(ε (v˜),τ )K + 〈v˜,τn〉∂K = 0 ∀τ ∈ Σ ,
and, in particular, that
〈v˜,τ⊥n〉∂K = 0 ∀τ⊥ ∈ Σ˜⊥
since εV ⊂ Σ˜ . This implies that there exists v˜⊥ ∈ V˜⊥ such that v˜ + v˜⊥ = 0 on ∂K. As a consequence,
we have that, for any τ ∈ Σ ,
(ε (v˜),τ )K =−〈v˜⊥,τn〉∂K
=−(∇ v˜⊥,τ )K− (v˜⊥,∇· τ )K
=−(∇ v˜⊥,τ )K
=−(ε (v˜⊥),τ )K ,
since ∇·Σ ⊂ V˜ . This is equivalent to (ε (v˜+ v˜⊥),τ )K = 0 ∀τ ∈ Σ , and therefore to ε (v˜+ v˜⊥) = 0, since
ε (V )⊂ Σ by hypothesis. Given the fact that v˜ + v˜⊥ = 0 on ∂K, this implies that v˜ =−v˜⊥ ∈ V˜ ∩V˜⊥ =
{0} and the proof is complete. 
LEMMA 7.5 (Relation between the spaces Σ˜
⊥
) If Σ ×V admits two M-decompositions with associated
subspaces Σ˜ 1 and Σ˜ 2, then
dim Σ˜
⊥
1 = dim Σ˜
⊥
2 = dimM−dimV +dim∇·Σ ,
and Σ˜⊥1 +Σ sbb = Σ˜
⊥
2 +Σ sbb. Here the space
Σ sbb := {τ ∈ Σ : ∇· τ = 0, τn = 0}.
Proof. Let us calculate the dimension of Σ˜ i for i = 1,2. By property (c) of an M-decomposition, we
have that
dim Σ˜
⊥
i = dimM−dimV˜
⊥
i
= dimM− (dimV −dimV˜ i)
= dimM− (dimV −dim∇·Σ).
To prove the second equality, it is clear that we only need to show that Σ˜⊥1 ⊂ Σ˜⊥2 + Σ sbb. Let
σ˜⊥1 ∈ Σ˜⊥1 . By hypothesis (c) in the definition of an M-decomposition, there exists (σ˜⊥2 , v˜⊥2 ) ∈ Σ˜⊥2 ×V˜
⊥
2
such that σ˜⊥1 n = σ˜
⊥
2 n + v˜
⊥
2 on ∂K. However
〈v˜⊥2 , v˜⊥2 〉∂K = 〈(σ˜⊥1 − σ˜⊥2 )n, v˜⊥2 〉∂K
= (σ˜⊥1 − σ˜⊥2 ,ε (v˜⊥2 ))K +(∇·(σ˜⊥1 − σ˜⊥2 ), v˜⊥2 )K = 0,
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since σ˜⊥1 − σ˜⊥2 is orthogonal to ε (V ) and v˜⊥2 is orthogonal to ∇·Σ This proves that σ˜⊥1 n = σ˜⊥2 n on ∂K.
Finally
(∇·(σ˜⊥1 − σ˜⊥2 ),v)K = (σ˜⊥1 − σ˜⊥2 ,∇ v) = 0 ∀v ∈V ,
and therefore ∇·(σ˜⊥1 − σ˜⊥2 ) = 0, since V contains all divergences of elements of Σ . This proves that
σ˜⊥1 − σ˜⊥2 ∈ Σ sbb. 
LEMMA 7.6 (The canonical M-decomposition) If the space Σ ×V admits an M-decomposition, then it
admits an M-decomposition based on the subspaces
Σ˜ = ε (V )⊕Σ sbb (orthogonal sum), V˜ = ∇·Σ .
To prove this result, we are going to use the following auxiliary result.
LEMMA 7.7 Therefore, Σ ×V admits a decomposition if and only if
(a) tr(Σ ×V )⊂M ,
(b) ε (V )⊂ Σ˜ , ∇·Σ ⊂V ,
and there exists a subspace Σ˜ ⊂ Σ such that:
(c) the restricted trace map
Σ˜⊥ 3 τ 7−→ τn ∈Mn := {µ ∈M : 〈µ,v〉∂K = 0 ∀v ∈ (∇·Σ)⊥},
is an isomorphism.
Proof. This result follows from the fact that V˜ = ∇·Σ by Lemma 7.4, and by the definition of an
M-decomposition. 
We are now read to prove Lemma 7.6. Proof. Let us begin by noting that
(∇ v,τ sbb)K = (v,∇· τ sbb)K + 〈v,τ sbbn〉∂K = 0 ∀v ∈V , ∀τ sbb ∈ Σ sbb.
This shows that ∇V ⊥ Σ sbb and the sum ∇V ⊕Σ sbb is orthogonal.
Now, let us construct the space Σ˜ . Let Σ˜ 1 be the space associated to the existing M-decomposition,
let Πsbb : Σ → Σ sbb be the L2(K)-orthogonal projector onto Σ sbb, and let us set
S := {σ˜⊥−Πsbbσ˜⊥ : σ˜⊥ ∈ Σ˜⊥1 }.
We claim that Σ˜ = S⊥.
Before proving the claim, let us show that Σ ×V admits an M-decomposition with the associated
subspace S⊥× V˜ . By definition of S, it is clear that dimS 6 dim Σ˜⊥1 . Noting that (Πsbbτ )n = 0 for all
τ ∈ Σ , it follows that the range of the normal trace operators τ 7→ τn from S and from Σ˜⊥1 is the same.
From Proposition 7.4, it follows that Σ˜⊥1 3 τ 7→ τn ∈Mn := {µ ∈M : 〈µ,v〉∂K = 0 ∀ v ∈ (∇·Σ)⊥}
is an isomorphism of finite dimensional spaces, and therefore the normal trace S → Mn is also an
isomorphism. This implies that Σ×V admits an M-decomposition with the associated subspace S⊥×V˜ .
Now, let us prove the claim. First, we show that Σ˜ ⊂ S⊥, that is, that ε (V )⊂ S⊥ and Σ sbb ⊂ S⊥. The
second inclusion follows by the definition of S. Let us prove the first. Take any v ∈V and any s ∈ S. By
construction, there is σ˜⊥ ∈ Σ˜⊥1 such that s= σ˜⊥−Πsbbσ˜⊥ and so,
(ε (v),s)K = (ε (v), σ˜
⊥−Πsbbσ˜⊥)K = (ε (v), σ˜⊥)K = 0,
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because Σ˜ 1 ⊃ ε (V ). This implies that ε (V )⊂ S⊥ and hence that Σ˜ ⊂ S⊥.
It remains to show that Σ˜
⊥∩S⊥ = {0}, which proves the reverse inclusion. Let then s⊥ ∈ S⊥ satisfy
(s⊥,ε (v)+ τ sbb)K = 0 ∀v ∈V , ∀τ sbb ∈ Σ sbb. (7.9)
Then, for all v⊥ ∈ V˜⊥ = (∇·Σ)⊥, we have that
0 = (s⊥,ε (v⊥))K =−(∇· s⊥,v⊥)K + 〈s⊥n,v⊥〉∂K = 〈s⊥n,v⊥〉∂K .
Since Σ ×V admits an M-decomposition with the associated subspace S⊥ × V˜ , we have that M =
γS⊕γV˜⊥ with orthogonal sum. Hence, there exists s ∈ S such that (s+ s⊥)n = 0 on ∂K. Using (7.9) it
follows that, for all v ∈V ,
0 = (s⊥,ε (v))K
= (s⊥,∇ v)K
=−(∇· s⊥,v)−〈sn,v〉∂K
=−(∇·(s⊥+ s),v)K− (s,∇ v)K
=−(∇·(s⊥+ s),v)K ,
because ε (V ) ⊂ S⊥. Therefore ∇·(s⊥+ s) = 0, and thus s⊥+ s ∈ Σ sbb. Finally, by the identity (7.9)
with τ sbb := s⊥+ s and v := 0, we get that
0 = (s⊥,s⊥+ s)K = (s⊥,s⊥)K ,
and therefore s⊥ = 0. This proves the claim and completes the proof. 
Now, we are ready to prove Theorem 3.2. Proof. Since properties (a) and (b) are part of the
definition of an mm-decomposition, we can always assume they hold. Since, by Lemma 7.6, Σ ×V
admits an M-decomposition if and only if it admits the canonical decomposition, we can always take
the choice Σ˜ := ∇V ⊕Σ sbb and V˜ := ∇·Σ . Finally, we have that the trace operator tr : Σ˜
⊥× V˜⊥→M
is an isomorphism if an only if
dimM = dimγΣ˜
⊥
+dimγV˜
⊥
, dimγΣ˜
⊥
= dim Σ˜
⊥
, dimγV˜
⊥
= dimV˜
⊥
.
Thus, we have to show that the above equalities hold if and only if IM(Σ ×V ) = 0 assuming properties
(a) and (b).
Let us show that the last equality always hold. Indeed, if v˜⊥ ∈ V˜⊥ and is zero on ∂K, then, for any
τ ∈ Σ , we have
0 = 〈v˜⊥,τ ·n〉∂K = (∇ v˜⊥,τ )K +(v˜⊥,∇· τ )K = (ε v˜⊥,τ )K
since V˜ =∇·Σ . Since Σ ⊃ ε (V ), we can now take τ := ε (v˜⊥) and conclude that v˜⊥ is a constant on K.
As a consequence v˜⊥ = 0, and the last equality follows.
Let us now show that the second equality also holds. Indeed, if τ˜⊥ ∈ Σ˜⊥ and its normal trace is zero
on ∂K, then, for any v ∈V , we have
0 = 〈v, τ˜⊥ ·n〉∂K = (∇ v, τ˜⊥)K +(v,∇· τ˜⊥)K = (ε (v), τ˜⊥)K +(v,∇· τ˜⊥)K = (v,∇· τ˜⊥)K
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since Σ˜ ⊃ ε (V ). Since V ⊃∇·Σ , we can now take v :=∇· v˜⊥ and conclude that ∇· τ˜⊥ is zero on K. As
a consequence, τ˜⊥ ∈ Σ sbb ⊂ Σ˜ , we have that τ˜⊥ = 0, and the second equation follows.
Thus, we only have to show that dimM = dim Σ˜
⊥
+dimV˜
⊥
, if and only if IM(Σ ×V ) = 0. But, we
have that
I :=dimM−dim Σ˜⊥−dimV˜⊥
=dimM− (dimΣ −dim Σ˜)− (dimV −dimV˜ )
=dimM− (dimΣ −dim∇V −dimΣ sbb)− (dimV −dim∇·Σ)
by the definition of Σ˜ and V˜ . After rearranging terms, we get that
I =dimM− (dimΣ −dim∇·Σ −dimΣ sbb)− (dimV −dim∇V )
=dimM− (dim{τ ∈ Σ : ∇· τ = 0}−dim{τ ∈ Σ : ∇· τ = 0,τn|∂K = 0})
−dim{v ∈V : ∇w = 0}
=dimM−dim{τn|∂K : τ ∈ Σ ,∇ ·τ = 0}−dim{v|∂K : v ∈V ,ε (v) = 0}
=IM(Σ ×V ).
and the result follows.
Finally, by the inclusion property (a), we have that
{τn|∂K : τ ∈ Σ ,∇ ·τ = 0}⊕{v|∂K : v ∈V ,ε (v) = 0} ⊂M ,
where the sum is L2(∂K)-orthogonal since
〈τn,v〉∂K = (∇· τ ,v)K +(τ ,∇ v)K = (∇· τ ,v)K +(τ ,ε (v))K = 0
if ∇· τ = 0 and ε (v) = 0. Finally, since Σ ×V admits and M-decomposition, the equality holds. This
completes the proof. 
Appendix D: Proof of Theorem 4.1 and Theorem 4.2
In this Appendix, we prove Theorem 4.1 and Theorem 4.2 on the explicit M-decomposition construction
on a unit square with initial spaces
Σ g×Vg×M := Qsk×Qk×Pk.(k > 1)
For the above initial space, it is quite easy to show that
IS(Σ g×Vg) = 3,
and δΣfillV in Theorem 4.1 satisfy the properties in Table 3.
Next, we apply Algorithm PC and follow the steps in the proof of Theorem 4.3 in Section 5 to show
that δΣfillM in Theorem 4.1 and Theorem 4.2 also satisfy properties in Table 3. Since the proof is similar
and quite simpler than that for Theorem 4.3 in Section 5, we only sketch the main steps of the proof.
(1) Finding the spaces Σ gs,i. The following result is an analog to Proposition 5.3.
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LEMMA 7.8 Let K be the unit square. Then, for Σ g = Q
s
k(K), we have
Σ gs,i = JΦi,
where
Φ1 := Pk,k(K)⊕ span{xk+1,xk+1y,xk+2,yk+1,xyk+1,yk+2},
Φ2 := x2 Pk−2,k(K)⊕ span{xk+1,xk+1y,xk+2},
Φ3 := x2y2 Pk−2,k−2(K),
Φ4 := x2y2(1− x)2 Pk−4,k−2(K),
Φ5 := x2y2(1− x)2(1− y)2 Pk−4,k−4(K).
Here Pk1,k2(K) := Pk1(x)⊗Pk2(y) is the tensor production space with variable degree.
(2) Finding the complement spaces CM,i. From the above lemma, we can immediately get a char-
acterization of γi(Σ gs,i) and compute the M-indexes.
COROLLARY 7.1 We have
γ1(Σ gs,1) = span{γ1(J ya)}k+2a=2⊕ span{γ1(J xya)}k+1a=1,
γ2(Σ gs,2) = span{γ2(J x2(1− x)a)}ka=0⊕ span{γ2(J x2y(1− x)a)}k−1a=0,
γ3(Σ gs,3) =

span{γ3(J x2y2(1− y)a)}k−2a=0 if k 6 2,
span{γ3(J x2y2(1− y)a)}k−2a=0
⊕span{γ3(J x2y2(1− x)(1− y)a)}k−2a=0 if k > 3,
γ4(Σ gs,4) = span{γ4(J x2y2(1− x)a)}k−2a=2⊕ span{γ4(J x2y2(1− x)a(1− y))}k−2a=2.
Hence,
IM,1(Σ g×Vg) = 0,
IM,2(Σ g×Vg) = 1
IM,3(Σ g×Vg) =
 4 if k = 1,5 if k = 2,4 if k > 3,
IM,4(Σ g×Vg) =
 1 if k = 1,3 if k = 2,5 if k > 3.
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Now, it is easy to show the following CM,i satisfy γi(Σ gs,i)⊕CM,i = M˜(ei) :
CM,i =

{0} if i = 1,
span{γ2 (Jη2y(1− x))} if i = 2,
span
{
γ3
(
Jη23 (1− y)b
)}k
b=k−1
⊕span{γ3 (Jη23 (1− x)(1− y)b)}k−1b=k−1−δ2,k
⊕span{γ3 (Jη3(1− x)(1− y))} if i = 3 ,
span{γ4 (Jη1(1− x)(1− y))} if i = 4 and k = 1,
span
{
γ4
(
Jη21 (1− x)2
)}
⊕span{γ4 (Jη1(1− x)(1− y)) ,γ4 (Jη1(1− x)2(1− y))} if i = 4 and k = 2,.
span
{
γ4
(
Jη21 (1− x)b
)}k
b=k−1
⊕span{γ4 (Jη21 (1− x)k−1(1− y))}
⊕span{γ4 (Jη1(1− x)(1− y)) ,γ4 (Jη1(1− x)2(1− y))} if i = 4 and k > 3,.
Here ηi is any linear function on R2 such that ηi(vi) = 0 and ηi(vi+1) 6= 0.
(3) Finding the spaces δΣ gifillM. Finally, it is easy to verify that the divergence-free spaces δΣ gfillM
defined in Theorem 4.1 and Theorem 4.2 satisfy the trace properties (3.1-3.3) in Algorithm PC and has
dimension IM,i(Σ g×Vg). This completes the proof.
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