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1 Introduction
Cells are the machines of life for all living organisms from the smallest bacteria to large
animals or plants [1]. Semipermeable cell membranes separate the cytoplasm from the
extracellular space. Their basic structure consists of a bilayer of lipids (cf. Fig. 1.1)
complemented by membrane proteins that account for selective transport of ions and
molecules in and out of the cell as well as for cell signaling.
The most abundant types of lipids in cell membranes are phospholipids, in particular
phosphoglycerides that consist of a glycerol backbone linked to two fatty acids and a phos-
phate group by ester bonds (Fig. 1.2). The phosphate group is esterified with an alcohol
that determines the nature of the head groups, the main types in mammalian membranes
being phosphatidylcholines, phosphatidylethanolamines and phosphatidylserines (cf. Figs.
1.2(c–e)). All types of head groups are zwitterionic making them polar so that they can
form hydrogen bonds with water. In contrast, the hydrocarbon chains of fatty acids are
nonpolar. Thus, their composition defines the structure of a phospholipid’s hydropho-
bic tails. Often, one of the chains is saturated and the other one has an unsaturated
C-C bond causing a kink in that chain. One example is the mixed-chain phospholipid
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) in Fig. 1.2(c).
The amphiphilic character of phospholipids is of major importance for the spontaneous
self-assembly into lipid bilayers in aqueous solutions. Hydrophobic effects cause the lipids
to align in a way that the hydrocarbon chains form the interior of the bilayer that exposes
the hydrophilic head groups to the aqueous environment. Water in the vicinity of such
interfaces experiences an environment significantly different from the tetrahedral configu-
ration in the bulk phase [3, 4]. Water molecules are aligned in the electrostatic potential of
the lipid head groups and form hydrogen bonds with the phosphate and carbonyl groups.
Due to this confinement, the motional freedom of water at lipid interfaces is reduced (the
hydration structure of phospholipids is briefly reviewed in section 1.1).
Water is not only essential for the formation of cell membranes but also determines the
structure and function of other biomolecules such as proteins and DNA and is therefore
a crucial component in cell biology [5, 6]. For example, it has been suggested that the
interaction of water and proteins plays an important role in protein folding and binding
[7, 8]. X-ray diffraction studies have shown that the DNA double-helix conformation
changes from the biologically important B-form to the A-form upon dehydration [9]. As
for phospholipids, phosphate groups are major hydration sites of DNA [10, 11]. The
characteristics of phosphate-water interactions therefore determine the properties of the
hydration shells of a diverse class of biomolecules.
In this context it is of great relevance to obtain information about the distance from the
interface up to which water properties differ from the bulk phase, i.e., to define a thickness
of the hydration shell. In an extreme case, water is confined in small spherical phospholipid
self-assemblies called vesicles. Organized molecular transport in the cell with the help of
such particles has attracted substantial research effort culminating in the award of the
2013 Nobel Prize in Physiology or Medicine [12]. The concept of hydration shells may
even break down in vesicles calling for future investigations of the behavior of confined
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Figure 1.1: Schematic of a lipid bilayer cell membrane. Modified from [2].
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Figure 1.2: Structure of a phosphoglyceride molecule. (a) Cartoon representing the hy-
drophilic head and hydrophobic tails as in Fig. 1.1. (b) Schematic of phos-
phoglyceride indicating its constituents. (c–e) Molecular structure of three
phospholipids with different head groups as representatives for phosphatidyl-
cholines, phosphatidylethanolamines and phosphatidylserines.
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water.
Important biological processes like the function of proteins in proton and ion transport,
or most generally the outcome of chemical reactions in the vicinity of polar interfaces
depend in a decisive way on the structure and dynamics of the interface and its hydra-
tion shell. Molecular vibrations of functional groups being hydrated as well as those of
the hydrating water are sensitive local probes for electrostatic interactions and hydrogen
bonding. Additionally, molecular vibrations serve as acceptors of excess energy, e.g., cre-
ated by the absorption of a UV photon or an exothermic reaction, thereby accounting for
the thermalization of heated biomolecular systems. Bond making and breaking, structural
fluctuations, and vibrational energy redistribution in the condensed phase, in particular
in hydrogen bonded systems, occur on a femto- to picosecond time scale [13–20]. There-
fore, time-resolved vibrational spectroscopy is a powerful tool to capture the dynamics at
water-phosphate interfaces connected to the fastest molecular processes in real time.
This thesis represents the first comprehensive investigation of such processes occurring
in both the head groups and the hydration shell of phospholipid reverse micelles which are
spherical phospholipid aggregates that separate nanoscopic water pools from a nonpolar
environment. In order to interpret the results that will be presented later, we shall briefly
review the microscopic structure of phospholipid hydration. Details about the reverse-
micelle system are presented in section 2.3.4.
1.1 Hydration structure of phospholipids
The structure of phospholipids and their hydration shell have been studied extensively by
a wide variety of experimental methods, among them x-ray [21–26] and neutron diffraction
[27–31], nuclear magnetic resonance (NMR) [29, 30, 32, 33], and infrared spectroscopy [34,
35].
Early diffraction measurements on single crystalline phospholipids find head-group ori-
entations almost parallel to the bilayer surface with an 70◦ angle between the P-N vector
and the bilayer normal [22]. Salt bridges with lenghts of approximately 0.27 nm connecting
the phosphorus and nitrogen of neighboring phosphatidylethenolamines are formed. For
phosphatidylcholines similar inter- and intramolecular P-N distances of ≈0.45 nm point
to strong electrostatic interactions between neighboring head groups. The two first wa-
ter molecules of hydration link phosphate and choline groups and organize the phosphate
groups into ribbons. If more water is added, a preferential interaction with other water
molecules rather than with the lipid head groups is found. The hydrocarbon chain angle
with respect to the bilayer depends on the chain structure and is adjusted to establish
close packing. Since the two hydrocarbon chains are attached to different positions in the
glycerol backbone, both chains are axially displaced by 3 methylene (CH2) units.
The biologically relevant lipid-bilayer membranes are characterized by a higher degree
of disorder and fluidity so that they can be viewed as a two-dimensional fluid [36]. That
is, phospholipids are free to diffuse in the plane of the bilayer with a diffusion constant
in the range of 10−7–10−8 cm2/s−1 [37–39] whereas phospholipid flip-flops, i.e., hopping
between the two leaflets of the bilayer, are much more unlikely and happen on a time scale
of minutes to hours [40].
The measured average angle of the P-N vector with the bilayer normal is in the range
between 50◦ and 70◦ [23, 27, 33], while the hydrocarbon chains are disordered [28, 41].
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Addition of water leads to an increase of the area per lipid from ≈0.6 to 0.7 nm2 when
the ratio of water to lipid molecules is changed from 5 to 11 [24, 26]. Charge pairs with
intermolecular interactions of phosphate and choline groups of neighboring phospholipids
were found in vesicles [32]. Water penetrates lipid membranes up to the ester carbonyl
groups and forms hydrogen bonds with the phosphate and carbonyl groups [34, 42].
Hydration structures of non-aggregated phospholipids are well characterized [31]. Phos-
phate and carbonyl groups act as acceptors for strong hydrogen bonds with water whereas
no hydrogen bonds with water are formed by the choline group. The strong head-group
dipole leads to an orientation of water molecules with the hydrogens pointing away from
the choline and therefore maximizing their interaction with surrounding water. On the
other hand, the water hydrogens point toward the phosphate oxygens which allows them
to form phosphate-water hydrogen bonds. About 2.5 hydrogen bonds are formed at each
phosphate and carbonyl oxygen; the number of hydrogen bonds for the latter decreases to
about 1 when carbonyls are located close to the hydrophobic part of a membrane.
Time-resolved measurements of phospholipid self-assemblies on the picosecond time
scale of hydrogen bond dynamics in water are rare. Indirect NMR measurements of
lipid-water interactions give rotational correlation times of water on the order of 50 ps
[29] as well as correlation times of water-lipid and lipid-lipid interactions on the order of
100 ps and a few nanoseconds, respectively [30].
These experimental findings are complemented by molecular dynamics (MD) simula-
tions to gain additional microscopic insight into lipid-water interactions [43–51]. The
calculations confirm basic structural features of bilayers like the P-N angle tilt and the
head-group area. Additionally, a detailed picture the hydration structure is obtained,
where phosphates form 4–6 hydrogen bonds and the carbonyls form one hydrogen bond
with water [44, 46, 49]. Those hydrogen bonds are stronger than the ones between two
water molecules. Hydrogen bonding to the nitrogen of phosphatidylcholines is prevented
by the shielding methyl groups, resulting in a clathrate-like water structure around the
choline group. Simulations provide insight into electric potentials created by the polar
head groups. Water molecules are arranged in a way that their dipoles oppose the lipid
potential and make a significant contribution to the overall membrane potential [48, 50].
Substantial intra- and intermolecular head-group interactions lead to so-called charge pairs
connecting phosphate and carbonyl groups with the choline group directly or with the help
of water bridges [46]. Detailed time-resolved trajectories provide information about water
and head-group dynamics. Typically, residence times of water at specific hydrations sites
of the phospholipid as well as hydrogen bond correlation and orientational relaxation times
are extracted [44, 48, 51]. A multiexponential behavior is found with the fastest compo-
nents of about 1 ps and slower components extending to tens and hundreds of picoseconds.
Water bridges and charge pairs live approximately 100 ps with temporary break times on
the order of a few picoseconds [47].
The amphiphilicity of phospholipid molecules allows them to self-assemble into a range
of different structures. In aqueous solutions they form bilayers, vesicles and micelles where
the hydrophilic head groups interact with water and neighboring head groups in the way
outlined above. In contrast, the hydrophobic tail groups of different phospholipids interact
preferentially with themselves thereby causing the process of self-assembly [52]. A contrary
effect occurs for lipids dissolved in nonpolar solvents favoring an interaction with the
hydrocarbon chains. Depending on the solvent used and the structure and concentration
of the lipid, reverse micelles, i.e., spherical or spheroidal aggregates with the hydrophilic
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heads pointing to the interior, can form (cf. Fig. 2.14, page 43) [53]. The addition of
water to this system leads to a formation of water pools inside the reverse micelles so that
phosphate-water interactions can be studied under well-defined conditions.
It was suggested that phospholipid reverse micelles transiently exist in membrane bi-
layers, e.g., during the joining of two bilayers [54, 55]. Their internal structure is similar
to vesicles leading to the anticipation that the properties of water in the two different
aggregates are comparable. As such, reverse micelles represent important model systems
for the chemistry and physics of cell membranes and vesicles. Furthermore, reverse mi-
celles made of other surfactants such as dioctyl sodium sulfosuccinate (AOT, cf. Fig. 2.14)
have grown into a major tool for synthesis in material science and biotechnology [56, 57].
Guest molecules like proteins, nucleic acids and enzymes may be incorporated into the
water pool of reverse micelles so that parameters of chemical reactions such as hydration
and spatial confinement can be varied. Additionally, the different polarity of the solvent
and intramicellar medium (water or other polar solvents) allows for chemical reactions of
reactants of different solubility. A detailed description of the preparation and structure of
the reverse micelles that were used as a phospholipid model system for this thesis is given
in section 2.3.4.
1.2 Outline
The thesis is structured as follows. The first part of chapter 2 introduces a theoretical
description of molecular vibrations and time-integrated as well as time-resolved vibrational
spectroscopy. Experimental techniques are introduced in the second part of chapter 2.
Chapter 3 covers the dynamics of phosphate and carbonyl vibrations and investigates
the influence of phospholipid head-group hydration on structural dynamics and energy
relaxation. In a similar way, structural dynamics and the energy relaxation pathway
of intramolecular water vibrations of the phospholipid hydration shell are examined as a
function of the hydration-shell size in chapter 4. A summary and conclusions are presented
in chapter 5.
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2 Vibrational Spectroscopy
2.1 Molecular vibrations
A description of a quantum-mechanical system requires the knowledge of its Hamiltonian
H. The solution of the time-independent Schrödinger equation gives the eigenstates and
energies of a molecule whereas the time evolution, e.g., arising from interactions with
a fluctuating solvent or a light field, is determined by the time-dependent Schrödinger
equation. Consider as a starting point the following Hamiltonian of a molecule:
H = − ~
2
2me
∑
i
∇2e −
∑
i
~2
2mn,i
∇2n + Vee + Vnn + Vne (2.1)
The first two terms on the right-hand side represent the kinetic energies with the sum run-
ning over all electrons and nuclei with the masses me and mn,i, respectively. The Laplace
operators ∇2e,n act either on the electronic (e) or nuclear (n) coordinates. Vee and Vnn
are due to the electrons’ and nuclei’s Coulomb repulsion whereas the term Vne describes
the Coulomb attraction between electrons and nuclei. We only include terms for an iso-
lated molecule. In the liquid phase, additional terms due to solute-solvent interactions
contribute to the Hamiltonian.
In the Born-Oppenheimer approximation [58], a separation between the electronic and
nuclear wavefunctions due to their distinctly different masses and time scales of motion
leads to a situation where the electronic states define potential energy surfaces for the
nuclei. Fig. 2.1 schematically shows the vibrational potential V (q) as a function of the
vibrational coordinate q, e.g., the distance of two atoms in a molecule. Around the equi-
librium distance q0, the potential might be approximated as harmonic. However, large
nuclear separations will eventually lead to bond dissociation and at short separations the
repulsion terms in eq. 2.1 dominate, effectively causing the potential to be anharmonic.
Intra- and intermolecular vibrational couplings are additional sources for anharmonicities
of polyatomic molecules in the condensed phase. As a consequence, the energy levels are
not equally spaced and the diagonal anharmonicity ∆ = E01−E12 is a sensitive probe for
the local structure and interactions of a molecule. Here, E01 = E1−E0 and E12 = E2−E1
represent the energy differences for transitions from the ground to the first excited state
(v=0 to 1) and from the first to the second excited state (v=1 to 2), respectively. Instead
of energies, this thesis we will often use transition frequencies ω01,12 = E01,12/~ that are
commonly measured in wavenumbers ν = ω/(2pic) (with c being the speed of light) in
infrared spectroscopy.
Infrared spectra are closely related to the vibrational potential V (q). Numerous text-
books cover a large variety of aspects related to the structure and interaction of complex
molecules and their connection to vibrational absorption spectra. A few of them will be
reviewed in the next section that is mainly based on [59–61].
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V (q)
qq0
v=0
v=1
v=2
h¯ω01
h¯ω12 < h¯ω01
Figure 2.1: Anharmonic oscillator potential. The anharmonicity causes the transition fre-
quency ω01 for the v=0 to 1 transition to be bigger than the one for the
v=1 to 2 transition (ω12). Fluctuating forces exerted by the bath cause
a time-dependent potential (dashed lines) resulting in fluctuating transition
frequencies.
2.1.1 Vibrational structure of polyatomic molecules
A molecule consisting of N atoms has 3N degrees of freedom, 6 of which describe the
translation of the center of mass and the molecular rotation; i.e., there are 3N -6 vibrational
degrees of freedom described by the coordinates ~q = (q1, . . . , qm) with m=3N -6. If the
nuclear displacements from their equilibrium positions are small, the vibrational potential
V (~q) can be approximated with a Taylor expansion:
V (~q) = V (~q0) +
m∑
i=1
∂V
∂qi
∣∣∣∣
~q0
qi +
1
2
m∑
i,j=1
∂2V
∂qi∂qj
∣∣∣∣∣
~q0
qiqj+
+ 16
m∑
i,j,k=1
∂3V
∂qi∂qj∂qk
∣∣∣∣∣
~q0
qiqjqk + . . .
(2.2)
≈ 12
m∑
i,j=1
Vij(~q0)qiqj + . . . (2.3)
V (~q0) is the (constant) potential at the equilibrium position that can be defined as zero.
∂V/∂qi|~q0 is the force acting on the i-th coordinate that vanishes at the equilibrium position
so that the quadratic term is the leading one in the Taylor expansion. By neglecting higher-
order terms in eq. 2.3, the harmonic approximation is applied. A diagonalization of the
quadratic Hamiltonian is achieved by a coordinate transformation to normal modes [62].
As a result, the well-known energy structure of quantum-mechanical harmonic oscillators
[63] is obtained
E(v1, . . . , vm) =
m∑
i=1
~ωi
(
vi +
1
2
)
(2.4)
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with the frequency ωi and vibrational quantum number vi of the i-th normal mode. The
corresponding wavefunction is a product of wavefunctions of m independent oscillators.
As pointed out before, realistic vibrational potentials of molecules in solution are an-
harmonic, i.e., higher-order terms in eq. 2.3 cannot be neglected. Consequently, the vi-
brational energies are not simple sums of individual oscillators but may be approximated
E(v1, . . . , vm) ≈
m∑
i=1
~ωi
(
vi +
1
2
)
+
m∑
i=1
m∑
k≥i
xik
(
vi +
1
2
)(
vk +
1
2
)
+ . . . (2.5)
where the factors xik represent the anharmonicity constants. Similarly, the total vibra-
tional wavefunction depends on the anharmonicities and is no longer a product of single
harmonic oscillator wavefunctions.
Note that the vibrational energy levels are not equidistant when anharmonicities are in-
cluded. If the off-diagonal anharmonicities xik with i6=k vanish, we find for the transition
energy difference of the i-th mode ∆i = E01i − E12i = −2xii. The diagonal anharmonic-
ities xii are typically negative leading to a red-shifted excited state absorption (cf. Fig.
2.7). Likewise, non-vanishing off-diagonal anharmonicities lead to changes of the transi-
tion frequency of oscillator i according to the value of xik and the population of oscillator
k. While diagonal anharmonicities of vibrations are of major importance in time-resolved
vibrational spectroscopy when an excited state population exists, the subsequent relax-
ation and population of low-frequency bath modes often cause long-lived heating signals
due to the off-diagonal anharmonicities.
An important consequence following from the introduction of mixed terms qiqj with i6=j
in eq. 2.3 is that originally degenerate levels will split in energy. Consider two eigenstates
|ϕ1,2〉 with energies E01 ≈ E02 of the uncoupled Hamiltonian H0 that is purely quadratic
in the coordinate qi. The degeneracy is lifted by searching for new eigenstates |ϕ˜±〉 of the
Hamiltonian H = H0 +H ′ including coupling terms H ′. The corresponding new energies
E± follow from the secular determinant:∣∣∣∣∣E01 − E± H ′12H ′21 E02 − E±
∣∣∣∣∣ = 0 (2.6)
Here H ′12 and H ′21 = H ′∗12 are the matrix elements of the coupling Hamiltonian between
the old |ϕ1,2〉-states. The solution to eq. 2.6 is
E± = E¯0 ± 12
√
4 |H ′12|2 + δ2 (2.7)
with E¯0 = (E01 + E02)/2 and δ = E02 − E01 being the average and difference of E01 and
E02 , respectively. In the weak-coupling limit (|H ′12|  δ), the eigenstates and energies are
only slightly altered so that energy difference E+−E ≈ δ. Obviously, splitting of (nearly)
degenerate levels occurs in the strong-coupling limit (|H ′12|  δ). Hence, the degeneracy
is removed (E+ −E ≈ 2 |H ′12|) and the new eigenstates are superpositions of |ϕ1,2〉 whose
degree of mixing increases with the coupling matrix element |H ′12|2.
Consider, e.g., the two local OH stretching modes of a water molecule resulting from
independent oscillations of the two hydrogens. For two oscillators without coupling these
vibrations would be degenerate. That is, the two eigenstates |ϕ1〉 = |10〉 and |ϕ2〉 = |01〉
have the same eigenfrequency. Using the annihilation and creation operators a1,2 and a†1,2
13
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acting only on the corresponding wavefunction it follows that q1q2 ∝ (a1 + a†1)(a2 + a†2).
Only the term a†1a2 survives in calculating H ′12 = 〈ϕ1| q1q2 |ϕ2〉 demonstrating that the
mixed terms in eq. 2.3 indeed lead to a splitting of energy levels. For the water molecule
the new eigenstates are the normal symmetric and antisymmetric stretching modes with
the wavefunctions |ϕS,AS〉 = 1/
√
2 (|01〉 ± |10〉) (cf. section 2.1.4).
Degeneracies also occur when a combination or overtone of a vibration has a similar
frequency as another high-frequency vibration. This phenomenon of a so-called accidental
degeneracy was first observed by Fermi for vibrations of CO2 molecules [64]. It is therefore
often referred to as Fermi resonance. In bulk water, the OH bending overtone (v=2) is
close in energy to the broad stretching band. The corresponding coupling matrix element is
〈20|H ′ |01〉. Apparently, at least third-order terms of the potential have to be considered,
e.g., q21q2 produces (amongst others) the combination a
†2
1 a2 that results in a non-vanishing
matrix element. Generally, Fermi resonances and the accompanying level mixing lead to
enhancements of the oscillator strength of overtones which also serve as energy acceptors
for vibrational excitations of the high-frequency mode. It will be shown in this work that
the bending mode plays an important role for OH stretching excitations of phospholipid
hydration shells.
There are different methods to access vibrational frequencies of molecules in the elec-
tronic ground state, e.g., infrared absorption, Raman scattering [65] and inelastic neutron
scattering [66]. In this thesis we will focus on the first technique which is based on
the interaction of molecular dipoles with an infrared electric light field. According to
Fermi’s Golden rule, the probability of a transition from an initial state |ϕi〉 to a final
state |ϕf 〉 caused by the dipole interaction is determined by the dipole matrix element
|µif |2 = |〈ϕi |µ|ϕf 〉|2. A Taylor expansion of the dipole moment µ with respect to the
coordinate of a molecular vibration q around the equilibrium position q0
µ(q) = µ(q0) +
∂µ
∂q
∣∣∣∣
q0
q + . . . (2.8)
shows that transitions between orthogonal states only occur if there is a change of the
dipole ∂µ/∂q|q0 since µ(q0) is a constant that represents the equilibrium dipole moment.
Dipole-allowed transitions give rise to infrared absorption lines [67]
A(ω) ∝
∫ ∞
−∞
e−iωt 〈µ(t)µ(0)〉 dt (2.9)
at characteristic vibrational frequencies ω. That is, the infrared absorption is determined
by the Fourier transform of the ensemble-averaged dipole time correlation function (the
ensemble average is denoted by 〈〉). Ensemble-averaging is necessary in condensed-phase
systems due to the variety of molecular conformations arising from the interaction with
their environment. A statistical description of such systems is obtained with a density
matrix formulation. Using the density matrix ρ, the ensemble average of an observable A
follows from the evaluation of the trace:
〈A〉 = Tr [Aρ] (2.10)
In liquid-phase vibrational spectroscopy, the surrounding solvent can often be treated
as a heat bath. At finite temperature, thermal fluctuations of the bath cause fluctuating
forces on vibrational coordinates. Therefore, such fluctuations directly contribute to the
14
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infrared lineshapes through the time correlation function in eq. 2.9. The theoretical frame-
work of lineshape analysis was initially formulated for the interpretation of NMR spectra
[68–70] and later adopted for vibrational spectroscopy [71]. In the following, the main
concepts that are necessary to extract time-resolved information from infrared spectra are
briefly summarized.
2.1.2 Vibrational lineshapes
It is assumed that the interaction between a molecule’s vibrational mode and the bath
is weak and that the bath is in thermal equilibrium (Markovian approximation). The
Hamiltonian reads:
H = H0 +HB +Hint (2.11)
Here, H0, HB and Hint describe the vibrational degrees of freedom under consideration,
the bath modes and the interaction between the vibrations and the bath, respectively.
The eigenstates of HB are inter- and intramolecular modes of the solvent or low-frequency
modes of the solute itself. Typical interactions between the system and the bath arise
from hydrogen bonding or other dipole-dipole interactions as well as long-range Coulomb
forces. Due to the fluctuating forces originating from thermal fluctuations of the bath,
the vibrational potential energy surface will change in time leading to a time-dependent
transition frequency ω01(t) ≡ ω(t) (cf. Fig. 2.1) with:
ω(t) = ω0 + δω(t) (2.12)
Here δω(t) is the time-dependent deviation from the time-averaged frequency ω0. The
time scale of fluctuations directly reflects structural dynamics which are ultimately to be
measured by time-resolved vibrational spectroscopy. Based on eq. 2.12, one calculates the
variance of frequency fluctuations ∆ω and the correlation time τC :
∆ω =
√
〈δω2〉 (2.13)
τC =
1
(∆ω2)
∫ ∞
0
〈δω(t)δω(0)〉 dt (2.14)
Using these definitions, one defines the fast-modulation limit (∆ωτC  1) in which the
correlation between transition frequencies is quickly lost whereas the transition frequencies
maintain their correlation in the slow-modulation limit (∆ωτC  1). In essence, τC
quantifies the decay of the frequency fluctuation correlation function (FFCF):
C(t) = 〈δω(t)δω(0)〉 (2.15)
The FFCF correlates frequency fluctuations at two different instants in time, thereby mea-
suring how long the memory of a molecule’s vibrational frequency is preserved. Frequency
distributions due to heterogeneous molecular conformations are taken into account by ap-
plying the ensemble average so that the FFCF is a fundamental quantity to characterize
time-dependent transition frequencies in condensed-phase systems.
The random modulation of a transition frequency ω(t) may be expressed by the equation
of motion for the corresponding dipole moment
µ˙(t) = −iω(t)µ(t) (2.16)
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with the formal solution:
µ(t) = µ(0) exp
(
−i
∫ t
0
ω(t′)dt′
)
= µ(0)e−iω0t exp
(
−i
∫ t
0
δω(t′)dt′
)
︸ ︷︷ ︸
φ(t)
(2.17)
Substitution of eq. 2.17 into 2.9 shows that the absorption profile centered at ω0 is
determined by the time-dependence of the relaxation function φ(t). The ensemble average
〈φ(t)〉 describes the loss of coherence of initially coherent oscillators due to their fluctuating
transition frequencies. Using a cumulant expansion one can show that [69]
〈φ(t)〉 ≈ exp(−g(t)) (2.18)
g(t) = 12
∫ t
0
∫ t
0
dt′dt′′
〈
δω(t′)δω(t′′)
〉
(2.19)
Eq. 2.18 is exact for Gaussian frequency fluctuations. The equations above connect mi-
croscopic information in the form of the FFCF to experimentally observable infrared
lineshapes. For stationary processes 〈δω(t′)δω(t′′)〉 is a function of the time difference
τ = t′′ − t′ and the lineshape function g(t) becomes:
g(t) =
∫ t
0
dτ(t− τ) 〈δω(τ)δω(0)〉 (2.20)
In the Markovian limit, the FFCF may be approximated by an exponential decay so that:
g(t) = (∆ω)2
∫ t
0
dτ(t− τ)e−t/τC
= (∆ω)2 τ2C
(
e−t/τC + t/τC − 1
) (2.21)
For slow frequency modulations, the exponential can be expanded in a Taylor series so
that the leading term of the lineshape function is g(t) ≈ 1/2 (∆ω)2 t2. Consequently, a
Gaussian infrared absorption profile of ∆ω width will be observed directly reflecting the
frequency spread of a static distribution of oscillators. The corresponding line broadening
is therefore called inhomogeneous broadening. Fast frequency modulations lead to a linear
lineshape function of g(t) = (∆ω)2 τCt. As a result, the infrared absorption profile is
a Lorentzian displaying a homogeneous linewidth ∆ωhom that is the inverse of the pure
dephasing time T ∗2 :
∆ωhom =
2
T ∗2
(2.22)
T ∗2 =
1
(∆ω)2 τC
(2.23)
Obviously, the linewidth decreases with decreasing correlation times τC . Due to the fast
frequency modulations, only the average frequency is observed by the absorption spectra.
This phenomenon is known as motional narrowing [69, 72].
In the liquid phase, a wide variety of inter- and intramolecular interactions occur simul-
taneously, e.g., the hydrogen-bond geometries of water are modulated on a fast sub-100 fs
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time scale whereas the hydrogen-bond lifetimes are in the range of 1–2 ps. If the frequency
fluctuation correlation function is written as a superposition of a very fast and a very slow
process, the infrared absorption profile has a Voigt shape. Often, a clear separation of time
scales and a classification of infinitely fast and slow frequency modulations as discussed
above is not possible. Accordingly, infrared lineshapes are insufficient to monitor the pro-
cesses leading to frequency fluctuations on ultrafast time scales. Femtosecond infrared
pulses allow for taking snap shots of instantaneous frequency distributions, providing the
opportunity to follow the change of vibrational frequencies – a process called spectral dif-
fusion. It will be shown in section 2.2.1.2 how multidimensional, nonlinear time-resolved
vibrational spectroscopies trace frequency fluctuations in real time, making them ideal
tools to probe molecular dynamics.
2.1.3 Vibrational relaxation
In time-resolved vibrational spectroscopy infrared pulses transiently generate non-equilib-
rium populations of vibrationally excited states. Energy relaxation to the weakly coupled
bath modes brings the system back to thermal equilibrium. Often, a distinction is drawn
between intra- and intermolecular relaxation pathways. While the former pathways involve
other intramolecular vibrations or rotations and translations of the excited molecules,
the latter pathways facilitate energy transfer to surrounding molecules. The associated
vibrational lifetimes determine, for instance, the rate of chemical reactions and the relative
amount of energy accepted by the solute and the solvent.
The rate of vibrational relaxation can be estimated with the help of Fermi’s Golden Rule
if the system-bath interaction represents a small perturbation (e.g., of a high frequency
vibration with a transition frequencykT/~≈200 cm−1 at room temperature) [73, 74]. If
we consider a vibrational degree of freedom that relaxes from |i〉 to |j〉 with Ei-Ej=~ωij>0
(e.g., from the first excited state to the ground state) and denote the bath states with
Greek letters (|α〉, |β〉, . . . ) the transition rate Wij is given by:
Wij =
2pi
~
∑
α,β
ρα |Viα,jβ|2 δ (Ei − Ej + Eα − Eβ) (2.24)
Viα,jβ is the coupling matrix element between the initial |iα〉 and final |jβ〉 states of the
whole system and ρα denotes the initial distribution of bath states which is a Boltzmann
distribution for a bath in thermal equilibrium: ρα∝exp(−Eα/(kT )). The delta-function
ensures energy conservation, i.e., excess energy of the initially excited vibration must be
accepted by the bath modes. Using the Fourier representation of the delta-function the
relaxation rate becomes:
Wij(ωij) =
1
~2
∫ ∞
−∞
dte−iωijt 〈Vij(t)Vji(0)〉B (2.25)
Here, the time evolution of Vij(t) = exp(iHBt/~)Vij exp(−iHBt/~) is determined by the
bath Hamiltonian and 〈〉B stands for the average over the bath degrees of freedom. Eq. 2.25
illustrates that besides a strong system-bath coupling Vij the Fourier-amplitude of the
fluctuations at the transition frequency contributes significantly to the relaxation rates.
If the bath is in thermal equilibrium, (downhill) energy relaxation should be the most
probable process with Wji=exp(−~ωij/(kT ))Wij (cf. eq. 2.24) leading to an irreversible
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vibrational population decay. This detailed-balance condition is not fulfilled by eq. 2.25
but regained by writing the correlation function in terms of a symmetrized anticommutator
[Vij(t), Vji(0)]+ [75]:
Wij(ωij) =
2
~2(1 + exp
(
−~ωijkT
) ∫ ∞
−∞
dte−iωijt
〈1
2 [Vij(t), Vji(0)]+
〉
B
(2.26)
It should be mentioned that here the relaxation rates are calculated from quantum-
mechanical expectation values. However, theoretical correlation functions are mostly ob-
tained from (semi-)classical molecular dynamics simulations which usually overestimate
vibrational lifetimes [76, 77]. In order to improve the agreement between theory and
experiment, additional quantum correction factors must be added to eq. 2.26.
2.1.4 Molecular vibrations as local probes in hydrogen-bonded systems
Broadband steady state (linear) vibrational absorption spectra are routinely measured
by Fourier transform infrared (FT IR) spectroscopy without relying on dispersive optics.
Fig. 2.2 is a collection of such spectra demonstrating the sensitivity of molecular vibrations
to inter- and intramolecular interactions. The absorption of air in the range between 1000
and 4000 cm−1 is dominated by the two water stretching modes around 3750 cm−1, the
water bending mode around 1600 cm−1 and the antisymmetric CO2 stretching mode at
2400 cm−1. Broad bands with individual narrow peaks exhibiting ≈1 cm−1 linewidths are
caused by the Franck-Condon progression of rotational modes [78]. Rotational effects are
much less pronounced for water monomers in a nonpolar solution. However, additional
line broadening, e.g., due to the fluctuating solvent and decreased vibrational lifetime
leads to the observation of increased linewidths compared to the individual gas phase
peaks. The formation of a highly fluctuating hydrogen-bond network with a heterogeneous
distribution of hydrogen-bond lengths and geometries in bulk water gives rise to broad
infrared absorption spectra. Intermolecular hydrogen bonds modify the intramolecular
potential energy surface in a way that the force constant of the stretching vibrations is
decreased whereas it increases for the bending vibration. As a result, there is a redshift
of OH stretching frequencies and blueshift of OH bending frequencies compared to the
monomers. Such shifts are generally found in hydrogen-bonded systems with a magnitude
that correlates with the hydrogen-bond length [79]. Typically, the redshift of OH stretching
spectra is accompanied by an increase of the transition dipole moment [80]. Rotations of
water molecules in the bulk phase are hindered due to the finite lifetime of hydrogen
bonds. Therefore, librations around the three molecular axes represent the intermolecular
vibrations with the highest frequencies (centered around 700 cm−1).
Due to the variety of functional groups in a phospholipid molecule, the infrared absorp-
tion spectrum is rich of characteristic marker modes corresponding to different positions
in the molecule. Fig. 2.2(b) shows the FT IR attenuated total reflectance spectrum of
phospholipid film made from 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) – the same
molecule that we use for the preparation of reverse micelles (cf. section 2.3.4). Some of
the vibrations in the fingerprint range are the choline (975 cm−1), phosphate (1090 cm−1
and 1250 cm−1) and carbonyl stretching (1735 cm−1) vibrations whose dynamics will be
discussed in chapter 3. With increasing hydration levels the infrared absorption of wa-
ter vibrations grows in and provides a probe of phospholipid hydration-shell dynamics as
discussed in chapter 4.
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Figure 2.2: Linear spectra of different water-containing systems. (a) FT IR spectra of bulk
water forming intermolecular hydrogen bonds, water monomers in CHCl3 so-
lution and air demonstrating the spectral shifts of OH stretching and bending
vibrations upon formation of hydrogen bonds that is accompanied by spectral
broadening and changes of the transition dipole moments. (b) FT IR atten-
uated total reflectance spectrum of phospholipid films at different hydration
levels. OH stretching and bending vibrations are clearly recognized by rising
features as the water content is increased. Additional vibrational bands are
the lipid marker modes.
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2.2 Theoretical description of nonlinear spectroscopy
Throughout this thesis we will describe light pulses as classical electromagnetic waves with
electric fields ~E(~r, t) that propagate in space and time and satisfy the wave equation(
∇2 − 1
c2
∂2
∂t2
)
~E(~r, t) = µ0
∂2
∂t2
~P (~r, t). (2.27)
Here µ0 is the vacuum permeability and ~P (~r, t) is the polarization as a function of space
and time. In eq. 2.27 the polarization acts as a source for the electric field. Spectroscopy
is the study of material properties by measuring the modulation of a light field due to
light-matter interactions that create a polarization which in turn causes a new signal field
Esig (~r, t) to be emitted:
Esig (~r, t) ∝ iP (~r, t) (2.28)
Calculating ~P (~r, t) is thus a primary goal for theoretical descriptions of spectroscopy.
The macroscopic polarization of a medium is directly connected to its microscopic dipole
moments ~µ by
~P (~r, t) ∝ 〈~µ(t)〉 (2.29)
with 〈〉 representing the ensemble average over all dipole moments. Changes in the expecta-
tion value 〈µ〉 lead to a characteristic time-dependence of ~P (~r, t). The goal of mid-infrared
spectroscopy in particular is to measure the emitted electric fields to gather microscopic in-
formation about the structure and dynamics of condensed phase molecular systems which
are directly reflected by molecular vibrations.
In order to calculate the polarization in eq. 2.29, a quantum statistical description of an
ensemble of molecular dipoles interacting with an electric field is required. Often, a density
matrix formalism combined with a perturbative expansion in terms of electric fields is used
to treat the light-matter interaction on a semiclassical level. A comprehensive formulation
of this theory of nonlinear optical spectroscopy was developed by Mukamel [81]. Aspects
of two-dimensional spectroscopy are covered by other textbooks [61, 82]. In the following,
basic concepts of nonlinear spectroscopy based on the references mentioned above will be
introduced.
2.2.1 Density matrix approach for calculating nonlinear response functions
Condensed-phase systems as investigated in this thesis consist of statistical ensembles.
The density matrix ρ helps in describing such systems, e.g., the polarization as expectation
value of the dipole operator ~µ is obtained by evaluating the trace:
~P (t) = Tr [~µρ(t)] ≡ 〈~µρ(t)〉 (2.30)
The time evolution of a quantum system is determined by its Hamiltonian H, e.g., the
interaction of a molecular dipole with an external electric field is described by
H(t) = H0 +H1(t) (2.31)
H1(t) = −~µ · ~E(t) (2.32)
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where H0 is the (time-independent) Hamiltonian of the unperturbed system and H1(t)
accounts for the external perturbation due to the interaction of the molecular dipole
operator ~µ with an external electric field ~E(t). We assume that the solution of the time-
independent Schrödinger equation for H0 and therefore the density matrix before the
interaction is known. The time evolution of the density matrix follows from the Liouville-
von Neumann equation
d
dt
ρ(t) = − i
~
[H, ρ(t)] (2.33)
from which the polarization (eq. 2.30) can be calculated. Consider a two-level system with
the energy levels E0 and E1 that define the transition energy E01 = E1−E0 = ~ω01. Then
we get the following equations of motion for the matrix elements of ρ
ρ˙00 = −i/~ (H1,01ρ10 − ρ01H1,10) + ρ11/T1 (2.34)
ρ˙11 = −i/~ (H1,10ρ01 − ρ10H1,01)− ρ11/T1 (2.35)
ρ˙01 = +iω01ρ01 + i/~H1,01(ρ00 − ρ11)− ρ01/T2 = ρ˙∗10 (2.36)
representing one form of the optical Bloch equations [83]. Here the last terms are phe-
nomenologically added decay terms. That is, a non-equilibrium population inversion
(ρ11 − ρ00) described by the diagonal elements will decay to its equilibrium value with
the T1 lifetime of the excited state if external perturbations are absent. Coherences de-
scribed by the off-diagonal elements ρij (i 6=j) oscillate at the transition frequency ±ω01
and decay with the characteristic dephasing time T2. Since population relaxation destroys
the phase relationship between coherent oscillators, it contributes to the dephasing time:
1
T2
= 1
T ∗2
+ 12T1
(2.37)
Here, T ∗2 is the pure dephasing time caused, e.g., by fluctuations of the solvent (cf. eq. 2.17).
So far we have neglected the influence of the perturbation Hamiltonian H1, which is insuf-
ficient to understand light-matter interactions as the basis for all types of spectroscopy.
In order to treat the effect of a time-dependent external perturbation, it is helpful
to switch from the Schrödinger to the interaction picture. Operators in the interaction
pictures (denoted by an index I) are defined as
AI(t) = e+i/~H0(t−t0)A(t)e−i/~H0(t−t0) (2.38)
and the Liouville-von Neumann equation reads:
d
dt
ρI(t) = − i~ [H1I(t), ρI(t)] (2.39)
The advantage of switching to the interaction picture is that now the time evolution
is solely determined by the interaction Hamiltonian H1. Eq. 2.39 is solved by formal
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integration and iterative solution:
ρI(t) = ρI(t0)− i~
∫ t
t0
dτ [H1I(τ), ρI(t)] (2.40)
ρI(t) = ρI(t0) +
∞∑
n=0
ρ
(n)
I (t) (2.41)
ρ
(n)
I (t) =
(
− i
~
)n ∫ t
t0
dτn
∫ τn
t0
dτn−1 . . .
∫ τ2
t0
dτ1
[H1I(τn), [H1I(τn−1), [. . . , [H1I(τ1), ρI(t0)] . . . ]]]
(2.42)
Inserting eq. 2.32 into 2.42 and sending t0 → −∞ the n-th-order polarization P (n)(t) =〈
µI(t)ρ(n)I (t)
〉
becomes:
P (n)(t) ∝ −
(
− i
~
)n ∫ t
−∞
dτn
∫ τn
−∞
dτn−1 . . .
∫ τ2
−∞
dτ1E(τn) · E(τn−1) · · ·E(τ1)
〈µ(t) [µ(τn), [µ(τn−1), [. . . , [µ(τ1), ρ(−∞)] . . . ]]]〉
(2.43)
Here we discarded the subscript I and the interaction picture is indicated by the time-
dependence of µ(t). Changing the integration variables to time intervals (τ1 = 0, t1 =
τ2−τ1, t2 = τ3−τ2, . . . , tn = t−τn), one obtains the n-th-order nonlinear polarization as a
convolution of n electric fields with the n-th-order response function R(n)(tn, tn−1, . . . , t1):
P (n)(t) ∝
∫ ∞
0
dtn
∫ ∞
0
dtn−1 . . .
∫ ∞
0
dt1E(t− tn)E(t− tn − tn−1)
E(t− tn − tn−1 − · · · − t1)R(n)(tn, tn−1, . . . , t1)
(2.44)
where
R(n)(tn, tn−1, . . . , t1) = −
(
− i
~
)n
〈µ(tn + tn−1 + · · ·+ t1)
[µ(tn), [µ(tn−1), [. . . , [µ(t1), ρ(−∞)] . . . ]]]〉
(2.45)
Eq. 2.45 has an intuitive physical interpretation. Each commutator represents a field-
matter interaction at time ti caused by the action of the dipole operator µ(ti) on the
density matrix. The number of commutators determines the number of field interactions
and is directly related to linear and nonlinear experiments. To introduce the effects of the
dipole operator interacting with the density matrix, we will first describe the linear (first-
order) response before evaluating the third-order response functions that are necessary to
describe 2D IR and pump-probe experiments.
2.2.1.1 Linear response: Free induction decay and absorption
The first-order nonlinear response function R(1)(t) according to eq. 2.45 reads:
R(1)(t) = i/~ 〈µ(t)µ(0)ρ(−∞)− µ(t)ρ(−∞)µ(0)〉 (2.46)
That is, the dipole operator µ(0) acts on the density matrix from the left (on the ket) in
the first term and from the right (on the bra) in the second one. For example, consider
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Figure 2.3: Double-sided Feynman diagrams for the first-order response function. The left
hand side diagram corresponds to the first term in eq. 2.46 interacting with
the positive-frequency part of the electric field whereas the right hand side
diagram shows the second term interacting with the negative-frequency part
of the electric field.
a two-level system without permanent dipoles and a transition dipole moment of µ01. If
the system is in the ground state before a laser pulse arrives, the density matrix and the
dipole operator are given by:
ρ(−∞) =
(
1 0
0 0
)
= |0〉 〈0| , µ = µ01
(
0 1
1 0
)
= µ01 (|0〉 〈1|+ |1〉 〈0|) (2.47)
Evaluating the corresponding products in eq. 2.46, we find that the two terms gen-
erate different off-diagonal elements of the density matrix: µ(0)ρ(−∞) ∝ µ01 |1〉 〈0|,
ρ(−∞)µ(0) ∝ µ01 |0〉 〈1|. Their time evolution e−iω01te−t/T2 and e+iω01te−t/T2 is obtained
by integrating eq. 2.36. The multiplication with µ(t) in eq. 2.46 corresponds to an emission
process and brings the system back to its ground state so that the response function reads:
R(1)(t) = i/~µ201
(
e−iω01t − e+iω01t
)
e−t/T2 ∝ sin(ω01t)e−t/T2 (2.48)
The first-order polarization is obtained by assuming a real electric field of the laser pulse:
E(t) = Eˆ(t)
(
e−iωt + eiωt
)
= E(t) + E∗(t) (2.49)
Here, Eˆ(t) is a time-dependent envelope of the field, ω is its frequency and the terms
E(t), E∗(t) represent the positive and negative-frequency contribution to the total electric
field E(t). In vibrational spectroscopy, the resonance condition ω = ω01 is usually fulfilled.
Substituting this ansatz together with eq. 2.48 into eq. 2.44, we find that two terms oscillate
with a frequency of ±2ω01 so that the integral is small compared to the slowly varying
terms. In neglecting these contributions, the rotating wave approximation is applied.
The result of the preceding paragraphs is often illustrated by double-sided Feynman
diagrams (Fig. 2.3) that can also be generalized to higher-order responses and lead to a
convenient way of calculating nonlinear response functions. Time evolves from the bottom
to the top and the current state of the density matrix is indicated. Field interactions are
depicted by solid arrows. Interactions with the positive-frequency and negative-frequency
part of the electric field (E and E∗) are depicted by arrows pointing to the right and to
the left, respectively. Furthermore, dashed arrows are used to visualize the multiplication
with the dipole operator that is not part of the commutators. Each field interaction
produces a factor −i/~ and each interaction from the right causes a factor of −1 (due to
the commutators).
When the response functions are known, the polarization (eq. 2.44) can be calculated
and the emitted electric field follows from eq. 2.28. An approximation frequently used is
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the semi-impulsive limit in which the pulses are short compared to vibrational dynamics
but long compared to the oscillation period of the light field so that Eˆ(t) = Eˆδ(t) (with
the Dirac delta function δ(t)). In this case, the polarization is directly proportional to
the response function. For example, the first term in eq. 2.48 generates a polarization
that oscillates at the frequency +ω01 acting as a source for an electric field that is pi-
phase shifted with respect to the driving light field. Absorption is therefore caused by a
destructive interference between the incident field and the emitted field originating from
the so-called free induction decay. It should be noted that the second diagram is just the
complex conjugate of the first one and therefore does not carry additional information.
In eq. 2.48, dephasing is incorporated phenomenologically by the decay term e−t/T2 .
The dephasing is a result of fluctuating transition frequencies due to the interaction with a
bath as discussed in section 2.1.2. Assuming that the fluctuations define the instantaneous
frequency (ω01(t) = ω01 + δω01(t)) and taking the ensemble average gives:
|0〉 〈1| = ρ01(t) ∝
〈
exp
(
−i
∫ t
0
ω01(t′)dt′
)〉
=e−iω01t
〈
exp
(
−i
∫ t
0
δω01(t′)dt′
)〉 (2.50)
This result is equivalent to eq. 2.17. That is, applying the cumulant expansion we get the
infrared absorption profile as Fourier transform of an exponential of the lineshape function
(eq. 2.19):
A(ω) ∝ <
(
i
∫
P (1)(t)eiωtdt
)
∝ µ201<
(∫
ei(ω−ω01)t−g(t)dt
)
(2.51)
g(t) is directly related to the frequency fluctuation correlation function C(t). C(t) con-
tains information about the system-bath interaction and is one of the key quantities to
be measured with vibrational spectroscopy. However, extracting the frequency fluctu-
ation correlation function would require the impossible operation of inverting eq. 2.51.
Additionally, lineshape fitting by assuming an analytical form of C(t) is often misleading
because of the congested nature of condensed-phase linear absorption spectra e.g., due
to the different time scales of the processes involved that lead to frequency modulations.
The next section will show how third-order spectroscopy helps in revealing different line
broadening contributions more reliably.
2.2.1.2 Third-order nonlinear response: Four-wave mixing
For symmetry reasons, even-order nonlinear response functions vanish in isotropic media.
Therefore, the lowest-order nonlinearity in liquid molecular systems is usually described
by the third-order response function R(3) that is responsible for so-called four-wave mixing
processes. In such processes three field interactions occur with the laser field:
E(t) = Eˆ1(t)ei(
~k1~r−ω1t+Φ1) + Eˆ2(t)ei(
~k2~r−ω2t+Φ2) + Eˆ3(t)ei(
~k3~r−ω3t+Φ3) + c.c. (2.52)
Here, Eˆi, ~ki, ωi and Φi are the field envelopes, wave vectors, frequencies and phases of the
i-th laser field, respectively. Since energy and momentum conservation must be obeyed,
the conditions ωsig = ±ω1 ± ω2 ± ω3 and ~ksig = ±~k1 ± ~k2 ± ~k3 (phase matching) must be
fulfilled for the signal’s frequency and wave vector. The signs depend on the phases of the
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Figure 2.4: Double-sided Feynman diagrams for the third-order response functions for the
rephasing (−~k1 + ~k2 + ~k3) and non-rephasing (+~k1 − ~k2 + ~k3) phase-matching
conditions.
electric fields involved. A straightforward generalization of the formalism developed in the
previous section leads to the six third-order Feynman diagrams for the phase matching
directions ~ksig = ∓~k1 ± ~k2 + ~k3 shown in Fig. 2.4 where the phase of the electric field is
indicated by its wave vector. Similar to the linear response, terms that do not survive
the rotating wave approximation as well as the complex conjugates that do not carry
additional information are neglected.
Fig. 2.5 schematically depicts the pulse sequence connected with these diagrams. The
first pulse generates a coherence. As in the linear response, dephasing leads to a decay of
the off-diagonal density matrix elements in the form of a free induction decay. After the
coherence time τ , a second pulse prepares the system in a population state. During the
population time T , the system evolves freely before the third pulse generates a coherence
again. The resulting polarization is the source for the emitted signal field. Four-wave
mixing is often illustrated by noticing that the first two pulses of the sequence generate
a holographic population and frequency grating from which the third pulse is diffracted
off [84, 85]. Population relaxation and spectral diffusion wash out the grating so that the
two processes can be studied by varying the population time.
Note that the time evolution during the coherence times carries different signs for R1–R3
compared to R4–R6, e.g.:
R1(τ, T, t) = −(−i/~)3
〈
µ401e
+iω01τe−τ/T2e−T/T1e−iω01te−t/T2
〉
∝
〈
e−iω01(t−τ)
〉
(2.53)
R4(τ, T, t) = −(−i/~)3
〈
µ401e
−iω01τe−τ/T2e−T/T1e−iω01te−t/T2
〉
∝
〈
e−iω01(t+τ)
〉
(2.54)
In the case of inhomogeneous broadening, diagrams R1–R3 cause a macroscopic polariza-
tion at t = τ that will emit a signal field after the free induction decay - a phenomenon
called photon echo. R1–R3 are therefore referred to as rephasing Feynman diagrams while
R4–R6 are the non-rephasing diagrams.
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Figure 2.5: Pulse sequence for the generation of a third-order nonlinear polarization. The
first pulse creates a coherence that decays with a characteristic dephasing time.
A second pulse creates a population state after the coherence time τ . After the
population time T, the third pulse creates a coherence again and the resulting
third-order nonlinear polarization is the source for the emitted signal field. The
linear polarization after the first field interaction and nonlinear polarization
after the third field interaction are schematically shown as oscillating lines.
R1 and R4 are in the v=1 state after the second field interaction whereas R2 and R5 are
in the ground state. Although their evolution during the population is the same, the origin
of the signal is different with the former being caused by the stimulated emission from
the v=1 state and the latter stemming from the ground state bleach. Both contributions
appear at the same spectral positions. Diagrams R3 and R6 are in a |2〉 〈1|-coherence after
the third field interaction, therefore sensitive to the v=1 to 2 absorption that is red-shifted
due to the anharmonicity of condensed-phase molecular vibrations. Note that only one
field interaction from the right occurs so that these diagrams generate signals with an
opposite sign compared to the ones discussed before.
While the stimulated emission and excited state absorption decay with the T1 lifetime,
the ground-state bleaching decay may be delayed when the excitation does not relax to
the ground state |0〉 directly. Instead one often speaks of a so-called hot ground state |0′〉
where the population of anharmonically coupled low-frequency modes causes a persistent
bleaching of the initially excited transition. The corresponding time-dependent amplitude
maps the recovery of the original ground state, thus giving insight into the thermalization
of the sample. Since the ground state bleach and excited state emission signals arise at the
same frequency positions, the time evolution of the excited state absorption is the most
direct way to extract the excited state lifetime.
In order to calculate the third-order nonlinear polarization (eq. 2.44), the ensemble
average has to be evaluated. Using the cumulant expansion and the definition of the
lineshape functions (eq. 2.19), the rephasing and non-rephasing response functions take
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(a)
~k1
~k2
~k3
τT ~kr
~knr
(b)
~kpump
~kprobe
T
Figure 2.6: Schematic representation of two-dimensional infrared (a) and pump-probe ex-
periments (b). In (a), the coherence time τ and population time T can be
varied allowing for a discrimination of the rephasing (~kr = −~k1 +~k2 +~k3) and
non-rephasing signals (~knr = +~k1 − ~k2 + ~k3). In (b), the only free parameter
is T and the signal is emitted in the direction of the probe.
the following form:
R1,2,3(τ, T, t) = −2i/~3µ401
(
e−iω01(t−τ) − e−i((ω01−∆)t−ω01τ)
)
e−(τ+t)/(2T1)
e−T/T1 · e−g(τ)+g(T )−g(t)−g(τ+T )−g(T+t)+g(τ+T+t)
(2.55)
R4,5,6(τ, T, t) = −2i/~3µ401
(
e−iω01(t+τ) − e−i((ω01−∆)t+ω01τ)
)
e−(τ+t)/(2T1)
e−T/T1 · e−g(τ)−g(T )−g(t)+g(τ+T )+g(T+t)−g(τ+T+t)
(2.56)
Here we made use of the harmonic approximation for the transition dipole moments
µ12 =
√
2µ01 and introduced the anharmonicity ∆ = ω01 − ω12; we implicitly assumed
that the FFCF of the v=0 to 1 is the same as that of the v=1 to 2 transition. Note that
from eq. 2.47 onward we neglected the time-dependence of the dipole moment’s ampli-
tude corresponding to the Condon-approximation. The assumption is not applicable for
calculations of water OH stretching lineshapes where frequency shifts due to fluctuating
hydrogen-bond geometries are accompanied by changes of the transition dipole moment
[86].
2.2.1.2.1 Two-dimensional infrared spectroscopy
Measuring the response functions in its dependency of all three time delays opens the
possibility of obtaining two-dimensional infrared (2D IR) spectra. Although this work
concentrates on vibrational spectroscopy, most of the concepts presented in the following
are applicable to 2D spectroscopy in general from the UV to the mid-infrared. One way to
measure 2D spectra is depicted in Fig. 2.6(a). Three pulses with different wave vectors and
tuneable time delays interact in the sample so that the nonlinear polarization emits a signal
field Esig in the rephasing and non-rephasing phase matching directions ~kr = −~k1 +~k2 +~k3
and ~knr = +~k1 − ~k2 + ~k3. Section 2.3.2 describes one possibility to measure Esig by
means of spectral interferometry. Compared to the linear case, the third-order response
R(τ, T, t) contains two coherence periods (τ and t). A two-dimensional Fourier transform
converts the response functions into the frequency domain so that the response functions
R(ω1, T, ω3) correlate the excitation frequency ω1 and detection frequency ω3.
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The most common way to show such correlation plots are so-called absorptive 2D spectra
S(ω1, T, ω3) for which the rephasing and non-rephasing terms are added [87, 88]:
S(ω1, T, ω3) = <
{
i
( 3∑
n=1
Rn(−ω1, T, ω3) +
6∑
n=4
Rn(+ω1, T, ω3)
)}
(2.57)
Here, the semi-impulsive limit was applied. Note that the rephasing terms are evaluated
as a function of −ω1 so that the positive-frequency part of the 2D spectrum is composed
of rephasing and non-rephasing spectra lying in the same quadrant of the (ω3, ω1)-plane.
Some capabilities behind the general approach of 2D spectroscopy are illustrated in
Fig. 2.7 for a system consisting of two non-interacting oscillators (νa, νb) at the frequen-
cies ωa and ωb with a T1 lifetime of 1.5 and 1.0 ps, respectively, and two different FFCFs
(Fig. 2.7(b)). A constant was chosen for νa while νb follows a Kubo ansatz with a corre-
lation time of 500 fs. The amplitude of both FFCFs are the same. Extracting the line
broadening contributions from the linear spectra (Fig. 2.7(a), calculated with eq. 2.51)
would involve a careful peak shape analysis of the partly overlapping bands.
The information content of 2D spectra for population times of 50 and 500 fs as shown in
Figs. 2.7(c,d) and calculated with eq. 2.57 is much larger. Both vibrations show a positive
feature (yellow-red contours) along the diagonal (ω1 = ω3) due to the ground state bleach
and excited state emission as well as a negative signal (blue contours) anharmonically red
shifted with respect to the detection-frequency axis caused by the excited state absorption.
The signal contributions decay with increasing T according to their lifetime. Dramatic dif-
ferences are observed for the peak shapes. Since 2D spectra measure correlations between
the excitation and detection frequency, their shape is dictated by the course of the FFCF.
The correlation between these frequencies for inhomogeneously broadened transitions is
reflected in stationary lineshapes that are elongated along the diagonal as shown for the
peaks of νa. For non-constant FFCFs such as in the case of νb, a vibration’s memory of
its initial excitation frequency is gradually extinguished leading to round (homogeneous)
2D lineshapes on the time scale of frequency fluctuations. Generally, the diagonal width
of a 2D peak reflects its total linewidth whereas the antidiagonal width is determined by
the homogeneous linewidth including contributions from pure dephasing and the finite
vibrational lifetime (cf. eq. 2.37) [89, 90].
Frequently, center lines that are plotted as blue lines in Figs. 2.7(c,d) are used for a quan-
titative 2D lineshape analysis. They are constructed by scanning the detection-frequency
axis and connecting the respective points with a maximum signal amplitude along the
excitation-frequency axis. Round peak shapes originating from homogeneous lineshapes
give horizontal lines with a center line slope (CLS) of zero. In contrast, inhomogeneous
lineshapes that are elongated along the diagonal have a CLS of 1. Plotting the CLS as
a function of population time allows for a quantification of spectral reshaping rates (i.e.,
spectral diffusion) of 2D peaks. It is often assumed that the CLS decay or the change
of the eccentricity of 2D spectra is directly proportional to the FFCF [91, 92]. This as-
sumption is only true within a so-called short-time approximation [93] and for Gaussian
frequency fluctuations. It has been shown to be invalid for some realistic systems [20, 94].
In addition to the information obtained by a lineshape analysis, 2D spectra are able to
reveal anharmonic couplings between different vibrations which were briefly discussed in
section 2.1.1. Generally, a system of two coupled oscillators can be described in a normal-
mode picture or in an exciton picture [95, 96]. In both cases, couplings give rise to an
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Figure 2.7: Calculated linear (a), 2D (c,d), and pump-probe (e) spectra of two transitions
νa and νb for a FFCF shown in (b). Along the diagonal (ω1 = ω3) the 2D spec-
tra show positive peaks (yellow, red) originating from the ground state bleach
and stimulated emission. The negative excited state absorption signal (blue)
is anharmonically red-shifted along the detection-frequency axis. Inhomoge-
neous broadening of νa results in spectra elongated along the diagonal whose
antidiagonal width is determined by the lifetime broadening. The FFCF of νb
decays on a 500 fs time scale leading to a reshaping its 2D spectrum. Those
features are not resolved in pump-probe spectra (e) due to the integration
along the excitation-frequency axis which also leads to a stronger overlap of
the two signal contributions for νa. The time evolution of the excited state
absorption (f) at the frequencies indicated by arrows in (e) reveals T1 lifetimes
of 1.5 and 1.0 ps, respectively.
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energy level scheme which contains all information about diagonal and off-diagonal an-
harmonicities. Off-diagonal anharmonicities cause the appearance of (off-diagonal) cross
peaks in the 2D spectrum. For instance, a population of one vibration results in a depop-
ulation of the common ground state, i.e., there will also be a bleach of the fundamental
transition of the second vibration so that an off-diagonal signal will occur at the excitation
frequency of the first and the detection frequency of the second mode. Additional signals
due to absorption of combination modes cause a second contribution to the cross peaks
which permits the direct observation of off-diagonal vibrational couplings.
An instantaneous response is expected if anharmonic coupling is the only mechanism
leading to cross-peak signals. However, cross peaks also indicate population transfer from
one mode to another. In this case, they follow a more complicated time evolution that
is determined by the time constants of the initial energy transfer and the subsequent
population relaxation of the energy-accepting vibration.
2.2.1.2.2 Pump-probe spectroscopy
Pump-probe spectroscopy is a special case of third-order nonlinear spectroscopy where the
first two field interactions originate from the same pump pulse, i.e., ~k1 = ~k2 = ~kpump and
τ = 0 (cf. Fig. 2.6(b)). A pump-probe signal is therefore emitted in the direction of the
probe ~ksig = −~kpump + ~kpump + ~kprobe so that the probe and signal fields interfere on the
detector giving rise to a pump-induced absorbance change
∆A = − log
(
Tsample/T
(0)
sample
)
(2.58)
where Tsample and T (0)sample represent the sample transmission with and without pump
excitation. From an experimental point of view, pump-probe spectroscopy is easier to
implement than 2D IR techniques because it involves only two beams and one time delay.
The price one has to pay is that the frequency resolution along the excitation axis is
lost. If the pump pulses are approximated as delta pulses with a flat spectrum, fixing
τ=0 results in pump-probe spectra that are equivalent to 2D spectra integrated along the
excitation-frequency axis.
Fig. 2.7(e) shows transient pump-probe spectra as a function of the pump-probe delay
time (i.e., the population time T in 2D spectra). Negative absorbance changes are caused
by the ground state bleach and excited state emission pathways. The anharmonicity causes
red-shifted positive signals due to the excited state absorption. Note that by convention,
the sign of 2D and pump-probe signals is different. The pump-probe spectra do not offer an
intuitive way of distinguishing different line broadening mechanisms. Moreover, they suffer
from overlapping contributions of different signals. For example, comparison between 2D
and pump-probe spectra of νa reveals that the latter are strongly influenced by an overlap
of the ground and excited state pathways due to the pronounced inhomogeneous lineshape
and the small anharmonicity. While the two signal contributions are well separated for
νb, other overlapping pump-probe contributions occur due to the v=0 to 1 transition of
νa and the v=1 to 2 transition of νb. Additional cancellation effects would be observed if
anharmonic couplings and energy transfer between νa and νb were included in the model
calculations.
If all signal contributions are well separated, the pump-probe technique offers the advan-
tage of only having to scan one time delay to measure excited state lifetimes. An example
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is shown in Fig. 2.7(f) that shows the time evolution of the excited state absorption as a
function of the pump-probe delay time (T ). In agreement with the parameters put into
the model, the signals fit well to monoexponential decays with time constants of 1.5 and
1.0 ps for νa and νb, respectively (red lines).
Experiments are conducted with pulses of finite duration. Therefore, a sequential in-
teraction as assumed so far is not always fulfilled. At pulse delays shorter than the pulse
duration additional field interactions occur causing spikes in the time-resolved measure-
ments. Those artifacts, commonly referred to as coherent pump-probe coupling, may partly
mask a molecule’s response around zero delay times.
Negative delay times correspond to a situation when the probe interaction precedes the
arrival of the pump pulse. As a consequence, the probe creates a coherence followed by a
free induction decay that can be perturbed by the pump interactions. The corresponding
pump-probe signals at negative delay times are therefore called perturbed free induction
decay and can give information about dephasing properties of the system [97].
In the theoretical description of the nonlinear response, we neglected that the dipole
interaction (eq. 2.32) has the form of a dot product, i.e., eq. 2.44 should carry a propor-
tionality factor that depends on the relative orientation of the transition dipole and the
electric field polarization at the time of each interaction. There are different mechanisms
leading to a reorientation of transition dipoles between two interactions, e.g., rotation of
a molecule or functional group as well as intermolecular energy transfer. It was recog-
nized in time-resolved fluorescence [98, 99] and later applied to time-resolved vibrational
spectroscopy [100] that the use of linearly polarized pulses allows for measuring the time
scales of such reorientations. The idea is as follows: If a light pulse is linearly polarized
along the z-axis of a Cartesian coordinate system then the interaction probability with
a dipole moment is proportional to its z-component. Expressing the dipole moment in
spherical coordinates with the polar and azimuthal angles Θ and Φ, the initial normalized
distribution of excited dipoles after the first two field interactions is
W (Θ0,Φ0) =
3
4pi cos
2 Θ0 =
3
4pi (1 + P2(cos Θ0)) (2.59)
with the second-order Legendre polynomial P2. The probability to find a dipole at the
angles (Θ,Φ) after the time T provided that it was initially aligned at (Θ0,Φ0), can be
expressed in terms of spherical harmonic functions. We then calculate the probability
that the signal, e.g., generated in a pump-probe experiment, is emitted parallel (∆A||) or
perpendicular (∆A⊥) to the excitational polarization. If the vibrational population relaxes
directly to the ground state, the pump-probe signal is proportional to the probability Pv(T )
of a vibrational excitation to survive during the population time and we get:
∆A||(T ) ∝ Pv(T )
(1
3 +
4
15
〈
P2
[
~ˆµ(T )~ˆµ(0)
]〉)
(2.60)
∆A⊥(T ) ∝ Pv(T )
(1
3 −
2
15
〈
P2
[
~ˆµ(T )~ˆµ(0)
]〉)
(2.61)
Here ~ˆµ(T ) is the unit vector in the direction of a dipole moment at time T and 〈〉 denotes
the ensemble average. The anisotropy
r(T ) =
∆A||(T )−∆A⊥(T )
∆A||(T ) + 2 ·∆A⊥(T )
= 25
〈
P2
[
~ˆµ(T )~ˆµ(0)
]〉
(2.62)
31
2 Vibrational Spectroscopy
is therefore a direct measure of orientational relaxation. Note that the denominator that
is often referred to as isotropic absorbance change
∆Aiso =
1
3
(
∆A||(T ) + 2 ·∆A⊥(T )
)
∝ Pv(T ) (2.63)
does not contain reorientational effects and is the most direct probe for vibrational re-
laxation. It should be mentioned that the picture of reorienting transition dipoles is only
correct for direct vibrational relaxation to the ground state. If pump-probe signals are
dominated by anharmonic couplings to low-frequency modes populated after intermolec-
ular energy relaxation, the anisotropy at population times longer than the vibrational
lifetime is influenced by oscillators that were not excited initially.
The control of the polarization of all pulses in a nonlinear experiment is useful to
suppress or enhance certain Feynman diagrams involving vibrational transitions that are
not parallel to each other. Polarization control is therefore often applied in 2D IR or
higher-order spectroscopy to enhance cross peaks with respect to the diagonal ones. A
detailed description is given in chapter 5 of [61].
2.3 Experimental
2.3.1 Generation and characterization of short tuneable mid-infrared pulses
With Ti:sapphire as a laser gain medium [101], reliable near-infrared femtosecond lasers are
fundamental tools for ultrafast spectroscopy. Amplified laser systems with kHz-repetition
rates and mJ-pulse energies are now commercially available. Two different laser systems
were used for the 2D IR (Coherent Micra+Elite, <40 fs pulse duration, 2.5 mJ pulse
energy, 1 kHz repetition rate) and two-color pump-probe (Coherent Libra HE, 45 fs pulse
duration, 3.5 mJ pulse energy, 1 kHz repetition rate) experiments presented in this thesis.
A convenient method to generate tuneable femtosecond pulses in the mid-infrared is
nonlinear parametric frequency conversion [102]. Fig. 2.8 depicts the experimental setup
of such a frequency converter. Near-infrared 800 nm pulses (pulse energy 0.7 mJ) from
an amplified laser system are split into three arms with different pulse energies. The
smallest fraction of energy is used for supercontinuum generation in a sapphire plate (1 mm
thickness). Signal and idler pulses with pulse energies in the sub-µJ range are obtained
by optical parametric amplification of the supercontinuum in a BBO crystal (type II,
θ = 25◦, 4 mm thickness). Using the signal as a seed for a second amplification in the same
BBO crystal leads to high-energy (≈150 µJ) signal and idler radiation. An optional third
amplification with a 2 mm thick BBO yields >250 µJ. Difference frequency generation of
signal and idler in GaSe (for 1000–2500 cm−1, type II, z-cut θ = 14◦, 0.5–1 mm thickness)
or AgGaS2 (for 2500–3500 cm−1, type I, θ = 42◦, 0.5–1 mm thickness) delivers intense
femtosecond pulses in the mid-infrared. Pulse energies of 2 µJ with pulse durations of 70–
150 fs depending on the output frequency are obtained with two amplifications, whereas
a third amplification leads to 7 µJ at 50–100 fs. All parameters of the pulses used in the
experiments are given in the appendix (Table A.1, page 96).
Due to the limited response times of photodetectors, a direct measurement of the electric
field of optical pulses is impossible. Therefore, a broad set of referencing techniques
combined with time-integrating detectors is used for ultrashort pulse characterization. In
the simplest case, a pulse is referenced with itself by a nonlinear second-order process in
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800 nm
T=10%
T=10%
λ/2
f=100 mm
sapphire
f=50 mm HR 800 nm
HT Sig./Id.
f=500 mm
BBO HR Sig.
HT Id.
4:1 telescope
HR 800 nm
HT Sig./Id.
HR Sig.
HT Id.
AgGaS2/GaSe
1000-3500 cm−1
Figure 2.8: Parametric frequency conversion for the generation of tuneable mid-infrared
pulses. Weak signal and idler pulses with pulse energies <1 µJ are generated
by optical parametric amplification of a supercontinuum generated in a sap-
phire plate. Subsequently, the signal is recollimated and further amplified in a
second pass through the amplification crystal. Difference frequency generation
of signal and idler radiation with pulse energies in the range of 150 µJ leads
to mid-infrared pulses. Typical pulse energies exceed 2 µJ and values of up to
7 µJ are obtained with an optional third amplification for the signal radiation
(not shown). Tuneability is achieved by changing the phase matching angle of
the amplification crystal (BBO) and the difference frequency generation crys-
tal (AgGaS2 or GaSe). Abbreviations: T - transmission, HR/HT: dichroic
mirrors optimized for high reflection/high transmission of different spectral
components, Sig./Id.: signal and idler radiation with wavelengths between
1200–1600 nm and 1600–2400 nm, respectively.
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Figure 2.9: Cross-correlation trace of pump and probe pulses centered around 3000 cm−1
(squares). The red line represents a Gaussian fit with a width of 110 fs
(FWHM).
an autocorrelation setup [103]. For pump-probe experiments, one is interested in the time
resolution of the experiment that is given by the cross-correlation of the pump and probe
pulses. The time-integrated (second-order) cross-correlation signal IXC reads:
IXC(τ) ∝
∫ ∞
−∞
|Epump(t) · Eprobe(t− τ)|2 dt =
∫ ∞
−∞
Ipump(t)Iprobe(t− τ)dt (2.64)
Here Epump,probe and Ipump,probe are the electric fields and intensities of the pump and
probe pulses, respectively and τ is a tuneable time delay between them. The temporal
width of IXC(τ) is a measure of the time resolution in pump-probe experiments. Note
that any phase information about the pulses is lost due to the functional form of eq.
2.64. In some limits pulse durations can be extracted from such correlation techniques
when the analytical form of the pulse envelope is known. For example, Fig. 2.9 shows a
cross-correlation of pump and probe pulses with a frequency around 3000 cm−1 together
with a Gaussian fit of 110 fs width (FHWM). Assuming that both pulses have the same
spectral bandwidth and phase one extracts a pulse duration of ≈80 fs. However, more
sophisticated methods are necessary to retrieve the full phase information without further
assumptions.
Frequency-resolved detection of auto-correlation or cross-correlation signals is an estab-
lished technique well-known as frequency-resolved optical gating (FROG) [104]. Since the
photon-echo setup (cf. section 2.3.2) uses three pulses with independent delays in a boxcar
geometry, a so-called transient grating (TG)-FROG is easily implemented. In such an
arrangement, two pulses that are overlapped in space and time generate a refractive-index
grating. A third pulse that is diffracted off that grating is independently delayed so that
frequency-resolved and time-integrated detection leads to the TG-FROG signal:
ITG−FROG(ω, τ) ∝
∣∣∣∣∫ ∞−∞E2(t)E∗(t− τ)e−iωtdt
∣∣∣∣2 (2.65)
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Iterative procedures are used to extract the electric field amplitude and phase of a pulse.
Another possibility is to measure a pulse phase by spectral interference with a frequency-
shifted copy. This technique is referred to as spectral phase interferometry for direct
electric-field reconstruction (SPIDER) [105]. A spectrometer measures the interference
pattern:
ISPIDER(ω) = |E(ω)|2 + |E(ω + Ω)|2 +
2 · |E(ω)| |E(ω + Ω)| cos(Φ(ω + Ω)− Φ(ω) + ωτ) (2.66)
Here, E(ω) and Φ(ω) are the spectral amplitude and phase of the electric field, Ω is
the frequency shift and τ is the delay between the two pulses. E(ω) is easily obtained
from the square root of the pulse spectrum so that the spectral phase can be retrieved
non-iteratively by a Fourier analysis.
Figs. 2.10(a,b) display the FROG trace as well as the retrieved pulse used in a typical
photon-echo measurement in the phosphate stretching range (cf. section 3.1). Moderate
distortions of the FROG trace point to slight residual third-order dispersion of the pulse.
The envelope shows a width of 100 fs corresponding to about 3.6 cycles of the electric field.
Pulse retrieval was facilitated by commercial software (FROG 3.2.2, Swamp Optics, LLC).
For comparison, Figs. 2.10(c,d) show a SPIDER interferogram of a pulse derived from
a typical amplified femtosecond laser system measured with a commercial LX-SPIDER
(APE GmbH, [106]) and the corresponding retrieved pulse (pulse duration ≈40 fs).
It should be noted that none of the techniques described above is sensitive to the carrier-
envelope phase, i.e., the relative phase between the oscillating electric field of a pulse and
its envelope. Therefore, the task of field-resolved detection requires other methods such
as free-space electro-optic sampling [107].
2.3.2 Passively phase-stabilized heterodyne-detected photon echo
2D IR spectroscopy can be performed by a variety of experimental setups. Pump-probe
measurements with tuneable narrow-band pump pulses allow for a direct acquisition of
2D IR spectra in the frequency domain [108]. The drawback of limited (picosecond)
time resolution is circumvented with coherent spectroscopy in the time domain by using
three pulses with independent delays where the excitation-frequency axis is obtained by
a numerical Fourier transform along the (first) coherence time delay. Using coherent
techniques requires active or passive phase stabilization of the pulses involved. This task
was achieved by different groups using either a non-collinear, a pump-probe or a collinear
beam geometry [109–115].
Fig. 2.11 shows the experimental implementation to measure 2D IR spectra used in this
work based on the approach outlined in [109]. Mid-infrared pulses are split into two copies
by the help of a beamsplitter. A translation stage in the beam path of one pulse allows
for tuneability of the relative time delay ∆t1. Focussing the two initially horizontally
aligned pulses onto a horizontal reflective diffractive optic element (DOE) generates 4
pulses that define the corners of a rectangle (cf. Fig. 2.12(a)). For clarity, the four beam
paths after diffraction are drawn as dashed lines in Fig. 2.11. The lower two beams (k2,
LO) experience a second time delay ∆t2 with respect to the upper ones (k1, k3). After
being focussed into the sample, k1, k2 and k3 generate a third-order nonlinear signal in the
(rephasing) phase matching direction ~ksignal = −~k1 +~k2 +~k3 = ~kLO so that the signal and
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Figure 2.10: (a) FROG trace of a pulse with a center wavelength between 8 and 9 µm
that is used for photon-echo measurements in the phosphate stretching range
as discussed in section 3.1. (b) Retrieved intensity (solid squares) and phase
profiles (open circles). A Gaussian fit (red line) indicates pulse durations of
approximately 100 fs (FWHM). (c) SPIDER interferogram of a pulse from the
amplified laser system used for the pump-probe experiments. The intensity
and phase profiles for the retrieved ≈40 fs pulse are shown in (d).
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Figure 2.11: Sketch of the photon-echo setup for measuring 2D IR spectra. Phase locked
pairs of pulses are obtained by the use of a beamsplitter (BS) and a diffrac-
tive optic element (DOE). In this way, the third-order nonlinear signal (solid
blue line) generated by k1, k2 and k3 is heterodyned with a local oscillator
(LO) pulse and the resulting spectral interferogram is detected by a 64-pixel
mercury cadmium telluride detector array. Translation stages allow for inde-
pendent tuning of the two delay times between the signal-generating beams.
local oscillator pulses propagate collinearly (cf. Fig. 2.12(a)). The focal spot size is about
100 and 200 µm at 3000 and 1250 cm−1, respectively, and each pulse has an energy on the
order of 1 µJ. In order to avoid signals generated by the local oscillator, it is attenuated
by a copper mesh (OD=2) and advanced in time by inserting 0.5 mm ZnSe into the k3
beam path. The spectral interference pattern between the signal and local oscillator
I2DIR(ωDet) = |ELO(ωDet) + Esignal(ωDet)|2 (2.67)
is then measured as a function of the detection frequency ωDet with a monochromator and
a 64-pixel mercury cadmium telluride (MCT) detector array. Here, ELO and Esignal are
the local oscillator and signal electric fields, respectively.
Assuming that the signal fields are small compared to the local oscillator one obtains:
I2DIR(ωDet) =|ELO(ωDet)|2 + 2< (E∗LO(ωDet)Esignal(ωDet))
|ELO(ωDet)|2 + 2|ELO(ωDet)||Esignal(ωDet)| · cos(Φsignal − ΦLO)
(2.68)
|ELO(ω)|2 is the local oscillator spectrum. It is subtracted by chopping one of the signal
generating beams at a 500 Hz rate (here: k2) and taking the differential signal between
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two consecutive pulses. In principle, a scattering contribution to the measured signal orig-
inating from scattering of the sample and the sample-cuvette windows cannot be excluded.
This contribution is eliminated by an optional second chopper for k3 running at 250 Hz
and thereby allowing for subtraction of the k2-scattering.
The phase difference in eq. 2.68 can be written as
Φsignal − ΦLO = (−Φ1 + Φ2) + (Φ3 − ΦLO) + φsignal
= (−Φ1 + Φ3) + (Φ2 − ΦLO) + φsignal
(2.69)
where Φ1,2,3,LO are the phases of k1, k2, k3 and kLO, respectively and φsignal is the phase
related to a system’s nonlinear response function. An important consequence of using the
DOE is that the setup is inherently phase stabilized because it produces phase locked pairs
of pulses. Before the DOE, phase differences between k1 and k2 as well as k3 and kLO
cancel out (cf. first line in eq. 2.69). After the DOE, phase fluctuations cancel out because
there are similar beam paths for the pairs (k1, k3) and (k2, kLO) (second line in eq. 2.69).
Note that Esignal and I2DIR intrinsically carry a time-dependence with respect to ∆t1
and ∆t2. As depicted in Fig. 2.12(b), the first delay moves (k1,k2) with respect to (k3,kLO)
whereas the second moves (k2,kLO) with respect to (k1,k3). ∆t2 moves are directly con-
nected to the coherence time τ . Positive values of τ scan the rephasing signal contributions.
τ<0 corresponds to a change of the (k1,k2) time-ordering so that the non-rephasing signal
is measured as a function of −τ . For the non-rephasing diagrams, ∆t1 defines the pop-
ulation time T . Since ∆t2 moves k2 relative to k3, ∆t1 has to be moved accordingly to
ensure a constant population time T for the rephasing diagrams.
An interesting consequence of the correlated time delays is that the local oscillator moves
in time as a function of τ (Figs. 2.12(c–e)). While the relative phase shift for rephasing
diagrams (Fig. 2.12(d)) equals −ωτ because the local oscillator approaches k3, a relative
phase shift of +ωτ occurs for the non-rephasing diagrams when the local oscillator is shifted
away from k3. Consequently, the τ -dependence in the third-order response functions
(eqs. 2.55, 2.56) cancels out so that the spectral interferogram is free from oscillations in τ .
This is equivalent to projecting the 2D spectrum onto ν1=0. Correct spectra are obtained
by multiplying the proper phase factors in the analysis procedure. The advantage over a
fixed k3-kLO time difference is that according to the Nyquist-Shannon sampling theorem
[116], the coherence time step determines the ν1 width of the 2D spectrum rather than its
maximum ν1 value. Therefore, the measurement times are greatly reduced by choosing
appropriate coherence time steps.
In order to compute a 2D spectrum, the signal amplitude and phase of one data set con-
taining a full τ -scan at a defined population time T are extracted by a Fourier analysis that
is described in detail elsewhere [117–119]. Briefly, the signal is first Fourier-transformed
along ωDet into the time domain. Only the positive time components are chosen by a
supergaussian filter function for causality reasons. After transforming the signal back to
the spectral domain, the local oscillator field amplitude is divided out. 2D spectra are
obtained by a Fourier transform along the coherence time axis. For proper extraction
of the signals, the relative phase between the signal and the local oscillator have to be
known exactly. In a phasing procedure, the 2D spectrum integrated along the excitation-
frequency axis is compared to a pump-probe spectrum measured at the same population
time. The spectral interferogram is then multiplied with a constant phase and two linear
phase terms that take into account the uncertainty of relative timing between k1 and k2
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Figure 2.12: (a) Phase matching geometry used for photon echo experiments. The local
oscillator is automatically aligned collinearly with the emitted third-order
signal (~ksignal = −~k1 + ~k2 + ~k3 = ~kLO). (b) Schematic plot of the correlated
delays used in the experimental setup (Fig. 2.11). The second delay ∆t2 sets
τ . The first delay ∆t1 corresponds to T only if τ < 0 (k2 precedes k1). In case
of τ > 0, ∆t1 = T − τ so that the first delay has to correct for τ to ensure a
constant T . (c–e) show the corresponding pulse sequences and the resulting
variable time delay of the local oscillator that leads to measurements in the
rotating frame with respect to the coherence time τ . For details see text.
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as well as k3 and kLO. Changing the phase parameters leads to proper phasing that is
assumed to be achieved when the integrated 2D spectrum fits the pump-probe spectrum
[87].
2.3.3 Two-color pump-probe setup
Fig. 2.13 depicts the setup to perform two-color pump-probe measurements. Two inde-
pendently tunable OPAs (section 2.3.1) serve as sources for pump and probe pulses. The
pump-probe delay time corresponding to the population time T is introduced by a me-
chanical delay stage in the pump arm. Probe pulses from the OPA are attenuated and
split into a probe and a reference by taking the front- and backsurface-reflection of a BaF2
wedge. Pump and probe pulses with pulse energies of about 2 µJ and a few tens of nJ,
respectively, are focussed into the same spot in the sample by 30◦ off-axis parabolic mirrors
(spot size ≈100 µm). The probing of homogeneously excited sample volumes is realized
by tighter focussing of the probe beam. In practice, increasing the probe beam waist with
a telescope before focussing leads to smaller spot sizes in the sample. The reference pulse
is transmitted through the sample at a different position. After the sample interaction
the probe beam is dispersed by a monochromator and detected with a 64-pixel MCT ar-
ray. Chopping the pump beam at 500 Hz and using the reference pulse for correction of
probe-pulse intensity fluctuations, we calculate the transient absorbance change ∆A as
a function of the delay time T and the probe frequency νPr (equivalent to the detection
frequency of 2D spectra):
∆A(T, νPr) = − log
(
I
(probe)
pump (T, νPr)
I
(probe)
0 (T, νPr)
· I
(reference)
0 (T, νPr)
I
(reference)
pump (T, νPr)
)
(2.70)
Here the subscripts pump and 0 indicate intensities with and without pump excitation, and
the superscripts denote intensities from the probe and the reference, respectively. Eq. 2.70
is evaluated on a shot-to-shot basis to avoid contributions from pulse energy fluctuations.
In single-color measurements, significant interference fringes due to scattering of the
pump beam can occur. Those signals cannot be eliminated in the same way as in the
2D IR setup. Instead, moving the pump-probe delay in fractions of the wavelength and
averaging over an oscillation period helps to suppress interferences. Since the wavelength
of the pulses used in this thesis is <10 µm, the reduction in time resolution (<33 fs) is
negligible.
Polarization-resolved measurements are performed by inserting a half-wave plate into
the probe beam path and thereby polarizing the probe under a 45◦ angle with respect to
the pump. Polarization analysis of the emitted signal is the basis for a construction of the
pump-probe anisotropy (cf. eq. 2.62):
r(T ) =
∆A||(T )−∆A⊥(T )
∆A||(T ) + 2 ·∆A⊥(T )
(2.71)
Absorbance changes parallel ∆A||(T ) and perpendicular ∆A⊥(T ) to the pump polarization
are selected with a polarizer after the sample interaction.
The experimental setup is placed is a sealed box that can be purged with nitrogen to
prevent infrared absorption by water vapor or carbon dioxide in air (cf. Fig. 2.2(a), green
line).
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Figure 2.13: Sketch of the two-color pump-probe setup. Pump and probe pulses are gen-
erated in two independently tuneable OPAs. A translation stage in the pump
beam path allows for control of the pump-probe delay T . Probe and refer-
ence pulses are obtained by taking the reflection of two sides of a BaF2 wedge.
Spectrally-resolved pump-induced absorbance changes are measured by over-
lapping probe pulses with chopped pump pulses (500 Hz) in the same spot of
the sample and detecting the probe with a monochromator and 64-pixel MCT
array. A second array measures the reference pulse intensities (without pump
overlap) simultaneously in order to correct for intensity fluctuations. For
polarization-resolved measurements, the probe is polarized under a 45◦ angle
with respect to the pump by a half-wave plate (λ/2). A polarizer (pol) then
allows for detecting absorbance changes with arbitrary relative polarization
compared to the pump pulses.
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2.3.4 Phospholipid reverse micelles
The central focus of this thesis are phospholipid reverse micelles made of 1,2-dioleoyl-sn-
glycero-3-phosphocholine (DOPC) as depicted in Fig. 2.14 for the study of phosphate-
water interactions and structural fluctuations of confined water on ultrafast time scales.
However, such aggregates can also be formed by other surfactants. In fact, the molecule
investigated most extensively is dioctyl sodium sulfosuccinate (aerosol OT, AOT, cf.
Fig. 2.14) [120] that was initially synthesized as a wetting agent to reduce the surface
tension of water e.g., for the use as washing powder or modification of the floating proper-
ties of swimming objects [121, 122]. Reverse micelles are ideal tools to embed nanoscopic
water pools in nonpolar solvents with the water content determining their size [123, 124].
Therefore, an important parameter to characterize such systems is the relative water con-
centration
w0 =
[water]
[surfactant] (2.72)
where the brackets indicate molar concentrations. It has been shown for AOT [125, 126]
that the reverse-micelle diameter dRM scales linearly with w0 up to a value of w0=30:
dRM = cw0 + d0 (2.73)
Here d0 represents the diameter without water roughly corresponding to twice the length
of an AOT molecule and the constant c=0.3 nm reflects growing water pools in the reverse
micelle’s interior as w0 is increased. At a low water concentration, H2O molecules interact
with the charged interface and are highly immobilized compared to bulk water whose
behavior is approached by increasing the value of w0 [127–129]. AOT is the workhorse
of reverse-micelle studies [56, 57] but it has also been shown that different phospholipids
self-assemble into reverse-micelle structures [53].
For the preparation of phospholipid reverse micelles used in the time-resolved experi-
ments presented in chapters 3 and 4, DOPC was dissolved in benzene with a concentration
of 0.25 M. Appropriate amounts of water were added in order to obtain samples in a wide
range of hydration between w0=1 and 16. Dynamic light scattering of solutions at w0=5
and 16.5 indicate reverse-micelle diameters of (4.65±0.15) nm and (7.9±0.5) nm, respec-
tively. Assuming a linear relationship as in eq. 2.73 we extract c=(0.30±0.02) nm and
d0=(3.2±0.2) nm, i.e., the growth of DOPC reverse micelles with w0 is similar to the well-
known AOT case. The value of d0 agrees reasonably with the 3.6 nm thickness of fully
hydrated DOPC bilayers [130]. Values for reverse micelle diameters in the hydration range
of w0=1–16 used for the time-resolved experiments in this work vary between 3.5 and 8
nm (cf. Table 2.1). The number of DOPC molecules per reverse micelle varies between 60–
300. This parameter is determined by the ratio of the reverse-micelle surface area and the
area of a DOPC molecule which is assumed to increase linearly with w0 between 0.6 and
0.7 nm2 according to the results obtained by phospholipid hydration. The water pool size
increases from ≈60 (w0=1) to 4600 (w0=16) H2O molecules. Increasing reverse micelle
volumes (VRM ) lead to decreasing reverse micelle concentrations and therefore a larger
space that a single reverse micelle can take up (Vspace). Table 2.1 lists these parameters as
a function of w0 suggesting that the sample may be thought of as mainly non-interacting
particles at the DOPC concentration used in the experiments.
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Figure 2.14: Experimental System. Top: Schematic of a dioleoylphosphatidylcholine
(DOPC) reverse micelle in a nonpolar medium (benzene, yellow). Phos-
pholipid head groups interact with nanoscopic water pools (blue) in a way
described in section 1.1. A single DOPC molecule is highlighted and the
alignment of water molecules in the head-group potential is depicted in a
ball and stick model. Bottom: Molecular structures of the ionic AOT and
non-ionic Brij-30 surfactants used as reference systems.
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w0 dRM (nm) # DOPC # H2O VRM (nm3) Vspace (nm3)
1 3.5 64 64 22 428
3 4.1 86 258 36 574
5 4.7 111 554 54 738
8 5.6 152 1219 92 1016
16 8.0 287 4596 268 1915
Table 2.1: Parameters of the DOPC reverse-micelle system at a concentration of 0.25 M
in benzene as a function of hydration (w0): diameter (dRM , eq. 2.73), number
(#) of DOPC and water molecules per reverse micelle, volume of a reverse
micelle (VRM ) and the average free volume determined from the reverse-micelle
concentration (Vspace).
While the hydration structure of phospholipids in aqueous solution is well characterized,
less is known about water structure in reverse-micellar systems. However, it is conceivable
that the main characteristics of the lipid head-group organization and hydration structure
in these systems, i.e., the hydration sites, hydrogen-bond strengths and the occurrence of
inter- and intramolecular charge pairs, are comparable. The typical behavior of water in
confinement was found for phospholipid reverse micelles [131, 132], i.e., immobilized water
interacting with the lipid head groups at low hydration levels and a buildup of bulk-like
water pools after full hydration of the phospholipid head groups (w0>6–8).
Most of this thesis deals with ultrafast dynamics inside DOPC reverse micelles. How-
ever, it is sometimes instructive to compare the results to systems containing different
surfactant molecules (cf. Fig. 2.14, bottom). The permanent charges of ionic surfactants
cause electrostatic potentials in which water molecules align as described in section 1.1. As
a result, interface-bound water experiences a markedly different environment compared to
the bulk that affects intermolecular vibrations such as librations, i.e., hindered rotations.
An important difference between DOPC and AOT is the configuration of the head
group. DOPC has a zwitterionic structure where the N+ counterion is an integrated part
of the phospholipid molecule whereas the Na+ counterions of AOT are free. Therefore, the
DOPC head-group volume is significantly larger than the one of AOT. Indeed, solvation
dynamics suggest that water reorientation in lecithin reverse micelles is more restricted
than for AOT at similar hydration levels due to the higher amount of water accepted by
the lecithin interface [133]. Moreover, hydrogen bonds of water interacting with AOT
head groups were found to be weaker than bulk-water hydrogen bonds [134] in contrast
to the stronger hydrogen bonds at phospholipid interfaces.
The effect of charged head groups may be independently tested by non-ionic surfactants
with head groups consisting of polyoxyethylenes and a glycol group such as glycol dodecyl
ether (Brij-30, Fig. 2.14). While non-ionic reverse micelles are significantly less studied
than their ionic counterparts, it is known that water forms pools inside Brij-30 reverse
micelles [135, 136]. A non-uniform water distribution in the Brij-30 micelle core was
found with only little penetration into the polyoxyethylene-chain region and increased
water mobility compared to anionic reverse micelles.
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Time-averaged structures of self-assembled phospholipids are well known, whereas time-
resolved information about lipid-lipid and lipid-water interactions is mostly deduced from
MD simulations and – to some extent – from NMR measurements (cf. section 1.1). Vi-
brational dynamics of phosphate vibrations in phospholipids have remained unexplored.
Slightly more is known about phospholipid hydration-shell vibrational dynamics and a
review is given in chapter 4.
Fig. 3.1 shows linear absorption spectra of DOPC reverse micelles at different hydration
levels (w0) between 950 and 1300 cm−1. The assignment to different vibrations of the
head group has been reported in the literature [137–139]: The symmetric νS(PO−2 ) and
antisymmetric νAS(PO−2 ) stretching vibration of the non-ester phosphate oxygens is found
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Figure 3.1: Linear absorption spectra of DOPC reverse micelles in the head-group fre-
quency range. The absorption bands at around 1090 and 1250 cm−1 are as-
signed to the symmetric and antisymmetric phosphate stretching vibration and
shift as a function of hydration. Symmetric and antisymmetric glycerol ester
stretching vibrations (CO-O-C) are found at 1065 and 1175 cm−1. There is an
overlap with the band at 1050 cm−1 from the in-chain C-O-P stretching vibra-
tion of the phosphate group. The hydration-dependent choline antisymmetric
stretching vibration is found at 970 cm−1.
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at 1090 and 1250 cm−1, respectively. Such vibrations involve the two phosphate oxygens
that participate in hydrogen bonding with the phospholipid hydration shell and therefore
represent interfacial probes for phosphate-water interactions. The pronounced redshift
of both vibrations upon hydration illustrates their sensitivity to hydrogen bonding. In
contrast, no such hydration dependence is found for the CO-O-C glycerol ester stretching
vibrations at 1065 and 1175 cm−1. A shoulder at 1050 cm−1 indicates the presence of the
C-O-P in-chain phosphate stretching vibration. Although water does not form hydrogen
bonds to the choline group, the antisymmetric choline stretching vibration at 970 cm−1 is
found to blue-shift with increasing w0. A broad librational background of hydration-shell
water occurs throughout the whole spectral range at high hydration levels. The strong
absorption band at ≈1035 cm−1 is caused by the in-plane CH bending mode of the benzene
solvent [140]. As pointed out before, water also forms hydrogen bonds to carbonyl groups
exhibiting the characteristic carbonyl stretching mode at 1740 cm−1 (cf. Figs. 2.2, 3.13).
So far, the carbonyl stretching vibration is the only phospholipid marker mode used
in time-resolved vibrational spectroscopy. Spectral hole-burning (2D IR) with picosecond
pulses in conjunction with MD simulations reveal that the inhomogeneity of carbonyl
stretching bands is caused by strong electrostatic interactions between phospholipid head
groups [141]. However, the time scales of structural fluctuations of the head groups or
water-lipid hydrogen-bond lifetimes have remained unclear. Time-resolved IR data in the
spectral range of Fig. 3.1 are limited to a single pump-probe study of the antisymmetric
stretching mode of phosphates in the DNA backbone [142] suggesting water to act as
a heat sink for phosphate excitations. This chapter describes the investigation of the
vibrational dynamics of phosphate stretching vibrations in DOPC reverse micelles. A 2D
lineshape analysis reveals the fluctuating nature of phospholipid head groups on a fast
300 fs time scale. Energy relaxation as well as its effect on the phosphate-water hydrogen-
bond structure will be discussed and compared to the carbonyl stretch dynamics.
3.1 2D IR: Head-group fluctuations and vibrational couplings
Fig. 3.2 shows broad band 2D IR spectra at a population time T=300 fs. Left- and right-
hand side panels of the figure were acquired with pulses of linear parallel polarization
spectrally centered at 1100 and 1175 cm−1, respectively, in order to measure spectra of
all relevant hydration sites of the DOPC head group. All peaks from the linear spectra
(Figs. 3.1, 3.2(a,b)) are well reproduced in the 2D spectra. The peaks corresponding to
the fundamental transition as well as their anharmonically shifted excited state absorption
peaks are elongated along the diagonal with νAS(PO−2 ) exhibiting a higher diagonal width
than νS(PO−2 ). Pronounced cross peaks occur between most of the vibrational modes, e.g.,
for w0=1 at (ν1, ν3) =(1260,1097) cm−1 and (1095,1265) cm−1 between the symmetric and
antisymmetric phosphate stretching, at (1055,1095) cm−1 between the symmetric ester/in-
chain C-O-P stretching and the symmetric phosphate stretching, at (1093,964) cm−1 be-
tween the symmetric phosphate stretching and the antisymmetric choline stretching, and
at (1060,964) cm−1 between the symmetric ester/in-chain C-O-P stretching and the anti-
symmetric choline stretching. Such cross peaks suggest a significant vibrational coupling
of different head-group parts which is in line with the predicted formation of charge pairs
where choline and phosphate groups of different phospholipids interact strongly due to
their opposite electrostatic charge [47].
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Figure 3.2: Linear spectra for w0=1 (a,b) and broad band 2D IR spectra for w0=1 (c,d) and
w0=16 (e,f) at T=300 fs. Vibrational modes from (a,b) are readily recognized
in (c,d). The diagonal peaks are elongated along the diagonal pointing to an
inhomogeneous broadening of the vibrational transitions. Pronounced cross
peaks indicate couplings between all parts of the polar head group.
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Figure 3.3: 2D IR spectra of the antisymmetric phosphate stretching vibration at w0=1
and 16 for the population times T indicated. The elongated peak shape along
the diagonal persists up to 1 ps. Dashed lines indicate the positions along
which the cuts for νAS(PO−2 ) in Figs. 3.5 and 3.6 are drawn.
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Figure 3.4: 2D IR spectra of the symmetric phosphate stretching vibration at w0=1 and
16 for the population times T indicated. The elongated peak shape along the
diagonal persists up to 4 ps. Cross peaks gain in relative intensity compared
to the diagonal peaks with increasing population time.
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2D IR spectra measured for population times up to 1 ps for νAS(PO−2 ) and up to 4 ps
for νS(PO−2 ) are presented in Figs. 3.3 and 3.4, respectively. As before, the redshift of
the phosphate stretching vibrations with increasing w0 is reproduced. Spectra at high
hydration levels are slightly broader along the diagonal and antidiagonal directions. The
symmetric phosphate stretching peak at w0=16 is somewhat tilted with respect to the
diagonal.
The v=0 to 1 and v=1 to 2 contributions of all vibrational modes have a roughly
symmetrical position around the diagonal line. Such a pattern is observed when the
diagonal anharmonicity values are similar to the linewidths of a vibrational transition.
An overlap between two signals of opposite sign leads to a cancellation of amplitude
close to the diagonal, emphasizing an important requirement for time-resolved vibrational
spectroscopy: Generally, the anharmonicity of a transition is needed in order to detect a
transient signal. In the case of a harmonic oscillator, signals of opposite signs would fully
cancel out, resulting in a net zero signal.
Figs. 3.3 and 3.4 also contain center lines (blue lines) in order to follow potentially
dynamic 2D lineshapes. However, for both νAS(PO−2 ) and νS(PO−2 ), time-dependent
changes of the peak shapes are negligible at all hydration levels which is evident from the
nearly static center lines. This finding is further supported by plotting cuts along lines
parallel to the frequency diagonal and antidiagonal. As an example, such lines are shown
in Fig. 3.3 for νAS(PO−2 ) at w0=1 as dashed lines. The result presented in Fig. 3.5 clearly
shows that the diagonal and antidiagonal linewidths remain similar for all population
times.
Time-dependent deviations occur in the low-frequency range of νS(PO−2 )-diagonal cuts
due to the overlap with the CO-O-C stretching vibration that has a slightly shorter lifetime.
A small increase of amplitude is observed in the corresponding antidiagonal cuts in the
high-frequency range. This behavior arises from increasing cross peak amplitudes at long
population times (cf. Fig. 3.4) which may tentatively be assigned to energy redistribution
in the head-group region. Spectra of the antisymmetric stretching vibration at w0=16
show a blueshift at T=1 ps. This shift is attributed to energy redistribution into the
water pool as discussed in detail in section 3.2.
Cuts along different directions contain different information about line broadening con-
tributions. Line fitting procedures help to obtain a detailed understanding of the un-
derlying line broadening mechanisms. We now focus on explaining the diagonal and
antidiagonal widths of 2D spectra at fixed population times (cf. Fig. 3.6). 2D spectra
of the phosphate stretching vibrations were calculated with the density matrix approach
outlined in section 2.2.1 taking into account dephasing due to frequency fluctuations and
lifetime broadening. A biexponential Kubo ansatz for the frequency fluctuation correlation
function (FFCF) of the form
C(t) = ∆ν21e−t/τC1 + ∆ν22e−t/τC2 (3.1)
was chosen with the amplitudes ∆ν1,2 corresponding to the correlation times τC1,2. 2D
spectra were calculated by changing the 4 free parameters and using the known T1 lifetime
(cf. section 3.2). Diagonal and antidiagonal cuts were extracted to fit the experimental
ones in Fig. 3.6. Table 3.1 summarizes the fit parameters used and Figs. 3.7 and 3.8 show
the resulting calculated spectra. It should be noted that lifetime broadening contributes to
the homogeneous linewidth that is reflected in the width of antidiagonal cuts. Dashed lines
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Figure 3.5: Cuts through the maxima of the 2D spectra of νS(PO−2 ) (left panels) and
νAS(PO−2 ) (right panels) drawn in Figs. 3.3, 3.4. The cuts are made along
lines parallel to the diagonal (top panels) and the antidiagonal (bottom pan-
els) as indicated by the dashed lines in the first panel of Fig. 3.3. All traces
are normalized to illustrate the static 2D diagonal and antidiagonal widths.
Spectra for νAS(PO−2 ) are measured up to 1 ps and 2 ps for w0=1 and 16,
respectively due to their shorter vibrational lifetime. The antisymmetric phos-
phate stretching vibration shows a blueshift for w0=16 at T=1 ps.
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Figure 3.6: Diagonal (top panels) and antidiagonal (bottom panels) cuts through maxima
of the 2D spectra of νS(PO−2 ) at T=500 fs (left) and νAS(PO−2 ) at T=200 fs
(right). Squares display experimental results. Solid lines represent similar cuts
through the calculated spectra (Figs. 3.7, 3.8) using a Kubo ansatz with the
parameters summarized in Table 3.1. The dashed lines correspond to calcu-
lated spectra of νS(PO−2 ) (w0=1) assuming an inhomogeneous lineshape that
is further broadened due to the finite vibrational lifetime. The antidiagonal
cut is too narrow, demonstrating the necessity to incorporate a fast component
in the FFCF.
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mode w0 ∆ν1 (cm−1) τC1 (fs) ∆ν2 (cm−1) τC2 (fs) T1(fs)
νS(PO−2 )
1 8.5 300 8.5 ∞ 1500
16 11 300 8.5 ∞ 1000
νAS(PO−2 )
1 5 300 10 ∞ 300
16 7 300 14 ∞ 300
Table 3.1: Parameters used to fit the experimental 2D spectra of the phosphate stretching
vibrations. A fast 300 fs decay time of the FFCF as well as an inhomogeneous
component are needed to fit the experimental spectra independent of the hydra-
tion level w0 and the phosphate vibration used in the analysis. The T1 lifetimes
will be discussed in detail in section 3.2.
in Fig. 3.6 for νS(PO−2 ) (w0=1) illustrate that lifetime broadening only is not sufficient to
fit the experimental results. In contrast, the experimental results are well reproduced by
using the biexponential FFCF. Deviations in the wings of the spectra mainly arise from
overlapping bands and cross peaks that are not included in the calculations.
Apparently, the FFCF consists of an inhomogeneous component (τC2 → ∞) that is
static on the time scale of the experiment and a fast decay component with a 300 fs
correlation time for all hydration levels and for both, νS(PO−2 ) and νAS(PO−2 ). While
the inhomogeneous component mainly affects the diagonal width of the 2D spectra, the
antidiagonal width increases with the fast component’s amplitude and – to some extent
– its inverse correlation time. The pronounced inhomogeneity is therefore the reason for
the elongated spectra with a shape persisting well into the regime of a few picoseconds. A
fast decay component of the FFCF leads to a quick partial loss of the correlation between
the excitation and detection frequencies causing the significant off-diagonal amplitude in
the 2D spectra.
The amplitude of the fast FFCF-decay component increases only slightly with the water
content of the reverse micelles. It is therefore attributed to the fluctuating character
of the phospholipid head groups. THz absorption spectra of phospholipid bilayers with
different head groups show pronounced absorption bands for phosphatidylcholines in the
range of 100 cm−1 that are assigned to intermolecular head-group modes [143]. The
corresponding motions on a roughly 300 fs time scale modulate the electric potential in
the lipid head-group region. Such modulations are sensed by the phosphate vibrations
whose vibrational frequencies are sensitive probes of the head-group configuration. 2D
spectroscopy as employed in this thesis is therefore a highly suitable method for a direct
observation of fast lipid head-group fluctuations.
The pronounced inhomogeneous character of the vibrational bands indicates a hetero-
geneous head-group conformation arising from inhomogeneous distributions of head-group
dipoles and hydration structures. The experimental results point to the fact that lipid-
water hydrogen bonds are preserved despite the fast head-group fluctuations. Since there
is a strong redshift of the linear phosphate stretching spectra with increasing hydration,
breaking of hydrogen bonds should result in a significant frequency shift of those vibrations.
Fig. 3.9 shows calculated spectra where the assumption is made that the inhomogeneous
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Figure 3.7: Calculated 2D IR spectra of the antisymmetric phosphate stretching vibration
at w0=1 and 16.
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Figure 3.9: Calculated 2D IR spectrum of νS(PO−2 ) at w0=1 with the assumption of
τC2=10 ps. Clear indications of spectral diffusion at T=4000 fs are observed
through a change of the 2D lineshape and the center lines (blue lines). For
comparison, the static center lines (τC2→∞) from Fig. 3.8 are also shown (cyan
lines).
contribution to the FFCF decays on a 10 ps time scale, i.e., τC2=10 ps. Clear signs of
spectral diffusion are observed for spectra at 4000 fs. Such a reshaping is absent in the
measured spectra and therefore 10 ps can be set to be the lower limit of phosphate-water
hydrogen-bond lifetimes. This time scale is determined by the limited observation time
that is fixed by the T1 lifetime of νS(PO−2 ).
3.2 Energy relaxation: Heat sink function of small water pools
The decay of 2D IR signals maps the decay of vibrational excitations and is therefore
related to the T1 lifetime. Since measurements of 2D spectra with Nexc points on the
excitation-frequency axis require sampling Nexc coherence-time points they are a factor of
Nexc more time-consuming than measurements of pump-probe spectra without resolution
of the excitation frequency. Pump-probe experiments can thus be helpful for the precise
determination of vibrational lifetimes, if contributions of different vibrational transitions
are well-resolved.
Fig. 3.10 shows a summary of pump-probe experiments of the symmetric phosphate
stretching vibration with pump pulses centered at 1100 cm−1. Negative signals in the
pump-probe spectra correspond to the v=0 to 1 contributions of the symmetric phosphate
stretching vibration as well as the symmetric CO-O-C ester stretching C-O-P stretching
vibrations. The time-resolved pump-probe spectra obviously do not resolve the individual
v=1 to 2 transitions due to the overlap with the bleaching contributions. Since the 2D
spectra show a similar time-dependent behavior of the v=0 to 1 and the v=1 to 2 signals,
the use of the negative absorbance change to extract excited state lifetimes is appropriate.
The corresponding transients are shown as solid squares in Figs. 3.10(b,d). For compar-
ison, the inverted maximum 2D signals of those peaks are plotted as open squares. The
similarity of the results measured with two different techniques justifies the use of pump-
probe data to extract vibrational lifetimes. At both values of w0, there is a spike around
zero delay time caused by coherent pump-probe coupling. In order to avoid artifacts in
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Figure 3.10: Pump-probe spectra (a,c) and time-resolved absorbance change at the fun-
damental of the symmetric phosphate stretching vibration (b,d). Linear ab-
sorption spectra are included in (a,c) indicating that the negative absorbance-
change features arise from the CO-O-C ester stretching, C-O-P stretching and
symmetric phosphate stretching vibration. The decay of these signals moni-
toring the v=0 to 1 transition of νS(PO−2 ) (solid squares in (b,d)) fit well to
exponential decays with time constants of 1.5 and 1.0 ps for w0=1 and 16,
respectively (red lines). For comparison, the inverted 2D IR signal amplitude
of the corresponding peaks in Fig. 3.4 are included as open squares.
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the data analysis, fitting is performed for data points after delay times of 300 fs only.
Single exponential fits of the transients show symmetric phosphate stretching vibrational
lifetimes of 1.5 and 1.0 ps for w0=1 and 16, respectively. Note that the long-term signals
at both hydration levels show a slight offset with respect to zero that is higher for the
case of w0=1. Such signals typically arise from anharmonic coupling to low-frequency
modes that are populated during vibrational energy redistribution. Moreover, cross peaks
that obviously contribute to the 2D spectra at long population times (cf. Fig. 3.4) may
affect the pump-probe data at long delay times due to the lack of excitation-frequency
resolution. The shorter v=1 lifetime of νS(PO−2 ) at w0=16 as well as the weaker signal
due to anharmonic coupling at long delay times suggest that water mediates a faster and
more efficient energy relaxation of symmetric phosphate stretching excitations.
A more detailed picture is obtained from time-resolved pump-probe measurements of
the antisymmetric phosphate stretching vibration. Pump-probe spectra recorded with
pump pulses centered at 1250 cm−1 and a spectral bandwidth of ≈180 cm−1 are shown in
Figs. 3.11(a–d) (parallel linear polarization of pump and probe pulses). Such conditions
lead to a negligible excitation of the symmetric phosphate stretching vibrations and the
pump-probe data are thus dominated by the vibrational energy relaxation pathway of
the excited νAS(PO−2 ) mode. At early delay times, the transient spectra show the usual
negative contributions of the v=0 to 1 bleach and stimulated emission as well as the
positive excited state absorption signal. For comparison, we include the respective linear
spectra as dashed lines in Figs. 3.11(a–d) illustrating that the hydration-dependent shift
is reproduced in the pump-probe spectra. Note that the width of the transient spectra
increases with hydration. In contrast, the spectral shapes are similar, i.e., a lineshape
analysis would be much less unique than it is for the 2D spectra. The transient absorbance
change decays with increasing delay times and shows a more efficient relaxation at high
hydration levels. At a 5 ps delay, there is a slight inverted residual signal for w0=8 and
16, i.e., the enhanced absorption at early delay times turns into a bleach and vice versa.
The transient spectra are understood by fitting their time evolution. Figs. 3.11(e–h)
show the time evolution at frequency positions corresponding to the maximum and mini-
mum positions of the transient spectra. Isotropic signals ∆Aiso = (∆A|| + 2 ·∆A⊥)/3 are
plotted. Such traces are free of reorientational effects due to orientational fluctuations and
rotations of the head groups or energy transfer to neighboring phosphate groups. Inverted
maximum 2D IR signals are plotted as blue triangles in Figs. 3.11(e,h) and the data points
are in good agreement with the pump-probe results. As before data fitting is restricted
to delay times longer than 300 fs to avoid the influence of coherent pump-probe coupling.
The data fit well to biexponential decays with a fast component of 300 fs and a slow com-
ponent of about 1 ps (cf. Table 3.2). These values were obtained by fixing the short decay
time and using the two amplitudes and the longer decay time as free parameters. Within
the error margin of approximately 10%, the decay constants are similar for all hydration
levels whereas the relative amplitudes of the two components clearly change. While fast
and slow components have similar amplitudes for w0=1, the fast component dominates in
the w0=16 case. Furthermore, the sign reversal of the transient absorption change visible
for w0=8 and 16 at delay times of 2500 fs is another indicator of an influence of water
pools on the vibrational relaxation of νAS(PO−2 ).
Pump-probe measurements of the antisymmetric phosphate stretching vibration of phos-
phate groups in DNA-oligomer backbones exhibit lifetimes of 340 fs independent of the
hydration level [142]. Since the DOPC data show a similar fast component with a 300 fs
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Figure 3.11: Pump-probe data of the antisymmetric phosphate stretching vibration for
hydration levels w0=1 to 16 (top to bottom) obtained with pump pulses
centered at 1250 cm−1. (a–d) Pump-probe spectra measured with parallel
linear polarization of pump and probe pulses. The redshift of the linear
spectra (lines) with increasing hydration is reproduced in the time-resolved
data. Transient spectra for high hydration levels show a more efficient energy
relaxation and a sign reversal at late delay times due to energy transfer to the
water pool. (e–h) Isotropic transient absorbance change at the fixed probe
frequencies corresponding to the maximum and minimum signal of the spectra
in (a–d). The red lines indicate biexponential decay fits with time constants of
300 fs and ≈1000 fs. Exact parameters are given in Table 3.2. Blue triangles
in (e,h) indicate the inverted 2D IR signal amplitudes (Fig. 3.3).
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w0 τ1 (fs) τ2 (fs) A1/A2
1 300 1300 1.2
3 300 1100 3.0
5 300 1100 4.4
8 300 1000 5.3
16 300 1100 6.9
Table 3.2: Fit parameters for the antisymmetric phosphate stretching vibration dynamics
(red lines in Figs. 3.11(e–h)) assuming a biexponential signal decay ∆A(t) =
A1e−t/τ1 +A2e−t/τ2 .
time constant which is again independent of the hydration level, this decay is attributed
to the lifetime of phosphate stretching vibrations in DOPC reverse micelles. The simi-
larity of lifetimes for two different systems and for different degrees of hydration suggests
a similar first step of vibrational energy redistribution that must involve modes of the
initially excited phosphate group. Combination bands of different in-chain dialkyl phos-
phate vibrations such as the diester stretching modes around 800 cm−1 with the wagging
and twisting modes at 476 and 367 cm−1 [144, 145] would have a similar frequency as
νAS(PO−2 ) so that efficient energy relaxation into those low-frequency modes could occur.
Keeping in mind that the excited-state population decays with the T1 lifetime of 300
fs, the residual signals at delay times longer than the vibrational lifetime must consist of
the bleaching of the originally excited transition and an extra signal arising due to anhar-
monic coupling to the low-frequency modes that serve as energy acceptors. The transient
absorbance change at long delay times is therefore a sensitive probe for monitoring en-
ergy redistribution into the vibrational manifold. At a hydration level of w0=16, the slow
component is almost absent indicating a fast transfer of vibrational energy into accept-
ing modes of the water pool. Such modes are removed at a low water content so that
the energy has to be redistributed within the phospholipid and finally dissipated into the
benzene solvent. The time scale of this process should depend on the environment of the
phosphate group. We point out that the slow component of 1 ps measured here is much
faster than the 5.5 ps component found for DNA [142] indicating that energy redistribu-
tion is faster in phospholipids, e.g., due to more efficient energy transfer to surrounding
head groups or to the glycerol/hydrocarbon chain region.
The sign reversal of the transient signals at long times for high hydration levels is ratio-
nalized with the heating effect caused by energy disposal into the water pools. A simple
calculation yields the temperature jump caused by the vibrational excitation: We excite
νAS(PO−2 ) by using 2 µJ pulses at a frequency of 1250 cm−1 and a spectral bandwidth
of 180 cm−1. The pulses are focussed to a diameter of ≈100 µm (FWHM). Taking into
account that the optical density and the spectral width of the phosphate stretching vibra-
tion are 0.5 and 40 cm−1, respectively, we find that ≈0.14 µJ of energy are absorbed in the
central excitation volume of ≈1.9 · 10−7 cm−3. Assuming that the whole energy absorbed
by νAS(PO−2 ) is accepted by the water pool (concentration=2 M at w0=8), the calculated
temperature increase is about 5 K. Such a temperature change is expected to modify
the hydrogen-bond strengths between water and phospholipid head groups, resulting in
58
3.2 Energy relaxation: Heat sink function of small water pools
0.4
0.6
 
 
 20°C
 25°C
A
 (O
D
)
(a)
1200 1220 1240 1260 1280
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
(b) A(25°C)-A(20°C)
 AS(PO2-) excitation
 (OH) excitation
 
 
A
 (m
O
D
)
Frequency (cm-1)
0 1000 2000 3000 4000 5000
-4
-2
0
2
(c)  Pr = 1225 cm-1
 Pr = 1260 cm-1
 A
bs
or
ba
nc
e 
C
ha
ng
e 
(m
O
D
)
Delay Time (fs)
Figure 3.12: Response of νAS(PO−2 ) to heating. (a) Temperature-dependent linear spec-
tra for w0=8 at Tsample=20◦C and 25◦C. The temperature increase causes a
blueshift of the vibrational absorption band represented by the scaled differ-
ential spectrum in (b). For comparison, the transient spectra of νAS(PO−2 )
10 ps after phosphate or OH stretch excitation are plotted as symbols where
the data for the OH stretch excitation is scaled down by a factor of 8. The time
evolution of the transient phosphate stretching response after OH stretching
excitation is shown in (c).
a change of the vibrational frequencies of characteristic marker bands of the phosphate
groups as well as the water.
Fig. 3.12 shows the effect of heating DOPC reverse micelles (w0=8) with three different
methods. Heating the sample in a temperature-controlled cuvette leads to a blueshift of the
transition frequency of the antisymmetric phosphate stretching vibration (Fig. 3.12(a)).
The differential spectrum (solid line in Fig. 3.12(b)) consists of a positive contribution at
high frequencies and a negative one at low frequencies just like the transient behavior of
νAS(PO−2 ) measured at a pump-probe delay time of 10 ps (solid symbols in Fig. 3.12(b)).
It should be emphasized that the character of temperature increase is different for the
two methods. While the first method increases the temperature of the sample as a whole,
remaining in a thermal equilibrium that is slightly changed compared to the cold sample,
heating with ultrashort pulses creates temperature jumps at well-defined microscopic po-
sitions, e.g., heating of the water pool inside the reverse micelle while most of the benzene
solvent remains unaffected. However, in both cases the spectral shift can be explained
with the same qualitative picture of weakened phosphate-water hydrogen bonds due to
the increased temperature.
It should be mentioned that temperature jumps can also be induced by a direct exci-
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tation of the water OH stretching vibrations (open symbols in Fig. 3.12(b), measured at
a delay time of 10 ps). The width of the linear OH stretching spectra is similar to the
bandwidth of the pump pulse, leading to a higher absorption of ≈0.5-1.0 µJ per pulse.
Correspondingly, the temperature increase is about 5 times higher than after phosphate
excitation. As a result, the phosphate response under these conditions is higher, evident
in the data of Fig. 3.12(b) which is downscaled by a factor of 8. Following the transient
absorbance change reveals that a maximum signal is reached after 1 ps (Fig. 3.12(c)). The
time scale of the delayed signal rise directly reflects the energy redistribution in phospho-
lipid hydration shells as discussed in chapter 4.
In summary, the pump-probe kinetics presented in this work demonstrate the promi-
nent role of water in dissipating vibrational energy of phosphate stretching excitations.
Nanoscopic water pools act as efficient heat sinks ensuring ultrafast vibrational energy
redistribution on a sub-ps time scale. In this way, damage due to thermal heating of
phospholipids, e.g., by absorption of UV photons may be prevented.
As pointed out in section 1.1, the phosphate groups are hydrated by up to 6 water
molecules. Other hydration sites are the carbonyl groups that on average form strong hy-
drogen bonds to approximately one water molecule even at low hydration. In the following,
the influence of increasing the water pool size on the carbonyl vibrational dynamics will
be investigated.
3.3 Hydration-insensitivity of carbonyl dynamics
Fig. 3.13 summarizes pump-probe data of the carbonyl stretching vibration centered
around 1740 cm−1. Both linear and transient spectra (cf. Figs. 3.13(a,c)) have similar
lineshapes for w0=1 and 16 with a slightly increasing spectral width at high hydration
levels. A minor redshift of the carbonyl stretching vibration of 2 cm−1 with increasing
w0 that may be seen in the linear spectra is caused by the overlap with the OH bend-
ing vibration of the hydration at a frequency of 1650 cm−1. The decays of the transient
signals caused by the v=0 to 1 bleach and stimulated emission at 1719 cm−1 as well as
the v=1 to 2 excited state absorption at 1748 cm−1 are virtually indistinguishable for
the two different hydration levels (Figs. 3.13(b,d)). Table 3.3 contains fit parameters of a
biexponential model showing very similar decay constants of 150 fs and 1300-1400 fs. The
relative amplitude of both components does not depend on the water content.
ν (cm−1) w0 τ1 (fs) τ2 (fs) A1/A2
1719 1 150 1300 0.7316 150 1400 0.95
1748 1 150 1400 0.9616 150 1300 0.77
Table 3.3: Fit parameters for the transient signal of the carbonyl stretching mode (red lines
in Figs. 3.13(b,d)) assuming a biexponential signal decay ∆A(t) = A1e−t/τ1 +
A2e−t/τ2 for both, the v=1 to 2 and v=0 to 1 contributions.
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Figure 3.13: Vibrational dynamics of the carbonyl stretching vibration. Transient spectra
(symbols) for w0=1 and 16 are similar to each other with a slightly higher
spectral width at w0=16. This result is in line with the behavior of linear
spectra (solid lines, the extra absorption at w0=16 is caused by the OH bend-
ing vibration of water centered at 1650 cm−1). (b,d) Transient absorbance
change of the v=0 to 1 and v=1 to 2 transition at the frequency positions
indicated. All transients fit to a biexponential decay with time constants of
150 fs and 1300 fs (red lines, cf. Table 3.3).
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There are several possible reasons for the biexponential decay: (i) The carbonyl life-
time is 150 fs and the longer relaxation time maps the energy redistribution within the
phospholipid similar to the characteristic decay of antisymmetric phosphate stretching
vibrations. (ii) It was shown that the carbonyl stretching band consists of at least two
individual peaks that are assigned to hydrated and non-hydrated C=O groups [146] and
the two relaxation times might be attributed to the two chemically inequivalent carbonyl
moieties. (iii) The fast component is due to coherent pump-probe coupling and the slow
component is a measure of the carbonyl stretching lifetime.
If the carbonyl lifetime was 150 fs, a significant lifetime-broadening contribution to
the homogeneous linewidth would be expected. Assuming that the homogeneous dephas-
ing time is dominated by vibrational relaxation (T2=2T1, cf. eq. 2.37), a homogeneous
linewidth of 35 cm−1 (cf. eq. 2.22) is obtained. This value clearly exceeds the bandwidth
of the linear absorption spectra that increases from 22 cm−1 at w0=1 to 26 cm−1 at w0=16.
Therefore, possibility (i) is ruled out. The same argument is used to dismiss possibility
(ii). Further support is provided by the transient spectra. If two differently hydrated car-
bonyl groups had different vibrational lifetimes, the broad spectral component due to the
short lifetime should decay quickly. As a result, one would observe a transient reshaping
of the pump-probe spectra that is clearly absent in the data (Figs. 3.13(a,c)). Thus, the
fast component can only be explained by mechanism (iii), coherent pump-probe coupling.
The 1300-1400 fs time constant is therefore attributed to the lifetime of the carbonyl
stretching vibration. The fact that the dynamics are similar for w0=1 and 16 is in striking
contrast to the phosphate stretching dynamics discussed above. Apparently, intramicellar
water pools do not act as heat sinks for carbonyl stretching vibrations. Such behavior
might be caused by the different hydration structures of phosphate and carbonyl groups.
While the phosphate groups are located well in the hydrophilic region of the phospholipid
head groups exhibiting a large area for hydrogen-bond acceptance, the carbonyl groups
represent a boundary between the hydrophilic and hydrophobic parts of the lipid and
accept only one hydrogen bond. An increase of w0 does not alter the hydration of the
carbonyl groups significantly so that a minor influence of carbonyl vibrational dynamics
appears reasonable.
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Ultrafast vibrational dynamics of bulk water have been studied intensively since the ad-
vent of ultrashort mid-infrared pulses with pulse energies in the microjoule regime. First
experiments focussed on the local OH stretching vibration of isotopically diluted water,
i.e., HOD in D2O. Pump-probe data, partly measured with insufficient time resolution,
found OH stretching decays on a 700 fs time scale that depends slightly on the temper-
ature and OH stretching frequency. This is complemented by a spectral reshaping on a
picosecond time scale [147–153]. It has been debated whether energy relaxation proceeds
via the water bending vibration or through predissociation of hydrogen bonds. Molecular
dynamics simulations mainly addressed the former mechanism to explain the vibrational
lifetimes [154–157].
Another goal of the pump-probe studies was to investigate structural dynamics of water
molecules that are embedded in a tetrahedral structure establishing hydrogen bonds with
their four nearest neighbors. Different explanations for the spectral shape of OH stretching
excitations assume either a heterogeneous multicomponent structure caused by different
discrete hydrogen-bond geometries or a continuous distribution of hydrogen-bond lengths
leading to different OH stretching frequencies. The issue of line broadening mechanisms
was solved by the development of integrated two-pulse photon echo [158], heterodyne-
detected two-pulse photon echo [159] and heterodyne detected three-pulse photon echo
techniques [160, 161]. With the help of molecular dynamics simulations, fast dephasing
times on the order of 100 fs were assigned to the effect of a fluctuating electric force
originating from hindered translations and rotations that acts on a single hydrogen bond
while a slower picosecond component is due to the reorganization of the whole hydrogen-
bond network [162–164]. It should be noted that similar results were found for the OD
stretching vibration of HOD in H2O with a somewhat longer vibrational lifetime of 1.4 ps
[165].
The vibrational structure of neat H2O is distinctly different from the one of isotopically
diluted water. Due to the similar frequency of the two OH stretching oscillators of one
water molecule, a local mode representation for the OH stretching vibrations is no longer
appropriate and mechanical coupling leads to mode splitting. As a result, the absorption
band is broadened further compared to isotopically diluted water. The water bending
vibration is located at about half the stretching frequency. A Fermi resonance between
the v=2 of the bending and the red part of the broad (v=1) stretching absorption band
facilitates efficient OH stretching energy relaxation to the bending vibration on a time
scale of 200–260 fs at room temperature [166–169]. Shorter 170 fs lifetimes were measured
for the OH bending vibration [167, 170]. Here, energy transfer to intermolecular librational
modes is the dominant decay channel [171–173]. Randomization of librational excitation
occurs with a very fast sub-100 fs time constant [174, 175].
OH stretching frequencies are sensitive probes for hydrogen-bonding configurations and
2D IR spectroscopy demonstrated rapid spectral diffusion on a 50 fs time scale sampling
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the whole absorption spectrum [176, 177]. Such a fast dephasing was attributed to ultrafast
structural fluctuations of the hydrogen-bond network, in particular caused by the libra-
tions. An additional contribution arises from resonant OH stretching excitation transfer
where strong dipole-dipole and higher-order multipole coupling of adjacent OH stretching
oscillators lead to energy transfer between water molecules. This process is also reflected
in an ultrafast pump-probe anisotropy decay on the time scale of 100 fs [178].
It is important to emphasize that structural dynamics and energy dissipation depend
decisively on the presence and nature of hydrogen bonds. Hydrogen bonding induces a
redshift of the stretching and a blueshift of the bending modes thereby allowing efficient
OH stretching relaxation by minimizing the energy mismatch with the bend overtone.
Additionally, intermolecular vibrations caused by the presence of hydrogen bonds act as
acceptors of vibrational excess energy, e.g., for fast OH bending relaxation to the librations.
Naturally, much longer vibrational lifetimes in the range of tens of picoseconds were found
for water monomers dissolved in nonpolar solvents where water cannot form hydrogen
bonds [179, 180].
Reverse micelles with variable water content are systems ideally suited to probe water
dynamics at charged interfaces and study the transition to bulk-like behavior as w0 is
increased. The OH stretching lifetime of H2O in AOT reverse micelles at w0=1 is 850 fs
[181–183], i.e., significantly longer than the one for bulk water but shorter than the one
for water monomers. A core/shell model was applied to fit pump-probe dynamics for both
H2O and HOD in H2O modeling water as two independent species one of which interacts
with the AOT head groups and the other exhibiting a bulk-like behavior [183, 184]. While
increased vibrational lifetimes of water in the vicinity of charged interfaces were observed,
the exact energy relaxation pathway has remained unclear. Photon echo measurements
revealed a pronounced inhomogeneity of the OH/OD stretching bands at low hydration
levels that persists at least one order of magnitude longer than for bulk water pointing to
reduced structural dynamics of surface-bound water molecules [185–187]. Time-resolved
data of the bending mode of confined water have not been published.
Less information is available about dynamics of water interacting with phospholipid
head groups or phosphate groups in other biomolecular systems. It was shown that the
OD stretching absorption band of D2O in weakly hydrated phospholipid multibilayers
is inhomogeneously broadened and a tentative assignment of OD stretching frequencies
to different water species was made. Generally, vibrational lifetimes decrease with in-
creasing w0 [188–190]. Anisotropy decays of the OD stretching vibration of isotopically
diluted water suggest reduced orientational relaxation of water molecules interacting with
the phospholipid head group. The data was interpreted as a ’wobbling in a cone’ that
leaves hydrogen bonds intact during the experimental time window of 5 ps [191]. Recent
advances in the field of time-resolved vibrational sum frequency generation may lead to
additional information about structural dynamics of the hydration shell of fully hydrated
phospholipids [35, 192, 193]. 2D IR spectroscopy of DNA hydration shells found structural
fluctuations that are a factor of 3–5 slower than in bulk water [194] which is in agreement
with molecular dynamics simulations [195].
In the following we will present the vibrational dynamics of the stretching and bending
vibration of biologically relevant neat H2O interacting with phospholipids. The use of
reverse micelles allows for a precise control of the water content in order to study hydra-
tion shells of different size. Section 4.1 gives insight into the dynamic lineshape of the
OH stretching vibration demonstrating an inhomogeneous distribution of water molecules
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Figure 4.1: Linear OH stretching absorption spectra of water confined inside DOPC reverse
micelles for w0=1, 3 and 16. For comparison, the linear spectrum of bulk water
is shown. The OH stretching absorption becomes narrower with decreasing
water content and a slight redshift of the maximum absorption frequency is
observed. Substructures in the case of w0=1 and 3 are caused by the benzene
solvent (orange line).
up to hydration levels of w0=16. Energy relaxation at all hydration levels proceeds via
the OH bending vibration and further vibrational energy redistribution into small water
pools occurs for w0≥3. In section 4.2, we show the importance of librational modes as
energy acceptors for OH bending vibrations and demonstrate how inter- and intramolec-
ular energy relaxation are affected by the size of phospholipid hydration shells. The heat
transport out of reverse micelles is briefly discussed in section 4.3.
4.1 OH stretching dynamics: Energy redistribution into small
water pools
Linear spectra of the OH stretching mode of water confined in DOPC reverse micelles are
shown in Fig. 4.1. A significant broadening of the absorption band from <300 cm−1 to
400 cm−1 (FWHM) is observed when w0 increases from 1 to 16 with the spectrum for
w0=16 being similar to the one for bulk water. The maximum absorption frequency at
low hydration levels is slightly red-shifted compared to the bulk-water case. Such shifts
have been observed for neat and isotopically diluted (HOD in H2O) water interacting
with phospholipid multibilayers and assigned to the increasing relative amount of strong
phosphate-water hydrogen bonds [191, 196]. Again, from linear spectroscopy the physical
origin of the shape of the linear spectra, i.e., the underlying line broadening mechanisms,
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remain unclear and nonlinear spectroscopy is required for unraveling different contributions
to the infrared lineshapes.
2D IR OH stretching spectra of water confined inside DOPC reverse micelles are pre-
sented in Fig. 4.2. At T=125 fs all spectra are dominated by a positive signal centered
around a detection frequency of 3400 cm−1 caused by the v=0 to 1 bleaching and stimu-
lated emission contributions. A smaller red-shifted negative signal caused by the v=1 to
2 excited state absorption appears to be weaker and is only partially detected due to the
strong anharmonicity. At w0=1 and 3, both contributions decay with increasing popula-
tion time. For w0=16, in contrast, the positive signal rises after 300 fs accompanied with
the growth of a new negative signal at a detection frequency around 3600 cm−1.
Blue lines in Fig. 4.2 represent center lines as a measure of the current 2D spectral shape.
Population time-dependent center line slopes suggest a strong w0-dependence of spectral-
diffusion time constants. As is obvious from the 2D spectra, the correlation between
excitation and detection frequencies is largely preserved at w0=1 up to T=1500 fs whereas
such memory effects are absent for spectra measured for w0=16 at T=500 fs. It should be
noted that spectral diffusion in neat water caused by the highly fluctuating nature of the
hydrogen-bond network (bottom row of Fig. 4.2, reproduced from [177]) is significantly
faster than for water confined in DOPC reverse micelles at all hydration levels presented
here.
In order to extract spectral diffusion rates, the center line slope (CLS) as a function of
population time is plotted in Fig. 4.3. The CLS for all hydration levels is 0.7±0.1 at T=125
fs. After a moderate decay, the value for w0=1 levels off at a value of approximately 0.6.
Contrarily, the slopes for w0=3–8 decay on a time scale of 400-500 fs (cf. Table 4.1). The
uncertainty of such decay times is in the range of 20% due to the limited number of points
to be used for the fits. Within our experimental accuracy, the spectral reshaping rates of
the OH stretching band are constant in the range of w0=3–8. Faster spectral diffusion at
w0=16 as observed in the 2D spectra (Fig. 4.2) is manifested in a quick CLS decay with a
time constant of 250 fs. The reshaping dynamics at all hydration levels differ significantly
from the behavior of bulk water for which the CLS has a value of 0.25 at T=100 fs
indicating much higher spectral-diffusion rates when a water molecule is embedded in an
extended water hydrogen-bond network.
Broad band pump-probe spectra for population times up to 3 ps are plotted in Fig. 4.4.
w0 TCLS (fs) TFM (fs) T1 (fs)
1 >1500 ps >1000 530
3 400 420
5 380
8 460 530
16 250 310 330
Table 4.1: Exponential decay times of fits to the spectral reshaping of the OH stretching
band as measured by decays of center line slopes of 2D spectra (TCLS) and
first moments of pump-probe spectra (TFM ). T1 lifetimes were determined by
pump-probe measurements mapping the decay of the excited state absorption.
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Figure 4.2: 2D IR spectra of the OH stretching vibration of water confined inside DOPC
reverse micelles. The spectra for a range of w0 between 1 and 16 are shown for
the population times T indicated. Blue lines represent the center lines whose
slopes are used to trace the dynamics of spectral reshaping. For comparison,
the last row shows 2D IR spectra of the OH stretching vibration of neat water
(reproduced from [177]). All spectra were measured with pulses of parallel lin-
ear polarization. Minor reshaping occurs in the case of w0=1 whereas spectra
at w0=16 experience a quick loss of the correlation between excitation and
detection frequencies on a 300 fs time scale. Such spectral diffusion is accom-
panied by the rise of a homogeneous signal at detection frequencies in a range
around 3600 cm−1.
67
4 Ultrafast Vibrational Dynamics of Phospholipid Hydration Shells
0 500 1000 1500
0.0
0.2
0.4
0.6
0.8
1.0
 
C
e n
t e
r  L
i n
e  
S
l o
p e
Population Time  (fs)
 w0=1
 w0=3
 w0=5
 w0=8
 w0=16
  Bulk H2O
Figure 4.3: Center line slope of the blue lines in Fig. 4.2 as a function of population time.
Such spectra clearly show an enhanced absorption at low frequencies around 3000 cm−1
indicating the existence of a very broad v=1 to 2 excited state absorption. Note that
the decay of this contribution becomes significantly faster with increasing w0. At w0=1
and 3, negative absorbance change signals at 3400 cm−1 decay slower than the excited
state absorption and a rise is observed for w0=16 indicating that the time evolution at
this frequency position is influenced by vibrational energy redistribution of the initial
OH stretching excitation. This picture is further supported by a rising positive signal
contribution at high probe frequencies of about 3600 cm−1 similar to the one in the 2D
spectra.
The negative absorbance-change contribution of the pump-probe spectra exhibits a sig-
nificant reshaping with population time. In order to follow the corresponding dynamics,
the first moment of the transient spectra
FM(T ) =
∫
νPr∆A(T, νPr)dνPr∫
∆A(T, νPr)dνPr
(4.1)
as a function of the population time T was extracted. The first moment was calculated
between 3220 and 3610 cm−1 for w0=1 and between 3180 and 3640 cm−1 for w0=3 to
observe the reshaping of the v=0 to 1 transition only. At w0=16 we chose a variable lower
frequency boundary corresponding to the zero-crossing points of the absorbance change
to avoid cutting of large parts of the bleaching contribution. The upper boundary was
kept fixed at 3520 cm−1 so that the influence of the rising enhanced-absorption signal was
minimized. The result of the calculations presented in Fig. 4.4(d) suggests a redshift of the
bleaching component from >3400 to 3300 cm−1. The time scale of such shifts depends on
the water content in the system. While reliable fitting for the FM of w0=1 is impossible
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Figure 4.4: Transient pump-probe spectra of the OH stretching vibration of water con-
fined in DOPC reverse micelles for w0=1, 3 and 16 (a–c). Linear spectra are
indicated with solid lines. All transients were measured with parallel linear
polarizations of pump and probe pulses and a weak benzene response was
subtracted for w0=1 and 3. The decay of the enhanced-absorption signal at
3000 cm−1 demonstrates increased relaxation rates with increasing w0. The
decays are accompanied by a rise of a positive signal at 3600 cm−1 for w0=3
and 16. As in the 2D spectra the bleaching contribution is subject to a reshap-
ing that is quantified by calculating its first moment (d). Single exponential
fits (red lines) with time constants of 530 fs, 310 fs and 200 fs for w0=3, 16
and bulk water indicate similar time scales of reshaping as the CLS decays do
for the 2D spectra.
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because of the unknown limiting value (T →∞), the other traces fit well to single expo-
nential decays of 530 fs (w0=3), 310 fs (w0=16) and 200 fs (bulk). Those constants are
slightly higher than the ones obtained by the CLS analysis of the 2D spectra (cf. Table 4.1)
but show a similar decrease with hydration. It should be emphasized that the origin of the
reshaping may be the same for both techniques but only 2D IR spectroscopy allows insight
into the underlying lineshape dynamics. Pump-probe spectra could simply be interpreted
as shifts of transient signals whereas 2D spectra clearly demonstrate a transition from
inhomogeneous to homogeneous lineshapes.
Further information about OH stretching dynamics is revealed by a kinetic analysis of
polarization-resolved pump-probe data at fixed frequency positions presented in Fig. 4.5.
The v=1 lifetimes are extracted from the isotropic excited state absorption decay mea-
sured at 3005 cm−1 (cf. Fig. 4.5(a)). Single exponential fits of the transients starting at
T=260 fs to avoid the influence of coherent pump-probe coupling give lifetimes of 530 fs,
420 fs and 330 fs for w0=1, 3 and 16, respectively, confirming the impression of enhanced
relaxation at high hydration levels obtained by the 2D and pump-probe spectra. The
negative component at 3395 cm−1 (cf. Fig. 4.5(b)) decays on a slower 1.5–2 ps time scale
for w0=1 and 3 whereas an increase occurs for w0=16 up to 1.5 ps followed by a decay that
is significantly slower than the one for low hydration levels. Note that this increase corre-
lates with the rise of the enhanced absorption signal at 3636 cm−1 presented in Fig. 4.5(d)
pointing to the fact that transient spectra measured at w0=16 are strongly dominated by
energy redistribution in the system. Transients for w0=1 and 3 indicate that the signal
rise becomes slower and less pronounced with decreasing water content.
The anisotropies plotted in Fig. 4.5(c) are distorted by the coherent artifacts around
zero delay time. However, a clear deviation from the value of 0.4 at T=500 fs suggests a
partial depolarization of the signals on an ultrafast time scale of <300 fs. The asymptotic
anisotropy values decrease with increasing hydration, i.e., they reach a value of ≈0.25 for
w0=1, 0.15 for w0=3 and 0.05 w0=16. The uncertainty for these values is 0.1 so that
within the accuracy of the measurement, one finds a total loss of anisotropy for w0=16.
4.1.1 Vibrational relaxation to the bending mode
The kinetic analysis proves that OH stretching relaxation rates decrease for decreasing
values of w0. This finding is in agreement with previous studies of water at charged
interfaces of AOT reverse micelles [181–183]. It is known for bulk water that the stretching
vibration relaxes via the OH bending overtone [174]. Increased lifetimes at low values
of w0 in AOT reverse micelles were assumed to arise from an exclusion of the bending
vibration from the energy relaxation pathway due to a shift of the OH stretching absorption
spectrum, resulting in a slower energy transfer to hydrogen-bond or AOT modes [181, 183].
The OH bending overtone (v=0 to 2 transition) has a frequency position of ≈3250 cm−1.
Note that the linear absorption spectra at all hydration levels in DOPC reverse micelles
(cf. Fig. 4.1) have a shoulder at this frequency position that indicates a significant spectral
overlap opening the opportunity for efficient energy relaxation.
Fig. 4.6 shows the transient OH bending response around 1650 cm−1 after OH stretching
excitation with pump pulses centered at 3400 cm−1 for w0=1. In this case, the weakest
overlap between the OH stretching mode and the OH bending overtone would be expected
from an inspection of the linear spectra. Transient spectra (Fig. 4.6(a)) are comprised of
negative and positive signal contributions around 1675 and 1615 cm−1 caused by the usual
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Figure 4.5: Pump-probe kinetics of the OH stretching vibration of water confined in DOPC
reverse micelles for w0=1, 3 and 16. (a) Normalized isotropic transient ab-
sorbance change mapping the excited state absorption decay at a probe fre-
quency of 3005 cm−1 (symbols). Monoexponential fits (red lines) with time
constants of 530 fs (w0=1), 420 fs (w0=3) and 330 fs (w0=16) demonstrate
the hydration dependence of the vibrational lifetime. (b) Transients taken at
the maximum of the bleach signals at 3395 cm−1. Signals for w0=1 and 3
decay monotonically while a delayed rise occurs at w0=16 after a fast initial
decay. (c) Anisotropy decays at νPr=3395 cm−1: An almost constant level of
0.25 and 0.15 are found for w0=1 and 3 after 500 fs. Anisotropies of w0=16
are close to zero for T>300 fs. (d) Transients taken at high frequencies(w0=1:
3535 cm−1, w0=3: 3550 cm−1, w0=16: 3636 cm−1) monitor the rise of the hot
ground state signal. Data for w0=16 are divided by 8 for better comparison.
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Figure 4.6: Two-color pump-probe data of the w0=1 OH bend response after OH stretching
excitation with pump pulses centered at 3400 cm−1. (a) Transient spectra
are similar at delays of 300 and 500 fs and show a slow decay at longer delay
times. (b) The time evolution at 1613 and 1674 cm−1 demonstrates that such a
behavior is caused by a delayed rise of the OH bending response. Biexponential
fits convoluted with the 150 fs time resolution yield rise and decay times of
500 fs and 800 fs, respectively, that are assigned to the OH stretching and OH
bending lifetimes at this hydration level.
v=0 to 1 and 1 to 2 transitions, respectively. Obviously, the data at T=300 and 500 fs are
almost identical in terms of amplitude. The time-dependent transient absorbance change
taken at fixed probe frequency positions of 1613 and 1674 cm−1 (Fig. 4.6(b)) illustrates
that the bending response shows a delayed rise. Coherent pump-probe couplings in the
time traces are less pronounced than in the data shown before due to the use of 500 nm
thick silicon nitride windows with a negligible signal contribution. Therefore, fitting of
the transients around zero delay time becomes feasible. Results of a biexponential fitting
model convoluted with the finite 150 fs time resolution of the experiment reveal that the
transient bending response consists of a delayed rise with a 500 fs time constant and a
subsequent decay on an 800 fs time scale. The rise time exactly matches the OH stretching
lifetime at w0=1 and proves that the initial OH stretching excitation is predominantly
transferred to the OH bending mode at this hydration level. The decay with an 800 fs time
constant is due to the following de-excitation of the bending vibration with intermolecular
librations serving as energy acceptors. Note that the bulk water bending lifetime of 170 fs
is significantly shorter. This issue will be discussed in detail in section 4.2.
Increasing the water content leads to a reshaping of the OH stretching absorption band
toward the bulk water spectrum (cf. Fig. 4.1) so that an enhanced overlap of the bending
overtone with the OH stretching fundamental leads to more efficient energy relaxation.
Additionally, spectral diffusion can bridge the frequency gap between the v=1 of the OH
stretching and the v=2 of the OH bending mode for oscillators in the blue part of the
OH stretching absorption spectrum. Therefore, increasing structural fluctuations with
increasing water pool size are another source for the concomitant increased OH stretching
relaxation rates.
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4.1.2 2D lineshapes as probes for energy redistribution
Despite the lack of spectral diffusion in the case of w0=1, the corresponding 2D spectra
are not purely inhomogeneously broadened. The initial (T=125 fs) CLS value of ap-
proximately 0.7 points to a significant homogeneous contribution to the total lineshape,
caused e.g., by lifetime broadening. If the dephasing rates were dominated by lifetime
broadening, one would obtain 1/T2=1/(2T1)≈1 ps−1 causing a homogeneous linewidth of
∆νhom=1/(picT2)≈10 cm−1 which is clearly smaller than the antidiagonal line width of
70 cm−1. Hence, there must be other contributions to the homogeneous linewidth such as
anharmonic coupling and energy transfer between the OH stretching oscillators. Moreover,
due to the spectral bandwidth of the pulses, a coherent superposition of both oscillators
can be prepared. Intramolecular energy transfer between the OH stretching modes would
cause a dephasing of the initially excited vibration. This process must be accompanied
by a depolarization of the emitted electric field due to the different orientation of the
two oscillators involved (the angle between the dipoles of symmetric and antisymmetric
stretching vibrations in a normal mode picture is 90◦). Such an expectation is supported
by the ultrafast anisotropy decay observed for w0=1 to a finite value of approximately
0.2 (Fig. 4.5(c)). Similar anisotropy decays were found for water forming weaker hydro-
gen bonds with acetonitrile where the splitting of the OH stretching absorption band
into symmetric and antisymmetric modes is clearly visible [197, 198]. The correspond-
ing ultrafast change of the mode character on a roughly 250 fs time scale contributes
to the dephasing time with 1/T2=1/T ∗2 +1/2T1=1/200 fs−1 resulting in a homogeneous
linewidth of ≈53 cm−1. This value is similar to the antidiagonal linewidth observed in
the 2D spectra. A more appropriate lineshape analysis as presented in section 3.1 requires
knowledge about the frequency fluctuation correlation function including effects of an-
harmonic couplings and dephasing as well as structural fluctuations of lipid head groups.
Such a detailed theoretical treatment is out of the scope of this thesis. However, molecular
dynamics simulations combined with density functional theory can use the experimental
results described here as a benchmark to obtain a more complete picture of water-lipid
interactions on ultrafast time scales.
It is known e.g., for bulk water that energy of OH stretching excitations is quickly re-
distributed to low-frequency intermolecular hydrogen-bond modes ultimately resulting in
a macroscopic sample heating. Microscopically, hydrogen bonds become weaker and/or
break leading to a characteristic blueshift of the linear OH stretching spectra [166]. Time-
resolved vibrational spectroscopy detects such shifts as differential absorption that is ob-
served at late population times. Signal contributions at high probe frequencies as shown
in Fig. 4.5(d) are helpful in mapping the energy redistribution as they are not masked
by signals of the initial OH stretching excitation. While the OH stretching mode gets
de-excited during the vibrational lifetime, elevated temperatures in the excited sample
volume persist for longer time scales until cooling due to heat diffusion is completed. The
long-lived transient signals are therefore often referred to as hot ground state signals.
2D spectra of the OH stretching vibration and the associated CLS analysis demon-
strate that the spectral diffusion rates for values of w0 between 3 and 8 are similar to
the vibrational lifetimes, i.e., there is a correlation between energy relaxation and the
spectral reshaping. Energy deposited in the OH stretching vibration quickly relaxes to
the bending modes followed by energy redistribution into intermolecular modes. As such,
water molecules in the proximity of the initial OH stretching vibration get affected and
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contribute to the hot ground state. That is, the correlation between the excitation and
detection frequencies is lost because the hot ground state is associated to a large number
of molecules that were not excited initially. As a result, this signal is expected to have
a homogeneous lineshape which is clearly true for the rising 2D signal at detection fre-
quencies around 3600 cm−1 (blue contours). Spectral diffusion observed on the v=0 to 1
transition is therefore attributed to the rise of the hot water ground state.
Spectral diffusion is negligible at w0=1 where single water molecules are hydrogen
bonded to the phosphate or carbonyl groups of the phospholipid head groups. In such a
case, excess energy of the OH stretching excitation has to be accepted by phospholipid
vibrations. Large water-water distances prevent the formation of water hydrogen bonds
so that a collective hot ground state is not expected. The observation of spectral diffusion
for w0≥3 suggests that very small water pools are formed already at low hydration levels
of w0=3. Such small water pools act as efficient heat sinks for OH stretching excitations
in a similar way as for phosphate excitations. Up to a value of w0=8, the spectral diffu-
sion rates remain almost constant indicating that increased hydration levels increase the
pool size without introducing significant changes of the hydrogen-bond dynamics. This
behavior is in line with the phosphate and carbonyl groups being hydrated by 6–8 water
molecules (cf. section 1.1).
A further increase of w0 leads to faster spectral diffusion. This is partly caused by
the shorter vibrational lifetimes at high hydration levels resulting in faster energy redis-
tribution and a faster formation of the hot ground state signature. Remarkably, w0=16
is the only hydration level for which the CLS decay is faster than vibrational relaxation
(cf. Table 4.1) pointing to other dynamic processes such as structural fluctuations of the
hydrogen-bond network. It should be emphasized that the OH stretching dynamics rep-
resent an ensemble average of water molecules interacting with the head groups and a
more bulk-like part in the interior of the reverse micelles. Phosphate vibrational dynamics
discussed in section 3.1 are true interfacial probes and have shown that the phosphate-
water hydrogen-bond geometry, i.e., the first layer of hydration, is rigid on a time scale
of 10 ps. Therefore, structural fluctuations of water must be assigned to molecules in the
intramicellar pool not directly interacting with the phospholipid head groups.
Structural fluctuations of the hydrogen-bond network on a 100 fs time scale are the
major source for spectral diffusion in bulk water [176, 177]. Such an ultrafast memory loss
is absent for hydration shells of phospholipids up to a value of w0=16 demonstrating that
the embedding of water molecules in the strong electrostatic potential of lipid head groups
leads to a significant change of structure and dynamics of the hydrogen-bond network.
While structural fluctuations are only of little importance for the interpretation of the
2D OH stretching spectra they cannot be excluded categorically. In fact, the pump-probe
kinetics (and the CLS decays at w0=16) suggest that the spectral diffusion rates caused
by such fluctuations increase with the hydration level.
In conclusion, a detailed analysis of 2D IR and pump-probe data reveals that the OH
stretching vibration relaxes via the OH bending vibration for hydration shell water of
phospholipids. Small water pools around the lipid head groups form already at hydration
levels as small as w0=3. Such water pools act as efficient heat sink modifying the energy
relaxation pathway in a way that energy acceptance by the lipids is less probable. A similar
result was obtained from the phosphate dynamics where the ratio of the biexponential
decay amplitudes (cf. Table 3.2) increases most significantly when w0 is raised from 1
to 3. If the vibrational energy of phosphate excitation was accepted by the water pool
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Figure 4.7: Response of the OH stretching vibration to heating. (a) Temperature-
dependent linear spectra for w0=3 at Tsample=20◦C and 35◦C. A temperature
increase leads to weakening of hydrogen bonds that causes a blueshift of the
OH stretching vibration as represented by the scaled differential spectrum in
(b). Additionally, transient spectra 1 ps after excitation of νAS(PO−2 ) (solid
squares) and 3 ps after excitation of the OH stretching vibration (divided by
10, open circles) are shown. The transient hot ground state signal rises during
the first picosecond after νAS(PO−2 ) excitation (c). Transients between 3550
and 3650 cm−1 were averaged for the positive contribution to obtain a better
signal-to-noise ratio.
as claimed before, a clear experimental signature of a hot water ground state must be
observable.
4.1.3 Small water pools as heat sinks for intramolecular vibrations
A proof for the existence of such signals at a value of w0=3 is given in Fig. 4.7 that shows
hot ground state signals in analogy to the ones of the antisymmetric phosphate stretching
vibration shown in Fig. 3.12 (page 59). Again, the differential absorption of temperature-
dependent linear spectra as well as long-term signals after excitation of the antisymmetric
phosphate stretching and OH stretching vibration appear to be similar (Fig. 4.7(b)). The
comparison verifies that small water pools are the primary energy acceptors for water
and phosphate stretching excitations, i.e., vibrational energy deposited in intramolecular
modes of water and the phosphate groups is quickly redistributed into intermolecular
modes of the water pool. This process is manifested in the delayed rise of the hot ground
state signals as shown in Figs. 4.5(d) and 4.7(c) on a time scale that directly reflects the
lifetimes of modes involved in the energy relaxation pathway.
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There is another mechanism for direct intermolecular OH stretching energy redistribu-
tion within the water pool as is evident from the anisotropy decays that become more
efficient with increasing hydration. It is known for bulk water that the strong transition
dipole moments lead to resonant excitation transfer between adjacent water molecules
[178]. Such an intermolecular energy transfer should also occur as soon as water pools form
around the phospholipid head groups. This hopping of excitation results in a depolariza-
tion of pump-probe signals, i.e., an anisotropy decay, according to the relative orientation
of OH stretching dipoles. As discussed before for w0=1, the anisotropies (Fig. 4.5(c))
show an initial fast decay due to energy transfer between the two OH stretching modes
of one water molecule. Since structural fluctuations are of minor importance, the addi-
tional anisotropy decay for w0≥3 is assigned to resonant energy transfer between water
molecules. As such, the anisotropy decays represent another indication of small water
pools around phospholipid polar head groups that form as soon as 3 water molecules per
lipid are present. An increase of the pool size results in a larger variety of water orienta-
tions so that a randomization of the initial polarization becomes more probable. This is
demonstrated by the total anisotropy loss at w0=16.
In the case of water, the intramolecular energy redistribution pathway is known. The
two-color data presented in Fig. 4.6 demonstrates energy redistribution from the stretching
to the bending mode from where it is expected to relax via the librations. Interestingly,
the vibrational lifetime of the bending mode at a level of w0=1 was determined to have
a value of 800 fs, i.e., the vibrational relaxation rate is 4 times smaller than for bulk
water. The bending vibration is the lowest-energy intramolecular vibration of water.
Hence, vibrational energy has to be accepted by intermolecular modes that are intimately
connected with the hydrogen-bond structure. Time-resolved pump-probe measurements
of the OH bending vibration in different reverse micellar systems are helpful in deciphering
different contributions to the OH bending relaxation rate. In this way, the next section
will explain the strong hydration dependence of the corresponding vibrational lifetime.
4.2 OH bending dynamics: Energy relaxation into
intermolecular modes
Fig. 4.8 summarizes pump-probe data of the OH bending vibration of water in DOPC
reverse micelles obtained by pumping the fundamental transition with pulses centered
around 1650 cm−1. The bleach and stimulated emission on the v=0 to 1 transition results
in a negative absorbance change around this frequency position whereas the positive sig-
nal caused by the anharmonically red-shifted v=1 to 2 absorption is found at 1600 cm−1
(Figs. 4.8(a–c)). A significant broadening is observed with increasing w0 and a slight
redshift of the order of 10 cm−1 occurs for the zero-point between the two signal contribu-
tions. Such shifts may result from the increased fraction of weaker water-water hydrogen
bonds compared to the low-hydration case when water is preferentially hydrogen bonded
to the lipid’s phosphate and carbonyl groups. At late delay times (T>1 ps) an enhanced
absorption feature around 1650 cm−1 builds up for w0=8 and 16. The amplitude of the
delayed rise increases with w0, a behavior reminiscent of the OH stretching hot ground
state discussed before. The hot ground state signature of the OH bending vibration is
known from pump-probe data of bulk water [170] and matches the shape observed at high
hydration levels in the DOPC reverse micelles. We conclude that energy deposited in the
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Figure 4.8: Pump-probe data of the OH bending vibration of water confined in DOPC
reverse micelles measured with parallel linear polarizations of pump and probe
pulses centered around the maximum of the OH bending absorption spectrum
at 1650 cm−1. (a–c) Transient spectra for w0=3, 8 and 16 (symbols) and
the corresponding linear absorption (lines). Substructures in the steady state
spectra are caused by benzene. The weak benzene response was subtracted
from the time-resolved data for w0=3. At early delay times, spectra at all
hydration levels show the typical shape consisting of a negative contribution on
the fundamental transition and an anharmonically red-shifted positive signal
on the v=1 to 2 transition. At T>1 ps, a positive signal grows in around
1650 cm−1 indicating the rise of a hot ground state that gains in importance
with increasing w0. (d–f) Corresponding time evolution at the two frequency
positions of maximum (1600 cm−1) and minimum (1650 cm−1) absorbance
change.
77
4 Ultrafast Vibrational Dynamics of Phospholipid Hydration Shells
w0 τDOPC (fs) τAOT (fs) τBrij−30 (fs)
1 800
2 400
3 730 615
8 440 440 250
16 345 345
Table 4.2: Monoexponential decay times from fits of the positive absorbance change signal
of the water bending vibration in DOPC, AOT and Brij-30 reverse micelles (red
lines in Figs. 4.8, 4.10, 4.11). The value for w0=1 was determined indirectly
through the OH bend response after OH stretching excitation (cf. section 4.1.1).
OH bending vibration is redistributed among intermolecular modes in the water pool in
consistence with the conclusions drawn in the previous section.
The time-dependent absorbance change at two fixed frequency positions is plotted in
Figs. 4.8 (d–f). Transients taken at 1600 cm−1 (solid squares) monitor v=1 population
decay and monoexponential fits (red lines) give the corresponding T1 lifetimes of the OH
bending vibration. The results summarized in Table 4.2 show a clear increase of the OH
bending lifetime from ≈350 fs at w0=16 to ≈700 fs at w0=3 with the latter approaching the
800 fs lifetime for w0=1 as determined by the transient bending response after stretching
excitation. Note that the value determined for high hydration levels of w0=16 is longer
than the 170–260 fs lifetime reported for bulk water [167, 168, 170].
MD simulations found a prominent role of the librational water modes as energy ac-
ceptors of OH bending excitations [171, 172]. They determined a lifetime of 270 fs with
2/3 of the relaxation rate arising from energy relaxation to librational modes of the same
water molecule. 1/3 of the relaxation rate originates from intermolecular energy transfer
to the water’s first hydration shell, i.e., the 4 nearest neighbors. Intramolecular energy
relaxation depends in a decisive way on the fluctuating force f(t) the librations exert on
the axis of the bending vibration. The intramolecular vibrational relaxation rate at the
fundamental bending frequency Wintra(ν01) is connected to the time correlation function
of the fluctuating force by:
Wintra(ν01) ∝ |Hcen|2
∫ ∞
−∞
dt 〈f(t)f(0)〉 e−i2picν01t (4.2)
Here, Hcen is the centrifugal coupling matrix element taken between the v=1 and v=0
states of the bending vibration. According to eq. 4.2, the relaxation rate is determined by
the Fourier amplitude of the fluctuating force at the fundamental frequency if one assumes
the coupling matrix element to be constant.
The L2 band of water librations causes a broad infrared absorption centered at νL2≈
670 cm−1 significantly lower than the bending fundamental frequency. However, there are
librational over- and combination tones at around 2νL2. The overtone of high frequency
librations at 800 cm−1 corresponding to hindered vibrations around the axis with the
lowest moment of inertia (x-axis in Fig. 4.9(b)) participates in a Fermi resonance with
the bending mode thereby establishing an efficient energy relaxation pathway of bending
excitations. Hydrogen bonding is responsible for the existence of librational modes of
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Figure 4.9: (a) Molar extinction coefficient  of bulk water (dashed line) and water confined
in AOT reverse micelles (solid lines, the arrows indicate the progression of
spectra measured for w0=40, 20, 10, 6, 4, 2, 1) taken from [200]. The spectral
redshift illustrates decreasing librational frequencies when water is removed
from the reverse micelles. (b) Water molecule with the principle axes around
which librations occur. The x-axis librations are the main energy acceptors
for OH bending excitations.
water in the condensed phase. Thus, modifications of the hydrogen-bond geometry of
a water molecule can be expected to cause changes in the librational frequencies [199].
Bending relaxation rates are strongly determined by those frequency positions and are
therefore sensitive probes for local hydrogen-bond geometries.
The increasing OH bending relaxation rates at low hydration levels in DOPC reverse
micelles may be caused by a shift of librational frequencies. Unfortunately, there is no
information about low-frequency vibrations of phospholipid hydration-shell water. How-
ever, THz absorption spectra of the related AOT reverse micelles are available [200, 201]
(cf. Fig. 4.9(a)). While reverse micelles with w0=40 resemble the bulk water spectrum
with a maximum at 670 cm−1, a gradual redshift of the peak towards 500 cm−1 at a value
of w0=1 is observed. Decreasing transition frequencies are a sign for a softening of the
librational potential due to a reduced restoring force, i.e., rotations of the water molecules
become less restricted compared to the bulk. Such a behavior has been assigned to the
highly perturbed hydrogen-bond network structure of head-group bound water molecules
that is determined by electrostatic interactions of water with the ionic head groups and
reduced water-water hydrogen bonding [202]. Due to a similar molecular structure, one
expects very similar changes in the librational absorption of water in DOPC reverse mi-
celles. A markedly different situation occurs for non-ionic surfactant molecules in which
electrostatic interactions play a minor role. THz absorption spectra of reverse micelles
containing the non-ionic surfactant Brij-30 remain similar to the librational absorption of
bulk H2O at all hydration levels [201] – a result that is confirmed by molecular dynam-
ics simulations [203]. It is instructive to use the two extreme cases with the known L2
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Figure 4.10: Same as in Fig. 4.8 for the bending vibration of water confined in AOT reverse
micelles (solvent CCl4). The similarities of the transients in both cases point
to identical relaxation pathways.
absorption band as a benchmark for comparison with OH bending relaxation in DOPC
reverse micelles described above.
Fig. 4.10 shows pump-probe data of the water bending vibration in AOT reverse mi-
celles (dispersed in the solvent CCl4) measured under the same conditions as for DOPC
(Fig. 4.8). Generally, a strong similarity between the two cases is found for both spectral
shape and decay of the time-resolved data. As is evident from Table 4.2, the relaxation
rates at w0=8 and 16 are identical in DOPC and AOT reverse micelles. Increasing lifetimes
with decreasing w0 are also found for AOT with the value at w0=3 being slightly smaller
than for DOPC. Care must be taken not to overinterpret the different time constants
since the uncertainty for w0 is ∆w0≈1. Infrared absorption spectra of the OH stretching
vibration indicate a slightly larger water content for AOT. Hence, it is concluded that the
OH bending lifetimes for similar water content in the two different systems agree within
the accuracy of the measurement.
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Figure 4.11: Pump-probe data of the OH bending vibration of water in Brij-30 reverse
micelles for w0=2 and 8. The corresponding linear spectra are shown as
lines, a shoulder at w0=3 is due to the cyclohexane solvent. Note the different
time scaling of the transient spectra compared to the ones of DOPC and AOT
(Figs. 4.8 and 4.10) indicating shorter bending lifetimes in the case of Brij-30.
OH bending pump-probe data for water in Brij-30 reverse micelles (dispersed in the
solvent cyclohexane) are presented in Fig. 4.11. Note the different time scaling of the
transient spectra compared to Figs. 4.8 and 4.10. At both hydration levels shown (w0=2
and 8), the enhanced absorbance change due to the excited state absorption is broader
and decays faster than at comparable values of w0 in DOPC and AOT reverse micelles.
An inspection of Table 4.2 verifies this impression. Vibrational relaxation of the bending
mode in Brij-30 reverse micelles at w0=2 happens on a 400 fs time scale and is faster
than at a value of w0=8 in the ionic reverse micelles. Increasing the hydration level up to
w0=8 further enhances the relaxation rate resulting in a 250 fs lifetime close to the value
observed for bulk water.
The OH bending relaxation of water in the ionic and non-ionic reverse micelles is consis-
tent with the results of bulk water molecular dynamics simulations. As described above,
the calculations yield a 270 fs OH bending lifetime with intramolecular energy transfer to
the librational modes causing 2/3 and intermolecular energy transfer to water molecules
in the first hydration shell accounting for 1/3 of the relaxation rate. The intramolecular
relaxation pathway via librations of the bend-excited water molecule remains unaltered in
Brij-30 reverse micelles due to the similar librational structure of bulk and confined water.
At w0=2, a hydration shell around head-group bound water molecules does not exist so
that only the intramolecular channel contributes to the relaxation rate of 2/3·(270 fs)−1
corresponding to a 405 fs lifetime. This value is in excellent agreement with the experimen-
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tal result. The intermolecular decay channel is opened upon raising the H2O concentration
so that water-water hydrogen bonds between nearest neighbors can form. Accordingly, the
OH bending lifetime decreases as is evident by the value of 250 fs observed for Brij-30 re-
verse micelles at w0=8.
In the ionic reverse micelles, both inter- and intramolecular energy relaxation are af-
fected when w0 is decreased. In addition to the removal of closest neighbors, the li-
brational L2 band downshifts by ∆νL2=170 cm−1 when going from bulk water to an
AOT reverse micelle with w0=1. Overtones must therefore be expected to downshift by
≈2∆νL2=340 cm−1 leading to a strongly reduced probability of establishing a Fermi reso-
nance with the bending fundamental and a concomitant increase of the relaxation rates. In
the classical molecular dynamics simulations mentioned above [172], the Fourier spectrum
of the rotational kinetic energy time correlation function is used to estimate the relevance
of rotations around different molecular axes for bend de-excitation. Only the overtone of
the rotation around the axis with the lowest moment of inertia has a substantial Fourier
amplitude at the bending fundamental frequency. The corresponding spectrum displaying
a >500 cm−1 width is centered at 1400 cm−1. A downshift of 2∆νL2 to <1100 cm−1 would
diminish the Fourier amplitude at the bending frequency of 1650 cm−1 almost completely
which makes intramolecular energy transfer to the librations much less efficient. As a
result, we see the 800 fs lifetime of the OH bending vibration in DOPC reverse micelles at
w0=1 that is 5 times longer than the one for bulk H2O reported in [167]. Similar dynamics
in DOPC and AOT reverse micelles suggest similar librational potentials in both cases.
After OH bend relaxation, excess energy deposited in the librations must be redis-
tributed to low-frequency modes in order to reach a thermally equilibrated state. It has
been shown that the equilibration occurs on a sub-100 fs time scale for bulk water [171,
174, 175, 204]. Vibrational energy is mainly transferred to librations of the first and sec-
ond hydration shell in a first step followed by population of other low-frequency modes
such as hydrogen-bond vibrations. Consequently, the macroscopic sample temperature
rises and the hydrogen-bond structure is modified. This modification is observed by the
hot ground state pump-probe signals that are dominated by the enhanced absorption
around 1650 cm−1. As explained for OH stretching excitations before, this hot ground
state directly reflects vibrational energy redistribution in intramicellar water pools.
In conclusion, the use of reverse micelles with variable water content allows for a se-
lective control of the OH bending relaxation pathway. Non-ionic reverse micelles display
hydration-independent librational spectra so that the influence of the intermolecular en-
ergy transfer to nearest neighbors can be studied by decreasing the size of the first hydra-
tion shell of the bend-excited water molecule. In contrast, the redshift of the L2 band for
ionic reverse micelles enables the possibility to investigate its influence on the intramolec-
ular bend relaxation via librations. It should be noted that the temperature-dependent
bulk-water bending lifetimes were found to increase from 170 to 250 fs upon heating from
195 to 348 K [205]. The concomitant decrease of hydrogen-bond strength leads to a shift
of the L2 band from 670 to 635 cm−1 [206]. This is clearly smaller than the one found for
reverse micelles explaining the only moderate increase of temperature-dependent lifetimes.
We note that, in principle, another relaxation pathway exists in reverse micelle, namely
intermolecular energy transfer from water to the surfactant molecules. For DOPC and
AOT, the carbonyl stretching as well as the phosphate and sulfonate stretching modes are
potential candidates. The energy difference between carbonyl stretching at 1740 cm−1 and
OH bending vibrations at 1650 cm−1 is less than kT=200 cm−1 (with k being the Boltz-
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Figure 4.12: Pump-probe anisotropies of the water bending vibration in AOT reverse mi-
celles for w0=3 (a), 8 and 16 (b). A constant anisotropy for w0=3 up to a
delay time of 2 ps suggests rigid hydrogen-bond geometries. The anisotropy
w0=8 and 16 at 1648 cm−1 vanishes at long delay times because energy re-
distribution within the water pool affects all water molecules in a similar way
so that any polarization memory gets extinguished.
mann constant) at room temperature so that efficient energy transfer might be expected.
However, we already found in section 3.3 that the carbonyl-stretching dynamics do not
depend on the water content, i.e., coupling between water and carbonyl vibrations is not
sufficient for a substantial amount of energy transfer. This argument is further supported
by the lack of a hot water ground state around 1650 cm−1 after carbonyl stretch excitation
(cf. Fig. 3.13).
An important result of this thesis is that water acts as efficient heat sink for phosphate
excitations, i.e., there is an energy flow of phosphate stretching excitations to low-frequency
hydrogen-bond modes of intramicellar water pools. It should be emphasized that the heat-
sink function is facilitated via low-frequency head-group modes so that direct energy flow
from the phosphate stretching to water is negligible. The same applies for OH bend
excitations of water that might be accepted by phosphate stretching vibrations. Energy
acceptance of the phosphate (or sulfonate) groups is highly unlikely due to the large energy
mismatch of 400 cm−1. Lifetimes of water bending vibrations longer than 5 ps were found
for water monomers in nonpolar solvents that have accepting modes in a similar frequency
range like the phosphate vibrations [180].
A final remark about the polarization dependence of the pump-probe measurements
discussed above should be made. In all cases, only data acquired with linear parallel
pump and probe pulse polarizations were shown. Ultrafast anisotropy decays for the OH
stretching mode (Fig. 4.5(c)) may suggest that the bending lifetimes should be extracted
from isotropic pump-probe data. In order to clarify the polarization dependence of the OH
bending pump-probe data, time-dependent anisotropies for water in AOT reverse micelles
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are displayed in Fig. 4.12. At w0=3, a fairly constant anisotropy is found up to delay times
of 2 ps for both the enhanced and reduced absorption contributions to the signal measured
at 1589 and 1645 cm−1 (Fig. 4.12(a)). Anisotropies taken at frequency positions of the
positive absorbance change for w0=8 are constant up to 750 fs and a slight decay to a
value of 0.3 may be observed at w0=16. The observation times are shorter than in the case
of w0=3 because of the shorter vibrational lifetimes causing a rapid decay of the isotropic
absorbance change which represents the denominator in eq. 2.62. Note the substantially
different anisotropies for w0=8 and 16 for the negative absorbance change contribution.
Both curves show a rise after 250 and 500 fs, respectively, followed by a change of the sign,
eventually levelling off at a value of zero.
In all cases, changes of the anisotropy during the vibrational lifetimes are negligible in
agreement with the result of bulk water [167]. Recall that the anisotropy decays found for
the OH stretching mode of H2O are mainly caused by interaction of the two OH stretching
modes of one water molecule and resonant energy transfer between OH stretching oscilla-
tors of neighboring water molecules. The former contribution cannot exist for the bending
mode and the latter is negligible as evident from a back-of-the-envelope calculation: When
transition dipole moments are modeled as weakly coupled point dipoles (Förster resonant
energy transfer [207]), energy transfer rates depend on the square of the dipole moments.
The same dependency applies for linear absorption spectra (cf. eq. 2.51). As is evident
from Fig. 2.2(a) (page 19), the amplitude and the spectral width of the OH bending ab-
sorption are both about 5 times smaller than the one of the OH stretching absorption
suggesting a transition-dipole-moment ratio of 1:25. As a result, bending energy transfer
rates are expected to be 25 times slower than the 100 fs constant found for the stretching
modes [178]. Therefore, energy transfer is less efficient than vibrational relaxation for the
bending mode leading to a negligible anisotropy-decay contribution.
Constant anisotropies for w0=3 are a clear sign that large-angle jumps of water orien-
tations do not occur, i.e., the hydrogen-bond geometry between water and the lipid head
groups is preserved on a 1 ps time scale. Zero anisotropies at long times for w0=8 and 16
(measured at 1648 cm−1) indicate that there is no correlation between the polarizations of
the initially excited molecule and the hot ground state. This result is in agreement with
the energy redistribution over all water molecules inside the reverse micelle as discussed
several times before.
4.3 Hot ground states as local thermometers, energy flow out of
reverse micelles
The analysis of energy flow after excitation of phosphate or water vibrations provides
strong evidence that water pools accept vibrational excess energy and that the concomi-
tant temperature rise weakens intermolecular water-phosphate and water-water hydrogen
bonds. So far we have only considered few-picosecond time scales to observe energy redis-
tribution within the reverse micelles by monitoring hot vibrational ground state signals
as hallmarks of increasing temperatures. That is, those signals are effectively used as
local thermometers. As such, they should also be able to give insight into the cooling of
the micelle’s cores on a longer time scale when energy is transferred to the surrounding
solvent.
Fig. 4.13 summarizes the long-term behavior of different hot ground state signals after
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Figure 4.13: Long-lived hot ground state signals after OH stretching excitation with pump-
pulse frequencies around 3400 cm−1. Responses of the OH stretching vibra-
tion at w0=3 (a) and 16 (b) as well as the one of the antisymmetric phosphate
stretching vibration at w0=16 (c).
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OH stretching excitation up to a delay time of 100 ps. Figs. 4.13(a,b) show the response
of the OH stretching vibration at the two different hydration levels w0=3 and 16 (corre-
sponding to the traces in Figs. 4.5(b,d)). The temperature rise of water in both samples
directly after energy redistribution to low-frequency hydrogen-bond modes is in the range
of 20 K. While most of the signal at w0=3 decays within 5 ps, only a partial decay occurs
on a 10–20 ps time scale for w0=16 leaving a significant absorbance change at 100 ps. This
behavior is in agreement with previous investigations of cooling of water droplets inside
AOT reverse micelles [208, 209]. There the authors have found that the slower cooling
of large reverse micelles (w0>10) can be explained by classical heat diffusion across the
water pool to the nonpolar solvent whereas faster cooling rates for small reverse micelles
(w0=2) are due to strong vibrational couplings of the vibrations of water to vibrational
modes of the surfactant it is bound to.
It is interesting to compare the hot ground state of the OH stretch to the one of the an-
tisymmetric phosphate stretching vibration (cf. Figs. 4.13(b,c)). Both traces show similar
rise and decay times. While the decay of the phosphate stretching response appears to be
slightly slower, an explanation of this result is not straightforward. A careful interpreta-
tion would require to model the transient lineshapes, which could, for instance, directly
be related to the vibrational temperature. In this way, the phosphate stretching response
may be used as an interfacial probe that monitors heat transfer between the water phase
and the phospholipid.
We note that the pump energies and the pump-probe overlap are slightly different for
the two traces shown in Fig. 4.13(b,c). The low frequency of the phosphate stretching
vibration leads to a diffraction-limited probe-beam waist approximately 3 times bigger
than by probing the OH stretching response. That is, due to the mismatch of pump-
and probe-beam waists, a more inhomogeneous excitation volume is probed by using the
antisymmetric phosphate stretching vibration. Accordingly, the results in Fig. 4.13(c)
represent an ensemble average over an inhomogeneous distribution of temperatures. Al-
though a classical heat diffusion model predicts cooling rates that are independent of the
initial temperature jump [208], additional measurements, e.g., with tunable pump-pulse
energies could help to gain a better understanding of heat dissipation in reverse micelles.
86
5 Conclusions
This thesis deals with the femto- to picosecond dynamics of phospholipid-water interfaces
as seen by time-resolved vibrational spectroscopy. Phosphate-water interactions are of
general importance for the structure and function of biomolecules like DNA and for the
formation of lipid cell membranes. Furthermore, the transport of molecules and ions as
well as cell communication are influenced by the properties of water in the vicinity of the
charged phosphate groups that significantly differ from the ones of the bulk structure. In
order to study phosphate-water interactions, phospholipid reverse micelles are employed as
model systems. Their structure closely resembles the one of vesicles which are highly rel-
evant for biochemical processes in the cell, allowing for the ultrafast dynamics of confined
water in those systems to be deduced.
Ultrafast phosphate-water interactions are investigated in unprecedented detail by an
accurate adjustment of the water content inside reverse micelles in a wide range from sin-
gle water molecules interacting with a phospholipid head group to 16 water molecules per
phospholipid. Microscopic information is obtained by using specific vibrational marker
modes of phospholipids and its hydration-shell water as local probes that are inherently
provided by the system. Phosphate (PO−2 ) vibrations of the two oxygens that form hy-
drogen bonds with water are direct interfacial probes for fluctuating phosphate-water
hydrogen bonds whereas intramolecular OH stretching and bending vibrations of water
serve as sensors for the hydration-shell dynamics.
Vibrational lifetimes and energy relaxation pathways are directly measured by single and
two-color pump-probe experiments. Molecular dynamics such as fluctuating hydrogen-
bond geometries or hydrogen-bond breaking cause vibrational transition frequencies to
fluctuate. Two-dimensional (2D) infrared spectroscopy has the power to resolve such
frequency fluctuations on ultrafast time scales. With these techniques the following results
are obtained for the marker modes mentioned above:
Phosphate stretching vibrations
The lowest frequency for which 2D spectra can be measured with a 100 fs time resolution
was pushed to below 1000 cm−1 making 2D spectroscopy of phosphate vibrations feasible.
• A 2D lineshape analysis of the symmetric and antisymmetric PO−2 -stretching vi-
brations reveals that the fastest structural fluctuations of phospholipid head-group
orientations occur on a 300 fs time scale. The heterogeneity of hydrogen-bond geome-
tries of the phosphate groups leads to a pronounced inhomogeneity of the phosphate-
stretching absorption bands that persists up to 10 ps. This 10 ps time scale therefore
sets a lower limit for the phosphate-water hydrogen-bond lifetime. That is, those
hydrogen bonds are rigid in relation to water-water hydrogen bonds in neat water
that continuously break and reform on a time scale of 1–2 ps.
• 300 fs vibrational lifetimes of the antisymmetric stretching vibration at all hydra-
tion levels similar to the values found for such vibrations in DNA point to energy
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relaxation to low-frequency modes of the phosphate groups. Anharmonic coupling to
these modes leads to a transient redshift of the antisymmetric phosphate stretching
vibration allowing for monitoring the subsequent energy transfer within the phos-
pholipid and to its environment. Thereby, it is found that water pools around the
phospholipids quickly accept excess energy on a sub-picosecond time scale. This
process can be regarded as a protection mechanism that efficiently converts high-
frequency excitations of phospholipids into heat of the surrounding water phase.
• The temperature increase inside the reverse micelles results in weakened phosphate-
water hydrogen bonds which are observed by a transient blueshift of the antisym-
metric phosphate stretching vibration. A similar shift is observed after excitation of
water OH stretching vibrations whose decay is another mechanism for heating water
pools inside reverse micelles.
OH stretching vibration
• Single water molecules bound to the phosphate groups display a static inhomoge-
neous 2D lineshape consistent with the long phosphate-water hydrogen-bond life-
time.
• A full hydration shell and a pool of H2O not directly interacting with the phosphate
groups are established when the water content is increased to 16 water molecules per
phospholipid. In this case, fast frequency fluctuations cause spectral diffusion, i.e., a
reshaping of 2D spectra on the time scale of 250 fs which is attributed to structural
fluctuations of the water pool.
• In the range of 3 to 8 water molecules per phospholipid, the 2D spectra show a
reshaping toward homogeneous lineshapes on the 400–500 fs time scale of energy
relaxation. Energy redistribution to low-frequency modes such as hydrogen-bond
vibrations and translations as described below result in an elevated sample temper-
ature. The OH stretching frequency is sensitive to hydrogen-bond strengths and
blue-shifts in response to the increased temperature. This response is seen as a
so-called hot ground state signal that grows in during energy redistribution to the
low-frequency modes. Homogeneous lineshapes indicate that the initial excitation lo-
cated at a particular water molecule is homogeneously redistributed over an ensemble
of water molecules. Consequently, such a redistribution points to small water pools
around phospholipids that form as soon as 3 waters per phospholipid are present.
• OH stretching vibrations decay via the OH bending mode which is directly moni-
tored with two-color experiments that show a rising OH bending response on the
time scale of the OH stretching decay. This efficient energy relaxation pathway is
established by a Fermi resonance of the bending overtone with oscillators in the red
part of the OH stretching absorption band. Increased structural fluctuations with
increasing water content cause fluctuating OH stretching transition frequencies so
that this spectral diffusion accelerates vibrational relaxation by bridging the energy
gap between high-frequency OH stretching oscillators and the Fermi resonance. As
a result, the OH stretching lifetime decreases from 530 fs for single (static) water
molecules per phospholipid to 330 fs when 16 water molecules per phospholipid are
present.
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• The subsequent equilibration of vibrational excess energy leads to hot ground state
signals as described above. Similar signals are observed after excitation of the an-
tisymmetric phosphate stretching vibration when 3 or more water molecules per
phospholipid are present which further supports the picture of energy transfer from
the phospholipid to its hydration shell.
OH bending vibration
• The decay of the bending vibration proceeds mainly via energy transfer to the li-
brations, i.e., hindered rotations, of the same molecule and partly via intermolecular
energy transfer to neighboring water molecules. Single water molecules embedded in
the electrostatic potential of phospholipid head groups have a librational spectrum
that is 170 cm−1 red-shifted compared to bulk water. Consequently, the intra- and
intermolecular relaxation rates are significantly lowered compared to the bulk which
is reflected in the 4–5 times longer vibrational lifetime of 800 fs.
• As the phospholipid hydration shells are enlarged, their librational spectrum ap-
proaches the bulk spectrum. Additionally, an increasing amount of neighboring
H2O molecules opens the intermolecular decay channel. However, interfacial effects
are present even for large hydration shells of 16 water molecules per phospholipid
that have an OH bending lifetime of 345 fs which is 2 times longer than the bulk
value.
• The relaxation times mentioned above depend on the water content inside the reverse
micelles due to a simultaneous change of intra- and intermolecular relaxation rates.
Using non-ionic reverse micelles made of Brij-30 allows for selectively tuning the
intermolecular relaxation rate due to the hydration-independent librational spectrum
that resembles the one of bulk water. The short vibrational lifetimes of 400 fs and
250 fs for 2 and 8 water molecules per Brij-30 molecule, respectively, demonstrate
the prominent role of librations for energy relaxation of the bending mode.
• With the results described above, the whole energy relaxation pathway of intramolec-
ular vibrations of water in phospholipid reverse micelles is known: OH stretching
excitations decay via the OH bending mode followed by vibrational energy redis-
tribution to librations of the same molecule and to other molecules. Librational
excitations quickly relax to low-frequency hydrogen-bond vibrations and transla-
tions so that the initial excitation of intramolecular water vibrations finally results
in an elevated sample temperature. The elevated temperature is directly observed
by characteristic hot ground state signals of phospholipid (antisymmetric phosphate
stretching) and water (OH stretching and bending) marker modes.
In summary, time-resolved vibrational spectroscopy of the reverse-micelle system has given
valuable insight into the structure and structural dynamics of phospholipid-water inter-
faces complemented by detailed information about vibrational energy flow. The results
presented here can serve as input and benchmark for molecular dynamics simulations,
e.g., of processes at the surfaces of cell membranes. The experimental progress made in
this thesis allows for investigating ultrafast phosphate-water interactions in a variety of
other systems. Studies concerning the hydration of the DNA double-helix backbone are
currently in progress.
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6 Zusammenfassung
Die vorliegende Arbeit behandelt die Dynamik von Phospholipid-Wasser-Grenzschichten
auf einer Femto- bis Pikosekundenzeitskala, die mit zeitaufgelöster Schwingungsspektro-
sopie zugänglich ist. Phosphat-Wasser-Wechselwirkungen sind von allgemeiner Bedeutung
für die Struktur und Funktion von Biomolekülen wie DNS und den Aufbau von Zellmem-
branen aus Phospholipiden. Außerdem werden die Transporteigenschaften von Molekülen
und Ionen sowie Zellkommunikation von den Eigenschaften des Wassers in der Nähe der
geladenen Phosphatgruppen beeinflusst, welche bedeutend von denen des reinen Was-
sers abweichen. Wir benutzen inverse Mizellen aus Phospholipiden als Modellsystem, um
Phosphat-Wasser-Wechselwirkungen zu untersuchen. Ihre Struktur ähnelt der von Vesi-
keln (Liposomen), die von großer Relevanz für biochemische Prozesse in der Zelle sind.
Dadurch wird es ermöglicht, Rückschlüsse über die ultraschnelle Dynamik von Wasser,
das in solchen Systemen eingeschlossen ist, zu ziehen.
Wir untersuchen ultraschnelle Phosphat-Wasser-Wechselwirkungen in bisher unerreich-
tem Detailreichtum durch genaues Einstellen des Wassergehalts in einem großen Bereich,
der von einzelnen Wassermolekülen pro Phospholipid bis zu 16 Wassermolekülen pro Phos-
pholipid reicht. Spezifische Schwingungsmoden der Phospholipide und des Wassers in der
Hydratisierungshülle bieten die Möglichkeit, mikroskopische Informationen ohne chemi-
sche Modifikationen des untersuchten Systems zu erlangen. Phosphat (PO−2 )-Schwingung-
en der beiden Sauerstoffatome, die Wasserstoffbrückenbindungen mit Wasser eingehen,
sind grenzflächensensitive Sonden für fluktuierende Phosphat-Wasser-Wasserstoffbrücken,
wohingegen intramolekulare OH-Streck- und Biegeschwingungen des Wassers die Dynamik
der gesamten Hydratisierungshülle abbilden.
Schwingungslebensdauern und die dazugehörigen Zerfallskanäle können direkt durch
Ein- und Zweifarben-Anrege-Abtast-Messungen bestimmt werden. Molekulardynamik wie
fluktuierende Wasserstoffbrückengeometrien oder das Aufbrechen von Wasserstoffbrücken
verursacht Frequenzfluktuationen solcher Schwingungen. Zweidimensionale (2D) Spektro-
skopie im infraroten Spektralbereich ermöglicht es, solche Frequenzfluktuationen auf ul-
traschnellen Zeitskalen zu verfolgen. Mit diesen experimentellen Methoden können folgen-
de Ergebnisse für die oben genannten Schwingungen erhalten werden:
Phosphatstreckschwingungen
Die niedrigsten Frequenzen, für die 2D Spektren mit einer 100 fs-Zeitauflösung gemes-
sen werden können, wurden auf unter 1000 cm−1 gesenkt, wodurch die Messung von 2D
Spektren der Phosphatschwingungen durchführbar wird.
• Eine 2D Linienformanalyse von symmetrischen und antisymmetrischen PO−2 -Streck-
schwingungen zeigt, dass die schnellsten strukturellen Fluktuationen von Orientie-
rungen der Phospholipidkopfgruppen auf einer 300 fs-Zeitskala ablaufen. Die Hete-
rogenität von Wasserstoffbrückengeometrien an den Phosphatgruppen führt zu einer
ausgeprägten inhomogenen Verbreiterung der Phosphatabsorptionbanden, die über
einen Zeitraum von 10 ps bestehen bleibt. Diese 10 ps-Zeitskala repräsentiert deshalb
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eine untere Grenze für die Lebensdauer von Phosphat-Wasser-Wasserstoffbrücken.
Das heißt, solche Wasserstoffbrücken sind stabil im Vergleich zu Wasserstoffbrücken
in reinem Wasser mit einer Lebensdauer von 1–2 ps.
• 300 fs-Lebensdauern der antisymmetrischen Streckschwingung unabhängig vomWas-
sergehalt, die auch mit Ergebnissen gemessen an Phosphaten im DNS-Rückgrat über-
einstimmen, weisen auf Energierelaxation in niederfrequente Moden der Phosphat-
gruppen hin. Anharmonische Kopplungen zu solchen Moden führen zu einer tran-
sienten Rotverschiebung der antisymmetrischen Streckschwingung, sodass diese den
anschließenden Energietransfer innerhalb des Phospholipids und in die Umgebung
verfolgen kann. Damit ist es möglich zu zeigen, dass die Hydratisierungshülle des
Phospholipids überschüssige Energie auf einer Subpikosekundenzeitskala aufnimmt.
Dies stellt einen wichtigen Schutzmechanismus dar, der hochfrequente Anregungen
von Phospholipiden effizient in Wärme der umgebenden Wasserhülle umwandelt.
• Die Temperaturerhöhung innerhalb der inversen Mizellen verursacht eine Abschwä-
chung der Phosphat-Wasser-Wasserstoffbrücken, die sich in einer Blauverschiebung
der antisymmetrischen Phosphatstreckschwingung widerspiegelt. Eine ähnliche Ver-
schiebung tritt nach der Anregung von OH-Streckschwingungen des Wassers auf,
deren Zerfall eine weitere Möglichkeit für das Aufheizen von Wasser in inversen Mi-
zellen darstellt.
OH-Streckschwingung
• Einzelne Wassermoleküle in Wechselwirkung mit den Phosphatgruppen zeigen eine
statische inhomogene 2D Linienform, die konsistent ist mit einer langen Phosphat-
Wasser-Wasserstoffbrückenlebensdauer.
• Neben einer kompletten Hydratisierungshülle bildet sich ein Pool von Wassermo-
lekülen, die nicht direkt mit den Phosphatgruppen wechselwirken, wenn man den
Wassergehalt auf 16 Wassermoleküle pro Phospholipid erhöht. In diesem Fall ver-
ursachen schnelle Frequenzfluktuationen spektrale Diffusion, d.h. eine Verformung
von 2D Spektren auf einer Zeitskala von 250 fs, die strukturellen Fluktuationen des
Wasserpools zugeordnet werden kann.
• In einem Bereich zwischen 3 und 8 Wassermolekülen pro Phospholipid zeigen 2D
Spektren einen Übergang zu homogenen Linienformen auf der 400–500 fs-Zeitskala
der Energierelaxation. Die Energieumverteilung in niederfrequente Wasserstoffbrüc-
kenschwingungen oder -translationen, die unten näher erläutert ist, verursacht eine
erhöhte Temperatur. Die OH-Streckfrequenz reagiert empfindlich auf Änderungen
der Wasserstoffbrückenstärke und Temperaturerhöhungen haben eine Blauverschie-
bung der Absorptionsbande zur Folge. Solche Verschiebungen werden als sogenannter
heißer Grundzustand beobachtet, der während der Energieumverteilung in nieder-
frequente Moden einwächst. 2D Spektren zeigen, dass solche Signale eine homogene
Linienform besitzen, wenn Phospholipide von 3 oder mehr Wassermolekülen hy-
dratisiert werden. Die Homogenität resultiert aus der (homogenen) Umverteilung
der ursprünglich lokalisierten OH-Streckanregung über ein Ensemble von Wasser-
molekülen. Solch eine Umverteilung deutet deshalb auf das Entstehen von kleinen
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Wasserpools hin sobald eine Phospholipidhydratisierungshülle aus mindestens 3 Was-
sermolekülen besteht.
• OH-Streckschwingungen zerfallen über die OH-Biegemode, was mit Hilfe von Zwei-
farbenexperimenten nachverfolgt werden kann, die eine einwachsende OH-Biegeant-
wort auf der Zeitskala des OH-Streckzerfalls zeigen. Diese effiziente Energierelaxation
wird ermöglicht durch eine Fermi-Resonanz des Biegeobertons mit Oszillatoren im
roten Teil der OH-Streckabsorption. Spektrale Diffusion kann Schwingungsrelaxati-
on beschleunigen, indem sie die Übergangsfrequenz von hochfrequenten OH-Streck-
oszillatoren moduliert und damit die Energielücke zur Fermi-Resonanz überbrückt.
Deshalb nimmt die OH-Strecklebensdauer ab von 530 fs für einzelne (statische) Was-
sermoleküle in Wechselwirkung mit Phospholipiden auf 330 fs wenn 16 Wassermole-
küle pro Phospholipid vorliegen.
• Die anschließende Energieumverteilung erzeugt ein Signal des heißen Grundzustands,
das oben beschrieben ist. Ähnliche Signale zeigen sich auch nach Anregungen der an-
tisymmetrischen Phosphatstreckschwingung, wenn 3 oder mehr Wassermoleküle pro
Phospholipid vorliegen, wodurch das Bild vom Energietransport vom Phospholipid
in seine Hydratisierungshülle noch einmal unterstützt wird.
OH-Biegeschwingung
• Der Zerfall der Biegeschwingung verläuft hauptsächlich über Energietransfer zu Li-
brationen, d.h. unterdrückten Rotationen, desselben Moleküls und in geringerem
Ausmaß über intermolekularen Energietransfer zu benachbarten Molekülen. Einzel-
ne in das elektrostatische Potential der Phospholipidkopfgruppen eingebettete Was-
sermoleküle haben ein Librationsspektrum, das gegenüber dem Spektrum reinen
Wassers um 170 cm−1 rotverschoben ist. Infolgedessen werden intra- und intermo-
lekulare Ralaxationsraten gegenüber dem reinen Wasser signifikant verringert was
sich in der etwa 4–5 mal längeren Lebensdauer von 800 fs widerspiegelt.
• Mit steigendem Wassergehalt nähert sich das Librationsspektrum dem des Volumen-
wassers an. Zusätzlich eröffnet die steigende Anzahl von benachbarten Wassermo-
lekülen den intermolekularen Relaxationskanal. Trotzdem sind Grenzflächeneffekte
auch für große Hydratisierungshüllen (16 Wassermoleküle pro Phospholipid) vorhan-
den deren OH-Biegelebensdauer von 345 fs noch ca. 2 mal länger als der Wert von
reinem Wasser ist.
• Die oben genannten Lebensdauern hängen vom Wassergehalt in den inversen Mizel-
len ab, wobei sich sowohl intra- als auch intermolekulare Relaxationsraten ändern.
Mit Hilfe nichtionischer inverser Mizellen aus Brij-30 ist es möglich, den Effekt ei-
ner veränderlichen intermolekularen Zerfallsrate allein zu studieren, da das Libra-
tionsspektrum in solchen Systemen unabhängig vom Wassergehalt dem des reinen
Wassers sehr ähnlich ist. Die kurzen Schwingungslebensdauern von 400 fs und 250 fs
bei 2 bzw. 8 Wassermolekülen pro Brij-30-Molekül veranschaulichen noch einmal die
wichtige Rolle von Librationen für den Zerfall von Wasserbiegeschwingungen.
• Mit diesen Ergebnissen lässt sich der Energiefluss von intramolekularen Wasser-
schwingungen in inversen Phospholipid-Mizellen komplett beschreiben: OH-Streck-
anregungen zerfallen über die OH-Biegeschwingung gefolgt von Energieumverteilung
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zu Librationen desselben Moleküls oder zu anderen Wassermolekülen. Librationsan-
regungen werden schnell in Anregungen niederfrequenter Wasserstoffbrückenschwin-
gungen oder -translationen umgewandelt. Die dadurch erhöhte Temperatur kann di-
rekt durch heiße Grundzustandssignale von Phospholipid- (antisymmetrische Phos-
phatstreckschwingung) und Wasserschwingungen (OH-Streck und OH-Biegeschwin-
gung) beobachtet werden.
Zusammenfassend liefert zeitaufgelöste Schwingungsspektroskopie des Modellsystems in-
verser Mizellen wertvolle Einsichten in die mikroskopische Struktur und Dynamik von
Phospholipid-Wasser-Grenzflächen sowie detaillierte Informationen über Umverteilung von
Schwingungsenergie. Die hier präsentierten Resultate können sowohl als Ausgangs- als
auch als Bezugspunkt für Simulationen der Molekulardynamik z.B. von Prozessen an der
Oberfläche von Zellmembranen genutzt werden. Die experimentellen Fortschritte im Rah-
men dieser Arbeit erlauben außerdem die Untersuchung von Phosphat-Wasser-Wechsel-
wirkungen in einer Reihe anderer Systeme. Derzeit konzentrieren sich neue Messungen auf
die Hydratisierung von Phosphatgruppen im Rückgrat der DNS-Doppelhelixstruktur.
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Table A.1 summarizes the IR-pulse parameters of the experiments leading to the results
presented in chapters 3 and 4, i.e., the center frequency ν, bandwidth ∆ν (FWHM) and
pulse energy E of the pulses k1, k2 and k3 in 2D IR experiments and of pump and
probe pulses in pump-probe experiments. We deduced probe-pulse energies on the order
of 10 nJ by assuming that ≈2% of the pulse energy are reflected by the BaF2 wedge.
The time resolution Tres was estimated from FROG traces generated in CaF2 or ZnSe
windows (2D IR) or cross-correlation traces, e.g., measured by the instantaneous response
of semiconductor materials (pump probe).
The sample thickness d depends on the vibrational marker mode used and the water
content (for measurements of the ultrafast dynamics of OH stretching or bending vibra-
tions). BaF2 windows were used for experiments of the phosphate stretching vibration due
to their lower dispersion compared to CaF2 in the frequency range of 1000–1250 cm−1.
The thickness of the BaF2 and CaF2 windows was 1 mm. For the two-color experiments
of section 4.1.1 we used 500 nm thick Si3N4 windows in order to suppress nonresonant
signals from coherent pump-probe coupling in the sample windows.
95
A Experimental pulse parameters
C
hapter
Pulse
ν
(cm
−
1)
∆
ν
(cm
−
1)
E
(µJ)
T
r
es
(fs)
d
(µm
)
W
indow
3.1
k
1
,2
,3
1090–1260
170–200
0.8
<
150
25
BaF
2
3.2
pum
p
1100/1260
120/180
1.4/2.4
<
300/<
200
25
BaF
2
probe
1130/1260
180/180
≈
10 −
2
3.3
pum
p
1760
160
0.8
≈
200
25
C
aF
2
probe
1780
200
≈
10 −
2
4.1
k
1
,2
,3
3400
340
≈
0.5
<
80
100
(w
0 =
1)
C
aF
2
50
(w
0 =
3)
pum
p
3400
180
1.8
<
150
25
(w
0 =
5,8)
probe
3400
350
≈
10 −
2
6
(w
0 =
16)
4.1.1
pum
p
3410
190
2.0
130
200
Si3 N
4
probe
1690
240
≈
10 −
2
4.2
pum
p
1635
100
2.5
140
200
(w
0 =
2,3)
C
aF
2
probe
1670
240
≈
10 −
2
100
(w
0 =
8)
50
(w
0 =
16)
4.3
pum
p
3410
200
2
170
25
(w
0 =
3)
C
aF
2
probe
3300
350
≈
10 −
2
6
(w
0 =
16)
pum
p
3420
270
2.5
≈
250
25
(w
0 =
16)
BaF
2
probe
1270
160
≈
10 −
2
Table
A
.1: Pulseparam
eters:C
entralfrequency
ν,bandw
idth
∆
ν
(FW
H
M
),pulseenergy
E
and
tim
eresolution
T
r
es oftheexperim
ent.
For
the
sake
ofcom
pleteness,the
sam
ple
thickness
d
and
the
w
indow
m
aterialare
given
as
well.
96
Publications
Peer-reviewed articles:
• R. Costard, I. A. Heisler, and T. Elsaesser. “Structural dynamics of hydrated phos-
pholipid surfaces probed by ultrafast 2D spectroscopy of phosphate vibrations”. J.
Phys. Chem. Lett. 5 (2014), 506–511.
• R. Costard and T. Elsaesser. “Femtosecond OH bending dynamics of water nano-
pools confined in reverse micelles”. J. Phys. Chem. B 117 (2013), 15338–15345.
• R. Costard, C. Greve, I. A. Heisler, and T. Elsaesser. “Ultrafast energy redistribution
in local hydration shells of phospholipids: A two-dimensional infrared study”. J.
Phys. Chem. Lett. 3 (2012), 3646–3651.
• R. Costard, N. E. Levinger, E. T. J. Nibbering, and T. Elsaesser. “Ultrafast vibra-
tional dynamics of water confined in phospholipid reverse micelles”. J. Phys. Chem.
B 116 (2012), 5752–5759.
• N. E. Levinger, R. Costard, E. T. J. Nibbering, and T. Elsaesser. “Ultrafast energy
migration pathways in self-assembled phospholipids interacting with confined water”.
J. Phys. Chem. A 115 (2011), 11952–11959.
• C. Greve, N. K. Preketes, H. Fidder, R. Costard, B. Koeppe, I. A. Heisler, S.
Mukamel, F. Temps, E. T. J. Nibbering, and T. Elsaesser. “N-H stretching ex-
citations in adenosine-thymidine base pairs in solution: Pair geometries, infrared
line shapes, and ultrafast vibrational dynamics”. J. Phys. Chem. A 117 (2013),
594–606.
• C. Greve, N. K. Preketes, R. Costard, B. Koeppe, H. Fidder, E. T. J. Nibbering,
F. Temps, S. Mukamel, and T. Elsaesser. “N-H stretching modes of adenosine
monomer in solution studied by ultrafast nonlinear infrared spectroscopy and ab
initio calculations”. J. Phys. Chem. A 116 (2012), 7636–7644.
Conference proceedings:
• R. Costard, C. Greve, N. E. Levinger, E. T. J. Nibbering, and T. Elsaesser. “Ultra-
fast vibrational dynamics of water confined in phospholipid reverse micelles”. EPJ
Web Conf. 41 (2013), 06003.
• C. Greve, N. K. Preketes, R. Costard, B. Koeppe, H. Fidder, E. T. J. Nibbering, F.
Temps, S. Mukamel, and T. Elsaesser. “Ultrafast IR pump-probe and 2D-IR photon
echo spectroscopy of adenosine-thymidine base pairs”. EPJ Web Conf. 41 (2013),
05019.
Berlin, 08.04.2014
97

Bibliography
[1] B. Alberts, A. Johnson, J. Lewis, M. Raff, K. Roberts, and P. Walter. Molecular
biology of the cell. 5th edition. Garland Science, Taylor & Francis Group, 2008.
[2] http : / / commons . wikimedia . org / wiki / File : Cell _ membrane _ detailed _
diagram_en.svg. Aug. 2013.
[3] J. Milhaud. “New insights into water-phospholipid model membrane interactions”.
Biochim. Biophys. Acta, Biomembr. 1663 (2004), 19–51.
[4] M. L. Berkowitz, D. L. Bostick, and S. Pandit. “Aqueous solutions next to phos-
pholipid membrane surfaces: Insights from simulations”. Chem. Rev. 106 (2006),
1527–1539.
[5] M. Chaplin. “Do we underestimate the importance of water in cell biology?” Nat.
Rev. Mol. Cell Biol. 7 (2006), 861–866.
[6] P. Ball. “Water as an active constituent in cell biology”. Chem. Rev. 108 (2008),
74–108.
[7] A. Nicholls, K. A. Sharp, and B. Honig. “Protein folding and association: Insights
from the interfacial and thermodynamic properties of hydrocarbons”. Proteins:
Struct., Funct., Bioinf. 11 (1991), 281–296.
[8] M. S. Cheung, A. E. Garcia, and J. N. Onuchic. “Protein folding mediated by
solvation: Water expulsion and formation of the hydrophobic core occur after the
structural collapse”. Proc. Natl. Acad. Sci. U. S. A. 99 (2002), 685–690.
[9] W. Saenger, W. N. Hunter, and O. Kennard. “DNA conformation is determined by
economics in the hydration of phosphate groups”. Nature 324 (1986), 385–388.
[10] M. Falk, K. A. Hartman, and R. C. Lord. “Hydration of deoxyribonucleic acid. I.
A gravimetric study”. J. Am. Chem. Soc. 84 (1962), 3843–3846.
[11] M. Falk, K. A. Hartman, and R. C. Lord. “Hydration of deoxyribonucleic acid. II.
An infrared study”. J. Am. Chem. Soc. 85 (1963), 387–391.
[12] The 2013 Nobel Prize in Physiology or Medicine - Press Release. Nobelprize.org.
Nobel Media AB 2013. http://www.nobelprize.org/nobel_prizes/medicine/
laureates/2013/press.html.
[13] A. H. Zewail. Femtochemistry: Atomic-scale dynamics of the chemical bond using
ultrafast lasers. Nobel Lecture. 1999.
[14] A. Laubereau and W. Kaiser. “Picosecond spectroscopy of molecular dynamics in
liquids”. Annu. Rev. Phys. Chem. 26 (1975), 83–99.
[15] T. Elsaesser and W. Kaiser. “Vibrational and vibronic relaxation of large poly-
atomic molecules in liquids”. Annu. Rev. Phys. Chem. 42 (1991), 83–107.
[16] J. C. Owrutsky, D. Raftery, and R. M. Hochstrasser. “Vibrational relaxation dy-
namics in solutions”. Annu. Rev. Phys. Chem. 45 (1994), 519–555.
99
Bibliography
[17] E. T. J. Nibbering and T. Elsaesser. “Ultrafast vibrational dynamics of hydrogen
bonds in the condensed phase”. Chem. Rev. 104 (2004), 1887–1914.
[18] H. J. Bakker and J. L. Skinner. “Vibrational spectroscopy as a probe of structure
and dynamics in liquid water”. Chem. Rev. 110 (2010), 1498–1517.
[19] M. D. Fayer and N. E. Levinger. “Analysis of water in confined geometries and at
interfaces”. Annu. Rev. Anal. Chem. 3 (2010), 89–107.
[20] A. Ghosh and R. M. Hochstrasser. “A peptide’s perspective of water dynamics”.
Chem. Phys. 390 (2011), 1–13.
[21] M. Sundaralingam. “Discussion paper: Molecular structures and conformations of
the phospholipids and sphingomyelins”. Ann. N. Y. Acad. Sci. 195 (1972), 324–355.
[22] H. Hauser, I. Pascher, R. H. Pearson, and S. Sundell. “Preferred conformation and
molecular packing of phosphatidylethanolamine and phosphatidylcholine”. Biochim.
Biophys. Acta, Rev. Biomembr. 650 (1981), 21–51.
[23] R. H. Pearson and I. Pascher. “The molecular structure of lecithin dihydrate”.
Nature 281 (1979), 499–501.
[24] M. C. Wiener and S. H. White. “Structure of a fluid dioleoylphosphatidylcholine
bilayer determined by joint refinement of x-ray and neutron diffraction data. III.
Complete structure”. Biophys. J. 61 (1992), 434–447.
[25] K. Gawrisch, D. Ruston, J. Zimmerberg, V. A. Parsegian, R. P. Rand, and N.
Fuller. “Membrane dipole potentials, hydration forces, and the ordering of water
at membrane surfaces”. Biophys. J. 61 (1992), 1213–1223.
[26] S. Tristram-Nagle, H. I. Petrache, and J. F. Nagle. “Structure and interactions of
fully hydrated dioleoylphosphatidylcholine bilayers”. Biophys. J. 75 (1998), 917–
925.
[27] D. L. Worcester and N. P. Franks. “Structural analysis of hydrated egg lecithin and
cholesterol bilayers II. Neutron diffraction”. J. Mol. Biol. 100 (1976), 359–378.
[28] G. Büldt, H. U. Gally, A. Seelig, and J. Seelig. “Neutron-diffraction studies on
selectively deuterated phospholipid bilayers”. Nature 271 (1978), 182–184.
[29] S. König, E. Sackmann, D. Richter, R. Zorn, C. Carlile, and T. M. Bayerl. “Molecu-
lar dynamics of water in oriented DPPC multilayers studied by quasielastic neutron
scattering and deuterium-nuclear magnetic resonance relaxation”. J. Chem. Phys.
100 (1994), 3307–3316.
[30] K. Gawrisch, H. C. Gaede, M. Mihailescu, and S. H. White. “Hydration of POPC
bilayers studied by 1H-PFG-MAS-NOESY and neutron diffraction”. Eur. Biophys.
J. 36 (2007), 281–291.
[31] F. Foglia, M. J. Lawrence, C. D. Lorenz, and S. E. McLain. “On the hydration of
the phosphocholine headgroup in aqueous solution”. J. Chem. Phys. 133 (2010),
145103.
[32] P. L. Yeagle, W. C. Hutton, C.-H. Huang, and R. B. Martin. “Phospholipid head-
group conformations; intermolecular interactions and cholesterol effects”. Biochem-
istry 16 (1977), 4344–4349.
100
Bibliography
[33] J. Seelig. “31P nuclear magnetic resonance and the head group structure of phos-
pholipids in membranes”. Biochim. Biophys. Acta, Rev. Biomembr. 515 (1978),
105–140.
[34] P. T. T. Wong and H. H. Mantsch. “High-pressure infrared spectroscopic evidence
of water binding sites in 1,2-diacyl phospholipids”. Chem. Phys. Lipids 46 (1988),
213–224.
[35] X. Chen, W. Hua, Z. Huang, and H. C. Allen. “Interfacial water structure associated
with phospholipid membranes studied by phase-sensitive vibrational sum frequency
generation spectroscopy”. J. Am. Chem. Soc. 132 (2010), 11336–11342.
[36] S. J. Singer and G. L. Nicolson. “The fluid mosaic model of the structure of cell
membranes”. Science 175 (1972), 720–731.
[37] A.-L. Kuo and C. G. Wade. “Lipid lateral diffusion by pulsed nuclear magnetic
resonance”. Biochemistry 18 (1979), 2300–2308.
[38] W. L. C. Vaz, R. M. Clegg, and D. Hallmann. “Translational diffusion of lipids in
liquid crystalline phase phosphatidylcholine multibilayers. A comparison of exper-
iment with theory”. Biochemistry 24 (1985), 781–786.
[39] W. Pfeiffer, T. Henkel, E. Sackmann, W. Knoll, and D. Richter. “Local dynamics
of lipid bilayers studied by incoherent quasi-elastic neutron scattering”. Europhys.
Lett. 8 (1989), 201–206.
[40] M. Seigneuret and P. F. Devaux. “ATP-dependent asymmetric distribution of spin-
labeled phospholipids in the erythrocyte membrane: Relation to shape changes”.
Proc. Natl. Acad. Sci. U. S. A. 81 (1984), 3751–3755.
[41] A. Seelig and J. Seelig. “Dynamic structure of fatty acyl chains in a phospholipid
bilayer measured by deuterium magnetic resonance”. Biochemistry 13 (1974), 4839–
4845.
[42] F. Borle and J. Seelig. “Hydration of Escherichia coli lipids: Deuterium T1 relaxation
time studies of phosphatidylglycerol, phosphatidylethanolamine and phosphatidyl-
choline”. Biochim. Biophys. Acta, Biomembr. 735 (1983), 131–136.
[43] R. M. Venable, Y. Zhang, B. J. Hardy, and R. W. Pastor. “Molecular dynamics
simulations of a lipid bilayer and of hexadecane: an investigation of membrane
fluidity”. Science 262 (1993), 223–226.
[44] H. E. Alper, D. Bassolino-Klimas, and T. R. Stouch. “The limiting behavior of wa-
ter hydrating a phospholipid monolayer: A computer simulation study”. J. Chem.
Phys. 99 (1993), 5547–5559.
[45] K. Tu, D. J. Tobias, and M. L. Klein. “Constant pressure and temperature molec-
ular dynamics simulation of a fully hydrated liquid crystal phase dipalmitoylphos-
phatidylcholine bilayer”. Biophys. J. 69 (1995), 2558–2562.
[46] M. Pasenkiewicz-Gierula, Y. Takaoka, H. Miyagawa, K. Kitamura, and A. Kusumi.
“Hydrogen bonding of water to phosphatidylcholine in the membrane as studied
by a molecular dynamics simulation: Location, geometry, and lipid-lipid bridging
via hydrogen-bonded water”. J. Phys. Chem. A 101 (1997), 3677–3691.
101
Bibliography
[47] M. Pasenkiewicz-Gierula, Y. Takaoka, H. Miyagawa, K. Kitamura, and A. Kusumi.
“Charge pairing of headgroups in phosphatidylcholine membranes: A molecular
dynamics simulation study”. Biophys. J. 76 (1999), 1228–1240.
[48] W. Shinoda, M. Shimizu, and S. Okazaki. “Molecular dynamics study on electro-
static properties of a lipid bilayer: Polarization, electrostatic potential, and the
effects on structure and dynamics of water near the interface”. J. Phys. Chem. B
102 (1998), 6647–6654.
[49] L. Saiz and M. L. Klein. “Structural properties of a highly polyunsaturated lipid
bilayer from molecular dynamics simulations”. Biophys. J. 81 (2001), 204–216.
[50] L. Saiz and M. L. Klein. “Electrostatic interactions in a neutral model phospholipid
bilayer by molecular dynamics simulations”. J. Chem. Phys. 116 (2002), 3052–3057.
[51] S. Y. Bhide and M. L. Berkowitz. “Structure and dynamics of water at the interface
with phospholipid bilayers”. J. Chem. Phys. 123 (2005), 224702.
[52] J. C. Shelley, M. Y. Shelley, R. C. Reeder, S. Bandyopadhyay, and M. L. Klein. “A
coarse grain model for phospholipid simulations”. J. Phys. Chem. B 105 (2001),
4464–4470.
[53] P. Walde, A. M. Giuliani, C. A. Boicelli, and P. L. Luisi. “Phospholipid-based
reverse micelles”. Chem. Phys. Lipids 53 (1990), 265–288.
[54] P. R. Cullis, M. J. Hope, and C. P. S. Tilcock. “Lipid polymorphism and the roles
of lipids in membranes”. Chem. Phys. Lipids 40 (1986), 127–144.
[55] B. de Kruijff, P. R. Cullis, and A. J. Verkleij. “Non-bilayer lipid structures in model
and biological membranes”. Trends Biochem. Sci. 5 (1980), 79–81.
[56] P. L. Luisi, M. Giomini, M. P. Pileni, and B. H. Robinson. “Reverse micelles as
hosts for proteins and small molecules”. Biochim. Biophys. Acta, Rev. Biomembr.
947 (1988), 209–246.
[57] M. P. Pileni. “Reverse micelles as microreactors”. J. Phys. Chem. 97 (1993), 6961–
6973.
[58] M. Born and R. Oppenheimer. “Zur Quantentheorie der Molekeln”. German. Ann.
Phys. 389 (1927), 457–484.
[59] G. Herzberg. Molecular spectra and molecular structure I. Spectra of diatomic
molecules. D. Van Nostrand Company, Inc., 1950.
[60] G. Herzberg. Molecular spectra and molecular structure II. Infrared and Raman
spectra of polyatomic molecules. Krieger Publishing Company Malabar, Florida,
1991.
[61] P. Hamm and M. Zanni. Concepts and methods of 2D infrared spectroscopy. Cam-
bridge University Press, 2011.
[62] L. Pauling and E. B. Wilson. Introduction to quantum mechanics. McGraw-Hill
Book Company, Inc., 1935.
[63] E. Schrödinger. “Quantisierung als Eigenwertproblem”. German. Ann. Phys. 384
(1926), 489–527.
[64] E. Fermi. “Über den Ramaneffekt des Kohlendioxyds”. German. Z. Phys. 71 (1931),
250–259.
102
Bibliography
[65] C. V. Raman. The molecular scattering of light. Nobel Lecture. 1930.
[66] B. S. Hudson. “Vibrational spectroscopy using inelastic neutron scattering: Over-
view and outlook”. Vib. Spectrosc. 42 (2006), 25–32.
[67] R. G. Gordon. “Correlation functions for molecular motion”. Adv. Magn. Reson. 3
(1968), 1–42.
[68] P. W. Anderson and P. R. Weiss. “Exchange narrowing in paramagnetic resonance”.
Rev. Mod. Phys. 25 (1953), 269–276.
[69] R. Kubo. “A stochastic theory of line-shape and relaxation”. Fluctuation, Relax-
ation and Resonance in Magenetic Systems. Ed. by D. ter Maar. Oliver & Boyd,
Edinburgh, 1962.
[70] R. Kubo. “A stochastic theory of lineshape”. Adv. Chem. Phys. 15 (1969), 101–127.
[71] W. G. Rothschild. “Motional characteristics of large molecules from their Raman
and infrared band contours: Vibrational dephasing”. J. Chem. Phys. 65 (1976),
455–462.
[72] N. Bloembergen, E. M. Purcell, and R. V. Pound. “Relaxation effects in nuclear
magnetic resonance absorption”. Phys. Rev. 73 (1948), 679–712.
[73] P. A. M. Dirac. “The quantum theory of the emission and absorption of radiation”.
Proc. R. Soc. London, Ser. A 114 (1927), 243–265.
[74] D. W. Oxtoby. “Vibrational population relaxation in liquids”. Adv. Chem. Phys.
47 (1981), 487–519.
[75] B. J. Berne. “Time-depent properties of condensed media”. Physical Chemistry:
An Advanced Treatise. Ed. by D. Henderson. Vol. 8B. Academic, New York, 1971,
540–713.
[76] J. S. Bader and B. J. Berne. “Quantum and classical relaxation rates from classical
simulations”. J. Chem. Phys. 100 (1994), 8359–8366.
[77] J. L. Skinner. “Semiclassical approximations to golden rule rate constants”. J.
Chem. Phys. 107 (1997), 8717–8718.
[78] W. S. Benedict and E. K. Plyler. “Absorption spectra of water vapor and carbon
dioxide in the region of 2.7 microns”. J. Res. Natl. Bur. Stand. 46 (1951), 246–259.
[79] A. Novak. “Hydrogen bonding in solids correlation of spectroscopic and crystallo-
graphic data”. Large Molecules. Vol. 18. Structure and Bonding. Springer Berlin
Heidelberg, 1974, 177–216.
[80] C. M. Huggins and G. C. Pimentel. “Systematics of the infrared spectral properties
of hydrogen bonding systems: Frequency shift, half width and intensity”. J. Phys.
Chem. 60 (1956), 1615–1619.
[81] S. Mukamel. Principles of nonlinear optical spectroscopy. Oxford University Press,
1995.
[82] M. Cho. Two-dimensional optical spectroscopy. CRC Press, Taylor & Francis Group,
2009.
[83] R. W. Boyd. Nonlinear optics. 3rd edition. Elsevier, 2008.
103
Bibliography
[84] M. D. Fayer. “Dynamics of molecules in condensed phases: Picosecond holographic
grating experiments”. Annu. Rev. Phys. Chem. 33 (1982), 63–87.
[85] K. Duppen and D. A. Wiersma. “Picosecond multiple-pulse experiments involving
spatial and frequency gratings: a unifying nonperturbational approach”. J. Opt.
Soc. Am. B 3 (1986), 614–621.
[86] S. A. Corcelli and J. L. Skinner. “Infrared and Raman line shapes of dilute HOD in
liquid H2O and D2O from 10 to 90◦C”. J. Phys. Chem. A 109 (2005), 6154–6165.
[87] S. M. Gallagher Faeder and D. M. Jonas. “Two-dimensional electronic correlation
and relaxation spectra: Theory and model calculations”. J. Phys. Chem. A 103
(1999), 10489–10505.
[88] M. Khalil, N. Demirdöven, and A. Tokmakoff. “Obtaining absorptive line shapes
in two-dimensional infrared vibrational correlation spectra”. Phys. Rev. Lett. 90
(2003), 047401.
[89] K. Okumura, A. Tokmakoff, and Y. Tanimura. “Two-dimensional line-shape anal-
ysis of photon-echo signal”. Chem. Phys. Lett. 314 (1999), 488–495.
[90] A. Tokmakoff. “Two-dimensional line shapes derived from coherent third-order non-
linear spectroscopy”. J. Phys. Chem. A 104 (2000), 4247–4255.
[91] K. Kwak, S. Park, I. J. Finkelstein, and M. D. Fayer. “Frequency-frequency cor-
relation functions and apodization in two-dimensional infrared vibrational echo
spectroscopy: A new approach”. J. Chem. Phys. 127 (2007), 124503.
[92] K. Lazonder, M. S. Pshenichnikov, and D. A. Wiersma. “Easy interpretation of
optical two-dimensional correlation spectra”. Opt. Lett. 31 (2006), 3354–3356.
[93] K. Kwac and M. Cho. “Two-color pump-probe spectroscopies of two- and three-
level systems: 2-dimensional line shapes and solvation dynamics”. J. Phys. Chem.
A 107 (2003), 5903–5912.
[94] G. Stirnemann, J. T. Hynes, and D. Laage. “Water hydrogen bond dynamics in
aqueous solutions of amphiphiles”. J. Phys. Chem. B 114 (2010), 3052–3059.
[95] M. Khalil and A. Tokmakoff. “Signatures of vibrational interactions in coherent
two-dimensional infrared spectroscopy”. Chem. Phys. 266 (2001), 213–230.
[96] S. Woutersen and P. Hamm. “Nonlinear two-dimensional vibrational spectroscopy
of peptides”. J. Phys.: Condens. Matter 14 (2002), R1035–R1062.
[97] M. Chachisvilis, H. Fidder, and V. Sundström. “Electronic coherence in pseudo
two-colour pump-probe spectroscopy”. Chem. Phys. Lett. 234 (1995), 141–150.
[98] T. Tao. “Time-dependent fluorescence depolarization and Brownian rotational dif-
fusion coefficients of macromolecules”. Biopolymers 8 (1969), 609–632.
[99] G. R. Fleming, J. M. Morris, and G. W. Robinson. “Direct observation of rotational
diffusion by picosecond spectroscopy”. Chem. Phys. 17 (1976), 91–100.
[100] H. Graener, G. Seifert, and A. Laubereau. “Direct observation of rotational relax-
ation times by time-resolved infrared spectroscopy”. Chem. Phys. Lett. 172 (1990),
435–439.
[101] P. F. Moulton. “Spectroscopic and laser characteristics of Ti:Al2O3”. J. Opt. Soc.
Am. B 3 (1986), 125–133.
104
Bibliography
[102] R. A. Kaindl, M. Wurm, K. Reimann, P. Hamm, A. M. Weiner, and M. Woerner.
“Generation, shaping, and characterization of intense femtosecond pulses tunable
from 3 to 20 µm”. J. Opt. Soc. Am. B 17 (2000), 2086–2094.
[103] R. Trebino. Frequency-resolved optical gating: The measurement of ultrashort laser
pulses. Kluwer Academic, 2000.
[104] R. Trebino, K. W. DeLong, D. N. Fittinghoff, J. N. Sweetser, M. A. Krumbügel,
B. A. Richman, and D. J. Kane. “Measuring ultrashort laser pulses in the time-
frequency domain using frequency-resolved optical gating”. Rev. Sci. Instrum. 68
(1997), 3277–3295.
[105] C. Iaconis and I. A. Walmsley. “Spectral phase interferometry for direct electric-
field reconstruction of ultrashort optical pulses”. Opt. Lett. 23 (1998), 792–794.
[106] G. Stibenz, P. Staudt, C. Lukas, S.-P. Gorza, and I. A. Walmsley. “Fully automated,
phase corrected long crystal SPIDER for the characterization of broadband pulses”.
Conference on Lasers and Electro-Optics/Quantum Electronics and Laser Science
Conference and Photonic Applications Systems Technologies. 2008.
[107] Q. Wu and X.-C. Zhang. “Free-space electro-optic sampling of terahertz beams”.
Appl. Phys. Lett. 67 (1995), 3523–3525.
[108] P. Hamm, M. Lim, and R. M. Hochstrasser. “Structure of the amide I band of pep-
tides measured by femtosecond nonlinear-infrared spectroscopy”. J. Phys. Chem.
B 102 (1998), 6123–6138.
[109] M. L. Cowan, J. P. Ogilvie, and R. J. D. Miller. “Two-dimensional spectroscopy
using diffractive optics based phased-locked photon echoes”. Chem. Phys. Lett. 386
(2004), 184–189.
[110] T. Brixner, T. Mančal, I. V. Stiopkin, and G. R. Fleming. “Phase-stabilized two-
dimensional electronic spectroscopy”. J. Chem. Phys. 121 (2004), 4221–4236.
[111] V. Volkov, R. Schanz, and P. Hamm. “Active phase stabilization in Fourier-trans-
form two-dimensional infrared spectroscopy”. Opt. Lett. 30 (2005), 2010–2012.
[112] L. P. DeFlores, R. A. Nicodemus, and A. Tokmakoff. “Two-dimensional Fourier
transform spectroscopy in the pump-probe geometry”. Opt. Lett. 32 (2007), 2966–
2968.
[113] J. Helbing and P. Hamm. “Compact implementation of Fourier transform two-
dimensional IR spectroscopy without phase ambiguity”. J. Opt. Soc. Am. B 28
(2011), 171–178.
[114] S.-H. Shim and M. T. Zanni. “How to turn your pump-probe instrument into a
multidimensional spectrometer: 2D IR and Vis spectroscopies via pulse shaping”.
Phys. Chem. Chem. Phys. 11 (2009), 748–761.
[115] W. Kuehn, K. Reimann, M. Woerner, T. Elsaesser, and R. Hey. “Two-dimensional
terahertz correlation spectra of electronic excitations in semiconductor quantum
wells”. J. Phys. Chem. B 115 (2011), 5448–5455.
[116] C. E. Shannon. “Communication in the presence of noise”. Proc. IEEE 37 (1949),
10–21.
105
Bibliography
[117] L. Lepetit, G. Chériaux, and M. Joffre. “Linear techniques of phase measurement
by femtosecond spectral interferometry for applications in spectroscopy”. J. Opt.
Soc. Am. B 12 (1995), 2467–2474.
[118] N. Huse. “Multidimensional vibrational spectroscopy of hydrogen-bonded systems
in the liquid phase: Coupling mechanisms and structural dynamics”. PhD thesis.
Humboldt Universität zu Berlin, 2006.
[119] M. Yang. “Ultrafast two-dimensional infrared spectroscopy of hydrogen-bonded
base pairs and hydrated DNA”. PhD thesis. Humboldt Universität zu Berlin, 2012.
[120] T. K. De and A. Maitra. “Solution behaviour of Aerosol OT in non-polar solvents”.
Adv. Colloid Interface Sci. 59 (1995), 95–193.
[121] C. R. Caryl. “Sulfosuccinic esters. Structure and wetting power”. Ind. Eng. Chem.
33 (1941), 731–737.
[122] C. R. Caryl and W. P. Ericks. “Esters of sodium sulfosuccinic acid”. Ind. Eng.
Chem. 31 (1939), 44–47.
[123] R. W. Mattoon and M. B. Mathews. “Micelles in non-aqueous media”. J. Chem.
Phys. 17 (1949), 496–497.
[124] M. B. Mathews and E. Hirschhorn. “Solubilization and micelle formation in a hy-
drocarbon medium”. J. Colloid Sci. 8 (1953), 86–96.
[125] M. Zulauf and H. F. Eicke. “Inverted micelles and microemulsions in the ternary sys-
tem water/Aerosol-OT/isooctane as studied by photon correlation spectroscopy”.
J. Phys. Chem. 83 (1979), 480–486.
[126] M.-P. Pileni, T. Zemb, and C. Petit. “Solubilization by reverse micelles: Solute
localization and structure perturbation”. Chem. Phys. Lett. 118 (1985), 414–420.
[127] M. Wong, J. K. Thomas, and T. Nowak. “Structure and state of water in reversed
micelles. 3”. J. Am. Chem. Soc. 99 (1977), 4730–4736.
[128] R. E. Riter, D. M. Willard, and N. E. Levinger. “Water immobilization at surfactant
interfaces in reverse micelles”. J. Phys. Chem. B 102 (1998), 2705–2714.
[129] J. Faeder and B. M. Ladanyi. “Molecular dynamics simulations of the interior of
aqueous reverse micelles”. J. Phys. Chem. B 104 (2000), 1033–1046.
[130] N. Kučerka, S. Tristram-Nagle, and J. F. Nagle. “Structure of fully hydrated fluid
phase lipid bilayers with monounsaturated chains”. J. Membr. Biol. 208 (2006),
193–202.
[131] C. A. Boicelli, M. Giomini, and A. M. Giuliani. “Infrared characterization of dif-
ferent water types inside reverse micelles”. Appl. Spectrosc. 38 (1984), 537–539.
[132] V. V. Kumar and P. Raghunathan. “Proton NMR studies of the interaction of water
with lecithin in non-polar organic media”. Chem. Phys. Lipids 41 (1986), 159–171.
[133] D. M. Willard, R. E. Riter, and N. E. Levinger. “Dynamics of polar solvation in
lecithin/water/cyclohexane reverse micelles”. J. Am. Chem. Soc. 120 (1998), 4151–
4160.
[134] G. Onori and A. Santucci. “IR investigations of water structure in Aerosol OT
reverse micellar aggregates”. J. Phys. Chem. 97 (1993), 5430–5434.
106
Bibliography
[135] H. Caldararu, A. Caragheorgheopol, M. Vasilescu, I. Dragutan, and H. Lemmetyi-
nen. “Structure of the polar core in reverse micelles of nonionic poly(oxyethylene)
surfactants, as studied by spin probe and fluorescence probe techniques”. J. Phys.
Chem. 98 (1994), 5320–5331.
[136] D. Pant and N. E. Levinger. “Polar solvation dynamics in nonionic reverse micelles
and model polymer solutions”. Langmuir 16 (2000), 10123–10130.
[137] U. P. Fringeli and H. H. Günthard. “Infrared membrane spectroscopy”. Mol. Biol.,
Biochem. Biophys. Ed. by E. Grell. Vol. 31. Springer Berlin, 1981, 270–332.
[138] M. Jackson and H. H. Mantsch. “Biomembrane structure from FT-IR spectrosco-
py”. Spectrochim. Acta Rev. 15 (1993), 53–69.
[139] R. N. A. H. Lewis and R. N. McElhaney. “Fourier transform infrared spectroscopy
in the study of hydrated lipids and lipid bilayer membranes”. Infrared spectroscopy
of biomolecules. Ed. by H. H. Mantsch and D. Chapman. Wiley-Liss, Inc, 1996,
195–202.
[140] W. R. Angus, C. R. Bailey, J. B. Hale, C. K. Ingold, A. H. Leckie, C. G. Raisin,
J. W. Thompson, and C. L. Wilson. “Structure of benzene. Part VIII. Assignment
of vibration frequencies of benzene and hexadeuterobenzene”. J. Chem. Soc. (1936),
971–987.
[141] V. V. Volkov, R. Chelli, W. Zhuang, F. Nuti, Y. Takaoka, A. M. Papini, S. Mukamel,
and R. Righini. “Electrostatic interactions in phospholipid membranes revealed by
coherent 2D IR spectroscopy”. Proc. Natl. Acad. Sci. U. S. A. 104 (2007), 15323–
15327.
[142] Ł. Szyc, M. Yang, and T. Elsaesser. “Ultrafast energy exchange via water-phosphate
interactions in hydrated DNA”. J. Phys. Chem. B 114 (2010), 7951–7957.
[143] R. Hielscher and P. Hellwig. “Specific far infrared spectroscopic properties of phos-
pholipids”. Spectrosc. Int. J. 27 (2012), 525–532.
[144] Y. Guan, C. J. Wurrey, and G. J. Thomas Jr. “Vibrational analysis of nucleic acids.
I. The phosphodiester group in dimethyl phosphate model compounds: (CH3O)2PO−2 ,
(CD3O)2PO−2 , and (13CH3O)2PO−2 ”. Biophys. J. 66 (1994), 225–235.
[145] H. Binder and W. Pohle. “Structural aspects of lyotropic solvation-induced transi-
tions in phosphatidylcholine and phosphatidylethanolamine assemblies revealed by
infrared spectroscopy”. J. Phys. Chem. B 104 (2000), 12039–12048.
[146] A. Blume, W. Huebner, and G. Messner. “Fourier transform infrared spectroscopy
of 13C=O labeled phospholipids hydrogen bonding to carbonyl groups”. Biochem-
istry 27 (1988), 8239–8249.
[147] H. Graener, G. Seifert, and A. Laubereau. “New spectroscopy of water using tunable
picosecond pulses in the infrared”. Phys. Rev. Lett. 66 (1991), 2092–2095.
[148] R. Laenen, C. Rauscher, and A. Laubereau. “Dynamics of local substructures in
water observed by ultrafast infrared hole burning”. Phys. Rev. Lett. 80 (1998),
2622–2625.
[149] G. M. Gale, G. Gallot, and N. Lascoux. “Frequency-dependent vibrational popula-
tion relaxation time of the OH stretching mode in liquid water”. Chem. Phys. Lett.
311 (1999), 123–125.
107
Bibliography
[150] G. M. Gale, G. Gallot, F. Hache, N. Lascoux, S. Bratos, and J.-C. Leicknam.
“Femtosecond dynamics of hydrogen bonds in liquid water: A real time study”.
Phys. Rev. Lett. 82 (1999), 1068–1071.
[151] S. Woutersen, U. Emmerichs, and H. J. Bakker. “Femtosecond mid-IR pump-probe
spectroscopy of liquid water: Evidence for a two-component structure”. Science 278
(1997), 658–660.
[152] S. Woutersen, U. Emmerichs, H.-K. Nienhuys, and H. J. Bakker. “Anomalous tem-
perature dependence of vibrational lifetimes in water and ice”. Phys. Rev. Lett. 81
(1998), 1106–1109.
[153] S. Woutersen and H. J. Bakker. “Hydrogen bond in liquid water as a brownian
oscillator”. Phys. Rev. Lett. 83 (1999), 2077–2080.
[154] R. Rey and J. T. Hynes. “Vibrational energy relaxation of HOD in liquid D2O”. J.
Chem. Phys. 104 (1996), 2356–2368.
[155] C. P. Lawrence and J. L. Skinner. “Vibrational spectroscopy of HOD in liquid D2O.
I. Vibrational energy relaxation”. J. Chem. Phys. 117 (2002), 5827–5838.
[156] C. P. Lawrence and J. L. Skinner. “Vibrational spectroscopy of HOD in liquid D2O.
VI. Intramolecular and intermolecular vibrational energy flow”. J. Chem. Phys. 119
(2003), 1623–1633.
[157] R. Rey, K. B. Møller, and J. T. Hynes. “Ultrafast vibrational population dynamics
of water and related systems: A theoretical perspective”. Chem. Rev. 104 (2004),
1915–1928.
[158] J. Stenger, D. Madsen, P. Hamm, E. T. J. Nibbering, and T. Elsaesser. “Ultrafast
vibrational dephasing of liquid water”. Phys. Rev. Lett. 87 (2001), 027401.
[159] S. Yeremenko, M. S. Pshenichnikov, and D. A. Wiersma. “Hydrogen-bond dynamics
in water explored by heterodyne-detected photon echo”. Chem. Phys. Lett. 369
(2003), 107–113.
[160] J. J. Loparo, S. T. Roberts, and A. Tokmakoff. “Multidimensional infrared spec-
troscopy of water. I. Vibrational dynamics in two-dimensional IR line shapes”. J.
Chem. Phys. 125 (2006), 194521.
[161] J. J. Loparo, S. T. Roberts, and A. Tokmakoff. “Multidimensional infrared spec-
troscopy of water. II. Hydrogen bond switching dynamics”. J. Chem. Phys. 125
(2006), 194522.
[162] C. P. Lawrence and J. L. Skinner. “Vibrational spectroscopy of HOD in liquid D2O.
III. Spectral diffusion, and hydrogen-bonding and rotational dynamics”. J. Chem.
Phys. 118 (2003), 264–272.
[163] K. B. Møller, R. Rey, and J. T. Hynes. “Hydrogen bond dynamics in water and
ultrafast infrared spectroscopy: A theoretical study”. J. Phys. Chem. A 108 (2004),
1275–1289.
[164] C. J. Fecko, J. D. Eaves, J. J. Loparo, A. Tokmakoff, and P. L. Geissler. “Ultrafast
hydrogen-bond dynamics in the infrared spectroscopy of water”. Science 301 (2003),
1698–1702.
108
Bibliography
[165] J. B. Asbury, T. Steinel, K. Kwak, S. A. Corcelli, C. P. Lawrence, J. L. Skinner,
and M. D. Fayer. “Dynamics of water probed with vibrational echo correlation
spectroscopy”. J. Chem. Phys. 121 (2004), 12431–12446.
[166] A. J. Lock and H. J. Bakker. “Temperature dependence of vibrational relaxation
in liquid H2O”. J. Chem. Phys. 117 (2002), 1708–1713.
[167] S. Ashihara, N. Huse, A. Espagne, E. T. J. Nibbering, and T. Elsaesser. “Vibra-
tional couplings and ultrafast relaxation of the O-H bending mode in liquid H2O”.
Chem. Phys. Lett. 424 (2006), 66–70.
[168] J. Lindner, P. Vöhringer, M. S. Pshenichnikov, D. Cringus, D. A. Wiersma, and
M. Mostovoy. “Vibrational relaxation of pure liquid water”. Chem. Phys. Lett. 421
(2006), 329–333.
[169] A. Pakoulev, Z. Wang, Y. Pang, and D. D. Dlott. “Vibrational energy relaxation
pathways of water”. Chem. Phys. Lett. 380 (2003), 404–410.
[170] N. Huse, S. Ashihara, E. T. J. Nibbering, and T. Elsaesser. “Ultrafast vibrational
relaxation of O-H bending and librational excitations in liquid H2O”. Chem. Phys.
Lett. 404 (2005), 389–393.
[171] F. Ingrosso, R. Rey, T. Elsaesser, and J. T. Hynes. “Ultrafast energy transfer from
the intramolecular bending vibration to librations in liquid water”. J. Phys. Chem.
A 113 (2009), 6657–6665.
[172] R. Rey, F. Ingrosso, T. Elsaesser, and J. T. Hynes. “Pathways for H2O bend vi-
brational relaxation in liquid water”. J. Phys. Chem. A 113 (2009), 8949–8962.
[173] R. Rey and J. T. Hynes. “Tracking energy transfer from excited to accepting modes:
Application to water bend vibrational relaxation”. Phys. Chem. Chem. Phys. 14
(2012), 6332–6342.
[174] S. Ashihara, N. Huse, A. Espagne, E. T. J. Nibbering, and T. Elsaesser. “Ultrafast
structural dynamics of water induced by dissipation of vibrational energy”. J. Phys.
Chem. A 111 (2007), 743–746.
[175] J. Petersen, K. B. Møller, R. Rey, and J. T. Hynes. “Ultrafast librational relaxation
of H2O in liquid water”. J. Phys. Chem. B 117 (2013), 4541–4552.
[176] M. L. Cowan, B. D. Bruner, N. Huse, J. R. Dwyer, B. Chugh, E. T. J. Nibbering,
T. Elsaesser, and R. J. D. Miller. “Ultrafast memory loss and energy redistribution
in the hydrogen bond network of liquid H2O”. Nature 434 (2005), 199–202.
[177] D. Kraemer, M. L. Cowan, A. Paarmann, N. Huse, E. T. J. Nibbering, T. Elsaesser,
and R. J. D. Miller. “Temperature dependence of the two-dimensional infrared
spectrum of liquid H2O”. Proc. Natl. Acad. Sci. U. S. A. 105 (2008), 437–442.
[178] S. Woutersen and H. J. Bakker. “Resonant intermolecular transfer of vibrational
energy in liquid water”. Nature 402 (1999), 507–509.
[179] H. Graener and G. Seifert. “Vibrational and orientational relaxation of monomeric
water molecules in liquids”. J. Chem. Phys. 98 (1993), 36–45.
[180] G. Seifert and H. Graener. “Solvent dependence of OH bend vibrational relaxation
of monomeric water molecules in liquids”. J. Chem. Phys. 127 (2007), 224505.
109
Bibliography
[181] A. M. Dokter, S. Woutersen, and H. J. Bakker. “Anomalous slowing down of the
vibrational relaxation of liquid water upon nanoscale confinement”. Phys. Rev. Lett.
94 (2005), 178301.
[182] D. Cringus, J. Lindner, M. T. Milder, M. S. Pshenichnikov, P. Vöhringer, and D. A.
Wiersma. “Femtosecond water dynamics in reverse-micellar nanodroplets”. Chem.
Phys. Lett. 408 (2005), 162–168.
[183] D. Cringus, A. Bakulin, J. Lindner, P. Vöhringer, M. S. Pshenichnikov, and D. A.
Wiersma. “Ultrafast energy transfer in water-AOT reverse micelles”. J. Phys. Chem.
B 111 (2007), 14193–14207.
[184] I. R. Piletic, D. E. Moilanen, D. B. Spry, N. E. Levinger, and M. D. Fayer. “Testing
the core/shell model of nanoconfined water in reverse micelles using linear and
nonlinear IR spectroscopy”. J. Phys. Chem. A 110 (2006), 4985–4999.
[185] A. A. Bakulin, D. Cringus, M. S. Pshenichnikov, and D. A. Wiersma. “Frozen
dynamics and insulation of water at the lipid interface”. Ultrafast Phenomena XVI.
Ed. by P. Corkum, S. Silvestri, K. A. Nelson, E. Riedle, and R. W. Schoenlein.
Springer Berlin Heidelberg, 2009, 514–516.
[186] E. E. Fenn, D. B. Wong, and M. D. Fayer. “Water dynamics in small reverse micelles
in two solvents: Two-dimensional infrared vibrational echoes with two-dimensional
background subtraction”. J. Chem. Phys. 134 (2011), 054512.
[187] E. E. Fenn, D. B. Wong, C. H. Giammanco, and M. D. Fayer. “Dynamics of water
at the interface in reverse micelles: Measurements of spectral diffusion with two-
dimensional infrared vibrational echoes”. J. Phys. Chem. B 115 (2011), 11658–
11670.
[188] V. V. Volkov, D. J. Palmer, and R. Righini. “Heterogeneity of water at the phos-
pholipid membrane interface”. J. Phys. Chem. B 111 (2007), 1377–1383.
[189] V. V. Volkov, D. J. Palmer, and R. Righini. “Distinct water species confined at the
interface of a phospholipid membrane”. Phys. Rev. Lett. 99 (2007), 078302.
[190] V. V. Volkov, Y. Takaoka, and R. Righini. “What are the sites water occupies at
the interface of a phospholipid membrane?” J. Phys. Chem. B 113 (2009), 4119–
4124.
[191] W. Zhao, D. E. Moilanen, E. E. Fenn, and M. D. Fayer. “Water at the surfaces of
aligned phospholipid multibilayer model membranes probed with ultrafast vibra-
tional spectroscopy”. J. Am. Chem. Soc. 130 (2008), 13927–13937.
[192] J. A. Mondal, S. Nihonyanagi, S. Yamaguchi, and T. Tahara. “Three distinct water
structures at a zwitterionic lipid/water interface revealed by heterodyne-detected
vibrational sum frequency generation”. J. Am. Chem. Soc. 134 (2012), 7842–7850.
[193] Z. Zhang, L. Piatkowski, H. J. Bakker, and M. Bonn. “Communication: Interfa-
cial water structure revealed by ultrafast two-dimensional surface vibrational spec-
troscopy”. J. Chem. Phys. 135 (2011), 021101.
[194] M. Yang, Ł. Szyc, and T. Elsaesser. “Vibrational dynamics of the water shell
of DNA studied by femtosecond two-dimensional infrared spectroscopy”. J. Pho-
tochem. Photobiol., A 234 (2012), 49–56.
110
Bibliography
[195] K. E. Furse and S. A. Corcelli. “The dynamics of water at DNA interfaces: Compu-
tational studies of hoechst 33258 bound to DNA”. J. Am. Chem. Soc. 130 (2008),
13103–13109.
[196] H. Binder. “Water near lipid membranes as seen by infrared spectroscopy”. Eur.
Biophys. J. 36 (2007), 265–279.
[197] D. Cringus, T. l. C. Jansen, M. S. Pshenichnikov, and D. A. Wiersma. “Ultrafast
anisotropy dynamics of water molecules dissolved in acetonitrile”. J. Chem. Phys.
127 (2007), 084507.
[198] T. l. C. Jansen, D. Cringus, and M. S. Pshenichnikov. “Dissimilar dynamics of
coupled water vibrations”. J. Phys. Chem. A 113 (2009), 6260–6265.
[199] D. S. Venables and C. A. Schmuttenmaer. “Spectroscopy and dynamics of mixtures
of water with acetone, acetonitrile, and methanol”. J. Chem. Phys. 113 (2000),
11222–11236.
[200] D. S. Venables, K. Huang, and C. A. Schmuttenmaer. “Effect of reverse micelle size
on the librational band of confined water and methanol”. J. Phys. Chem. B 105
(2001), 9132–9138.
[201] C. C. Cooksey, B. J. Greer, and E. J. Heilweil. “Terahertz spectroscopy of l-proline
in reverse aqueous micelles”. Chem. Phys. Lett. 467 (2009), 424–429.
[202] D. E. Rosenfeld and C. A. Schmuttenmaer. “Dynamics of water confined within
reverse micelles”. J. Phys. Chem. B 110 (2006), 14304–14312.
[203] D. E. Rosenfeld and C. A. Schmuttenmaer. “Dynamics of the water hydrogen bond
network at ionic, nonionic, and hydrophobic interfaces in nanopores and reverse
micelles”. J. Phys. Chem. B 115 (2011), 1021–1031.
[204] T. Yagasaki and S. Saito. “Molecular dynamics simulation of nonlinear spectro-
scopies of intermolecular motions in liquid water”. Acc. Chem. Res. 42 (2009),
1250–1258.
[205] S. Ashihara, S. Fujioka, and K. Shibuya. “Temperature dependence of vibrational
relaxation of the OH bending excitation in liquid H2O”. Chem. Phys. Lett. 502
(2011), 57–62.
[206] H. R. Zelsmann. “Temperature dependence of the optical constants for liquid H2O
and D2O in the far IR region”. J. Mol. Struct. 350 (1995), 95–114.
[207] T. Förster. “Zwischenmolekulare Energiewanderung und Fluoreszenz”. German.
Ann. Phys. 437 (1948), 55–75.
[208] G. Seifert, T. Patzlaff, and H. Graener. “Size dependent ultrafast cooling of water
droplets in microemulsions by picosecond infrared spectroscopy”. Phys. Rev. Lett.
88 (2002), 147402.
[209] J. C. Deàk, Y. Pang, T. D. Sechler, Z. Wang, and D. D. Dlott. “Vibrational energy
transfer across a reverse micelle surfactant layer”. Science 306 (2004), 473–476.
111

Danksagung
Mein besonderer Dank gilt Prof. Thomas Elsässer für die Möglichkeit, meine Disserta-
tion am Max-Born-Institut anzufertigen. Die vielen Hinweise, die effiziente Zusammenar-
beit und die hervorragende experimentelle Ausstattung des MBI haben entscheidend zum
Gelingen dieser Dissertation beigetragen.
Prof. Peter Hamm und Prof. Oliver Benson danke ich für die spontane Bereitschaft,
diese Arbeit zu begutachten.
I am indebted to Prof. Nancy Levinger for introducing me to the fascinating topics of
phospholipids and reverse micelles. I highly appreciate her help by visiting Berlin twice
and answering all the chemistry questions I had.
Dr. Erik Nibbering sei gedankt für die fachliche und organisatorische Unterstützung und
die niederländische Diplomatie, um verwaltungstechnische Vorgänge zu beschleunigen.
The 2D data were mostly acquired during a very fruitful collaboration with Dr. Ismael
Heisler and I would like to thank him for the time we shared especially during the setup of
the phosphate 2D experiment. Danke auch an Christian Greve für den wichtigen Beitrag
durch die 2D Messungen der OH-Streckschwingung.
It is my pleasure to thank Dr. Łukasz Szyc and Dr. Ming Yang for showing me how to
work in the ultrafast and infrared world. I appreciate all the valuable discussions not only
about science and it was fun working with them. Thanks also to Dr. Katrin Adamczyk
and Dr. Mirabelle Prémont-Schwarz for sharing an office and their opinions with me which
helped me getting through pessimistic times more than once.
Desweiteren möchte ich allen anderen Mitgliedern der Abteilung C1 danken: Dr. Torsten
Siebert für interessante und vielfältige wissenschaftliche Diskussionen und hilfreiche Kom-
mentare zu meiner Dissertation; Dr. Henk Fidder for being Henk and sharing his view
on science; Chantal van Tour for kind help with measuring temperature-dependent spec-
tra; Regina Goleschny, Regina Lendt und Brigitte Steinert für jede erdenkliche Hilfe in
alltäglichen Arbeitsabläufen; Helmut Walz für die Elektronikfleißarbeiten und Rücksicht-
nahme auf ungeschützte Radfahrer auf der Dörpfeldstraße und Peter Scholze für die je-
derzeit schnelle und unkomplizierte Hilfe in der mechanischen Werkstatt.
Weitere Diskussionen, die neue Einsichten und Denkanstöße gegeben haben, gab es mit
vielen anderen Mitgliedern im Bereich C, u.a. Dr. Michael Wörner, Dr. Klaus Reimann, Dr.
Günter Steinmeyer, Dr. Rüdiger Grunwald, Dr. Uwe Griebner, Dr. Elias Martinez Moreno,
Tobias Tyborski und Sebastian Friede. Die tatkräftige Unterstützung aus dem Sekratariat
von Magret Lehmann, Alexandra Wettstein und Claudia Brigel hat mir geholfen, mich auf
den wissenschaftlichen Aspekt meiner Arbeit zu konzentrieren.
Die Anfertigung dieser Arbeit wäre nicht möglich gewesen ohne ein privates Umfeld,
das für mich einen unersetzbaren Gegenpol zur wissenschaftlichen Arbeit darstellt. Hier
danke ich vor allem meinen Eltern, meiner Schwester, meinem Bruder und meinen Großel-
tern. Meiner Wienke danke ich für die oft benötigte beruhigende Unterstützung und die
angenehmste Ablenkung vom Arbeitsalltag.
113
Selbständigkeitserklärung
Ich erkläre hiermit, dass ich die vorliegende Arbeit selbständig und nur unter Verwendung
der angegebenen Quellen und Hilfsmittel angefertigt habe.
Berlin, 20.11.2013
114
