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Abstract: Constrained diffusions in convex polyhedral domains with a general oblique
reflection field, and with a diffusion coefficient scaled by a small parameter ε > 0, are
considered. Using an interior Dirichlet heat kernel lower bound estimate for second order
elliptic operators in bounded domains from [13], certain uniform in ε lower bounds on
transition densities of such constrained diffusions are established. These lower bounds
together with results from [1] give, under additional stability conditions, an exponential
leveling property as ε → 0 for exit times from suitable bounded domains.
AMS 2000 subject classifications: Primary 60F10, 60J60, 60J25; secondary 93E15,
90B15.
Keywords: Exponential leveling, reflected diffusions, Dirichlet heat kernel estimates,
Skorohod problem, exit time estimates, Friedlin-Wentzell asymptotics.
1. Introduction
Diffusions in polyhedral domains have been extensively studied in the heavy traffic limit theory
for stochastic processing networks (see for example, [11, 8, 10, 12, 3]). In a recent work [1] small
noise asymptotics for a general family of such constrained diffusions have been studied. The
precise setting there is as follows. Let G ⊂ Rk be convex polyhedral cone with a nonempty
interior with the vertex at origin given as the intersection of half spaces Gi, i = 1, 2, ..., N . Let
ni be the unit inward normal vector associated with Gi via the relation
Gi = {x ∈ R
k : 〈x, ni〉 ≥ 0}.
We will denote the set {x ∈ ∂G : 〈x, ni〉 = 0} by Fi. With each face Fi we associate a
unit vector di such that 〈di, ni〉 > 0. This vector defines the direction of constraint associated
with the face Fi. Precise definition of constrained diffusions considered here is given in Section
2, but roughly speaking such a process evolves infinitesimally as a diffusion in Rk and is
instantaneously pushed back using the oblique reflection direction di upon reaching the face
Fi. Formally, such a process can be represented as a solution of a stochastic integral equation
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of the form
Xεx(t) = Γ
(
x+
∫ ·
0
b(Xε(s))ds + ε
∫ ·
0
σ(Xε(s))dW (s)
)
(t), (1.1)
where Γ is the Skorohod map (see below Definition 2.1) taking trajectories with values in
R
k to those with values in G, consistent with the constraint vectors {di, i = 1, · · ·N}. Under
certain regularity assumptions on the Skorohod map (see Condition 2.1) and the usual Lipschitz
conditions on the coefficients b and σ, the above integral equation has a unique pathwise
solution. One of the main results of [1] is an ‘exponential leveling ’ property of exit times from
bounded domains for such small noise diffusions. Such results for diffusions in Rk have been
obtained in [5] which is concerned with asymptotics of Dirichlet problems in bounded domains
associated with diffusions with infinitesimal generator of the form
Lεf(x) =
ε2
2
Tr(σ(x)D2f(x)σ′(x)) + b(x) · ∇f(x), f ∈ C2b (R
k). (1.2)
The precise result in [5] is as follows. Denote by Zεx the diffusion process governed by the
generator Lε and initial distribution δx. Let B be a bounded domain in R
k and K be an
arbitrary compact subset of B. Suppose that all solutions of the ODE ξ˙ = b(ξ) with x = ξ(0) ∈
B converge, without leaving B, to a single linearly asymptotically stable critical point. Then,
with suitable conditions on the coefficients of the diffusion, for all bounded measurable f
sup
x,y∈K
|E (f(Zεx(τ
ε
x))) − E
(
f(Zεy(τ
ε
y ))
)
|
converges to 0 at an exponential rate. Here, τ εx = inf{t : Z
ε
x(t) ∈ B
c}. This property is a
statement on the long time behavior of the diffusion and says that although, as ε→ 0, the exit
time of the process from the domain approaches ∞, the expected values of functionals of exit
location, corresponding to distinct initial conditions, coalesce asymptotically, at an exponential
rate. The key ingredient in the proof is the gradient estimate
sup
x∈K
|∇uε(x)| ≤ cε−1/2, (1.3)
where uε is the solution of the Dirichlet problem{
Lεu
ε(x) = 0, x ∈ B
u(x) = f(x), x ∈ ∂B.
Diffusions of interest in [1] and in the current work are constrained to take values in domains
with corners and where the constraining mechanism is governed by an oblique reflection field
that changes discontinuously from one face of the boundary to another. To the best of our
knowledge there are no regularity (e.g. C1 solutions) results known for the associated partial
differential equations(PDE) with oblique reflecting boundary condition. In view of this, a prob-
abilistic approach for the study of exponential leveling property for such constrained settings,
that ‘almost’ bypasses all PDE estimates was developed in [1]. The main step in the proof is the
construction of certain (uniform in ε) Lyapunov functions under a suitable stability condition
which are then used to construct a coupling of the processes Xεx, X
ε
y with explicit uniform
estimates on exponential moments of time to coupling. The key ingredient in this coupling
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construction is a, uniform in ε, minorization condition on transition densities of the reflected
diffusions (see Condition 2.3). The paper [1] gave one simple example with constant drift and
diffusion coefficients where such a condition is satisfied. However the question of when such a
minorization property is available was left as an open problem.
The objective of this work is to answer this question and give general conditions under
which Condition 2.3 holds. The main result of the paper is Theorem 2.2 that shows that
under Conditions 2.1 and 2.2 the minorization statement in Condition 2.3 holds. This result,
together with Theorem 3.2 in [1] then gives general sufficient conditions for an exponential
leveling property to hold for a broad family of constrained diffusion processes. This is noted
in Corollary 2.1.
Once the estimate in Theorem 2.2 is available, the proof of the exponential leveling property
does not use any PDE results, however the proof of Theorem 2.2 itself crucially relies on an
interior lower bound estimate for the Dirichlet heat kernel of Lε over bounded domains ([13],
see Theorem 3.1). In this sense the proofs are not fully probabilistic.
The rest of the paper is organized as follows. In Section 2 we introduce the precise math-
ematical setting and state our main result (Theorem 2.2). In Corollary 2.1 we present the
exponential leveling result that follows on combining Theorem 2.2 with the results in [1]. Fi-
nally, in Section 3 we present the proof of Theorem 2.2.
The following notation will be used. Closure, complement, boundary and interior of a subset
B of a topological space S will be denoted by B¯, Bc, ∂B and B◦, respectively. For a set
B ∈ Rk and a ∈ R, we denote by aB the set {ax : x ∈ B}. Borel σ field on a metric space
S will be denoted as B(S). Given a metric space (S, d), and subsets A,B of S, we will define
dist(A,B) = infx∈A,y∈B d(x, y). If A = {x} for some x ∈ S, we write dist(A,B) as dist(x,B).
Denote by C([0,∞);S) (resp. C([0, T ];S)) the space of continuous functions from [0,∞) (resp.
[0, T ]) to a metric space S. This space is endowed with the usual local uniform topology. For
η ∈ C([0,∞);Rk), and t > 0, define |η|t = sup
∑n
i=1 |η(ti+1) − η(ti)|, where sup is taken over
all partitions 0 = t1 < t2 < · · · < tn+1 = t. Lebesgue measure on R
k will be denoted by λ.
We denote by C2b (R
k) the space of bounded twice continuously differentiable functions with
bounded derivatives.
2. Main Result
We begin by making precise the constraining mechanism, in terms of a suitable Skorohod
problem, that keeps the diffusion in the polyhedral cone G. Recall the half spaces Gi and
vectors ni, di, i = 1, · · ·N that were introduced in Section 1.. For x ∈ ∂G define
d(x) = {v ∈ Rk : v =
∑
i∈In(x)
αidi; αi ≥ 0; |v| = 1},
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where
In(x) = {i ∈ {1, 2, ..., N} : 〈x, ni〉 = 0}.
Definition 2.1. (Skorokhod Problem). Let ψ ∈ C([0,∞),Rk) be given such that ψ(0) ∈ G.
Then (φ, η) ∈ C([0,∞), G) × C([0,∞),Rk) solves the Skorokhod Problem (SP) for ψ (with
respect to the data {(di, ni), i = 1, · · ·N}), if φ(0) = ψ(0) and if for all t ∈ [0,∞): (1) φ(t) =
ψ(t)+η(t), (2) |η|(t) <∞, (3) |η|(t) =
∫ t
0 I{φ(s)∈∂G}d|η|(s), and there exists a Borel Measurable
function γ : [0,∞) → Rk such that γ(t) ∈ d(φ(t)), for d|η|-a.e. t and η(t) =
∫ t
0 γ(s)d|η|(s),
t ≥ 0.
Let CG([0,∞);R
k) be the collection of ψ ∈ C([0,∞);Rk) such that ψ(0) ∈ G. The domain
D ⊆ CG([0,∞);R
k) on which there is a unique solution to the Skorohod problem we define the
Skorohod map (SM) Γ as Γ(ψ)
.
= φ if (φ, η) is the unique solution of the Skorohod problem
posed by ψ. We will make the following assumption on the regularity of the Skorohod map
defined by the data {(di, ni); i = 1, 2, . . . , N}.
Condition 2.1. The Skorohod map is well defined on all of CG([0,∞);R
k), that is, D =
CG([0,∞);R
k), and the SM is Lipschitz continuous in the following sense: There exists a
constant K ∈ (0,∞) such that for all φ1, φ2 ∈ CG([0,∞);R
k):
sup
0≤t<∞
|Γ(φ1)(t)− Γ(φ2)(t)| < K sup
0≤t<∞
|φ1(t)− φ2(t)|. (2.1)
We refer the reader to [8, 6, 7] for sufficient conditions under which Condition 2.1 holds.
Now we introduce the small noise constrained diffusion process that will be considered in
this work. Let (Ω,F ,P) be a complete probability space on which is given a filtration {Ft}t≥0
satisfying the usual hypothesis. Let (W (t),Ft) be a k-dimensional standard Wiener process
on the above probability space. Let σ : G → Rk×k , b : G → Rk be mappings satisfying the
following condition.
Condition 2.2. (i) There exists γ1 ∈ (0,∞) such that
|b(x)− b(y)| ≤ γ1|x− y| and |b(x)| ≤ γ1 for every x, y ∈ G (2.2)
(ii) There exists γ2 ∈ (0,∞) such that
|σ(x)− σ(y)| ≤ γ2|x− y| and |σ(x)| ≤ γ2 for x, y ∈ G. (2.3)
(iii) There exists σ ∈ (0,∞) such that for all x ∈ G and v ∈ Rk
v′σ(x)σ(x)′v ≥ σ|v|2.
Given ε > 0, let Xε be the unique strong solution of the following stochastic integral equa-
tion:
X(t) = Γ
(
x+
∫ .
0
b(X(s))ds + ε
∫ .
0
σ(X(s))dW (s)
)
(t), t ≥ 0, (2.4)
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Existence of strong solutions and pathwise uniqueness for (2.4) is a consequence of the Lipschitz
property of the coefficients and of the Skorohod map (see [6]). It is convenient to have the
process X for various initial conditions and values of ǫ to be defined on a common canonical
space. Indeed, one can find a filtered measurable space, which we denote again as (Ω,F , {Ft}),
on which is given a family of probability measures, {Pεx}x∈G, and continuous adapted stochastic
processes Z, Y and W such that for all x ∈ G, under Pεx, {W (t), {Ft}t≥0} is a k -dimensional
standard Wiener process and (Z,W, Y ) satisfy Pεx a.s. the integral equation
Z(t) = Γ
(
x+
∫ .
0
b(Z(s))ds+ ε
∫ .
0
σ(Z(s))dW (s)
)
(t),
= x+
∫ t
0
b(Z(s))ds+ ε
∫ t
0
σ(Z(s))dW (s) +DY (t), t ≥ 0, (2.5)
where D = (d1, · · · dN ). Also, for every ε > 0, (Z, {P
ε
x}x∈G) is a strong Markov family (cf. [4]).
It can be shown that for t > 0 and x ∈ G, the measure Pεx(Z(t) ∈ ·) is absolutely continuous
with respect to the Lebesgue measure on G (see Lemma 5.7 in [4]). Denote by pε(t, x, y) the
probability density of Z(t) under Pεx, namely
P
ε
x(Z(t) ∈ A) =
∫
A
pε(t, x, y)dy, A ∈ B(G).
Let, for r > 0 and x0 ∈ G, Br(x0) = {x ∈ G : |x− x0| ≤ r}. When x0 = 0, we simply write Br.
The following minorization condition was introduced in [1] (see Condition 3.1 therein).
Condition 2.3. For every t1 > 0, ε0 > 0 and 0 < M1 < M <∞, there exists a Borel E ⊂ BM1
with λ(E) > 0 and κ > 0 such that, for all ε ∈ (0, ε0),
ε2kpε(t1ε
2, x, z) ≥ κ for all x ∈ ε2BM and λ-a.e. z ∈ ε
2E.
The above condition played a key role in [1] in proving an exponential leveling result for
exit times from bounded domains which we now describe. Let
C =
{
−
N∑
i=1
αidi : αi ≥ 0; i ∈ {1, ..., N}
}
.
The paper [2] shows that under Conditions 2.1 and 2.2 and Condition 2.4 below the constrained
diffusion Xε is positive recurrent.
Condition 2.4. For some δ > 0
b(x) ∈ C(δ) = {v ∈ C : dist(v, ∂C) ≥ δ} for all x ∈ G. (2.6)
Let B be a bounded open subset of G. Suppose that 0 ∈ B and ∂B = ∂B¯.
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For x ∈ G we denote by ξx the unique solution of the integral equation
ξx(t) = Γ
(
x+
∫ ·
0
b(ξx(s))ds
)
(t), t ≥ 0. (2.7)
Also, let Sx = {ξx(t), t ≥ 0}. For γ > 0, let Bγ = {x ∈ B : dist(Sx, ∂B) ≥ γ} and let
B0 =
⋃
γ>0Bγ . Clearly B0 ⊂ B and under Condition 2.4 one can show that for every γ
sufficiently small, there is a r > 0 such that Br ⊂ Bγ and for every x ∈ B0, ξx(t) converges to
0, as t→∞, without leaving B (cf. Lemma 2.1 in [1]).
Denote by H the collection of all ψ : R+ → R+ satisfying supt>0
|ψ(t)|
(1+log+(t))q
< ∞, for some
0 < q < 1, and supr>0
sups,t≥0:|t−s|≤r |ψ(t)−ψ(s)|
rm+1 < ∞ for some m ≥ 1. Let τ ≡ τ(B) = inf{t ≥
0 : Z(t) ∈ Bc}.
The following is the exponential leveling result from [1].
Theorem 2.1. Suppose that Conditions 2.1, 2.2, 2.3 and 2.4 holds. Let K be a compact subset
of B0. Then the following hold.
(i) For every bounded measurable map f : B¯ → R there is a δ1 ∈ (0,∞) such that
lim
ε→0
sup
x,y∈K
eδ1/ε|Eεxf(Z(τ))− E
ε
yf(Z(τ))| = 0.
(ii) For every ψ ∈ H
lim sup
ε→0
sup
x,y∈K
|Eεxψ(τ)− E
ε
yψ(τ)| <∞.
The main result of the current work says that Condition 2.3 in Theorem 2.1 can be dropped.
Specifically, we prove the following result.
Theorem 2.2. Suppose Conditions 2.1 and 2.2 hold. Then Condition 2.3 holds.
As an immediate consequence of this result we have the following.
Corollary 2.1. Suppose that Conditions 2.1, 2.2 and 2.4 hold. Then properties (i) and (ii) in
the statement of Theorem 2.1 hold.
Rest of this paper is devoted to the proof of Theorem 2.2.
3. Proof of Theorem 2.2.
For x ∈ Rk, denote by QL,x the probability law of the diffusion with initial distribution δx and
infinitesimal generator L:
Lf(x) = b(x) · ∇f(x) +
1
2
Tr(σ(x)D2f(x)σ′(x)), f ∈ C2b (R
k), (3.1)
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where b, σ satisfy Condition 2.2 and σ′(x) is the transpose of the matrix σ(x). Denote by ξ
the canonical coordinate process on C([0,∞);Rk) and given any bounded C2-smooth open set
B in Rk, let
τB = inf{t ≥ 0 : ξ(t) ∈ B
c}.
Then, for every t > 0 and ε > 0, there is a jointly continuous function p†L,B(t, ·, ·) : B×B → R+
such that for all x ∈ B and Borel A ⊂ B
QL,x(ξ(t) ∈ A; t < τB) =
∫
A
p†L,B(t, x, y)dy.
The function p†L,B(t, x, y) is called Dirichlet heat kernel for L in B.
Also, define L̂ε by replacing σ and b in (3.1) with bε(·) = b(ε
2·) and σ with σε(·) = σ(ε
2·).
Let a(x) = (aij(x)) = σ(x)σ
′(x) and b̂(x) = (̂b1(x), . . . , b̂k(x)) with b̂k(x) =
∑k
j=1
∂akj(x)
∂xj
. Note
that b̂ is defined as a bounded function almost everywhere on Rk, as each aij is a bounded
Lipschitz function. We can rewrite L̂ε almost everywhere on R
k as follows:
L̂ε =
1
2
∇(a(ε2x)∇) + (b(ε2x)− ε2b̂(ε2x))∇.
Various heat kernel estimates for operators of the above type have been studied in literature.
The following interior lower bound estimate follows immediately from [13, Lemma 3.3] and
a finite covering argument. (A sharp two-sided Dirichlet heat kernel estimate is available from
[9, Theorem 2.1], but we do not need it in this paper. Though it is assumed in [13] that the
dimension k ≥ 3, the interior lower bound estimate [13, Lemma 3.3] in fact holds for any k ≥ 1;
see [9].)
Theorem 3.1. Let B = B(x0, R) be an open ball in R
k. For each given ε0 > 0, t > 0 and
0 < γ < 1, there is a constant c > 0 so that p†
L̂ε,B
(t, x, y) ≥ c for every x, y ∈ B(x0, γR) and
ε ∈ (0, ε0].
3.1. Proof of Theorem 2.2.
Fix t1,M, ε0 > 0 and M1 ∈ (0,M). Also, fix x0 ∈ G
◦ such that |x0| < M1. Choose r2 > 0
such that Br2(x0) ⊂ G
◦ ∩ {x : |x| < M1}. Fix 0 < r0 < r1 < r2. Also, fix t2, t3 > 0 such that
t2+t3 = t1. We will now show that Condition 2.3 holds with E = Br0(x0). Let ϕ : G→ [0, 1] be
a continuous function such that ϕ(x) = 1 for all x ∈ Br0(x0) and ϕ(x) = 0 for all x ∈ (Br1(x0))
c.
We first show that
For some κ0 > 0,
∫
Rk
ϕ(z/ε2)pε(t2ε
2, x, z)dz ≥ κ0 for all x ∈ BMε2 and ε ∈ (0, ε0] (3.2)
For this, note that ∫
Rk
ϕ(z/ε2)pε(t2ε
2, x, z)dz = Eεx
[
ϕ
(
Z(t2ε
2)
ε2
)]
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and, Pεx a.s.,
Z(t) = Γ
(
x+
∫ .
0
b(Z(s))ds+ ε
∫ .
0
σ(Z(s))dW (s)
)
(t).
Therefore, letting Zε(t) = Z(t2ε
2)
ε2
and using standard scaling properties of the Skorohod map
Zε(t) = Γ
(
x
ε2
+
∫ .
0
b(ε2Zε(s))ds +
∫ .
0
σ(ε2Zε(s))dW ε(s)
)
(t),
P
ε
x a.s., where W
ε(t) = 1εW (tε
2). Suppose now that (3.2) fails. Then there exists a sequence
εn → 0 and {xn} ⊂ G such that xn ∈ BMε2n and
lim
n→∞
E
εn
xn [ϕ(Z
εn(t2))] = 0.
Without loss of generality we can assume that xn/ε
2
n converges to some x¯ ∈ BM . A standard
weak convergence argument now shows that
0 = lim
n→∞
E
εn
xn [ϕ(Z
εn(t2))] = E˜
[
ϕ(X˜(t2))
]
, (3.3)
where X˜ is a G valued continuous stochastic process given on some probability space (Ω˜, F˜ , P˜ ),
supporting a k dimensional Brownian motion W˜ , such that
X˜(t) = Γ
(
x¯+ b(0)ι + σ(0)W˜
)
(t), t ≥ 0.
From Condition 2.2 (iii) it follows that (cf. Lemma 5.7[4])
E˜
[
ϕ(X˜(t2))
]
≥ P˜(X˜(t2) ∈ Br0(x¯)) > 0.
This contradicts (3.3) and therefore (3.2) follows.
Note that if Z is a diffusion process on Rk having transition density function p(t, x, y) with
respect to the Lebesgue measure on Rk, then Y (·) = ε−2Z(ε2·) has transition density function
pY (t, x, y) = ε2kp(ε2t, ε2x, ε2y).
Let Lε be as introduced in (1.2). Its associated diffusion is given by
dZ(t) = εσ(Z(t))dW (t) + b(Z(t))dt.
Using Brownian scaling, we see that Y (t) = ε−2Z(ε2t) satisfies
dY (t) = σ(ε2Y (t))dW (t) + b(ε2Y (t))dt,
and thus has infinitesimal generator L̂ε introduced above Theorem 3.1, namely,
L̂εf(x) =
1
2
Tr
(
σ(ε2x)D2f(x)σ′(ε2x)
)
+ b(ε2x) · ∇f(x), f ∈ C2b (R
k).
imsart-generic ver. 2011/11/15 file: positive8.tex date: June 23, 2018
/Small Noise Asymptotics 9
Next, let p†ε = p
†
Lε,Bε
, where Bε = ε
2(Br2(x0))
◦. Then by the above scaling relation, we
conclude that
ε2kp†ε(ε
2t, ε2x, ε2y) = p†
L̂ε,(Br2 (x0))
◦
(t, x, y)
for every t > 0 and x, y ∈ (Br2(x0))
◦.
It follows from Theorem 3.1 that there is a constant κ1 > 0 so that for every ε ∈ (0, ε0] and
for y ∈ ε2Br1(x0) and z ∈ ε
2
Br1(x0),
ε2kp†ε(ε
2t3, y, z) =p
†
L̂ε,(Br2 (x0))
◦
(t3, ε
−2y, ε−2z) ≥ κ1. (3.4)
Finally, take E = Br1(x0). Then for every for x ∈ BMε2 and z ∈ ε
2E,
ε2kpε(t1ε
2, x, z) ≥ε2k
∫
ε2Br1 (x0)
pε(t2ε
2, x, y)pε(t3ε
2, y, z)dy
≥
(
inf
y,z∈ε2Br1 (x0)
ε2kp†ε(t3ε
2, y, z)
)∫
ε2Br1 (x0)
pε(t2ε
2, x, y)dy
≥κ1
∫
Rk
ϕ(
y
ε2
)pε(t2ε
2, x, y)dy
≥κ1 · κ0,
where the third inequality uses (3.4) and the fourth follows from (3.2). The result now follows
on taking κ = κ1 · κ0.
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