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Abstract
In this paper, we list several interesting structures of cyclotomic polynomials: specifically relations
among blocks obtained by suitable partition of cyclotomic polynomials. We present explicit and self-
contained proof for all of them, using a uniform terminology and technique.
1 Introduction
The cyclotomic polynomial Φn(x) is the monic polynomial in Z[x] whose zeros are the primitive n-th roots
of unity. It has numerous application in many areas of mathematics, science and engineering. Thus it is
important to understand its structure.
In this paper, we list several interesting structures of cyclotomic polynomials: specifically relations among
blocks obtained by suitable partition of cyclotomic polynomials. Some of the structures are already known
or at least implicit in the previous literature [3, 4, 2]. Others are new, as far as we are aware. We present
explicit and self-contained proof for all of them, using a uniform terminology.
Let m be a fixed odd square-free positive integer and p be a prime number relatively prime to m. Let
fm,p,i be the i-th“block” of Φmp in the radix x
p. Let fm,p,i,j be the j-th “block” of fm,p,i in the radix x
m.
We provide the following types of structural results.
• Theorem 1 provides an explicit formula for fm,p,i,j.
• Theorem 2 lists several “intra” structures of fm,p,i,j, that is the relations among them with same p but
different i and j.
• Theorem 3 lists several ‘inter” properties of fm,p,i,j , that is the relation among them with different p,
but with same i and j.
2 Block Structures
Notation 1 (Partition). Let
Φmp (x) =
∑
i≥0
fm,p,i (x) x
ip where deg fm,p,i (x) < p
fm,p,i (x) =
∑
j≥0
fm,p,i,j (x)x
jm where deg fm,p,i,j (x) < m
Example 1 (Partition). We will visualize a polynomial by a graph where the horizonal axis stands for the
exponents and the vertical axis stands for the corresponding coefficients.Let m = 15 and p = 53. Then
φ(m)− 1 = 7, q = 3 and r = 8.The partition of the list of the coefficients of Φmp into fm,p,i,j’s is illustrated
by the following diagram.
fm,p,0,0
m
fm,p,0,1
m
fm,p,0,2
m
fm,p,0,3
r
p
fm,p,1,0
m
fm,p,1,1
m
fm,p,1,2
m
fm,p,1,3
r
p
. . . . . .
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Let rem stand for polynomial remainder or integer remainder. For integer remainder, we will require that
the remainder is non-negative. We need to define some operations on fm,p,i,j’s.
Notation 2 (Operation). For a polynomial f of degree less than m, let
1. Tsf = rem(f, x
s) “Truncate”
2. Ff = xm−1f
(
x−1
)
“Flip”
3. Rsf = rem(x
m−rem(s,m)f, xm − 1) “Rotate”
4. Esf = f(x
rem(s,m)) “Expand”
Example 2 (Operation). Let f = 1 + 2x+ 3x2 + 4x3 + 5x4 and m = 5. Note
f T3f Ff R2f E3f
Throughout this paper, for an integer m and a prime p, we denote
r := rem (p,m) , q := quo(p,m)
where quo, of course, stand for quotient. Now we list several structures: some known and some new.
Theorem 1 (Explicit). For 0 ≤ i ≤ ϕ(m)− 1 and 0 ≤ j ≤ q,
fm,p,i,j =
{
−Rir(Ψm · ErTi+1Φm) 0 ≤ j ≤ q − 1
Trfm,p,i,0 j = q
where Ψm (x) =
xm−1
Φm(x)
, the m-th inverse cyclotomic polynomial.
Theorem 2 (Intra-Structure). Within a cyclotomic polynomial, we have
1. (Repetition) fm,p,i,0 = · · · = fm,p,i,q−1
2. (Truncation) fm,p,i,q = Trfm,p,i,0
3. (Symmetry) fm,p,i′,0 = Rϕ(m)−1−rFfm,p,i,0 if i
′ + i = ϕ(m)− 1
Remark 1. The “repetition” structure was observed by Arnold and Monaga [2] in the context of computing
cyclotomic polynomials. In particular, Algorithm 7 in their paper exploited the repetition structure to improve
the time and space complexity when p≫ m.
Theorem 3 (Inter-Structure). Among cyclotomic polynomials, we have
1. (Invariance) fm,p˜,i,0 = fm,p,i,0 if p˜− p ≡m 0
2. (Semi-Invariance) fm,p˜,i,0 = −Rϕ(m)−1Ffm,p,i,0 if p˜+ p ≡m 0
Remark 2. The “invariance” structure was observed by Kaplan [3, 4] in the context of studying flat cyclo-
tomic polynomials. In particular, The proof of [4, Theorem 4] used invariance structure. Furthermore, the
proof of [3, Theorem 3] used the semi-invariance structure for Φp1p2p3 .
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Now we present a set of examples to illustrate the structural theorems.
Example 3 (Repetition). Let m = 15 and p = 53. Then ϕ(m) − 1 = 7 and q = 3. Note
i 0 1 2 3 4 5 6 7
fm,p,i,0
fm,p,i,1
fm,p,i,2
Example 4 (Truncation). Let m = 15 and p = 53. Then ϕ(m)− 1 = 7, q = 3 and r = 8. Note
i 0 1 2 3 4 5 6 7
fm,p,i,0
Trfm,p,i,0
fm,p,i,q
Example 5 (Symmetry). Let m = 15 and p = 53. Then ϕ(m)− 1 = 7, r = 8 and r′ = ϕ(m)− 1− r = −1.
Note
i 0 1 2 3 4 5 6 7
fm,p,i,0
Ffm,p,i,0
Rr′Ffm,p,i,0
i′ 7 6 5 4 3 2 1 0
fm,p,i′,0
Example 6 (Invariance). Let m = 15, p = 53 and p˜ = 83. Then ϕ(m)− 1 = 7. Note
i 0 1 2 3 4 5 6 7
fm,p,i,0
fm,p˜,i,0
Example 7 (Semi-Invariance). Let m = 15, p = 53 and p˜ = 37. Then r′ = ϕ(m)− 1 = 7 and r = 8. Note
i 0 1 2 3 4 5 6 7
fm,p,i,0
Ffm,p,i,0
Rr′Ffm,p,i,0
−Rr′Ffm,p,i,0
fm,p˜,i,0
3 Proof of Block Structures
In this section, we prove all the theorems given in the previous section.
Lemma 1. Let u, v be integers. For polynomials f and g =
∑
t≥0 ctx
t, with degree less than m, we have
1. Ru−vf = Ru
(
xrem(v,m)f
)
2.
∑
t ctRu−tvf = Ru (f · Ev
∑
t ctx
t)
Proof. We prove each one by one.
3
1. Immediate from Notation 2.
2. Note
∑
t
ctRu−tvf = rem
(∑
t
ctx
m−rem(u−tv,m)f, xm − 1
)
= rem
(
xm−rem(u,m)f
∑
t
ctx
t rem(v,m), xm − 1
)
= Ru
(
f · Ev
∑
t
ctx
t
)
3.1 Proof of Theorem 1 (Explicit)
Lemma 2. We have
Φmp = − Φm (x
p) G
where
G = Ψm
∑
u≥0
xum
Proof. Note
Φmp =
Φm (x
p)
Φm
from p ∤ m
= Φm (x
p)
Ψm
xm − 1
= −Φm (x
p) Ψm
1
1− xm
by rearranging
= − Φm (x
p) Ψm
∑
u≥0
xum by carrying out a formal expansion of
1
1− xm
= − Φm (x
p) G
Notation 3. Let
G = Ψm
∑
u≥0
xum =
∑
t≥0
etx
t
For 0 ≤ i ≤ ϕ(m) − 1 and 0 ≤ j ≤ q, let
gm,p,i,j =
l∑
k=0
eip+mj+kx
k
where if j < q then l = m− 1 else l = r − 1.
Lemma 3. For all 0 ≤ i ≤ ϕ(m)− 1, we have
1. gm,p,i,0 = · · · = gm,p,i,q−1 = RirΨm
2. gm,p,i,q = Tr gm,p,i,0
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Proof. Let 0 ≤ j ≤ q. Let Ψm =
∑
s≥0 bsx
s. Since degΨm < m, we see immediately that et = brem(t,m) for
0 ≤ t. We consider two cases:
1. j < q
gm,p,i,j =
m−1∑
k=0
eip+mj+k x
k from Notation 3
=
m−1∑
k=0
brem(ir+k,m) x
k since eip+jm+k = brem(ip+jm+k,m) = brem(ir+k,m)
=
m−1∑
s=0
bs x
rem(s+i(m−r),m) by re-indexing k with s = rem(ir + k,m)
which can be easy shown to be a bijection N≤m−1 → N≤m−1
with the inverse map k = rem(s+ i (m− r) ,m)
=
m−1∑
s=0
bs rem
(
xs+i(m−r), xm − 1
)
since xrem(,m) = rem
(
x, xm − 1
)
=
m−1∑
s=0
bsRir−s · 1 from Notation 2
= Rir (E1TmΨm) from Lemma 1
= RirΨm since deg(Ψm) < m
2. j = q
gm,p,i,q =
r−1∑
k=0
eip+mq+k x
k from Notation 3
=
r−1∑
k=0
brem(ir+k,m) x
k since eip+jm+k = brem(ip+jm+k,m) = brem(ir+k,m)
= Tr gm,p,i,0 from the second line in the previous case.
Lemma 4. For all 0 ≤ i ≤ ϕ(m)− 1 and 0 ≤ j ≤ q, we have
fm,p,i,j = −
i∑
s=0
asgm,p,(i−s),j
where Φm =
∑
s≥0 asx
s.
Proof. Note
Φmp = −Φm (x
p) G from Lemma 2
= −

∑
s≥0
asx
sp

 G from Φm =∑
s≥0
asx
s
= −
∑
s≥0
asx
sp
∑
k≥0
ekx
k G =
∑
k≥0
ekx
k
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= −
∑
s≥0
asx
sp
∑
i≥0
q∑
j=0
gm,p,i,j x
jm xip from Notation 3
= −
∑
s≥0
∑
i≥0
q∑
j=0
as gm,p,i,j x
jm+(s+i)p by collecting the exponents of x
= −
∑
i≥0
∑
s,i≥0
s+s¯=i
q∑
j=0
asgm,p,s¯,j x
jm+ip by re-indexing
= −
∑
i≥0
i∑
s=0
q∑
j=0
asgm,p,(i−s),jx
jm+ip by re-indexing and s¯ = i− s
= −
∑
i≥0
q∑
j=0
i∑
s=0
asgm,p,(i−s),jx
jm+ip by changing the summation order
=
∑
i≥0

 q∑
j=0
(
−
i∑
s=0
asgm,p,(i−s),j
)
xjm

 xip by grouping
Recall that deg gm,p,i,j < m. Thus
deg
i∑
s=0
asgm,p,(i−s),j < m
Furthermore deg gm,p,i,q < r. Recall that p = qm+ r. Thus
deg
q∑
j=0
(
−
i∑
s=0
asgm,p,(i−s),j
)
xjm < p
Thus finally from Notation 1, we have
fm,p,i,j = −
i∑
s=0
asgm,p,(i−s),j
Proof of Theorem 1. We consider two cases:
1. j < q
fm,p,i,j = −
i∑
s=0
asgm,p,(i−s),j from Lemma 4
= −
i∑
s=0
asR(i−s)rΨm from Lemma 3
= −Rir(Ψm · ErTi+1Φm) from Lemma 1
2. j = q
fm,p,i,q = −
i∑
s=0
asgm,p,(i−s),q
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= −
i∑
s=0
asTrgm,p,(i−s),0
= −Tr
i∑
s=0
asgm,p,(i−s),0 from Lemma 3
= Trfm,p,i,0 from Lemma 4
3.2 Proof of Theorem 2 (Intra-Structure)
Lemma 5. For an integer s, we have Rs (ΨmErΦm) = 0 .
Proof. Note
Rs (ΨmErΦm) = rem(x
m−rem(s,m)ΨmΦm(x
r), xm − 1)
= rem(xm−rem(s,m)ΨmΦm(x
p), xm − 1) Φm(x
p) ≡xm−1 Φm(x
r)
= rem(xm−rem(s,m)ΨmΦmΦmp, x
m − 1) Φm(x
p) = ΦmΦmp
= rem(xm−rem(s,m) (xm − 1)Φmp, x
m − 1) ΨmΦm = x
m − 1
= 0 rem(xm − 1, xm − 1) = 0
Proof of Theorem 2.
1. Repetition: From Theorem 1 we see that fm,p,i,j does not depend on j. Hence
fm,p,i,0 = · · · = fm,p,i,q−1
2. Truncation: From Theorem 1 we see that fm,p,i,q = rem(fm,p,i,0, x
r). Hence
fm,p,i,q = Trfm,p,i,0
3. Symmetry: From Theorem 1,
fm,p,i′,0 = −Ri′r(ΨmErTi′+1Φm)
= −
i′∑
s=0
asRi′r−srΨm
= −Ri′rΨm · Er
i′∑
s=0
asx
s by Lemma 1
= −Ri′rΨm · Er

Φm − ϕ(m)∑
s=i′+1
asx
s


= Ri′r

Ψm · Er ϕ(m)∑
s=i′+1
asx
s

 by Lemma 5
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= R(ϕ(m)−i−1)r

Ψm · Er ϕ(m)∑
s=ϕ(m)−i
asx
s

 i′ = ϕ(m)− i− 1
= R−(i+1)r

xrem(−ϕ(m)r,m)Ψm · Er ϕ(m)∑
s=ϕ(m)−i
asx
s

 by Lemma 1
= R−(i+1)r

Ψm · Er ϕ(m)∑
s=ϕ(m)−i
aϕ(m)−sx
rem(s−ϕ(m),m)

 as = aϕ(m)−s
= R−(i+1)r
(
Ψm · Er
i∑
t=0
atx
rem(−t,m)
)
t = ϕ(m)− s
= R−(i+1)r (Ψm · E−rTi+1Φm) by Notation 2
= −R−(i+1)r
(
xψ(m)Ψm(x
−1) · E−rTi+1Φm
)
Ψm = −x
ψ(m)Ψm(x
−1)
= −R−rR−ir
(
xm−1−(ϕ(m)−1)Ψm(x
−1) · E−rTi+1Φm
)
= R−r+ϕ(m)−1R−ir
(
xm−1Ψm(x
−1) · E−rTi+1Φm
)
by Lemma 1
= R−r+ϕ(m)−1x
m−1fm,p,i,0(x
−1) by Theorem 1
= R−r+ϕ(m)−1Ffm,p,i,0
Hence fm,p,i′,0 = Rϕ(m)−1−rFfm,p,i,0
3.3 Proof of Theorem 3 (Inter-Structure)
Proof of Theorem 3.
1. Invariance: Recall
fm,p˜,i,0 = −Rir(Ψm
i∑
s=0
asx
sr)
Thus
fm,p˜,i,0 = fm,p,i,0
2. Semi-invariance: Note
fm,p˜,i,0 = Rir˜ (Ψm · Er˜Ti+1Φm) from Theorem 1
= R−ir (Ψm · E−rTi+1Φm) from Notation 2 and r˜ = m− r
= R−ir
(
xψ(m) Ψm(x
−1) · E−rTi+1Φm
)
= R−ir
(
xm−1−(ϕ(m)−1) Ψm(x
−1) · E−rTi+1Φm
)
= Rϕ(m)−1R−ir
(
xm−1Ψm(x
−1) · E−rTi+1Φm
)
by Lemma 1
= −Rϕ(m)−1x
m−1fm,p,i,0(x
−1) from Theorem 1
= −Rϕ(m)−1Ffm,p,i,0
Hence
fm,p˜,i,0 = −Rϕ(m)−1Ffm,p,i,0
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