Panel survey data have been gaining importance in marketing. However, one challenge of estimating econometric models based on panel survey data is how to account for underreporting, that is, respondents do not report behavioral incidences which actually occur. Underreporting is especially likely to occur in a panel survey because the data recording mechanism is often tedious, complex and effortful. The probability of underreporting is likely to vary across respondents and also over the duration of the survey period. In this paper, we propose a model to simultaneously study reported behavioral incidences and partially observed actual behavioral incidences. We propose a Bayesian approach for estimating the proposed model. We treat those unobserved actual behavioral incidences as latent variables, and the Gibbs Sampler makes it convenient to impute the non-reported consumption incidences along with making inferences on other model parameters. Our proposed method has two advantages. First, it offers a model-based approach to remove the underreporting bias in panel survey data, and therefore allows marketing researchers to make accurate inferences about consumers' actual behavior. Second, the method also offers a natural way to study factors that influence respondents' propensity to underreport. Since we treat those underreported behavioral incidences as non-missing-at-random (NMAR), this underreporting propensity varies across respondents and over time. This understanding can help marketing researchers design the right strategy to intervene and incentivize respondents to authentically report and hence improve the quality of survey data. The proposed model and estimation approach are tested on both synthetic data and an actual panel survey data on consumer reported beverage-drinking behavior. Our analysis suggests that underreporting can significantly mask respondents' true behavior.
INTRODUCTION
Survey is a popular marketing research tool for collecting information on consumer attitudes and behaviors. When it is difficult to directly observe consumer actions, marketers often rely on surveys to have respondents report their behaviors over time and collect longitudinal panel survey data.
With the advent of new digital technology, the use of diary data is increasing. For example, advertising research companies repeatedly collect media usage information from the same respondent for every hour in an entire week. Beverage companies recruit participants to record their beverage consumption on any drinking occasion in a given time period.
Panel survey data have two primary benefits compared with cross sectional survey data. First, panel survey data allow marketers to collect micro-level information such as when consumption occurs and what type of product is consumed in every consumption occasion. Such micro-level information helps marketers gain more insights on consumer behavior. Second, panel survey data make it convenient to study consumer behavioral dynamics. For example, diary data allow marketers to study how past behaviors affect current behavior, which can be useful in many marketing research contexts (Guadagni and Little 1983, Erdem and Keane 1996) .
At the same time, collecting multi-day data creates the problem of underreporting if a respondent's ability and willingness to keep accurate recording declines over time (Kitamura and Bovy 1987) , making it difficult to estimate econometric models. Underreporting has been documented (Turner 1961 , Waksberg and Neter 1965 , Lee, Hu and Toh 2000 and modeled (Bailar 1975, Bollinger and David 1997) in the literature. Imagine the following scenario where marketing researchers have respondents make a record and answer a few consumption-related questions whenever consumption of a product occurs for a two-week period. In such context especially when the survey involves a frequently consumed product, underreporting is especially likely to occur because the data recording mechanism is tedious, complex and effortful. Moreover, this underreporting probability is likely to increase in the later stage of the longitudinal survey because respondents may feel less involved in the task. Finally, this underreporting probability is likely to vary across respondents because of the heterogeneity in their ability or wiliness to accurately report and consumption patterns.
If underreporting occurs, it would be difficult to study respondents' true behavior based on reported panel survey data. For example, if we find women tend to drink soft drinks less often than men, it could be due to the gender difference in consumption propensity and/or because women are more likely to underreport than men when participating in the longitudinal survey. What becomes more problematic is when estimating the state-dependence effect in the consumption, i.e. the effect of last period consumption incidence on the current period consumption utility. Since last period consumption incidence is measured with error, the state-dependence effect is likely to be biased if such omission error is not accounted for.
In this paper, we address these aforementioned challenges by proposing a model to simultaneously study reported behavioral incidences and partially observed true behavioral incidences.
Given the complexity of the proposed model, we propose a Bayesian estimation approach. The essence of the proposed estimation method is to treat the actual behavioral incidences as latent variables, and the Gibbs Sampler makes it convenient to impute these non-reported consumption incidences along with making inferences on other model parameters. The proposed model and estimation approach are tested on both synthetic data and an actual panel survey data on consumer reported beverage consumption behavior. Our analysis suggests that underreporting can significantly mask respondents' true behavior.
Our proposed model has two important managerial implications. First, it offers a model-based approach to remove the underreporting bias in panel survey data, and therefore allows marketing researchers to make accurate inferences about consumer behavior. Our empirical analysis with both simulated and actual data suggests that it is important to control for the underreporting to avoid biased inferences. Second, our model offers a natural way to study the factors that influence a respondent's propensity to underreport. Since we treat those underreported behavioral incidences as non-missing-at -random (NMAR), this underreporting propensity varies across respondents and over time. This understanding can help marketing researchers design the right strategy to intervene and incentivize respondents to accurately report, and therefore improve the quality of panel survey data.
The remainder of this paper is organized as follows. We will next review the relevant literature on data measurement in panel survey data. We then propose a model and a Bayesian estimation approach to study the underreporting behavior. We then apply the proposed model to a panel survey dataset collected by a large beverage manufacturer on consumer beverage consumption behavior, and discuss the empirical findings. We conclude the paper with a brief summary and potential extensions of our study.
LITERATURE REVIEW
Studies describing response error with consumer survey data in marketing can be dated back to 1960's. Sudman (1964) documented the accuracy of consumer panel data and studied the determining factors. Mandell and Lundsten (1978) provided evidence of underreporting of financial data by survey respondents because high asset households may consistently underestimate their asset holdings. Hawkins and Coney (1981) documented the uninformed response error in survey research and examined factors that influence respondents' tendency to make an uninformed response. There has been abundant evidence in the literature suggesting biases in survey results of behavioral frequency, and marketing researchers have examined factors attributing to these biases and ways to reduce biases with improved questions (Menon 1993 (Menon , 1997 . Lee, Hu and Toh (2000) investigated how actual behavioral frequency and duration systematically affect the direction of errors in consumer survey responses. They demonstrate that high-frequency groups underreported their behavioral frequencies, whereas low-frequency groups overreported them. While actual usage data are accessible in those aforementioned studies, they are not readily available in many other cases such as consumption incidence, creating a challenge to determine the magnitude of the response error. Our paper extends this line of literature by proposing a modeling framework to study the actual behavioral incidence and the underreporting mechanism simultaneously.
Our research is methodologically related to some work in statistics on modeling discrete choice with response error in cross-sectional survey data. For example, Bradlow and Zaslavsky (1999) modeled the "no answer" responses in customer satisfaction survey. Bollinger and David (1997) studied the omission and commission error in the reported food stamp participation. Our study differs and extends this line of work in the following two ways. First, unlike these prior studies that focused on cross-sectional self-reported data, we study panel study data with the state dependence effect. The impact of last period behavioral incidence on the current period utility, i.e. the state dependence effect, is an important element to include when modeling panel data. As we show later, estimating state dependence effect adds additional complexity in the analysis of panel survey data with response error, and it is difficult to estimate such model with traditional estimation approaches. To the best of our knowledge, we are the first to incorporate state dependence effect in analyzing longitudinal panel survey data while correcting for the underreporting bias. Second, in our proposed framework, we simultaneously model the factors that drive true behavioral incidence and the underreporting likelihood. Consequently, such model allows researchers to disentangle the effect of the same covariate on respondents' true behavior and their likelihood of underreporting.
In the Statistics literature, researchers have modeled the phenomenon that the likelihood of underreporting is likely to increase over time as the respondent loses interest and incentive in longitudinal panel surveys. The common approach to statistically control for such effect is to model the dependent variable (continuous or discrete) as a function of explanatory covariates and a time trend (See Fuller 1995 for a discussion). This approach has several limitations. First, this approach assumes that there is no underreporting in the first period, which is a strong assumption. Second, the time trend specification does not allow researchers to disentangle the dynamics from the reporting behavior and the dynamics from the actual behavior. For example, the observation that reported consumption frequency decreases over the survey period can be driven by that respondents are underreporting towards the later stage and/or respondents are indeed drinking less due to the seasonal variation. Third, since the underlying process of underreporting is not modeled in this standard approach, researchers are not able to disentangle the effect of the same covariate on the respondent's true consumption behavior and on the respondent's underreporting tendency. Finally, it will be very difficult, if at all possible, to model the state-dependence in true consumption behavior, with this standard approach. This is because lagged reported consumption incidence is measured with error and this measurement error needs to be statistically controlled. The goal of this paper is to propose a model to address these aforementioned limitations.
Finally, our research is related to marketing studies on response style. Ter Hofstede, Steenkamp and Wedel (1999) modeled the response scale usage in their market segmentation research. Rossi, Gilula and Allenby (2001) addressed the issue that respondents vary in their scale usage when answering survey questions, and proposed a statistical model with individual scale and location effects to capture scale usage differences. Bradlow, Hu and Ho (2004a) developed a learning-based imputation model to study how respondents infer missing levels of product attributes in conjoint studies with partial conjoint profiles. Gilbride, Yang and Allenby (2005) proposed a modeling approach and empirically showed how brand usage and attribute perception responses are jointly determined by justification, order, and brand halo effects. Baumgartner and Steenkamp (2001) examined five forms of stylistic responding (acquiescence and disacquiescence response styles, extreme response style/response range, midpoint responding, and noncontingent responding) and discussed their biasing effects on scale scores and correlations between scales. De Jong et al. (2008) studied the extreme response style in marketing research using item response theory. Marketing researchers have examined how fatigue can affect respondent's choice behavior in conjoint studies (Otter, Frühwirth-Schnatter and Tüchler 2003, Liechty, Fong, and DeSarbo 2005) , and attrition biases in dairy panel (Toh and Hu 1996) . Researchers have also studied social desirability response style and how to control for social desirability bias in survey research (Ganster, Hennessey, and Luthans 1983 , Fisher 1993 , Myung-soo, Nelson and Kiecker 1997 , De Jong, Pieters and Fox 2009 . Our study complements this line of research by modeling one type of response style, underreporting, in the context of longitudinal panel survey research. In the following section, we lay out the model, describe how to estimate the proposed model using MCMC with data augmentation, and test the proposed model and estimation approach with synthetic data.
MODEL
Let R it stand for the reported incidence of a behavior and Y it stand for the actual incidence of a behavior (such as consumption of a product) by respondent i at time t in the survey period. When underreporting happens, some actual behavioral incidences are not reported. The econometrician only observes R it . When a behavior occurs (Y it =1), we model the respondent's decision on whether to report or not to report as in a standard binary probit setting, that is,
In the above equations, U is the latent utility of reporting, z is the vector of covariates,
α is the vector of coefficients correspondent to , and it z it η is the error term. We adopt the random coefficient specification on i α to capture the unobserved consumer heterogeneity, where α is the mean level estimate and is the variance-covariance matrix.
α D Similarly, we model the respondent's true behavioral incidence as a binary probit, that is,
In the above equations, Y is the latent utility for consumption, is the vector of covariates,
β is the vector of coefficients correspondent to , and it x it ε is the error term. We adopt the random coefficient specification on i β to capture the unobserved consumer heterogeneity, where β is the mean level estimate and is the variance-covariance matrix.
To capture any unobserved correlation between the reporting utility and the consumption utility, we allow the two error terms to be correlated and distributed as bivariate normal with mean of 0 and correlation of , that is,
Note that our model can be viewed as a restricted version of the hidden Markov model. When there is no behavioral occurrence reported (R=0), we model two latent states, one being the state in which consumption indeed occurs (Y=1), and the other being the state in which consumption does not occur (Y=0). We used the probit link to parameterize the switching probabilities between the two states. Hidden Markov models have been widely used in many marketing studies to model unobserved consumer behavioral dynamics (Montgomery, Li, Srinivasan, and Liechty 2004 , Du and Kamakura 2006 , Montoya, Netzer and Jedidi 2007 , Netzer, Lattin and Srinivasan 2008 , van der Lans et al 2009 .
We introduce a Bayesian approach to estimate the model using data augmentation. The critical step in this MCMC algorithm is to draw the true behavioral incidence Y conditional on data (reported behavioral incidence and covariates) and model parameters. The above model specification suggests the following probabilities to be associated with each one of the three events: 
In many situations, marketing researchers are interested in the state dependence effect, that is, the effect of last period behavioral incidence on the current period choice utility. There has been a long history of incorporating the state dependence effect when studying consumer product choices using supermarket scanner panel data (Guadagni and Little 1983, Seetharaman, Ainslie and Chintagunta 1999) . State dependence has been shown to be an important factor to capture consumer dynamic preferences, leading to important implications to firms' pricing decisions (Che, Sudhir and Seetharaman 2007) . Incorporating the state dependence effect is especially important when analyzing longitudinal panel survey data, since a key advantage of panel survey data compared with crosssectional survey data is that they allow researchers to examine consumer dynamic preferences. To incorporate the state dependence effect 2 , we need to revise the consumption utility in equations (2b) and (2c) as follows, 2 Multi-period state dependence can be incorporated but with extra complication.
Incorporating state dependence effect is standard when there is no measurement error on last period behavioral incidence. However, when last period behavioral incidence is measured with error, we need to account for this measurement error. Now, in order to draw Y with the state dependence effect incorporated, we need to derive the probability of each of the nine possible combinations of
Note that we only need to generate Y when
With the true behavioral incidence Y generated, we can estimate it i α and i θ as in a bivariate probit model with sample selection. We provide details of the MCMC algorithm in Appendix A. This concludes the model description and estimation.
It is important to note that it is difficult to estimate the proposed model with state dependence effect using classical estimation methods. For example, in the Maximum Likelihood Estimation approach, we need to write down the likelihood of the observed data from respondent i according to the specified model, that is,
However, in our research context, the conditional probability P is difficult to write down. To see this more clearly, we provide an example below. For the convenience of illustration, we assume zero correlation between the two error terms associated with the reporting utility and consumption utility. If we observe the reported incidence
, then the probability of this observation can be written as follows:
If a behavioral incidence is reported at time t-1, that is 1
, then Y with probability 1 by assumption. In this case, it is straightforward to compute
However, when a behavioral incidence is not reported at time t-1, that is R , then we need to calculate and this probability depends on Y , that is,
Following the same logic, P needs to be computed differently depending on whether or , and this algorithm continues till time t-k where R . As we see in the aforementioned example, the conditional probability of a reported behavioral incidence at time t is extremely difficult to compute because the model involves dynamics (i.e. current period true behavioral incidence is dependent on lag true behavioral incidence) and the lag true behavioral incidence is not fully observed. In summary, what makes Bayesian estimation approach especially effective and efficient in this context is that our proposed model involves a large number of latent discrete variables
It is important to note that our proposed model has an identification condition. The standard "exclusion" condition needs to hold here in order to empirically identify the proposed model. This identification requires that the two vectors x and z do not contain exact same covariates. We illustrate why this empirical identification constraint needs to be imposed here using a simpler version of our proposed mode by assuming 0 = ρ . In that case, the probability of observing a reported behavioral 3 An alternative classical approach to estimate our proposed model is by using the EM algorithm.
and the probability of not observing a reported behavioral
lead to the same likelihood of the data. There are two suggestions on how to impose the "exclusion" identification constraint. First, we can include a set of covariates in the consumption utility function but include only an intercept in the reporting utility function. This specification usually serves the purpose of testing whether underreporting exists in the data. Second, behavioral theory and previous findings can help us find variables that only predict one but not the other. For example, some psychographic variables such as consumer general attitudes towards survey participation can predict the authentic reporting probability but not necessarily the true consumption incidence.
To test the proposed model, we have conducted simulation analysis. We have simulated data according to the proposed model with pre-specified parameter values, and then estimated these parameters using the proposed method. Our results suggest that our estimation approach can recover the true parameter values of the proposed model. In addition, our simulations fulfill other two important goals. First, it helps us determine whether the model is statistically identified. Second, it helps us quantify the direction and size of the biases on model parameters caused by the underreporting response style. Overall, our simulation results show that the proposed model is identified, the proposed estimation method works well on recovering true parameter values, and ignoring the underreporting phenomenon leads to biased inferences. For details of the simulation, please refer to Appendix B.
AN EMPIRICAL APPLICATION

Data and Variable Specification
The data were provided to us by one of the world's leading marketers of non-alcoholic beverages, who collect these data as part of an extensive and ongoing market research exercise lasting several years. Each respondent was provided with a handheld personal digital assistant. In each weekday over a two-week period, a respondent was asked to make a record and answer a few consumption-related questions whenever he/she consumed a beverage at that moment. Underreporting is likely to occur in such context. Since the data recording mechanism is tedious, complex and effortful, it is possible that consumption occurs but a respondent does not record the behavioral incidence. On the other hand, overreporting is less likely to occur in such context based on the same intuition.
We randomly sampled 1000 respondents surveyed in the three months of June, July and August college or trade school; 5=college graduate; 6=post graduate work. INCOME was measured on the following 7-point scale: 1=under $15,000; 2=$15,000-$25,000; 3=$25,000-$35,000; 4=$35,000-$50,000; 5=$50,000-$75,000; 6=$75,000-$100,000; 7=$100,000 or greater. Respondents also reported the level of the motivation for looking good (LOOKGOOD) which is measured on a 3-point scale (1=least, 2=average, 3=most), the likelihood of being motivated by indulging oneself (INDULGE), and the likelihood of being motivated to be healthy (HEALTHY). The likelihood measure ranges from 0 to 1. Since the 1000 randomly sampled respondents were surveyed for a two-week period at different time points during the three months, we include LOG_WEEK variable that is measured by the natural log of the week (from 1 to 12 since we have data from 12 consecutive weeks in those three months) of a respondent's reported consumption incidences. This potentially captures the beverage consumption dynamics due to change of weather (becoming hotter in our context). In the consumption utility, we also include seven variables that are modeled with random coefficients or unobserved heterogeneity across respondents: the six day-parts (MORNING, LUNCH, AFTERNOON, DINNER, NIGHT, LATE NIGHT) and lagged actual consumption incidence to capture the state dependence effect. Note that the "exclusion" identification constraint is imposed by including the ten day dummies in the reporting utility while including LOG_WEEK in the consumption utility.
We estimated fixed effects for all the covariates included in the utility of reporting conditional on a consumption incidence 4 . These covariates include the seven demographic and psychographic variables as mentioned above, ten dummies to indicate the consumption in any of the ten days of the survey period, and the six day-parts as mentioned above where LATE NIGHT is treated as the baseline.
In order to ensure the convergence of the mcmc chain, we adopted three different techniques to test the convergence. First, we did the time series inspection on trace plots, which has been often used in the marketing literature. Second, we computed the Geweke convergence diagnostic (1992), which takes two non-overlapping parts of the Markov chain and compares the means of both parts, using a difference of means test to assess if the two parts of the chain are from the same distribution (null hypothesis). Lastly, we employed three sets of starting values for the model parameters, and the moments of the posterior distributions remain unchanged across all sets. All three of these tests indicated that model estimation is convergent. Table 1 reports the estimation results on consumption incidence of any beverage from both the proposed model accounting for underreporting and the naïve model not accounting for underreporting.
Estimation Results
We first discuss results from the proposed model. With regard to consumption utility, we find that the consumption incidence varies from the lowest to the highest over the six day-parts in the following order: late night, night, morning, afternoon, dinner and lunch. The state-dependence parameter at the mean level is significantly negative (-0.209). The variance (heterogeneity) of the state dependence parameter is 0.368, or its standard deviation is 0.607. This suggests that some respondents have a positive state dependence coefficient whereas some respondents have a negative state dependence coefficient. We also find significant unobserved heterogeneity in consumer beverage consumption incidence over the six day-parts. On the effect of demographics, we find that females drink any beverage more often than males. On the effect of psychographics, we find people who are more motivated by INDULGE and HEALTHY drink beverages more frequently. Finally, the effect of LOG-WEEK is insignificant.
On respondents' reporting behavior conditional on consumption, our analysis reveals some interesting findings. First, on the effects of demographic variables, we find that older respondents are more likely to report and females are less likely to report than males when consumption occurs. Second, on the effects of psychographic variables, we find that people who are more motivated by INDULGE are less likely to report when consumption occurs. Third, the estimates on DAY1 through DAY10 show that the reporting tendency is much lower in the last eight days than in the first two days, which may be due to a decreased interest in expending the effort required. Fourth, the reporting tendency varies over the six day-parts from the lowest to the highest in the following order: morning, afternoon, lunch, late night, and night. This order is not consistent with that of the predicted consumption incidence, which suggests that low (high) probability of a consumption incidence does not necessarily mean low (high) reporting probability. The analysis on respondents' authentic reporting behavior allows marketing researchers to better understand who at what time are more likely to omit reporting of their actual behavioral incidence. Finally, we find that there is a significant negative correlation between the consumption utility and the reporting utility due to the unobserved variables in these two equations.
Next, we estimated a model where we treat the reported consumption incidence as the actual consumption incidence without accounting for the possibility of omission. Estimates from such naïve model are reported in the last two columns of Table 1 . We find that failure of accounting for underreporting leads to substantial biases in the coefficient estimates on the day-parts such as morning, afternoon, night and late night. In addition, we find that the state dependence estimate is attenuated towards zero (40% less negative in our case), consistent with our findings in the simulation.
= = Insert Table 1 Here = =
We have also estimated the same proposed model on soft drink consumption and water consumption respectively. The estimates from both the proposed model and the native model on soft drink consumption are reported in Table 2 . Similarly, we find biases in estimates if not accounting for underreporting. For example, our proposed model suggests that EDUCATION does not predict soft drink consumption incidence, but according to the naïve model without accounting for the underreporting bias, EDUCATION has a significant and positive effect. In the proposed model, INCOME is found to have a significant and negative effect on soft drink consumption, but the naïve model found the income effect to be insignificant. Interestingly, we find a significant and positive effect of LOG_WEEK in the proposed model, suggesting that consumers consume soft drink more frequently as weather turns hotter. However, the naïve model fails to detect this relationship. Finally, apart from those estimates that suffer from a directional bias, we also find substantial biases on other model parameters. For example, the effect of AGE on soft drink consumption utility is -0.261 ( The estimates from both the proposed model and the native model on water consumption are reported in Table 3 . As shown in Table 3 , the estimates on DAY1 through DAY10 in the report utility from the proposed model are larger than those found in the overall beverage consumption. This suggests that respondents have a higher probability of reporting when consuming water than when consuming any beverage, leading to a lesser bias from the naïve model. However, there are still significant biases when underreporting is not accounted for. For example, age is found to have a significant and negative effect in water consumption in the proposed model, but found to have an insignificant effect in the naïve model. On the consumption utility, we find the following different and similar effects on the two beverage categories: (i) Effect of demographics. Age has a negative effect for both soft drink (-0.199) and water (-0.074). Females are predicted to drink soft drink (water) less (more) frequently than males.
= = Insert
INCOME has a significant and negative effect on soft drink consumption, but an insignificant effect on water consumption incidence.
(ii) Effect of psychographics. Specifically, we find that people who are more motivated by LOOKGOOD and HEALTHY tend to consume soft drink less frequently and water more frequently, and vice versa for those who are more motivated by INDULGE. (iii). Effect of consumption dynamics. Interestingly, we find a positive (negative) consumption dynamics in soft drink (water), suggesting that consumers tend to drink soft drink (water) more (less) often as weather turns hotter. The magnitude of state dependence is about the same for these two types of beverages. (iv).
Mean level effect of day-parts.
The predicted mean level consumption probability of soft drink and water varies over the six day-parts in different patterns. For example, soft drink is consumed most in lunchtime, whereas water is consumed most in afternoon. (v). Unobserved heterogeneity. In general, we find that the variance of the random coefficients of day-parts and state dependence is larger in consumption of soft drink than in consumption of water.
More importantly, our proposed model presents a modeling framework to allow marketing researchers to better understand who are more likely to underreport and when underreporting is more likely to occur. On the reporting utility, we find the following different and similar effects on the two beverage categories: (i) Effect of demographics. For both categories of beverage, we find AGE has a positive effect on the utility of reporting with the effect size being significantly larger for water. For water, we find that females are less likely to report than males. For soft drink, we find that respondents with higher income are more likely to report than respondents with lower income. (ii) Effect of psychographics. We find that people with stronger consumption motivation of INDULGE are more likely to underreport actual consumption incidence of both categories of beverage. (iii). Effect of reporting dynamics. For both categories, we find the probability of reporting decreases over the 10-day survey period. This pattern is consistent with the plots of consumption frequency observed in the data shown in Figures 1a-1c , suggesting that the observed consumption dynamics from the data are likely driven by the dynamics in the probability of reporting/underreporting. (iv). Effect of day-parts. The probability of reporting is fairly constant across the six day-parts for both categories. (v). Unobserved correlation. The correlation of the consumption utility and the reporting utility caused by the unobservable is negative for both soft drink and water.
Model Validation
We next do model validation. Model validation is especially important in our context since respondents' true consumption behavior is not observed. To gain confidence in our proposed model and the importance of correcting for the under-reporting bias, we provide both internal and external validations.
For the internal validation, we conducted two sets of analysis. First, we compared our proposed model with a naïve model that ignores underreporting, in predicting the reported consumption incidence. The naïve model is a nested version or special case of our proposed model by assuming the underreporting probability is zero. Table 5a reports the mean absolute deviation (MAD) between the predicted probability of a reported consumption incidence and the actual reported consumption incidence on any beverage, soft drink and water respectively. We found that our proposed model predicts better for both in-sample and out-sample on all three categories.
Second, we ran correlation analysis between the predicted consumption incidence and the actual consumption incidence. In our context, the company also collected an overall measure of how frequently each respondent consumes each type of beverages overall ("FREQ"), which is measured on a 5-point scale where "1" means least frequently and "5" means most frequently. This overall measure is collected only once for each respondent and therefore is less prone to a systematic underreporting bias. We use this measure to approximate a respondent's actual consumption frequency. We found that the correlation between "FREQ" and the predicted consumption incidence based on our proposed model is 30% larger than the correlation between "FREQ" and the predicted consumption incidence based on the naïve model. Collectively, these results suggest that our proposed model more accurately predicts the reported consumption incidence and the actual consumption frequency. The last row in Table 5b reports the average beverage consumption probability on each of the five day parts based on this new sample. We use these average probabilities to approximate the true level of beverage consumption incidence over the five day parts. In the first three rows of Table 5b , we report the predicted consumption probabilities over the five day parts from three models based on the longitudinal panel data we analyzed earlier: (1) data on reported consumption incidences, (2) naïve model assuming the underreporting probability is zero, and (3) our proposed model. As shown in Table 5b , our proposed model significantly out-performs the other two models in predicting the true consumption probability on Morning, Lunch, Afternoon and Dinner. = = Insert Table 5b Here = =
Managerial Implications
Surveys are extensively used for collecting information about consumers. However if there is systematic tendency to underreport, the model estimates will be biased if such underreporting phenomenon is not accounted for. An important managerial implication of our study is to provide a modeling approach to extract unbiased estimates when the survey data might suffer from underreporting. As shown in our analysis, underreporting can significantly mask respondents' true behavior.
Another important managerial implication of our study is to help survey researchers identify who at what time are more likely to underreport, and incentivize these people to authentically report. In Table 6a , we report the predicted reporting probabilities of two types of respondents and the sample average predicted reporting probabilities for any beverage consumption in the six day parts. We find that the reporting probability of respondent A is higher than the sample average, whereas the reporting probability of respondent B is lower than the sample average. In Table 6b , we report the average predicted reporting probabilities of any beverage consumption over the 10 day survey period. As shown, the reporting probabilities in the first two days are significantly higher than those in the remaining eight days. = = Insert Table 6a and Table 6b Here = =
CONCLUSION
Panel survey data have been gaining importance in marketing for their benefit of allowing marketing researchers to dynamically track changes in consumer behavior. However, one challenge of estimating econometric models based on panel survey data is how to account for the underreporting bias. There is evidence suggesting that respondents may underreport their true behavioral incidence over the duration of the survey period when the data recording mechanism is tedious, complex and effortful. Such underreporting bias can significantly mask respondents' true behavior and its dynamics.
Therefore, it is important to account for such measure error when estimating models based on panel survey data.
In this paper, we developed a model and Bayesian estimation approach for estimating the proposed model to address an important marketing research issue: the underreporting bias in panel survey data. We view this as an important methodological contribution. In the proposed modeling framework, we simultaneously study reported behavioral incidences and partially observed actual behavioral incidences. We treat those unobserved actual behavioral incidences as latent variables, and the Gibbs Sampler makes it convenient to impute these non-reported consumption incidences along with making inferences on other model parameters. The proposed Bayesian estimation approach adds additional value when estimating the state dependence effect in panel survey data with underreporting bias. In such context, it is extremely difficult to estimate the model using classical estimation methods.
The proposed model is then applied to a unique dataset on consumer beverage consumption incidence collected by a large manufacturer of non-alcohol beverage producer. The empirical study revealed many important findings and managerial insights that would not have been obtained without modeling the underreporting bias. On one hand, our empirical analysis shows that ignoring the underreporting bias leads to biased estimates on the consumption utility and such biases can be substantial. In this regard, our proposed model is useful to marketing researchers and firms to make accurate inference on consumer behavior with panel survey data. On the other hand, the proposed model allows one to examine factors affecting the underreporting likelihood. Once we know what factors are explaining the underreporting, we can design procedures to intervene and provide incentives to the right respondents at right time, and hence reduce the size of the underreporting measurement error and increase the quality of panel survey data.
Finally, our study can be extended in several ways. First, the incidence model can be extended to a choice model with more than two alternatives. In this study, the incidence model is adopted for ease of demonstration. Second, it will be interesting to incorporate the cross-category state dependence effect, that is, last period of consumption incidence on product A influences the current period consumption utility of product B. This requires additional derivation on the posterior distribution of the true consumption incidence for both products. Such extension may add more complexity to the proposed model, but can be valuable to researchers and practitioners who find the cross-category state dependence effects important. Third, even though our interest in this paper is to model underreporting (behavior occurs but not recorded), the proposed framework can be extended to modeling overreporting (behavior does not occur but is recorded). In our empirical context, the overreporting is unlikely to occur because of the complicated data recording mechanism and the product of interest being largely viewed as necessity goods. However, when asked to report usage behavior on some luxury or social status goods, respondents might have an incentive to overreport. Finally, the model can be extended to incorporate and test behavioral theories on sources of measurement error. We hope this paper will generate some further interest in this important marketing research area.
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Appendix B: Simulation Analysis
Our simulation study is based on synthetic panel data of 1000 people with 100 observations per person generated from a random coefficients binary probit model with underreporting. We include an intercept and three randomly generated covariates in the utility that drives the true behavioral incidence and in the utility that drives the likelihood of authentic reporting. In addition, we include the lagged true behavioral incidence ( ) to capture the state dependence effect in predicting the true behavior incidence in the current time period. We simulated two separate datasets. In the first dataset, we assumed a negative state dependence effect ( 
