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Introduction
One of the complex problem in science and specially in mathematics is to solve the nonlinear equation f(x) = 0.
(1.1)
The solution of such type of equations cannot be find directly except in special cases. Therefore most of the methods for solving such type of equations are iterative methods. In iterative methods, we start with an initial guess "x 0 " which is improved step by step by means of iterations. In recent years, several iterative methods have been developed by using the different techniques namely: Taylor's series expansion, Adomian decomposition, Quadrature formulae etc. Some basic iterative methods are given in literature [2-7, 12, 16, 20-22] , and the references therein. Considering (1.1) and assume that α is a simple zero of (1.1) and γ is an initial guess sufficiently close to α then by using the Taylor's series around γ for (1.1), we have
If f (γ) = 0, we can evaluate the above expression as follows:
If we choose x k+1 the root of equation, then we have
This is so-called the Newton's method (NM) [2, 4, 12] for root-finding of nonlinear functions, which converges quadratically.
From (1.2), we obtain
This is so-called the Halley's method (HM) [3, 6, 16] for root-finding of nonlinear functions, having cubic order of convergence. Simplification of (1.2) yields another method:
This is known as Househölder's method [7] , for solving non linear equations in one variable and converges cubically. In this paper, we modified the Abbasbandy's method by making it two step iterative method by taking Newton's method as a predictor and Abbasbandy's method as a corrector step. We proved that this new modified method has sixth order of convergence and most efficient as compared to other methods of sixth order of convergence. Some examples are given to show the performance of this method with other famous methods. Polynomiography of some complex polynomials using modified Abbasbandy's method is also presented.
Main results
Using the technique of Adomian decomposition, Abbasbandy derive the following method:
This is so-called the Abbasbandy's method for root-finding of nonlinear functions, which converges cubically [1] . In order to apply this method, one has to calculate third derivative of the function. If a function is undefined at 3rd derivative then we cannot apply this method. In order to solve this problem, we take Newton's method as a predictor step and Abbasbandy's method as a corrector step, and using the finite difference scheme:
We arrive at the following iterative scheme:
This formulation suggests the following algorithm:
Algorithm 2.1. For a given x 0 , compute the approximate solution x n+1 by the following iterative schemes:
4)
which is known as modified Abbasbandy's method free from 3rd derivative (MAM(Free)) having sixth order of convergence.
3 Convergence analysis Proof. To prove the convergence of modified Abbasbandy's method free from 3rd derivative, suppose that α is a root of the equation f(x) = 0 and e n be the error at nth iteration, then e n = x n − α and by using Taylor series expansion, we have 
With the help of (3.1) and (3.2), we get + 28c Using equations (3.1) to (3.6) in Algorithm 2.1, we get 
Comparisons of efficiency index
The term "efficiency index" is used to compare the performance of different iterative methods. It depends upon the order of convergence and number of functional evaluations of the iterative method. If "r" denote the order of convergence and "N f " denote the number of functional evaluations of an iterative method, then the efficiency index E.I is defined as:
On this basis, the Newton's method has an efficiency of 2 Kuo [14] has developed several methods that each require two function evaluations and two derivative evaluations and these methods achieve fifth order of convergence, so having efficiencies of 5 1 4 ≈ 1.4953. Now we move to calculate the efficiency index of our new developed modified Abbasbandy's method free from 3rd derivative as follows: The modified Abbasbandy's method from 3rd derivative needs one evaluation of the function and two of its first and second derivatives. So the number of functional and derivative evaluations of this method will be three, i.e.,
Also, in the earlier section, we have proved that the order of convergence of our modified Abbasbandy's method from 3rd derivative is six, i.e., r = 6
Thus the efficiency index of modified Abbasbandy's method free from 3rd derivative is:
The efficiencies of the above discussed methods are summarized in the following table. It can be seen from the above comparison table that the efficiency of modified Abbasbandy's method free from 3rd derivative is much higher as compare to other iterative methods.
Applications
In this section, we compare our developed modified Abbasbandy's method free from 3rd derivative (MAM(Free)) with well known Newton's method (NM), Halley's method (HM) and Abbsbandy's method (AM). We included following nonlinear test functions: Tables 2-7 shows that modified Abbasbandy's method from 3rd derivative performs better then the other iterative methods.
Polynomiography
Polynomials are one of the most significant objects in many fields of mathematics. Polynomial root-finding has played a key role in the history of mathematics. It is one of the oldest and most deeply studied mathematical problems. The last interesting contribution to the polynomials root finding history was made by Kalantari [10] , who introduced the polynomiography. As a method which generates nice looking graphics, it was patented by Kalantari in 2005 [11, 13] . Polynomiography is defined to be "the art and science of visualization in approximation of the zeros of complex polynomials, via fractal and non fractal images created using the mathematical convergence properties of iteration functions" [10] . An individual image is called a "polynomiograph". Polynomiography combines both art and science aspects. Polynomiography gives a new way to solve the ancient problem by using new algorithms and computer technology. Polynomiography is based on the use of one or an infinite number of iteration methods formulated for the purpose of approximation of the root of polynomials e.g., Newton's method, Halley's method etc. The word "fractal", which partially appeared in the definition of polynomiography, was coined by the famous mathematician Mandelbrot [15] . Both fractal images and polynomiographs can be obtained via different iterative schemes. Fractals are self-similar has typical structure and independent of scale. On the other hand, polynomiographs are quite different. The "polynomiographer" can control the shape and designed in a more predictable way by using different iteration methods to the infinite variety of complex polynomials. Generally, fractals and polynomiographs belong to different classes of graphical objects. Polynomiography has diverse applications in math, science, education, art and design. According to Fundamental Theorem of Algebra, any complex polynomial with complex coefficients {a n , a n−1 , ..., a 1 , a 0 }: p(z) = a n z n + a n−1 z n−1 + · + a 1 z + a 0 or by its zeros (roots) {r 1 , r 2 , · · · , r n−1 , r n } :
of degree n has n roots (zeros) which may or may not be distinct. The degree of polynomial describes the number of basins of attraction and placing roots on the complex plane manually localization of basins can be controlled. Usually, polynomiographs are colored based on the number of iterations needed to obtain the approximation of some polynomial root with a given accuracy and a chosen iteration method. The description of polynomiography, its theoretical background and artistic applications are described in [10, 11, 13] .
Polynomiographs of different complex polynomial
In this section, we present polynomiographs of some complex polynomials, using our developed method. (Figures 1-18 ) 
Conclusions
The modified Abbasbandy's method free from 3rd derivative for solving nonlinear functions has been obtained. We can conclude from Tables 1-7 that 1. The efficiency index of modified Abbasbandy's method free from 3rd derivative is 1.5651.
2. The convergence order of modified Abbasbandy's method free from 3rd derivative is six.
3. By using some examples the performance of modified Abbasbandy's method free from 3rd derivative was also discussed. Our method is performing well in comparison to Newton's method, Halley's method and Abbasbandy's method.
4. Polynomiography via modified Abbasbandy's method free from 3rd derivative was also presented. We used our developed method for solving complex polynomials to create nice looking images which are quite new and interesting from aesthetic point of view.
