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It is shown that the dichotomy obtained by Lazer for diagonally dominant 
linear systems is a weaker condition than that of exponentiaz dichotomy but that 
the two conditions are equivalent in the case of bounded coefficients. Thus 
Fink’s result that exponential decay of all solutions implies exponential dichot- 
omy does not extend to the case of mixed growth and decay. It is also shown 
that column dominant systems of mixed sign admit exponential dichotomies 
when the coefficients are bounded. 
I. INTRODUCTION AND SUMMARY 
We consider the homogeneous linear differential system 
x’(t) = A(t) x(t), -co<t<m, (1) 
where A(t) denotes a complex n x n matrix function whose entries are con- 
tinuous on (- co, co) and x(t) is a complex n-vector. 
Lazer [6] has shown that when the coefficient matrix A(t) in (1) satisfies a 
diagonal dominance condition there is a basis for the solution space of (1) 
every element of which either grows or decays in norm according to an 
exponential law. Sanberg [8] and Kahabe [15] have both shown that when 
A(t) in (1) satisfies the column dominance condition 
Re ~ii(t) + i j aj<(t)l < -8 < 0, 
j=I 
j-2-i 
i = I,..., n, 
all vector solutions of (1) decay according to the exponential law 
1 x(t)/ < 1 x(s)/ e+-), s < t. 
Relative to Sanberg’s work, Fink has written two papers [2, 31 applying 
the idea of column dominance to the study of forced Lienard equations. 
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Central to Fink’s analysis is his proof that exponential decay of all vector 
solutions of (1) implies that system (1) admits an exponential dichotomy. Relative 
to Lazer’s work a natural extension of Fink’s result would be the conjecture 
that when the conclusions of Lazer’s theorem are satisjied, system (1) also admits 
an exponential dichotomy. The purpose of this article is to show that this 
conjecture is false and to explore the relationships between systems which 
satisfy the conclusions of Laxer’s theorem and those which admit exponential 
dichotomies. 
In Section 2 we show that the existence of an exponential dichotomy is 
sufficient for the conclusions of Lazer’s theorem to hold and that the two 
concepts are equivalent when A(t) is bounded. The second of these statements 
can be inferred from Theorem 2 of Sacker and Sell’s very general work on 
exponential dichotomies [7]. However, our proof here is much more element- 
ary in that it does not require the tools from algebraic topology used in [7]. 
In Section 3 we show by example that the conclusions of Lazer’s theorem 
are not sufficient to imply the existence of an exponential dichotomy for (1). 
In Section 4 we consider the case where A(t) is column dominant with the 
real parts of the diagonal entries having mixed sign and show that when A(t) 
is bounded the system (1) admits an exponential dichotomy. 
2. RELATIONSHIPS BETWEEN THE DICHOTOMIES 
We denote by K the complex field. For 
x = COl(X, ,..., x,) E K”, 
we set 
For each A(t) in (1) we define 
r@(t), i) = 2 j aij(t)! . 
j=l 
j#i 
As Lazer’s result is the main motivation for this article, we restate it here in 
equivalent form. 
THEOREM 1. Let 6 > 0 and { 1, 2,..., n> = S, u S, such that each of the 
following hold for (1): 
(i) Reaii(t)+r(A(t),i)~--6<OforeachiES,andalltE(--,~). 
(ii) Re ajj(t) - r(A(t), i) 2 6 > 0 for each i E S, and all t E (-co, co). 
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Denote by X the solution space of (1) and by k the number of indices i E S, . 
Then there exist subspaces XI and X2 of X such that each of the following holds: 
(i) /I x(t)11 < /I x(s)11 exp(-A(t - s)) if s < t for all solutions x E X, . 
(ii) 1) x(s)// exp(d(t - s)) < I/ x(t)/1 if s < t for all solutions x E X2 . 
(iii) X = X, @ X, . 
(iv) dim XI = k. 
Motivated by Lazer’s result we make the following definition. Henceforth 
jj . 11 shall denote any norm on K”. 
DEFINITION. We say that the solution space X of (1) admits a comparatiwe 
exponential dichotomy if there exist subspaces X, and X, of X, constants aI 
and 01~ in (0, a~), and constants KI and K, in [l, co) such that each of the 
following holds. 
(i) I/ x(t)11 < /I x(s)11 KI exp(-a,(t - s)), s < t, for all solutions x E XI . 
(2) 
(ii) I] x(t)]1 < /I x(s)/1 K, exp az(t - s), t < s, for all solutions x E X, . 
(3) 
(iii) X = XI @ X, . (4) 
We point out that Theorem 1 establishes sufficient conditions for the 
existence of a comparative exponential dichotomy with KI = K, = 1 and 
011 = 012 = 6. 
We next denote by U(t) the unique continuous n x n matrix function 
satisfying 
U’ = A(t) u, U(0) = I, 
and recall that the solution space of (1) is said to admit an exponential dicho- 
tomy if there exist supplementary projections PI and Pz , constants & and 
/3s in (0, CCI), and constant MI and ikfs in [I, CO) such that: 
and 
II u(t) PIu-l(s)l/ < n/r, exp(--A(t - s>> if s < t, (5) 
II u(t) f’zu-l(s)lI < J4 exp B& - 4 if t < s. (6) 
where !I . /I denotes the operator norm induced by the norm on K”. 
Remark. We may now rephrase Fink’s result as follows. If system (1) 
admits a comparative exponential dichotomy with X = XI , X2 = (0) then (1) 
admits an exponential dichotomy with PI = identity, Pz = 0. The example in 
Section 3 is a system which admits a comparative exponential dichotomy 
COMPARATIVE DICHOTOMIES 143 
with both .X1 and X, nontrivial but which does not admit an exponential 
dichotomy. 
Our main result may now be stated quite simply. 
THEOREM 2. If the solution space X of (1) admits an exponential dichotomy 
then it admits a comparative exponential dichotomy. Conversely, if X admits a 
comparative exponential dichotomy and A in (1) is bounded then X admits an 
exponential dichotomy. 
Proof. We observe all preceding notation and first assume the existence of 
an exponential dichotomy for the solution space of (1). 
Let 7 be any nonzero vector in the range of P1 and define x(t) = U(t) v, 
t E (--co, co). By the basic theory of differential equations, x is a solution of 
(1) whose value at t = 0 is 7. For s < t we have that 
II x(t)ll -= II U(t) Pl? II 
II x(s)ll 
< sup II w> PI5 II 
II W)1711 ‘&p II %)6ll 
= sup II w> p1u-w E II 
CEK” II 4 II 
= II w PIW4ll * 
From (5) and the preceding inequality it follows that 
II #)ll < II 44ll MI exp(--Bdt - 4) if 
We define the subspace X, of X by 
s < t. (7) 
XI = {x E X I x(t) = U(t) r], n E range P1} 
Then from (7) we have that (2) holds with MI = KI and aI = ,!$ . 
Using (6), a repetition of the same argument shows that (3) holds with 
M, = K, and 01s = /Is , where Xs is the subspace of X defined by 
Xs = {x E X I x(t) = U(t) 7,~ E range PJ. 
From inequalities (2) and (3) it is clear that XI n Xs = (0). Thus (4) holds, 
since P1 and Pz are supplementary projections. This completes the proof of 
the first statement. 
We now assume that /I A(t)11 < R, t E (-co, a~) and that X admits a 
comparative exponential dichotomy. Thus (2), (3), and (4) hold for (1). Let 
{j, ,--*> yk} be a basis for XI and {zI ,..., z,+} be a basis for X, . Then any 
vector 7 E K” can be uniquely expressed in the form 
409/55/‘-10 
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Using (8) we define supplementary projection PI and Pz by 
Plh) = i wN% 
n-k 
P2 = c bjZj(0). 
j=l j=l 
As before, denote by U the unique continuous matrix function satisfying 
U’ = A(t) u, tE(--03, CfJ), and U(0) = I, . 
Then for any nonzero vector 5 E K” we have from (2) that 
II u(t) P15 II < II U(s) pd II * 4 exp(-4 - 41, s < t, (9) 
and from (3) that 
II u(t) pzt II G II U(s) PY! II . 4 exp 4t - 4, t < s. (10) 
Now let Y > 0 be arbitrary but fixed and for t fixed let 5 be any unit vector so 
that 
II w + r) P1U-Yt)ll = II U(t + r) P1Wt) 5 II . (11) 
Taking 6 = U-l(t) 5 we have from (9) and (11) that 
11 U(t + Y) PJ-‘(t)jI < /I U(t) PIU-‘(t)ll . Kl . cral. (12) 
Since the preceding argument applies at each t c (----co, co), inequality (12) 
holds on the whole real line. Similarly it follows from (10) that 
I/ U(t + r) P&J-l(t)11 > 11 U(t) P2U-l(t)/1 . K&T2 (13) 
for all t E (- co, co). We next define real-valued functions p and (b by 
f(t) = II w ~~~-l(t)ll Y and $(t) = jl U(t) PzU-‘(t)ll. 
Then from (12) and (13) we compute that 
II p-‘(t) u(t + r> P,qt) + C-‘(t) qt + 7) PzU-‘(t)l/ 
> II @l(t) qt + y) PA-‘@)I1 - II p-‘(t) up + r) P1U-‘(t)ll (14) 
> K;leraz - Kle-% 
Let y = K-leraz - Kle-ral and note that by the nonuniqueness of T we 
may assume that y # 0. On the other hand we have that 
II p-‘(t) U(t + r) P1U-l(t) + F(t) U(t + Y) PJJ(t)ii 
= II U(t + I) U-l(t) [p-‘(t) U(t) P1U-‘(t) + #-l(t) U(t) P,U-‘(qll 
(15) 
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Now since A(t) is bounded on (-co, cc) and r is fixed, a standard application 
of Gronwall’s lemma gives that 
II U(t + r> u-yq < N, tE(--CO, a), (16) 
for some constant N > 0 (see, for example, [l, Chap. 11). From (14) (15), 
and (16) it follows that 
11 p-‘(t) U(t) PIU-l(t) + 4-‘(t) U(t) PJ-l(t)11 > NY-l. 
Writing P2 = I, - Pl we have from the preceding inequality that 
NY-~ < II(p-l(t) - P(t)> 7-Q) f’lU-l(t) + d-l(t) In II 
< I P-w - P(t>I PM + $-l(t) 
G &l(t) [l + $(t> I P-w - 4-w &)I 
= ~-Yt) 11 + I f(t) - CW 
But 
I PM - W)l = I II U(t) PIW~)ll - II w PP-V)lI I 
< 1, 
so 
4(t) G 2W1, p(t) < 2Ny-l + 1. (17) 
Now let 5 be any unit vector and note from the definition of Pl that 
P,X-l(S) c$ E x, f or each s E (-co, a). Thus we have from (2), (17) and the 
definition of p that 
II U(t) PIW4 6 II < II U(s) PIWS) f II * KI exp(--adt - s>> 
< 2Ny1Kl exp(--or,(t - s)); 
which shows, for M, > 2Ny-‘K, , that 
II u(t) PIU-Y41 < % exp(-4 - 4>, s < t, 
which satisfies (5) with (Ye = jS1. In a similar manner, for Ma > 
(2Ny-l + 1) KS , one verifies that (6) holds with 0~~ = ,!I, . Q.E.D. 
Before turning to our example we point out that in the above proof the 
exponents involved remained the same as we passed from either of the two 
types of dichotomy to the other. Also, the following corollary is now an 
immediate consequence of Theorems 1 and 2 and shows that the presence of 
(row) diagonal dominance eliminates the need for I\ A’(t)11 to be sufficiently 
small to achieve an exponential dichotomy as is required by Coppel in [I, 
Theorem 31. 
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COROLLARY 1. If A(t) in (1) satisjk the hypotheses of Theorem 1 and A(t) 
is bounded then system (1) admits an exponential dichotomy. 
3. AN EXAMPLE 
Our purpose here is to show by example that the converse of the first 
statement in Theorem 2 is not in general true. We consider the linear system 
k [I [ -2(t + 1) -(2t + 1)” x j= 0 I[ I 2(t+l) y' (t EO, 00). (E) 
We note first for 
U(t) = [e-:+2) 
-tet*+2t+2 
et=+2t+2 1 
that U(t) is a fundamental matrix solution for (E) and that U(0) = I = 
identity. For the vector solution w(t) = col(e-t(t+2), 0) we have 
II w - e-(t~-s%2(t-8) < e-2(t-s) 
II v(s)ll , 
O<s<t, 
so any multiple of v(t) satisfies (2) with Kr = 1 and cz, = 2. For the vector 
solution 
we have 
II 4t)lI 
II w(s)ll 
> e(t2-S2)+2(t-S) > e2(t-8) O<s<t, 
so any multiple of w(t) satisfies (3) with K, = 1 and cr, = 2. Since the 
dimension of the solution space of(E) is 2 and e, and w are clearly independent 
(4) is satisfied for X, = (v) and X2 = (w). Furthermore these are the only 
possible choices for XI and X, . Thus the system (E) admits a comparative 
exponential dichotomy. 
Now recall from the proof of the first statement of Theorem 2 that if the 
system (E) were to admit an exponential dichotomy we would have 
XI = {a j z(t) = U(t) 7, q E range PI}, 
where PI is the projection in (5). Since we already have XI = (v) it would 
follow that 
c4> = U(t) [J 
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for any solution a(t) E X, . Hence PI must be the projection given by 
1 0 
Pl=o 0’ [ 1 
The reader can easily verify that the matrix function U-l(t) is here given by 
u-l(t) = [et(y) tet(t+2) ] . 
e-t2-2t-2 
A computation now gives 
U(t) PIU-l(t) = [:, ;] . 
But from (5) if system (18) were to admit an exponential dichotomy 
U(t) PIU-l(t) would be bounded in norm by some constant MI . Since this is 
clearly not the case, (E) cannot admit an exponential dichotomy. 
4. COLUMN DIAGONAL DOMINANCE 
We now consider a concept analogous to that of (row) diagonal dominance. 
For the square n x n matrix A = (uij) we denote by c(A, i) the ith column 
sum defined by 
n 
c(A, i) = c 1 aj, j . 
j=l 
i#i 
DEFINITION. Let S denote a subset of Q = {1,2,..., n} and let S be a 
positive real number. We say that the n x n matrix A is (S, 6) column diagon- 
ally dominant if 
Re aii + c(A, i) < -S < 0 for each 
Re aii - c(A, i) >, S > 0 for ,each 
We now give an analog of Theorem 1 for the case in which A(t) in (1) is 
(S, 6) column diagonally dominant. We point out that while Theorem 1 
establishes a comparative dichotomy in the infinity norm the following result 
establishes an exponential dichotomy, hence a comparative exponential 
dichotomy, independent of the choice of norms. 
COROLLARY' 2. If A(t) in (1) is (S, 6) co umn l diagonally dominant and 
bounded on (-co, CO) then the solution space of (1) admits an exponential 
dichotomy (and, hence, a comparative exponential dichotomy). 
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Proof. Let u(t) be as in the proof of Theorem 2. Then [U-l(t)]’ = Y(t) 
is the unique continuous matrix function so that 
Y’(t) = -AT(t) Y(t), Y(0) = I,. 
But by our hypotheses ---R(t) is row diagonally dominant and bounded on 
(--co, 00). Thus by Corollary 1 there exist supplementary projections Pl 
and Pz and constants MI and Ma in [l, 0~)) such that 
and 
II U-l(V PIU(sjT /Im < Ml exp(--6(t - s)) fors < t 
11 U-l(t)T PzU(s)T /Im < M, exp S(t - s) for t < s. 
Using the fact that (/ CT &, = I/ C /I1 f or any square matrix C, we have from 
the above inequalities that 
11 U(s) PITU-l(t)i/l < Ml exp(--6(t - s)) if s<t (18) 
and 
/I U(s) P,rU-l(t)/l, < M, exp S(t - s) if t < s. (19) 
Now Qr = PST and Qa = PIT are supplementary projections and, replacing s 
by t and t by s, we have from (19) that 
II U(t) Q~~-Ys)ll~ < mz exp(-W - 4) 
which satisfies (5), and from (18) that 
if s < t, 
II U(t) Q2Ws)llI < MI exp W - 4 if t d s, 
which satisfies (6). From the arbitrary nature of the M’s and the equivalence 
of norms on K” we note that the above dichotomy holds for arbitrary choice 
of norms. Q.E.D. 
We conclude by indicating two questions relevant to our work here which 
remain unanswered. Although the example of Section 3 shows that a com- 
parative exponential dichotomy does not imply an exponential dichotomy, 
the coefficient matrix in that example is not diagonally dominant. The 
question remains therefore as to whether or not Lazer’s hypotheses of 
Theorem 1 are sufficient to imply an exponential dichotomy for system (1). 
A question also remains concerning column dominance. We would like to 
have shown that if one concerning column dominance. We would like to have 
shown that if one removes the boundedness assumption in Corollary 2 one 
would get a comparative exponential dichotomy for system (1) as did Lazer 
under the hypothesis of row dominance. We have not succeeded in doing 
this. 
COMPARATIVE DICHOTOMIES 149 
ACKNOWLEDGMENT 
We are grateful to the referee for comments which added unification and completion 
to an earlier form of the manuscript. 
REFERENCES 
1. W. A. COPPEL, Dichotomies and reducibility, J. Differential Equations 3 (1967), 
500-421. 
2. A. M. FINK, Almost periodic solutions to forced Lienard equations, in “Nonlinear 
Vibrations Problems,” Vol. 15, pp. 95-106, Polish Scientific Publishers, 1974. 
3. A. M. FINK, Convergence and almost periodicity of solutions of forced Lienard 
equations, SIAM J. Appl. Math. 26 (1974), 26-34. 
4. J. HALE, “Ordinary Differential Equations,” Wiley, New York, 1969. 
5. C. KAHANE, Stability of solutions of linear systems with dominant main diagonal, 
Amer. Math. Sot. Proc. 33 (1972), 69-74. 
6. A. C. LAZER, Characteristic exponents and diagonally dominant linear differential 
systems, J. Math. Anal. Appl. 35 (1971), 215-229. 
7. R. J. SACKER AND G. R. SELL, Existence of dichotomies and invariant splittings for 
linear differential systems I, J. Diflerential Equations 15 (1974), 429-458. 
8. I. W. SANBERG, Some theorems on the dynamic response of nonlinear transistor 
networks, Bell System Tech. J. 48 (1969), 35-54. 
