solving linearized OPF models. It is very convenient for handling the constraints. But on the other hand, it produces solutions that are at the corners of the linearized feasible region while the nonlinear objective could lie anywhere within the feasible region. An important drawback is that LP allows only for a linear objective function. Oscillatory behavior may also occur if the LP is iterated without good linearization of the constraints.
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The work reported in this paper focuses on the active problem even though it can be applied equally to the reactive power problem. It is based on the combination of the two methods, to take advantage of the strong points in one to compensate for the shortcomings of the other. In the work presented here, Zoutendijk's feasible directions method for solving nonlinear programming problems has been used. In this method an incremental model using the gradient at an existing solution is employed. A small linear domain around this solution is chosen to ensure good linearization. The original constraints that bind in this small region are included in the incremental model. This model is a sparse LP with embedded network structure. Solution of the LP produces a feasible improving direction. The nonlinear objective is then optimized along this feasible direction within the original nonlinear constraints. The process is continued at the new solutions obtained until the problem converges.
Several modifications have been made to avoid the general problems in existing optimization techniques, mentioned earlier. First, to exploit the speed of the LP technique, the first solution is produced using a linear model in which a piecewise linear approximation of the cost curve and linearization of the nonlinear constraints is employed. This will result in a near optimum solution that can be used to start the nonlinear programming technique. Second, a branch oriented formulation of OPF is used as opposed to a nodal one to provide an accurate linearization of the problem. Third, the sparsity and the embedded network structure of the constraints are exploited to speed up the solution technique. Fourth, the method of parallel tangents is used to speed up the convergence of the nonlinear technique. The procedure developed in this work is capable of starting from an infeasible initial solution. Figure 1 demonstrates the flow chart for this technique.
The hydraulic system is not normally included at the instantaneous OPF level. It involves time due to the water energy storage and is normally considered in daily, weekly or seasonal optimizations. Hydraulic modeling in OPF for systems with high share of hydraulic generation is essential. The present work includes the hydraulic system in the OPF.
Test results from the application of the proposed technique are presented to demonstrate the capability of the solution technique. The specific characteristics of the model are:
1) The method is particularly efficient for constrained OPF problems, since it can start with an active set of constraints and add the new binding constraints in a simple manner so that the increase of CPU time is very low. 2) The program can start from an infeasible initial solution.
3) The hydraulic system is taken into account for a power system with considerable amount of hydraulic generation. 4) All components of the power system and their limits can be considered in a very simple formulation. 5) The expanded branch oriented formulation used in this work makes it possible to produce an exact incremental model and consequently very good optimum feasible directions. This renders the solution technique very efficient.
Step One Power flow solution
Step Two Feasibility adjustment
Step Three Optimization with piecewise linear approximation of production cost curves
Step Four Optimization with quadratic approximation of production cost curves Fig. 1 
Control and Protection Schemes
With the application of diode bridge rectifier, it is essential that the dc voltage at the rectifier must be controlled by the generator excitation. Under dc line fault conditions, the system must be protected either by the use of dc breaker on the dc line, ac breaker between the generator terminals and the converter transformer or by field reversing. Combinations of excitation control employing field reversing together with ac breaker were selected to evaluate the performance of the test system shown in Fig. 1 
Test Procedure
The system of Fig. 1 was simulated on the university's physical component simulator and a temporary dc line fault was created in the middle of the dc line. Voltages and currents at various points in Fig. 1 were recorded. The parameters in the control circuit were adjusted to yield the minimum recovery time. The system was also simulated digitally by the EMTDC program under the same control and protection strategies. One of the results obtained from the simulator is shown in Fig. 2 .
Conclusion
With the application of field reversing and ac circuit breaker, the recovery time from dc line faults was about 1. 5s. This may lead to instability in the receiving ac system. The arrangement may be suitable for mini hydro station feeding a large ac system. For those generator turbines facing wide variation of water head, variable speed operation with simple low maintenance diode converters operating at medium hvdc voltages could maximize the efficiency of the turbines and perhaps be the best application. 
