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Abstract
We study the properties of points in [0, 1]d generated by applying
Hilbert’s space-filling curve to uniformly distributed points in [0, 1].
For deterministic sampling we obtain a discrepancy of O(n−1/d) for
d ≥ 2. For random stratified sampling, and scrambled van der Corput
points, we get a mean squared error of O(n−1−2/d) for integration
of Lipshitz continuous integrands, when d ≥ 3. These rates are the
same as one gets by sampling on d dimensional grids and they show
a deterioration with increasing d. The rate for Lipshitz functions is
however best possible at that level of smoothness and is better than
plain IID sampling. Unlike grids, space-filling curve sampling provides
points at any desired sample size, and the van der Corput version
is extensible in n. Additionally we show that certain discontinuous
functions with infinite variation in the sense of Hardy and Krause
can be integrated with a mean squared error of O(n−1−1/d). It was
previously known only that the rate was o(n−1). Other space-filling
curves, such as those due to Sierpinski and Peano, also attain these
rates, while upper bounds for the Lebesgue curve are somewhat worse,
as if the dimension were log2(3) times as high.
Keywords: Hilbert space-filling curve, Lattice sequence, van der Cor-
put sequence, randomized quasi-Monte Carlo. sequential quasi-Monte
Carlo.
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1 Introduction
A Hilbert curve is a continuous mapping H(x) from [0, 1] to [0, 1]d for d > 1.
It is an example of a class of space-filling curves, of which Peano’s was first.
Space-filling curves have long been mathematically intriguing, but since the
1980s (see Bader (2013)) they have become important computational tools in
computer graphics, in finding near optimal solutions to the travelling sales-
man problem, and in PDE solvers where elements in a multidimensional mesh
must be allocated to a smaller number of processors (Zumbusch, 2003). In
this paper we look at a quasi-Monte Carlo method that takes equidistributed
points xi ∈ [0, 1] and then uses Pi = H(xi) ∈ [0, 1]d. The analysis also pro-
vides convergence rates for some functions that are not smooth enough to
benefit from unrandomized quasi-Monte Carlo sampling.
Our interest in this problem was sparked by Gerber and Chopin (2014),
who present an innovative combination of sequential Monte Carlo (SMC),
quasi-Monte Carlo (QMC), and Markov chain Monte Carlo (MCMC) as a
method to compete with particle MCMC. The resulting method is closely
related to the array-RQMC algorithm of L’Ecuyer et al. (2008).
The particle algorithms simulate N copies of a Markov chain through a
sequence of time steps t = 1, . . . , T . At the end of time step t, chain n is
in position xnt ∈ Rd, n = 1, . . . , N . The computation to advance a chain
from xnt to xn,t+1 requires a point in [0, 1]
S, which may either be uniformly
distributed, in Monte Carlo, or from a low discrepancy ensemble, in quasi-
Monte Carlo. It is possible to advance all N chains by one time step using
a matrix U (t+1) ∈ [0, 1]N×(S+1). The first column of U (t+1) is used to identify
which row of U (t+1) will be used to advance each of the points xnt, and then
the remaining S columns are used to advance the N chains. When d = 1 we
can sort xnt into the same order as the first column of U
(t+1). Then if U (t+1)
is a low discrepancy point set, the starting positions xnt are equidistributed
with respect to the updating variables.
Things become much more difficult when xnt ∈ Rd for d ≥ 2. Then
it is not straightforward how one should align xnt with the first column or
first several columns of U (t+1). Gerber and Chopin (2014) place a space-
filling curve in Rd. Each point xnt ∈ Rd has a coordinate on this curve, its
pre-image in [0, 1]. Then x1t to xNt are sorted in increasing order of those
pre-images, and the k’th largest one is aligned with the row of U (t+1) having
the k’th largest value in column 1.
They give conditions under which their algorithm estimates expectations
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with a root mean squared error of o(n−1). Their sequential Monte Carlo
scheme has a provably better rate of convergence than Monte Carlo or Markov
chain Monte Carlo. Array-RQMC behaves empirically as if it has a better
rate (L’Ecuyer et al., 2008) but as yet there is no proof. In principal one
could simulate the chains through T steps without any remapping by using a
quasi-Monte Carlo scheme in [0, 1]ST . But in such high dimensions it becomes
difficult to construct point sets with meaningfully better equidistribution
than Latin hypercube samples (McKay et al., 1979) have.
In this paper we examine the simpler related problem taking either a
QMC or randomized QMC sample within [0, 1], and applying the Hilbert
curve to that sample in order to get a quadrature rule in [0, 1]d. We study the
accuracy of quadrature. This strategy has been used in computer graphics
for related purposes. Rafaj lowicz and Skubalska-Rafaj lowicz (2008) applied
a two dimensional space-filling curve to a Kronecker sequence in [0, 1] in
order to downsample an image. They report that this strategy allows them
to approximate the Fourier spectra of the images. Schretter and Niederreiter
(2013) report that they can downsample images with fewer visual artifacts
this way than by using a two dimensional QMC sequence.
Section 2 introduces the Hilbert curve, giving its important properties.
Section 3 studies the star-discrepancy of the resulting points obtained as the
d dimensional image of one-dimensional low discrepancy points. We find that
the star-discrepancy is O(n−1/d), which is very high considering that quasi-
Monte Carlo rules typically attain the O(n−1+) rate, where  > 0 hides
logarithmic factors. Section 4 considers some randomized quasi-Monte Carlo
(RQMC) versions of Hilbert sampling. The mean squared error converges as
O(n−1−2/d) for Lipshitz continuous integrands, and as O(n−1−1/d) for certain
discontinuous integrands of infinite variation, studied there. Thus we see
a better than Monte Carlo convergence rate, though one that deteriorates
with increasing dimension. As a result we expect the much more complicated
proposal of Gerber and Chopin (2014) to have diminishing effectiveness with
increasing dimension. Section 5 presents numerical results showing a close
match between mean squared error rates in our theorems and observed errors
in some example functions. That is, the asymptote appears to be relevant
at small sample sizes. Section 6 compares the results here to those of other
methods one might use. We find that Hilbert curve quadrature commonly
gives the same convergence rates that one would see from using grids of
n = md points in [0, 1]d, but makes those rates available at all integer sizes n.
At low smoothness levels (Lipshitz continuity only) that poor rate is in fact
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best possible.
2 Hilbert Curves
Here we introduce Hilbert’s space-filling curve and some of its properties that
we need. For more background, there is the monograph Sagan (1994) on
space-filling curves, of which Chapter 2 describes Hilbert’s curve. Zumbusch
(2003) describes multilevel numerical methods, including Chapter 4 on space-
filling curves.
Throughout this paper, d is a positive integer, λd is d-dimensional Lebesgue
measure, and ‖·‖ is the usual Euclidean norm. For integer m ≥ 0, define 2dm
intervals
Imd (k) =
[
k
2dm
,
k + 1
2dm
]
, k = 0, . . . , 2dm − 1,
and let Imd =
{
Imd (k) | k < 2dm
}
. Next, for κ = (k1, . . . , kd) with kj ∈
{0, 1, . . . , 2m − 1} define 2dm subcubes of [0, 1]d via
Emd (κ) =
d∏
j=1
[
kj
2m
,
kj + 1
2m
]
. (2.1)
The set of indices κ is Kmd = {0, 1, . . . , 2m − 1}d and we let Emd = {Emd (κ) |
κ ∈ Kmd }. One can find a sequence of mappings Hm : Imd → Emd with the
following properties,
• Bijection: For k 6= k′, Hm(Imd (k)) 6= Hm(Imd (k′)).
• Adjacency: The two subcubes Hm(Imd (k)) and Hm(Imd (k + 1)) are ad-
jacent. That is, they have one (d− 1)-dimensional face in common.
• Nesting: If we split Imd (k) into the 2d successive subintervals Im+1d (k`), k` =
2dk+`, ` = 0, . . . , 2d−1, then the Hm+1(Im+1d (k`)) are subcubes whose
union is Hm(I
m
d (k)).
Figure 1 illustrates the Hilbert curve construction in dimension 2.
The Hilbert curve is defined by H(x) = limm→∞Hm(x). The point x ∈
[0, 1] belongs to an infinite sequence Imd (km) of intervals which shrink to x.
If x does not have a terminating base 2 representation then the sequence
Imd (km) is unique and then Hm(I
m
d (km)) is a unique sequence of subcubes.
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m= 1 m= 2 m= 3 m= 4
Figure 1: First 4 stages in the approximation of Hilbert’s space-filling curve
Points such as x = 1/4 = 0.010 = 0.001 with two binary representations
nevertheless have uniquely defined H(x). The Hilbert curve passes through
every point in [0, 1]d. It is not surjective: there are points x 6= x′ with
H(x) = H(x′). Indeed, a result of Netto (1879) shows that no space-filling
curve from [0, 1] to [0, 1]d for d > 1 can be bijective.
There is more than one way to define the sequence of mappings in a
Hilbert curve. But any of those ways produces a mapping H with these
properties:
• P(1): H(Imd (k)) = Hm(Imd (k)).
• P(2): If A ⊂ [0, 1] is measurable, then λ1(A) = λd(H(A)).
• P(3): If x ∼ U([0, 1]), then H(x) ∼ U([0, 1]d). It admits the change of
variables:
µ =
∫
[0,1]d
f(x) dx =
∫ 1
0
f(H(x)) dx. (2.2)
• P(4): The function H(x) is Ho¨lder continuous, but nowhere differen-
tiable. More precisely, for any x, y ∈ [0, 1], we have
‖H(x)−H(y)‖ ≤ 2√d+ 3 |x− y|1/d , (2.3)
The Ho¨lder property P(4) is proved in Zumbusch (2003). We prove it
here too, because the proof is short and we make extensive use of that result.
Theorem 2.1. If x, y ∈ [0, 1] and H is Hilbert’s space-filling curve in di-
mension d ≥ 1, then ‖H(x)−H(y)‖ ≤ 2√d+ 3 |x− y|1/d.
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Proof. Without loss of generality, x < y. Let m = b− log2 |x− y| /dc so that
2−dm ≥ |x− y| > 2−d(m+1). The interval [x, y] is contained within one, or at
most two, consecutive intervals Imd (k
′), Imd (k
′+1) for some k′ < 2dm−1. As a
result, the image H([x, y]) lies within H(Imd (k
′))∪H(Imd (k′+1)). By P(1) and
the adjacency property of Hm, the diameter of H([x, y]) is bounded by the
diameter of two adjacent subcubes of the form (2.1), which is 2−m
√
d+ 3 ≤
2
√
d+ 3 |x− y|1/d.
In the context of numerical integration, the integral µ in (2.2) can be
estimated by the following average:
µˆ =
1
n
n∑
i=1
f(H(xi)), (2.4)
where xi’s are carefully chosen quadrature points in [0, 1]. The space-filling
curve reduces a multidimensional integral to a one-dimensional numerical
integration problem. It is important to point out that the integrand f ◦H(x)
is not of bounded variation even for smooth (but non-trivial) functions f .
Bounded variation would have yielded convergence rates of |µˆ−µ| = O(1/n)
in any dimension via the Koksma-Hlawka inequality (see Section 3).
3 Star-discrepancy
Given a sequence x1, . . . , xn in [0, 1], we can obtain a corresponding sequence
P1, . . . , Pn in [0, 1]
d by the Hilbert mapping function described above, Pi =
H(xi).
We use the star-discrepancy to measure the uniformity of the resulting
sequence P = (P1, . . . , Pn). For a = (a1, . . . , ad) ∈ [0, 1]d, let S =
∏d
i=1[0, ai)
be the anchored box [0,a), and let A(P , S) denote the number of points Pi
in S. The signed discrepancy of P at S is
δ(S) = δ(S;P) = A(P , S)
n
− λd(S)
and the star-discrepancy of P is
D∗n(P) = sup
a∈[0,1)d
|δ([0,a);P)| . (3.1)
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The significance of the star discrepancy comes from the Koksma-Hlawka
inequality:
|µˆ− µ| ≤ D∗n(P)VHK(f) (3.2)
where VHK(f) is the total variation of f in the sense of Hardy and Krause
(Niederreiter, 1992).
We can trivially get a small D∗n(P) by taking xi to be the preimage under
H of a low discrepancy point set in [0, 1]d. The Hilbert curve clearly adds
no value for such a construction. For practical purposes we consider only xi
generated as low discrepancy points in [0, 1].
One such construction is the lattice,
xi =
i− 1
n
. (3.3)
The lattice (3.3) has star discrepancy 1/n and the lowest possible star dis-
crepancy (Niederreiter, 1992) for n points in [0, 1] is 1/(2n) attained via
xi = (i− 1/2)/n for i = 1, . . . , n.
Another such construction is the van der Corput sequence (van der Cor-
put, 1935). In van der Corput sampling of [0, 1), the integer i ≥ 0 is written
in integer base b ≥ 2 as i = ∑∞k=1 dkbk−1 for dk = dk(i) ∈ {0, 1, . . . , b− 1}.
Then i is mapped to
xi =
∞∑
k=1
dkb
−k. (3.4)
The star-discrepancy of the van der Corput sequence is O(n−1 log(n)). The
van der Corput sequence can be extended one point at a time, while the
lattice sequence is not extensible except by doubling the sample size. Figures
2 and 3 show the Hilbert mappings from lattice sequence and van der Corput
sequence, respectively. For n = bm, the van der Corput sequence in base b is
a permutation of the lattice sequence.
In Theorem 3.1 we bound the star-discrepancy of stratified xi like (3.3).
Figure 4 shows some of these strata for small n.
Theorem 3.1. Let x1, . . . , xn ∈ [0, 1] and let P = (P1, . . . , Pn) where Pi =
H(xi) ∈ [0, 1]d. If each interval Ik = [(k − 1)/n, k/n), for k = 1, . . . , n
contains precisely one of the xi, then
D∗n(P) ≤ 4d
√
d+ 3n−1/d +O(n−2/d). (3.5)
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n=100 n=1000
Figure 2: Hilbert mappings of (i − 1)/n to [0, 1]2 for i = 1, . . . , n where
n ∈ {100, 1000}.
Proof. Choose any a ∈ [0, 1]d and let S = [0,a). Next, define Ek = H(Ik) for
k = 1, . . . , n and adjoin En+1 = H({1}). By additivity of signed discrepancy,
δ(S;P) = 1
n
n+1∑
k=1
δ(S ∩ Ek;P) = 1
n
n∑
k=1
δ(S ∩ Ek;P),
because S ∩ En+1 has volume 0 and has no points of P . From here on, we
restrict attention to Ek for k = 1, . . . , n. If Ek∩S = ∅, then δ(S∩Ek;P) = 0.
By the measure preserving property of H, λd(Ek) = 1/n, and so if Ek ⊆ S,
then δ(S ∩Ek;P) = 0. Otherwise −1/n ≤ δ(S ∩Ek;P) ≤ 1/n. Let B be the
number of ‘boundary’ Ek, which intersect both S and S
c = [0, 1]d \ S. Then
|δ(S;P)| ≤ B/n, and we turn to bounding B.
Let rk be the diameter of Ek. By (2.3), rk ≤ ε ≡ 2
√
d+ 3n−1/d. Define
S+ =
∏d
j=1[0,min(aj + ε, 1)) and S− =
∏d
j=1[0,max(aj − ε, 0)). If Ek inter-
sects S and Sc, then Ek ⊂ S+ \S−. Because the Ek are disjoint with volume
1/n,
B ≤ nλd(S+ \ S−) ≤ 2n
( d∏
j=1
(aj + ε)−
d∏
j=1
aj
)
≤ 2n(dε+O(ε2)).
Thus |δ(S;P)| ≤ 2dε+O(ε2) = 4d√d+ 3n−1/d +O(n−2/d), and since S was
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n=100 n=1000
Figure 3: Hilbert mappings of the first n van der Corput points in base 2 to
[0, 1]2, for n ∈ {100, 1000}.
Figure 4: Uniform partitions of [0, 1]2 by the mapping H for n = 3, 8.
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any anchored box, the result now follows.
In Theorem 3.2 we apply Theorem 3.1 to get a bound for star discrepancy
of the van der Corput sequence when d > 1. The case d = 1 is well known
and has star discrepancy O(log(n)/n).
Theorem 3.2. For integer base b ≥ 2 and n ≥ 1, let x1, . . . , xn ∈ [0, 1) be
defined by the van der Corput mapping (3.4) and let P = (P1, . . . , Pn) where
Pi = H(xi) ∈ [0, 1]d. Then, for d > 1,
D∗n(P) ≤
4(b− 1)√d+ 3
1− b−(d−1)/d n
−1/d +O(n−2/d log(n)). (3.6)
Proof. We begin by writing n =
∑k
j=0 ajb
j where aj ∈ {0, 1, . . . , b − 1} and
ak > 0. The xi can be partitioned into disjoint sets Xj` of length bj for
` = 1, . . . , aj. Each of these sets satisfies the conditions of Theorem 3.1. Let
Pj` be the image of the points in Xj` under H.
Now let S be any anchored box [0,a) ⊂ [0, 1]d. By additivity of local
discrepancy over samples, nδ(S;P) = ∑kj=0∑aj`=1 bjδ(S;Pj`). Therefore
n|δ(S;P)| ≤
k∑
j=0
aj∑
`=1
bj
[
4d
√
d+ 3b−j/d +O(b−2j/d)
]
≤ C
k∑
j=0
bj
[
b−j/d +O(b−2j/d)
]
for C = (b− 1)4d√d+ 3. Now for d > 1,
k∑
j=0
(b1−1/d)j ≤
k∑
j=−∞
(b1−1/d)j =
(b1−1/d)k
1− b−1+1/d ≤
n1−1/d
1− b−1+1/d
and
∑k
j=0(b
(1−2/d))j ≤ kbk(1−2/d) = O(n1−2/d log(n)).
Theorems 3.1 and 3.2 show that the star-discrepancy is O(n−1/d) for the
two sequences. Thus the estimate (2.4) has a worse upper bound than or-
dinary QMC if the integrand is of bounded variation in the sense of Hardy
and Krause.
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4 Randomization
In this section, we study the variance resulting from randomized samples
along the Hilbert curve. We get convergence rates for Lipschitz continuous
functions.
We also study discontinuous functions of the form f(x) = g(x)1Ω(x)
where the set Ω ⊂ [0, 1]d has a boundary that admits (d − 1)-dimensional
Minkowski content (defined below). Functions of this type typically have
infinite variation in the sense of Hardy and Krause (Owen, 2005) unless the
set Ω is an axis parallel box (or finite union of such). Infinite variation renders
the Koksma-Hlawka inequality (3.2) useless. We do know that if f ∈ L2[0, 1]d
then f ◦ H ∈ L2[0, 1] and scrambled net quadrature on [0, 1] for f ◦ H will
have a mean squared error o(n−1). Here we find a rate.
4.1 Randomized Lattice Sequence
We randomize the lattice points in (3.3) by performing a random shift in
each subinterval, that is
xi =
i− 1 + ∆i
n
, with ∆i
iid∼ U([0, 1]), i = 1, . . . , n. (4.1)
As a result, xi ∼ U(Ii) independently for Ii = [ i−1n , in ]. Let ∆ = (∆1, . . . ,∆n).
A randomized version of (2.4) is given by
µˆ(∆) =
1
n
n∑
i=1
f(H(xi)). (4.2)
First, we need some definitions.
Definition 4.1. For a function f(x) defined on [0, 1]d, if there exists a con-
stant M such that
|f(x)− f(y)| ≤M ‖x− y‖
for any x, y ∈ [0, 1]d, then f(x) is said to be Lipschitz continuous.
Definition 4.2. For a set Ω ⊂ [0, 1]d, define
M(∂Ω) = lim
↓0
λd((∂Ω))
2
,
where (∂Ω) =
{
X ∈ Rd | dist(x, ∂Ω) ≤ } . If M(∂Ω) exists and is finite,
then ∂Ω is said to admit (d− 1)-dimensional Minkowski content.
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Theorem 4.3. The estimate µˆ(∆) from (4.2) is unbiased for any f ∈ L2([0, 1]d).
If f is Lipschitz continuous, then
Var(µˆ(∆)) = O(n−1−2/d). (4.3)
If f(x) = g(x)1Ω(x) where h is Lipschitz continuous and ∂Ω admits (d− 1)-
dimensional Minkowski content, then
Var(µˆ(∆)) = O(n−1−1/d). (4.4)
Proof. Let Ei = H(Ii). Because xi ∼ U(Ii), we have H(xi) ∼ U(Ei). More-
over λd(Ei) = 1/n. Thus E[µˆ(∆)] equals
1
n
n∑
i=1
E[f(H(xi))] =
1
n
n∑
i=1
(
n
∫
H(Ii)
f(x) dx
)
=
∫
[0,1]d
f(x) dx = µ,
and so (4.2) is unbiased.
Let f be a Lipschitz continuous function, and let M be the constant from
Definition 4.1. For any x, y ∈ Ei, we have |f(x)− f(y)| ≤ Mri, where ri is
the diameter of Ei. As in the proof of Theorem 3.1, ri ≤ ε ≡ 2
√
d+ 3n−1/d,
and so |f(x)− f(y)| ≤ 2M√d+ 3n−1/d. It follows that
|f(H(xi))− E[f(H(xi))]| ≤Mε = 2M
√
d+ 3n−1/d, i = 1, . . . , n.
Now, since H(xi)’s are independent,
Var(µˆ(∆)) ≤ 1
n2
n∑
i=1
4M2(d+ 3)n−2/d = 4M2(d+ 3)n−1−2/d
establishing (4.3).
Next consider f(x) = g(x)1Ω(x). Let Tint = {1 ≤ i ≤ n | Ei ⊂ Ω} and
Tbdy = {1 ≤ i ≤ n | Ei ∩ Ω 6= ∅} \Tint. These are, respectively, the collections
of Ei that are interior to Ω, and at the boundary of Ω. Then
µˆ(∆) =
1
n
∑
i∈Tint
g(H(xi)) +
1
n
∑
i∈Tbdy
g(H(xi))1Ω(H(xi)) = µˆint + µˆbdy.
Since g(x) is Lipschitz continuous, Var(µˆint) = O(n
−1−2/d) by the reasoning
above. Also, there exists a constant D with |g(x)| ≤ D for all x ∈ [0, 1]d.
Thus
Var(µˆbdy) =
1
n2
∑
i∈Tbdy
Var(g(H(xi))1Ω(H(xi))) ≤ D
2 |Tbdy|
n2
. (4.5)
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Recall that ∂Ω admits (d − 1)-dimensional Minkowski content. It follows
from Definition 4.2 that
M(∂Ω) = lim
↓0
λd((∂Ω))
2
<∞.
Thus for any fixed δ > 2, there exists 0 > 0 such that λd((∂Ω)) < δM(∂Ω)
whenever  < 0. We can assume that n > (2
√
d+ 3/0)
d. Then ri ≤ ε < 0.
Notice that
⋃
i∈Tbdy Ei ⊂ (∂Ω)ε. We thus arrive at
|Tbdy| ≤ λd((∂Ω)ε)
λd(Ei)
≤ δM(∂Ω)ε
n−1
= 2
√
d+ 3δM(∂Ω)n1−1/d.
Now by (4.5), we have Var(µˆbdy) = O(n
−1−1/d). Finally, from Var(µˆ(∆)) ≤
(
√
Var(µˆint) +
√
Var(µˆbdy))
2, we obtain Var(µˆ(∆)) = O(n−1−1/d).
Remark 4.4. If Ω is a convex set, then it is easy to see that ∂Ω admits
(d−1)-dimensional Minkowski content. Moreover,M(∂Ω) ≤ 2d as the outer
surface area of a convex set in [0, 1]d is bounded by the surface area of the
unit cube [0, 1]d, which is 2d. Generally, Ambrosio et al. (2008) show that
if Ω has Lipschitz boundary, then ∂Ω admits (d− 1)-dimensional Minkowski
content. In their terminology, a set Ω is said to have Lipschitz boundary if
for every boundary point a there exists a neighborhood A of a, a rotation
R in Rd and a Lipschitz function f : Rd−1 → R such that R(Ω ∩ A) ={
(x, y) ∈ (Rd−1 × R) ∩R(A)|y ≥ f(x)}. In other words, Ω∩A is the epigraph
of a Lipschitz function.
Remark 4.5. The convergence rate (4.4) for f(x) = g(x)1Ω(x) extends to
functions f(x) = g0(x) +
∑J
j=1 gj(x)1Ωj(x) where all of the gj are Lipschitz
continuous and all of the Ωj have boundaries with finite Minkowski content.
4.2 Randomized van der Corput Sequence
For the van der Corput sequence, we apply the nested uniform digit scram-
bling of Owen (1995). Let a1, . . . , an be the first n points of van der Corput
sequence in base b. We may write ai in base b expansion ai =
∑∞
j=1 aijb
−j,
where 0 ≤ aij < b for all i, j. The scrambled version of a1, . . . , an is a se-
quence x1, . . . , xn written as xi =
∑∞
j=1 xijb
−j, where xij are defined in terms
of random permutations of the aij. The permutation applied to aij depends
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on the values of aih for h < j. Specifically xi1 = pi(ai1), xi2 = piai1(ai2), xi3 =
piai1ai2(ai3), and generally
xij = piai1ai2···aij−1(aij).
Each permutation pi• is uniformly distributed over the b! permutations of
{0, 1, . . . , b− 1}, and the permutations are mutually independent. Let Π be
the collection of all the permutations involved in the scrambling scheme. The
randomized version of (2.4) becomes
µˆ(Π) =
1
n
n∑
i=1
f(H(xi)). (4.6)
Owen (1995) shows that each xi is uniformly distributed on [0, 1]. Thus
the estimate (4.6) is unbiased. Moreover, if n = bm for some nonnegative
m, then we can reorder the data values in scrambled sequence such that
xi ∼ U([ i−1n , in ]) independently for i = 1, . . . , bm. In this case, the scrambled
van der Corput sequence is the same as the randomized lattice sequence.
Thus the estimate (4.6) has the same variance shown in Theorem 4.3. For
an arbitrary sample size n, we can find the associated rates by exploiting the
properties of van der Corput sequences.
Theorem 4.6. The estimate µˆ(Π) of (4.6) is unbiased for any f ∈ L2([0, 1]d).
If f is Lipschitz continuous, then
Var(µˆ(Π)) =

O(n−1−2/d), d ≥ 3
O(n−2 log(n)2), d = 2
O(n−2), d = 1.
(4.7)
If f(x) = g(x)1Ω(x) where g(x) is Lipschitz continuous and ∂Ω admits (d−1)-
dimensional Minkowski content, then
Var(µˆ(Π)) =
{
O(n−1−1/d), d ≥ 2
O(n−2 log(n)2), d = 1.
(4.8)
Proof. As in the proof of Theorem 3.2 we may write n =
∑k
j=0 ajb
j with
aj ∈ {0, 1, . . . , b − 1} where ak > 0, and split the points into
∑k
j=0 aj non-
overlapping randomized van der Corput sequences, of which aj have sample
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size bj. Theorem 4.3 gives variance bounds of the form Cn−1−α where α = 2/d
when f is Lipschitz continuous and α = 1/d when f(x) = g(x)1Ω(x) for
Lipschitz continuous g and ∂Ω with bounded Minkowski content.
In either case, write nµˆ(Π) =
∑k
j=0
∑aj
`=1 b
jµˆj`, for µˆj` = µˆj`(Π). Then
an elementary inequality based on |Corr(µˆj`, µˆj′`′)| ≤ 1 yields
Var(µˆ(Π))1/2 ≤ C1/2
k∑
j=0
aj∑
`=0
bj
n
Var(µˆj`)
1/2 ≤ (b− 1)C
1/2
n
k∑
j=0
bj(1−α)/2.
Now for α < 1
k∑
j=0
bj(1−α)/2 ≤ b
k(1−α)/2
1− b(α−1)/2 ≤
n(1−α)/2
1− b(α−1)/2
using bk ≤ n. Then Var(µˆ(Π)) = O(n−1−α). That is, for α < 1, the van der
Corput construction inherits the rate of the stratified one.
For α = 1 we have
∑k
j=0 b
j(1−α)/2 = k+1 = O(log(n)) and then Var(µˆ(Π)) =
O(n−2 log(n)2). For α > 1 we have
∑k
j=0 b
j(1−α)/2 = O(1) and then Var(µˆ(Π)) =
O(n−2).
Equation (4.7) now follows because α < 1 for d ≥ 3, α = 1 for d = 2 and
α > 1 for d = 1. Similarly, (4.8) follows because α < 1 for d ≥ 2 and α = 1
for d = 1.
Scrambled net quadrature has a mean squared error of O(n−3 log(n)d−1)
for integrands whose mixed partial derivative taken once with respect to all
components of x is in L2[0, 1]d (Owen, 1997, 2008). The rate in (4.7) for
d = 1 is not as good as that rate even though the algorithms match in this
case. The explanation is that Lipschitz continuity is a weaker condition than
having the mixed partial in L2.
4.3 Adaptive sampling
Integration of discontinuous functions is an important challenge because
there are few good solutions for them. From the proof of Theorem 4.3, we see
that intervals of [0, 1] in which f ◦H is discontinuous contribute O(n−1−1/d)
to the variance, while the other intervals contribute only O(n−1−2/d). This
suggests that we might improve matters by oversampling the intervals of dis-
continuity. In that proof Tbdy collects the indices of Ei touching the boundary
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n=64 n=256
Figure 5: Hilbert mappings into [0, 1]2 of n scrambled van der Corput points
in base 2, for n ∈ {64, 256}.
of the discontinuity, Tint collects those with Ei ⊂ Ω and the ones contained
in Ωc don’t contribute to the error. Let us write the estimated integral of
the discontinuous function f(x) = g(x)1Ω(x) as
µˆ =
1
n
∑
i∈Tbdy
f(H(xi)) +
1
n
∑
i 6∈Tbdy
f(H(xi)). (4.9)
Suppose we have prior knowledge about the set Tbdy. We could then
use that knowledge to sample n0 = dn/ |Tbdy|e times in each stratum Ei for
i ∈ Tbdy, and use one sample in the remaining strata as usual. From such
samples we get the unbiased estimator
µˆ =
1
nn0
n0∑
j=1
∑
i∈Tbdy
f(H(x
(j)
i )) +
1
n
∑
i/∈Tbdy
f(H(xi)), (4.10)
where x
(j)
i , xi ∼ U([ i−1n , in ]) independently. The cost of the estimate (4.10) is
at most two times the original estimate (4.9) as it makes at most 2n function
evaluations. Roughly half of the evaluations are in the boundary strata.
Theorem 4.7. Suppose f(x) = g(x)1Ω(x) satisfying the conditions of the
second part of Theorem 4.3. Then the variance of µˆ in (4.10) is O(n−1−2/d).
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Proof. From the proof of Theorem 4.3, we have |Tbdy| = O(n1−1/d) and
Var
(
1
n
∑
i/∈Tbdy
f(H(xi))
)
= O(n−1−2/d).
It remains to bound the variance of first term in the right side of (4.10).
Similarly to (4.5), we find that
Var
(
1
nn0
n0∑
j=1
∑
i∈Tbdy
f(H(x
(j)
i ))
)
=
1
n2n20
n0∑
j=1
∑
i∈Tbdy
Var(f(H(x
(j)
i )))
= O(n−2n−10 |Tbdy|) = O(n−1−2/d),
which completes this proof.
In practice, we have no prior knowledge of Tbdy and so Theorem 4.7
describes an unusable method. It does however suggest the possibility of
adaptive algorithms that both discover and exploit the presence of boundary
intervals.
5 Numerical Study
5.1 Computational Issue
In this section we use the image under H of scrambled van der Corput sam-
pling points on some test integrands with known integrals and compare our
observed mean squared errors to the theoretical rates. We chose the van der
Corput points in base 2 because it is extensible and is easily expressed in base
2 which conveniently matches the base used to define the Hilbert curve. The
first step is to randomize the van der Corput sequence using the scrambling
scheme of Owen (1995). In the next step, we use the algorithm given by
Butz (1971) for mapping the one-dimensional sequence to a d-dimensional
sequence. Butz’ algorithm is iterative, requiring a number of iterations equal
to the order of the curve, say, m. The accuracy of the approximation of each
coordinate is 2−m.
Using Butz’ iteration turns an algorithm with n function values into one
that costs O(n log(n)). For practical computation, 2−m is set to the machine
precision, e.g., m = 31 in our numerical examples, thus the effect is negligible.
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Suppose we are going to map a point x in [0, 1] to d-dimensional point P
in [0, 1]d, and suppose x is expressed as an md-bit binary number:
x = 0.2ρ
1
1ρ
1
2 · · · ρ1dρ21ρ22 · · · ρ2dρm1 ρm2 · · · ρmd .
Define ρi = 0.2ρ
i
1ρ
i
2 · · · ρid. In Butz’ algorithm, ρi is transformed to αi =
0.2α
i
1α
i
2 · · ·αid via some logical operations. See Butz (1971) for details. The
coordinates pj of P are then given by
pj = 0.2α
1
jα
2
j · · ·αmj ,
for j = 1, . . . , d. To effect this algorithm, one needs to scramble the first
md digits of the points in the van der Corput sequence. Suppose that the
sample size is n = 2k for integer k ≥ 0 with k < md. At the scrambling
stage, we just need to store n− 1 permutations to scramble the first k digits.
The remaining md − k digits are randomly and independently chosen from
{0, 1}. When md k, the storage requirement of scrambled van der Corput
points is much less than that of scrambling a d-dimensional digital in base
2. Note that the Hilbert computations are very fast since they are based on
logical operations.
5.2 Examples
We use three integrands of different smoothness to assess the convergence of
our quadrature methods:
• Smooth function: f1(X) =
∑d
i=1Xi;
• Function with cusp: f2(X) = max(
∑d
i=1 Xi − d2 , 0);
• Discontinuous function: f3(X) = 1{∑di=1Xi> d2}(X).
Note that f1 and f2 are Lipschitz continuous. From Theorem 4.6, the the-
oretical rate of mean squared error for these two function is O(n−1−2/d).
The corresponding rate for f3 is O(n
−1−1/d) as its discontinuity boundary
is has finite Minkowski content. Figure 6 shows the convergence graphs for
d = 2, 3, 8, 16. These results support the theoretical rates shown in Theorem
4.6.
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Figure 6: MSE versus n for functions f1 (smooth) f2 (cusp) and f3 (discon-
tinuous), in dimensions d = 2, 3, 8, 16. The sample points are first n van der
Corput points (scrambled) for n = 2k, k = 0, . . . , 14. The reference lines are
proportional to labeled rates, which reflect the theoretical rates. The MSEs
are calculated based on 1000 repetitions.
6 Discussion
In this paper, we study a quadrature method combining the one-dimensional
QMC points with the Hilbert curve in dimension d. We find that the star-
discrepancy has a very poor convergence rate O(n−1/d) in d dimensions, which
is the rate one would attain by sampling on an md grid. Although this rate
seems slow, deterministic quadrature for Lipschitz functions, using n = md
points in [0, 1]d has an error rate of O(n−1/d) (and a lower bound at that rate)
according to Sukharev (1979) as reported in Novak (1988). See also Sobol’
(1989). When f has bounded variation on [0, 1]d, then the Hilbert mapping
of a low discrepancy point set in [0, 1] attains the optimal rate.
Randomized van der Corput sampling has a mean squared error ofO(n−1−2/d)
for Lipschitz continuous functions. This is the same rate seen for samples of
size n = md in the stratified sampling method of Dupach (1956) and Haber
(1966), which takes one or more points independently in each of md congru-
ent subcubes of [0, 1]d. Compared to O(n−1/d), this rate reflects the widely
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seen error reduction by O(n−1/2) commonly seen in the randomized setting
versus worst case settings.
Both deterministic and randomized versions of this Hilbert space sam-
pling match the rates seen on grids, without requiring n to be of the form
md. This is why we think of the Hilbert mapping of van der Corput sequences
as extensible grids.
The figures in Gerber and Chopin (2014) show a decreasing rate improve-
ment over Monte Carlo as the dimension of their examples increases. Our
results do not yield a convergence rate for their algorithm. They use the
inverse hm : [0, 1]
d → [0, 1] of the Hilbert function Hm, in addition to Hm.
The function H is not invertible as there is a set of measure 0 in [0, 1]d whose
points have more than one pre-image in [0, 1]. For large m, the function hm is
very non-smooth and has enormous variation because nearby points in [0, 1]d
can arise as the images under Hm of widely separated points in [0, 1].
Our main theorems 3.1, 3.2, 4.3, and 4.6 on star discrepancy and sampling
variance are not strongly tied to the Hilbert space-filling curve. The space-
filling curves of Peano and Sierpinski also satisfy the Ho¨lder inequality with
exponent 1/d that we based our arguments on, although with a different
constant. As a result, the same rates of convergence hold for stratified and
van der Corput sampling along these curves. The Lebesgue space-filling
curve, also called the Z curve, differs from the aforementioned curves in
that it is differentiable almost everywhere. It also satisfies Ho¨lder continuity,
but the exponent is log(2)/(d log(3)) which is worse than 1/d that holds for
the other curves. Using the Lebesgue curve is roughly like multiplying the
dimension by log2(3), compared to using the Hilbert curve. See Zumbusch
(2003, Chapter 4) for these properties of space-filling curves.
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