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a b s t r a c t
Three edges e1, e2 and e3 in a graph G are consecutive if they form a path (in this order)
or a cycle of length 3. The 3-consecutive edge coloring number ψ ′3c(G) of G is the maximum
number of colors permitted in a coloring of the edges of G such that if e1, e2 and e3 are
consecutive edges in G, then e1 or e3 receives the color of e2. Here we initiate the study of
ψ ′3c(G).
A close relation between 3-consecutive edge colorings and a certain kind of vertex cut
is pointed out, and general bounds on ψ ′3c are given in terms of other graph invariants.
Algorithmically, the distinction between ψ ′3c = 1 and ψ ′3c = 2 is proved to be intractable,
while efficient algorithms are designed for some particular graph classes.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The classical theory of graph coloring beganwith the goal of minimizing the number of colors. On the other hand, there is
now a fast-growing part of the literaturewhere the number of colors is to bemaximized under some conditions. The present
work is a contribution in this direction; a new graph invariant (edge version of a previously studied kind of vertex coloring)
is introduced and its connection with other important notions is shown.
1.1. 3-consecutive edge coloring
Given a graph G = (V , E), its 3-consecutive vertex coloring number ψ3c(G) is the maximum number of colors permitted
in a coloring of the vertices of G such that if uv and vw are different edges of G then u or w receives the color of v. This
parameter was introduced by E. Sampathkumar in [12], then studied in some detail in [13] and in a more general setting
in [4]. Colorings under a slightly weaker condition were investigated in [5]. In this paper, we study the edge analogue of
3-consecutive vertex coloring of a graph.
In a graph G, three edges e1, e2, e3 (in this fixed order) are called consecutive if e1 = xy, e2 = yz and e3 = zu for some
vertices x, y, z, u (where x = u is allowed). In other words, three edges are consecutive if they form a path or a cycle of
length 3. An edge coloring ϕ : E → N of G = (V , E) is termed 3-consecutive if, for any three consecutive edges e1, e2, e3, the
edge e2 receives the color of e1 or e3. The 3-consecutive edge coloring number ψ ′3c(G) of G is the maximum number of colors
permitted in such a coloring. This coloring number was introduced by Sampathkumar in [12].
There is an alternative equivalent approach to this kind of coloring. Let us say that an edge coloring ϕ of a graph G is a
strongly independent edge coloring, if it satisfies the requirement that {x, y} ⊈c≠ϕ(xy) V (c) for all edges xy of G, where V (c)
denotes the vertex set of the edges assigned to color c .
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Our Proposition 1 will show that an edge coloring is 3-consecutive if and only if at least one end of each edge belongs
to just one set V (c). In this way, the definition of strongly independent edge coloring corresponds exactly to 3-consecutive
edge coloring, therefore they can be considered equivalent alternatives to each other.
In this paper, we initiate a study of the 3-consecutive edge coloring number, ψ ′3c . Its exact values can be found for some
known graphs; but, as we prove in Section 6, it is an algorithmically hard problem to determineψ ′3c in general, and even to
decide whether ψ ′3c(G) > 1 for a generic input graph G. As a consequence, one cannot hope for a concise characterization
of graphs having ψ ′3c(G) = 1. On the other hand, efficient algorithms can be designed for some classes of graphs, as we do
in Section 7.
General estimates onψ ′3c(G) in terms of other graph invariants are presented in Section 3, and the graphs G attaining one
of the extremal values ψ ′3c(G) = 1 or ψ ′3c(G) = |E(G)| are studied in Section 5.
A substantial tool for the study of ψ ′3c is Theorem 2 of Section 2, which transforms the lower bound ψ
′
3c ≥ k concerning
3-consecutive edge colorings to an equivalent condition in terms of vertex cutsets with certain properties. It will be applied
in several proofs later on.
One further remark should be added here. In nearly the entire literature of graph coloring theory, the edge colorings
of a graph correspond to the vertex colorings of its line graph. This is not at all the case, however, with 3-consecutive
colorings. Just on the opposite, it will be proved in [3] that for every graph G of minimum degree at least 2 the equality
ψ3c(G) = ψ ′3c(L(G)) is valid.
1.2. Definitions and notation
• For a graph G = (V , E) and a vertex set X ⊆ V , the subgraph of G induced by V \ X will be denoted by G− X .
• A vertex set S ⊆ V is called stable or, with an equivalent term, independent if it contains no two adjacent vertices. The
possible largest cardinality of an independent set in G is the independence number of the graph and is denoted by β0(G).
A vertex cover is a vertex set T ⊆ V such that V \ T is a stable set. The minimum cardinality of a vertex cover T is the
vertex covering number α0(G) of G. By these definitions, α0(G)+ β0(G) = |V | for every graph G.• A cutset (or separator) of a connected graph G is a vertex set X ⊆ V for which G − X has at least two components. A k-
separator of a (not necessarily connected) graph G is defined as a vertex set X for which G−X has at least k components. If
the graph is connected, a 2-separatormeans a cutset. A stable cutset or a stable k-separatormeans a cutset or a k-separator,
respectively, which is also independent.
• The connectivity number of a connected incomplete graph G is the minimum cardinality of a cutset of G. The connectivity
number of the complete graph Kn is defined to be n− 1. A biconnected graph is assumed to be connected and it remains
connected after removing any vertex of it. Note that the property of having connectivity number at least 2 is equivalent
to biconnectivity, with the only difference that the complete graph K2 is regarded as biconnected but its connectivity
number is only 1. A block is a maximal biconnected subgraph of a given graph. Every edge belongs to exactly one block,
and two blocks can share at most one vertex.
• The line graph L(G) of a graph G has the edges of G as its vertices, and two distinct edges of G are adjacent in L(G) if and
only if they are incident in G.
• The neighborhood of vertex v in graph G, that is the set of vertices adjacent to v, is denoted by NG(v), or simply by N(v)
if G is understood.
For any further definitions on graphs we refer book [7].
1.3. Some simple facts about ψ ′3c
It is worth stating two simple properties ofψ ′3c(G) already at this early point. They will be applied later without referring
to them.
• If G is disconnected and has components G1, . . . ,Gc then its 3-consecutive edge coloring number can be calculated as
ψ ′3c(G) =
c
i=1 ψ
′
3c(Gi). In particular, deletion/insertion of isolated vertices keeps the value of ψ
′
3c unchanged. We shall
not refer to this fact in proofs where its application is obvious; but nevertheless, we allow isolated vertices to be present.
• If G has a 3-consecutive edge coloring with exactly k colors then for every integer 1 ≤ k′ ≤ k there exists a 3-consecutive
edge coloring of Gwhich uses precisely k′ colors.
The 3-consecutive edge coloring number can be easily determined for the following graphs:
• For Pn, a path on n ≥ 2 vertices, ψ ′3c(Pn) = ⌈n/2⌉.• For Cn, the cycle on n ≥ 3 vertices, ψ ′3c(Cn) = ⌊n/2⌋.• If G is the complete graph on n vertices or the wheel on n+ 1 vertices where n ≥ 3, then ψ ′3c(G) = 1.• For the complete bipartite graph Km,n, ψ ′3c(Km,n) = max{m, n}.• If G is the Petersen graph, then ψ ′3c(G) = 3. (A possible coloring with 3 colors is shown in Fig. 1.)
2. Stable separators
Stable cutsets are studied in the literature from several points of view, in relation to theoretical and practical problems
as well. In this section we point out a close connection between 3-consecutive edge colorings and stable cutsets, which
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Fig. 1. 3-consecutive edge coloring of Petersen graph with ψ ′3c = 3 colors.
yields a necessary and sufficient condition for the existence of 3-consecutive edge colorings with exactly k colors. This
characterization will be a crucial tool in several later proofs.
Given a graph G = (V , E) and a fixed edge coloring ϕ : E → N, a vertex x ∈ V is said to be monochromatic if all edges
incident to it have the same color. The equivalence of the 3-consecutive and the strongly independent edge colorings is
shown by the following assertion.
Proposition 1. For a given graph G = (V , E), a coloring ϕ : E → N is a 3-consecutive edge coloring of G if and only if at least
one end of each edge is monochromatic.
Proof. We prove the equivalence of the negations. If an edge e = xy has no monochromatic endpoint, there exist edges
f = xu and g = yv (where u = v is allowed) such that ϕ(f ) ≠ ϕ(e) ≠ ϕ(g). This implies that ϕ is not a 3-consecutive edge
coloring.
On the other hand, assume that ϕ is not a 3-consecutive edge coloring of G. Hence, there exist three consecutive edges
f , e, g , such that e = xy has a color different from both ϕ(f ) and ϕ(g). Consequently, the edge e has no monochromatic
end. 
Theorem 2. Let G be a graph without isolated vertices. Then, for every integer k ≥ 2, the 3-consecutive edge coloring number of
G is at least k if and only if G has a stable k-separator.
Proof. Assume that ϕ is a 3-consecutive edge coloring of G = (V , E) and ϕ uses at least k colors. Consider the set M of
monochromatic vertices of G. Due to Proposition 1,M contains at least one vertex from every edge. Therefore,M is a vertex
cover andV\M is a stable set ofG. The vertex setM containsmonochromatic vertices for each color used inϕ.Moreover, there
occur no edge connecting two vertices ofM being monochromatic with different colors. Therefore,M induces a subgraph of
G having at least |ϕ(V )| ≥ k components, and hence, V \M is a stable k-separator of G.
On the other hand, suppose that S is a stable k-separator of G. Let the vertex sets of the components of G− S be denoted
by V1, . . . , Vℓ, where ℓ ≥ k. Define an edge coloring such that, for each edge e = xy,
ϕ(e) = i ⇐⇒ x ∈ Vi or y ∈ Vi.
Since no edge can have its both ends in S, coloring ϕ assigns at least one color to each edge of G; in fact exactly one, since
V1, . . . , Vℓ induce separated components in G− S and no edge can have its ends in two different sets Vi and Vj. Furthermore,
every vertex of V \ S is monochromatic in ϕ, and every edge has at least one of its ends in V \ S. Since we consider graphs
without isolated vertices, each color between 1 and ℓ occurs at some vertex. Due to Proposition 1, this proves that ϕ is a
3-consecutive edge coloring of Gwith ℓ ≥ k colors. 
3. Bounds on ψ′3c
This multi-part section presents various estimates on ψ ′3c . We shall mostly deal with general upper bounds.
3.1. Some simple graph operations
Weobserve a property ofmonotonicity first, namely that edge insertion in graphswithout isolated vertices cannot increase
ψ ′3c .
Proposition 3. If H is a spanning subgraph of G, and each connected component of H has order at least two, then ψ ′3c(G) ≤
ψ ′3c(H).
Proof. According to Theorem 2, ψ ′3c(G) = k implies that G has a stable k-separator S. Since H is a spanning subgraph, S is
also a stable vertex set ofH . Moreover, if two vertices belong to different components of G−S then they cannot be contained
in the same component ofH−S either. Consequently, S is a stable k-separator inH . Furthermore,H does not contain isolated
vertices. Hence, by Theorem 2, k ≤ ψ ′3c(H) follows. 
564 Cs. Bujtás et al. / Discrete Mathematics 312 (2012) 561–573
Fig. 2. ψ ′3c(G) = 3, ψ ′3c(H) = 4.
Certainly, equality does not always hold in the above proposition, not even when H is assumed to be connected. A small
example is shown in Fig. 2; one may also compare the path Pn and the complete graph Kn.
If G is a Hamiltonian graph on p vertices, we can choose the spanning subgraph H to be the Hamiltonian cycle. Hence, we
obtain the following immediate consequence.
Corollary 4. Let G be a graph on p vertices. If G has a Hamiltonian path, thenψ ′3c(G) ≤ ⌈p/2⌉, and if G has a Hamiltonian cycle,
then ψ ′3c(G) ≤ ⌊p/2⌋.
Choosing the subgraph H maximal cycle-free, we obtain the following corollary.
Corollary 5. If G is of order p and has c connected components, then ψ ′3c(G) ≤ p− c.
While edge insertion cannot increase the value ofψ ′3c (unless isolated vertices are also involved), it can dramatically drop
the 3-consecutive edge coloring number as shown by the following result.
Theorem 6. If u, v are two non-adjacent vertices in a graph G of order p ≥ 4, then ψ ′3c(G) − ψ ′3c(G + uv) ≤ p − 3, and the
bound is tight for all p.
Proof. We first observe that the decrease p − 3 is achievable. This is shown by the complete bipartite graph K2,p−2, which
has ψ ′3c = p − 2, because we can assign a private color to each pair of edges incident to the vertices of the vertex class of
size p-2. Inserting an edge into the smaller vertex class, the graph becomes the union of p-2 triangles, which all must be
monochromatic.
By Corollary 5, ψ ′3c ≤ p − c ≤ p − 1 always holds. Hence, a decrease of p-2 would be possible only if ψ ′3c(G) = p − 1
and ψ ′3c(G + uv) = 1. In particular, G should be connected. Observe, however, that if G contains two disjoint edges, say e1
and e2, then it is always possible to remove some edges from G to obtain a graph H without isolated vertices, in which e1
and e2 are in different components. In this case ψ ′3c(G) ≤ ψ ′3c(H) ≤ p-2 (the first inequality is implied by Proposition 3),
contrary to our assumption. Thus G is a star and if we draw a new edge in a star then ψ ′3c decreases to p-2 rather than to 1.
This completes the proof. 
We next consider the block decomposition.
Proposition 7. If the blocks of graph G are B1, . . . , Bk, then
ψ ′3c(G) ≤
k
i=1
ψ ′3c(Bi)
holds. In particular, if every block Bi is complete, then ψ ′3c(G) ≤ k.
Proof. Consider a 3-consecutive edge coloring ϕ of Gwhich uses preciselyψ ′3c(G) colors. Every edge of G belongs to exactly
one block. Hence,
ψ ′3c(G) = |ϕ(E(G))| ≤
k
i=1
|ϕ(E(Bi))| ≤
k
i=1
ψ ′3c(Bi)
follows. Moreover, if every block is a complete graph then ψ ′3c(Bi) equals 1 for all 1 ≤ i ≤ k, and ψ ′3c(G) ≤ k can be
concluded. 
The following assertionmay be viewed as the vertex analogue of Proposition 3, in the sense that under somewell-defined
simple conditions neither vertex nor edge insertion can increase ψ ′3c . We note that it is the occurrence of isolates that has
to be excluded in both versions.
Proposition 8. Let G = (V , E) be a graph, and v ∈ V a vertex of degree at least 2.
(i) If the subgraph induced by N(v) has no isolated vertices, then ψ ′3c(G) ≤ ψ ′3c(G− v) holds.
(ii) If the vertices of N(v) are mutually adjacent, then ψ ′3c(G) = ψ ′3c(G− v) holds.
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Proof. If x, y ∈ N(v) and xy ∈ E, then ϕ(vx) = ϕ(vy) = ϕ(xy) must be valid in every 3-consecutive edge coloring ϕ of
G. Hence, G− v contains all colors occurring in G. Moreover, the restriction of ϕ to E(G− v) remains a 3-consecutive edge
coloring of G− v. This proves (i).
Suppose now that N(v) induces a complete subgraph in G, and let ϕ be a 3-consecutive edge coloring of G − v with
ψ ′3c(G − v) colors. By definition, all edges in N(v) have the same color. Assign this color to all edges incident to v, too. We
claim that this is a 3-consecutive edge coloring of G. Indeed, the condition cannot be violated inside G − v and neither by
triangles incident to v, nor by a P4 having v as an internal vertex. The only possibility would be some vxyz ∼= P4, where
x ∈ N(v) and ϕ(vx) ≠ ϕ(xy) ≠ ϕ(yz). Let us choose a vertex w ∈ N(v) \ {x}. Then wxyz and vxyz have the same color
sequence in ϕ, hence we indeed have a 3-consecutive edge coloring of G. This proves (ii). 
We consider some further operations, which increase the value of ψ ′3c in a controlled way and will be applied in later
proofs.
• Attaching a path of length ℓmeans that we specify one vertex x and supplement the graph with a path of length ℓwhose
one end is x and all of whose other vertices do not occur in the original graph.
• Attaching an ear of length ℓ means that we specify two distinct vertices x, z and supplement the graph with a path of
length ℓwhose ends are x and z, and whose internal vertices do not occur in the original graph.
Proposition 9. Attaching a path of even length ℓ = 2t to a vertex, ψ ′3c increases by precisely t.
Proof. Let G = (V , E) and x ∈ V . After the attachment a path of length 2t at x, denote the obtained graph by G′ = (V ′, E ′),
where
V ′ = V ∪ Y (Y = {y1, . . . , y2t}, Y ∩ V = ∅),
E ′ = E ∪ {xy1} ∪ {yiyi+1 | 1 ≤ i ≤ 2t − 1}.
Due to Theorem 2, it is enough to prove that G has a stable s-separator if and only if G′ has a stable (s+ t)-separator.
First, suppose that G has a stable s-separator S. To define a stable (s + t)-separator of G′, we distinguish between two
cases:
• If x ∉ S, consider the set S ′ = S ∪ {y1, y3, . . . , y2t−1}. Obviously, S ′ is a stable set of G′. Moreover, G′ − S ′ consists of the
at least s components of G− S and further t isolated vertices: y2, y4, . . . , y2t . Thus, S ′ is a stable s+ t-separator of G′.• If x ∈ S, let the stable set S ′ = S ∪ {y3, . . . , y2t−1} be considered. The components of G′ − S ′ are precisely
{y1, y2}, {y4}, . . . , {y2t} and the at least s components of G− S. This proves that G′ has a stable (s+ t)-separator.
To prove the other direction, assume a stable (s+ t)-separator S ′′ of G′. The graph G′ − S ′′ has at least s+ t components
and at most t of them can meet the set Y . Consequently, at least s components are entirely contained in G. This implies that
S ′′ ∩ V is a stable s-separator in G.
A similar increase occurs for attached ears.
Proposition 10. Attaching an ear of even length ℓ = 2t to two adjacent vertices of a graph, ψ ′3c increases by precisely t − 1.
Proof. Let xybe an edge in graphG = (V , E).We assume that the ear attachedhas 2t−1newverticesY = {y1, y2, . . . , y2t−1}
and 2t new edges xy1, y1y2, . . . , y2t−2y2t−1, y2t−1z (also xz remains an edge). Denote byG′ the graph obtained.Wewill prove
that G′ has a stable (s + t − 1)-separator if and only if G has a stable s-separator. Due to Theorem 2, this will imply our
proposition.
If S is a stable s-separator in G, we have three cases:
• If x ∉ S and z ∉ S then take S ′ = S ∪ {y1, y3, . . . , y2t−1}. This is a stable (s+ t − 1)-separator in G′.• If x ∈ S then z ∉ S. We can consider the set S ′ = S ∪{y2, y4, . . . , y2t−2}which is a stable (s+ t−1)-separator in G′. (This
yields t − 1 new singleton components, whilst y2t−1 is linked to the component containing z.)• If z ∈ S then x ∉ S and the set S ′ = S ∪ {y2, y4, . . . , y2t−2} is a stable (s + t − 1)-separator in G′, analogously to the
previous case.
To prove the opposite direction, consider a stable (s + t − 1)-separator S ′′ in G′. The only possible case when Y meets
at least t components of G′ − S ′′ is when y3, y5, . . . , y2t−3 are singleton components, moreover y1 and y2t−1 belong to two
further components. But, since x ∈ S ′′ and z ∈ S ′′ cannot hold simultaneously, at least one of the components containing y1
or y2t−1 also meets the vertex set of G. Hence, there exist at most t − 1 components in G′ − S ′′ which are entirely contained
in Y . This implies that S ′′ \ Y is a stable s-separator in G. 
Viewing cycles as ‘closed ears’, the following analogue of Proposition 10 can be proved. Since the argument is quite similar
to the previous ones, the proof is omitted.
Proposition 11. Let x be a vertex occurring in at least one stableψ ′3c-separator of graph G. Attaching a cycle of even length ℓ = 2t
to x, ψ ′3c increases by precisely t.
Note that the side condition on x involving optimal stable separators cannot be omitted. For instance, we have
ψ ′3c(K2,3) = 3, and attaching C4 to a degree-2 vertex, ψ ′3c increases to 4 instead of 5.
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3.2. Independence and domination
Here we obtain some upper bounds onψ ′3c(G) in terms of independence number, domination number and independent
domination number of G.
Theorem 12. For every graph G, the inequality ψ ′3c(G) ≤ β0(G) holds, where β0(G) is the independence number of G.
Proof. Note first that we may remove all isolated vertices because the left-hand side of the inequality remains unchanged
while the right-hand side decreases. After this operation, due to Theorem 2, ψ ′3c(G) = k implies the existence of a stable
k-separator vertex set S. The subgraph G − S consists of k components. Choosing one vertex from each, a k-element stable
set of G is obtained. Thus, k = ψ ′3c(G) ≤ β0(G) follows. 
An independent dominating set is a dominating set which is independent. (A set D ⊆ V (G) dominates G if every vertex
v ∉ D of G has at least one neighbor in D.) Given a graph G, the minimum cardinality of an independent dominating set is
denoted by i(G) and called the independent domination number of G.
Theorem 13. If G is a graph of order p, then ψ ′3c(G) ≤ p− i(G) holds, where i(G) is the independent domination number of G.
Proof. Similarly to the previous proof, we may remove all isolated vertices from G (if there are any) since this operation
keeps the values on the two sides of the inequality unchanged. Assume now that ψ ′3c(G) = k and consider a stable
k-separator S of G = (V , E). Such a vertex set S exists, due to Theorem 2. Moreover, S can be extended to an inclusion-
wise maximal stable set S ′. Every maximal stable set is an independent dominating set as well. Therefore, |S ′| ≥ i(G) and
|V \ S ′| ≤ p− i(G) are valid.
On the other hand, S ′ is also a k-separator. Indeed, consider a component Gi of G − S. Since G is assumed not to contain
isolated vertices, V (Gi) ∪ S cannot be stable. Thus, every component Gi contains some vertex xi ∉ S ′, and the number of
components does not decrease when S is extended to S ′. Since V \ S ′ is divided into k components,
ψ ′3c(G) = k ≤ |V \ S ′| ≤ p− i(G)
can be concluded. 
The following inequality can be obtained as a corollary of Theorems 12 and 13, as well. Let p, α0(G) and γ (G) respectively
denote the order, the vertex covering number and the domination number of G. Theorem 12 and the well-known relations
α0(G)+ β0(G) = p and γ (G) ≤ α0(G) (if isolated vertices are excluded) together imply the upper bound p− γ (G). On the
other hand, starting with Theorem 13, one can apply the inequality i(G) ≥ γ (G) and the same result is obtained.
Corollary 14. If G is a graph of order p then ψ ′3c(G) ≤ p− γ (G) holds.
To show that the upper bounds in Theorems 12 and 13 and Corollary 14 are sharp, consider the star Sn = K1,n on n + 1
vertices (n ≥ 1). Clearly, β0(Sn) = n, γ (Sn) = i(Sn) = 1, whilst a 3-consecutive edge coloring can be obtained if the edges
get pairwise different colors. Consequently, ψ ′3c(Sn) = n = β0(Sn) = (n+ 1)− γ (Sn) = (n+ 1)− i(Sn).
3.3. Vertex degrees
The bounds in the previous subsection imply that the inequality
ψ ′3c(G) ≤ p−
p
∆(G)+ 1
is valid for all graphs of order p, and actually this bound is tight for graphs all of whose components are stars of the same size.
For connected graphs, however, an improvement proportional to p/∆2 (which is constant times p whenever the maximum
degree is fixed) can be achieved, as follows.
Theorem 15. If G is a connected graph of order p and maximum degree∆, then
ψ ′3c(G) ≤ p−
p− 1
∆
holds. Moreover, the bound is tight for infinitely many p, for every fixed∆ ≥ 2.
Proof. We first prove the upper bound. Let G = (V , E) be a connected graph of order p, and suppose that ψ ′3c(G) = k.
Applying the characterization Theorem 2, we select a stable k-separator and supplement it to an inclusion-wise maximal
stable set S ⊆ V . This set S = {v1, . . . , vm} is also a k-separator in G. Next, we consider the ‘neighborhood hypergraph’
associated to the set S, that isH = (X, E)with vertex set X = V \ S and edge set
E = {N(vi) | 1 ≤ i ≤ m}.
Note that |Ei| ≤ ∆ holds for all edges Ei ∈ E , by the degree condition in G. Moreover, by the maximality of S, the equality
1≤i≤m N(vi) = X is also satisfied.
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Suppose thatH has precisely c connected components. Then, as is well known, the inequality
|V | − |S| − c = |X | − c ≤
m
i=1
(|Ei| − 1) ≤ (∆− 1)|S|
is valid, from which we obtain
|S| ≥ p− c
∆
.
Moreover, G is supposed to be connected, hence there exist paths between any two distinct vi, vj ∈ S, and therefore there
must occur at least c − 1 connections between the distinct components ofH in G (recall that S is independent in G). Thus,
X cannot induce a subgraph with more than |V | − |S| − (c − 1) connected components in G. Consequently,
ψ ′3c(G) ≤ p− (|S| + c − 1) ≤ p+ 1− c −
p− c
∆
≤ p− p− 1
∆
as c ≥ 1.
Tightness for∆ = 2 is shown by paths of odd order p, they haveψ ′3c = (p+ 1)/2. For∆ ≥ 3 we consider trees where all
internal vertices have degree ∆ and all leaves are at the same distance, say r , from a central vertex x which will be viewed
as the root of the tree.
We select the stable separator S as the vertices at distance r − 1, r − 3, . . . from x; that is, V \ S consists of the vertices v
such that
d(v, x) ≡ r (mod 2).
We are going to prove the equality
|V \ S| = (∆− 1)|S| + 1
from which tightness of the upper bound immediately follows because the entire set V \ S is independent and hence has
p− |S| components. Although the equality above can be verified numerically, the next argument fortunately avoids tedious
calculation.
We observe that every v ∈ S \ {x} has precisely ∆ − 1 children in V \ S. Now, if x ∈ S (i.e., if r is odd), then x has ∆
children instead of∆−1, yielding the claimed ‘+1’ in the formula. And if x ∉ S (i.e., if r is even), then x itself yields the term
‘+1’. 
Corollary 16. Every graph G with p vertices, c connected components and maximum degree∆ has
ψ ′3c(G) ≤ p−
p− c
∆
and the bound is tight for infinitely many values of p for every fixed c ≥ 1 and∆ ≥ 2.
We can also obtain a general bound depending on minimum degree.
Proposition 17. (i) If G is a graph of order p andminimumdegree δ, thenψ ′3c(G) ≤ p−δ, and the bound is tight for all δ ≤ p/2.
(ii) For δ > p/2 there exists a graph with order p, minimum degree δ, and ψ ′3c(G) ≥ k, if and only if
p+ ⌊δ/k⌋ ≥ 2δ + 1.
Proof. (i) Let S be a stable separator in G = (V , E). Any v ∉ S has degree at least δ, therefore V \S cannot inducemore than
p − max{|S|, δ} connected components. This implies the upper bound on ψ ′3c(G). Tightness is shown by the complete
bipartite graphs Kδ,p−δ .
(ii) Let k = ψ ′3c(G), and consider a stable k-separator S according to Theorem 2. Then V \ S induces precisely k connected
components, we denote their vertex sets by V1, . . . , Vk. Let uswrite s = |S| and pi = |Vi| for i = 1, . . . , k. We necessarily
have
p− s ≥ δ
because S is independent and a vertex v ∈ S has all its neighbors in V \S. This means |S| ≤ p−δ. Moreover, the smallest
pi is at most ⌊ p−sk ⌋. Since a vertex v ∈ Vi has all its neighbors in Vi ∪ S,
s+

p− s
k

− 1 ≥ δ
also has to hold. The weakest condition from the two inequalities above is obtained when s = p − δ, and this implies
the ‘only if’ part of (ii).
To see the other direction, let |V | = p. Select a subset S ⊆ V with |S| = s = p− δ, and partition V \ S into k parts Vi
of cardinality ⌊ p−sk ⌋ or ⌈ p−sk ⌉ each. Draw all edges between S and V \ S, and make each Vi a complete graph. This graph
satisfies the conditions with the given parameters. 
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Fig. 3. A tree with max{|V1|, |V2|} = 4 < ψ ′3c(G) = 5.
3.4. Bipartite graphs
We conclude this section with some observations with regard to the 3-consecutive edge coloring number of bipartite
graphs.
Proposition 18. If G is a bipartite graph with bipartition V = V1 ∪ V2, and G has no isolated vertices, then max{|V1|, |V2|} ≤
ψ ′3c(G) ≤ β0(G).
Proof. In view of Theorem 12, we need to establish only the lower bound. Let us assume that |V1| ≥ |V2| and V1 =
{v1, v2, . . . , vm}. Color the edges of G such that all edges incident to vi are assigned with color i for all 1 ≤ i ≤ m. Clearly,
this yields a 3-consecutive edge coloring of Gwithm colors. This implies that max{|V1|, |V2|} ≤ ψ ′3c(G). 
The above coloring method does not yield a maximum 3-consecutive edge coloring for every bipartite graph. As a
counterexample, we can consider the tree in Fig. 3, for which max{|V1|, |V2|} = 4 whereas ψ ′3c(G) = 5.
If G is a bipartite graph with a perfect matching, then β0(G) = |V1| = |V2| holds, and hence, ψ ′3c(G) = β0(G). This
conclusion remains valid also under a weaker condition.
Proposition 19. If G is a bipartite graph without isolated vertices, and there exists a matching which covers one of its partition
classes, then ψ ′3c(G) = β0(G) holds.
Proof. Assume that G = (V , E) has partition classes V1, V2 where |V1| ≤ |V2|. If there exists a matching of size |V1|, then we
have β0(G) ≤ |V | − |V1| = |V2| ≤ β0(G), hence β0(G) = |V2| follows. By Proposition 18, this implies ψ ′3c(G) = β0(G).
Since the n-cube Qn is a bipartite graph with a perfect matching, we have
Corollary 20. For every integer n ≥ 1, the 3-consecutive edge coloring number of the n-dimensional hypercube graph Qn is
ψ ′3c(Qn) = 2n−1.
The following simple assertion characterizes bipartite graphs having ψ ′3c = 2. Interestingly enough, later we shall see
that a similar short description for graphs with ψ ′3c = 2 (and even ψ ′3c = 1) in general does not exist.
Proposition 21. Let G be a connected bipartite graph. Then, ψ ′3c(G) = 2 if and only if G ∼= P3, P4 or C4.
Proof. Suppose that ψ ′3c(G) = 2. It is clear that∆(G) ≤ max{|V1|, |V2|} ≤ ψ ′3c(G) = 2. Hence, G is either a path or an even
cycle.
• If G is a path Pn, then 2 = ψ ′3c(G) = ⌈n/2⌉. This implies that n = 3 or 4; that is, G ∼= P3 or G ∼= P4.• If G is an even cycle Cn, then 2 = ψ ′3c(Cn) = ⌊n/2⌋. This implies n = 4; that is, G ∼= C4. 
4. Extremal values of ψ′3c
In this section we investigate graphs whose 3-consecutive edge coloring number is the possible largest or smallest one;
that is,ψ ′3c(G) equals |E(G)| or 1, respectively. The former case admits a simple characterization, which also implies that the
decision problem whether ψ ′3c(G) = |E(G)| holds, can be solved efficiently. This is far from being true for testing whether
ψ ′3c(G) = 1.
Proposition 22. Let G be a graph with q edges. Thenψ ′3c(G) = q holds if and only if each component of G is a star or an isolated
vertex.
Proof. We prove only the necessary part, as sufficiency is obvious. Assume that ψ ′3c(G) = q. If there exists a component
of G which is neither a star nor a single vertex, then G contains three consecutive edges. At least two of them must have a
common color in every 3-consecutive edge coloring. Hence, ψ ′3c(G) < qwould follow which is a contradiction. 
The above case of ψ ′3c(G) = q equivalently means that every assignment ϕ : E(G)→ N is a 3-consecutive edge coloring
of G. The other extremal case is ψ ′3c(G) = 1 when the graph admits only the trivial monochromatic 3-consecutive edge
coloring.
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Fig. 4. A non-chordal graph with ψ ′3c = 1.
Proposition 23. For a graph G without isolated vertices, ψ ′3c(G) = 1 holds if and only if G is connected and contains no stable
cutset.
Proof. If G consists of more than one component, each of them contains some edges and hence,ψ ′3c(G) > 1. Otherwise, due
to Theorem 2, ψ ′3c(G) ≥ 2 if and only if the graph has a stable cutset. 
We will see in Section 5 that deciding whether there exists a 3-consecutive edge coloring different from the trivial one
is an NP-complete problem already on some restricted graph classes. Thus, unless P = NP, there is no hope of obtaining
a characterization which can be checked in polynomial time. So, it is worth giving some sufficient and some necessary
conditions which can be easily tested.
A graph G is chordal if every cycle of length 4 or more in G has a chord (an edge connecting two non-consecutive vertices
of the cycle).
Proposition 24. If G is a biconnected chordal graph, then ψ ′3c(G) = 1.
Proof. Since the assertion is obvious for K2, we assume that G has at least three vertices. Consider any 3-consecutive edge
coloring of G. We will prove that every cycle C of G is monochromatic. This is clear by definition if C is a triangle. With this
anchor, we can apply induction on cycle length. If C is a cycle longer than 3, it can be split into two shorter cycles, say C ′ and
C ′′ sharing an edge ewhich is a chord of C . By the induction hypothesis, both C ′ and C ′′ are monochromatic in the color of e,
hence the entire C has the same color.
Since G is 2-connected, any two of its edges are contained in some cycle, which then must be monochromatic. Thus, just
one color can occur. 
The converse implication is not true as shown by the graph in Fig. 4.
Conditions necessary for ψ ′3c = 1 can be obtained as the negations of conditions sufficient for ψ ′3c ≥ 2.
Proposition 25. Let G be a connected graph of order at least three.
(i) If G has a cut vertex then ψ ′3c(G) ≥ 2.
(ii) If G has a vertex v not belonging to any triangle, then ψ ′3c(G) ≥ 2.
(iii) If G has p vertices and at most 2p− 4 edges, then ψ ′3c(G) ≥ 2.
Proof. A cut vertex is a stable cutset. Moreover, if there is no triangle in G incident to a fixed vertex v and G is not a star
centered at v, then N(v) is a stable cutset. Thus, Proposition 23 implies that ψ ′3c(G) > 1 necessarily holds under each of
conditions (i) and (ii).
To prove (iii), we apply a result from [6] which states that if the number of edges is not greater than 2p − 4, then G
necessarily contains a stable cutset. Due to Proposition 23, this conclusion is equivalent to ψ ′3c(G) > 1. 
Consider the complete bipartite graph K2,4 and supplement it with two independent edges in the vertex class of size 4.
The obtained graph K ∗2,4 has 3-consecutive edge coloring with two colors, but fulfills none of the conditions (i)–(iii).
5. Intractability
In this section, and also in the next one, we will study the algorithmic complexity of the following two problems:
3-Consecutive Edge k-Colorability
Instance. A graph G = (V , E).
Question. Does G admit a 3-consecutive edge coloring with precisely k colors?
It is worth noting that the existence of 3-consecutive edge colorings with ‘precisely k colors’ and with ‘at least k colors’
are equivalent, therefore 3-Consecutive Edge k-Colorability exactly means asking whether ψ ′3c(G) ≥ k holds.
Stable k-Separator
Instance. A graph G = (V , E)without isolated vertices.
Question. Does G have a stable set S ⊆ V (G) such that G− S has at least k components?
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According to Theorem 2 these two problems are equivalent for graphs which do not contain isolated vertices. Moreover,
for connected graphs, Stable 2-Separator means the problem Stable Cutset whose complexity status was discussed in
several papers. It was proved in [8] that Stable Cutset is NP-complete in general. Then, similar hardness was pointed out
on restricted graph classes. From these results we can obtain immediate consequences concerning 3-consecutive edge 2-
colorings.
Theorem 26. The 3-Consecutive Edge 2-Colorability problem is NP-complete on each of the following classes restricted to
connected graphs:
(a) perfect graphs;
(b) K4-free planar graphs with∆ = 5;
(c) graphs with connectivity number 2;
(d) line graphs with∆ = 5;
(e) line graphs of bipartite graphs;
(f) for every fixed ϵ > 0: graphs with q ≤ (2+ ϵ)p (where p and q denote the number of vertices and edges, respectively);
(g) and also on the intersection of the graph classes given in (d)–(f).
Proof. In view of Proposition 23, it suffices only to refer to the NP-completeness results concerning the problem Stable
Cutset on the classes listed above. This was proved for classes (b) and (c) in [9,2], respectively. Intractability of Stable
Cutset on classes (a) and (e) was stated explicitly in [2] as immediate conclusion of a result from [11]. For the intersection
of (d)–(f), NP-completeness was proved in [10]. 
Now, we consider the more general problem, whether ψ ′3c(G) ≥ k holds, where k is an arbitrarily fixed integer greater
than 1. The following result shows that these problems are NP-complete in general, and on some restricted graph classes,
too.
Theorem 27. For every fixed integer k ≥ 2, the problems
• 3-Consecutive Edge k-Colorability
• Stable k-Separator
are NP-complete on each of the following classes restricted to connected graphs:
(i) perfect graphs;
(ii) K4-free planar graphs with∆ = 5;
(iii) graphs with connectivity number 2;
(iv) line graphs with∆ = 5;
(v) line graphs of bipartite graphs;
(vi) for every fixed ϵ > 0: graphs with q ≤ (2+ ϵ)p (where p and q denote the number of vertices and edges, respectively);
(vii) and also on the intersection of the graph classes given in (iv)–(vi).
Proof. Assume a fixed integer k ≥ 2. Due to Theorem 26, if k = 2 then the problems are NP-complete. Hence, it can be
assumed that k ≥ 3 and we apply reduction from the problem 3-Consecutive Edge 2-Colorability to 3-Consecutive Edge
k-Colorability. It will be readily seen in each case that the reduction takes polynomial time (actually, constant or linear).
First, let us consider the cases (i)–(ii) together. For a connected graph G of order at least two, we attach a path of length
2k − 4 to a vertex x (chosen arbitrarily for (i) and specified later for (ii)) and denote by G′ the graph obtained. Applying
Proposition 9 with t = k − 2, we obtain that ψ ′3c(G′) = ψ ′3c(G) + k − 2, and hence, ψ ′3c(G) ≥ 2 if and only if ψ ′3c(G′) ≥ k.
Thismeans that the decision problem of 2-colorability is reduced to that of k-colorability. Moreover, if G is perfect or belongs
to (ii), then so doesG′ aswell; for the latterwe need to note that the graphs obtained from the reduction in [9] haveminimum
degree at most 3 and this makes it possible to choose x properly. Thus, it follows that 3-Consecutive Edge k-Colorability
and equivalently Stable k-Separator are NP-complete problems on classes (i)–(ii).
Similarly, (iii) follows from part (c) of Theorem 26, by applying Proposition 10 with t = k− 1, because graphs obtained
by attaching an ear to a 2-connected graph are again 2-connected.
The reduction for (vii) is quite similar to the previous ones, but we need a little modification.
Let us first concentrate just on line graphs, without any further restrictions. Hence, let G = L(H) be the line graph of
a generic graph H , and choose a vertex x of any degree d ≥ 2 in H . We attach a pendant edge e = xx′ to x. Then the
neighborhood of e in the line graph of this extended graph H ′ is Kd, therefore Proposition 8 impliesψ ′3c(L(H ′)) = ψ ′3c(L(H)).
Now, attach a path of length 2k − 4 to x′. By Proposition 9, for the graph H ′′ obtained, ψ ′3c(L(H ′′)) = ψ ′3c(L(H ′)) + k − 2
holds. Hence, ψ ′3c(L(H)) ≥ 2 if and only if ψ ′3c(L(H ′′)) ≥ k.
Observe that in (vi) and (vii), it suffices to prove NP-hardness for ϵ < 1/2. On the other hand, to get the degree bound
∆ = 5 and restrict to line graphs of bipartite graphs, we need to recall the result of [10] in a greater detail. It is shown there
that Stable Cutset isNP-complete on line graphs of bipartite graphs B such that in one vertex class of B all degrees are equal
to 3 while in the other class each vertex has degree 2 or 4, moreover the number p of vertices and q of edges in L(B) satisfy
q ≤ (2+ ϵ)pwhere ϵ > 0 is any fixed real. Since the line graphs of (3, 4)-biregular bipartite graphs are 5-regular and hence
satisfy q = 5p/2, the present bound q ≤ (2+ ϵ)p < 5p/2 implies that some vertex of B has degree 2.
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Let us start with a graph G, which is the line graph of a bipartite graph B complying with the above conditions. Choosing
a vertex x of degree 2 in B, we denote by B′′ the graph obtained from B by attaching a path of length 2k − 3 to x. We will
prove that B′′ is in the graph class of (vii), and apply the observations made on line graphs for H = B and H ′′ = B′′.
Since the edges incident to xmeet just three other edges of B, path attachment at x does not create any vertices of degree
higher than 4 in the line graph, and so the maximum degree remains 5 in L(B′′). Clearly, B′′ is bipartite, and the number of
edges and vertices in the line graph have been increased by 2k − 2 and 2k − 3, respectively. Thus, q ≤ (2 + ϵ)p remains
valid in L(B′′), and hence L(B′′) belongs to (vii). Moreover, by what has been said about H and H ′′, ψ ′3c(L(B)) ≥ 2 if and only
if ψ ′3c(L(B′′)) ≥ k. This proves the theorem for (vii) and implies NP-completeness for (iv)–(vi). 
6. Polynomial algorithms
As we have seen, the problem of computing ψ ′3c is algorithmically hard, and even the distinction between ψ
′
3c = 1 and
ψ ′3c = 2 is intractable. On the other hand, there are somewell-structured graph classes forwhich this can be done efficiently.
We begin with the class of trees, for which one can determine ψ ′3c efficiently.
Theorem 28. For trees, the 3-consecutive edge coloring number can be determined and a 3-consecutive edge coloring with
maximum number of colors can be obtained in linear time.
Proof. According to Theorem 2,ψ ′3c(G) is equal to the largest number of components in an induced subgraph which can be
obtained from G by deleting a stable vertex set. First, we describe a dynamic programming procedure which calculates this
largest number ψ ′3c(G) for trees.
Consider a tree T = (V , E) with a fixed root vertex v. For every x ∈ V , T (x) will denote the subtree rooted in x; that is,
the subgraph of T induced by all vertices y for which the y− v path involves vertex x. The following two values are defined
for every v ∈ V :
• a(x) denotes the maximum number of components in T (x)− S, over all stable sets S containing x.
• b(x) denotes the maximum number of components in T (x)− S, over all stable sets S not containing x.
These values will be calculated for the vertices of T proceeding in postorder.
• If x is a leaf then we set a(x) = 0 and b(x) = 1. Clearly, these values correspond to the definedmeanings of a(x) and b(x).
• If x is not a leaf, let its children be denoted by x1, . . . , xd. When a stable set S of T (x) involves the vertex x, S can contain
none of the children of x, and the maximum number a(x) of components can be calculated as
a(x) =
d
i=1
b(xi).
When x ∉ S, for each integer 1 ≤ i ≤ d both cases xi ∈ S and xi ∉ S are possible. Beginning the counting with one
component, if a child xi is chosen to be in S, the number of possible components can be increased by at most a(xi). In the
other case when xi ∉ S, the number of components increases by at most b(xi) − 1, since in this case xi and x belong to
the same component. For each child we can choose the more advantageous possibility, and hence,
b(x) = 1+
d
i=1
max (a(xi), b(xi)− 1).
Assuming that a(xi) and b(xi) are appropriate values for each child xi, the above formulas yield integers a(x) and b(x)
corresponding to the definitions.
It is clear that the 3-consecutive edge coloring number of the tree is
ψ ′3c(T ) = max (a(v), b(v)),
and the algorithm outputs this value in O(p) steps if T is a tree of order p.
Also, a stable set S, for which the number of components in T−S equalsψ ′3c(T ), can be obtained in linear time.We define
a function s(x) on V in preorder.
• For the root vertex v:
s(v) =

1 if a(v) ≥ b(v),
0 if a(v) < b(v).
• For a vertex x ≠ v, denote by p(x) the parent vertex of x. We define
s(x) =
0 if s(p(x)) = 1,
0 if s(p(x)) = 0 and a(x) < b(x)− 1,
1 if s(p(x)) = 0 and a(x) ≥ b(x)− 1.
The set S = {x ∈ V | s(x) = 1} is a stable set of T and T − S has ψ ′3c(T ) components.
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Having this set S in hand, a 3-consecutive edge coloring ϕ can be constructed in linear time. Denote the k = ψ ′3c(T )
components of T − S by C1, . . . , Ck and define the color of the edge e = xy as follows:
ϕ(e) = i ⇐⇒ x ∈ Ci or y ∈ Ci.
We have shown in the proof of Theorem 2 that this definition yields a 3-consecutive edge coloring of T with exactly
k = ψ ′3c(T ) colors. 
Deciding whether ψ ′3c(G) ≥ 2, i.e. whether G admits a 3-consecutive edge coloring different from the trivial
monochromatic one, can be done in polynomial time on further graph classes.
Given a graph F , by F-free graphwemean one with no induced subgraphs isomorphic to F . The claw is the star graph with
three edges, that is K1,3.
Proposition 29. It can be decided in polynomial time if the 3-consecutive edge coloring number of a graph is at least 2, on each
of the following classes:
(a) graphs with∆ ≤ 3;
(b) line graphs with∆ = 4;
(c) (claw, K4)-free graphs;
(d) claw-free planar graphs;
(e) 2K2-free graphs;
(f) graphs with q ≤ 2p− 4 (where p and q denote the number of vertices and edges, respectively).
Moreover, if the answer is affirmative, a 3-consecutive edge coloring with at least two colors can be obtained in polynomial time
on each class (a)–(f).
Proof. If the given graph is not connected, and it has at least two components not being edgeless, then ψ ′3c(G) ≥ 2
automatically holds and the required coloring can be immediately obtained. For connected graphs, polynomial-timedecision
and search algorithms were given for the problem Stable Cutset on each of the above classes: on classes (a) and (b) it can
be found in [10]; on (c) and (d) in [9]; and on (f) in [6]. In connection with (e) note that G is 2K2-free if and only if L(G) has
diameter at most two. The problem Stable Cutset has been shown to be polynomial-time solvable in [1] for graphs whose
line graph has diameter at most two. These algorithms equivalently solve the problem 3-Consecutive Edge 2-Colorability
and an appropriate coloring with precisely two colors can be constructed easily if a stable cutset is known. 
7. Concluding remarks
Concerning Proposition 7 the following natural question arises.
Problem 30. Find tight estimates on ψ ′3c(G) for graphs in which all blocks are complete graphs.
There seem to be relations with the tree of blocks, and also with the intersection graph of the clique hypergraph, but the
correspondence is not quite clear.
Also concerning algorithmic complexity, many problems can be raised. Below we mention some of them.
Problem 31. Give further efficiently checkable sufficient conditions for ψ ′3c(G) = 1 and for ψ ′3c(G) ≥ 2.
Problem 32. Describe further ‘nice’ classes of graphs for which ψ ′3c can be determined in polynomial time.
Problem 33. On which classes of graphs is the equality ψ ′3c(G) = ψ ′3c(G− v) testable in polynomial time?
Problem 34. Let k ≥ 2. Is the 3-Consecutive Edge k-Colorability problem NP-complete on the class of graphs with
connectivity number κ , for every fixed κ?
The case κ = 2 has been confirmed in Theorem 27 for all k. In general, for κ ≥ 2 we have the following related result.
Proposition 35. If the Stable Cutset problem isNP-complete on the class of κ-connected graphs, then also 3-Consecutive Edge
k-Colorability is NP-complete on κ-connected graphs.
Proof. Wemake the following reduction. Let G = (V , E) be κ-connected, κ ≥ 2. Fix a set Z ⊂ V of cardinality |Z | = κ . We
take two further sets Z ′ and Z ′′ with |Z ′| = |Z ′′| = κ , such that V , Z ′, Z ′′ are mutually disjoint. Let Z ′ be independent and let
Z ′′ induce a complete graph Kκ . Insert further edges forming a perfect matching between Z and Z ′, and a complete bipartite
graph Kκ,κ whose two vertex classes are Z ′ and Z ′′. Formally, we denote by zz ′ the edges of the Z–Z ′matching (z ∈ Z , z ′ ∈ Z ′).
The graph G′ derived from G in this way clearly is κ-connected. We claim that G′ has a stable k-separator if and only if G
has a stable (k− 1)-separator. Indeed, if S is a stable (k− 1)-separator of G, then the set
S ′ := S ∪ {z ′ | z ∈ Z \ S}
is a stable k-separator of G′ because Z ′′ ∪ (Z ′ \ S ′) is a component in G′ − S ′, separated from all components of G− S.
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Conversely, suppose that some S ′ is a k-separator of G′. We set S := S ′ \ (Z ′ ∪ Z ′′). Note that |S ′ ∩ Z ′′| ≤ 1 holds, as
Z ′′ induces a complete graph; hence, |Z ′′ \ S ′| ≥ κ − 1 ≥ 1 and the entire (Z ′ ∪ Z ′′) \ S ′ belongs to the same component
in G′ − S ′. Consequently, the number of components in G \ S is not smaller than that in G′ \ S ′ minus 1. Thus, S is a stable
(k− 1)-separator of G.
Applying this extension sequentially k− 2 times, the assertion follows. 
The above reduction also yields a different proof for part (iii) of Theorem 27.
Acknowledgments
The authors are thankful to the Department of Science and Technology, Government of India, New Delhi for the financial
support under the grant SR/S4/MS:275/05 and to the Hungarian Scientific Research Fund, grant OTKA 81493.
References
[1] M. Borowiecki, K. Jesse-Józefczyk, Matching cutsets in graphs of diameter 2, Theoretical Computer Science 407 (2008) 574–582.
[2] A. Brandstädt, F.F. Dragan, V.B. Le, T. Szymczak, On stable cutsets in graphs, Discrete Applied Mathematics 105 (2000) 39–50.
[3] Cs. Bujtás, E. Sampathkumar, Zs. Tuza, Ch. Dominic, L. Pushpalatha, When the vertex coloring of a graph is an edge coloring of its line graph — A rare
coincidence, manuscript, 2010.
[4] Cs. Bujtás, E. Sampathkumar, Zs. Tuza, L. Pushpalatha, R.C Vasundhara, Improper C-colorings of graphs, Discrete Applied Mathematics 159 (2011)
174–186.
[5] Cs. Bujtás, E. Sampathkumar, Zs. Tuza, M.S. Subramanya, Ch. Dominic, 3-consecutive C-colorings of graphs, Discussiones Mathematicae Graph Theory
30 (2010) 393–405.
[6] G. Chen, X. Yu, A note on fragile graphs, Discrete Mathematics 249 (2002) 41–43.
[7] F. Harary, Graph Theory, Addison-Wesely, Massachusethes, 1969.
[8] S. Klein, C.M.H. deFigueiredo, The NP-completeness of multi-partite cutset testing, Congressus Numerantium 119 (1996) 217–222.
[9] V.B. Le, R. Mosca, H. Müller, On stable cutsets in claw-free graphs and planar graphs, Journal of Discrete Algorithms 6 (2008) 256–276.
[10] V.B. Le, B. Randerath, On stable cutsets in line graphs, Theoretical Computer Science 301 (2003) 463–475.
[11] A.M. Moshi, Matching cutsets in graphs, Journal of Graph Theory 13 (1989) 527–536.
[12] E. Sampathkumar, DST Project Report No.SR/S4/MS.275/05.
[13] E. Sampathkumar, M.S. Subramanya, Charles Dominic, 3-consecutive vertex coloring of a graph, in: Proc. ICDM 2008, RMS Lecture Notes Series,
vol. 13, 2010, pp. 161–170.
