Abstract: Scholars of international relations have increasingly used temporal dependence variables (polynomials or splines) to control for unmodeled duration dependence in non-linear models (such as logit or probit). This results in two inferential obstacles that are widespread to non-linear models, yet are exacerbated by the unique features of temporal dependence variables. First, compression causes the quantities of interest to be sensitive to the values in the counterfactual scenario (most notably, time). Second, presenting substantive effects calculated at one simulation scenario (such as an "average" scenario) grossly inflates the representativeness of that scenario and neglects the variability within the sample. The consequences of these problems range in severity from understating the magnitude of the substantive effects to deriving inferences that are wholly unrepresentative of the data. I offer a simple checklist: first, use the values observed in the data to generate in-sample quantities of interest. Second, plot those quantities of interest across the offending variable (e.g., time) and interpret the relationship. Finally, provide a sense of the sample's variability in quantities of interest through simple summary statistics (such as mean, standard deviation and range). These simple fixes provide much-needed transparency and act as a shield against scholars who might otherwise present misleading results.
Introduction
How should scholars measure the substantive impact of a variable in non-linear models (such as logit and probit)? Scholars usually report a number of quantities of interest (QIs)-any transformations of the coefficients, such as probabilities, partial effects, risk ratios, etc. Because of a feature known as compression, however, QIs in non-linear models depend not only on the coefficients from the model, but also on the location of the observation along the cumulative density function (CDF). As a consequence, QIs in non-linear models may be small or large depending on the values of other variables in the simulation scenario, and not just the variable of interest. In practice, this means that scholars often derive potentially misleading inferences from substantive effects while understating the actual variability of those effects in the sample.
Problems associated with interpreting QIs become particularly severe for models that control for the effects of unmodeled duration dependence 1 with temporal dependence variables (TDVs)-most notably, cubic polynomials and splines. 2 While helpful in controlling for unmodeled duration dependence, TDVs have the potential to derail inferences by complicating the interpretation of QIs in two ways. First, TDVs are one of the most egregious sources of inferential problems related to compression. TDVs are nearly ubiquitous in binary models of international studies (for a review, see Carter and Signorino 2010 ), yet because they are primarily seen as atheoretical, little effort is undertaken to see how time shapes the outcome. TDVs are also unique in that they typically have large coefficients (by soaking up unmodeled temporal effects), and large ranges of values. The result is that QIs-and the basis of the inference-are highly sensitive to the values selected for the scenarios. Second, the dominant approach to calculating QIs with the "average-case" approach (based on means, medians, and modes, see Hanmer and Kalkan 2013) greatly inflates the risk of misleading inferences. Scholars often set up "average" scenarios that unknowingly contain unrepresentative values or values that are inconsistent across the TDVs. In addition to heightening the risk of extrapolation, having multiple defensible "average" scenarios-without full transparencyincreases the potential for cherry-picking scenarios.
In a brief survey of these efforts in practice, I uncover a substantial gap between how methodologists understand QIs and how political scientists in general depict them. The survey shows widespread use of TDVs in studies of international relations, but a lack of interest in interpreting the effects of time. In the vast majority of studies, scholars do not empower readers to determine how sensitive the QIs are due to time (over 83% only calculate QIs based on one scenario). Moreover, an in-depth meta-analysis of 20 studies reveals additional problems that arise when using the average-case approach in the context of temporal dependence. Scenarios often contain extreme or inconsistent values of time, and there is a tendency for the reported QIs to be substantially underor over-stated relative to the in-sample QIs. The meta-analysis also reveals that TDVs-when statistically significant-are consistently among the most serious offenders. These patterns suggest a variety of drawbacks related to the average-case approach, and question its value in generating accurate inferences.
I develop a checklist for the interpretation and presentation of QIs that overcomes these inferential obstacles. In models where one fears that the QIs are particularly sensitive (due to TDVs, fixed effects, or spatial variables), scholars should present the distribution of in-sample QIs across the offending variable(s). Given that scholars are increasingly interested in time as a confounding variable, this ensures that scholars are aware of how QIs wax and wane across time. In addition to being based only on configurations of the independent variables that are actually observed in the sample (thus avoiding the dangers of extrapolation), providing additional information such as the standard deviation and range gives an idea of the dispersion of the QIs in the sample. This strategy emphasizes transparency, and as a result, produces inferences that are more accurate and representative of the bulk of observations. Toward this end, I provide simple Stata code in the Supplementary Files that automates the calculation of these values.
I then illustrate these problems in practice by exploring three recent examples that use TDVs to address unmodeled duration dependence on nuclear proliferation (Way and Weeks 2014) , civil war onset (Cunningham 2013 ) and wartime fiscal policy (Flores-Macias and Kreps 2013) . In all three cases, examining the variability of substantive effects across the TDVs adds considerable depth and nuance to their inferences. The first illustration (Way and Weeks 2014) shows that partial effects of key variables are extremely sensitive to the values of the TDVs in the simulation scenarios, which suggests an important moderating effect of time in the relationship. A closer examination of Cunningham (2013) reveals additional obstacles. Scholars have wide latitude in selecting "average" values of the TDVs (e.g., mode, median, and mean) in the simulation scenarios, which means that the partial effects presented by scholars can vary widely from miniscule to quite large. The third illustration reveals that the use of the "average-case" approach when employing complex fixes for temporal dependence (such as splines) exaggerates the risk of extrapolation and inaccurate inferences (King and Zeng 2006) . I show that these inferential obstacles are present even in the case where the TDVs fail to meet conventional standards of statistical significance.
Interpretive Pitfalls in Non-Linear Models
A recent trend is to use software (such as Clarify in Stata and Zelig in R) to produce meaningful QIs that ease readers' interpretive burdens. Others have extended this trend to dynamic models (de Boef and Keele 2008; Williams and Whitten 2012; Philips, Rutherford and Whitten 2016; Williams 2016) . Though certainly important in linear models (such as OLS), providing meaningful QIs in non-linear models is fundamental for fully understanding the substantive significance of a result.
Econometricians have long noted that QIs in binary models are sensitive to the values of the other variables (e.g., Maddala 1983, 23-24; Nagler 1994; Gujarati 2003, 613-614) . The coefficient (β X ) merely represents the marginal effect of X on Xβ. The principle of compression (Berry, DeMeritt and Esarey 2010; Rainey 2016) means that the marginal effect of Xβ on Pr(Y )-which is often the substantive effect of most interest-depends on the location along the cumulative density function (CDF). The result is that the marginal effect of X on Pr(Y ) is non-constant, and as the probability shifts away from 0.5 in either direction, the marginal effect of the variable decreases.
Compression also produces considerable sensitivity in QIs across the sample; an identical shift in X potentially produces N different QIs, depending on the observation's location along the CDF.
Because of the nonlinear nature of the coefficients, some caution is required in fully interpreting these models. Hanmer and Kalkan (2013) review two methods for calculating QIs in non-linear models. The first method is the "average-case" approach, where the scholar calculates QIs for a scenario where the other independent variables are held at their means or modes (or other "average" values). The second method is the "observed-value" approach, which calculates QIs given the observed values for each observation in the sample, and then averages those effects across the entire sample (or meaningful subgroups) (Hanmer and Kalkan 2013) .
The choice between these two methods is not without consequence, as the average-case approach has some clear drawbacks. First, the average values of the independent variables do not provide an unbiased estimate of the average probability (Train 2009, 29-30) . Second, Hanmer and Kalkan (2013, 267-268) stress that scholars typically do not have fine-grained theories about particular cases, so the effects for one scenario cannot appropriately test one's theory. Third, there is also a risk of selecting a counterfactual scenario that is far from the bulk of the sample observations (King and Zeng 2006) .
Interpretation in the Context of Temporal Dependence Variables
Those using QIs to interpret nonlinear models in the context of temporal dependence must be aware of two problems that potentially derail inferences. First, TDVs are one of the most egregious sources of compression effects in political science. 3 As the survey below will illustrate, TDVs are nearly ubiquitous in quantitative studies of international relations. Since they are typically used as a methodological fix for the problem of temporal dependence, they are treated as an afterthought, and scholars often omit the coefficients. The use of splines (and polynomials to a lesser extent) mean that Xβ is a nonlinear function of t, which makes it difficult to interpret based on the coefficients. Moreover, it is often the case that TDVs have substantively large coefficients as a result of soaking up unexplained temporal variance, and they have ranges that can far exceed those of other variables (Carter and Signorino 2010, 283 call this "numerical instability"). The result is that TDVs potentially determine the sensitivity of QIs by influencing the location along the CDF (I return to this point in the meta-analysis below).
For example, consider the often-studied outcome of international disputes. The patterns of duration dependence in international conflict are typically negative, indicating that the baseline probability of a dispute is highest immediately following a dispute, and then declines with the passage of time. With this in mind, it is clear that the QIs are quite sensitive to the scenario chosen (in this case, t), and vary across the observations in the sample. One can deduce that the largest QI will occur at extremely small values of the TDVs (since this configuration of values pushes the probability toward 0.5) and decrease at higher values of TDVs (as the probability approaches 0).
Second, using the average-case approach in the context of temporal dependence greatly inflates the risk of misleading inferences. The average-case approach may give the appearance of being an "average" effect (because of the use of mean, median and modal values), but it may not in fact be representative of the sample. Furthermore, it is not clear which statistic (mean, median or mode) is most appropriate to reflect the "average" value of the TDV. 4 Scholars might therefore be tempted to choose QIs from various scenarios to depict the largest substantive impact. A lack of transparency by scholars in practice means that the threat of this type of deception is very real. TDVs are often poorly understood (see Carter and Signorino 2010) , which increases the risk of establishing a counterfactual scenario where the time values are meaningless, or the values are not consistent across the TDVs. The average-case approach raises the possibility of establishing a scenario that does not actually appear in the sample (King and Zeng 2006) , or extrapolation, which increases the risk that the inferences one makes will be susceptible to changes in model specification (Hanmer and Kalkan 2013, 274; King and Zeng 2006) . Even selecting counterfactuals that are reasonable representations of the data (i.e., not extrapolated) does not inoculate the QIs from being sensitive to the scenario chosen, and it certainly does not reveal the variability across the sample.
In the next section I briefly survey a sample of published work in international relations using
TDVs to see if applied political science reflects our understanding of the sensitivity of QIs.
Survey
I conducted a survey of all the articles published in six political science journals 5 that cited Beck, Katz and Tucker's (1998) or Carter and Signorino's (2010) foundational pieces on temporal dependence. For each article, I noted the rationale used to justify the specification, the presentation style of the TDVs, the manner of interpretation (if any), and how the QIs were interpreted. The 4 Setting the variables to their means will be especially problematic if there are extreme values of t because the Xβ might trend toward extremely negative or positive values. This results in QIs that are much smaller than the other scenarios. Since natural cubic splines are intended to smooth this relationship (even at extreme values), they are less susceptible to this problem than polynomials (Keele 2008, 58) . Table 1 ). First, scholars express little interest in interperting the effects of time in their models. A little over a third of the studies interpret the hazard rate, either in-text, in a table or graphically. Moreover, nearly 60% omit at least some of the the TDV coefficients entirely from their tables of estimates, which makes it impossible to infer the shape of the hazard, let alone its effects on the QIs from compression.
6 Scholars very rarely make a concerted effort to interpret the effects of these TDVs on the outcome itself, and indeed, often make choices that block the reader's ability to make those inferences on her own.
Second, current practice prevents readers from inferring the variability of QIs in the context of temporal dependence. Given that the vast majority of scholars justify the inclusion of TDVs based on methodological concerns (95.4%) rather than theory (15.6%), it is understandable that the focus is on the substantive effects of the other independent variables. The majority (77.7%) use QIs to provide a deeper substantive understanding of the models beyond hard-to-interpret coefficients, and almost three-quarters (73.4%) of those provide a broad description of the scenarios used to generate those QIs. Yet the inclusion of TDVs in these models complicates this process, so it is informative to examine how scholars treat the TDVs in these simulation scenarios. Without that information, the reader has no idea how rare or common the scenario is, or whether the baseline probability of the event is closer to 0, 0.5 or 1. Of those who generate QIs and describe the simulation scenarios, 77.0% select some measure of central tendency (such as the mean, median or mode) of time, while 10.3% select a specific, non-average value. Common practice is to ignore the compression effects of TDVs on QIs; in the vast majority of studies (83.1%), scholars calculate QIs based on only one scenario. By doing so, scholars ignore the sensitivity in effect size across the sample that arises due to compression (potentially due to the TDVs).
This survey makes it clear that empirical work published in top general and international relations journals has not caught up to the advice by political methodologists (Hanmer and Kalkan 2013) , which has resulted in behaviors that inhibit the complete interpretation of QIs in nonlinear models.
Meta-Analysis
While it is clear from the survey in the previous section that scholars do not fully appreciate the issues that arise when interpreting QIs in these models, it is not yet clear whether this neglect changes the inferences. To this end, I randomly selected 20 articles from the above survey that generated QIs with the average-values approach based on non-linear models with TDVs. I then calculated QIs based on the checklist described in-depth below. This meta-analysis illuminates common practices regarding the use of TDVs and reveals that the interpretive pitfalls are in fact quite meaningful.
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The first task of the meta-analysis is to summarize how scholars treat TDVs in their simulation scenarios. Table 2 identifies the value of the counter variable, or t, (e.g., the peace years variable in conflict studies), its percentile in the sample (in parentheses), and whether the values are consistent across the TDVs. For example, Fuhrmann and Sechser (2014) of the baseline scenarios were in the convex hull, and a large percentage had less than 10% of the sample observations near the scenario. 9 The result is that scenarios based on the average-case approach are rarely typical of those found in the real world.
The second task of the meta-analysis is to characterize whether the QI is representative of the QIs in the sample. In Table 2 I provide the QI-changes in predicted probability 10 -from each study, its percentile (in parentheses), and its range of values. For example, generating QIs based on an extreme scenario has the potential to drastically understate (e.g., Weeks 2012) or overstate (Wu 2015) the effects relative to the in-sample effects. It is clear that some scholars depict QIs that 7 More information about the meta-analysis can be found in the Supplementary Files. 8 The problem of inconsistency across TDVs appears to be more common with splines than cubic polynomials. The TDVs are consistent in 62.5% of the eight uses of polynomials, and only 27.3% of the 11 uses of splines.
9 Together, these measures reveal whether counterfactuals are unrepresentative scenarios and potentially modeldependent (see King and Zeng 2006, 137-141 for a more technical description of these measures).
10 I modify relative risks into changes in predicted probabilities so that they are comparable.
are at the extremes of in-sample QIs, a problem that is exacerbated by only using one scenario that might not be representative of the sample. It should also be noted that since these QIs are based on the average-case approach, they cannot adequately portray how much the QIs vary in the sample.
When where the TDV is set to a reasonable value near the bulk of the distribution, the outsized influence of the TDVs heightens the potential for misleading inferences. Columns list the variable of interest, the value of the TDV in the scenario (and its percentile), whether it is consistent across TDVs, the QI presented in the manuscript (and its percentile), the range of in-sample QIs, whether it is in the convex hull, the percentage of cases that are within 1 geometric variability ("nearby"), and the rank of t relative to the independent variables in generating sensitivity.
Recommendations
In this section I offer a series of recommendations for scholars seeking to avoid these interpretive pitfalls.
11 Models with TDVs result in QIs that are sensitive to the scenario and often have a great deal of variation across the sample. Additionally, the complex and often misunderstood nature of splines increases the chance of creating a scenario that requires extrapolation. For the reasons outlined above, the observed-value approach offers considerable improvements over the averagecase approach.
I present the following checklist for generating QIs in nonlinear models with TDVs:
1. Begin by calculating the partial effect of X on Y given each observation's profile of covari- 3. Present the variability of the in-sample QIs with simple summary statistics (including the mean, standard deviation and range).
The observed-values approach described in this checklist alleviates concerns about extrapolation (because it is based on the observed data) and whether the effect size is representative of the rest of the sample (because it averages over all observed effect sizes). In reality, there are N plausible values, so a complete interpretive strategy must reflect this sensitivity. The sensitivity of the QIs is depicted as a function of the offending variable and the overall variability is summarized with the standard deviation and range.
Illustrations
In this section I explore three recent examples that demonstrate the drawbacks of the average-case approach and illustrate the benefits of my interpretive approach.
Personalistic Regimes and Nuclear Proliferation
Way and Weeks (2014) address a puzzle in the nuclear proliferation literature; given the historical record of the types of regimes that proliferate, why have scholars been unable to discern any relationship between regime type and proliferation? Way and Weeks advocate moving beyond a simple democracy/dichotomy and instead disaggregate dictatorships into various types. They theorize that personalistic regimes are particularly prone to pursue nuclear weapons because they have more motives and face fewer institutional constraints. To control for temporal dependence, they use cubic polynomials measuring the years since the last pursuit of nuclear weapons (Beck, Katz and Tucker 1998; Carter and Signorino 2010) . Across a series of model specifications and different codings of proliferation, the authors find strong and consistent evidence that personalistic regimes are more likely to pursue nuclear weapons. The authors, however, miss out on an opportunity to explore the substantive effects of regime type by presenting predicted probabilities or other QIs.
In the section above I provide a checklist for exploring QIs in the context of temporal dependence. The discussion above suggests we should first try to identify the source of the sensitivity.
A likely culprit is the group of TDVs, because their large ranges and substantively meaningful coefficients heavily influence an observation's location along the CDF. Figure 1 demonstrates the sensitivity of partial effects as a function of the years since last pursuit. The dots represent partial effects of personalist regimes calculated for each observation, and the solid line represents the average partial effect at each value of years since last pursuit. Interpreting the partial effects in this manner lends additional nuance to the inference that "personalist regimes are more likely than other regime types to pursue nuclear weapons" (Way and Weeks 2014, 712) , and it is clear that time shapes this process. The solid line shows that, on average, the changes in probability for a personalist regime will be much larger at low values of years since last pursuit relative to moderate or high values. Indeed, the average partial effect across years since last pursuit ranges from 0.00001 to 0.12, which suggests that the passage of time plays a massive role in determining the propensity for personalist leaders to acquire nuclear weapons.
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By considering the distance between the average partial effect (solid line) and the in-sample partial effects (jittered dots), one can see the danger in only selecting one observation to serve as the representative for the entire sample. Unfortunately, this is the exact approach that the vast majority of scholars take with both the average-case and observed-value approaches. They depict one partial effect calculated at either the "average" value or the mean of the partial effects, while ignoring the thousands of other, arguably more plausible, changes. While the mean partial effect of personalist regimes is 0.007, there is substantial variability (standard deviation of 0.043), and the effect ranges from nearly 0 to a maximum of 0.64. Choosing to present only one partial effect is therefore highly misleading, understates the true variability of the effects, and runs the risk of misleading inferences.
Opposition Factions and Civil War Onset
Bargaining models of civil war posit that the inability of nonstate actors to reach an agreement with the state is the result of actors' incentives to misrepresent information and the presence of credible commitment problems (Fearon 1995) . A common, and seemingly innocuous, assumption of bargaining models is that the "actors engaged in the bargaining process are unitary" (Cunningham 2013, 660). Cunningham (2013) demonstrates that this assumption is empirically false, which is important because fragmented oppositions have a more difficult time reaching an agreement toThe scenario that Cunningham uses to generate substantive effects (Cunningham 2013, 668) holds "all other variables at their mean, median, or mode" (footnote #30, page 667). I argue that the average-case approach-when coupled with complex and confusing cubic splines-increases the risk of extrapolation. Table 3 shows whether the scenario is an extrapolation (i.e., whether it falls outside of the convex hull) and the proportion of observations that are "nearby" (or within 1 geometric variability) (King and Zeng 2006) . The scenario that Cunningham (2013) uses to generate QIs is not extrapolated, but it is quite far from the bulk of the observations (only 13% are nearby). The dots in Figure 2 show the in-sample partial effects of an increase in logged factions from its minimum (0) to its maximum (3.66), and the solid line represents the mean partial effect calculated at each value of time since civil war onset. Beyond the confusion as to what the time variables are actually held to, it is not quite clear what the appropriate "average" case would look like (e.g.,
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Hanmer and Kalkan 2013). When we combine having multiple defensible "average" scenarios with the sensitivity of the partial effects, the average-case approach raises the potential for serious misrepresentation of the substantive effects. Consider the following three strategies (represented by circles in Figure 2 ). First, one could offer the mode as the most representative value of the counter variable, and therefore calculate the partial effects based on a value of 0 for years since civil war incidence. The second strategy would recognize from the histogram at the bottom of Figure 2 that the time counter is most likely right-skewed (skewness = 0.62) and insist that a more representative value would be the median (a value of 10). The final strategy of selecting the mean (a value of 15) is more difficult to justify than the others and is likely the result of the general practice of setting all the independent variables to their means. Table 3 reveals that some plausible "average" scenarios may be extrapolated values yet close to a large proportion of cases (the median scenario), or interpolated values that are far from the bulk of the data (the replication scenario).
The QIs-and the inferences one would derive-are quite sensitive to this choice. Examining the mean partial effect at the median (10) of years since civil war onset provides a rather modest increase of only 0.10. Compare this to the effect when years since civil war onset is at the mean (15), 0.23, an increase of 133% over the effect at the median. One of the largest differences occurs when we examine the modal scenario (0), 0.32, an increase of 235.0% over the effect at the median.
It is important to note that these effects are correct estimates for that particular scenario, and are therefore defensible if that scenario is of particular substantive or theoretical interest.
The in-sample partial effects of logged factions in Figure 2 reveal how representative the "average" scenario is to the rest of the sample, and how sensitive the effects are to time. Recall Cunningham's (2013, 667) estimate of a 0.37 increase in the probability of a civil war incidence calculated based on the average-case approach. With an average partial effect of 0.20 and a standard deviation of partial effect of 0.14 across the sample, the scenario chosen by Cunningham is certainly at the high end of possible scenarios (84th percentile). Figure 2 shows that it is just as reasonable to replace the 0.37 with 0.10 or 0.23 or 0.32. In fact, any other value in the range of partial effects from 0.025 to 0.521 is justifiable based on the data. Moreover, displaying only one value gives it an undeserved status as the representative value, when in fact it is only 1 of N possible estimates for that model. The lack of transparency in political science means that scholars have significant leeway in selecting average cases that provide the most meaningful substantive effects. This concern is justified, as the survey described above shows that a surprising number of studies do not describe the simulation scenario, and only 16.9% calculate their effects at multiple scenarios. The end result is that readers are often not privy to these decisions and it is the rare exception when scholars demonstrate the inferential consequences of those decisions. be noted that the TDVs are not statistically significant. One might argue that the time-dependent relationships are properly modeled and can therefore be ignored. Figure 3 shows that this is a risky strategy since the effects of party are highly sensitive to the value of the TDVs, even though they are not statistically significant.
Recall that Flores-Macias and Kreps (2013, 842) TDVs. Yet, even the observed-value approach ignores the substantial in-sample variability in par-14 As Table 3 shows, the scenario is an extrapolation where no observations are nearby. 15 A major culprit is that excellent programs that produce quantities of interest, such as Clarify (Tomz, Wittenberg and King 2003) and SPost (Long and Freese 2006) , have settings that default values to be 0 or the mean (see Hanmer and Kalkan 2013, 264-265). tial effects (e.g., the dots in Figure 2 ) because scholars typically only provide the average partial effect. A careful exploration of partial effects therefore requires depicting them across the values of the offending variable (such as t), if necessary, and providing summary statistics of the in-sample partial effects.
Conclusion
Political science models go to great lengths to provide an accurate estimate of the effect of X on Y . As such, scholars spend a significant amount of time trying to get the "correct" model specification. In logit or probit models, this might produce unbiased parameters, but translating these parameters into meaningful QIs is complicated by compression (Rainey 2017) . In practice, this means that whether a variable "matters" depends to a large extent on if the simulation scenario selected makes the probability of the event unlikely, equally likely, or likely. I provide evidence that these problems are widespread (survey) and they influence the inferences in meaningful ways (meta-analysis). With the use of three illustrations from international studies, I demonstrate that compression causes substantial sensitivity in the QIs, problems that are exacerbated by the inclusion of TDVs. Moreover, depicting only one simulation scenario cannot faithfully represent the range of QIs in the sample.
I offer a checklist to guide scholars in their attempts to interpret QIs in the context of temporal dependence. The best solution is to calculate in-sample QIs (which ensures that the scenarios are not extrapolated and are representative of the sample), potentially demonstrate their sensitivity to changes in the covariates' values, and discuss the variability across the sample. International studies would benefit greatly from interpretive methods that display the measures of central tendency and dispersion of the in-sample partial effects and that illustrate how the magnitude changes across time (or other compression-inducing variables). Fortunately, these indicators are easy to calculate, simple to interpret, and significantly improve the accuracy and representativeness of the substantive effects. In the Supplementary Files I provide detailed code that implements these prescriptions.
The focus of this project is on TDVs, but the inferential problems associated with compression extend far beyond these duration dependence fixes. Scholars must be leery of any control variables that have a substantial influence on the location along the CDF, whether as a result of a wide range, large coefficients, or both. Another set of variables that falls into the same class as TDVs are spatial and temporal fixed effects. Similar to TDVs, they often have meaningful effects (because they soak up a great deal of time-or unit-specific variance), but are often omitted for presentation purposes. The same principles described in this manuscript certainly apply to fixed effects as well.
Moreover, this project focused on logit/probit models, yet the problem of sensitivity arises in nonlinear models generally. The recommendations in this project, therefore, apply similarly to models with count, ordered or categorical outcomes.
An alternative to the problems described above is to estimate the linear probability model close (i.e., within a standard deviation) to the mean in-sample marginal effect. 17 An obvious drawback of the LPM-and one that is borne out in the survey and meta-analysis-is the likelihood of generating predicted probabilities that fall outside the reasonable bounds of 0 and 1. While the marginal effect is directly interpretable from the OLS coefficients, the ultimate goal-and the one that motivates this project-should be correctly interpreting effects based on the model that is appropriate for the limited nature of the outcome (Long 1997, 38-40) .
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