Singular-value decomposition (SVD) of a linear imaging system gives information on the null and measurement components of object and image and provides a method for object reconstruction from image data. We apply SVD to through-focus imaging systems that produce several two-dimensional images of a threedimensional object. Analytical expressions for the singular functions are derived in the geometrical approximation for a telecentric, laterally shift-invariant system linear in intensity. The modes are evaluated numerically, and their accuracy confirmed. Similarly, the modes are derived and evaluated for a continuous image representing the limit of a large number of image planes.
INTRODUCTION
For any imaging system, it is important to know the limits of its performance. A given object might be imaged, imaged only in part or not imaged at all, depending on its structure and on the properties of the imaging system. For example, in a linear shift-invariant system, a grating of frequency beyond the diffraction limit will not be seen at all, while a grating of lower frequency can be clearly visible. For other systems, the task can be more complex than simply considering the object spatial frequencies.
The imaging characteristics of any linear system can be found through singular-value decomposition (SVD). [1] [2] [3] This can be done analytically or numerically and for continuous or discrete objects and images depending on the analyzed system. In particular, for the continuous case, the method is in specific contexts also known under other names such as communication modes 4 or biorthogonal expansion of the system kernel. 5 The method can be considered as an expansion of object and image in two orthogonal sets of functions or vectors. The sets of functions are chosen so that if one function in object space is propagated, it contributes to one and only one function in image space, as illustrated in Fig. 1 . The strength of the contribution j is referred to as the singular value or sometimes as the eigenvalue or the coupling coefficient. The sets of functions u j ͑r͒ and v j ͑r͒ are the singular functions or vectors. If j is significantly above zero, the object part represented by u j ͑r͒ will be transferred to the image. If j Х 0, that part of the object information will be lost. These parts of the object are referred to as the measurement and the null component, respectively. 3 The number of nonzero singular values is referred to as the number of degrees of freedom. 6 For a linear shift-invariant system, the propagation from object to image space can be described as a convolution. Then the singular functions are complex exponentials, and SVD is the same as Fourier analysis. 1 Since a convolution is not a compact operator, the singular values will be replaced by a singular spectrum represented in the modulation transfer function. If the system is not shift invariant, as, for example, in free-space propagation of scalar fields from a finite aperture to a finite receiving region, the solutions-converging or diverging prolate spheroidal wave functions 4, 7 -are more complex, but the number of nonzero singular values will be countable due to the compactness of the kernel.
In this paper, we consider SVD of an axial throughfocus imaging system, used, e.g., in fluorescence microscopy. 8 The situation is illustrated in Fig. 2 . The object extends in both the axial and the lateral direction and multiple images are taken at different distances. Assuming object and images of infinite transverse extent, the transverse dimension can be handled in a linear shiftinvariant model where the propagation is determined by spatial frequency only. The axial direction is more complex, since both object and images are of finite axial extent. Additionally, different images will produce in-focus images of different object parts, so we can assume that the possibility of recovering object details will also depend on their position. The analysis is done in the geometrical approximation for a telecentric system linear in intensity (i.e., in incoherent illumination). Some axial SVD analysis has previously been done for free-space propagation of optical fields. [9] [10] [11] In most imaging situations, the object is considered continuous while the image, captured, e.g., on the pixels of a CCD camera, is modeled as discrete. In the following analysis, we consider the object to be continuous in both the axial and the lateral direction. For simplicity, we also regard the image as continuous in the transverse direction. Since the axial images are taken at a number of different positions, the image is necessarily discrete along this direction. We label this model CC-CD, where CC refers to the operator being continuous-to-continuous in the transverse directions, and CD to its continuous-todiscrete properties in the axial direction. It is analyzed in Section 2. Additionally, in Section 3, we consider the CC-CC model, which is continuous-to-continuous in all directions. This situation, where the number of image planes is so large that the image can be regarded as axially continuous, represents a limiting case: It specifies the maximum amount of object information that can be recovered from this type of imaging system.
AXIALLY CONTINUOUS-TO-DISCRETE MODEL
The general theory for the CC-CD system is outlined in Subsection 2.A, and Subsection 2.B contains the theory for the specific case of a telecentric system that is linear in intensity. Numerical results are shown in Subsection 2.C.
A. Theory for the Axially Continuous-to-Discrete Model
We assume a linear and laterally shift-invariant imaging system. The object f͑r , z͒ is extended both in the transverse direction r = ͑x , y͒ and along the optical axis, as shown in Fig. 2 . In the image plane, M multiple images g m ͑r d ͒, where r d = ͑x d , y d ͒, are captured at different positions z m . Both object and images are of infinite extent in the transverse direction, as required for lateral shift invariance, while the object is confined by z 1 ഛ z ഛ z 2 along the optical axis. Thus the object space consists of all square-integrable functions on ͑−ϱ , ϱ͒ ϫ ͑−ϱ , ϱ͒ ϫ ͓z 1 , z 2 ͔, while the image space consists of M-dimensional vectors of square-integrable functions on ͑−ϱ , ϱ͒ ϫ ͑−ϱ , ϱ͒. Analysis of a similar axial system, limited to one image plane, has been carried out by Barrett and Myers 1 (Chap. 7.2.10). From the linear shift invariance, it follows that projection from object to image is described as
where h m ͑r d − r ; z͒ denotes the point spread function for the mth image, and H the projection operator. Similarly, the adjoint operator H † from image to object space is given by
where h m * denotes the complex conjugate of h m . The adjoint operator is sometimes also referred to as the backprojection. Since the kernel of a convolution operator is not compact, we expect a continuous singular spectrum rather than discrete singular values. If the object is projected to the multiple image planes and then back, insertion of Eq. (1) 
͑4͒
The point response function of the combined imaging and its adjoint, p, depends only on r − rЈ and not on r and rЈ separately. This can be shown by a change of integration variables from r d to r d − r in Eq. (4). Similarly, if the images are backprojected to the object region and then forward propagated to the image planes again, the CC-DD Hermitian operator HH † will be
where
͑6͒
As for Eq. (4), a change of integration variables in Eq. (6) shows that k mm Ј is a function of
The singular-value decomposition is done by solving the eigenequation generated by the Hermitian operator, in either object or image space. In a CC-CD system, since the image space is discrete in the axial direction, the solution is most easily found in the image space. Here, we will show that the solution is reduced to finding the eigenvectors and eigenvalues of an M ϫ M matrix, which for a relatively small number of image planes is readily done numerically. After the singular vectors are obtained, a projection to object space according to Eq. (2) yields the singular functions of object space. The general form of the eigenequation will be
where v ,j ͑r d ͒ are the image space eigenfunctions and
where each element, in turn, is a function of r d . The two-dimensional vector-index is continuous and associated with the transverse directions, while the index j is discrete and connected to the (finite) longitudinal extent of object and image. Since the operators are linear and laterally shift invariant, the lateral part of the solutions are complex exponentials or plane waves. 1 Thus the image-space singular functions will be in the form
Insertion of Eqs. (8) and (6) into Eq. (5) yields
͑10͒
Comparison with Eqs. (7) and (8) finally yields the eigenvalue problem,
where K͑͒ is an M ϫ M matrix containing the elements K mm Ј ͑͒. We have obtained M branches of singular spectrum, along with the corresponding M sets of singular vectors that are functions of . We note that this approach is identical to addressing the problem in the spatial frequency domain, where for each frequency , there is a CD compact operator in z and m . For M ഛ 3, analytical solutions exist, and for larger M, the eigenvalue problem can be solved numerically to retrieve the image-space singular vectors. The solutions u ,j and v ,j of the shifted eigenvalue equations
are also solutions of the eigenequation (7) in image space and the corresponding equation in object space, 12 for ,j = ͱ ,j . Insertion of Eq. (8) 
which also shows that they can be written as u ,j ͑r , z͒ = U j ͑ , z͒exp͑2i · r͒. The expansion of an object in all object-space singular functions u ,j ͑r , z͒ with nonzero singular values is referred to as the measurement component of this object. It represents the part of the object that will be projected into image space. The object part that cannot be expressed by this expansion is referred to as the null component, which is not projected to the image space.
B. Theory for the Axially Continuous-to-Discrete Telecentric Systems
In a telecentric system, the image size or magnification is independent of the longitudinal image position z. In the system we consider, as shown in Fig. 3 , two lenses of focal length f are placed symmetrically around an aperture of diameter D. Each lens is a distance f from the aperture. The distance from the first lens to the object is −f + z, while the image plane number m is placed at f + m from the last lens. In the further analysis, a two-dimensional system will be considered: one transverse dimension labeled x in the object plane and x d in the image plane and one longitudinal dimension labeled z in the object space Fig. 3 . Unit-magnification telecentric imaging system. The principal rays are parallel to the optical axis in both image and object space, so the magnification is independent of axial position.
and given by the discrete m in image space. For this telecentric system, the intensity point spread function (in the geometrical approximation) for image m may consequently by written as
i.e., a rectangular function where d m ͑z͒ = ͑D / f͉͒z − m ͉ is the full width. In this two-dimensional system, we write the image space eigenfunction as
where the index is now scalar but still continuous. Insertion into Eqs. (6) and (10) yields, after slight adjustments to a two-dimensional system and evaluation of some Fourier transforms,
The elements K mm Ј ͑͒ are readily evaluated numerically to produce the M ϫ M matrix K͑͒, and solving the eigenvalue equation (11), in this case for scalar , yields the singular vectors of image space. Projection back to the object space according to Eq. (14) shows that the objectspace singular functions can be written as
Insertion into the object-domain Hermitian operator in Eq. (3) confirms that these functions are indeed objectspace singular functions.
C. Numerical Analysis of the Axially Continuous-to-Discrete Telecentric Systems
Numerical calculations for the telecentric system were done in MATLAB. First, the K͑͒ matrix was evaluated numerically, and its eigenvectors and eigenvalues found. As the image-space eigenfunctions were now fully known, the object-space eigenfunctions U j ͑ , z͒ were retrieved from Eq. (19). Figure 4 shows the three resulting eigenfunctions for three image planes. In this case, the system parameters are f = 100 mm and D = 20 mm, the object extends from z 1 = −20 mm to z 2 = 20 mm, and the image planes are placed at 1 = −10 mm, 2 = 0 mm, and 3 = 10 mm. The sampling in is 1001 values between plus and minus 1 / 10 of the diffraction limit at wavelength 500 nm, and the sampling in z is 901 points between z 1 and z 2 . It is easily seen that the significantly nonzero parts of the eigenfunctions are found at positions z = −10, 0, or 10 mm, i.e., the parts that will be in focus in one of the three images. These parts of the object may be retrieved, but most of the other parts will be lost. Figure 5 contains the three corresponding singular values as functions of . We note that for = 0, there is only one nonzero eigenvalue. In Fig. 6 , we instead see one object-domain eigenfunction for f = 100 mm, D = 40 mm, z 1 = −20 mm, z 2 = 20 mm, and 21 image planes linearly spaced between 1 = −10 mm and 21 = 10 mm. Again, the highest values of the eigenfunction occur at planes that are in focus in one of the images, while values in between are lower. The differences are mainly that now there are 21 image planes visible and that each nonzero region is narrower due to the reduced focal depth that follows from the larger aperture.
In this second case, a note on the accuracy of the initial assumptions is motivated. It was assumed that the object can be of infinite extent, and that the images are too. Numerically, of course, the extent of both images and object must be limited, which is a violation of the shift invariance. For the second case, in particular, the F-number is low and the missing information will cause discrepancies.
Once the image and object eigenfunctions were known, a sample object [see Fig. 7(a) ] was generated. The chosen object is mainly empty with small bright regions, placed so that they will not cause much obscuration of each other. The object was expanded in the eigenfunctions as
where f meas ͑x , z͒ is the measurement component of the object, and the expansion coefficients A j ͑͒ are found as
Here F͑ , z͒ represents the Fourier transform of f͑x , z͒ with respect to x. Numerically, it is found as a discrete Fourier transform using the fast Fourier transform algorithm, in effect identical to the use of circulant matrices. No normalization coefficient is included, since the objectspace eigenfunctions are already normalized. Finding the expansion coefficients and then evaluating Eq. (20) yields the measurement component of the object as shown in Figs. 7(b) and 7(c) for 3 and 21 image planes, respectively. The remaining part of the object is referred to as the null component, which will not be projected to the image. Consequently, propagating the measurement component gives the same image as propagating the entire object. Whereas the object and the image are both nonnegative, no such constraint exists for the measurement component. In Fig. 7(b) , it can be seen that two of the bright squares are fairly well retrieved, while the third is almost lost. This happens because the first two are placed at z = −10 mm and z = 0 mm and will be in focus on images 1 and 2, respectively. The third square, however, is placed at z = 8 and is never in focus. In Fig. 7(c) , all three squares are clearly visible, since there are several image planes across each of them.
Once the expansion coefficients in the object space are known, the images space coefficients B j ͑͒ are found from
and the images can be evaluated as
As an example, the three images generated by the first system are shown in Fig. 8(a) . For control of the results, the same image was generated from direct propagation of the object using Eqs. (1) and (15) . The difference between the two is shown in Fig. 8(b) . The agreement is good; the main error source is probably the limited transverse extent of the object and images used in the numerical analysis, whereas they were analytically assumed to be of infinite extent. A similar control using the parameters of Figs. 6 and 7(c) shows an increased error.
AXIALLY CONTINUOUS-TO-CONTINUOUS MODEL
In the CD case, increasing the number of images will increase the number of modes or the number of nonzero singular values. But if the images are sampled so densely that several images are within the focal depth of the system, we can imagine that increasing the number even further will yield no extra information-we will simply get several copies of each image. The number of significant modes, i.e., modes with large enough singular values, must somehow be limited. If we consider the extreme case of a continuous image, it will describe how much object information could possibly be retrieved in a specific geometry.
For this reason, we now consider the CC case, where both object and image are continuous in the transverse and the longitudinal direction. As before, we have an infinite number of modes (plane waves) in the transverse direction, since both object and images extend to infinity. But in the longitudinal direction, both object and image are confined, so the number of modes will be limited too. The situation could also be described as imaging with a "bow-tie" point-spread function given by Eq. (15). The theory is described in Subsection 3.A, and numerical results are given in Subsection 3.B.
A. Theory for the Axially Continuous-to-Continuous Telecentric Systems
We consider the system in Fig. 3 , but now both z and are continuous variables. Furthermore, only identical, symmetrical axial intervals are considered, given by −z 0 ഛ z, ഛ z 0 . Now both image and object spaces consist of all square-integrable functions on ͑−ϱ , ϱ͒ ϫ ͓−z 0 , z 0 ͔. As for the CC-CD case, the operator is not compact due to the convolution in x, so similar branches of singular spectrum can be expected. From the symmetry, and from the fact that the transfer function is real, follows that the objectspace singular functions u ,j ͑x , z͒ and the image-space singular functions v ,j ͑x d , ͒ will be identical. Furthermore, due to the infinite transverse extent they may be expressed as
The transfer from object to image plane and back is now done as
where h͑x d − x ; − z͒ is still given by Eq. (15), except that the discrete m is now replaced by the continuous . The eigenequation in object space is then written as
͑27͒
Insertion of Eqs. (15) and (24), and subsequent evaluation of the integrals in xЈ and x d using the shift theorem and Fourier transforms of rectangular functions, yields the simplified eigenequation,
which has a compact kernel. The absolute values from Eq. Fig. 7(a) , using the same imaging system as in Fig. 7(b) . The dotted curve represents the intensity in image plane 1, the solid curve in image plane 2, and the dashed curve in image plane 3. (b) Difference between the images in (a) and the images produced by direct propagation of the object.
(15) have been dropped, since the sinc function is even. We assume that
where ␣ j are the prolate spheroidal wave functions 13, 14 ( and the number of relevant singular functions (i.e., the number of nonzero singular values) is
We note that the eigenfunctions depend on , since the shape of the PSWFs is altered when the bandwidth D /2f is changed. Also, the eigenvalues vary with , both as 1 / 2 and since the number N of nonzero eigenvalues j changes with . That all eigenvalues are bounded is shown in Appendix A. The case = 0 can be treated separately. Equation (27) for = 0 yields, after evaluation of some integrals, the integral equation
There is only one solution, a constant, and normalization gives the eigenfunction and eigenvalue as U 1 ͑0,z͒ =1/2z 0 and 0,1 =2z 0 .
B. Numerical Analysis of Axially Continuous-to-Continuous Telecentric Systems
Numerically, the CC analysis is very similar to the CD analysis in Subsection 2.C. First, we found the image-and object-space singular functions, in this case identical to each other, and the singular values. The MATLAB function dpss in the Signal Processing Toolbox gives the discrete prolate spheroidal series, 15 which for a large number of sampling points approximates the PSWFs. Eigenfunctions number 1, 7, and 46 are shown in Fig. 9 , along with their eigenvalues. Here f = 100 mm, D = 10 mm, and z 0 = 20 mm, was sampled at 1001 points in ±1 / 10 of the diffraction limit at 500 nm wavelength, and z was sampled at 2001 points. We note that the eigenvalues show the characteristic drop to nearly zero for j = N. Then the same object as in the CD case was expanded in the eigenfunctions with j ഛ N using Eq. (21). Since N changes with , different numbers of eigenfunctions were used for different values of , with the extreme case of only one function at = 0. The result, i.e., the measurement component of the object, is shown in Fig. 10(a) for D =10 mm and in Fig. 10(b) for D = 20 mm. These plots reveal the maximum amount of object information that can be transmitted in this system geometry. The object was then transferred to the image plane, using the eigenvalues to generate the image-space expansion coefficients according to Eq. (22). We note that although the image-and object-space eigenfunctions are identical, the expansion coefficients differ, and consequently the image is not the same as the measurement component. As before, the image is positive, while no such constraint exists for either the measurement or the null component. In Figs 
DISCUSSION
There are a number of possible extensions of this work. First, the current analysis was done for a telecentric system. As the magnification is independent of object or image distance, Eq. (1) is valid. In a general imaging system, we must expect the magnification to change as the image or object distances change. For a system consisting of a single lens, the change is linear, and we can exchange h m ͑r d − r ; z͒ for h m ͑r d / m − r / z ; z͒. The analysis becomes more complicated, as the complex exponential parts of the singular functions must now depend on m and z, but can still be done.
Diffraction effects and the finite extent of the imaging aperture were not considered except artificially. By not sampling the spatial frequency above 1 / 10 of the diffraction limit, we excluded the higher frequencies that are not perfectly transmitted by the system. Doing a proper diffraction analysis would be feasible but would result in less compact expressions for the singular functions and a considerable amount of numerical calculations. For a 1D object and one image plane, the analysis has been done by Toraldo di Francia. 6 The transverse models of object and image could be improved. In a realistic situation, the images would be retrieved not as continuous functions but as discrete vectors, for example, as the intensity values measured at the pixels of a CCD camera. The tools for such analysis exist, 1 but we used the continuous model to get more comprehensible results. In the numerical analysis, we sampled densely to approximate the continuous functions. Another feature affecting both object and image is the assumption of infinite transverse extent in the theoretical derivation, which naturally could not be satisfied in the numerical analysis. We used objects and images of about ten times the extent of any nonzero object parts (the figures show only the central parts). The exception is Fig. 7(c) , where the extent was only about 2.5 times the extent of nonzero object parts and where the errors were also more significant. Using objects and images of finite extent would improve the accuracy but make the theory less comprehensible.
The above effects will also cause errors, though the effects are difficult to estimate. The errors presented in Fig.  8(b) are small enough to serve as numerical validation of the analytical results but are still larger than should be expected merely from a SVD. The explanation probably lies in one or several of the points outlined above.
In this paper, a deterministic description of the imaging system has been given. Noise in the object data, and its effect on the analysis, has not been considered. Due to division by possibly small singular values in Eq. (14), the Fig. 7(a) , for the CC-CC geometry in Fig. 9. (b) The same, except that D = 20 mm. (c) Image produced by the object in Fig. 7(a) for the same geometry as Fig. 9. (d) The same, except that D = 20 mm. Fig. 11 . Difference between the image in Fig. 10(d) and the same image obtained through direct numerical propagation using Eq. (25). Before the difference was taken, the second image was normalized to the same maximum level as the first.
SVD model can amplify such noise. This can be dealt with through regularization, as outlined, e.g., by Barrett 
CONCLUSIONS
In this paper we have performed a singular-value decomposition for telecentric through-focus imaging systems in the geometrical approximation. For an axially continuous-to-discrete-model, analytic expressions have been derived that allow for relatively effortless numerical calculation of the modes. We have generated the modes and demonstrated how to use them for analyses such as propagation from object to image plane, reconstruction of the three-dimensional object from the two-dimensional images, and generation of the measurement and null components of the object. The accuracy of the generated modes has been confirmed numerically by comparison of images generated from the modes and images generated from direct numerical propagation. Additionally, we have considered an axially continuous-to-continuous model, which represents the limit of the system performance even for a very large number of two-dimensional images. Analytical expressions for the modes were derived for this case. Numerical analysis similar to the CC-CD case was also performed.
APPENDIX A
The singular values for the CC-CC model are given by Eq. (31). For small c = ⍀x 0 , or in our case for small values of c = z 0 D / f, the eigenvalues j of the PSWFs may be approximated as
