Abstract-Although on-road vehicle detection is a wellresearched area, overtaking and receding vehicle detection with respect to (w.r.t) the ego-vehicle is less addressed. In this paper, we present a novel appearance-based method for detecting both overtaking and receding vehicles w.r.t the ego-vehicle. The proposed method is based on Haar-like features that are classified using Adaboost-cascaded classifiers, which result in detection windows that are tracked in two directions temporally to detect overtaking and receding vehicles. A detailed and novel evaluation method is presented with 51 overtaking and receding events occurring in 27000 video frames. Additionally, an analysis of the detected events is presented, specifically for naturalistic driving studies (NDS) to characterize the overtaking and receding events during a drive. To the best knowledgea of the authors, this automated analysis of overtaking/receding events for NDS is a first of its kind in literature. 
I. MOTIVATION & SCOPE
According to National Highway Traffic Safety Administration (NHTSA), multi-vehicle crashes involving the egovehicle and surrounding vehicles result in over 68% of fatalities [1] . Vehicle detection [2] , [3] , [4] , [5] , lane detection [6] , [7] , [8] , pedestrian detection [9] and higher order tasks involving lanes and vehicles such as trajectory analysis [10] , [11] , [12] using different sensing modalities, is therefore an active area of research for automotive active safety systems, and in offline data analysis for naturalistic driving studies (NDS) also [13] , [14] , [15] .
A. Related Work
Among the different sensor modalities, monocular camerabased vehicle detection is being extensively researched because of the increasing trend towards understanding the surround scene of the ego-vehicle using multiple cameras [16] . While on-road vehicle detection techniques such as [2] , [3] , [4] detect vehicles that are visible partially or fully with varying levels of accuracy and efficiency, techniques such as [17] , [18] , [19] are particularly dealing with overtaking vehicles, which is relatively less explored [17] . Fig. 1 defines the terms overtaking and receding vehicles with respect to the ego-vehicle.
Most related studies such as [20] , [19] , [17] , [21] have primarily focused on detecting overtaking vehicle only. Vehicles that are receding w.r.t ego-vehicle are not addressed in any of the works. Another observation is that overtaking vehicle detection methods can be classified into two broad categories depending on the type of overtaking event that is Ravi Kumar Satzoda and Mohan M. Trivedi are with University of California San Diego, La Jolla, CA, USA. rsatzoda@eng.ucsd.edu, mtrivedi@ucsd.edu being detected. Methods such as [20] , [19] , [17] detect the partially visible overtaking vehicles that are passing by the side of the ego-vehicle as seen from the front view of egovehicle. The second category has methods such as [21] , [17] that detect overtaking events as seen from the rear-view of the ego-vehicle. Motion cues have been used extensively in different ways to detect the overtaking vehicles. This is understandable considering the fact that the optical flow of the overtaking vehicles is in the opposite direction as compared to the background. However, this also limits the use of the same methods for detecting receding vehicles because the optical flow of the receding vehicles will be in the same direction as the background. Furthermore, a study of the recent works shows that there are no standard methodologies or datasets which are available for evaluating the overtaking/receding vehicle detection techniques. Each study reports the evaluation in a different way using different number of sequences or frames etc., and different metrics are used for the evaluations. This aspect on evaluation should also be addressed for benchmarking purposes.
B. Problem Statement & Scope of Study
In this paper, we focus on monocular vision based techniques for detecting both the overtaking and receding vehicles. More specifically, this work is related to detecting vehicles that are partially visible in the front-view of the ego-vehicle as they either emerge from the blind-spot and pass the ego-vehicle, or recede into the blind-spot as the ego-vehicle passes them (Fig. 1) . A vehicle is considered to be overtaking from the moment it first appears in the side view from the ego-vehicle until more than 10% of the rear of the overtaking vehicle is seen from the ego-vehicle. Similarly, the receding vehicle is defined. In the forthcoming sections, we present an appearance based method that is used to temporally track the vehicles that are either overtaking or receding with respect to the ego-vehicle. The Haar-Adaboost feature classification coupled with a bi-directional tracking of output appearance windows temporally enables the detection of both overtaking and receding vehicles. A comprehensive evaluation of the proposed technique is presented using realworld driving datasets. Additionally, the proposed method is is also extended further to characterize the overtaking and receding events for naturalistic driving studies (NDS) [13] . Based on available literature on NDS, this characterization is the first study of its kind.
II. OVERTAKING & RECEDING VEHICLE DETECTION METHOD
When a vehicle is overtaking the ego-vehicle, it is visible partially as shown in Fig. 2 . Similarly, when a vehicle is receding w.r.t the ego-vehicle, the vehicle appears partially until it disappears from the view of the ego-vehicle. In this section, we first explain the feature extraction and classifier training that are used for learning the classifiers, which will be used to detect the partially visible vehicles. Then, we explain the proposed detection process for overtaking vehicles followed by receding vehicles. 
A. Learning Stage: Feature Extraction & Classifier Training
The proposed method uses Haar-like features and two Adaboost classifiers to detect partially visible overtaking and receding vehicles. Given an input image I of size M × N (columns by rows), we define the two regions I L and I R as shown in Fig. 2(a) . In order to generate the ground truth annotations for training, we have considered 2500 training images in which the side view of the vehicle is visible within I L only. Annotation window I L S that encapsulates the entire side view of the vehicle in I L are marked as shown by the red window in Fig. 2(b) . A second window that is denoted by I L P is generated from I L S by considering the front half of I L S as shown in Fig. 2(b) . It is to be noted that annotation windows I L S and I L P correspond to the full side view and front-part side view respectively of the overtaking vehicle to the left of the ego-vehicle, i.e. in I L . The full side view sample I L S is flipped to generate the training samples for overtaking vehicles in the right region I R . Therefore, we get I R S and I R P using the following:
where M S and M P are the number of columns in I L S and I L P respectively. Given I L S and I L P , and I R S and I R P , Haar-like features are extracted from each training sample, which are then used to learn two Adaboost cascaded classifiers for each region resulting in the following four classifiers C L S , C L P , C R S and C R P for I L S , I L P , I R S and I R P respectively. The proposed method is aimed at detecting overtaking vehicles in I L and I R adjacent to the ego-vehicle and in lanes that are farther away laterally in the ego-vehicle. Therefore, training samples also include selection of vehicles that are overtaking the egovehicle in the farther lanes (like the white sedan in I L in Fig. 2(a) ). Such selection also ensures that the classifiers are trained with vehicles of multiple sizes.
B. Overtaking Vehicle Detection Method
In this section, we will discuss the proposed overtaking vehicle detection method. Given an input image frame at time t, i.e. I (t) , the two regions I L(t) and I R(t) are marked first. The superscript (t) indicates temporal reference of the frame I. Classifiers C L S and C L P are applied to I L(t) , and classifiers C R S and C R P are applied on I R(t) resulting in possible full or part side view candidates in I L(t) and I R(t) . We describe the remainder of the proposed method using the left region I L(t) ; the same can be applied on I R(t) .
Let us consider the case when there is no overtaking vehicle V O , and in I (t) , the V O appears. Let W P (t) and W S (t)
be the set of candidate detection windows that C L S and C L P give. Ideally, W S (t) will not have any candidate windows because V O appears partially in I (t) . W P (t) is defined as a set of windows W
(t)
Pk such that:
where each k-th window W
Pk denotes the bounding window for the part side-view shown earlier in Fig. 2 
(b). W (t)
Pk is a set of four standard variables W (t) Pk = [x y w h] T , i.e. the x and y positions of the top left corner of the window (origin is considered to be the top left corner, x is along the horizontal axis, and y is along the vertical axis), w and h indicate the width (along x axis) and height (along y axis) of the bounding window respectively.
Given a detection window for the part side view say W
(t)
Pk , we first initialize the overtaking event if a part side view window does not occur in the past N O frames, i.e.
where t − N O ≤ t i < t. As part of initialization, given a set of windows W P (t) in the current frame I (t) that satisfy (3), the window W (t)
Pk ∈ W P (t) that is closest to the left edge of the image frame is considered as the initialization window, i.e. W 
This is considered as initialization condition because it is assumed that the overtaking vehicle in I L would enter first from the left edge of the image w.r.t the ego-vehicle.
After getting the initialization window of the part sideview W (t) Pk in the current frame I (t) , the overtaking event detection is initialized. However, overtaking event is not considered detected until the (t + N T )-th frame. In every frame I (t i ) such that t < t i ≤ t +N T , we determine the presence of nearest part side-view windows between adjacent frames. In order to do this, we start with the t-th frame, when we initialized the overtaking event. In the t +1-th frame, we look for a window W (t+1) Pk ∈ W P (t+1) such that the k-th window satisfies the following minimum distance criteria:
where δ e caters to the distance and the change in scale if any due to the movement of the vehicle. If a window is detected in the (t + 1)-th window, the k-th window selected using the above condition in the (t + 1)-th frame is used to detect the window in (t + 2)-th frame. This process is repeated till (t + N T )-th frame. An overtaking vehicle is considered to be detected if we find n d windows within N T frames from the t-th frame. This tracking will aid in eliminating any false positive windows that may detected by the classifiers sporadically.
After n d windows are detected in N T frames, as the overtaking vehicle moves, the front part side-view of the vehicle would be less trackable. But the vehicle is still overtaking the ego-vehicle. That is when the second classifier C L S , i.e. the full side-view classifier, is expected to detect the full side-view of the overtaking vehicle. C L S gives the set of windows W S (t) . The conditions for a window W Sk . The first condition eliminates false positive windows from C L S because a full side-view is not considered unless the part side-view is already detected. The second condition eliminates false windows that do not appear to be in the side view from the ego-vehicle. The third condition is an additional step to further narrow down the windows from C L S in the presence of the part side-view windows that are detected by C L P in the same frame. Therefore, the proposed method continues to show overtaking event as long as the following conditions are met: Pk is detected. Fig. 3(a) shows a sample sequence of an overtaking vehicle with the time stamps from the beginning of the overtaking event till the end of overtaking event (when 10% of the rear of the overtaking vehicle is visible in the input image frame). The classifier outputs using the part and full side-view classifiers are shown in Fig. 3(a) . Fig. 3(b) shows the binarized responses of the classifiers. The overtaking detection decision that is estimated by the proposed method is shown in Fig. 3(b) . When the overtaking event initialization takes place, the detection value is set to 2 in the plot in Fig. 3(b) . The overtaking event is detected after two frames (N T = 3) when it is set to 3. The ground truth is also plotted in Fig. 3 . It can be seen that the proposed method initializes the overtaking detection at t = 3, i.e. 3 time units after the actual overtaking starts (from ground truth). The overtaking event is further confirmed at t = 6 and continues till t = 24 until the full side-view classifier continues to detect the overtaking vehicle. 
C. Receding Vehicle Detection
The proposed algorithm for detecting overtaking vehicles can be extended further to detect receding vehicles using the flow diagram shown in Fig. 4 . As discussed in the previous sub-section, the classification windows from the part side-view are tracked first followed by the full sideview classification windows. The flow shown in black arrows from left to right in Fig. 4 enables the detection of overtaking vehicles. If the same rules are applied as discussed in Section II-B but from the opposite direction as shown by the red arrows, the same algorithm can be used to detect the receding vehicles. In order to detect the receding vehicles, we use the classification outputs from full side-view classifier C L S to initialize the tracking of receding vehicle at t-th time instance or frame. If n d full side-view windows are detected within N T frames from I (t) , then we consider the detection of receding vehicle by the side of the ego-vehicle. As the vehicle recedes further, the detection windows from the part side-view classifier C L P are used to continue detecting the receding vehicle till it moves into the blind-spot of the egovehicle. The same conditions that are applied on the part and full side-view windows for the overtaking vehicle can be interchanged in the case of receding vehicle detection.
D. Relative Velocity Computation
In this sub-section, we use the output of the proposed overtaking and receding vehicle detectors to determine the relative velocity between the ego-vehicle and the neighboring vehicle with which the overtaking/receding event is occurring. This will aid in understanding how the overtaking or receding occurred, and is particularly useful for naturalistic driving studies that will be described in Section IV. We explain the method for the case of overtaking vehicles; similar equations can be derived for receding vehicles also.
In order to compute the relative velocity, the image I (t) at given time instance t is converted to its inverse perspective mapping (IPM) domain [22] . The conversion is performed using the homography matrix [22] , which can be computed offline using the camera calibration for a given setup of the camera in the ego-vehicle. The homography matrix is denoted by H. Therefore, H is used to compute the IPM view of I (t) , which is denoted by I (t) W . Fig. 5 illustrates the images I (t) and I (t+1) at t and t + 1, and their corresponding IPM views I (t)
The proposed overtaking vehicle detection method gives the position of the overtaking vehicle as shown by the green rectangular windows in I (t) and I (t+1) in Fig. 5 . The bottom right positions of these windows denoted by P (t) (x +w, y+h) and P (t+1) (x + w, y + h) are used alongwith the homography matrix H to compute the position of the vehicle along the road, i.e. y W positions in Fig. 5 . The following transformation equation is applied on P (t) and P (t+1) ,
which results in y (t)
W and y (t+1) W respectively. The relative velocity between the ego-vehicle and the overtaking vehicle at time instance t + 1 for the time period ∆ = (t + 1) − t is given by where ψ is the calibration constant to convert the IPM image coordinates into real-world coordinates (in meters), and v (t+1) r is the relative velocity in m/sec at time t + 1. Velocities of the two vehicles are assumed to be constants for the short time interval ∆ in this study. However, more complete vehicle dynamics can be applied with lateral and longitudinal accelerations.
It can be seen from Fig. 5 that as the overtaking vehicle overtakes the ego-vehicle, the distance between the two is also increasing. The relative velocity is computed between every two adjacent frames from the beginning of the overtaking event till the end, and average relative velocity can be computed for the entire overtaking event. In Section IV, we use (7) for the analysis of naturalistic driving data to infer about the driving characteristics of the ego-vehicle during overtaking/receding events. 
III. RESULTS & DISCUSSION
In this section, we will first evaluate the performance of the proposed overtaking and receding vehicle detection method. Existing evaluations for overtaking vehicle indicate the number of overtaking events that were detected as compared to the ground truth. However, such evaluation presents the accuracy of the techniques partially. In this paper, we present a more detailed evaluation of the overtaking and receding vehicles. In order to do this, we considered two video sequences that are captured at 30 frames per second and having 27000 frames in total. The total number of overtaking events, and their properties are listed in Table I . A total of 51 events (34 overtaking and 17 receding events) were annotated. The events were occurring either on the immediately adjacent lanes to the ego-lane or neighbor lanes beyond the adjacent lanes, i.e. the performance is evaluated for overtaking and receding vehicles in multiple lanes. In our experiments, all the 51 overtaking and receding vehicles were detected resulting in 100% of detection accuracy. However, this needs to be further explained in terms of how early was the detection of the event. This is illustrated through the plots in Fig. 6 and 7 for overtaking and receding vehicles respectively. Referring to Fig. 6 , the x-axis indicates the frame numbers. Each blue and red rectangle pair corresponds to one overtaking event with respect to the ego vehicle. The blue rectangle shows the duration of the overtaking event as annotated in the ground truth, whereas the red rectangle shows the duration as estimated by the proposed method. The overlap between the red and blue rectangles indicates how much of the overtaking event is detected by the proposed method when compared to the ground truth. Similarly, the receding events are listed in Fig.  7 .
It can be seen from Fig. 6 that it takes a few frames from the start of the overtaking event (as annotated in the ground truth) for the proposed method to detect the overtaking vehicles. This is primarily because the part sideview classifier requires a few frames before the part sideview of the overtaking vehicle appears in the regions I L and I R for the classifiers to detect accurately. Similarly, in Fig.  7 , the proposed algorithm will stop detecting the receding vehicle earlier than ground truth because the ground truth annotation is done till the receding vehicle disappears from the image frame.
Considering 30 frames a second, the proposed method is able to detect the overtaking events within 0.7s ± 0.5s from the start of overtaking event. Similarly, in the case of receding vehicle detection, the proposed method stops detecting the receding vehicle 0.4s ± 0.4s before the actual receding event stops in the image frame.
IV. ANALYSIS FOR NATURALISTIC DRIVING STUDIES (NDS)
In this section, we will briefly discuss how the proposed method and analysis presented in the previous sections can be extended for data analysis in naturalistic driving studies (NDS). Fig. 8 shows three events that are related to overtaking and receding vehicle detection which are identified and extracted by data reductionists manually in NDS [23] . While the analysis presented in Section III evaluates the detection of such events, we will now present ways to extract information of the detected events in this section. In addition to the number of detections as listed in Table  I , we extract the following information about the detected events. The duration of the events indicates the relative velocities between the ego-vehicle and overtaking/receding vehicles. Table II is generated from 45 events in one of the drives that was used to generate the results in the previous section. Table II shows the mean, standard deviation, minimum and maximum durations in seconds for the overtaking and receding events with respect to the ego-vehicle. Additionally, identifying overtaking events with durations less than the mean by a considerable margin could indicate specific maneuvers such as cutting in front of the ego-vehicle. It should be noted that with respect to the neighboring vehicle, a receding event indicates an overtaking maneuver by the ego-vehicle. If a receding event is detected on the left of the ego-vehicle, it implies that the ego-vehicle is moving faster than the vehicles moving on the faster lanes (the left lanes are considered as fast lanes in USA). Therefore, egovehicle was overtaking the fast moving vehicles in the faster lanes. Similarly an overtaking event in the right lane indicates the other vehicles are moving faster than the ego-vehicle, and they can cause a driving hazard for the ego-vehicle. It can be seen from Table I that the proposed method is able to determine that there were 2 receding events on the left of the ego-vehicle, and 8 overtaking events on the right of the ego-vehicle. These specific events could be flagged for further analysis by data reductionists in NDS.
The relative velocity estimation method presented in Section II-D was used to determine the average relative velocities for the overtaking and receding events. Table II lists the relative velocities for different overtaking and receding conditions. From Table II , the following can be inferred about the drive from which the overtaking and receding vehicles were considered. The relative velocity was higher for right overtaking events, i.e. the ego-vehicle was moving slower than the vehicles on its right lane during the drive. Next, the relative velocity is 12.4 m/s during left receding events, which implies that the ego-vehicle accelerated more than the vehicles on the fast lane (left lane) during the receding events in the drive.
The study presented in this section is an initial work on the analysis of the overtaking and receding events for naturalistic driving studies. More metrics and analysis items will be explored in future works.
V. CONCLUSIONS
In this paper, an appearance based technique to detect both overtaking and receding vehicles w.r.t ego-vehicle is presented. The classification windows that are obtained from Haar features and Adaboost cascaded classifiers are tracked in bi-directional manner, which enables the detection of both optically opposite flowing events. The detailed evaluations show that the proposed method detects/terminates the events within an average of 1 second as compared to the ground truth. The extension of the proposed work to extract information of the drive for NDS is being reported for the first time in the context of receding and overtaking vehicles. Future work would focus on improving the accuracy of the proposed event detection technique, and also on extracting more analysis metrics for NDS.
