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Let f ðxÞ be a polynomial with p-adic coefﬁcients, and deﬁne
Sðf ; w;Z=pmZÞ ¼
X
x2ðZ=pmZÞ
wðxÞe2pif ðxÞ=pm ;
where w is a character of ðZ=pmZÞ: For example, f ðxÞ ¼ x leads to the Gauss sum of
w: An explicit formula for Sðf ;w;Z=pmZÞ is given if f 0ðxÞ has distinct roots in Z=pmZ
and m52; or if f 0ðxÞ has distinct roots p-adically and m is sufﬁciently large. In either
case, the formula involves one term for each root of f 0ðxÞ: If the derivative does not
have distinct roots, there is a less explicit formula, requiring one term for each
approximate root. Analogous results are proved for sums involving several variables.
As applications of these results, Mauclaire’s evaluation of the Gauss sum is re-
derived, and new results on n-variable Kloosterman sums are obtained. # 2002
Elsevier Science (USA)1. INTRODUCTION
This paper grew out of an attempt to understand Evans’s results [8] on n-
variable Kloosterman sums with multiplicative characters from the
stationary-phase point of view of Dabrowski and Fisher [5]. After
developing a general method, we apply it to these sums in Theorem 4.6,
improving on Evans’s results in some cases. For a comparison with [8], see
the introduction to Section 4. In order to do this, it was necessary to adapt
the stationary-phase method to handle exponential sums involving multi-
plicative characters. The key idea is that, given a multiplicative character
w : ðZ=pmZÞ ! C and an integer j in the range m=24jom; one obtains an
additive character c of pjZ=pmZ by deﬁning cðxÞ ¼ wð1þ xÞ: This idea was
inspired by the normalization in Mauclaire’s evaluation of the Gauss sum
associated to w; as described in [1, Theorem 1.6.4] and [8].201
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BENJI FISHER202Before explaining these ideas further, let us mention that we use very
elementary techniques to study exponential sums over Z=pmZ when m > 1:
In contrast, exponential sums over Z=pZ require deeper ideas, such as the
Riemann Hypothesis for curves. The fundamental statement of the
stationary-phase technique requires only the Taylor expansion of a
polynomial and the fact that the sum, over a ﬁnite group, of a non-trivial
character vanishes. Some of the results in this paper also use Hensel’s
Lemma. For global results, we use elementary properties of the module of
Ka¨hler differentials; for one-variable sums, these reduce to properties of the
discriminant of a polynomial. In the body of the paper, we deal with sums in
several variables, but for the rest of this section we restrict our attention to
sums in one variable.
The classical principle of stationary phase applies to integrals of the form
Z b
a
e2pitf ðxÞgðxÞ dx;
and gives asymptotics as t !1: The idea is to break the interval ½a; b into
small pieces. For each subinterval, one chooses a base point a and makes the
approximation
f ðxÞ  f ðaÞ þ ckðx  aÞk; ð1:1Þ
using the constant term and the next non-vanishing term from the Taylor
series expansion. Assuming that the subinterval is small enough that we can
approximate gðxÞ by a constant, the problem is reduced to estimating the
integral of e2pitx
k
in an interval around x ¼ 0: If k ¼ 2 and one extends the
integral to R; this is the Fresnel integral. In general, one shows that these
integrals are asymptotic to a constant times t1=k: This shows that the
original integral goes to 0 as t !1; and that the main terms come from the
critical points of f ðxÞ; at which k > 1:
The p-adic version of this principle applies to integrals of the formZ
Zp
e2pitf ðxÞgðxÞ dx;
where t is large (p-adically). Note that ﬁxing the domain of integration is
analogous to taking ½a; b ¼ ½0; 1 in the classical case, which amounts to a
linear change of variables. We may as well take t ¼ pm; absorbing any unit
into the term f ðxÞ: Then this integral is essentially an exponential sum of the
form
Sðf ; g;Z=pmZÞ ¼
X
x2Z=pmZ
e2pif ðxÞ=p
m
gðxÞ: ð1:2Þ
STATIONARY-PHASE METHOD 203There are many examples of such sums from analytic number theory and,
more recently, coding theory. When m ¼ 1; so that Z=pmZ is a ﬁnite ﬁeld,
one applies the Riemann hypothesis for ﬁnite ﬁelds [12] or Deligne’s second
proof of this Riemann hypothesis [6]. For m > 1; the stationary-phase
method (also known as the method of critical points) has been used at least
since 1931 [11] and as recently as the work [3, 4] of Cochrane and Zheng.
The only references we know that make the analogy with the classical
principle of stationary phase are [10, Introduction] and our paper with
Dabrowski [5, Sect. 1].
Given a sum as in (1.2), one starts in close analogy to the classical case, by
breaking up the sum into (p-adically) small pieces. Each such ‘‘subinterval’’
can be described by choosing a ‘‘base point’’ a 2 Z=pmZ and considering all
x 2 Z=pmZ such that x  a ðmod pjÞ; for some j with 0ojom: Equivalently,
this p-adic cell can be described as the set of all x that reduce to %a 2 Z=pjZ:
Using this notation, one considers the local sum
S %a ¼ S %aðf ; g;Z=pmZÞ ¼
X
x/ %a
e2pif ðxÞ=p
m
gðxÞ: ð1:3Þ
A major simpliﬁcation, compared to approximation (1.1) in the classical
case, is that the Taylor series can give an exact equation
f ðxÞ ¼ f ðaÞ þ ckðx  aÞk 2 Z=pmZ; ð1:4Þ
assuming that x  a ðmod pjÞ and j is large enough. First, suppose that
k ¼ 1 in (1.4) and that c1pja0 2 Z=pmZ: Also assume that j is large enough
that gðxÞ is constant for x  a ðmod pjÞ: Let %a denote the image of a in
Z=pjZ; and write x ¼ a þ pjy: Then
S %a ¼ e2pif ðaÞ=pm gðaÞ
X
y2Z=pmjZ
e2pic1y=p
mj ¼ 0;
simply because we are summing a non-trivial character over the ﬁnite group
Z=pmjZ: In the simplest case, 2j5m; Eq. (1.4) holds with k ¼ 1 and
c1 ¼ f 0ðaÞ: We refer to %a as an approximate critical point of f if
f 0ðaÞ  0 ðmod pmjÞ; if 2j5m; then this condition depends only on %a:
In these terms, the calculation above shows that the local sum S %a vanishes
unless %a is an approximate critical point.
Next, assume that f 0ðaÞ ¼ 0 2 Z=pmZ; so that (1.4) holds whenever
x  a ðmod pjÞ with k ¼ 2 and j  m=3: A similar argument shows that the
local sum S %a can be expressed in terms of a quadratic Gauss sum. Thus the
local terms are well understood, and the remaining problem is to understand
how many approximate critical points there are. In some cases, we can
BENJI FISHER204lift a to a 2 Zp; with f 0ðaÞ ¼ 0 p-adically. We refer to such an a as an exact,
or p-adic, critical point.
In this paper, we focus on situations where (1.4) holds with k ¼ 1 or 2;
and the second term is non-zero in Z=pmZ: Speciﬁcally, assume that
f 0ðxÞ 2 Zp½x has distinct roots. Let D denote the discriminant of f 0ðxÞ; and
let h ¼ ordpðDÞ: If m53h þ 2; we can choose j so that Hensel’s Lemma
applies, and every approximate critical point ðmod pjÞ can be lifted to a p-
adic critical point. Thus the exponential sum (1.2) can be expressed as the
sum of local terms S%a; one for each critical point a 2 Zp: For precise
statements, including the adjustments necessary when p ¼ 2; see Section 2.
The ideas described so far already appeared in [5]; see the introduction to
Section 2 for a description of the improvements we have made in this paper.
The main innovation described here is how to apply the stationary-phase
method to the sum (1.2) when g is a multiplicative character. More precisely,
let w be a character of ðZ=pmZÞ; and let
gðxÞ ¼ wðxÞ if x 2 ðZ=p
mZÞ;
0 otherwise:
(
Let exp1ðxÞ ¼ 1þ x and exp2ðxÞ ¼ 1þ x þ 12x2 be the linear and quadratic
truncations of the exponential series, and let log1ðxÞ ¼ x  1 and log2ðxÞ ¼
ðx  1Þ  1
2
ðx  1Þ2 be the corresponding truncations of the logarithmic
series. For a 2 Zp and j large enough, we show that wða þ pjxÞ ¼ wðaÞ 
wð1þ pjx=aÞ ¼ wðaÞ  w 8 expk 8 logkð1þ pjx=aÞ: Since w 8 expk is an additive
character of pjZ=pmZ; this leads to an expression of S %aðf ; g;Z=pmZÞ in terms
of the local sum for a pure exponential sum. Our main result is Theorem 3.3.
In Corollary 3.4, we combine this with the results of Section 2 in a form that
is convenient for applications, and Theorem 3.6 gives a global criterion for
being able to lift all approximate critical points to exact ones.
In Section 4, we use our results to recover Mauclaire’s evaluation of the
Gauss sum associated to a multiplicative character, and to improve Evans’s
results on Kloosterman sums twisted by multiplicative characters. We hope
this section will be useful to the reader by providing examples of how to
apply our results. For the author, these examples have been crucial: without
them, it would have been too easy to state results that, while correct, were
difﬁcult to apply.
Finally, we should mention the connection of our work with the papers
[3, 4] of Cochrane and Zheng. These authors use similar techniques to derive
two types of results. If f 0ðxÞ has distinct roots ðmod pÞ; they obtain explicit
formulae, equivalent to ours. If f 0ðxÞ does not have distinct roots, they
obtain estimates. The results of this paper generalize the explicit formulae of
Cochrane and Zheng. For example, if f 0ðxÞ ¼ xðx  pÞ then we give an
explicit formula for Sðf ; 1;Z=pmZÞ provided that m is sufﬁciently large. In
STATIONARY-PHASE METHOD 205particular, this sum is Oðpm=2Þ as m !1: The main theorems of [3] and [4]
do not distinguish between xðx  pÞ and x2; so they only obtain an estimate
of Oðp2m=3Þ in this case. (Combining the main theorems with the reduction
formulas of these papers, it is easy to analyze this example, and it may be
possible to prove a more general result similarly.)
The main difference in our methods is that we consider approximate
critical points ðmod pjÞ; where j  m=2 for large m; whereas Cochrane and
Zheng only consider j ¼ 1: Since Z=pZ is a ﬁeld, this simpliﬁes the problem
of counting the approximate critical points. A consequence of this difference
is that, when considering mixed exponential sums, we use the truncated
exponential and logarithm series described above, instead of the p-adic
logarithm. Thus the two approaches generalize the different evaluations of
the Gauss sum given by Odoni and Mauclaire, as described in [1, Sect. 1.6].
One natural extension of these ideas is to generalize the estimates of [3, 4],
as well as the explicit formulae. Another is to derive explicit formulae,
for sufﬁciently large m; even when f 0ðxÞ has multiple roots p-adically.
Some further suggestions for generalizing the current work are given in
Remarks 3.7.
1.1. Notation and Conventions. We always use p to denote a prime
number. We denote the ring of p-adic integers by Zp; the ﬁeld of p-adic
numbers by Qp; and the standard valuation on this ﬁeld by ordp: We use
Fp ¼ Z=pZ ﬃ Zp=pZp to denote the ﬁeld with p elements. We identify Z=pmZ
with Zp=p
mZp:
Many authors deal with sums modulo pm by taking x 2 Z with 04xopm:
We prefer to work with x in the ﬁnite ring Z=pmZ: For any ring R; we use
R; or sometimes GmðRÞ; to denote the group of units in R; we prefer the
latter notation when describing the set of n-tuples, since GmðZ=pmZÞn saves a
level of parentheses compared with ððZ=pmZÞÞn: If x 2 ðZ=pmZÞ then the
notation x1 needs no further explanation.
If we are concerned with the values of a polynomial f ðxÞ modulo pm then
it does not make much difference whether we consider the coefﬁcients as
lying in Z; Z=pmZ; or Zp: In this situation, we tend to think in terms of p-
adic coefﬁcients, since that is most natural when letting m vary. We shall
also consider polynomials f ðxÞ with coefﬁcients in Qp; provided that the
derivative f 0ðxÞ has coefﬁcients in Zp; such as f ðxÞ ¼ xp=p: Such a
polynomial still determines a map from Qp=p
mZp to itself and, if we choose
j so that f ðpjZpÞ  Zp; then f deﬁnes a map from pjZ=pmZ to Z=pmZ for all
m5j: (Cf. Lemma 2.3.)
When dealing with several variables, we write x ¼ ðx1; . . . ; xnÞ and write
f ðxÞ 2 R½x for a polynomial in n variables, with coefﬁcients in the ring R:
We view x as a column vector, and denote the corresponding row vector (the
transpose of x) by xt: If A is a symmetric n  n matrix then we denote the
BENJI FISHER206corresponding quadratic form by AðxÞ ¼ xtAx: When necessary to
distinguish this from ordinary matrix multiplication, we shall use a dot
for the latter: A  ðy þ zÞ:
We let bxc denote the greatest integer less than or equal to x; and dxe
denote the least integer greater than or equal to x:
2. PURE EXPONENTIAL SUMS MODULO pm WITH m52
In this section, we revisit the main stationary phase result of [5, Sect. 1].
Given a polynomial f ðxÞ 2 Qp½x1; . . . ; xn such that the gradient rf ðxÞ has
coefﬁcients in Zp; deﬁne the exponential sum
S ¼ Sðf ;Z=pmZÞ ¼
X
x2ðZ=pmZÞn
e2pif ðxÞ=p
m
: ð2:1Þ
We express S as the sum of local terms S %a; where %a 2 ðZ=pjZÞn with jom;
and S %a is the sum of the corresponding terms:
S ¼
X
%a2ðZ=pjZÞn
S %a; S %a ¼ S %aðf ;Z=pmZÞ ¼
X
x2ðZ=pmZÞn
x mod pj¼ %a
e2pif ðxÞ=p
m
: ð2:2Þ
In Theorem 2.4 we evaluate the local terms S %a; for certain values of m and j;
in terms of the Gauss sums deﬁned in Deﬁnition 2.1. Part (a) uses the linear
approximation f ða þ pjxÞ  f ðaÞ þ pjrf ðaÞ  x; and Parts (b) and (c) also
take into account the quadratic terms.
By focusing on the local terms, Theorem 2.4 is both simpler to state and
easier to apply than the main theorem of [5, Sect. 1]. In Remark 2.7, we
explain how results stated for local sums apply to more general situations.
We have also improved on [5] by relaxing the conditions on m and j and the
hypothesis f ðxÞ 2 Zp½x1; . . . ; xn: If we assume that f ðxÞ 2 ptZp½x1; . . . ; xn
and that @f =@xn 2 Zp½x1; . . . ; xn; it is somewhat surprising how little our
results depend on t: That is, xp
t
=pt is as well behaved as xp=p for our
purposes: cf. Lemma 2.3.
In Theorem 2.4(a), we show that the local sum S %a vanishes unless %a 2
ðZ=pjZÞn is an approximate critical point of f : In Part (c), we show that if j is
sufﬁciently large and %a is an approximate critical point, then %a comes from
an exact critical point a 2 Znp: Unfortunately, ‘‘sufﬁciently large’’ appears to
depend on the choice of %a: We would like to say that Sðf ;Z=pmZÞ is the sum
of local terms, one for each p-adic critical point of f : In order to do this, we
need a global condition for what ‘‘sufﬁciently large’’ means. We address this
point in Remark 2.6. For single-variable sums, the condition is stated in
terms of the discriminant; for sums in several variables, we work with the
module of Ka¨hler differentials.
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in Zp; and let v 2 Znp: Deﬁne the normalized Gauss sums associated to A
and v by
GmðA; vÞ ¼ GðA; v;Z=pmZÞ ¼ pnm=2
X
x2ðZ=pmZÞn
epi x
tAx=pm e2pivx=p
m ðm > 0Þ:
That is, GmðA; vÞ ¼ pnm=2Sð12AðxÞ þ v  x;Z=pmZÞ: If m40; it is convenient
to deﬁne GmðA; vÞ ¼ pnm=2: In either case, let GmðAÞ ¼ GmðA; 0Þ:
Remark 2.2. (1) We use the same notation if A or v has entries in
Z=pmþordpð2ÞZ; or some other ring with a natural map to Z=pmþordpð2ÞZ:
(2) The normalization is the same as in [5, Deﬁnition 1.2], and differs
from the usual labeling of Gauss sums by using epiAðxÞ instead of e2piAðxÞ: The
factor of 1
2
in 1
2
AðxÞ þ v  x is natural if A represents a Hessian matrix, and
leads to the simple formula (2.3) below. If det Aa0; pmA1 has coefﬁcients
in Zp; and p is odd, then GmðAÞ is a fourth root of unity times pordpðdet AÞ=2: If
p ¼ 2 and pmA1 has even diagonal entries then we get the same result, but
with an eighth root of unity. In both cases, GmðAÞ ¼ Gmþ2ðAÞ: Similar
results hold for GmðA; vÞ: see [5, Proposition 1.3, Remark 1.14].
(3) If m > 0; n ¼ 1; and A ¼ ½a 2 GL1ðZpÞ then, according to [5,
Example 1.13],
GmðaÞ ¼ Gmð½aÞ ¼
a
pm
 
z1p
m
8 if p is odd;
2m
a
 
za8 if p ¼ 2;
8>><
>>:
ð2:3Þ
where z8 ¼ e2pi=8 ¼ ð1þ iÞ=
ﬃﬃﬃ
2
p
; and ða=bÞ denotes the Jacobi symbol.
(4) If P 2 GLnðZpÞ; then replacing x with Ptx shows that GmðA; vÞ
¼ GmðPAPt;PvÞ: In particular, if a 2 Zp and b 2 Zp ; then G1ðaÞ ¼
G1ðab2Þ:
(5) Let A0 be an n0  n0 matrix, and let v0 be a column vector of length
n0; both with entries in Zp: Let A  A0 denote the block-diagonal matrix
A
0
0
A0
 
; and let v  v0 denote the concatenation v
v0
 
: Then GmðA  A0;
v  v0Þ ¼ GmðA; vÞ  GmðA0; v0Þ:
(6) Let n ¼ 1: The value of G1ða; vÞ depends on a and v modulo p;
unless p ¼ 2; in which case we need to know a modulo p2: When p ¼ 2; there
are only two terms in the sum, and one easily checks that G1ða; vÞ ¼
G1ða  2vÞ; G1ð0Þ ¼
ﬃﬃﬃ
2
p
; and G1ð2Þ ¼ 0: Also, G1ðaÞ ¼ ia  G1ðaÞ:
The stationary-phase method is based on the ﬁrst non-vanishing, non-
constant term in the Taylor series expansion. The following lemma gives
sufﬁcient conditions for ignoring higher-order terms.
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Qp½x1; . . . ; xn; and a point a 2 Znp; let f ðokÞa ðxÞ denote the Taylor polynomial
of degree k  1 for f ða þ xÞ: Assume that ptf ðxÞ and the partial derivatives
@f =@xi have coefficients in Zp; for some integer t; and let
e ¼ ek ¼ minft; blog k=log pcg: ð2:4Þ
Then f ða þ pjxÞ  f ðokÞa ðpjxÞ ðmod pjkeÞ as polynomials in x:
Proof. By the polynomial version of Taylor’s theorem [2, IV, Sect. 1,
No. 4], we can write f ðx þ pjxÞ ¼Pa 1a!Daf ðaÞ  pjjajxa; where the sum is
over multi-indices 04a 2 Zn such that jaj ¼Pi ai4degðf Þ; Da denotes the
corresponding derivative, and a! ¼Qi ðai!Þ: It sufﬁces to show that, if
jaj5k; then ordpð1a!Daf ðaÞ  pjjajÞ5jk  e:
Suppose ﬁrst that e ¼ t: Since ptf ðxÞ has coefﬁcients in Zp; the same is true
of 1a!D
a½ptf ðxÞ: Thus ordpð1a!Daf ðaÞ  pjjajÞ5jk  t; and we are done. Assume,
from now on, that e ¼ blog k=log pc:
Let a be a multi-index with jaj5k51; and choose i such that ai > 0: Let b
be the multi-index such that xa ¼ xi  xb; and note that 1a!Daf ðxÞ ¼
1
ai
 1b!Dbð@f =@xiÞ: Since @f =@xi 2 Zp½x; it follows that ordpð1a!Daf ðaÞÞ5ordpðaiÞ: Since ordpðaiÞ4blog ai=log pc4blogjaj=log pc; and jjaj  blogjaj
=log pc5jk  e; we conclude that ordpð1a!Daf ðaÞ  pjjajÞ5jk  e; as re-
quired. ]
The case k ¼ 1 of this lemma tells us that, for a 2 Znp; the image of
f ðaÞ ¼ f ðo1Þa ðxÞ in Qp=pjZp depends only on %a 2 ðZ=pjZÞn; provided that the
gradient rf ðxÞ has coefﬁcients in Zp: The only other cases we shall use in
this paper are k ¼ 2 and k ¼ 3: Note that ek ¼ minft; 0g if p > k; and ek ¼
minft; 1g if p4k43: We can express the linear and quadratic Taylor
polynomials as f
ðo2Þ
a ðxÞ ¼ f ðaÞ þ rf ðaÞ  x and f ðo3Þa ðxÞ ¼ f ðaÞþrf ðaÞ  x
þ1
2
HaðxÞ; where Ha denotes the Hessian matrix of f at a:
Theorem 2.4. Let f ðxÞ 2 Qp½x1; . . . ; xn such that rf ðxÞ ¼ ð@f =@x1; . . . ;
@f =@xnÞ has coefficients in Zp: Define ek as in (2.4). Given integers m5j51
and a point a 2 Znp with reduction %a 2 ðZ=pjZÞn; define S %a ¼ S %aðf ;Z=pmZÞ as
in (2.2). If m ¼ 2j and p ¼ 2; assume that f ðxÞ has coefficients in Zp: Let
Ha ¼ ½ @2f@xm@xnjx¼a denote the Hessian matrix of f at a:
(a) The local sum S %a vanishes unless rf ðaÞ  0 ðmod pminfj;mjgÞ:
(b) If m43j  e3 and rf ðaÞ  0 ðmod pminfj;mjgÞ; then
S %a ¼ pnm=2e2pi f ðaÞ=pm Gm2jðHa; pjrf ðaÞÞ:
(c) Assume that det ðHaÞa0; and choose an integer h such that phH1a
has coefficients in Zp: If p ¼ 2; assume that phH1a has even entries along the
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equivalent:
(i) S %aa0;
(ii) rf ðaÞ 2 pjHa  Znp; i.e., pjHaj rf ðaÞ;
(iii) 9a 2 Znp : rf ðaÞ ¼ 0 2 Znp and a  a ðmod pjÞ;
and S %a ¼ pnm=2e2pi f ðaÞ=pm GmðHaÞ:
Proof. We start with Part (a). The special condition when p ¼ 2 ensures
that at least one of m42j  e2 or m42ðm  jÞ  e2 holds. If m42j  e2;
then Lemma 2.3 shows that, for all x 2 ðZ=pmjZÞn;
f ða þ pjxÞ ¼ f ðaÞ þ pjrf ðaÞ  x 2 Qp=pmZp: ð2:5Þ
We can now calculate
S %a ¼
X
x2ðZ=pmjZÞn
e2pi f ðaþp
j xÞ=pm ¼ e2pi f ðaÞ=pm
X
x2ðZ=pmjZÞn
e2pi rf ðaÞx=p
mj
:
If rf ðaÞc0 ðmod pmjÞ; then S %a ¼ 0; since it is the sum of a non-trivial
character over the ﬁnite group ðZ=pmjZÞn:We are done if m42j  e2:Next,
if m42ðm  jÞ  e2; then j4m  j; so we can express S %a as the sum of the
local terms Sa˜ for all a˜ 2 ðZ=pmjZÞn that reduce to %a: Applying the case we
have just considered, each of these local terms vanishes, and thus so does S %a;
unless rf ðaÞ  0 ðmod pjÞ:
For Part (b), assume that m43j  e3 andrf ðaÞ  0 ðmod pminfj;mjgÞ: For
any x 2 ðZ=pmjZÞn; Lemma 2.3 implies
f ða þ pjxÞ ¼ f ðaÞ þ pjrf ðaÞ  x þ 1
2
p2jHaðxÞ 2 Qp=pmZp: ð2:6Þ
Therefore,
S %a ¼
X
x2ðZ=pmjZÞn
e2pi f ðaþp
jxÞ=pm ¼ e2pi f ðaÞ=pm
X
x
e2pi ½p
jrf ðaÞxþ1
2
HaðxÞ=pm2j :
If m > 2j; the terms in the sum depend only on x modulo pm2j ; so it
equals pnjSð1
2
HaðxÞ þ pjrf ðaÞ  x;Z=pm2jZÞ: If m42j; the sum is
simply pnðmjÞ: In either case, the theorem follows from the normalizations
in Deﬁnition 2.1.
We now turn to Part (c). Since we still assume m43j  e3; (2.6) holds. We
apply it with x replaced by x0 ¼ x þ pm2jH1a  y; with y 2 ðZ=pmZÞn: Note
that
1
2
Haðx0Þ ¼ 12HaðxÞ þ pm2jx  y þ 12 p2ðm2jÞH1a ðyÞ 2 Qp=pmZp: ð2:7Þ
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2
phH1a ðyÞ
2 Z=pmZ: It follows that 1
2
p2jHaðx0Þ ¼ 12 p2jHaðxÞ; so
f ða þ pjx þ pmjH1a yÞ ¼ f ðaÞ þ pjrf ðaÞ  ðx þ pm2jH1a yÞ þ 12 p2jHaðxÞ;
S %a ¼ 1
pnm
e2pi f ðaÞ=p
m
X
x
e2pi½rf ðaÞxþ
1
2
pj HaðxÞ=pmj X
y
e2pirf ðaÞp
hH1a y=p
jþh
;
where x 2 ðZ=pmjZÞn and y 2 ðZ=pmZÞn: The sum over y vanishes unless
phH1a rf ðaÞ is a multiple of pjþh: This shows that (i) implies (ii).
Now assume (ii). Since the Hessian Ha is the Jacobian matrix of rf ðxÞ at
a; the version of Hensel’s Lemma given in [5, Lemma 1.20] or [9] shows that
the ﬁrst part of (iii) holds. This is where we use the hypothesis j > h: The
second part of (iii) now follows by applying Part (b) of the theorem to
S %a ¼ S%a and using Remark 2.2(2).
Finally, Remark 2.2(2) shows that (iii) implies (i). ]
Remark 2.5. (1) We refer to %a as an ‘‘approximate critical point’’ if
rf ð %aÞ ¼ 0 2 ðZ=pjZÞn: In contrast, we refer to a as an ‘‘exact’’ or ‘‘p-adic’’
critical point if rf ðaÞ ¼ 0 2 Znp:
(2) In Theorem 2.4(c), only the step (ii) implies (iii) uses the assumption
j > h:
(3) The conditions j5h þ 1; m52j þ h imply m53h þ 2: Assume this
last inequality, and that e2 ¼ e3 ¼ 0: Then Theorem 2.4(c) applies with any j
in the range m=34j4ðm  hÞ=2; and this range always includes at least one
integer.
Remark 2.6. Suppose we are given n polynomials g1; . . . ; gn in
Zp½x1; . . . ; xn: (In the context of Theorem 2.4(c), we are interested in the
case gm ¼ @f =@xm:) Let
J ¼ @ðg1; . . . ; gnÞ
@ðx1; . . . ; xnÞ ¼
@gm
@xn
 
ð2:8Þ
denote the Jacobian matrix, and think of its entries as lying in the quotient
ring
R ¼ Zp½x1; . . . ; xn=ðg1; . . . ; gnÞ: ð2:9Þ
Assume that there is some h such that phRn  J  Rn; i.e., Jj phIn:
Now let a 2 Znp and assume that gmðaÞ  0 ðmod pjÞ ðm ¼ 1; . . . ; nÞ; for
some j: Then a determines a map R ! Z=pjZ (evaluation at %a), and we still
have Jð %aÞ j phIn: If j > h then this implies that phJðaÞ1 has entries in Zp: If
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be able to choose h independent of a (or %a).
In the one-variable case, let gðxÞ ¼ cQm ðx  amÞ (with the roots algebraic
over Qp). Then J is the 1 1 matrix ½g0ðxÞ; considered as an element of
R ¼ Zp½x=ðgÞ: The condition phR  J  R is equivalent to saying that ph
is a linear combination of gðxÞ and g0ðxÞ in Zp½x: Since the discriminant
D ¼ cn2Qm g0ðamÞ is such a linear combination, it sufﬁces to assume
that h5ordpðDÞ: Since D is easy to compute, this is a very convenient
condition.
In the general case, let O1R=Zp ¼ Rn=JRn; the module of differentials
of the Zp-algebra R: (See [7, Sect. 16.1], for example.) The condition
phRn  J  Rn is equivalent to phO1R=Zp ¼ 0: If the module of differentials
is already zero (or the discriminant is a unit, in the one-variable case)
then the system of equations gmðxÞ ¼ 0 is said to be e´tale. There is a similar
deﬁnition of being e´tale at a point. In [5], we proposed the term
h-e´tale for the weaker condition phO1R=Zp ¼ 0: In these terms,
Theorem 2.4(c) assumes that the system rf ðxÞ ¼ 0 is h-e´tale at %a: Note
that O1R=Zp is a ﬁnitely generated module. Therefore, O
1
R=Zp
Zp Qp ¼ 0
if and only if phO1R=Zp ¼ 0 for some h: In other words, if the system of
equations over Zp is e´tale over Qp; or generically e´tale, then it is h-e´tale for
some h:
Remark 2.7. A signiﬁcant advantage of stating our results in terms of
the local sums is that there is a simple trick that allows us to apply them to
more general situations. Suppose that FðxÞ 2 Qp½½x1; . . . ; xn is a restricted
power series. Given m; there is a suitable truncation f ðxÞ ¼ F ðokÞðxÞ 2
Qp½x1; . . . ; xn of FðxÞ such that f ðxÞ ¼ FðxÞ for all x 2 ðZ=pmZÞn: It follows
that the exponential sum (2.1) associated to f ðxÞ is the same as that
associated to FðxÞ: Hypotheses on the derivatives of f ðxÞ follow from
corresponding hypotheses on the derivatives of FðxÞ: These remarks also
apply to the local sums (2.2).
For example, let FðxÞ ¼ f ðxÞ=gðxÞ 2 Qpðx1; . . . ; xnÞ; with f ðxÞ; gðxÞ 2
Zp½x1; . . . ; xn; and consider the sum SðF ;Z=pmZÞ as in (2.1), except
restricting the sum to x 2 ðZ=pmZÞn such that gðxÞ 2 ðZ=pmZÞ: If %a 2
ðZ=pjZÞn and gð %aÞ is a unit, then so is gðxÞ for any x 2 Z=pmZ that reduces
to %a; so the local sum S %aðF ;Z=pmZÞ makes sense. Choose any a 2 Zp
that represents %a: The geometric series for 1=gðxÞ ¼ gðaÞ1  ½1 gðaÞgðxÞ
gðaÞ 1
is a restricted power series that represents 1=gðxÞ for all x  a ðmod pÞ:
Thus FðxÞ is also represented by a restricted power series for such x;
so results about local sums for polynomials, such as Theorem 2.4,
apply to S %aðF ;Z=pmZÞ: We will use this observation in the next section.
For a more general statement, see [5, Lemma 1.18].
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For this section, ﬁx a prime power pm with m52: Let f ðxÞ 2
Qp½x1; . . . ; xn; 1x1xn be a Laurent polynomial in n variables such that the
partial derivatives @f =@xi have coefﬁcients in Zp: If a 2 ðZp Þn and j51; then
the Taylor series for f ða þ pjxÞ is, except for the constant term, a restricted
power series with coefﬁcients in Zp: (To see this, argue as in Lemma 2.3 with
k ¼ 1:) Thus f ðxÞ 2 Qp=pjZp makes sense for x 2 Zp=pjZp: Our goal is to
extend the results of Section 2 to the sum
Sðf ; w1; . . . ; wn;Z=pmZÞ
¼
X
x1;...;xn2ðZ=pmZÞ
e2pif ðx1;...;xnÞ=p
m
w1ðx1Þ    wnðxnÞ; ð3:1Þ
where wn denotes a multiplicative character, wn : ðZ=pmZÞ ! C: Just as in
Section 2, we express this in terms of the local sums
S %a ¼ S %aðf ; w1; . . . ; wn;Z=pmZÞ ¼
X
x2ðZ=pmZÞn
x mod pj¼ %a
e2pif ðxÞ=p
m
w1ðx1Þ    wnðxnÞ; ð3:2Þ
where %a 2 GmðZ=pjZÞn:
Restricting the range of summation is not a signiﬁcant difference in this
method, since it just amounts to throwing out some of the local sums.
Remark 2.7 explains how to deal with Laurent polynomials. We need a new
idea for dealing with multiplicative characters, and it is simply this: if
j þ 14m42j and w is a multiplicative character of ðZ=pmZÞ; then
x/wð1þ pjxÞ is an additive character of Z=pmjZ: (We will have to
work a little harder in order to relax the hypothesis m42j:) It follows that
each local sum S %aðf ; w1; . . . ; wn;Z=pmZÞ can be expressed in terms of
the local sum S %aðg;Z=pmZÞ; for an appropriate Laurent polynomial
gðxÞ 2 Qp½x1; . . . ;xn; 1x1xn: In fact, gðxÞ is obtained from f ðxÞ simply
by adding constant multiples of the truncated logarithms described in
Lemma 3.1. This result is stated in Theorem 3.3. In Corollary 3.4, we use
Theorem 2.4 to analyze the local sums for gðxÞ: Then, in Theorem 3.6, we
apply Remark 2.6 to show that Sðf ; w1; . . . ; wn;Z=pmZÞ is the sum of local
terms, one for each p-adic critical point, provided that m is large enough.
Lemma 3.1. (a) If j þ 14m42j; then there are inverse homomorphisms
pjZ=pmZ ð1þ pjZÞ=pmZ  ðZ=pmZÞ
given by exp1ðxÞ ¼ 1þ x and log1ðxÞ ¼ x  1:
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homomorphisms
pjZ=pmZ ð1þ pjZÞ=pmZ  ðZ=pmZÞ
given by exp2ðxÞ ¼ 1þ x þ 12x2 and log2ðxÞ ¼ ðx  1Þ  12ðx  1Þ2:
Proof. Part (a) is clear. For Part (b), ﬁrst note that the maps log2 and
exp2 make sense even when p ¼ 2 since their derivatives have coefﬁcients in
Zp (cf. Lemma 2.3).
One easily checks the identities 8 exp2 8 log2ð1þ xÞ ¼ 8ð1þ xÞ  4x3 þ x4
and 8 log2 8 exp2ðxÞ ¼ 8x  4x3  x4: If pj j x then the hypotheses on m and j
imply that 4x3 ¼ x4 ¼ 0 2 Z=pmþordpð8ÞZ; so exp28 log2ð1þ xÞ ¼ 1þ x;
log2 8 exp2ðxÞ ¼ x 2 Z=pmZ: Similarly,
4½exp2ðxÞexp2ðyÞ  exp2ðx þ yÞ
¼ 2xy2 þ 2x2y þ x2y2;
2½log2ð1þ xÞ þ log2ð1þ yÞ  log2ð1þ x þ y þ xyÞ
¼ 2xy2 þ 2x2y þ x2y2:
If pjjx; y then 2xy2 ¼ 2x2y ¼ x2y2 ¼ 0 2 Z=pmþordpð4ÞZ; so exp2 and log2 are
homomorphisms. ]
Notation 3.2. For the rest of this section, and let w :ðZ=pmZÞ ! C
be a multiplicative character with m52 ﬁxed. Let k ¼ 1 or 2; and let j be in
the range
m > j5jmin ¼
dm=2e if k ¼ 1;
dðm þ ordpð2ÞÞ=3e if k ¼ 2:
(
If p ¼ 2 and k ¼ 2; we require m53; which implies that j52: According to
Lemma 3.1, x/w 8 expkðxÞ is an additive character of pjZ=pmZ: Any such
character is of the form
w 8 expkðxÞ ¼ e2piux=p
m ðx 2 pjZ=pmZÞ
for some u ¼ ukðwÞ 2 Zp: Of course, only the value of u mod pmj matters,
but it is convenient to choose a representative in Zp: In Mauclaire’s
evaluation of the Gauss sum, [1, Theorem 1.6.4], the character w is called
normalized if u1ðwÞ ¼ 1 (with m ¼ 2j52) or u2ðwÞ ¼ 1 (with m ¼ 2j þ 153).
Let w1; . . . ; wn be characters of ðZ=pmZÞ; and let un ¼ ukðwnÞ 2 Zp: (Thus
the un; and the statements of the results that follow, depend on the choice of
k:) Let f ðxÞ 2 Qp½x1; . . . ; xn; 1x1xn be a Laurent polynomial such that the
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%a 2 ðZ=pjZÞn; and let
gaðxÞ ¼ gaðx1; . . . ; xnÞ ¼ f ðxÞ 
Xn
n¼1
un logkðxn=anÞ: ð3:3Þ
Let Ha denote the Hessian matrix of f at a; and let Ja ¼ Haþ
diagðu1=a21; . . . ; un=a2nÞ denote the Jacobian matrix of the system of
equations
rf ðxÞ ¼ u1
x1
; . . . ;
un
xn
 
: ð3:4Þ
We think of the right-hand side of this system as the gradient of logðQn xunn Þ:
Theorem 3.3. Let f ðxÞ; w1; . . . ; wn; m; j; k; a; and ga be as in Notation
3.2. Then
S %aðf ; w1; . . . ; wn;Z=pmZÞ ¼ S %aðga;Z=pmZÞ 
Yn
n¼1
wnðanÞ:
In particular, the right-hand side depends only on %a:
Proof. The typical term in S %aðf ; w1; . . . ; wn;Z=pmZÞ is of the form
e2pif ðxÞ=p
m Q
n wnðxnÞ; where xn 2 ðZ=pmZÞ reduces to %an; in other words,
xn  an ðmod pjÞ: It follows that xn=an 2 ð1þ pjZÞ=pmZ; so Lemma 3.1 and
the choice of un imply that
wnðxnÞ ¼ wnðanÞ  wnðexpk 8 logkðxn=anÞÞ ¼ wnðanÞ  e2piunlogkðxn=anÞ=p
m
;
therefore
e2pif ðxÞ=p
m 
Yn
n¼1
wnðxnÞ ¼ exp
2pi
pm
f ðxÞ 
Xn
n¼1
un logkðxn=anÞ
" #( )

Yn
n¼1
wnðanÞ:
Adding up the terms, the theorem follows. ]
In the following corollary, we sacriﬁce some of the ﬂexibility of Theorems
2.4 and 3.3 in order to obtain a result that is convenient for applications.
(When p ¼ 2 or 3; we are not entirely successful!) In Theorem 3.6, we use
Remark 2.6 to control the integer h that appears in Part (a).
Corollary 3.4. Let f ðxÞ; w1; . . . ; wn; m; j; k; a; ga; Ha; and Ja be as
in Notation 3.2, with j and k as specified below. Let S %a ¼ S %aðf ; w1; . . . ; wn;
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vanishes unless a is close to an exact (p-adic) solution of the system of
equations (3.4). Parts (b) and (c) salvage something when m is too small for
Part (a) to apply.
(a) Let j ¼ bðm  hÞ=2c; and let k ¼ 2: Assume that det ðJaÞa0; and
choose h5ordpð2Þ such that phJ1a has entries in Zp; if p ¼ 2; assume further
that phJ1a has even diagonal entries. Assume that
m53h þ 2 in all cases;
f ðxÞ has coefficients in Zp if p ¼ 3 and m ¼ 3h þ 3;
ma3h þ 3 if p ¼ 2:
8><
>: ð3:5Þ
Then the local sum S %a vanishes unless there is an exact solution a 2 Znp to
system (3.4) such that a  a ðmod pjÞ: Given such an a;
S %a ¼ S%a ¼ pnm=2  e2pif ðaÞ=pm  GmðJaÞ 
Yn
n¼1
wnðanÞ;
where the Gauss sum is defined in Definition 2.1.
(b) Let j ¼ bðm  hÞ=2c; and let k ¼ 2: Assume that conditions (3.5) hold
with h ¼ ordpð2Þ: Then the local sum S %a vanishes unless %a is a solution to (3.4)
ðmod pjÞ; in which case
S %a ¼ pnm=2  e2pif ðaÞ=pm  Gm2jðJa; vÞ 
Yn
n¼1
wnðanÞ; ð3:6Þ
where pjv ¼ rf ðaÞ  ðu1=a1; . . . ; un=anÞ:
(c) Let j ¼ dm=2e; and let k ¼ 1: If m is even and p ¼ 2; assume
further that f ðxÞ has coefficients in Zp: Then the local sum S %a vanishes
unless %a is a solution to (3.4) ððmod pmjÞÞ; in which case S %a ¼
pnðmjÞ  e2pif ðaÞ=pm Qnn¼1 wnðanÞ:
Proof. In all cases, the ﬁrst step is to apply Theorem 3.3. Next, apply
Parts (a) and (b) of Theorem 2.4 to ga to obtain Parts (b) and (c) of the
corollary, noting that gaðaÞ ¼ f ðaÞ; that rgaðaÞ ¼ rf ðaÞ  ðu1=a1; . . . ;
un=anÞ; and that Ja is the Hessian matrix of ga at a: For Part (a), apply
Theorem 2.4(c) to see that S %a ¼ 0 unless a is an approximate critical point of
system (3.4). Since Ja is the Jacobian matrix, at x ¼ a; of this system,
Hensel’s Lemma shows that there is an exact solution a 2 Znp such that
a  a ðmod pjÞ: Finally, apply Part (b), with a replaced by a; to evaluate the
local term. ]
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quotient ring
R ¼ Zp x1; . . . ; xn; 1
x1 . . . xn
 
@f
@x1
 u1
x1
; . . . ;
@f
@xn
 un
xn
 
:
Let J be the Jacobian matrix of rf ðxÞ  ðu1=x1; . . . ; un=xnÞ; and let O1R=Zp ¼
Rn=J  Rn: (Cf. Remark 2.6 and [7, Sect. 16.1].) We are interested in the
generically e´tale case: O1R=Zp Qp ¼ 0; or J is invertible when its entries
are considered as lying in R Qp: In this case, we can choose h so that
phO1R=Zp ¼ 0; or phRn  J  Rn:
Theorem 3.6. Keep Notation 3.5, with k ¼ 2: Assume that O1R=Zp Qp ¼
0; and choose h5ordpð2Þ so that phordpð2ÞO1R=Zp ¼ 0: Assume that (3.5) holds.
Then
Sðf ; w1; . . . ; wn;Z=pmZÞ ¼ pnm=2 
X
a
e2pif ðaÞ=p
m  GmðJaÞ 
Yn
n¼1
wnðanÞ;
where the sum is over a 2 ðZp Þn such that rf ðaÞ ¼ ðu1=a1; . . . ; un=anÞ:
Proof. Let j ¼ bðm  hÞ=2c5h þ 1; and express the exponential sum as
the sum of local terms S %a; %a 2 GmðZ=pjZÞn: Then S %a ¼ 0 unless
rf ð %aÞ ¼ ðu1= %a1; . . . ; un= %anÞ 2 ðZ=pjZÞn: to see this, either go back to
Theorems 3.3 and 2.4, or express each local term as the sum of ﬁner
local terms, and apply Corollary 3.4(b). Assume that %a is such an
approximate critical point, and let a 2 Zp be any representative of %a:
As in Remark 2.6, the choice of h implies that phordpð2ÞJ1a has entries
in Zp; so the hypotheses of Corollary 3.4(a) are satisﬁed, and the theorem
follows. ]
Remark 3.7. (1) The author is grateful to Ronald Evans, whose preprint
[8] inspired this approach to dealing with multiplicative characters.
(2) For the applications in Section 4, Lemma 3.1 will sufﬁce. In other
applications, it may be useful to deﬁne (for k51)
expkðxÞ ¼
Xk
n¼0
xn
n!
; logkðxÞ ¼
Xk
n¼1
ð1Þn1 x
n
n
; ð3:7Þ
the kth order approximations to the exponential and logarithmic functions.
If we assume that p > k then the analogue of Lemma 3.1 is true, assuming
j þ 14m4ðk þ 1Þj: If p4k then the hypotheses become complicated:
m4ða þ bÞj  ordpða!b!Þ whenever 14a; b4k and a þ b > k; and m4Pr
n¼1 ðanbn  j  ordpðbn!abnn ÞÞ whenever bn51;
P
n bn4k; 14anoanþ14k;
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P
n anbn > k: Alternatively, one may use the p-adic logarithm, as in
[1, Theorem 1.6.2] and [3].
(3) Instead of summing a Laurent polynomial f over GmðZ=pmZÞn; one
could take any smooth scheme V over Zp; with regular maps f :V ! A1
and xn : V ! Gm ð14n4nÞ and sum e2pif ðxÞ=pm
Q
n wnðxnðxÞÞ over x 2
VðZ=pmZÞ: No new ideas come into play: cf. [5, Lemma 1.18].
(4) A further generalization would be to consider a smooth, commu-
tative group scheme G; a map g : V ! G; and a character c : GðZ=pmZÞ !
C
: The sum
Sðg;c;Z=pmZÞ ¼
X
x2VðZ=pmZÞ
cðgðxÞÞ
reduces to Sðf ; w1; . . . ; wn;Z=pmZÞ if one takes G ¼ A1 Gnm; g : V ¼ Gnm !
G the graph of f :Gnm ! A1; and cðx; y1; . . . ; ynÞ ¼ e2pix=p
m Q
n wnðynÞ: It
should be possible to generalize our results using either this language or that
of formal groups.
4. EXAMPLES
In this section, we illustrate the methods of Section 3. As a warm-up, we
evaluate the Gauss sum associated to a multiplicative character, recovering
the results of Mauclaire summarized in [1, Theorem 1.6.4]. Our formulation,
Proposition 4.2, has the advantage that the case p ¼ 2 does not have to be
treated separately, and we directly get the result for all characters, without
requiring any normalization. Since the locus of critical points is so simple,
we do not need Hensel’s Lemma for this example. Thus we use Parts (b) and
(c) of Corollary 3.4, although Part (a) would sufﬁce if we were willing to
assume that m > 6 when p ¼ 2: Applying the evaluation (2.3) of the
quadratic Gauss sum leads to the three formulae of [1, Theorem 1.6.4].
The rest of the section is devoted to the n-variable, twisted Kloosterman
sum. In Theorem 4.6(a), we apply Corollary 3.4(a) to obtain a sum over
exact (p-adic) critical points in the ‘‘generically e´tale’’ case, assuming that m
is sufﬁciently large. In Theorem 4.6(b), we drop this hypothesis, and use
Corollary 3.4(b) and (c) to obtain a formula for the Kloosterman sum as the
sum of local terms, one for each approximate critical point. This recovers
the results of [8, Theorems 3.1, 4.1, and 4.4]. In fact, there is an improvement
in the case of odd m; because Evans’s formula is a sum over approximate
critical points %w 2 Z=pjþ1Z (where m ¼ 2j þ 1) and we have a sum over
Z=pjZ: To compare the two results, one can start with Evans’s formula, and
sum over w having a given reduction ðmod pjÞ: This gives a one-dimensional,
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cancellation. (In [8, Corollary 4.2], Evans obtains a similar improvement,
but only in the case that all the multiplicative characters factor through
ðZ=pjZÞ:)
We refer to [8, Sect. 5] for several special cases of these results.
Notation 4.1. Given r 2 Zp and a multiplicative character w: ðZ=pmZÞ
! C; deﬁne the (un-normalized) Gauss sum
tðr; w;Z=pmZÞ ¼ Sðrx; w;Z=pmZÞ ¼
X
x2ðZ=pmZÞ
wðxÞe2pirx=pm :
Given j and k as in Notation 3.2, let u ¼ ukðwÞ 2 Zp:
The parameter r is useful for expressing Gauss sums for composite moduli
in terms of Gauss sums for prime powers. The reduction to the case r ¼ 1
and primitive w is elementary (cf. [1, Section 1.6]). Since our method handles
arbitrary r conveniently, the only assumption we make is that at least one of
r and u is a unit; if not, the Gauss sum can be expressed in terms of a sum
modulo pm1:
Proposition 4.2. Let m52; and let k ¼ 1 if m ¼ 2j; k ¼ 2 if m ¼
2j þ 1; with the exception that j ¼ 2 and k ¼ 1 if pm ¼ 8: Let r; w; and u be as
in Notation 4.1. If exactly one of r and u is a unit, then tðr; w;Z=pmZÞ ¼ 0: If
both r and u are units, then
tðr; w;Z=pmZÞ ¼ p
m=2e2piu=p
m
Gm2jðuÞwðu=rÞ if m52 and pma8;
pm=2e2piwð1Þu=p
m
G1ðuÞwðu=rÞ if pm ¼ 8:
(
Proof. The Gauss sum is the sum of the local terms S %a ¼ S %aðrx; w;
Z=pmZÞ; over all %a 2 ðZ=pjZÞ: Let f ðxÞ ¼ rx so that, in the notation of
Corollary 3.4, rf ðxÞ ¼ ½r (constant), Ha ¼ ½0; and Ja ¼ ½u=a2:
First consider the case pma8: If m is even, apply Corollary 3.4(c); if m is
odd, apply Corollary 3.4(b). We ﬁnd that S %a ¼ 0 unless r  u=a ðmod pjÞ: If
exactly one of r and u is a unit, this never happens, so the Gauss sum
vanishes. If r and u are both units, the only non-vanishing local sum is the
one corresponding to a ¼ u=r; so tðr; w;Z=pmZÞ ¼ S
u=r
; which is evaluated in
Corollary 3.4. Note that, since a ¼ u=r exactly, we have v ¼ 0 and so
G1ðJa; vÞ ¼ G1ðJaÞ ¼ G1ðu=a2Þ ¼ G1ðuÞ:
Now take p ¼ 2 and m ¼ 3; so j ¼ 2 and k ¼ 1: By Corollary 3.4(c),
S %a ¼ 0 unless r  u=a ðmod 2Þ: As above, this shows that the Gauss sum
vanishes unless both r and u are units. Assume, therefore, that this is the
case. Corollary 3.4 tells us that S %a ¼ 2  e2pira=8wðaÞ; which leads to tðr; w;
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u=r
þ Su=r ¼ 2ðzu8 þ wð1Þzu8 Þwðu=rÞ: Since zu8 þ wð1Þzu8 ¼
zwð1Þu8 ð1þ z2u8 Þ ¼ zwð1Þu8 
ﬃﬃﬃ
2
p
G1ðuÞ; we are done. ]
Notation 4.3. For the rest of this section, ﬁx z 2 Zp ; and let
f ðxÞ ¼ x1 þ    þ xn þ z
x1    xn:
Note that, in terms of the Kronecker delta dm;n;
@f
@xn
¼ 1 1
xn
 z
x1    xn;
@2f
@xm@xn
¼ 1
xmxn
 z
x1    xn  ð1þ dm;nÞ:
Also, ﬁx multiplicative characters wn: ðZ=pmZÞ ! C ðn ¼ 1; . . . ; nÞ: Given
j and k as in Notation 3.2, let un ¼ ukðwnÞ 2 Zp: Since this depends on k; we
must specify k ¼ 1 or k ¼ 2 in all the results that follow. Let
PðwÞ ¼ wðw þ u1Þ    ðw þ unÞ 2 Zp½w:
Deﬁne the n-variable, twisted Kloosterman sum by
Klnðz; w1; . . . ; wnÞ ¼ Sðf ; w1; . . . ; wn;Z=pmZÞ
The following lemmas analyze the (approximate and exact) critical points
and the quadratic Gauss sums associated to the Kloosterman sum we have
just deﬁned.
Lemma 4.4. There is a one-to-one correspondence between the solutions
%a 2 GmðZ=pjZÞn of system (3.4) and the roots in Z=pjZ of PðwÞ  z; given by
w ¼ z
a1    an; a ¼ ðw þ u1; . . . ;w þ unÞ:
In fact, these maps define an isomorphism between the ring R defined in
Notation 3.5 and the quotient ring Zp½x=ðPðxÞ  zÞ:
Proof. Given an approximate critical point %a; let a 2 ðZp Þn be any
representative of %a; so that 1 z=ðan  a1    anÞ  un=an ðmod pjÞ for all n:
Letting w ¼ z=ða1    anÞ; it follows that an  w þ un and PðwÞ  w  a1    an
¼ z ðmod pjÞ: Conversely, given w 2 Zp satisfying this congruence, we can let
an ¼ w þ un 2 Zp and obtain an approximate critical point. The same
arguments work on the level of rings. ]
Lemma 4.5. Let w 2 Zp such that an ¼ w þ un 2 Zp for n ¼ 1; . . . ; n; and
let v0 2 Zp: Let
J ¼ w þ dm;nan
aman
 
m;n
; v ¼ v0  1
a1
; . . . ;
1
an
 
:
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GmðwÞ  GmðJ; vÞ ¼ Gm w2P
0ðwÞ
PðwÞ ; v0  w
P0ðwÞ
PðwÞ  1
  

Yn
n¼1
Gmðan; v0Þ:
Proof. First, let P ¼ diagða1; . . . ; anÞ 2 GLnðZpÞ; so that GmðJ; vÞ ¼
GmðPJPt;PvÞ by Remark 2.2(4). The key step is to restore symmetry.
(Cf. Remark 4.7(1) below.) We do this by multiplying by GmðwÞ to
obtain the Gauss sum of an ðn þ 1Þ  ðn þ 1Þ matrix: GmðwÞ
GmðJ; vÞ ¼ GmðJ 0; v0Þ; by Remark 2.2(5), where
J 0 ¼
w 0    0
0 w þ a1    w
..
. ..
. . .
. ..
.
0 w    w þ an
2
666664
3
777775; v
0 ¼ v0 
0
1
..
.
1
2
666664
3
777775:
It is now an easy exercise to diagonalize J 0: Let P1 and P2 equal the identity
matrix Inþ1; except that the ﬁrst column of P1 is all ones, and the ﬁrst row of
P2 is ½1 w=a1    w=an: In terms of
P0ðwÞ
PðwÞ ¼
1
w
þ 1
a1
þ    þ 1
an
; ð4:1Þ
we ﬁnd that P2P1J
0Pt1P
t
2 ¼ diagðw2P
0ðwÞ
PðwÞ ; a1; . . . ; anÞ and P2P1v0 ¼
v0  ðwP
0ðwÞ
PðwÞ  1; 1; . . . ; 1Þ: The result now follows from Remarks 2.2(4)
and (5). ]
Theorem 4.6. Keep Notation 4.3, with m52 and k as defined below.
(a) Assume that PðwÞ  z has no multiple roots. Let D be the
discriminant of PðwÞ  z; let h ¼ ordpð2DÞ; and let k ¼ 2: Assume that
m53h þ 2; and ma3h þ 3 if p ¼ 2: Then
Klnðz; w1; . . . ; wnÞ ¼ pnm=2
X
w2Zp
PðwÞ¼z
exp
2pi
pm
w þ
Xn
n¼1
ðw þ unÞ
" #( )
 GmðP
0ðwÞzÞ
GmðwÞ 
Yn
n¼1
wnðw þ unÞGmðw þ unÞ:
(b) Let j ¼ bm=2c: If pm ¼ 8; the Kloosterman sum vanishes unless each
character wn factors through ðZ=4ZÞ; assume, from now on, that this is the
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 wnð1Þ: If pma8; let k ¼ 1 if m ¼ 2j52; or let k ¼ 2 if
m ¼ 2j þ 153: Then
Klnðz; w1; . . . ; wnÞ
¼ pnm=2
X
%w
exp
2pi
pm
wz
PðwÞ þ
Xn
n¼1
ðw þ unÞ
" #( )

Yn
n¼1
wnðw þ unÞ

1 if m ¼ 2j52;
G1ðP0ðwÞzÞ
G1ðwÞ 
Qn
n¼1
G1ðw þ unÞ if m ¼ 2j þ 153; pa2;
or m ¼ 2j þ 155; p ¼ 2jn;ﬃﬃﬃ
2
p
G1ðwÞ 
Qn
n¼1
G1ðw þ un þ P0ðwÞÞ if m ¼ 2j þ 155; p ¼ 2[n;
G1ðwzPðwÞ  nwÞ
G1ðwzPðwÞÞ  G1ðwÞ
n
if pm ¼ 8:
8>>>>>>><
>>>>>>>>:
If m ¼ 2j is even, the sum is over all %w 2 Z=pjZ such that Pð %wÞ ¼ 0; and
w 2 Zp denotes any representative of %w: If m ¼ 2j þ 1 is odd, and pa2; or if
p ¼ 2; m ¼ 2j þ 155; and n is even, the sum is over the reductions %w 2 Z=pjZ
of the solutions w 2 Zp of the congruence PðwÞ  z ðmod pjþ1Þ; and w 2 Zp
denotes any such representative. If p ¼ 2; m ¼ 2j þ 155; and n is odd, the sum
is over all %w 2 Z=pjZ such that PðwÞ þ pj1P0ðwÞ  z ðmod pjþ1Þ; and w 2 Zp
denotes any representative of %w: If pm ¼ 8; there is only one term, and w
may be any unit in Zp: In all cases, the summand is independent of the choice
of w:
Proof. First, consider Part (a). Deﬁne R as in Notation 3.5. According
to Lemma 4.4, R ﬃ Zp½x=ðPðxÞ  zÞ: It follows that O1R=Zp ﬃ R=ðP0ðxÞÞﬃ Zp½x=ðPðxÞ  z;P0ðxÞÞ is a quotient of Zp=ðDÞ; so phordpð2ÞO1R=Zp ¼ 0: By
Theorem 3.6, the Kloosterman sum is the sum of local terms, one for each
solution a 2 ðZp Þn of the system (3.4). Using Lemma 4.4 again, we can write
a ¼ ðw þ u1; . . . ;w þ unÞ with z ¼ PðwÞ ¼ w  a1    an; which implies
f ðaÞ ¼ w þPn ðw þ unÞ: We also ﬁnd that the Jacobian matrix Ja is as
described in Lemma 4.5; so GmðJaÞ ¼ GmðJa; 0Þ can be evaluated by taking
v0 ¼ 0: note that Gmðw2P0ðwÞ=PðwÞÞ ¼ GmðP0ðwÞzÞ by Remark 2.2(4),
since PðwÞ ¼ z:
Part (b) is similar, except that we obtain a sum over approximate critical
points instead of exact ones. If pm ¼ 8; temporarily take j ¼ 2: In all cases,
the Kloosterman sum is the sum of the local terms S %a ¼ S %aðf ; w1; . . . ; wn;
Z=pmZÞ; with %a 2 GmðZ=pjZÞn and j as speciﬁed. We evaluate this local term
using Corollary 3.4(b) or (c), depending on whether k ¼ 2 or 1.
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independent of %w: Now, let j ¼ 1 and un ¼ 1 wnð1Þ as in the statement
of the theorem, so that wnð1þ xÞ ¼ e2piunx=8 whenever x  0 ðmod 2Þ: It
follows that, for any a 2 ðZp Þn; S %a ¼ S %aðga;Z=pmZÞ 
Qn
n¼1 wnðanÞ just
as in Theorem 3.3, and we can use Theorem 2.4 to evaluate the local
term.
In all cases, S %a ¼ 0 unless rf ð %aÞ ¼ ð %u1= %a1; . . . ; %un= %anÞ: By Lemma 4.4, we
can express %a as ð %w þ u1; . . . ; %w þ unÞ; where %w 2 Z=pjZ is a root of Pð %wÞ ¼ %z:
Let w 2 Zp be any representative of %w: With a ¼ ðw þ u1; . . . ;w þ unÞ; it
follows that f ðaÞ ¼Pn ðw þ unÞ þ zw=PðwÞ:
If m is even, there is no Gauss sum to evaluate, and the conditions on %w
need no further explanation, so we are done. Assume now that m is odd. For
now, assume that pma8: A short computation shows that v; as deﬁned in
Corollary 3.4(b), is of the form considered in Lemma 4.5, with v0 ¼
pjðPðwÞ  zÞw=PðwÞ: Since we are computing a Gauss sum modulo
pm2j ¼ p; it sufﬁces to compute Ja modulo p1þordpð2Þ; and this is also of
the form considered in Lemma 4.5, since PðwÞ  z ðmod pjÞ; and
j51þ ordpð2Þ:
Suppose for now that pa2: We must still show that Lemma 4.5 leads to
the desired formula. First, suppose that there is no w 2 Zp lying over %w
such that PðwÞ  z ðmod pjþ1Þ: By Hensel’s Lemma, this can only happen if
P0ðwÞ  0 ðmod pÞ: It follows that the ﬁrst Gauss sum on the right-hand
side of Lemma 4.5 is G1ð0;v0Þ ¼ 0; since v0 is a unit. Thus the local
term vanishes in this case, as claimed. Next, suppose that we can choose
w 2 Zp such that PðwÞ  z ðmod pjþ1Þ:With this choice of w; v0  0 ðmod pÞ;
and so the right-hand side of Lemma 4.5 becomes G1ðw2P0ðwÞ=zÞ Q
n G1ðanÞ: Since G1ðw2P0ðwÞ=zÞ ¼ G1ðP0ðwÞzÞ; this yields the desired
formula.
Now, consider the case p ¼ 2; for now, continue to assume pma8: By
(4.1), P0ðwÞ is a unit if and only if n is even. If n is even, argue as above
using Hensel’s Lemma. Suppose now that n is odd. Using Remarks 2.2(4)
and (6), and the congruence PðwÞ  z ðmod 4Þ; the ﬁrst Gauss sum on
the right-hand side of Lemma 4.5 simpliﬁes to G1ðP0ðwÞz;v0Þ ¼
G1ðP0ðwÞz  2v0Þ; and this vanishes unless P0ðwÞz þ 2v0  0 ðmod 4Þ;
in which case it equals
ﬃﬃﬃ
2
p
: Keeping in mind that P0ðwÞ is even, w and z
are odd, and v0 ¼ pj½PðwÞ  zw=PðwÞ; this condition is equivalent to
P0ðwÞpj1þPðwÞ  z  0 ðmod pjþ1Þ: This gives the non-vanishing condition
stated in the theorem. It also leads to the value G1ðan; v0Þ ¼ G1ðan þ 2v0Þ ¼
G1ðan þ P0ðwÞÞ:
Finally, consider the case pm ¼ 8: The main difference here is that the
Hessian matrix of ga is the same as that of f ; since we take k ¼ 1: Ha ¼
wzPðwÞ1½ð1þ dm;nÞ=aman: A calculation similar to that in Lemma 4.5
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G1
wz
PðwÞ
 
 G1ðHa; vÞ ¼G1 ðn þ 1Þwz
PðwÞ ;
nw
2
 nwz
2PðwÞ
 
 G1 wz
PðwÞ;
w
2
 wz
2PðwÞ
 n
:
Using Remark 2.2(6), this reduces to the desired formula. ]
Remark 4.7. (1) Instead of deﬁning Kln as a sum over n independent
variables xn 2 ðZ=pmZÞ; one can deﬁne it in terms of n þ 1 variables related
by the condition x0  x1    xn ¼ %z 2 ðZ=pmZÞ: Let us temporarily deﬁne
Kl0nðz; w0; . . . ; wnÞ ¼
X
x0;...;xn2ðZ=pmZÞ
x0xn¼%z
e2piðx0þþxnÞ=p
m
w0ðx0Þ    wnðxnÞ:
Each of these variants can be described in terms of the other: letting 1
denote the trivial multiplicative character, Klnðz; w1; . . . ; wnÞ ¼ Kl0nðz; 1;
w1; . . . ; wnÞ; and Kl0nðz; w0; . . . ; wnÞ ¼ w0ðzÞKlnðz; w1=w0; . . . ; wn=w0Þ: This point
of view explains why the polynomial PðwÞ; which describes critical points
for the Kloosterman sum, includes a factor of w: this corresponds to taking
u0 ¼ 0: It also suggests why introducing an extra variable helps evaluate the
quadratic Gauss sum in Lemma 4.5.
(2) When pm ¼ 8 and un ¼ 1 wnð1Þ; there is only one term in the sum.
It is convenient to take w ¼ 1; since this leads to wnðw þ unÞ ¼ 1 for all n:
By Remark 2.2(3), G1ð1Þ ¼ z18 and G1ðz  Pð1ÞÞ ¼ ð2zÞzzPð1Þ8 ; since
Pð1Þ ¼ 1: Along with Remark 2.2(6), this leads to
Klnðz; w1; . . . ; wnÞ ¼ p3n=2
2
z
 
zu1þþun8 G1ðz  Pð1Þ  nÞ:
In order to compare this with [8, Theorem 4.3], it is useful to note that
Pð1Þ ¼ ð1ÞQn ð1þ unÞ  ð1Þnþ1 þ ð1Þnðu1 þ    þ unÞ ðmod 4Þ:
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