Compatibilité entre structures d'intervalles et relations d'orde  by Bendali, F. & Quilliot, A.
ELSEVIER 
DISCRETE 
MATHEMATICS 
Discrete Mathematics 130 (1994) 19-37 
Compatibiliti: entre structures d’intervalles et 
relations d’ordre 
F. Bendali a**, A. Quilliot b 
a Laboratoire ARTEMIS. 38402 Grenoble, France 
b UniversitP Blaisr Pascal (Clermont II), 63177 AubiPre Cidex, France 
Received 13 December 1988 
Abstract 
Compatibility between interval structures and partial orderings. 
If H = (X, E) is a hypergraph, n the cardinality of X, I, the ordered set { 1. . n} and < an order 
relation on X, we call F(X, <) the set of the one-to-one functions from X to I, which are 
compatible with <. If A c I, we denote by 1(A) the length of the smallest interval of I, which 
contains A. 
We first deal with the following problem: 
FindfEF(X, <) which minimise zmin(f)=CeeE a,* I(f(e)). 
The a,, eeR are positive coefficients. 
This problem can be understood as a scheduling problem and is checked to be NP-complete. 
We learn how to recognize in polynomial time those hypergraphs H =(X, E) which induce an 
optimal value of z min equal to CeeE a, * le 1. 
Next we work on a dual question which arises about interval graphs, when some partial 
orderings on the vertex set of these graphs intend to represent inclusion, overlapping or 
anteriority relations between closed intervals of the real line. 
RLtsum(? 
H = (X, E) ktant un hypergraphe, IZ la cardinalitl de X, I, l’ensemble ordonnt { 1.. n}, 
<une relation d’ordre partiel sur X, nous notons F(X, <) l’ensemble des fonctions 
injectives de X dans I, qui sont compatible avec <. Pour A c I,, nous notons I(A) la 
longueur du plus petit intervalle de I, contenant A. 
Nous nous ink-essons alors au problkme suivant: 
Trouver fEF(X, <) minimisant zmin(f) = CesE a, * I(f(e)). 
Les a,, eEE sont ici des coefficients positifs. 
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Ce probleme qui s’interprete en terme de probleme d’ordonnancement de tlches, 
s’avere induire un probleme de reconnaissance NP-complet. 
Now caracterisons les hypergraphes pour lesquels la valeur optimale du zmin est 
precisement CesE a, * 1 e(, et nous montrons comment les reconnaftre en temps poly- 
nomial. Puis nous presentons diverses heuristiques dans le cas general. 
Nous traitons enfin un probleme dual pose pour les graphes d’intervalles, entre les 
sommets desquels existent diverses relations d’ordre ayant comme finalitt de 
rep&enter des relations d’inclusion, d’anttrioritt ou de recouvrement entre intervalles. 
1. ConsidCrons le probkme d’ordonnancement suivant 
Un operateur doit effectuer un certain nombre de taches, de dukes unitaires, reliees 
entre elles par diverses contraintes d’anteriorite, et impliquant chacune l’utilisation de 
certains outils dont le cofit de location s’applique a tout le laps de temps compris entre 
la premiere et la derniere utilisation. Notre operateur desire plannifier de facon 
a minimiser la somme de touts de location des outils [ll]. 
Ce probleme se formalise aisement: 
On nommera hypergraphe ordonne tout triple (X, E, <), oti X est un ensemble de 
(tbches), E est une famille de parties de X (outils), et < est une relation d’ordre X. Les 
elements de X ttant plonges injectivement (nous dirons plonges) sur la droite reelle 
ordonnie D, nous noterons, pour toute partie A de X, Int(A) le plus petit intervalle de 
D contenant A et cl (A) l’intersection X n Int(A). 
Des coefficients k,, e E E, mesurant l’importance relative des aretes de l’hypergraphe 
ttant fournis, nous cherchons un plongement de X, qui soit compatible avec la 
relation <, et qui minimise la quantitt: 
1 k, * 1 cl(e)1 (Probleme (P)). 
f?sE 
Nous commencerons par caracteriser ceux des hypergraphes ordonnes qui sont 
intervalle reprtsentables, c’est a dire pour lesquels la solution optimale du probleme 
(P) ci-dessus est prtcisement la somme CeeE k, * lel. 
Puis nous nous interesserons a quelques heuristiques susceptibles de traiter le cas 
general. Nous travaillerons enfin sur un probleme dual concernant les graphes 
d’intervalles. 
2. Definitions et notations compkmentaires; Rappels 
X etant un ensemble fini plonge sur la droite ordonne D, x etant dans X, nous 
noterons succ(x) et pred(x) les elements de X qui sont, respectivement, succeseur et 
prtdecesseur de x sur D, par rapport a ce plongement. (Par dtfaut, succ(x) et pred(x) 
pourront Etre egaux a + co ou -cc). 
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Si e c X, nous notons respectivement d(e) etf(e) les plus petits et plus grands (pour 
l’ordre de D) elements de e. 
Un hypergraphe H =(X, E) est dit intervalle representable si il est possible de 
plonger X sur D de telle sorte que pour toute arete e de H on ait cl(e) = e. 
On nommera triangle d’un hypergraphe H=(X, E) toute configuration formee de 
3 sommets x0, x1, x2 et 3 a&es eo,el, e2 tels que pour tout iE{O, 1,2}, ei contienne 
xi+ r et xi+*, et ne contienne pas xi, l’addition &ant considtrte ici modulo 3. 
On dira d’une famille de parties E d’un ensemble X qu’elle est stable par union 
connexe si pour tout couple e, e’ de telles parties, d’intersection non vide, l’union e u e’ 
est aussi dans E. On dira que E est stable par difference si pour tout couple e, e’ tel que 
e n’est pas dans e’, la difference e’-e est dans E. Une famille quelconque E de parties 
de X etant donnee, on notera E” sa fermeture par union connexe, et ED la fermeture 
de EU par difference. 
On dira qu’une relation R sur un ensemble X est compatible avec une famille E de 
parties de X si l’implication suivante est vraie: 
x, y, ZEX; eEE; 
x$e; y,zEe; 
xR(R-‘)y =+ xR(R-‘)z. 
(R-l) denote ici la relation inverse de la relation R). 
La plus petite relation contenant R et compatible avec E sera alors notee 
Comp(E, R). 
Rappelons maintenant que les hypergraphes intervalle representables ont ete 
caracterises par Duchet [S] comme ttant ceux dont la fermeture par union connexe ne 
contient pas de triangle et que leur reconnaissance peut se faire polynomialement 
(Booth et Lueker [4], Gross et Fulkerson [6]). 
3. CaractCrisation des hypergraphes ordonnits intervalle reprbentahles 
11 est clair (verification laissee au lecteur) que pour qu’un hypergraphe ordonne 
H = (X, E, <) soit intervalle representable, il faut que la relation Comp(E, <), puisse 
Ctre complette par transitivite en une relation d’ordre, et done induise un graphe 
oriente sans circuit. I1 est aussi evident que l’hypergraphe forme de X et E doit etre 
intervalle representable. Nous allons en fait prouver la reciproque. 
Thkorkme 3.1. Un hypergraphe ordonnk H =(X, E, <) est interualle reprksentable si et 
seulement si: 
(1) La,famiIle EU est suns triangle; 
(2) Le graphe induit par la relation Comp(E, <) est suns circuit. 
La Clause (1) correspond bien stir au theoreme de Duchet. Nous commencons par 
prouver le lemme suivant. 
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Lemme 3.2. Si une relation R est compatible avec une famille E de parties d’un ensemble 
X, alors elle est aussi compatible avec la famille ED. 
DCmonstration. 11 suffit de verifier que si a, b sont dans E, d’intersection non vide, 
alors R demeure compatible avec E u (au b} et que si a n’est pas contenu dans b, alors 
R demeure compatible avec E u (b-a). 
Supposons x, y, ZEX tels que x$a u b, z, yEa u b, x Ry (ou R-l). S’il existe t dans 
an b, de la compatibilite de R avec E on deduit x R t puis x Rz, et la premiere des 
2 implications ci- dessus. 
Supposons x,y,z~X tels que xEb-a,y, zeb-a, x Ry (ou R-l). S’il existe t dans 
a-b, de y$a de x R y et de la compatibilite de R avec E, on dtduit (dans le cas non 
trivial ou xean b) t R y. De t$b, on dtduit t R z. De z$a, on deduit enfin x R z et la 
deuxieme des implications recherchees. 
3.1. Dkmonstration du ThPort?me 3.1 
Partant de l’hypothese que E” est sans triangle et que Comp(E, <) induit un graphe 
orientt sans circuit, nous allons construire sommet par sommet un plongement de 
X sur D qui constitue une intervalle representation de H=(X, E, <). A cause du 
lemme, nous pouvons tout de suite supposer que E= ED, puisque H =(X, E, <) est 
intervalle representable si et seulement si HD=(X, ED, <) Vest et que 
Comp(E, <)= Comp(ED, <). 
Supposons done que les points de S c X ont ett plonges sur D, de facon compatible 
avec la relation cE = Fermeture transitive de Comp(E, <) et de telle sorte que pour ce 
prolongement partiel: V eE E, cl (e n S) = en S. 
Considerons alors x,, dans X-S, et cherchons a le placer sur D. Plusieurs con- 
traintes p&sent sur ce placement: 
Contrainte C1: Si eEE et xece, x0 doit &tre place dans l’intervalle ouvert 
lpred(d(Sne)), sucM(Sne))l: 
de D (dont l’une des bornes peut eventuellement &trek co). 
Contrainte CZ: Si eEE et x0&e, x,, doit etre place hors de l’intervalle fermi: 
Cd(SnM(Sne)l. 
Contrainte C3: Si XES et x,, <E x, x0 doit etre place dans l’intervalle ] - 00, x[. 
Contrainte C4: Si XES et x <EGO, x0 doit etre place dans l’intervalle Ix, + a[. 
Completons D en un cercle D* possedant un point co. Chaque zone associee a une 
contrainte d’un des 4 types ci-dessus, correspond une partie ouverte de D, qui n’est pas 
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forcement un intervalle de D, mais dont le complementaire dans D est un intervalle 
ferme. 
Supposons des lors qu’il ne soit pas possible de placer x0, c’est a dire que 
l’intersection des zones definies pour x0 par les differentes contraintes Ci(i~ 1,2,3,4), 
soit vide, et essayons d’en deduire a chaque fois une contradiction. 
Une famille d’intervalles ouverts sur un cercle est d’intersection non vide si et 
seulement si il est possible d’extraire de la famille des complementaires une sous- 
famille qui couvre le cercle tout entier et dont le graphe d’intersection soit un cycle 
elementaire sans corde (eventuellement degtnere en une seule a&e). Soit done 
r = u,, . . . , up une telle sous-famille de complementaires d’ouverts U1 , . . . , U, asso- 
ties a des contraintes d’un des 4 types Ci, ie 1. .4. Nous definissons la signature s(r) de 
r comme etant le quadruplet (sl, . . . ,sq) ou si est le nombre d’ouverts de la famille 
u i, . . . , U, associe a la contrainte Ci. On verifie que les configurations possibles pour 
la signature s(r) de r sont les suivantes: 
(O,SZ? 171); 
(Ces 2 dernieres configurations sont symetriques.) 
On concluera en examinant cas par cas chacune de ces configurations possibles et 
en exhibant a chaque fois la contradiction recherchee. 
0 Cas s(r)=(2,0,0,0). 11 existe done a, beE contenant x0 et tels que 
succ(f(a)) d D pred (d(b)), ce qui implique que cl(S n (a u b)) # S A (au b), soit 
une contradiction avec le fait que au b est dans E. (-cD) est ici la relation 
d’ordre de D). 
l Cas .s(r)=(2,sz,0,0) et s2 #O. 11 existe done a, bEE et contenant xo,el, . . . ,~,EE et 
ne contenant pas x0, tels que: e = er u . . . u e,E E du fait de la stabilitt de E par union 
connexe: 
d(e)Eb--a; f(e)a-b; 
On verifiera alors que les 3 sommets x o,d(e),f(e) et les 3 a&es e, a, b forment un 
triangle, soit une contradiction. 
. Cas s(r)=(l,O, 1,O). 11 existe done UGE contenant x0 et YES tels que: 
~,<~t; t <,d(Snu). 
La compatibilite de la relation < E avec E, qui se dtduit aisement de la compatibilite 
de la relation Comp(E, <) avec E, implique d(s A a) cE t, ce qui contredit le fait que 
le prolongement partiel de S sur D respecte l’ordre cE. 
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l Cass(r)=(1,s2,1,0)ets,#0. I1existedonca~Econtenantxc,,t~StelquexO<Et, 
eEE ne contenant pas x0 tel que: 
d(e) < opred(d(a)) CD t d of(e) CD succ(f(a)). 
Des lors t est dans e et on a, par compatibilite de cE avec E: x0 cE d(e). Mais d(e) 
n’est pas dans a et done t -cE d(e) et done le prolongement partiel de S sur D ne 
respecte pas l’ordre cE. 
l Cas s(r) = (0, 0, 1,l). 11 existe done t, t’ dans S tels que: t’ -cE x,, cE t et t dD t’. Le 
prolongement partiel de S n’est done pas compatible avec l’ordre cE. 
l Cas &(~)=(O,S~, 1,1) et s2#0. I1 existe done t, t’ES, eeE ne contenant pas x0 et 
tels que: 
d(e) dD t <Dt’ <Df(e), 
t <EX,; x0 <Et’. 
Les sommets t et t’ sont done tous deux dans e et on obtient alors aisement une 
contradiction sur la compatibilite de l’ordre cE avec E. 
0 Cas ~(r)=(l,.s~,O,O) et s2 #O. I1 existe done ueE et contenant x0, 
e=e, u ... u eS2EE, ne contenant pas x0, tels que: 
d(e) GDpred(d(a)) d Dsncc(f(a)) dDf(e). 
(d(e)) etf(e) sont done dans e-u qui est dans E (stabilitt de E par difference). Mais 
S n(e - a) # cl(S n (e -a)) ce qui induit une contradiction. 
4. Algorithmes de Reconnaissance des hypergraphes ordonnbs intervalle 
reprksentables 
Notations: Soit H = (X, E) un hypergraphe, A une partie de X. On notera HA le 
sous-hypergraphe de H induit par A et defini par: 
HA=(A,{enA, eEE}). 
Rappels: Technique des PQ-arbres (Booth et Lueker [4]). 
Booth et Lueker ont present& [4] un algorithme polynomial qui permet d’exhiber 
toutes les representations dun hypergraphe intervalle representable H = (X, E) 
comme famille d’intervalles pour des points align& sur une droite et qui renvoie un 
message d’ichec dans le cas oti de telles representations n’existent pas. L’ensemble des 
representations ainsi mis en evidence a la forme dun arbre dont les feuilles sont 
exactement les sommets de H et les autres sommets sont etiquetes P ou Q. On obtient 
alors une representation en procedant comme suit: 
Soit t la racine de l’arbre, dont les descendants directs sont notes tr, . . . , t, et 
auxquels correspond une partition Xi, . . . , X, de X. Chaque ti est la racine d’un 
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PQ-arbre qui resume les representations possibles des sous-hypergraphes Hxi. Si t est 
etiquett P, on choisit une permutation quelconque w de { 1,2, . . . , s}, et on place dans 
l’ordre sur la droite D, les points de XwCI), d’une facon compatible avec la structure de 
H%l), puis de la meme man&e ceux de XwCzI, et ainsi de suite jusqu’a ceux de X,,+). 
N.B.: L’ensemble Xi est en fait l’ensemble des feuilles de l’arbre sit&es en dessous 
de ti, un m&me sommet de H apparaissant exactement une fois comme feuille de 
l’arbre. 
Si t est etiquete Q, on pro&de de m&me, la permutation w devant etre choisie 
comme etant une des deux permutations (1,2, . . . , s) ou (s, s- 1, . . . , 1). 
Le PQ-arbre associe a un hypergraphe H s’obtient par examen successif des 
differentes a&es de H. 
Si I’on note pour chaque sommet t dun PQ-arbre, qui n’est pas une feuille, d(t) le 
nombre de ses descendants directs, et r(t) le nombre de feuilles de l’arbre situees en 
dessous de t. on obtient les deux relations suivantes: 
(a) IXl=1+C,W)-1); 
m C,m~Iw. 
Supposons maintenant que H = (X, E, <) soit un hypergraphe ordonne, et que l’on ait 
su construire un PQ-arbre pour la famille E. Soit t un sommet de cet arbre, qui n’est 
pas une feuille, et dont les fils directs sont notes tl, . . . , t,. A t correspond une partie 
X(t) de X (les feuilles situees en dessous de t dans l’arbre), et une partition: 
X(t)=X(t1)u ... u X(t,). 
Notons R, la relation definie sur tl, . . . , t, par: 
ti R, tj si il existe xEX(ti) et 
yEX(tj) tels que X < y. 
On obtient alors: 
ThCorGme 4.1. Avec les notations ci-dessus, H = (X, E, <) sera intervalle reprbentable 
si et seulement si pour tout sommet t du PQ-arbre de la famille E, qui n’est pas une feuille, 
on a: 
(a) Si t est ktiquetk P, la relation R, est suns circuit; 
(b) Sit est ttiqueti Q, R, est compatible avec un des 2 ordres: tI, tZ, . . . , t, ou 
ts,ts-1, ..* ,t1. 
La demonstration de ce resultat, qui traduit avant tout la possibilite’ pour une 
relation sans circuit (dont la fermeture transitive est un ordre partiel) de se prolonger 
en un ordre total (Dushnik et Miller), s’effectue aidment par induction sur la 
profondeur du PQ-arbre associt a la famille E et est des lors laisste au lecteur. 
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Les relations (E) et (/I) relatives a la taille d’un PQ-arbre permettent de majorer le 
temps de construction des differentes relations R, et de verification des propositions 
(a) et (b) et des lors de conclure a la polynomialitt de la reconnaissance des hyper- 
graphes ordonnts intervalle reprtsentables. 
5. Une technique de g&ration d’optimums locaux pour le probkme gCnkra1 
Reprenons la problematique de recherche dun plongement des sommets de 
l’hypergraphe ordonne H =(X, E, <) qui minimise la quantite CepE k, * cl(e). 
11 est possible, en reprenant la mtthode des PQ-arbres, ou en s’inspirant de la 
demonstration du Theoreme 3.1, de concevoir plusieurs heuristiques possibles pour la 
resolution de ce probleme. Nous allons en presenter une seule, dont l’originalite est de 
s’appuyer sur la possibilite de gtntrer tous les plongements optimaux par rapport au 
critere d’amelioration locale dtfini ci-dessous: 
&t&e (Co): Suposons en effet que les sommets de H aient Ite plonges sur la droite 
D, d’une facon compatible avec la relation <, et qu’existe alors xO~X, egE tels que 
xe~cl(e)-e et que l’une des 2 assertions suivantes soient vraies: 
(Al) Pour tout fgE et contenant x0 on a d(cl(e))Ecl(f) et de plus il n’existe pas 
XEX situe sur D entre d(cl(e)) et x0 et tel que x<xo. 
(A2) Pour tout GEE et contenant x0 on af(cl(e))Ecl(f) et de plus il n’existe pas 
XEX sit& sur D entre x0 et f(cl(e)) et tel que x0 <x. 
Dans le cas de la Fig. (Al), nous obtiendrons une amelioration stricte de notre 
plongement en deplacant x0 entre pred(d(cl(e))) et d(cl(e)); Dans le cas (A2), nous 
placerons x0 entref(cl(e)) et succ(f(cl(e))). 
Supposons maintenant qu’un ensemble S de sommets de l’hypergraphe ordonne 
H =(X, E) ait et& plonge sur la droite reelle D, de facon compatible avec la 
relation d’ordre. Notre hypothese est que il est possible de completer ce plongement 
partiel en un plongement de X sur D qui soit optimal par rapport au critere 
d’amelioration ci-dessus. Nous cherchons done a choisir x,-,EX - S qui pourrait-&tre 
place sur D juste apres f(S) de facon a permettre la conservation de l’hypothese 
precedente. 
Pour cela nous formons les ensembles RFl, RF2, RF3 comme suit: xOe S est dans 
RF1 s’il existe eEE contenant x0 et inclus dans Su{x,_-,} et tel que: 
3yEcl(enS)-e 
satisfaisant les implications: 
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x0$ S est dans RF2 s’il existe ecE ne contenant pas x0 tel que en S # 4 et satisfaisant 
les implications: 
fgE 
XOEf 
* d(cl(enS))Ecl(fnS); 
XES 
x<x =>x<Dd(cl(enS)), 
0 
xo~S est dans RF3 s’il existe y#S tel que y<x,. 
Considerons alors la procedure suivante GENOPT: 
Debut 
S:= 4; Continue := vrai; 
Tant que S # X et Continue = vrai faire 
debut 
Si X-S= RF1 v RF2 u RF3 alors Continue := faux sinon 
debut 
choisir x,$SuRFl uRF2u RF3; Placer x0 sur D 
juste apres f (S) 
s:=sux,; 
fin; 
fin; 
fin. 
ThCorGme 5.1. Un plongement c de X SW D gh?ri par GENOPT estforcCment optimal 
pour le critBre Co; tout plongement optimal pour le critdre (Co) peut &tre g&&6 par 
GENOPT. 
DCmonstration. Considerons un plongement IS de X sur D obtenu par GENOPT. Si 
x, y~x existent alors tels que x < y et y cD x, c’est que y etait dans RF3 au moment ou 
il a ete place. Si x~EX, eFE existent tels que la partie (Al) du critire (Co) puisse ttre 
applique, c’est que x0 etait darts RF2 quand il a ete place par GENOPT. Si enfin 
X~E X, egE existent tels que la partie (A2) du critere (Co) puisse etre applique, c’est que 
f(cl(e)) etait dans RF1 quand il a ete place sur D par GENOPT. (Verification aisee). 
Reciproquement, si CJ est un plongement de X sur D optimal pour (Co), il suffit de 
verifier que pour chaque x~EE, x0 aurait pu etre choisi par GENOPT des lors que Ton 
pose S = {xcX/x cD x0] (<n est bien stir l’ordre sur D, les points de X etant plonge 
par 0 sur D). 
Une mtthode de separation et evaluation peut des lors ttre concue pour le 
probleme de la minimisation de la quantite CesE k,cl(e): CJ etant un plongement 
partiel de S c X, compatible avec l’ordre <, notons P, le probleme ‘consistant 
a prolonger 0 en un plongement o* de X sur D, tel que tous les points de X - S soient 
sit& sur D apres les points de S, et tel que la quantite CeeE k, * d(e) soit la plus petite 
possible. 
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Si x0$& notons alors a(~,,) le plongement de Suxa. sur D obtenu en placant 
x0 juste aprZsf(D) sur D. 
P, se &pare alors en tous les problemes POcxOJ, x0 susceptible d’etre genere par 
GENOPT a partir de CT. 
Une evaluation (grossiere) de P peut par exemple Ctre fournis par la quantite: 
Eual(P,)= 1 k,(lcl(Sue)l+le-SI). 
eeE 
6. Un probl&me de reprdsentation pour des graphes d’intervalles flkchts 
Notations: Un graphe simple G = (X, E) etant don& nous noterons G= (X, I?) son 
complementaire et A(E) l’ensemble des arcs a, b soustendus par une arete [a, b] de G. 
Si A c A(E), le support de A sera la partie B de E form&e des a&es [x, y] telles que 
x,EA. 
Sur A(E), nous noterons R, la relation de forcage definie par: 
- - 
[u,b]~E, [b,c]$E[u,c]~E * u,b R,zet b,u R,z 
et nous noterons R la fermeture transitive de R,. 
T ttant une relation d’equivalence sur un ensemble 2, E,(T, u) est la classe 
d’tquivalence de u sur Z pour T. 
Pour u=a dans A(E) nous noterons u-l l’arc b,a: et nous posons: 
I E,(R ~1 I= E,(R ~1 u E,(R u - ‘1. 
Rappels: Un graphe simple G =(X, E) est dit d’ordre si il est possible d’orienter ses 
a&es de facon a obtenir le graphe oriente d’une relation d’ordre. 
Un graphe simple est dit graphe d’intervalles s’il peut etre consideri: comme le 
graphe d’intersection dune famille d’intervalles fermts de la droite reelle. 
Nous savons: 
Thborkme (Columbic [9] et Pnueli et al. [lo]). Un gruphe simple G=(X, E) est gruphe 
d’ordre si et seulement si pour tout UE A(E) on a E,(R, u) #E,(R, z.- ‘). 
Thkorkme (Gilmore et Hoffman [8]). Un gruphe simple est gruphe d’interualles si et 
seulement si il ne posst?de pus de cycle de longueur 4 suns corde et si son compltmentaire 
est un gruphe d’ordre. 
Nous nous inttresserons des lors au probleme suivant, dont l’enonces inspire des 
problemes de verification de coherence qui se posent en robotique quand on desire 
tester la faisabilite d’un plan partiel, forme de differentes actions a effectuer entre 
lesquelles sont imposees diverses relations temporelles (voir par example Allen Cl]). 
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On se donne un quadruplet forme dun graphe simple G = (X, E), de deux familles 
Ov et Znc d’arcs de A(E) et d’une famille Ant d’arcs de A(E). 
Notant d(Z) et f(1) respectivement le debut et la fin dun intervalle I de la droite 
reelle ordonnee D, on desire associer a chaque moment x de G un intervalle ferme r(x) 
de D de telle sorte que: 
(1) CX,YIEE ssi Wnr(y)f4 
(2) GEOV * d(r(x))<d(r(y))<f(r(x))<f(r(y)); (< denote ici la relation 
d’ordre sur D, en I’absence de toute confusion possible). 
(3) SElnc q r(x) cr(y); 
(4) K?EAnt * f(+))<&(y)). 
_ Pour XEE, notons Vc(x) l’ensemble des sommets de G adjacents ou egaux a x. 
_ Si SEOV, et [z, y] E& et si [x, z]EE, alors une representation r de (G, Ov, Inc, Ant) 
devra satisfaire f(r(z)) < d(r(y)). Symmetriquement, si ~EOV, [z, y] pi? et 
[x, Z]EE alors if faudra avoirf(r(y)) < d(r(z)). Nous notons done Co(Ant, Ov) la plus 
petite famille B d’arcs de A(@ qui contient Ant et est telle que: 
Si 
-+ 
x,y ( Y,X WV, 
si 
et si 
cz, Yl E E 
alors 
z,(y,W. 
_ Soit H =( Y, F) un graphe simple, A une famille d’arcs de A(F). On dira que A est 
ordre extensible, si A peut etre prolongi: en une orientation de H qui soit 
representative d’une relation d’ordre sur Y. Une condition clairement necessaire 
pour l’existence dune telle extension est que 2 arcs u et u_ 1 de A(F), support& par 
une m&me arete de H ne soient pas dans A, et de facon plus gentrale que A ne 
contienne pas de circuits. D’autre par, si nous notons A* la plus petite famille B de 
A(F) qui contient A et est telle que si ugA, alors E,(R, u) est inclus dans B, alors il est 
clair que l’extensibilite de A est tquivalente a celle de A*. 
Nous pouvons alors enoncer les resultats suivants. 
ThCorkme 6.1. Soit un quadruplet (G=(X, E), Ov, Znc, Ant). 
(a) (G, Ov, inc, Ant) est intervalle reprdsent%si et seulement si (G, Ov, 4, Ant) l’est 
aussi et si [‘implication suivante est vraie: Si x,y Elm, alors Vo(x) c V,(y). 
(b) (G, Ov, 4, Ant) est intervalle representable si et seulement si (G, 4, I$, Co(Ant, Ov)) 
I’est aussi. 
(c) (G, q5,4, Ant) est intervalle representable si et seulement si le graphe G n’admet 
aucun cycle de longueur 4 sans corde et si la famille Ant* d’arcs de G=(X, l?) est ordre 
extensible. 
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ThitorGme 6.2. Soit G = (X, E) un graphe simple, A une famille d’arcs de A(E). 
A est ordre extensible si et seulement si la famille A* induit un graphe orient& sans 
circuit. 
Remarques. La polynomialite de la reconnaissance des quadruplets (G, Ou, Znc, Ant) 
se deduit aisement des enonces ci-dessus. De la m&me maniere, on pourrait sans 
difficule modifier (a) et (b) du Theoreme 6.1 de maniere d pouvoir interpreter 
les relations de Znc et Ou comme des relations d’inclusion ou de recouvrement 
strictes. 
6.1. Demonstration du Thtoreme 6.1 
Partie (a): Considerons une representation r de (G, Ov, 4, Ant), c’est a dire une 
fonction de X dans l’ensemble des intervalles fermes de la droite D qui satisfait les 
axiomes de definitions (l-4) et supposons la minimale au sens qu’il n’existe pas de 
representation r’ telle que pour tout XEX, r’(x) c r(x), une de ces inclusions Ctant 
stricte. Supposons aussi que pour tout G dans Znc, on a Ve(x) c Vc(y). 11 nous suffit 
de prouver alors que r est une representation de (G, Ou, Znc, Ant), la partie reciproque 
de l’equivalence (a) etant triviale. Si tel n’est pas le cas il existe =~Znc tel que par 
exemple d(r(y)) > d(r(x)). 
Essayons de diminuer r(x) en augmentant la valeur de d(r(x)). (11 est clair que r(x) 
n’est reduit a un point). La minimalitt de r fournit l’une des deux situations suivantes: 
(a) !lz~X/[x,z]~E et f(r(z))=d(r(x)); 
(B) 3z~X/x,~0~ et d(r(x))=d(r(z)); 
(a) implique z~Ve(x)- Vc(y) et une contradiction. 
Dans le cas ou seul (/I) existe, on constate que un r(z) associe a (p) ne peut Ctre reduit 
a un point et on contredit la minimalitt de r en augmentant simultantment d(r(x)) et 
tous les d(r(z)) susceptibles d’apparaitre dans une configuration de type (/I). 
Partie (b): A nouveau, un des deux cot& de l’equivalence a demontrer est trivial, et 
nous considerons une representation minimale r de (G, 4,+, Co(Ant, On)), dans le but 
de prouver que r est aussi une representation de (G, Ov, 4, Ant). 
Si tel n’est pas le cas, soit done x,~Oa tel que par exemple d(r(y))<d(r(x)). 
L’intervalle r(y) n’est alors surement pas reduit a un point. Comme precedemment, 
nous essayons de diminuer r(y) en augmentant simultanement la valeur de d(r(z)) et de 
tous les d(r(z)) tel que d(r(z))=d(r(y)) et ~EOV et nous constatons une impos- 
sibilite si il existe tEX tel que [t, yl~E et f(r(t))=d(r(y)). Mais on devrait avoir alors 
s~Co(Ant, Ov), ce qui induit une contradiction sur les positions relatives de r(x) et 
r(t) sur D. 
Partie (c): 11 est connu (voir demonstration due theoreme de Gilmore and Hoffmann 
[S]), que d&s lors que le graphe G=(X, E) est sans cycle de longueur 4 sans corde et 
que le complementaire de G est orientt de facon a rep&enter une relation d’ordre 
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-=c sur X, alors une representation I de G comme graphe d’intervalle peut etre trouvee 
telle que: Si x, y~‘x et x < y alorsf(r(x)) < d(r(y)). Notre resultat s’ensuit alors de facon 
immediate. 
6.2. Dkmonstration du Thtort?me 6.2 
Rappel: Lemme du triangle ([9]). Soit a, b, c 3 sommets du graphe G =(X, E) formant 
un triangle et tels que: 
E,(R, a) f E,(R a,); 
E,(R, z) # E,(R, b,). 
Soit aussi [Ix, ~]EE tel que E,(R,s)=E,(R, 3). 
Alors on a: z R z et b,c R s. 
Ce lemme permet de verifier que si l’on suppose que 2 arcs u et u- ’ ne peuvent etre 
dans une meme classe de A(E) pour la relation R, alors chaque classe E,(R, v), UEA(E) 
est transitive, ce qui signifie l’implication: 
z et y,EE,(R, v) *~EE,(R, 4. 
Definition. Quotient d’un graphe par une relation d’equivalence. Un graphe simple 
H=(Z,F) etant donne, ainsi qu’une relation d’tquivalence sur Z, nous notons 
HI-= (Z/ -, F/ -) le graphe defini sur les classes d’equivalence de Z pour la relation 
-, de la facon suivante: 
sont adjacents dans Hj- si et seulement si il existe 
adjacents dans H; 
Nous effectuons alors la construction suivante, interessante en soit: G =(X, E) etant 
notre graphe, et AEA(E) la famille d’arcs que nous voulons completer en une 
orientation d’ordre des a&es de G, notons A(E)/R le quotient de A(E) par la relation 
R. Pour chaque classe c=E,(R, u) dans A(E), nous notons c- 1 la classe E,(R, u-‘) 
avec a convention (c-‘)-I = c. A chaque CEA(E)/R, nous associons deux objets d(c) et 
f(c) que nous relions par une arete simple. Posant: 
x1 = Ud(E),R {44f(c)~ 3 
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nous obtenons un grahe G1 sur X1 qui se quotiente en un graphe Gz =(X2, E,) par la 
relation qui pour tout CEA(E)/R rend equivalent d(c) et f(c-‘). 
Nous definissons alors une relation -sur Xz comme suit: 
Tout element s de Xz peut s’ecrire d(c) ou c est un certain element de A(E)/R. Nous 
poserons s-r dans X, si il existe x,y, ZEX tels que: 
s=W,(Rx,)); r=d(E,,R,x,); 
et 
IE,(R,x,)l#I~,(~,y,)lfl~,(~,x,)l;(~) 
ou bien si 
s = r. 
On dira alors que le triangle {x, y, z} de G supporte la relation s-r. 
Un triangle {x, y, z} de G satisfaisant (a) sera dit triangle fort. 
Lemme 6.3. La relation - est une relation d’equivalence, dts lors que l’on suppose qu’il 
n’existe pas UEA(E) tel que u R u- ‘. 
Dbmonstration. 11 nous suffit clairement de verifier que west transitive. Considerons 
s, r, pEX, et 2 triangles forts {x, y, z} et {x’, z’, t} qui supportent les relations s-r et 
r-p. 
La relation z R n et le lemme du triangle applique a partir de cette relation et 
du triangle {x’, y’, z’} permet de dire que le triangle x, z, t est fort et supporte aussi la 
relation r-p. Nous d&irons des lors prouver s-p. 11 nous suffit de prouver que 
{x, y, t} est un triangle fort. Mettant de c6te le cas trivial s R 3 on constate que 
l’arete [y, t] est dans E. Supposons 3 R 3 (et par transitivite de E,(R, x, y), 
x,RR). 
Le lemme du triangle applique au triangle {x, y,z} et a la relation 
3 R z produit 3 R z ce qui contredit le fait que {x, z, t} soit un triangle 
fort. Done E,(R, 3) # E,(R, z). (/I) 
Supposons maintenant que le triangle x, y, t ne soit pas fort, parce que par exemple 
~R~ou~R~. 
Le deuxieme cas fournit s Rt, (par transitivite de E,(R,s)) et done une 
contradiction avec @I). 
Le premier cas fournit par application du lemme du triangle au triangle {x, y, z} et 
a relation s R G : - z, x R 3 et une contradiction sur le fait que {x, z, t} soit un 
triangle fort. 
On continue en supposant, et ce jusqu’a la fin de la demonstration du Theoreme 
6.25, qu’il n’existe pas ucA(E) tel que u R u-l. 
Lemme 6.4. Si s,YEX~, ceA(E)/R tels que s=d(c), r=d(c-‘)=f(c), alors on ne peut 
avoir s-r. 
C’est evident 
supportant une 
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compte tenu de la definition meme de la relation -. Un triangle 
telle relation s-r ne pourrait etre fort. 
Lemme 6.5. Chacune des composantes connexes du graphe quotient Gz/-est une 
clique, suns boucle. 
Dkmonstration. L’absence de boucle dans Gz decoule du Lemme 2. Supposons 
s, r, p, p’ dans X2, c, c’eA(E)/R tels que: 
s - r; d(c)=s; d(c’) = r; f (c)=p; f (c’)=p’. 
11 s’agit pour nous de prouver que p et p’ sont adjacents ou confondus dans 
G,/-. La relation s-r est supportte par un triangle fort {x, y, z} qui supporte aussi 
les relations: 
p et p’ sont done bien adjacents dans G,/-. 
Notons maintenant que chaque arete de G se projetant en une arete de G,/-, (qui 
n’est pas une boucle), les arcs de notre famille A de depart se projettent en une famille 
A, de A(E,/-). 
Lemme 6.6. Si c = E,(R, x,, ct c’ sont 2 klements de A(E)/R tels que: 
c’#c_’ et f(c)-d(c’). 
alors il existe zeX adjacent ri y tel que c’=E,(R, 2). 
DCmonstration. On a bien sur c #c’ et done [cl # lc’l. Le relation d(c’) -d(c_ 1) est 
done supportee par un triangle fort, et le lemme du triangle nous a deja permis de 
verifier que le representant de c dans ce triangle pouvait Ctre choisi comme etant 
3. Ce troisieme sommet de ce triangle constitue alors l’element z recherche dans 
notre lemme. 
La demonstration du Theoreme 6.2 s’acheve alors aisement. Le Lemme 6.6 nous 
permet de voir que la famille AZ d’arcs de A(E,/-) est sans circuit puisque s’il existait, 
un circuit de AZ se releverait en un circuit A. AZ peut done etre prolongee en une 
orientation de G,/ - d’ordre (puisque G,/ - est une union disjointe de cliques). A son 
tour, cette orientation se releve en une orientation de aretes de G, forcement transitive, 
puisque tout circuit selon cette orientation se projetterait aussitot en un circuit sur 
l’orientation en ordre G,/ - . 
Remarque. Si la demonstration ci-dessus est quelque peu delicate, la reconnaissance 
des orientations ordre extensible est tout a fait simple, puisqu’il suffit de reprendre 
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l’algorithme fourni en [9] et [lo] pour l’effectuer, de la facon suivante: 
Debut 
Not echec; Ordre :=& 
Tant que Not echec et E # q5 faire 
debut 
Choisir GEA(E); (Si A # q5, alors 3 doit etre dans A). 
Si x,; R 3 alors Cchec := vrai sinon 
debut 
Ordre := Ordre u E,(R, G)); A:= A - E,(R, 2)); 
E:= E - Support (E,(R, z)); 
fin 
fin 
(Le soin est laisst au lecteur de se referer a [9] et done de verifier que l’algorithme 
ci-dessus fournit une extension Ordre de A du type cherche d&s lors qu’une telle 
extension existe.) 
7. Un probldme relatif aux ordres cycliques 
La technique de demonstration utilisee pour le Theoreme 6.2 peut se reutiliser dans 
d’autres contextes, une famille F de triplets dun ensemble X est dit constituer un 
ordre cyclique si l’on a: 
Si(x, y, z&F alors (y,z,x)~F; (stabilite par rotation) 
Si(x, y, z)EF alors (y, x, z)#F; (Antisymttrie) 
Si(x, y, z) et (z, t, X)EF alors (y, z, t) et (t, x, y) EF; (Transitivite) . 
Ce concept, introduit pour la premiere fois par Huntington [7] en 1929 vise 
a formaliser les problemes mettant en jeu les positions relatives de points ou 
d’intervalles sur un cercle, ou sur un groupe commutatif (produit de groupes cycliques 
ou isomorphes a Z). 
F etant une famille de parties a 3 elements (triangles) d’un ensemble X, on note A(F) 
l’ensemble des triplets support& par des triangles de F, et on desire savoir a quelle 
condition F sera orientable en un ordre cyclique. Pour cela on construit une suite de 
relations R, et R,* sur A(F) de la facon suivante: 
On pose (x, y, z) Rb(x, y, t) si l’un des triangles { y, z, t} ou {x, z, t} n’est pas dans F. 
RA est alors la fermeture transitive de Rb et R,* est la fermeture de R, par rotation, c’est 
a dire la plus petite relation Rel contenant R,, et telle que si (x, y, z) Rel (x’, y’, z’) alors, 
on a aussi (x, y, z) Rel (y’, z’, x’). On continue par induction en posant 
(x,y,z)Wx,y,t) si (x,~,zW-~(x,~,t), 
ou si 
(z, r, y) R,*_ I (z, t, 4 
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et en notant R, la fermeture transitive de RA et R,* la fermeture de R, par rotation. On 
note enfin R l’union des relations R, et R* l’union des relations R,*. 
Notant u _ I le triplet (y, x, z) inverse du triplet u = (x, y, z) nous obtenons alors: 
Thboreme 7.1. La famille F de triangles de l’ensemblefini X est orientable en un ordre 
cylique si et seulement si il n’existe pas u duns A(F) tel que u R* u-l. 
Nous allons seulement donner de ce resultat une demonstration resumee le schema 
de base Ctant celui de la preuve du Theoreme 6.2, nombre de details Ctant a verifier au 
cas par cas. 
Notons tout d’abord que la relation R Porte sur des triplets et met done en 
correspondance les points de deux triplets en relation, alors que la relation R Porte 
quant a elle sur des classes d’tquivalence de triplets, consider& a rotation pres. 
Observons encore que R et R* sont toutes deux des relations d’tquivalence. 
Lemme 7.2. Soient x, y, z, tEX, tous distincts, et tels que le triplet (x, y, z) n’est iquivalent 
selon R*, ni avec (x, t, y), ni avec (z, t, x), ni avec (y, t, z). Soit aussi (x’, y’, z’) tel que 
(x’, Y’, z’) R (x, Y, ~1. 
Alors on a: 
(x, Y, t) R b’, Y’, t), (x, z, t) R b’, z’, t) et (Y, z, 0 R (Y’, z’, 0 
Demonstration par recurrence sur n, analogue a celle du lemme du triangle. 
Lemme 7.3. Si l’on suppose qu’il n’existe pas ueA(F) tel que u R* u- 1 (@) et si (x, y, z) et 
(x, t, y) sont dans la m&me classe d’kquivalence pour R*, alors cette class-e contient aussi 
(z,x, t) et (t, y,z) (qui sont done eux aussi dans A(F)). 
Ce lemme, qui fournit sous l’hypothbe (@) la transitivite dune classe d’equivalence 
pour R*, se demontre dune facon analogue a ce qui se fait dans le contexte des graphes. 
Le quotient K/T dune famille K de triangles dun ensemble Z par une relation 
d’equivalence r sur Z se definit comme le quotient dun graphe, par: 
Trois classes cr , c2, c3 de Z/T forment un triangle de K/T si il existe dans Z trois 
representants de ces classes qui forment un triangle de K. 
Nous effectuons alors la construction suivante. A chaque class c dans A(F) pour la 
relation R, nous associons 3 points d,(c), d,(c), d2(c) et un triangle forme de ces trois 
points. Nous quotientons tout d’abord la structure obtenue, de la facon suivante: 
Si c = E,(R, (x, y, z)) et c’ = E,(R, (y, z, x)), alors nous rendons equivalents di(e’) et 
di+ I(e) pour iE{O, 1,2}, l’addition ttant prise modulo 2. 
Sur l’ensemble Xz de points ainsi obtenu, nous disposons done d’une famille quotient 
Fz de triangles. 
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Pour c=E,(R,(x, y, z))EA(F)/R nous notons c-l la classe E,(R (y, x,z)) et 
Icl=Norme de (x,y,z)=l’union cut-i. 
Nous disons qu’un quadrangle x, y, z, t de X est fort s’il est tel que les normes de ses 
4 sous-triangles soient toutes disjointes. 
Nous definissons alors dans Xz une relation -cornme suit: 
Tout element de X, peut s’ecrire di(c), ou ~EO.~,CEA(E)/R, et ce d’au moins 
3 facons. Nous poserons s-r dans X2 si il existe un quadrangle fort {x, y, z, t} de 
X tel que s = &(-&R, (x, Y, z))) et r = &(E,(R (x, Y, 0)). 
On dira que le quadrangle (x, y, z, t} supporte la relation s-r. 
Lemme 7.4. La relation west une relation d’equivalence, dds lors qu’on efectue 
I’hypothdse (@). 
Lemme 7.5. Si s, reX,, ceA(F)/R sont tels que s=da(c), r=dI(c) avec i= 1 ou 2, et si 
l’on se place sous l’hypothese (CD), alors on ne peut avoir s-r. 
Lemme 7.6. Toujours sous l’hypothese (@), si deux triangles T et T’ de F2 j-ont un 
point en commun, alors ils en ont deux, et les 4 points contenus dans Tu T’ dejnissent 
deux triangles qui sont aussi dans F,/-. 
Ces lemmes se demontrent selon les techniques employees pour la demonstration 
des lemmes 6.3-6.5 du Thtoreme 6.2. Ils’ecrivent d’ailleurs selon des formalismes tout 
a fait analogue. 
Le thtoreme 6 s’ensuit alors de facon simple. 11 est clair que si l’hypothese (@) n’etait 
pas satisfaite, une orientation convenable de F serait impossible a trouver, la relation 
(r, y, z) R * (x’, y’, z’) signifiant que si (x, y, z) est l’orientation choisie pour le triangle 
{x, y, z} alors (x’, y’, z’) sera l’orientation de {x’, y’, z’}. 
Rtciproquement, l’hypothtse (@) ttant effectde, la famille Fz/-est form&e dune 
famille de 3-hypergraphes disjoints (au sens des sommets), qui sont des cliques. 
(Un 3-hypergraphes H=(X, E) est une clique, si tout triangle de X est dans E). 
Cette famille F,/ - peut done Ctre orientee en un ordre cyclique, et on verifie aisement 
que cette orientation se releve en une orientation de F qui fournit sur X un ordre 
cyclique. 
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