Abstract-In this paper, we propose a distributed secondorder method for reinforcement learning. Our approach is the fastest in literature so-far as it outperforms state-of-the-art methods, including ADMM, by significant margins. We achieve this by exploiting the sparsity pattern of the dual Hessian and transforming the problem of computing the Newton direction to one of solving a sequence of symmetric diagonally dominant system of equations. We validate the above claim both theoretically and empirically. On the theoretical side, we prove that similar to exact Newton, our algorithm exhibits super-linear convergence within a neighborhood of the optimal solution. Empirically, we demonstrate the superiority of this new method on a set of benchmark reinforcement learning tasks.
I. INTRODUCTION
Sequential decision making (SDM) is an essential component of autonomous systems. Although significant progress has been made on developing algorithms for learning SDM tasks, these algorithms often require large amount of training before achieving acceptable performance. This is particularly true in the case of high dimensional tasks that arise in robotics. The cost of this experience can be prohibitively expensive (in terms of both time and fatigue of the robot's components), especially in scenarios where an agent must be able to quickly acquire control policies.
Consequently, for learning acceptable control policies, reinforcement learning algorithms typically require a large number of explorative trajectories. With such an increase in the number (and horizon) of trajectories, SDM problems can be framed as "Big Data" ones to which centralized solutions can become easily inapplicable. Distributed computation of trajectories across multiple processing units holds the promise for reinforcement learning algorithms that are both rich-enough to capture the complexity of SDM data, and scalable-enough to handle large number of trajectories efficiently.
In the setting of distributed reinforcement learning, trajectories are split across multiple processing units, each having access to local SDM objectives. The goal is then to minimize a sum of local costs while ensuring consensus across all processors. Generally, there are two classes of algorithms for distributed optimization. The first is sub-gradient based, while the second relies on a decomposition-coordination procedure. Sub-gradient algorithms proceed by taking a gradient related step that is followed by averaging with neighbors at each iteration. The computation at each step is relatively cheap and can be implemented in a distributed fashion [1] , [2] . Though cheap to compute, the best known convergence rate of sub-gradient methods is relatively slow given by O 1 √ t with t being the total number of iterations [3] , [4] , [5] . The second class of algorithms solves constrained problems by relying on dual methods. One of the well-known (state-of-the-art) methods from this class is the Alternating Direction Method of Multiplies (ADMM) [6] . ADMM decomposes the original problem into two subproblems which are then solved sequentially leading to updates of dual variables. In [7] , the authors show that ADMM can be fully distributed over a network leading to improved convergence rates in the order of O 1 t .
Apart from accuracy problems inherent in ADMM-based methods [8] , [9] which pose limitation for control problem applications, significant rate improvements can be gained from adopting second-order (Newton) methods. Although a variety of techniques have been proposed [10] , [11] , [12] , less progress has been made at leveraging ADMM's accuracy and convergence rate issues. In a recent attempt [13] , [14] , the authors propose a distributed second-order method for general consensus by using the approach in [15] to compute the Newton direction. As detailed later, this method fails to outperform ADMM, especially when data is high dimensional.
Contributions: In this paper, we contribute to the reinforcement learning literature and propose a distributed Newton method for general consensus optimization that: 1) approximates the exact Newton direction up-to any arbitrary > 0, 2) exhibits super-linear convergence within a neighborhood of the optimal solution similar to exact Newton, and 3) outperforms ADMM and other methods in terms of accuracy by significant margins. We achieve this by exploiting the sparsity pattern of the dual Hessian and transforming the problem of computing the Newton direction to a one of efficiently solving a sequence of symmetric diagonally dominant system of equations. These systems are then solved using a distributed version of the near-linear time solver for SDDM systems originally proposed in [16] .
We present an application of the above method to distributed reinforcement learning. We show that our algorithm is the fastest in literature so-far both in theory and experiments. On the theoretical side, we show that our algorithm exhibits three-phase convergence guarantees, i.e., strict, quadratic, and terminal phases typical of approximate Newton methods. Empirically, we demonstrate that this new method outperforms state-of-the-art techniques (including ADMM) in terms of accuracy on a set of benchmark dynamical control tasks.
II. BACKGROUND

A. Reinforcement Learning
Reinforcement Learning (RL) deals with sequential decision making problems, in which an agent must sequentially select actions to maximize its expected return. Such problems are typically formalized as a Markov decision process (MDP) X , A, P, R, γ , where X ⊆ R d is the (potentially infinite) set of states, A ⊆ R m is the set of possible actions, P : X × A × X → [0, 1] is a state transition probability function describing the system's dynamics, R : X × A → R is the reward function function measuring the agent's performance, and γ ∈ [0, 1) specifies the degree to which rewards are discounted over time. At each time step h, the agent is in state x h ∈ X and must choose an action a h ∈ A, transitioning it to a new state x h+1 ∼ p (x h+1 |x h , a h ) as given by P and yielding a reward r h+1 = R (x h , a h ). A policy π : X × A → [0, 1] is defined as a probability distribution over state-action pairs, where π (a|x) represents the probability of selecting action a in state x. The goal of an RL agent is to find an optimal policy π that maximizes the expected return. The sequence of state-action pairs form a trajectory τ = [x 0:H , a 0:H ] over a possibly infinite horizon H.
Policy gradient methods [18] , [19] have been successful in solving high-dimensional sequential decision making problems, such as the ones arising in robotics control [19] . These methods represent the policy π θ (a|x) using a vector θ ∈ R d of control parameters. The goal is to determine the optimal parameters θ that maximize the expected average return:
where T is the set of all possible trajectories. The trajectory distribution p θ (τ ) and average per time step return R(τ ) are defined as:
with an initial state distribution
Most policy gradient algorithms, such as episodic REIN-FORCE [20] , PoWER [21] , and Natural Actor Critic [22] , employ supervised function approximators to learn the control parameters θ by maximizing a lower bound on the expected return of J (θ). To achieve this, one generates trajectories using the current policy π θ , and then compares the result with a new policy parameterized byθ. As described by [21] , the lower bound on the expected return can be attained using Jensen's inequality and the concavity of the logarithm:
We see that this is equivalent to minimizing the KL divergence between the reward-weighted trajectory distribution of π θ and the trajectory distribution pθ of the new policy πθ.
The goal in this paper is to develop a second-order method for distributed reinforcement learning. To compute the Newton direction in a distributed fashion, we exploit the SDDM property of the dual-Hessian (which we prove later). Before diving into the technicalities of our algorithm, we next present basic notions for SDDM solvers that will be used later.
B. SDDM Linear Systems
Symmetric Diagonally Dominant M-Matrices (SDDM) play a vital role in our attempt to compute the Newton direction in a distributed fashion. In this section, we briefly review these forms and present most relevant results for this paper. SDDM systems are linear equations of the form:
with M 0 being a Symmetric Diagonally Dominant M-Matrix (SDDM). Namely, M 0 is symmetric positive definite with non-positive off-diagonal elements, such that for all i = 1, . . . , n: [16] recognize that the inverse of M 0 can be written as:
0 A 0 is also symmetric diagonally dominant, Spielman and Peng recurse the above for a length of O(log n) to arrive at the inverse approximated chain,
with: D i = D 0 , and
Rewriting Equation 2 in terms of the approximated chain, an -close solution to x can be determined using a two step procedure. In the first a "crude" solution to x is returned , see Algorithm 1. The procedure operates in two loops, both running to an order d = O(log n). In the forward loop, intermediate vectors are constructed which are then used in the backward loop to determine the solution x 0 = Z 0 b 0 , where
0 . Since Z 0 incurs an d error (a Algorithm 1 "Crude" SDDM Solver [14] Inputs: Inverse approximated chain C, vector b 0
Algorithm 2 "Exact" SDDM Solver [14] Inputs:
end for Return: -close solutionx = y q .
In order to be used in determining the Newton direction, a distributed version of the above SDDM solver has to be developed. In recent work, the authors in [17] distribute the parallel SDDM solver of [16] across multiple processors. To do so, the system in Equation 1 is interpreted as being represented by an undirected weighted graph, G, with M 0 being its Laplacian. The authors then introduce an inverse approximate chain which can be computed in a distributed fashion. Consequently, both the "crude" and exact solutions can be determined using only local communication between nodes on the undirected graph G. In the consensus problem, we adapt this solver for distributing the computation of the Newton direction.
III. CONSENSUS OPTIMIZATION
Global consensus considers a network of n nodes represented by a connected undirected graph G = (V, E) with |V| = n and |E| = m. Each agent, i, corresponding to a node, can exchange information within its first-hop neighborhood denoted by N (i) = {i ∈ V : (i, j) ∈ E}. The size of N (i) is referred to as the degree of node i, i.e., d(i) = |N (i)|. In the general form, the goal is for each agent to determine an unknown vector x i ∈ R p which minimizes a sum of multivariate cost functions {f i } |V| i=1 with f i : R p → R distributed over the network while abiding by consensus constraints:
A. Distributed Global Consensus
Multiple attempts have been made at developing a distributed implementation for solving the global consensus problem. The majority of these methods suffer from two essential drawbacks. The first is that most methods are focused on the uni-variate case [7] . Though can be extended to the multivariate setting, we show that even upon this extension, our novel method is still capable of outperforming that of [7] and others by significant margins. The second drawback is that introduced in [6] . Here, the authors focus on a parallelized setting and not a distributed one. Parallelized methods assume shared memory that can become restrictive for problems with large data sets. In this work, we focus on the full distributed setting where each processor abides by its memory constraints and the framework does not involve any centralized computation. To commence, we start by introducing a set of vectors y 1 , . . . , y p , each in R n . Each vector y j acts as a collector of every dimension of the solution across all nodes. In other words, each vector y i contains the i th components of x 1 , . . . , x n :
. . .
Clearly, the collection of y 1 , . . . , y p is locally distributed among the nodes of G, since each node, i, needs only to have accesses to the i th components of such vectors. Therefore, we can rewrite the consensus optimization in the following equivalent distributed form:
with L ∈ R n×n being the unweighted graph Laplacian of G:
To finalize the definition, we write the problem above in a vectorized form as:
At this stage, our aim is to solve the problem above using dual techniques. Before presenting properties of the dual problem, next we introduce a standard assumption [15] , [23] on the associated local losses f i 's: Assumption 1: The cost functions {f i } n i=1 are convex and: • twice continuously differentiable with: γ ≤ ∇ 2 f i ≤ Γ
• Lipschitz-Hessian invertible:
B. Dual Problem
To acquire the dual formulation of distributed consensus, we first introduce a vector of dual variables λ = λ
np , where each λ i ∈ R n is a vector of Lagrange multipliers, one for each node. For distributed computations, we assume that each node needs only to store its corresponding components λ 1 (i), . . . , λ p (i). Consequently, the Lagrangian can be written as:
Hence, the dual has the following form:
Having determined the dual variables, we still require a procedure which allows us to infer about the primal. Using the above, the primal variables are determined as the solution to the following system of ordinary partial differential equations (PDEs):
Clearly, Equation 3 is locally defined for each node i ∈ V, where for each r = 1, . . . , p:
Hence, each node i can construct its own system of equations by collecting {λ 1 (j), . . . , λ p (j)} from its neighbors j ∈ N (i) without the need for full communication. Denoting the solution of the PDE as:
. . , (Lλ p ) i ), for l ∈ {1, . . . , p}, we can show the following essential theoretical guarantee on the partial derivatives:
Lemma 1:
exhibit bounded partial derivatives with respect to z 1 , . . . , z p . In other words, for any r = 1, . . . , p:
for any (z 1 , . . . , z p ) ∈ R p . The above result is crucial in our analysis with an obvious corollary being that each function, φ
r , is Lipschitz continuous, i.e., for any two vectorsz = (z 1 , . . . ,z p ) and z = (z 1 , . . . , z p ):
a) Dual Function Properties: As mentioned earlier, our method for computing the Newton direction relies on the fact that the Hessian of the dual problem has a specific form. We prove the property of this form in the following lemma:
Lemma 2: The dual function q(λ) = q(λ 1 , . . . , λ p ) shares the following characteristics:
• The dual Hessian H(λ) is given by: H(λ) = M ∇ 2 f (y(λ)) −1 M , and the dual gradient is defined as: ∇q(λ) = M y(λ).
• The dual Hessian is Lipschitz continuous with respect to M -weighted norm, where for anyλ and λ:
is the largest eigenvalue of L and the constants γ and δ are these given in 1.
IV. DISTRIBUTED NEWTON FOR GENERAL CONSENSUS
We solve the consensus problem using Newton-like techniques, as our method follows the approximate Newton direction in the dual:
where k is the iteration number, and α [k] the step-size.d [k] is the -approximation to the exact Newton direction at iteration k. For efficient operation, the Newton direction needs to be accurately approximated in a fully distributed fashion. This can be achieved with the help of the SDDM properties of the dual hessian proved earlier. Figures 1(e) and (f). It is again clear that our method is capable of achieving low consensus error compared to the other methods. It is also worth noting that the worst performing algorithm in all three cases was that proposed in [13] , [14] VII. CONCLUSIONS & FUTURE WORK
In this paper, we proposed a distributed method for solving the general consensus problem. We showed that our algorithm is capable of outperforming state-of-the-art techniques both empirically and theoretically.
