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ABSTRACT
OPTIMUM DISTANCE BETWEEN GROUND BASE STATIONS FOR
HIGH-SPEED TRAIN COMMUNICATIONS USING FREE-SPACE
OPTICAL LASER LINKS
by
Sina Fathi Kazerooni
High-Speed trains (HSTs) can travel at speeds up to 430 Km/h. The increasing
adoption rate of HSTs, and large number of Internet-connected digital devices,
pose a great demand for a fast and reliable Internet connection in high-speed
trains. Different radio-frequency (RF) wireless communication systems have been
studied for HSTs. However, RF wireless communications in high-speed mobility
environments suffer from frequent handovers, penetration loss, and Doppler effect.
These problems promote the use of other technologies such as free-space optical (FSO)
communications to provide reliable Internet connection for HST’s passengers.
Two different approaches for performing signal handover using FSO technology
for ground to train communications in high-speed trains are presented in this thesis.
One uses multiple wavelengths in adjacent covered areas and the other uses a single
wavelength. Considering that, the optimum distance between ground stations is
obtained while considering comprehensive attenuation factors for a realistic estimation
of these two approaches.
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CHAPTER 1
INTRODUCTION

High-Speed trains (HSTs) traveling at speeds faster than 250 km/h are becoming
increasingly popular around the world as they become the transportation of choice of
a large number of commuters. Some of the fastest trains have a maximum operational
speed of 430 km/h at the time of writing this thesis. The increasing adoption rate of
public high-speed transportation systems and number of Internet connected digital
devices pose a large demand for a fast and reliable Internet connection in HSTs. One
of the sources of the increasing demand for Internet access is the growing number of
Internet connected digital devices used in the trains, as currently occuring in the city
of Chicago [25].

1.1

Communication Technologies for High-Speed Trains

Providing high-speed Internet access in HSTs poses multiple challenges. Performing
seamless and efficient handovers as the train moves is one of the main challenges.
Current available technologies such as Long Term Evolution (LTE) of 3GPP, WiMAX,
and other radio-frequency based systems suffer from frequent handovers, Doppler
frequency shifts, and penetration losses in environments with high-speed mobility
[7,11,34]. Previous works in radio frequency systems have propose using dual antennas
on trains, to reduce interruptions during handover [26, 27]. These advanced LTE
systems are currently capable of providing 100-Mbps connections [11]. WiMAX
systems are reported capable of providing up to 75-Mbps data rates but the actual
operating rates are much lower [2].
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1.2

Free-Space Optical Communications

A new technology for providing reliable Internet connection is based on Free-Space
Optical systems (FSO). This technology is already adopted for providing point-topoint data communication in stationary places without using cable or optical fibers.
Current data rates of operational systems are up to 100 Gbps and prototype systems
are reported with a capacity of 400 Gbps per channel, for a total capacity of 20
Tbps [20].
In FSO communication systems for HSTs, the channel capacity would be smaller
than that for point-to-point systems because of the high-speed mobility of a train,
which is one of the communicating stations. An FSO system could potentially provide
high-bandwidth connections. However, a main challenge is handover delay and the
impact of this delay for providing an uninterrupted data connection [21, 28]. There
are existing works on geometrical models of FSO communications for trains [22, 23]
but they don’t take into account the impact of handover on achievable data rates.
To avoid this, in this thesis two FSO models are proposed in this thesis to provide a
seamless handovers and, in turn, high-bandwidth communications for HSTs.
In the presented analysis in this thesis, a comprehensive list of different loss
models are adopted. These losses are caused by a diversity of actual factors that
are known to affect FSO communications. A large number of accepted loss models
are used in the analysis. Our approach aims to ensure that the system remains
operational even in the presence of the worst operational conditions, such as heavy fog
and other atmospheric phenomena. By calculating the optimum locations of ground
base stations and train transceivers, the proposed models are aimed at providing
large-bandwidth communications and it is reflected in our analysis. These models
focus on the placement of ground base stations, and their optimal positions relative
to the railroad and each other. Our main contribution is the estimation of the optimal
distance between ground base stations for providing an efficient and uninterrupted
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HST communications. Our analysis is based on the minimum required received
power at the transceivers on top of a train traveling at a speed of 400 km/h, and
by considering different loss models that affect FSO communications.
Our work consists of two different modalities in the number of wavelengths
used in ground-to-train HST communications: 1) Using two different wavelengths,
alternating in adjacent ground base stations. Which is called the dual wavelength
model (DW). And 2), using a single and the same wavelength in each ground base
station. Which is called as the Single Wavelength (SW) model. In the DW model,
the laser beams of two ground base stations overlap at the edges of them, along the
train track, producing a double-covered area where handover takes place. In both
models, a train is permanently connected to ground base stations and handovers are
seamlessly performed.
In the SW model, ground-station beams do not intercept over the train’s path,
leaving an area uncovered by the laser beam in between covered areas. This uncovered
area is called dark zone. Trains transceivers crossing through the dark zone receive no
signal from the ground stations. Therefore, the train uses at least one more transceiver
to keep communication with a ground base-station during this time. The time the
handover process takes, and also the length of the train determines the separation
distance between adjacent ground base-stations. The optimum or longest distance
between ground stations is determined to provide train-to-ground communications
with the smallest number of them.
The remainder of this thesis is organized as follows. In Chapter 2, a survey
of different communication technologies for HSTs is described. In Chapter 3, two
models for FSO communication in HSTs are described. In Chapter 4, the numerical
results evaluations of these two models are presented. In Chapter 5, our conclusions
are presented.
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CHAPTER 2
LITERATURE REVIEW

In this chapter, different methods available for handover in high-speed trains data
communications are reviewed.

2.1

LTE Systems

Long-Term Evolution (LTE) of 3GPP is widely studied for data communications in
HSTs. Most mobile Internet-connected devices are already capable of using LTE
systems, however, in high mobility scenarios, they may not perform as expected.
Traditional handover mechanism in LTE works by measuring the received signal
strength (RSS) from neighboring eNodeBs (eNBs). If RSS of a neighboring cell
becomes larger than that of the serving cell for at least a duration of Time-To-Trigger
(TTT) period, the User Equipment (UE) sends the RSS measurements to the serving
eNB, which in turn sends a handover request message back to the UE. After that, the
handover process begins by the UE [1]. This process is also known as hard handover,
since the UE disconnects from serving eNB before connecting to the (new) target
eNB.
Common handover problems encountered in LTE communications with HSTs
are ping-pong handovers [30], interruptions during handovers [10,11,26], low handover
success probability [16–19, 32], and frequent handovers [24, 39].

2.1.1

Ping-Pong Handover

Ping-Pong handovers occur when a train enters an overlapping coverage area of two
consecutive ground base stations, and the train subsequently performs a handover
between these two base stations.
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To overcome the ping-pong handover problem and to keep a stable signal quality,
a soft handover algorithm is proposed [30]. In this algorithm, the UE, which is a train,
keeps a list of eNBs, i.e., ground base stations, for performing the handover process.
As the UE travels between two adjacent eNBs, it connects to both eNBs at the same
time. These connections occupy the same frequency resources of the eNBs. However,
every transmitted frame is sent to the eNB with higher strength. A handover list is
updated according to following equations [30]:
Better eNB - Tested eNB < Threshold

(2.1)

Better eNB - Tested eNB > HO Margin

(2.2)

where Better eNB is the signal strength from the eNB with the better signal strength,
and Tested eNB is the signal strength from the eNB that UE is trying to add to the
handover list or perform the handover to it. If the signal strengths satisfy (2.1), then
the Tested eNB is added to UE’s handover list. If the signal strengths satisfy (2.2),
then the handover is performed from Better eNB to Tested eNB. During handover
process, the list contains two eNBs.
By choosing an optimal HO Margin value, the probability of ocurrences of PingPong handovers are reported to be greatly reduced. In the case with a HO Margin
equal to 8 dB, the Ping-Pong handover probability is decreased to near 0.

2.1.2

Connection Interruptions during Handover

Two phenomena lead to more connection interruptions and hence reduced quality of
service for mobile users. First, HSTs’ high velocities lead to more frequent handovers
and dropped connections. Second, as a train travels from a coverage area of a ground
base station to another one, a group of digital devices execute the handover process
simultaneously.
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To overcome the frequent connection interruptions, employing two antennas on
a train is proposed [26]. In a system with two train antennas, the front antenna
begins the handover process while the rear antenna is still connected to the serving
base station. The rear antenna switches its working frequency to the target base
stations frequency, when the front antenna finishes the handover process. To reduce
the delay and overhead of data forwarding from the current base station to the next
one, this system adopts a bi-casting model [26]. In a bi-casting system, all the data
are transmitted on both antennas during handover. Therefore, as the front antenna is
busy performing the handover, data packets may not be buffered as the rear antenna
transmits them.
To implement this system, users on a train communicate with Access Points
(APs) placed in a train carriage. All the APs are connected to a Train-Relay-Station
(TRS). During a handover process, TRS forwards the data collected from all the
APs to connected ground base stations via two antennas. TRS chooses one of the
train antennas with the larger received signal power to transmit the data packets.
This system reduces the handover overhead compared to a scenario that each LTEConnected device performs the handover individually and simultaneously with other
devices [26].
The handover process for this system is done in three stages [26]: Stage 1.
Handover preparation: The Received Signal Strength (RSS) from the ground base
stations are measured periodically, and the currently connected ground base station
(i.e., serving base station) decides wether or not to start the handover. To start the
handover process, the serving base station sends a Handover Request message to the
target base station and informs it about the handover. Then the target base station
configures required resources for TRS to perform the handover.
Stage 2. Handover Execution: The target base station sends a request to TRS to
bi-cast the data packets. When the TRS receives the resources configurations packet
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from target base station, it disconnects the front antenna from the serving base station
and establishes a connection to target base station. By the time the rear antenna
enters the overlapping coverage area of the two base stations, if the handover is done
successfully, it changes its frequency to the target base station working frequency.
However, if the handover fails, the rear antenna starts a new handover process.
Stage 3. At this stage the handover is completed and the serving base station requests
to finish the bi-casting.
In this system, the handover failure probability is reported to be reduced more
than 10 times as compared to that of a single antenna model, and the interruptions
are decreased drastically [26].
Another proposed model for HSTs to reduce the connection interruptions
consists of three main parts: a Femtocell inside the train, a Radio-Over-Fiber
(ROF) system for ground-to-train link, and a light sensor network to track train
movements [10]. Figure 2.1 different parts of this system
The handover process in this system uses three stages [10]: 1) Trains are assigned
unique IDs to access the network. On borders of neighboring base stations, light
sensors are placed at the railroad. These sensors capture train movements, such as
speed and current location. As the train passes each light sensor, a handover request
is generated.
2) Figure 2.1 shows the relationship between the location of the train and RSS. The
graph in this figure shows the measured signal power as train moves from point A to
point B along the track.
3) Based on the data acquired in Stage 2, the control server switches its signal from
the communicating base station to the next one and performs the handover.
This handover model provides a seamless data connection. And according to
the data results provided, the handover latency in this system may be decreased to
22 ms for a HST traveling at speed of 350 km/h.
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Figure 2.1 The relationship between RSS and train location.
Source: Hu, G., Huang, A., Chang, T., Cheng, X., Wu, H., Xie, L.,... & Chen, Z. (2012). A sensor-based seamless
handover solution for express train access networks (ETANs). Communications Letters, IEEE, 16(4), 470-472.
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Figure 2.2 Handover decision system to decrease connection interruptions.
Source: Karimi, O. B., Liu, J., & Wang, C. (2012). Seamless wireless connectivity for multimedia services in high
speed trains. Selected Areas in Communications, IEEE Journal on, 30(4), 729-739.
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Another system configuration for a seamless data connection is presented in
Figure 2.2 [11]. In this system, a moving LTE femto-cell model is introduced. Femtocells are used inside train carriages to provide users with data connection. These
femto-cells use the same frequency as LTE antennas on the train.
Another proposition in this system is a Cell Array (CA) architecture. Figure
2.2 shows the CA configuration. A CA is composed of three cells in back-to-back
along the rail, marked as A, B, and C as Figure 2.2 shows. As the train leaves the
boundaries of Cell A and enters boundaries of Cell B, Cell A is no longer part of the
CA. And the new CA configuration consists of cells B, C, and D, as Figure 2.2 shows.
Femto-cell information is registered in all cells of a CA.
The last configurations used in this system is the predictive handover mechanism.
This mechanism applies to both hard handover and soft handover modes. The hard
handover mechanism in this system is called predictive, because it is predicted to two
cells ahead of the next one.
In a soft handover mechanism, the CA already has the registration information
of train antennas. The predictive soft handover provides a mechanism to register
user information and frequency spectrum allocation in CAs [11], which provides
better resistance to handover failures and leads to a faster handovers process. The
reported handover latency of this system is lower than normal LTE, and it guarantees
a seamless connection for multimedia applications.

2.1.3

Handover Success Probability

The traditional handover process of LTE networks, which happens if the RSS of target
base station is better than RSS of serving base station during a TTT period, may
cause a false handover trigger in high speed mobile systems [18]. To avoid a false
handover trigger, TTT duration needs to be adjusted for HST systems.
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A proposed system model consists of a mobile relay station on the train and a
femtocell inside it [18]. Hence, this system is capable of performing a group handover
for all the UEs on board of a train. Triggering a handover precisely at the overlapping
region of two neighboring eNBs is required for successful handovers [16,18]. Assuming
that the two neighboring eNBs are denoted ad eN Bi and eN Bj , and the train is at
location x, the received signal from eNBs are calculated as follows [18]:
R(i, x) = PeN B − P L(i, x) − Psf (i, x, σ) − Pmp (x, v)

(2.3)

R(j, x) = PeN B − P L(j, x) − Psf (j, x, σ) − Pmp (x, v)

(2.4)

where R represents the received power at train from eN Bi or eN Bj , PeN B is the
transmitted power of an eNB, P L is the path loss between an eNB and point x, Psf
denotes shadow fading (dB) of an eNB at point x, and Pmp is the loss caused by the
Doppler effect at velocity of v. Here, Psf follows a Gaussian distribution with mean
0, and variance σ 2 .
For a train in the coverage region of eN Bi , the received interference (dBm) from
the co-frequency eNB is calculated as follows [18]:
I(i, x) =

X

(PeN B − P L(i±, x) − Psf (i ± 1, x, σ) − Pmp (x, v))

(2.5)

where i + 1 denotes the next co-frequency eNodeB of eN Bi , and i − 1 denotes the
previous co-frequency eNodeB. From (2.3) and (2.5), the signal-to-interference-plusnoise (SNIR) while the train is in eN Bi coverage is calculated as [18] :
SIN R(i, x)[dB] = 10.log10

R(i, x)
I(i, x) + 10

B.N0
10

(2.6)

where N0 is thermal noise density (dB/Hz) and B is the signal bandwidth (Hz).

11

The outage probability is defined as the probability of SINR at point x falling
below a given threshold η (dB) [18]:
Pout (x, η) = P [(SIN R < η)x ]

(2.7)

Substituting (2.6) into (2.7) leads to:
Pout (x, η) = P [Psf (i, x, σ) > (PeN B − P L(i, x) − Pmp (x, v) − (I(i, x) + 10
=

Q( PeN B −P L(i,x)−Pmp (x,v)−(I(i,x)+10
σ

B.N0
10

B.N0
10

η

).10 10 )]

η

).10 10

)
(2.8)

where Q(.) is:
1
Q(α) =
2π
∆

Z∞

x2

e− 2 dx

α

In LTE systems, the handover trigger probability from eN Bi to eN Bj , i.e.,
Pv,x (i → j) is defined as follows [18]:
Pv,x (i → j) = P [(R(j, x) − R(i, x) ≥ δ)]

where x, and v are the location and velocity of the train, respectively.

(2.9)

The

measurement period of RSS is reported to be equal to 200 ms in cellular networks [18].
However, for a HST, this period of time is not enough to trigger a handover. To solve
this problem, the handover trigger probability is changed as follows [18]:

Pv,x = Pv,x (i → j)|(SIN R < η0 ) = P {[(R(j, x)−R(i, x)) ≥ δ]|(SIN R < η0 )} (2.10)

where Pv,x is the handover probability at distance x from an eNB. Choosing a proper
η0 value is the key to decrease the handover failure probability. The normalized
handover success probability of the optimized scheme is summarized in Table 2.1 [18].
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Table 2.1 Normalized Handover Success Probability
90 km/h
0.86
2.1.4

180 km/h 270 km/h
0.86

360 km/h

450 km/h

0.82

0.81

0.85

Frequent Handovers

To overcome the frequent handovers of LTE systems occurring in high-speed mobility
scenarios, a dual-antenna and mobile relay station is proposed with a distributed
antenna system [24]. This system employs bi-casting during handover process to
reduce packet forwarding delays. A distributed antenna system refers to a system, in
which multiple eNBs are grouped together as a logical cell to expand their coverage.
The train in this system employs two antennas and Mobile Relay Station (MRS) on
top.
Handover in this system is only required when a HST travels from the coverage
area of a logical cell to the coverage area of next one. Logical cells are synchronized
with each other and they use same frame structure for communication. The handover
process in this system has three stages [24]:
1) Handover Preparation: When the handover is triggered, target logical cell estimates
required resources for the MRS. If resources are available, target logical cell sends a
handover acknowledgement to serving logical cell. After which, the serving logical
cell sends a handover command to the MRS.
2) Handover Execution: The target logical cell requests bi-casting in this stage until
it becomes the serving logical cell. Thus, all the packets are forwarded to both serving
and target cells. Because the antennas of the target logical cell are synchronized, the
MRS disconnects the front antenna from serving cell and starts the handover to the
target cell, when a handover command is issued. After successful handover, the front
antenna requests the target cell to allocate resources for the rear antenna. When the
rear antenna enters the overlapping area, the front antenna is already communicating
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with the target cell and the rear antenna completes accessing the target cell. This
system ensures that no interruptions occur during a handover.
3) Handover Completion: In this stage, data bi-casting is terminated and all the
traffic is handled by target logical cell.
In the traditional handover mechanism of LTE systems, the UE needs to be
disconnected from the current cell before connecting to the next one, which may
cause interruptions in data communication. The described handover mechanism
solves these interruptions. Periodic RSS measurements by UE are performed in the
traditional handover of LTE systems to trigger the handover when the RSS of target
cell becomes larger than the RSS of serving cell over a period of TTT. A non-optimal
TTT period in HST may lead to connection failure if it cannot trigger the handover
on time. To overcome this problem, TTT may be dynamically adjusted, so the
handover is triggered at proper time and position. A handover outage probability
and communication interruptions in this system are reported to less than 10% [24].

2.2

WiMAX Systems

IEEE 802.16 (WiMAX) systems have been also studied for HST communications.
Most of the WiMAX systems take advantage of Radio-Over-Fiber (ROF) technology
to extend the WiMAX link coverage [13, 31]. Common problems in WiMAX systems
are frequent handovers, Doppler effect, and non-uniform radio-frequency (RF) power
coverage. The WiMAX-ROF employs a distributed antenna system, which may
overcome issues such as frequent handovers, and provides a seamless connection.
Figure 2.3 shows the conventional WiMAX system and the WiMAX system
with ROF. The conventional WiMAX system is employed in Taiwan for bullet
trains [31]. In this system, each base station is connected to access-service-network
(ASN) gateway. Figure 2.3(a) shows that in conventional WiMAX systems, handover
is necessary between each base-station (BS) along the rail. The cell coverage of
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a WiMAX base-station is up tp 5 km. However, in a WiMAX-ROF system, by
extending the coverage of each BS by Remote Antenna Units (RAUs), handover is
only required when the train travels from the boundaries of one BS to another one.
In this system, the coverage is extended to 16 km [31].

Figure 2.3 (a) Conventional WiMAX system (b) WiMAX-ROF system.
Source: Yeh, C. H., Chow, C. W., Liu, Y. L., Wen, S. K., Chen, S. Y., Sheu, C. R., ... & Chi, S. (2010). Theory and
technology for standard WiMAX over fiber in high speed train systems. Lightwave Technology, Journal of, 28(16),
2327-2336.

The optical link in a WiMAX-ROF system consists of a head-end (HE) and
a number of connected RAUs. The radio signals of RAUs connected to one BS are
replicated from it. Thus, if two RAUs are connected to one BS, no handover is
required when the train moves from the coverage of one RAU to that of next RAU.
This configuration provides a seamless connection [31].
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2.3

Communication-Based Train Control Systems

Communication-Based Train Control (CBTC) system automatically controls the
trains using data communications. This system requires low latency communication.
A popular system for CBTC is WLAN-based. However, WLAN networks do not
perform well for HSTs due to frequent handovers, communication interruptions,
and long communication latencies. To overcome these problems, a multiple-inputmultiple-output (MIMO) WLAN based system is proposed [35–38].

Figure 2.4 Example of a CBTC System.
Source: Zhu, L., Yu, F. R., Ning, B., & Tang, T. (2012). Handoff performance improvements in MIMO-enabled
communication-based train control systems. Intelligent Transportation Systems, IEEE Transactions on, 13(2), 582593.

Figure 2.4 shows a CBTC system employing a WLAN-based train-ground
system. The rail track in this system is divided into physical areas called zones.
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Each zone is controlled by a zone-controller (ZC). The information transmitted to
ZCs includes identity, location, direction, and speed of each train. For this train
system to function correctly, ZC must know the location of every train at all times.
Thus, the wireless link between trains and ZCs should be without interruptions. ZC
is responsible for transmitting the location of all the trains ahead of each train, and a
braking distance that the train needs to stop without hitting the train ahead. As long
as two successive trains traveling at the same speed have enough distance between
them, and their braking ability are also the same, they can safely travel with each
other [37].
When a train moves between two consecutive APs, the SNR changes rapidly.
Hence, the communication latency is a serious problem when the SNR from these APs
are low. An efficient handover decision policy, and a physical-layer adoption policy
are required to have a seamless connection in this system [37].

2.4

Radio-Over-Fiber Systems

Radio-Over-Fiber technology is a potential communication system for HSTs [29, 33].
This system usually uses a femto-cell or a WiFi access-point inside train cars to avoid
individual handovers for each Internet-connected device on-board, and minimize their
impact on communication latency.
In conventional RF communication systems for trains, each BS along the track
is connected to a core network individually. In ROF systems, a series of RAUs are
connected to an optical fiber along the rail track. These RAUs communicate with
train wirelessly. To reduce the number of handovers, a set of RAUs are controlled by a
one center and use the same signal for communication. Thus, connection interruptions
due to frequent handovers are reduced.
One of the configurations of ROF systems uses a moving frequency concept
which significantly reduces the handover process time [29]. Figure 2.5 shows the
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Figure 2.5 Moving Frequency in ROF systems.
Source: Wang, J., Zhu, H., & Gomes, N. J. (2012). Distributed antenna systems for mobile communications in high
speed trains. Selected Areas in Communications, IEEE Journal on, 30(4), 675-683.

moving frequency concept. In this figure, the top train shows the system at time t0
and the train below it represents the system at time t1 . As the train travels along the
track, the RAUs’ working frequencies change according to the working frequencies of
train antennas. A handover is required, when the train travels from coverage region
of a RAU connected to one control-system (CS) to a RAU connected to another CS.

2.5

Free-Space Optical Systems

The FSO technology is another wireless communication technology used for HSTs.
In this system BSs along the track and transceivers of a train use a laser light to
communicate with each other. In current FSO systems, a seamless connection have
been achieved for train speeds up to 60 km/h [21]. The main problem in this system
is the hard handover process, in which as the train moves from coverage of one BS to
the next one, it disconnects from the first BS before connecting to the next BS.
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Figure 2.6 FSO system HST communication model.
Source: Mori, K., Terada, M., Nakamura, K., Murakami, R., Kaneko, K., Teraoka, F., ... & Haruyama, S. (2014,
December). Fast handover mechanism for high data rate ground-to-train free-space optical communication system.
In Globecom Workshops (GC Wkshps), 2014 (pp. 499-504). IEEE.

In this system, the train transceiver incorporates a CMOS sensor to track and
find each BS along the track. Figure 2.5 shows this system. As the train travels,
the CMOS sensor detects the light coming from the next BS. At this time, the train
transceiver disconnects from the current BS and starts the handover process. A
seamless connection is possible in this system, if the handover procedure is very
short [21].
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CHAPTER 3
FSO COMMUNICATION MODELS

3.1

DW Model

In this model, ground base stations use two different wavelengths for communicating
with a HST. A base station uses one wavelength and the adjacent one uses the
other, and so forth, alternatively. For example, one base station may use a 850-nm
wavelength and the adjacent one may use a 1550-nm wavelength, then following
station may use again a 850-nm wavelength, and so on. The other stations would
follow the same pattern, i.e., stations with an odd number use one wavelength and
other stations use the other.
In this model, laser lights transmitted by two consecutive ground base stations
have an overlapping area. Figure 3.1 shows this overlapping area, which is denoted
as Ci Ci+1 , where Ci is the first point along the track covered by the laser beam from
base station Bi , and Ci+1 is the first covered point by base station Bi+1 . To achieve
uninterrupted communications, the train uses two or more transceivers, each placed
at different places on the train. For simplicity, it may be assumed that a transceiver is
placed at the front of the train and the other at the rear. When the front transceiver
enters the overlapping region, it detects another signal at another wavelength. At
this time, the train enables the rear receiver to continue communicating with it while
the front transceiver stops communicating with the last base station and starts a
handover process with the next ground base station. During this handover period,
the rear transceiver remains connected to the current base station and provides the
users with seamless Internet connection.
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Figure 3.1 The DW model.

3.1.1

Placement of Ground Base Stations

As Figure 3.1 shows, there are two ground base stations, Bi and Bi+1 . These base
stations use two different wavelengths alternatively and have an overlapping region,
denoted as Ci+1 Di . The base station at Bi−1 also creates an overlapping region, i.e.,
Ci Di−1 . Hence, the connection region, which is the region where the train and base
station can exchange data, is between these two areas, Di−1 Ci+1 . All laser beams
of the ground base stations use the same divergence angle (θ), and also the same
coverage angle (δ).
Based on a target duty cycle, ratio of contact time (or a period of time the train
and corresponding ground base station are available for data transmission), and the
time allocated for the performing handover for our system, the distance between base
stations on the ground is calculated. The coverage area, Ci Di , is estimated using this
duty cycle and the speed of the train. Other required parameters for placing ground
base stations are the lateral lateral distance, denoted as |Bi Ai |, as shown in Figure
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3.1, and longitudinal distance between the base station at point Bi and first point of
covered area along the track, i.e., Ai Ci . Figure 3.1 shows the spacing between base
stations and the overlapping areas, Ci Di−1 and Ci+1 Di , intended where handover is
performed.
For example, if a train traveling at a constant velocity (v) of 400 km/h (or 111.11
m/s) is considered, and the connectivity is set to a duty cycle of 1 to 2, the length of
area covered is estimated. In this example, one second is set as the longest time to
complete a handover, then the required distance (|Ci+1 Di |) to complete the handover
successfully is 111.11 m. The required length of the region for data transmission that
satisfies the set duty cycle is also 111.11m. Hence, the total coverage length, |Ci Di |,
is equal to three times of handover distance, |Ci+1 Di |, or 333.33 m.
The divergence and coverage angles are calculated by using (3.1), and (3.2)
respectively [22]:
θ = arctan

|Bi Ai

|2

|Bi Ai | × |Ci Di |
+ |Ai Ci | 2 + |Ai Ci | × |Ci Di |

δ = arctan

In (3.1) and (3.2), |Bi Ai | is equal to

|Bi Ai |
|Ai Di |

(3.1)

(3.2)

p
|Bi Xi | 2 + |Ai Bi | 2 and |Ai Ci | is equal to |Bi Xi |.

In the triangle 4Bi+1 Xi+1 Ci+1 , |Bi+1 Xi+1 | is calculated as (3.3).
4Bi+1 Xi+1 Ci+1 → |Bi+1 Xi+1 | =

|Xi+1 Ci+1 |
|Bi Ai |
=
tan(δ + θ)
tan(δ + θ)

(3.3)

The distance between ground base stations (|Bi Bi+1 |) is calculated in (3.4) as:
|Bi Bi+1 | = |Bi Yi | − |Bi+1 Xi+1 | − |Xi+1 Yi |

(3.4)

= |Ai Di | − |Bi+1 Xi+1 | − |Ci+1 Di |
The laser beam is modeled with a Gaussian distribution in this thesis. Therefore,
the optical offset (i.e., |H3 Di | in Figure 3.1) of the beam is equal to radius of the
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beam from the propagation axis (i.e., |Bi H3 |) at the farthest point of the covered
distance along the track [8]. The calculation of the beam radius, |Di H3 |, in the
triangle 4Bi H3 Di , follows the Law of Sines, as in (3.5) and (3.6):
|Bi Di | =

|Bi Ai |
|Yi Di |
=
sin δ
sin δ
θ
2

|Di H3 | = |Bi Di | sin

(3.5)

(3.6)

The equations presented in the remainder of Section 3.1.1 are used for calculating the
received power along the track in Section 3.1.2. The calculations of the beam radius
from the axis of propagation (i.e., |Bi H3 |) at the boundaries of the coverage length
along the rail track follow (3.7) and (3.8). The radius distribution is used to calculate
the power at each point of the covered region along the track, and to guarantee a
sufficiently large received power at any point at the covered area along the track.
Here, (3.7) is used to calculate the beam radius (i.e., |OH2 | in Figure 3.1) at point
H2 along the track. Similarly, (3.8) is used to calculate the beam radius, |Ci H1 |, at
point Ci , which is the beam radius covering the first point along the rail track.

OH2 = |Bi O| sin

θ
2

|Ci H1 | = |Bi Ci | sin

θ
2

(3.7)

(3.8)

The beam offset from the propagation axis is equal to a perpendicular line drawn
from each point along coverage area to the propagation axis. To calculate the optical
offset and beam radius at each point along the coverage area, it is first required to
find the location of the with respect to H2 . In this thesis, x is defined as the distance
from first coverage point (i.e., Ci ) to the point where the beam radius and offset from
propagation axis are calculated. The calculation of the beam offset follows (3.9). If
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the point at which the beam offset is calculated is between Ci to H2 then (3.10) is
used to calculate the beam radius.
θ
r = ||Ci H2 | − x| sin( + δ)
2

(3.9)

θ
θ
w = (|Bi H2 | − (|Ci H2 | − x) cos( + δ)) tan
2
2

(3.10)

If instead x is greater than |Ci H2 |, (3.11) is used:
θ
θ
w = ((|Bi H2 | + (x − |Ci H2 |)) cos( + δ)) tan
2
2

(3.11)

By deriving all of the required distances in (3.1) to (3.11), the received power at train
transceivers along the track can be calculated.

3.1.2

Calculation of the Received Power

FSO communications follow Friis equation, which is used to calculate the received
power (Pr ) along the optical axis, Bi H3 , in terms of the transmitted power and
different system losses. [20]:
2

Pr
λ
= Gt Gr
Lgeo Lt Lr ηr ηt
Pt
4πR

(3.12)

Lt and Lr are the transmitter and receiver pointing losses, respectively, and they are
calculated by:
Lt = e−Gt γ

2

(3.13)

where γ is the transmitter radial pointing error angle in radians [15] and
Lr = e−Gr ζ

2

(3.14)

where, ζ represents the receiver radial pointing error angle. Gr and Gt are the receiver
and transmitter system gains, respectively. ηr and ηt are optical efficiencies at the
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receiver and transmitter, respectively. Lgeo represents the geometrical loss of a laser
beam. The Gaussian distribution of the laser beam leads to (3.15) to calculate Gt [14],
as:
Gt =

32
θ2

(3.15)

where, θ represents the full-angle e−2 divergence angle, in radians. The receiver
antenna gain (Gr )is calculated as (3.16) [20]:

Gr =

πDr
λ

2
(3.16)

where Dr is the telescope aperture diameter (antenna size).
Emitted light from light emitting diodes (LEDs) disperses conically, and it
causes the loss power at different cross-sections of light. This power loss may be
calculated as [3]:
Lgeo =

Sr
St + π/4(θR)2

(3.17)

where, Sr and St represent the surface areas of receiver and transmitter, respectively.
In (3.17), R is the link range in meters and θ is the divergence angle of the laser
beam, in radians.
The loss of power caused by atmospheric conditions, such as fog or rain, is
calculated by Beers-Lambert Law, and the attenuation coefficient is presented as the
Kruse model [9]:

−q
17
λ
La (dB/km) =
V 550nm

(3.18)

where V , is the visibility in km, λ is the wavelength of laser light in nano meters, and
q is the size distribution for scattering particles. Depending on the weather condition,

25

q may have different values as listed below [12].



1.6 for high visibility(V > 50 km)






1.3 for average visibility (6 km < V < 50 km)



q=
0.16V + 0.34 for haze visibility (1 km < V < 6 km)






V − 0.5 for mist visibility (0.5 km < V < 1 km)




 0 for fog visibility(V < 0.5 km)
In consideration of effects caused by atmospheric attenuations, such as heavy fog,
the received power is converted from mW to dBm units, and then the total received
power is calculated as in:
P rx (dBm) = 10 log(Pr ) − La R

(3.19)

where, R represents the total distance from ground base station to the transceiver on
the train, in km.
To calculate the received power at each point along the rail, the fundamental
mode of a Gaussian beam is used in terms of the relative power level at a specified
radius from the propagation axis (i.e., |Bi H3 | in Figure 3.1).

The fundamental

Gaussian beam mode follows a Gaussian distribution of the electric field perpendicular
to the propagation axis [8]. The relation between the power received along the
propagation axis and each point along the track with radius r from propagation
axis is as follows [8]:
  
r 2
Prx (r)
= exp −2
P0
w

(3.20)

where, P0 is the received power at each point along Bi H3 (in Figure 3.1), and Prx (r)
is the received power at each point with beam offset r from propagation axis. In fact,
(3.20) is also known as edge taper.
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Figure 3.2 The SW Model.

3.2

SW Model

In this section, FSO communications for HSTs using the single wavelength model is
presented. Ground base stations in this model are set to use a laser light with the
same wavelength. For example, all the base stations may be set to use a 1550-nm
wavelength.
In this model, laser lights are separated along the rail road forming a dark region,
instead of having an overlap of light at different wavelengths. The region between
the farthest coverage point of one base station to the closest coverage point of next
base station defines the dark region. This dark region functions as an indicator for
starting the handover.
At entering this dark region, the train’s front transceiver stops communicating
with the last base station, while the rear transceiver continues to communicate with
it. The front transceiver starts a handover process when it enters the area covered by
the next base station. The handover process is completed by the time rear transceiver
reaches the dark region. Uninterrupted communications, or seamless handover, is then
achieved by having a transceiver connected all times while the train travels through
a covered area.
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Figure 3.2 shows the single-wavelength model. The notations in this figure
follow the ones used in Figure 3.1. However, Di Ci+1 represents the dark region along
the track between the coverage lengths of base stations Bi and Bi+1 in Figure 3.2.
The largest length of dark region is calculated to maximize the distance between
ground base stations (and lower the number of base stations), and therefore, to
minimize the cost of the FSO system. To achieve this goal, the maximum length
for a dark region must be determined. The distance between the front and rear
transceivers of a train equals the maximum length of dark region plus the distance
for a successful handover. The length of a dark region, LD , is estimated as follows:
LD = dtrans − v.t

(3.21)

where v is the velocity of train, t is the time it takes to complete the handover,
and dtrans is the longest possible distance between train transceivers. LD is denoted
as |Di Ci+1 |, as Figure 3.2 shows. And the distance between two consecutive base
stations is estimated as follows:
|Bi Bi+1 | = |Ai Ci | + LD

(3.22)

where |Ai Ci | is the longitudinal distance and LD is the length of a dark region.
To keep the communication uninterrupted, dtrans must be smaller than the total
coverage length of a base station, (|Ci Di | in Figure 3.2). Based on the required receiver
sensitivity for realizing a data connection with a large bandwidth, the maximum
achievable coverage distance of a base station is calculated for different locations of
base-stations relative to the railroad. For different coverage lengths, the received
power at Di is calculated based on (3.20). A transceiver placed at this location would
receive the smallest power along the coverage length. With that, the maximum
coverage length for which received power is greater than receiver sensitivity at this
point is estimated.
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CHAPTER 4
NUMERICAL RESULTS

The numerical evaluation of the proposed models is performed in MATLAB R . Table
4.1 lists the parameters and their values used in our simulations. Lsys in the table
corresponds to system losses, Lt and Lr [9]. The results presented in this section
consider heavy fog as the weather condition. This condition is considered as the
worst-case scenario for FSO communications. Under this condition, the optimal
distance between base-stations is estimated, and at the same time, this assumption
guarantees feasibility on providing the train with a data connection channel with a
large bandwidth. To achieve this channel, the received power at transceivers should
be larger than the minimum power a receiver may be able to detect the signal. This
minimum power is called receiver sensitivity [5]. A typical receiver sensitivity for
communicating at the rate of 1.25 Gbps is -36 dBm in Si and InGaAs avalanche
photo detectors [6].
In the case of the DW model, considering one second as the largest time for
processing a handover [4] and a duty cycle of 1:2 for connection time period vs.
handover time periods, the minimum required coverage area of a base station along
the track is calculated. A train traveling at 400 km/hr would pass through this
coverage area in three seconds, where the handover would be completed in the first
second, the train would transmit data in the following second, and the remaining
time; the last second, would be used to perform the handover over the next station.

4.1

DW Model and Heavy Fog

The received power along the covered area on the track is estimated to find the
optimum positions of base stations from the railroad (|Ai Ci | and |Bi Ai |), and from
each other (|Bi Bi+1 |). Figure 4.1 shows the received power at the farthest point,
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Table 4.1 Simulation Parameters
Variable

Description

Value

λ1

Laser-light wavelength 1

1550 nm

λ2

Laser-light wavelength 2

850 nm

Pt

Transmitting power

27 dBm

Stx

Surface area of transmitter

9 cm2

Srx

Surface area of receiver

95 cm2

V

Visibility in fog conditions

0.5 km

ηt

Lens efficiency of transmitter

1

ηr

Lens efficiency of receiver

1

Lsys

System losses

0.5

v

Speed of the train

400 km/h

Sr

Receiver responsivity at 1.25 Gbps -36 dBm

H3 , along the beam propagation axis, Bi H3 , under consideration of heavy fog and
geometrical losses. The received power at this point is the smallest according to
(3.20). In this figure, for different |Bi Ai | values in the range of 0.25 to 2 m with a
step size of 0.25 m, the received power at point H3 is calculated by varying |Ai Ci |
values. The crosses on this graph indicate the maximum power received at point H3 .
Based on this maximum power, the optimum |Ai Ci | distance for a |Bi Ai | segment is
estimated. Table 4.2 summarizes the optimum location of base-stations relative to
railroad (lateral and longitudinal distances). Figure 4.2 shows the received power at
point Di (farthest coverage point) along the track, and the crosses show the maximum
power received for different |Ai Ci | and |Bi Ai | values, these values are also included in
Table 4.2. Figures 4.1 and 4.2 show that for a range of 400 meters around the optimum
points (From 300 m to 700m), the received power has a large value, however, for the
|Ai Ci | values beyond this range, the received power starts to decrease. For values of
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|Ai Ci | less than 75 meters, the received power cannot satisfy the receiver’s sensitivity
of -36 dBm. To overcome this problem, the lateral distances, |Bi Ai |, may be decreased
to values less than 25 cm.
Table 4.2 Optimal Longitudinal Distances, |Ai Ci |, for Different Lateral Distances,
|Bi Ai |’s.
|Bi Ai | (m) |Ai Ci | (m)

θ (◦ )

Pr at H3 (dBm) Prx at Di (dBm)

0.25

500.8

0.0153

-8.73

-17.42

0.50

508.2

0.0253

-20.64

-29.32

0.75

509.7

0.0332

-27.66

-36.34

1.00

510.2

0.0400

-32.64

-41.33

1.25

510.5

0.0448

-36.53

-45.20

1.50

510.6

0.0496

-39.68

-48.37

1.75

510.7

0.0536

-42.36

-51.04

2.00

510.8

0.0567

-44.68

-53.36

From Figures 4.1 and 4.2, one observes that the decreased values of |Bi Ai | lead
to larger received power, regardless of |Ai Ci |. As Table 4.2 shows, there is an optimum
longitudinal distance for the position of base stations for each lateral distance. To
provide enough received power at the train transceivers in heavy fog conditions, a
lateral distance less than one meter and its corresponding optimum longitudinal value
are chosen.
Figure 4.3 shows the required divergence angle of the transmitters for each pair
of optimum longitudinal and lateral distances, |Ai Ci |, and |Bi Ai | respectively. The
range of |Ai Ci | values in this plot are from 20 to 300 m. Larger lengths of |Bi Ai |
require larger divergence angles for transmitters, and smaller lateral distances of base
stations require transmitters with narrower divergence angles. However, larger values
of |Ai Ci | lead to smaller divergence angles for the transmitters. This dependency for
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Maximum received power

Figure 4.1 Received power along optical axis at point H3 .
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Maximum received power

Figure 4.2 Received power at farthest coverage point (Di ) along the track.
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divergence angles are expected. As the distance between ground base stations and
train transceivers increases, the required divergence angle to provide enough received
power for the train decreases. The formulas to estimate the transmitter gain (Gt ) and
geometrical loss (Lgeo ) include the divergence angle in their denominators, hence, a
smaller of transmitter divergence angle leads to a larger received power, as (3.12)
indicates.
For handover durations smaller than one second and by keeping the duty cycle
of 1:2, the required coverage length and the received power at point Di increases.
Figure 4.4 shows the amount of received power for different durations of handover
processes. By optimizing the handover process and making it faster, a large laser-light
power along the track is received, hence, under a heavy fog condition, a wider range of
lateral distances may be used. Figure 4.5 shows the received powers versus different
required coverage lengths along the track (resulting in different handover durations).
In Figures 4.4 and 4.5, calculations of received powers are performed for corresponding
optimum |Ai Ci | distances in function of different lateral distances (|Bi Ai |). As these
figures show, for lateral distances up to 2 m, and with a handover time of 0.5 s,
enough power is received for the desired receiver sensitivity of -36 dBm.
Figure 4.6 shows the calculated received power along the coverage length of
a base stations for the optimum longitudinal and lateral distances of base stations.
These estimates are based on (3.20). The points marked with a red cross in each
curve in this figure show the maximum received power along the track, which occurs
at H2 in Figure 3.1. At this point, the beam offset is zero, and from (3.20), Prx
is equal to the Pr at the corresponding point along the optical axis (H3 ). As the
train moves from H2 to the boundaries of covered length along the track, the received
power decreases. At points Ci and Di , the beam offsets are equal to beam radiuses,
which lead to a smaller received power at those points. The minimum received power
occurs at the farthest coverage point of a base station along the track. As observed in
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Figure 4.3 Divergence angle of laser beam at transmitter vs. longitudinal ground
base stations positions.
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Figure 4.4
durations.

Received power at farthest coverage point (Di ) vs. handover (HO)
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Figure 4.5 Received power at farthest coverage point (Di ) vs. coverage length.
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this graph, for |Bi Ai | smaller than 1 m, and their optimum |Ai Ci | values presented in
Table 4.2 , the received power is large enough to satisfy the receiver sensitivity (-36
dBm) for data transmission at 1.25 Gbps. However, for a |Bi Ai | greater than 1 m,
the received power levels may drop below -36 dBm.

Maximum received power

Figure 4.6 Received power along rail track.

4.2

DW Model in Clear Weather

In this section, numerical analysis of the DW system in a clear weather is presented.
For a clear weather condition, we consider visibility range of 50 km in (3.18). Hence,
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the size distribution of scattering particles, q, is equal to 1.6. Parameters used for
analysis in this section are listed in Table 4.3. Figure 4.7 shows the received power
along propagation axis at last covered point, H3 . In comparison with Figure 4.1, the
received power is significantly larger.
Table 4.3 Simulation Parameters
Variable

Description

Value

λ1

Laser-light wavelength 1

1550 nm

λ2

Laser-light wavelength 2

850 nm

Pt

Transmitting power

27 dBm

Stx

Surface area of transmitter

9 cm2

Srx

Surface area of receiver

95 cm2

V

Visibility in clear weather

50 km

ηt

Lens efficiency of transmitter

1

ηr

Lens efficiency of receiver

1

Lsys

System losses

0.5

v

Speed of the train

400 km/h

Sr

Receiver responsivity at 1.25 Gbps -36 dBm

Figure 4.8 shows the received power at last covered point along the rail track,
Di . By comparing this figure to Figure 4.2, the minimum received power for a
longitudinal distance of 50 m in clear weather is more than 10 dB larger than that
in heavy fog condition. Therefore, for longitudinal distances larger than 266.5 m,
choosing any lateral distance less than two meters makes the system capable of data
communications at 1.25 Gbps.
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Figure 4.7 Received power along optical axis at point H3 in a clear weather.
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Figure 4.8 Received power at farthest coverage point (Di ) along the track in a clear
weather.

Figure 4.9 shows the received power at point Di for different handover durations
in range of 0.01 to 2s. This figure shows that for a handover durations of up to 1.9 s
in a clear weather, any lateral distance less than two meters may be chosen for the
system. However, in a heavy fog condition, the maximum possible handover duration
is about 0.5 s for lateral distances of up to two meters. The longitudinal distances
used for ploting this figure are listed in Table 4.2.
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Figure 4.9 Received power at farthest coverage point (Di ) vs. handover (HO)
durations in a clear weather.

Figure 4.10 shows the received power at point Di for different coverage lengths
of base stations along the rail track. This figure shows that in a clear weather we can
have a wide gap between base stations because for coverage distances up to 636 m
choosing any lateral distance less than two meters ensures that system is capable of
providing data communications at 1.25 Gbps. The longitudinal distances for plotting
this figure are listed in Table 4.2.
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Figure 4.10 Received power at farthest coverage point (Di ) vs. coverage length in
a clear weather.

Figure 4.11 shows the received power along rail track at different points along
covered area from Ci to Di . The smallest received power in a clear weather, which
occurs at boundary points of a covered area, is equal to -25 dBm for a lateral distance
of 2 m. Compared to Figure 4.6, this received power is 28 dB stronger. The maximum
received power occurs at point H2 in a covered area. This point is marked with red
crosses for each plotted lateral distance. For a lateral distance of two meters, the
maximum received power at H2 is about -16 dBm. In Figure 4.6, the maximum
received power for lateral distance of 2 m is about -44 dBm at H2 .
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Maximum received power

Figure 4.11 Received power along rail track in a clear weather.
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4.3

SW Model in Heavy Fog

In the case of the single wavelength (SW) model, Figure 4.12 shows maximum
achievable coverage distances for different |Bi Ai | and |Ai Ci | that satisfy the receiver
sensitivity of -36 dBm. This figure shows that by decreasing |Ai Ci |, the maximum
achievable coverage length increases. For every |Ai Ci |, the optimum |Bi Ai | results
into the maximum achievable coverage length. For |Ai Ci | equal to 25 cm, a coverage
length of about 590 m is achieved by choosing the optimum |Ai Ci |, equal to 509 m.
As |Ai Ci | decreases or increases from this optimum value, the achievable coverage
length decreases.
As Figure 4.13 shows, for |Ai Ci | equal to 509 m, the required divergence angles
are plotted for different |Bi Ai |. As |Bi Ai | decreases, the required divergence angle
for the system also decreases. Smaller divergence angles result in smaller geometrical
losses and larger received power at train transceivers. For a lateral distance equal to
two meters and a longitudinal distance of 509 m, a transmitter with divergence angle
of about 0.55◦ is required. However, as Figure 4.12 shows, the maximum coverage
is smaller than that in a situation in which a lateral distance of 25 cm is used along
with the same longitudinal distance. This maximum coverage is marked by a black
arrow in Figure 4.12.
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Figure 4.12 Max achievable coverage length vs. |Bi Ai | and |Ai Ci |.
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Figure 4.13 Theta vs. |Bi Ai | values for max coverage for |Ai Ci |=509 m.
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CHAPTER 5
CONCLUSIONS

In this thesis, two comprehensive free-space optical models of areas covered by FSO
laser beams for high speed trains are proposed. These models can be used to cover
extensive portions of a high-speed train track to communicate through FSO links and
to allocate enough time for performing handovers. The optimum locations for ground
base stations relative to railroad and each other are calculated so that these stations
provide a large data transmission bandwidth for ground-to-train communications.
The calculations consider a heavy-fog weather condition as the worst case scenario
for FSO links. Thus, to compensate for this weather situation, the base stations are
placed at optimum distances from each other and from the track. In both models, at
least two train transceivers are considered to ensure a seamless connection. The first
model uses two different wavelengths for communications, one wavelength per each
covered area. A front transceiver performs the needed handover when the train moves
from one area covered by a base station to another, while a rear train transceiver
continues communicating with the last base station.
The second model uses one single wavelength for communication. In this case,
the distance between transceivers on the train must be large enough to accommodate
the longest time of a handover.
The calculation of received power and base-stations locations relative to rail
track show that smaller lateral distances, |Bi Ai |, from the rail track provides a
larger received power in the proposed models. For different |Bi Ai |, the optimum
|Ai Ci | of the base stations is presented. For a |Bi Ai | length, equal to 25 cm, the
optimum longitudinal position is calculated to be 509 m. To ensure a wide data

48

connection bandwidth, lateral distances up to one meter may be used, and their
optimum longitudinal distances are reported.
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