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Abstract
Mathematical modeling and simulation of complex physical systems based on partial differ-
ential equations (PDEs) have been widely used in engineering and industrial applications.
To enable reliable predictions, it is crucial yet challenging to calibrate the model by inferring
unknown parameters/fields (e.g., boundary conditions, mechanical properties, and operating
parameters) from sparse and noisy measurements, which is known as a PDE-constrained in-
verse problem. In this work, we develop a novel bi-fidelity (BF) ensemble Kalman inversion
method to tackle this challenge, leveraging the accuracy of high-fidelity models and the effi-
ciency of low-fidelity models. The core concept is to build a BF model with a limited number
of high-fidelity samples for efficient forward propagations in the iterative ensemble Kalman
inversion. Compared to existing inversion techniques, salient features of the proposed meth-
ods can be summarized as follow: (1) achieving the accuracy of high-fidelity models but at
the cost of low-fidelity models, (2) being robust and derivative-free, and (3) being code non-
intrusive, enabling ease of deployment for different applications. The proposed method has
been assessed by three inverse problems that are relevant to fluid dynamics, including both
parameter estimation and field inversion. The numerical results demonstrate the excellent
performance of the proposed BF ensemble Kalman inversion approach, which drastically
outperforms the standard Kalman inversion in terms of efficiency and accuracy.
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1. Introduction
Partial differential equation (PDE)-based mathematical models have been pervasively
used in modeling complex physical systems (e.g., complex fluid flows [1–6]) for various en-
gineering applications [7–9]. With ever-increased computational resource and advances in
the theoretical understanding of the physics, a model tends to be increasingly sophisticated,
which, however, poses great challenges on calibrating considerable unknown/uncertain model
parameters (e.g., boundary conditions, mechanical properties, or other control parameters).
Model calibration (i.e., parameter estimation) is an inverse problem, which can be formulated
as,
Find z ∈ Iz given observations y =M(z) + σd ∈ Iy, (1)
whereM is the parameter-to-observable mapping that maps the parameter vector z ∈ Iz to
the observation space Iy, and such a mapping usually involves a PDE-based physical model,
e.g., computational fluid dynamics (CFD) models for fluid dynamics; σd represents process
errors that reflect measurement uncertainty and model inadequacy.
Traditionally, the inverse problem defined in Eq. 1 is solved by minimizing the mismatch
between model predictionM(z) and observation y in a least-squares manner, which is known
as the variational approach. To efficiently solve the variational optimization problem, local
gradients of the cost function with respect to the parameters are needed and such deriva-
tive information is often obtained via adjoint method [10, 11]. Although the adjoint-based
variational method has been successfully applied for a variety of PDE-constrained inverse
problems [12–17], it has two major limitations. First, the development of an adjoint solver is
highly code-intrusive, which requires substantial effort to implement, especially for existing
large-scale legacy codes of computational mechanics [18]. Second, variational optimization
is often solved deterministically and thus the prediction uncertainty associated with ob-
servation noises and model-form errors cannot be quantified [19]. As an alternative, the
inverse problem (Eq. 1) can also be posted in a probabilistic way, which is to search for
the posterior distribution p(z|y) instead of the optimal values of inferred quantities z given
observation data y based on Bayes’ theorem, referred to as the Bayesian approach [20–22].
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The advantage of the Bayesian formulation is that the inversion tends to be more robust and
associated uncertainties can be naturally quantified through statistical properties [23, 24].
In general, the posterior is obtained by Monte Carlo (MC)-based sampling techniques such
as importance sampling and Markov chain Monte Carlo (MCMC) methods [25–27], where a
large number of samples are required and thus the computation becomes intractable for any
nontrivial forward model (e.g., CFD simulations of complex flows).
Iterative ensemble Kalman methods (IEnKM) have been recently developed for efficiently
solving inverse problems in a Bayesian manner [28–35]. IEnKM can be viewed as the ap-
plication of ensemble Kalman filtering (EnKF), which has been demonstrated to be highly
successful for dynamic state estimation in data assimilation applications [36–38], towards
steady inverse problems [39]. The basic idea of IEnKM is to iteratively perform Kalman
analysis for parameter estimation in a nonlinear or non-Gaussian setting, which was origi-
nally proposed in refs [28, 40, 41] and has been recently analyzed [39, 42, 43] and improved in
terms of convergence [44, 45] and identifiability [46–50]. Compared to the adjoint-based vari-
ational methods or sampling-based Bayesian approaches, the salient advantages of IEnKM
are that (i) it is derivative-free and code non-intrusive; (ii) it can provide reliable estimations
with a small size ensemble (e.g., O(10) of ensemble members). Many successful applications
of IEnKM have been witnessed in recent years for various inverse problems of computational
mechanics, including field inversion in complex fluid flows [51–54], calibration of turbulence
models [55–58], and state-parameter estimation in physiological systems [59–61], and oth-
ers [62–65].
In contrast to sampling-based Bayesian approaches like MCMC, the ensemble in IEnKM
is only utilized to estimate the state/parameter covariance, which is in lieu of the gradient
to enable a derivative-free optimizer in a variational manner [39]. It has been demonstrated
that a small number of ensemble members are sufficient for data assimilation (i.e., state
estimation) in many noisily observed dynamical systems [37]. Nonetheless, when it comes
to steady-state inverse problems with strong nonlinearity, multiple iterations of the Kalman
analysis are required to further refine the mean estimation [28]. As a result, a considerable
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number of forward model evaluations are still needed (i.e., the number of iterations × en-
semble size), introducing a substantial computational burden, particularly when the forward
simulation is expensive, e.g., three-dimensional (3-D) CFD simulations for complex flows.
In order to overcome this obstacle in dealing with large-scale inverse problems, developing
a more efficient forward propagation scheme is of great significance. One promising strat-
egy is to leverage lower fidelity forward models that are less expensive and less accurate
(e.g., coarse-mesh and/or un-converged solutions). By optimally combining models with
varying levels of accuracy and cost, the computational cost of multiple forward evaluations
is expected to be largely reduced, which is known as a multi-fidelity method. In this pa-
per, we will develop a novel bi-fidelity iterative ensemble Kalman method (BF-IEnKM) for
efficient parameter/field inversion, by leveraging the accuracy of high-fidelity models and
efficiency of low-fidelity models. Specifically, a bi-fidelity surrogate model is constructed for
the forward propagation based on the recently proposed multi-fidelity stochastic collocation
scheme [66, 67]. The parameter ensemble is iteratively propagated to the observables using
the constructed bi-fidelity surrogate and updated by the Kalman analysis. The performance
of the proposed method is evaluated on a number of inverse problems in fluid dynamics
applications. The most relevant work to this paper is the multilevel ensemble Kalman filter
(MLEnKF) proposed by Hoel et al. [68], where a multilevel Monte Carlo (MLMC) sampling
strategy is embedded into the Monte Carlo step of the standard EnKF. Contrary to MLMC,
the high-fidelity solutions in this work will be utilized as basis functions for a low-rank ap-
proximation of the solution space, while the low-fidelity model will be used to inform global
searches over the parameter space and assist the high-fidelity solution reconstruction. To
the knowledge of the authors there has yet to be an extension of the bi-fidelity method to
the ensemble-based Kalman inversion.
The rest of the paper is organized as follows. In Section 2, the methodology and algorithm
of the proposed BF-IEnKM are introduced. To demonstrate the effectiveness, several PDE-
constrained inverse problems (including parameter estimation and field inversion) are studied
in Section 3, where the proposed BF-IEnKM is compared with the standard IEnKM in terms
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of efficiency and accuracy. Finally, Section 4 concludes the paper.
2. Methodology
2.1. Overview
The goal here is to solve the inverse problem defined by Eq. 1, where the parameter-to-
observable mappingM is usually composed of a forward solution operator F : Iz → Ix that
maps the parameter space Iz to the state space Ix and an observation operator H : Ix → Iy
that projects the simulated state x ∈ Ix to the observation space Iy. If measurements
y ∈ Iy are given, the unknown/uncertain parameters z can be inferred by iteratively applying
Bayesian analysis (Kalman update) as shown in Fig. 1. Specifically, (1) an ensemble of
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Figure 1: Schematic of the proposed bi-fidelity iterative ensemble Kalman methods (BF-IEnKM) for PDE-
constrained inverse problems.
parameters (e.g., boundary conditions) are sampled from the prior distribution; (2) all these
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parameter samples are propagated through the forward mapping F to obtain an ensemble
of predicted states (e.g., velocity/pressure fields); (3) the state ensemble is augmented with
parameters, and the augmented state-parameter ensemble is then updated by assimilating
observation data y based on the Kalman analysis formula, which will be detailed later. The
steps (2) and (3) are iteratively conducted until a certain convergence criterion is satisfied. As
mentioned above, in these procedures, the forward propagation step can be computationally
burdensome since the functional mapping F is usually defined by a system of PDEs, which
has to be solved numerically. Namely, the PDEs are spatially (and temporally) discretized
into a large-scale finite-dimensional algebraic system, and the solution accuracy primarily
relies on sufficient mesh resolution and numerical iterations, which is thus time-consuming.
On the other hand, coarsening the mesh grid or reducing the number of numerical iterations
can largely reduce the computational cost but significantly sacrifice the solution accuracy.
Here we refer to the fine-mesh converged solution as high-fidelity (HF) model while the
coarse-mesh unconverged solution as low-fidelity (LH) model. To enable an efficient and
reliable forward propagation, a bi-fidelity (BF) strategy leveraging advantages of both LF
and HF models will be applied to develop a bi-fidelity iterative ensemble Kalman method
(BF-IEnKM). Figure 1 shows the overall schematics of the proposed BF-IEnKM, and the
details of each part, such as the BF propagation scheme and iterative ensemble Kalman
inversion algorithm will be presented in following subsections.
2.2. Bi-fidelity forward propagation
The essence of the proposed BF-IEnKM is to use the bi-fidelity stochastic collocation
strategy [66, 67, 69–73] to forward propagate the ensemble from the parameter space (Iz ⊆
Rd) to the solution space (Ix ⊆ Rn). The key is to construct a low-rank approximation
of the solution space based on a limited number of HF solutions vH(γ) on a small set of
“important” parameter points γ ⊂ Iz. The selection of these “important” points is informed
by exploring the parameter space using a large number of cheap low-fidelity simulations.
The BF forward propagation can be formulated either in an online or offline manner. In
the online formulation, a new BF model is constructed for every Kalman iteration, while
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the offline BF surrogate is pre-trained and remains unchanged for all Kalman iterations.
Although the former can adapt the changes due to Kalman updates, the training cost is
significantly higher than that of the latter one. Considering the moderate ensemble size
in IEnKM, we choose to construct the BF forward solver in an offline manner. Namely,
the BF propagation scheme has two phases: (1) offline training phase, where a low-rank
approximation of HF solution space is pre-trained based on both HF and LH simulation
data, and (2) online prediction phase, where only the LF simulation is needed to propagate
a new point in the parameter space. The number of HF training data will be estimated
based on an empirical error estimate proposed in [70].
2.2.1. Offline training phase
To select the small set of important parameter points, a large number (M > 1) of cheap
LF simulations are conducted on a prescribed nodal set Γ = {z1, ..., zM} covering the entire
parameter space Iz. A subset γ(m) = {z1, ..., zm} ⊂ Γ of “important” points are selected from
Γ using a greedy algorithm proposed in [66, 69], where a new point is iteratively selected such
that the LF solution vL(zk) of the newly added point zk has the furthest distance from the
space spanned by the LF solutions of the existing selected parameters γ(k−1) = {z1, ..., zk−1}.
This can be formulated as an optimization problem,
zk = arg max
z∈Γ
d
(
vL(z),UL(γ(k−1))
)
, (2a)
γ(k) = γ(k−1) ∪ {zk}, (2b)
where d(v,W ) is the distance function between the vector v ∈ vL(Γ) and subspace W ⊂
UL(Γ) = span{vL(z1), · · · ,vL(zM)}. This optimization can be solved by factorizing the
Gramian matrix G of LF solutions V L(Γ) = [vL(z1), ..,v
L(zM)]
T based on the pivoted
Cholesky decomposition [67],
G = P TLLTP, (3)
where L is a low-triangular matrix; P is a permutation matrix such that PΓ provides an
order of “importance”, and the index corresponding to the first m columns can be used to
identify the important parameter points for HF simulations. The implementation is based
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on the Algorithm 1 in ref [70] (See Appendix A). Once the small set of important points
γ(m) are selected, HF solutions V H(γ(m)) = [vH(z1), ..,v
H(zm)]
T on γ(m) can be utilized as
the basis functions for a low-rank approximation of the solution space.
2.2.2. Online prediction phase
The BF solution of a new parameter point z ∈ Iz is constructed based on the HF
solution basis functions V H(γ(m)) obtained in the offline training phase. To compute the
reconstruction coefficients, a LF-based approximation is used by assuming that HF and LF
reconstructions share the same coefficients. Namely, only the LF solution vL(z) of the new
point z is simulated and projected onto the LF solution basis functions V L(γ(m)) to find the
projection coefficients cL(z). In summary, the BF propagation can be performed as follows:
1. Perform LF simulation at z,
vL(z) = FL(z). (4)
2. Project the LF solution vL onto the pre-computed LF basis V L(γ(m)) to compute
reconstruction coefficients,
cL = ((GL)−1)TvL(z). (5)
3. Reconstruct the BF solution using reconstruction coefficients cL and pre-computed HF
basis V L(γ(m)) as,
vH(z) ≈ vB(z) =
m∑
k=1
ckv
H(zk) (6)
2.2.3. A priori error estimation
In order to evaluate if the LF model is sufficiently informative and determine how many
HF simulations are necessary for the desired accuracy, a priori assessment of the LF model
quality and error estimation of the BF predictions are practically useful [66, 71]. To this
end, an empirical error estimation approach proposed in [70] is employed here. Firstly, two
non-dimensional scalar metrics Rs(z) and Re(z) are introduced. The model similarity metric
Rs(z) measures the similarity between LF and HF models, defined as,
Rs(z) =
d(vH(z),UH(γk))
||vH(z)|| /
d(vL(z),UL(γk))
||vL(z)|| . (7)
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An informative (i.e., good) LF model leads to Rs ≈ 1. The error component ratio Re(z)
defined as,
Re(z) =
||PUH(γk)vH(z)− vB(z)||
d(z,UH(γk))
, (8)
which measures the balance between the in-plane error ||PUH(γk)vH(z) − vB(z)|| and the
relative distance d(z,UH(γk)). When Re becomes a large value (e.g., 101), indicating that
the in-plane error is dominant over the distance error, we should stop generating new HF
samples because the greedy search algorithm is based on the distance component. The error
estimate of the BF solution at any new point z∗ is given by,
||vH(z∗)− vB(z∗)||
||vH(z∗)|| ≤ cmaxz∈Γ (
d(vL(z),UL(γk))
||vL(z)|| )(1 +Re(zk+1)), (9)
where constant c is set to be 1 as recommended in [70]. The error estimate only requires
the LF data and pre-selected HF data and it has been demonstrated effective when the LF
model is informative (Rs ≈ 1) and the in-plane error is not dominant (Re < 101) [70].
2.3. Bi-fidelity iterative ensemble Kalman inversion
Similar to the original iterative ensemble Kalman method (IEnKM), the initial parameter
ensemble is sampled from the prior distribution and then propagated to the solution (state)
ensemble via the BF forward propagation scheme described above. Both the predicted state
and parameter samples are corrected based on Kalman analysis, and the updated parameter
ensemble becomes the new prior in the next iteration.
2.3.1. Prior sampling step
Initially, an parameter ensemble γ
(ns)
0 = {zi}nsi=1 is drawn from the prior distribution
p(z) using the Latin hypercube sampling (LHS) method [74, 75], where ns is the size of the
ensemble.
2.3.2. Forward prediction step
At iteration k, the parameter ensemble γ
(ns)
k is first propagated via the LF model,
V Lk (γ
(ns)
k ) = FL(γ(ns)k ). (10)
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Then the LF solution ensemble V Lk is projected onto the LF basis V
L(γ(m)) pre-computed
in the offline phase to obtain the reconstruction coefficients,
ck = ((G
L)−1)TV Lk . (11)
The coefficients ck = [c
1
i , ..., c
m
i ] coupled with the pre-computed HF basis V
H(γ(m)) are used
to reconstruct the BF solution ensemble V Bk (γ
(ns)
k ) based on Eq. 6.
2.3.3. Bayesian analysis step
In the Bayesian analysis step, observation data y will be incorporated to update the
parameters based on their correlations. To obtain the correlations between the parameter z
and the state v, an augmented state vector is defined as x = [v, z]. The augmented state
ensemble propagated via the BF forward model at iteration k is denoted by XBk = [V
B
k , γ
(ns)
k ].
The indirect and noisy observation data y can be expressed as,
y = H(v˜) + σd (12)
where v˜ represent the true state and σd is modeled as an zero-mean Gaussian noise with
covariance matrix Pd. The nonlinear projection operator H can be easily converted to a
linear projection matrix H by augmenting the observables into the state. The augmented
state is then corrected using the Kalman analysis formula,
XˆBk = X
B
k + P
k
mH
T (HP kmH
T + Pd)
−1(y −HXBk ), (13)
where P km is the covariance matrix of the augmented state ensemble X
B
k . Repeat the predic-
tion and analysis steps until the ensemble is statistically converged (e.g., the data mismatch
is much lower than the data noise level).
3. Numerical Results
In order to illustrate the accuracy, efficiency, and applicability of the proposed bi-fidelity
iterative ensemble Kalman method (BF-IEnKM), we present numerical experiments of three
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different inverse problems constrained by PDEs. The first example (Case 1) considers pa-
rameter estimation in a two-dimensional (2-D) convection-diffusion system with weak discon-
tinuity. The second example (Case 2) is a model calibration problem in Reynolds-averaged
Navier-Stokes (RANS) turbulence modeling, where the coefficients of a RANS turbulence
model is reversely determined from sparse and noisy mean flow measurements. In the third
example (Case 3), a more challenging inverse problem is studied, where the inflow velocity
field of a 3-D patient-specific aneurysm flow is inferred given sparse and noisy internal flow
data. In all three cases, synthetic observation data are used. Namely, sparsely sampled sim-
ulation results with specified parameter/boundary conditions (i.e., ground truth) are used
as data, where artificial Gaussian noises can be added. The HF forward propagation is per-
formed on fine mesh grids, while the LF model is constructed by significantly downsampling
the mesh. The number of Kalman iterations is determined based on the stopping criterion
in [61]. To assess the accuracy of inferred parameters zp, the relative error metric (e) is
defined as,
e =
√
‖zp − z˜‖L2
‖z˜‖L2
, (14)
where z˜ is the ground truth, zp represents the posterior mean of the parameter ensemble, and
‖·‖L2 is the L2 norm defined in the parameter space. The forward solvers (with both HF and
LF discretization) are implemented on an open-source finite volume method (FVM) platform,
OpenFOAM, where spatial derivatives were discretized with the second-order central scheme
for both convection and diffusion terms. A second-order implicit time-integration scheme was
used to discretize the temporal derivatives. For the incompressible fluid problems considered
in cases 2 and 3, the continuity and moment equations were solved using the SIMPLE (semi-
implicit method for pressure-linked equations) algorithm [76], and collocated grids with Rhie
and Chow interpolation were used to prevent the pressure-velocity decoupling [77]. The case
settings are summarized in Table 1.
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Control parameters
Cases
Case 1 Case 2 Case 3
Mesh grids (HF) 10,000 12,225 51,648
Mesh grids (LF) 49 75 4464
# of (LF/HF) simulations for BF 1000/15 1000/20 2000/60
Parameters to be inferred (z) DT C1ε, C2ε u(x),x ∈ ∂Din
# of data (percentage of HF grids) 2% 1% 0.3%
Data noise (Std) 0% of truth 40% of truth 40% of truth
Minimum Kalman iterations 3 2 4
Ensemble size 30 25 200
Table 1: Computational parameters in BF-IEnKM for three test cases
3.1. Case 1: parameter estimation in 2-D convection-diffusion system
In the first example, a 2-D convection-diffusion equation is considered,
∂T
∂t
+∇ · (uT )−∇2(DTT ) = 0, (15)
where T is the scalar concentration field, u is the velocity field, and DT is the diffusion
coefficient. For simplicity, both u and DT are set to be constants over the entire domain. The
convection-diffusion equation describes mass transport of a scalar quantities T (e.g., solute
species) based on the combined effect of both convection and diffusion. When the diffusivity
DT is small, the convection effect is dominant and sharp gradients (or even shock) will present
in the steady-state T field, which is notoriously difficult to resolve by classic numerical
methods, e.g., finite volume or continuous Galerkin methods [78]. In general, a very fine
mesh can be used to capture the large gradients, which, however, will significantly increase
the computational cost and pose great challenges on inverse problems. To better evaluate
the proposed BF-IEnKM, the goal here is to reversely determine the diffusion coefficient DT ,
whose true value is small, leading to a nearly discontinuous concentration field.
Consider a 2-D domain [0, 1] × [0, 1] with a constant convection velocity u = [1, 1]T .
Dirichlet boundary condition (BC) are specified, i.e., T = 1 on the left and bottom sides
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([0, 1]×{0}, {0}× [0, 1]) and T = 0 on the right and top sides ([0, 1]×{1}, {1}× [0, 1]). The
true diffusion parameter is set as D˜T = 0.025, leading to sharp gradients in the steady-state
T field, as shown in Fig. 3d. A HF model with 100 × 100 grids and a LF model with only
7 × 7 grids are used to build the BF forward surrogate. In the offline phase, the solutions
of 1, 000 parameters randomly drawn from a uniform distribution of DT ∈ [0.02, 1.98] are
explored by the LH model and 15 of them are selected as important parameter points where
the HF simulations are conducted for the BF reconstruction. The synthetic observation
data are obtained by randomly sampling 2% of the HF solution field T˜ with the true D˜T
(no noise is added in this case). The initial DT ensemble of 30 members is sampled from a
uniform prior U(0.15, 0.25) and are updated by the BF-IEnKM. As shown in Fig. 2, only
0 1 2 3
0
−1
−2
Kalman interations
lo
g
(e
)
Figure 2: Comparison of inferred diffusion coefficient DT using LF, BF, and HF models with noise-free
observations. BF sample mean ( ), LF sample mean ( ), and the HF sample mean ( ).
with three Kalman iterations, the relative error of BF-inferred DT (posterior sample mean
DBFT = 0.02483) has been reduced less than 1% ( ), while the error of the LF-inferred
result (DLFT = 0.0611) remains large, which is over 100% ( ). Note that after the offline
BF reconstruction, the online cost of the BF-based inversion is almost the same as that of
the LF-based inversion. It’s also interesting to compare the performance of the BF-IEnKM
with that of the purely HF-based inversion using the same amount of computational budget.
Namely, we only can afford one Kalman iteration with 15 HF samples, which costs the same
as the BF-based inversion does, including the budget for both offline BF training and online
inversion. However, the purely HF-based inversion simply fails and the relative error of the
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posterior mean (DHFT = −0.1250) was barely reduced, which is above 100% ( ). This is
because both the iterations and ensemble size are not sufficiently large.
The posterior (inferred) DT ensemble can be propagated to the concentration T field to
further evaluate the peformance. Figure 3 compared the contours of posterior mean fields of
T by LF-based inversion (Fig. 3b) and BF-based inversion (Fig. 3c), benchmarked against
the ground truth (Fig. 3d), where the prior mean (Fig. 3a) is also plotted for comparison.
It can be seen that the LF posterior mean becomes even worse compared to the prior and
(a) Prior mean (b) Posterior mean (LF-IEnKM)
(c) Posterior mean (BF-IEnKM) (d) Ground truth
Figure 3: Scalar concentration T field with (a) prior DT , (b) posterior DT obtained by LF-IEnKM, (c)
posterior DT obtained by BF-IEnKM, and (d) true DT .
fails to give a physical result because of numerical issues induced by insufficient mesh reso-
lution. In contrast, the BF posterior mean agrees with the ground truth very well, and the
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sharp gradients near the two boundary sides can be accurately captured, demonstrating the
effectiveness of the proposed approach.
3.2. Case 2: RANS turbulence model calibration for 2-D separated flow
Turbulent flow is ubiquitous in natural and industrial processes, which can be simulated
using CFD techniques. Despite the increasing computational power, high-fidelity turbu-
lence simulations, e.g., direct numerical simulation or large eddy simulation, are still not
affordable for most engineering problems. Numerical models based on Reynolds-Averaged
Navier-Stokes (RANS) equations are still the workhorse tools for practical applications. To
close the RANS equations, many turbulence closures (e.g., k-ε, k-ω, and Spalart-Allmaras
models) have been proposed in the past decades based on certain specific assumptions [79],
which, however, are not universally applicable and have large model-form errors particularly
for flows with curvature, strong pressure gradient, and massive separations [80]. There are
growing interests in quantifying and reducing the model-form uncertainty in RANS turbu-
lence closures based on Bayesian inference [55–57, 81, 82] and physics-informed machine
learning [83–87]. Among them, calibrating the parameters of a given closure model using
sparse flow measurements is one strategy to improve the RANS modeling [55, 82]. In this
example, we test our proposed BF inversion approach to calibrate a RANS model. To be
specific, two coefficients C1ε and C2ε of the standard k-ε model [88] will be reversely deter-
mined based on sparse and noisy mean flow measurements. The turbulent flow behind a
backward-facing step with a Reynolds number of Re = 25, 000 [89] is studied. The ground
truth of the two coefficients are set as C˜1ε = 1.44 and C˜2ε = 1.92, which are the recommended
values in [88]. The corresponding mean velocity and pressure fields with C˜1ε and C˜2ε are
shown in Figs. 4a and 4b, respectively. The HF model has 12,225 mesh grids, while the LF
one only has 75 cells. The synthetic data are obtained by observing the true mean flow on
1% randomly selected HF grids, and corrupted with 40% Gaussian noises. To reconstruct
the BF surrogate, 1,000 LF samples are generated by uniformly sampling the parameter
space (C1ε, C2) ∈ [1, 2] × [1.8, 3.0], and HF simulations are conducted on the first 20 most
important parameters as the basis. For the online Kalman iteration, an ensemble of 25
15
0 5 · 10−2 0.1 0.15 0.2 0.25
−2
0
2
·10−2
(a) Pressure
0 5 · 10−2 0.1 0.15 0.2 0.25
−2
0
2
·10−2
(b) Velocity magnitude
Figure 4: Mean pressure and velocity magnitude fields of the back ward facing step at Re = 25000 with the
k-varepsilon model
.
members is drawn from the prior and updated by the synthetic observations. The iterations
histories of the inferred C1ε and C2ε are plotted in Figs. 5a and 5b, respectively. The purely
0 1 2
−2
−1
0
Kalman iterations
lo
g
(e
)
(a) Error of inferred C1ε
0 1 2
−3
−2
−1
0
Kalman iterations
lo
g
(e
)
(b) Error of inferred C2ε
Figure 5: Comparison of inferred C1ε and C2ε using LF, BF, and HF models with noisy observations (40%
Gaussian noise). BF sample mean ( ), LF sample mean ( ), and the HF sample mean ( ).
LF-based inversion simply fails and the inferred results (CLF1ε = 6.1902 and C
LF
2ε = 5.8339)
become even worse compared to the initial guess (the relative error is higher than 100% ).
The performance of the BF-IEnKM are excellent as the inferred values (CBF1ε = 1.4476 and
CBF2ε = 1.9205) are very close to the ground truth (C˜1ε = 1.44 and C˜2ε = 1.92) in only two
iterations (relative errors are lower than 1% ). Similarly, the purely HF-based inversion
is conducted using the same computational budget of the BF-based inversion, which affords
one Kalman iteration with 20 HF samples. It can be seen that the purely HF-based inversion
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yields satisfactory results ( ) compared to the LF results. However, the accuracy is lower
than that of the BI-IEnKM method. The HF-inferred C1ε is nearly as the same accurate
as the BF-inferred one, while for C2ε, the BF-inferred result is over one magnitude more
accurate than the HF-inferred result (CHF1ε = 1.4337 and C
HF
2ε = 1.9003).
3.3. Case 3: field inversion in patient-specific cerebral aneurysm flow
In the third case, the proposed BF-IEnKM is applied to solve a field inversion problem
in a cardiovascular flow application. Consider blood flows in a 3-D patient-specific cere-
bral aneurysm bifurcation [90], which can be simulated based on the steady incompressible
Navier-Stokes equations under assumptions of rigid walls and Newtonian fluids. The relia-
bility of model predictions (e.g., velocity, pressure, and wall shear stress) largely depends on
the boundary conditions, e.g., inflow velocity field, which are usually uncertain or unknown.
Therefore, the goal here is to infer a complex 3D inlet velocity field (including non-zero
secondary flow) from sparse and noisy internal flow measurements. To specify the prior dis-
tribution of velocity inlet, a stationary zero-mean Gaussian random field f(x) is introduced
to model the prior uncertainty in the inlet:
f(x) ∼ GP(0, K(x,x′)), K(x,x′) = σ20 exp (
|x− x′|
2l2
), (16)
where K(x,x′) is the exponential kernel function, σ0 and l defined the standard deviation
and length scale of the random field, respectively. The random field is expressed in a compact
form using Karhunen-Loeve (K-L) expansion [91],
f(x) =
nk→∞∑
i=1
√
λiφi(x)ωi, (17)
where λi and φi(x) are eigenvalues and eigenfunctions of the kernel K; ωi are independent
and identically distributed (i.i.d.) random variables with zero mean and unit variance. We
further truncate the KL expansion with a finite number (nk = 3) of basis to approximate the
stochastic process. In this case, a Gaussian random field with l = 2×10−3m and σ0 = 0.1m/s
is added to each component of the inlet velocity with the first three K-L modes, capturing
over 90% energy. The prior distribution of the inlet velocity fields can be written as
uin = u
base
in + [fx(x), fy(x), fz(x)], (18)
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where the base streamwise velocity magnitude ‖ubasein ‖is set as 0.509 m/s (Re = 345). It
is noted that the inlet velocity has variations not only in streamwise direction but also in
the in-plane directions, which induces complex secondary flows. Inferring the inflow velocity
field can be formulated as a nine-dimensional inverse problem with the following parameters
to be inferred,
z = [ω1, ω2, ω3︸ ︷︷ ︸
x streamwise
, ω4, ω5, ω6︸ ︷︷ ︸
y in−plane
, ω7, ω8, ω9︸ ︷︷ ︸
z in−plane
]T ∈ Iz ⊆ R9. (19)
One realization is set as the ground truth, and the corresponding inflow is shown in Fig 7d.
The BF model is built upon an HF model with 51,648 mesh grids and an LF model with
4,464 mesh grids. In the offline phase, the total number of 2,000 LF samples are drawn from
a nine-dimensional multivariate Gaussian distribution, where 60 of them are selected for the
HF simulations. In the online Kalman inversion, an initial ensemble of 200 parameters are
drawn from the prior and iteratively updated by assimilating synthetic observations, which
are obtained by randomly sampling 0.3% of true internal flow velocity results. Figure 6
shows the relative error of the inferred inflow velocity field v.s. iterations. When noise-free
0 1 2 3 4
−1.5
−1
−0.5
Kalman iterations
lo
g
(e
)
(a) 0% data noise
0 1 2 3 4
−1
−0.8
−0.6
−0.4
Kalman iterations
lo
g
(e
)
(b) 40% data noise
Figure 6: Relative error of inferred inlet velocity fields (uin) by LF, BF, and HF models with (a) noise-free
velocity data, and (b) velocity data with 40% Gaussian noises. BF sample mean ( ), LF sample mean
( ), and the HF mean ( ).
data is assimilated (Fig. 6a), the relative error of the BF-inferred uin ( ) can be reduced
to about 2.5% after four iterations, while the LF-inferred result ( ) is barely improved
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compared to the prior. Even when the synthetic data are perturbed with a 40% Gaussian
noise (Fig. 6a), the performance of the proposed BF-IEnKF is still impressive and the accu-
racy of the BF-inferred uin is above 92%. With the same computational budget, only 60 HF
samples with one iteration can be afforded to perform the purely HF-based inversion, and
the performance ( ) is worse than the BF-based approach for both cases with noise-free or
noisy data. To clearly demonstrate the effectiveness of the proposed methods, the contour
plots of inferred velocity inlets (Case with 40% noisy data) are visualized in Fig. 7. The mean
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Figure 7: Contour comparison of the (a) prior mean, (b) LF posterior mean, and (c) BF posterior mean of
the inlet velocity field, benchmarked against (d) the ground truth.
field of the prior inflow ensemble (Fig. 7a) has a uniform streamwise velocity component and
no secondary flows since zero-mean Gaussian processes are specified. The true inlet field
(Fig. 7d) presents a complex flow pattern, where the velocity magnitude is non-uniformly
distributed and in-plane secondary flows can be founded. It is clear that the BF-inferred in-
flow velocity field (Fig. 7c) agrees with the ground truth very well, which cannot be captured
by the purely LF-based approach (Fig. 7b). Note that the successful inference is achieved
by assimilating highly sparse and noisy data (0.3% of velocity information corrupted with
40% noise), demonstrating the merit and effectiveness of the proposed BF-based iterative
ensemble Kalman method.
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(a) Prior (flow) (b) BF posterior (flow) (c) Truth (flow)
(d) Prior (pressure) (e) BF posterior (pressure) (f) Truth (pressure)
(g) Prior (WSS) (h) BF posterior (WSS) (i) Truth (WSS)
Figure 8: Propagated full-field flow information, including (a, b, c) flow streamline, (d, e, f) surface pressure,
and (g, h, i) wall shear stress distribution.
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The inferred inlet velocity field can be propagated by solving the incompressible Navier-
Stokes equations to obtain the full-field information of the internal flows. To further reduce
the computational cost, the BF surrogate is used to enable a fast forward propagation.
Namely, the posterior ensemble of the inlets are propagated via the LF solver, and the high-
resolution internal velocity field, surface pressure field, and wall shear stress (WSS) field
are recovered based on the BF reconstruction, which are shown in Fig.8. Because of the
secondary flows of the inlet, strong streamline distortions can be seen in the main vessel,
aneurysm bulb, and two bifurcation arms, which are underestimated in the prior (Fig.8a).
Although only the noisy velocity information observed on 0.3% of the grids are used for
inference, the full-field internal velocity over the entire domain can be well recovered by the
BF-based approach (Fig.8b), which is almost identical to the ground truth (Fig.8c). For the
pressure distribution over the vessel surface, the BF prediction (Fig.8e) also well agrees with
the truth (Fig.8f), where the high-pressure regions at left corner of the main vessel caused
by the flow impingement are accurately captured. Lastly, we evaluate the WSS prediction,
which is one of the most critical quantities of interest in aneurysm flows. Although the overall
pattern of the prior mean WSS (Fig.8g) is similar to the ground truth (Fig.8i), the locations
of extreme values, which are known to be highly relevant to aneurysm rupture [70, 92], are
mispredicted. Nonetheless, our proposed BF-based approach can accurately predicted these
regions, where the maximum and minimum WSS are located (Fig.8h).
3.4. Efficiency and Accuracy of BF-IEnKM
Lastly, the comparison between our proposed BF-IEnKM and the standard IEnKM based
on either LF or HF models are summarized in terms of the efficiency and accuracy.
3.4.1. Speedup in online inversion phase
Once the BF model is constructed in offline training phase, the speedup of our proposed
BF-IEnKM for the online inversion directly scales up with the ensemble size, the number
of iterations, and the ratio the HF/LF model evaluation costs. Table 2 summarizes the
computational cost (CPU wall time) of a single model evaluation for the BF (LF) and HF
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models in all three cases studied above. It can be seen the speedup is remarkable even
only for one model evaluation in all cases. For instance, the single-sample speedup in the
2-D convection-diffusion problem (Case 1) is more than 4000 times. Note that the gain on
efficiency would be huge if a large ensemble is used and more iterations are conducted.
Forward model
Case
2-D conv-diff 2-D turbulent flow 3-D vascular flow
BF (or LF) model 0.0130 sec 0.097 sec 2.160 sec
HF model 57.801 sec 45.033 sec 282.220 sec
Speedup 4446.23 464.25 130.65
Table 2: Computational cost (CPU wall time,) of a single forward evaluation of LF, BF, and HF models for
all three test cases
3.4.2. Accuracy comparison with same computational budget
Although the proposed BF-IEnKM has been demonstrated to be remarkably efficient in
the online phase, additional computational costs are still need for the offline training.
Case name 2-D conv-diff 2-D turbulent flow 3-D laminar flow
Parameters DT (0 noise) C1 (40% noise) C2 (40% noise) uin (0 noise) uin (40% noise)
e (HF) 100.78 10−2.35 10−1.98 10−0.78 10−0.80
e (BF) 10−2.16 10−2.28 10−3.58 10−1.61 10−1.10
Budget 975 s 326 s 12,600 s
Device name Intel® Xeon(R) Gold 6138 CPU @ 2.00GHz × 40
Table 3: Accuracy comparison between BF-IEnKM and HF-IEnKM with the same computational budget
for all three test cases
To more fairly compare the proposed method with the standard single-fidelity (i.e., HF-
based) IEnKM, the computation costs for both offline training and online inversion of the
BF-IEnKM will be considered. Namely, the total computational budget will be fixed, and
the accuracy of the two approaches are compared. The comparison results are summarized
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in Table 3. For all three cases, with same computational budget, the BF-IEnKM predictions
are much more accurate than those of the HF-based IEnKM, regardless of the data noise
level. For most inferred parameters, the prediction accuracy of the BF-based inversion is one
order of magnitude higher than that of the standard Kalman inversion, showing the merits
of our proposed method.
4. Conclusion
This paper presents a novel bi-fidelity iterative ensemble Kalman method (BF-IEnKM)
for solving PDE-constrained inverse problem, where the advantages of high fidelity (HF) and
low fidelity (LF) models are leveraged. Specifically, a large number of LF simulations are
conducted to explore the parameter space and Chelosky decomposition of the LF snapshot
matrix is performed to determine the important parameter nodes, on which the HF simula-
tions are conducted. These HF solutions are used as the basis functions for massive forward
propagations in the ensemble-based Kalman inversion. Therefore, the computational cost
of the BF-based ensemble Kalman iterations can be significantly reduced but the predictive
accuracy remains high. Moreover, the proposed method inherits the non-intrusive nature
of the original iterative Kalman inversion method and thus can be easily applied to any
existing numerical solvers for various applications. Several numerical experiments were con-
ducted for solving inverse problems in scalar transport equations, RANS turbulence models,
and patient-specific cardiovascular flows, and the results have demonstrated the effectiveness
and merit of the proposed method in terms of both efficiency and accuracy.
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Appendix A. Bi-fidelity iterative ensemble Kalman method algorithm
Algorithm 1 Offline: important point selection for HF basis [70]
begin
V L = [vL(z1), ...,v
L(zM )]
d[i] = (vLi )
TvLi for i = 1, ...,M
P = zeros(m, 1), L = zeros(m,M), k = 1
while k ≤ m do
1. P [k] = arg maxd[k : end];
2. Exchange V L[:, k] and V L[:, P [k]]; Exchange L[:, k] and L[:, P [k]]; Exchange d[k] and d[P [k]];
3. r(t) = (V L(:, t))TV L(:, k)−∑k−1j=1 L(t, j)L(k, j) for t = k + 1, ...,M ;
4. L[k, k] =
√
d[k];
5. L[t, k] = r[t]/L[k, k] for t = k + 1, ...,M ;
6. d[t] = d[t]− L2[t, k] for t = k + 1, ...,M ;
7. k = k + 1
end
γ[:, t] = Γ[:, P [t]] for t = 1, ...,m;
Form the truncated Gramian GL = LLT
end
Algorithm 2 Online: BF iterative ensemble Kalman inversion
begin
Draw γ
(ns)
0 from p(z), k=1.
while k ≤ niter do
1. V Lk (γ
(ns)
k ) = FL(γ(ns)k );
2. ck = ((G
L)−1)TV Lk ;
2. V B(γ
(ns)
k ) =
∑m
i=1 civ
H(zi);
3. XBk = [V
B
k , γ
(ns)
k ];
3. XˆBk = X
B
k + P
k
mH
T (HP kmH
T + Pd)
−1(y −HXBk );
4. γ
(ns)
k+1 = γˆ
(ns)
k ;
5. k = k + 1;
if
∥∥√Pd(y −HXBk )∥∥ ≤ σd then
break;
end
end
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Appendix B. Error estimate of the BF reconstruction
The BF construction in each case is guided by the empirical error estimation a priori [70].
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Figure B.9: The relative distance and error estimation of the BF models with respect to the number (m) of HF
simulations used for BF reconstruction in cases 1, 2 and 3: Rs ( ),
dH(vH(z),UH(γk))
||vH(z)|| ( ),
dL(vL(z),UL(γk))
||vL(z)||
( ), Re ( ), BF error estimation ( ).
The model similarity metrics (Rs ) vs. the number of HF samples are shown in the first
column of Fig. B.9, where the relative distances from HF and LF solutions to the subspace
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spanned by the previous selected HF solutions are plotted as well. It can be seen that the
model similarity metrics Rs fluctuates around one, and the relative distances of both HF/LF
solutions decrease at the number of important points increase, indicating that the LF models
are informative for all three cases. The histories of error estimates ( ) and error component
ratio (Re ) are plotted in the second column of Fig. B.9. The error component ratios Re
in cases 1 & 2 almost reach to the threshold value of 10 after collecting a few HF samples,
indicating the max-distance based point selection can stop. Although the Re in case 3 is far
from the threshold, the estimated error does not notably decrease after 55 HF samples were
collected. Therefore, the number of HF training samples in each case can be justified based
on this a priori error estimation analysis.
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