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MarsThis manuscript presents a review of data used by planetary geomorphologists and the software tools needed to
prepare, process, and analyze those data, along with an example of doing so. Visible image capture and the pho-
tometric and geometric processing of those images are reviewed, as are laser altimetry data, and terrain data de-
rived from images via stereogrammetry. Image processing, geographic, and geospatial software tools are
discussed.
© 2014 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-SA license
(http://creativecommons.org/licenses/by-nc-sa/3.0/).1. Introduction
Having the right tools and knowing how to use them properly have
always been important for scientists. In the early days our tools were
physical instruments made lovingly of brass and leather that helped
us capture measurements and information that advanced our ﬁelds.
Our modern era more often than not ﬁnds us searching for software
tools, as the rawdata that wemustmeasure and process are increasing-
ly digital. This is even more acute in the various ﬁelds of Planetary
Science where the primary data we have are returned via the Deep
Space Network from our remote robotic explorers.
A terrestrial geomorphologist who has the luxury of visiting a study
area in person, and applying a vast number of measurement techniques
to such a location, may not realize the convenience of living on the same
planet as their study area. Planetary geomorphologists have come a long
way, however, since theﬁrst stratigraphy and geomorphology studies of
the Moon (e.g. Shoemaker and Hackman, 1962) from Earth-based
telescopic observations. A tremendous amount of geomorphological
information can be gathered from our modern robotic spacecraft and
applied to fundamental geologic problems on those distant bodies and
more generally to our understanding of landform evolution, aeolian
processes, mass wasting, volcanology, and more.
The nature of planetary studies often forces us to attempt to wring
every last bit of knowledge from the data we return to Earth. And
whereas theplanetary geomorphologistmay be jealous of the terrestrial
geomorphologist's relative ease of access to study locations, that does
not mean that all terrestrial study locations are easy or feasible to. This is an open access article underwork at. Awide variety of terrestrial locations are prohibitive or difﬁcult
to operate in because of remoteness from services, extreme climate
(polar regions, equatorial deserts, high elevations), or political instabil-
ity. These locations are historically under-studied, butmodern aerial ob-
servation and Earth-observing satellites make the research approach to
these terrestrial study locations very similar to the approach
that planetary scientists take to understanding the geomorphology of
distant worlds.
2. Data
Like any other geomorphologist, the planetary geomorphologist is
primarily analyzing what various planetary terrains look like and how
they are shaped. In planetary work, we are usually limited to remotely
sensed data and, therefore, the primary data for study are images,
terrain, and data derived from them.
2.1. Images
Planetary images have been acquired in a number of different
systems and formats (Table 1). Historically vidicon imagers (e.g.
Wellman et al., 1976; Smith et al., 1977) and even ﬁlm cameras (e.g.
Masursky et al., 1978) have been used. The modern capture device for
image acquisition is the charge coupled device (CCD). Even these can
be used in a variety of ways. For image data to be useful to a geomor-
phologist for direct measurement and interpretation, the data must be
photometrically and geometrically corrected to provide an image that
is more akin to a ‘map’ (with all of its attendant meta-data and qualiﬁ-
cations) than just a ‘picture.’the CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Table 1
A catalog of visible wavelength imagers and how they performed on various objects in the solar system. A selection of the more recent imagers for the Moon is included only, because a
tremendous number of spacecraft from the 1960s and 1970s captured various kinds of images, toomany to list. The THEMIS IR instrument is listed, because its global data set is important
for cartographic control of higher resolution visible wavelength images.
Mission Instrument Reference Nominal ground scale (m/pixel)
Mercury
Mariner 10 Television Photography Experiment Danielson et al. (1975) 2000 or better
MESSENGER MDIS NAC Hawkins et al. (2007) 5.1 to 10s
MDIS WAC Hawkins et al. (2007) 35.8 to 100s
Moon, Vesta, and soon Ceres
Lunar Orbiters High-resolution Hansen (1970) 1 to 10s
Medium-resolution Hansen (1970) 10 to 100s
Clementine HIRES Nozette et al. (1994) 200
SMART-1 AMIE Josset et al. (2006) 27
Kaguya Terrain camera Haruyama et al. (2008) 10
Multi-band imager Haruyama et al. (2008) 20
Chang'e 1 Stereo camera Huixian et al. (2005) 120
Chandrayaan-1 Terrain mapping camera Kiran Kumar and Roy Chowdhury (2005) 5
LRO LROC NAC Robinson et al. (2010) 0.5
LROC WAC Robinson et al. (2010) 100
Chang'e 2 stereo camera Zhao et al. (2011) 1.5–7
Dawn Framing camera at Vesta Sierks et al. (2011) 12
Framing camera at Ceres Sierks et al. (2011) 62
Mars
Mariner 9 Television NAC Masursky et al. (1970) 100
Television WAC Masursky et al. (1970) 1000
Viking 1&2 Visual imaging subsystem Wellman et al. (1976) 100
MGS MOC NAC Malin and Edgett (2001), Malin et al. (1992) 1.5–20
MOC WAC Malin and Edgett (2001), Malin et al. (1992) 250
Odyssey THEMIS IR Christensen et al. (2004) 100
THEMIS VIS Christensen et al. (2004) 18
Mars Express HRSC color scanner Neukum and Jaumann (2004) 10
HRSC SRC Neukum and Jaumann (2004) 2.3
MRO HiRISE McEwen et al. (2007) 0.25
CTX Malin et al. (2007) 6
Jupiter's moons
Pioneer 10 Imaging photopolarimeter experiment Gehrels et al. (1974) 160,000–800,000
Pioneer 11 Imaging photopolarimeter experiment Baker et al. (1975) 314,000–840,000
Voyager 1 & 2 Imaging experiment Smith et al. (1977) 500–6000
Galileo SSI Belton et al. (1992), Belton (2000) 10 to 10,000s
New Horizons LORRI Cheng et al. (2008), Spencer et al. (2007) 14,000–22,000
Saturn's moons
Voyager 1 & 2 Imaging experiment Smith et al. (1977) 500–20,000
Cassini ISS Porco et al. (2004, 2006) 4 to 1000s
Uranus and Neptune's moons
Voyager 2 ISS NAC & WAC Smith et al. (1977, 1986, 1989) 600–43,300
Pluto (expected)
New Horizons LORRI Cheng et al. (2008) 100
MVIC Reuter et al. (2008) 1000
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The simplest kind of imager uses a square or rectangular CCD chip to
capture photons in all of its pixels at once from a single exposure (this is
similar to most consumer and phone cameras). This method often is re-
ferred to as a framing camera (because a whole frame is captured at a
single instant) and is the simplest to understand and process. Imagers
of this kind are ideal for ﬂyby missions or other applications where
the relative orientation of the camera and the target may be highly var-
iable (e.g. Galileo SSI, Belton et al., 1992; Cassini ISS, Porco et al., 2004),
or for which long exposures are needed.
In contrast, when a spacecraft is in a regular orbit of a planetary
body, a pushbroom array can be used. This is a single line of pixels on
a CCD that is oriented perpendicular to the direction of spacecraft travel.
It allows the instrument to gather image data, and read in a line of pixels
at the same rate that the spacecraft advances, allowing long strips of
continuous image data to be collected (e.g. Mars Orbiter Camera,
MOC, Malin et al., 1992; MRO Context Camera, CTX, Malin et al., 2007;
Lunar Reconnaissance Orbiter Narrow Angle Cameras, LROC NACs,
Robinson et al., 2010). The advantage of these imagers is that they cancapture larger areas with simpler spacecraft operations. Although if
the spacecraft wobbles or moves during an image acquisition, this com-
plicates the data. In some cases, this issue can be addressed during the
geometric correction step (e.g. Mattson et al., 2009, 2011), but this
kind of issue cannot always be corrected. Properly accounting for this
spacecraft motion requires some way to isolate the characteristics and
frequencies of the motion, which isn't always possible.
Many variations exist on these basic principles. The pixel footprint of
the High Resolution Imaging Science Experiment (HiRISE) instrument
was so small (25 cm/pixel) that a single line-scan pushbroom array
would not gather enough signal. That instrument employs rectangular
arrays that operate in a time delay integration (TDI) mode that moves
the charge for a line of pixels down the array at the rate of spacecraft
motion, so that a single line of pixels will be exposed for a longer period
of time creating a longer effective exposure thanwould be possiblewith
a single one-dimensional CCD array (McEwen et al., 2007).
Camera instruments, like the Thermal Emission Imaging System
(THEMIS), employ a pushframe or framelet technique (Christensen
et al., 2004). Those instruments have a rectangular array of pixels that
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framelet overlaps the next, and these framelets can be stitched together
into a long strip.
More complicated variations of acquiring images exist with combi-
nations of these techniques. Some instruments use different parts of
the same CCD to gather different kinds of data. The Lunar Reconnais-
sance Orbiter Wide Angle Camera CCDs have different color ﬁlters
bonded to the CCD, allowing different regions of the CCD to gather dif-
ferent wavelengths of light (Robinson et al., 2010). The High Resolution
Stereo Camera (HRSC) CCD gets light from different optical paths,
allowing a single CCD to record photons from different viewing geome-
tries (Neukum and Jaumann, 2004).
No such thing as a ‘standard’ camera exists, and each instrumentwill
gather data in a unique way. To interpret data that a camera collects
properly, one must understand the operation modes and limitations of
those instruments.
2.1.2. Processing
In all cases, raw images from the spacecraft are relatively useless
until they have been processed through routines that convert the raw
data numbers (DNs) captured by the analog to digital converter on
the instrument to values that have some quantiﬁable meaning in an
absolute sense and relative to one another. This is referred to as photo-
metric processing of the image and is usually done by algorithms
provided by the instrument teams (that know the performance charac-
teristics of their instruments). Other kinds of processing to remove
obvious errors and other photometric corrections are applied at this
stage, too. The intended result of photometric processing is to present
the image in a way that is free of instrument-induced errors and
noise, and provide values in the pixels that are consistent with one
another and comparable to other pixel values in other images taken
with the same instrument. For those instruments with complicated
optical arrangements, this step often also separates out the different
sections from a CCD ‘capture’ into more logical separate images.
Now that the images have a solid photometric correction, but before
they can be used for geomorphological studies, they must also be
geometrically corrected. Geometric correction is the process of taking
the image as captured at the focal plane by the CCD and converting it
to an image that is in some sort of map projection so that the physical
relation of one pixel to another has a known arrangement. The map-
projected images produced by geometric correction can vary in quality.
In the simplest case, geometric correction takes the pixels from the CCD
array, mathematically projects them through the optics of the camera,
back out into space, and where those rectangular prisms intersect the
ellipsoid of the target planet, the pixels are ‘painted’ on that ellipsoid,
and then mathematically adjusted into some map projection (which
converts information on a spheroid to a planar representation).
Projecting the CCDpixels onto an ellipsoid is good, but projecting the
pixels onto a terrain model (also referred to as a digital terrain model,
DTM, or digital elevation model, DEM) would be better, because the
map-projection process would thenmore faithfully capture the relative
locations of landforms in the scene. The higher the resolution of the
terrain model with respect to the image, the better the precision and
accuracy of measuring distances and locations of features in the
resulting image becomes.
2.1.3. Beyond the visible spectrum
The above discussion mainly covers visible-wavelength images to
keep this manuscript focused and of manageable size. Contributions
from other wavelengths (infrared, multi-spectral, and radar) can also
provide important information about planetary surfaces.
Infrared images yield information about the thermal characteristics
and responses of landformsunder investigation that can help determine
physical properties. The infrared is also an excellent place to determine
mineralogical characteristics (e.g. Christensen et al., 2004).Multi-spectral or hyperspectral images (including the infrared)
capture more than a single bandpass of light (in some cases many,
many more) for the same area on the ground. The term ‘color’ usually
refers to a data set with less than 10 wavelengths, where as multi-
and hyperspectral can refer to many tens to hundreds of individual
bands. Capturing these data can be achieved in a variety of ways, and
these images must be photometrically and geometrically processed as
well, although the photometric processing of multi-spectral data is
signiﬁcantly more complex than mono-spectral images, and requires
greater expertise to extractmeaningful results. The compositional infor-
mation that this technique provides can be a critical indicator for the
geological history of an area that cannot be obtained by geomorphology
alone (e.g. Bibring et al., 2004; Murchie et al., 2007).
Finally, radar data can provide important geomorphologic informa-
tion, because it can image through dense cloud cover (as on Venus
and Titan), and provide information on surface roughness directly
(e.g. Elachi et al., 2005; Nozette et al., 2010). Penetrating radar can be
used to learn about sub-surface structure (e.g. Seu et al., 2007). Radar
data also require specialized photometric and geometric processing.
2.2. Terrain
Obtaining three-dimensional information for planets in our Solar
System is often not as simple as taking an image. Some direct-capture
methods exist for obtaining terrain, but there are also many ways to
reliably derive terrain from images.
The techniques below can also be combined in various ways to yield
superior terrain information. Terrainmodels from stereogrammetry can
be seeded by terrain from laser altimeters to provide constraints, and
then enhanced by photoclinometry to improve the effective resolution
of the ﬁnal terrain product.
2.2.1. Shadow measurements
Oneway to get relative elevation information in a scene is to exploit
the shadows cast by landforms. This has been employed successfully in
measuring double-ridges on Europa (Kadel et al., 1998) and crater
depths (Chappelow and Sharpton, 2002) where the expected shape of
these landforms is sufﬁciently well known that shadows can be used.
Applying shadowmeasurements to other landforms can be problemat-
ic, because the surface where the shadow is projected upon may also
have unknown topography.
2.2.2. Laser altimetry
Direct capture methods for obtaining terrain have so far been laser
altimeters (e.g. MOLA, Smith et al., 2001; LOLA, Smith et al., 2010;
MLA, Cavanaugh et al., 2007) which send a pulse of laser light from
orbit, and time the return pulse. Along with a precise understanding
of the spacecraft relative to the center of mass of the planet, terrain
information can be derived. These instruments have been fantastic for
gathering global data sets of distant worlds, but they are limited to
discreet spots on the surface separated by a few to hundreds of meters
along the ground track of the spacecraft, and potentially kilometers
between spacecraft tracks.
2.2.3. Stereogrammetry
To obtain amore continuous blanket of terrain information, overlap-
ping images capturedwith stereo geometries can be used to reconstruct
the terrain in the scene (e.g., Kirk et al., 2008). These methods can use a
single pair of stereo images, but techniques also exist for adding addi-
tional ‘looks’ to the solution, which provide additional constraints, and
can improve the solution.
2.2.4. Photoclinometry
The technique of photoclinometry or shape-from-shading can
also be applied to visual images to extract terrain information
(e.g., Watson, 1968; Squyres, 1981; Davis and Soderblom, 1984; Kirk,
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This suite of techniques makes assumptions about the surface albedo,
and then uses the brightness information in a single image to model
slopes or integrate terrain.3. Tools
This section discusses not only various tools for performing the
initial processing of the data described above, but also tools for manip-
ulating and measuring the data once they have passed through that
initial processing.
These are not the only tools or techniques that are used in Planetary
Sciences for these purposes. Many authors and institutions keep their
algorithms and software proprietary (for many different reasons), and
so I am only including those tools which are publicly available (either
freely available via an open source license or commercially available
for purchase).
You will also ﬁnd tools and techniques that are custom-built by a
particular research group. They are not proprietary by design, but the
authors do not have the time or energy to publicly share. These tools
are often available if the authors are asked politely.3.1. Open source
In any software tool decision, a choice is often faced between
commercial tools and open source solutions. Merits exist for both
approaches, depending on what is most important to your work. A
whole body of discourse has occurred on this topic that should be
explored, but which would be difﬁcult to encapsulate in only a few
paragraphs. Instead, the merits of each as they apply to science users
are brieﬂy covered.
The primarymerit of commercial software is thatmost programs are
relatively straightforward to install and use. They typically have good
quality documentation and customer support. As a researcher this
allows you to begin using the tool to analyze data, and focus on your
results.
Open source software allows complete inspection of the innerwork-
ings of its algorithms. Much aswewish our colleagues to reproduce our
results by being explicit about our scientiﬁc methods, open source soft-
ware allows transparency by allowing direct inspection of its algorithms
and processes. Open source software also allows you to freely adapt or
modify tools to make them work more to your liking, or allow you to
use your own algorithms. The ﬁnal advantage to scientists is that open
source software is freely available and does not require costly licenses.
This can be important to scientists if they switch institutions and the
new institution does not have a license for software that they were
dependent on, and they do not have the funds in their grants to
purchase a license.3.2. Image processing
The data set that is being worked with primarily determines the
image processing tool used. For any given instrument, an image pro-
cessing system always exists that the instrument team uses, and that
tool will have the most accurate algorithms for that instrument. This
does not mean that an analyst is limited to a single tool, but it usually
requires that the instrument team's favored software must be used
initially to photometrically process the data before moving on to some
other tool to map project or analyze.
Only a few tools are detailed below, because they are the usual
mechanisms for planetary image processing. Many custom private or
proprietary image processing systems also exist for various instruments
and techniques.3.2.1. ISIS
The Integrated Software for Imagers and Spectrometers (ISIS) is the
primary tool for processing images from planetary spacecraft (http://
isis.astrogeology.usgs.gov). It has a long history of development at the
USGS Astrogeology Science Center in Flagstaff, AZ, and is in the public
domain. It contains camera models and custom-built (in many cases
by the instrument teams themselves) photometric processing routines
(Keszthelyi et al., 2014). In addition, ISIS is a cartography tool, and
provides excellent geometric correction and map-projection utilities.
ISIS also has some measurement and analysis capability such that it
could be the only tool that is needed, depending on the investigation.
3.2.2. IDL and ENVI
The Interactive Data Language (IDL) is really a computer language
and not a speciﬁc kind of tool. It deserves mention, however, because
several planetary instrument teams (e.g. Cassini ISS, MRO CRISM, and
Chandrayaan-1 M3) have implemented image processing systems for
the datawithin IDL that they sharewith the community. An open source
implementation, the GNUData Language, also exists. Frequently used in
conjunction with IDL, the Environment for Visualizing Images (ENVI)
software is also used, as they are products of the same company. ENVI
is a user-oriented tool for geospatial image processing.
3.2.3. DaVinci
DaVinci (http://davinci.asu.edu) is also a computer language mostly
developed for image processing tasks, and handles multispectral data
very well. It has been used for all manner of data processing by the
TES and THEMIS teams, and is used along with ISIS for processing PDS
data for availability in JMARS (see below). Edwards et al. (2011) demon-
strate its use for mosaicking planetary data and includes a section on
how it can be easily used for mosaicking MOC, CTX, and Viking images.
3.3. Terrain reconstruction
A number of algorithms exist for performing terrain reconstruction,
andmany for deriving terrain primarily for terrestrial robots. Near-ﬁeld
terrain for navigation is substantially different from high-precision
from-orbit stereo thatmany of these solutionswill not work for satellite
images, and images from other planets can be an additional issue.
The tools in this section were either speciﬁcally written or adapted for
planetary work.
3.3.1. SOCET SET
The SOCET SET® (soon to be SOCET GXP®) software is a digital
photogrammetry suite sold by BAE Systems. It requires specialized
visualization hardware so that the operator can see the parallax in the
images and select high quality control points, as well as visualize the
ﬁnal scene. SOCET SET also has the ability to interactively edit a terrain
model after automatic processing, so that an operator can remove
blunders and create a very high quality terrain model.
SOCET SET has been used by the USGS Astrogeology Science Center
for the creation of planetary terrain models since the late 1990s (Kirk
et al., 2008). It has created many high-quality terrain models used for
science and engineering purposes. More recently, other institutions
have purchased SOCET SET workstations, and the USGS has provided
training and helper programs to ease the transfer of data between ISIS
and SOCET SET, so that they work smoothly together.
The USGS in cooperation with the NASA PG&G Program operates a
Planetary Photogrammetry Guest Facility that researchers can visit
and make their own terrain models with expert supervision.
3.3.2. NASA Ames Stereo Pipeline
The NASA Ames Stereo Pipeline (ASP, http://irg.arc.nasa.gov/ngt/
stereo, Moratto et al., 2010) is a series of programs made available
under an open source license. It is written to perform automatic pro-
cessing of stereo images from a wide variety of planetary instruments
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reo Pipeline) aswell as commercial terrestrial stereo images, and others.
The NASA Ames Stereo Pipeline is written to work on commodity
hardware from laptops to supercomputers, and has been optimized
for distributed parallel operations.
3.4. Geographic and geospatial tools
Creating accurate map projections and building terrain models en-
sure that the data are ready formeasurement or analysis, and additional
or different tools are often needed for that task.
3.4.1. GDAL
The Geospatial Data Abstraction Library (GDAL, GDAL Development
Team, 2014) is primarily a translator for geospatial data formats, and as
such presents a single abstract data model for geospatial data. It allows
formuchmore than just simple translation, and provides a host of utility
programs which make working with geospatial data simpler.
3.4.2. Geospatial databases
Databases provide signiﬁcant improvements over spreadsheets for
manipulation and analysis of data. Many database systems now also
provide geospatial extensions (e.g. MySQL, PostgreSQL with PostGIS).
These modules allow a user to save point locations, polygons, and
other geospatial data into the database in addition to text or numbers.
Furthermore, these extensions allow complicated geospatial queries to
be made.
These geospatial databases can also act as the data engine for visual-
ization tools and geographic information systems.
3.4.3. Geographic Information Systems
Geographic Information Systems (GISes) provide an integrated visu-
alization environment for geospatial data, which allows inspection and
querying of the data in a relatively easy and powerful interface (Clarke,
1986; Hare et al, 2009; Maliene et al., 2011). These systems also allow
annotation to be added. They allow saving a ‘project ﬁle’ that can be
worked on and shared by researchers down the hall or at different insti-
tutions. These systems can also often pull directly from internet map
servers, allowing a central source to update map data.
Several have been adapted or can be used for planetary data.
3.4.3.1. ArcGIS. The ArcGIS program suite (http://www.arcgis.com) is
one of the oldest and best-known Geographic Information Systems. It
is a complex and multifunctional tool, and many Planetary Science
researchers have written add-ons or modules for ArcGIS that can
be used for investigations speciﬁc to Planetary Science (e.g. crater
counting). It is also the recommended environment in which all plane-
tary maps published through the USGS should be authored.
3.4.3.2. GRASS. The Geographic Resources Analysis Support System
(GRASS, GRASS Development Team, 2012) is an open source GIS system
with a number of powerful modules for data analysis. GRASS primarily
follows in the unix command-line tradition, but does have a GUI
element.
3.4.3.3. QGIS. The QGIS program (http://www.qgis.org) is another open
source geographic information system of note that is highly functional
and has many of the capabilities of ArcGIS, including custom planetary
radii support. Its primary interface is a GUI, like ArcGIS, and is more
user-friendly than GRASS, but does have the capability to connect
with and utilize GRASS modules for data analysis.
3.4.3.4. JMARS. The Java Mission-planning and Analysis for Remote
Sensing (JMARS, http://jmars.asu.edu) program is a GIS that has been
speciﬁcally built for planetary data sets. It was originally written as the
mission-planning tool for THEMIS, and has since been expanded to bea mission-planning tool for HiRISE, MRO, and LROC, and will be used
for mission-planning by the upcoming OSIRIS-REx mission. Among its
advantages are that many global data sets are centrally served, so that
individuals do not need to maintain large planetary basemaps on their
local computers. JMARS is free and cross-platform. In addition to the
global data sets, it also provides quick access to individual image data
for Viking, MOC, THEMIS, CTX, HiRISE (including anaglyphs and
DTMs), CRISM, HRSC (including DTMs), LROC, Mercury MDIS, Dawn
FC (Vesta), and others. It provides a link back to the original PDS
locations where the raw images can be downloaded. As a result, it can
be used to quickly ﬁnd what images are available for a region, and to
survey possible regions for study based on overlapping coverage from
multiple instrument sets. JMARS also provides the ability to display 3D
perspective views of data projected on to the various topographic data
sets present within JMARS or user-provided terrain.
3.4.3.5. PlanetServer. The PlanetServer concept is an approach to data
analysis, which maintains data sets at a central server, but allows
users to query and manipulate the data via a web interface (Oosthoek
et al., 2014).
3.4.4. Strike and dip tools
3.4.4.1. Orion. The Orion software, by Pangaea Scientiﬁc (http://www.
pangaeasci.com), is a commercial tool for helping to compute the
structural attitude of strata or planar structures from terrain models
and images.
3.4.4.2. LayerTools extension to ArcGIS. If you are already working in the
ArcGIS environment, Kneissl et al. (2010) have developed a freely-
available extension that can help the user determine the strike and
dip of geological strata.
3.5. Computer languages
At times data must be processed or measured in a way that no
existing tool can help with and researchers are faced with creating
their own new algorithm or tool. Other times, researchers may ﬁnd
that they need to do simple manipulations of data or text, or may
need to chain together or script a series of discrete, simple actions that
are relevant to their problem. In these cases, being able to write some
programs can be a tremendous beneﬁt.
As far as selection of computer languages go, no single correct
answer exists. Different languages have different strengths and weak-
nesses like any tool, and room does not exist here to detail them, so
again I would suggest doing some research, and some polling of
colleagues. Often, groups or disciplines of scientists will all use the
same language, either because some advantage exists to using that
language for that discipline, or simply because of historical reasons.
Having knowledge of an interpreted language for writing ‘simple’
programs can be of tremendous value. Some people use simple shell
scripts for this, but slightly higher-level languages like Perl or Python
allow more detailed operations, and both have a number of additional
modules that allow for quite complicated scientiﬁc and numerical
work. Knowing one of these languages, or ones like it, can serve as an
excellent starting point.
Sometimes, a researcher needs something that is more than just
simple manipulations, and the best advice here is to make sure that
the software ﬁeld is appropriately researched and establish that indeed
no alternative exists to writing custom software.
Once it has been determined that no alternative really exists tomak-
ing it from scratch, the biggest mistake people make is to build some-
thing quickly instead of carefully building a program or software
framework and making sure to document it. I advise research-
developers to treat all the software they write as if they were going to
release it to the general public (even if they do not). This may seem
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but their future selves will forget all of the things their current self was
thinking. If they do not document their software, it will be unintelligible
in only a few months—even to them!
The choice of languages for larger projects is difﬁcult to give advice
for, depending on the project. If the project requires lots of calculations,
and therefore, speed and optimization are needed, languages like C and
C++will dowell, and even good old FORTRANmight sometimes be the
best answer. If the project requires graphical elements, then Java or
C++with an established graphical toolkit like Qt might be the answer.
Again, depending on the scale of the project, devoting the right amount
of time to researching what language or approach to use for a custom
problem will be critical to building a software solution that is scalable
and durable.
4. Case study
To illustrate some of these techniques, I will present a highly simpli-
ﬁed case study of the MSL landing site in Gale Crater. Of course, a very
detailed study of Gale Crater was performed with a variety of orbital
remote sensing data and techniques (Golombek et al., 2012), and the
Curiosity rover is now performing an in-situ exploration.
For the purpose of this case study, let us roll the clock back and
pretend that we are attempting to survey this location and just get a
sense of what we can determine.
4.1. Capture
The very ﬁrst task is to ﬁgure out what data exist in the target loca-
tion. Google Earth's Mars mode (Beyer et al., 2009), can be used in this
way. JMARS can also be used to bring up a map of the location and
plot the location of various captured data products on the map as well
as render them in place (Dickenshied et al., 2010). The http://mars.
asu.edu site has quick webmaps for many Mars data sets with links
back to the PDS products, and it can also be used to search on meta-
data parameters beyond just location. The Mars Orbital Data Explorer
(ODE, Gaskell et al., 2011) provides a variety of different ways to search
and query data sets. Finally, the PDS index.tab ﬁles which containmeta-
data for images could be imported into a database with geospatial
extensions, and then queries could be performed to ﬁnd out what dataFig. 1. A QGIS rendering of the HRSC H4235 0001 DT4 terrain model (left) and the MOLA
PEDR data (right), with the shots enlarged to show values plotted with the same color
scale.are in the region of interest. Because the above tools exist for Mars
data (and certainly the ODE interface is basically a web interface into a
geospatial database), there is no need to reinvent the wheel here.
For our case study we will use a variety of terrain data (Fig. 1). The
MOLA Mission Experiment Gridded Data Records (MEGDRs) can be
found directly on the PDS web page for the instrument, but they can
also be found via the ODEData Product Search, andMEGT00N090HB.IMG
is the ﬁle that covers Gale Crater. The individual MOLA shots are of more
interest for this area, and the ODEMOLA PEDR Query tool can be used to
specify a lat/lon window around Gale Crater and get the shots that fall
within that area. Again, the ODE can be used to search for HRSC DTM
products which cover Gale crater, and H4235_0001_DT4.IMG has the
best ground scale (50 m/post).
A number of HiRISE and CTX images exist in this area, and I will use
the G02_018854_1754_XN_04S222W and G02_018920_1754_XN_
04S222W CTX images to make a terrain model (although higher resolu-
tion models could be made from the HiRISE images). Selection of image
pairs to generate a terrain model from can be straightforward (when in-
strument teams provide a clear indication of when two images were
intentionally captured as a pair of stereo images). In the case of some
data sets, this information is not available, or the images have such large
footprints that many possible combinations occur that would work.4.2. Processing
The CTX images are available in the raw camera-geometry experi-
mental data record (EDR) form from the PDS. To import them into
ISIS, and perform photometric processing I use the ISIS programs
mroctx2isis, ctxcal, and ctxevenodd, followed by spiceinit. If I wanted
to make 2D plan-form measurements (perhaps to ﬁnd out where a
landing ellipse of a certain sizewould go, or tomeasure various traverse
distances), then ISIS could be used to map-project the images via
cam2map.4.3. Terrain creation
In this example, I will use the Ames Stereo Pipeline to take the two
CTX images and produce a terrain model (Fig. 2). I used the default
ASP conﬁguration ﬁle, but used the afﬁne adaptive window with
Bayes EMweighting instead of parabola ﬁtting for subpixel reﬁnement.
Ultimately I want to make this model match the MOLA terrain, but
just attempting to match the CTX-derived terrain at 6 m/post to MOLA
terrain with its shot-to-shot spacing of almost 400 m and even sparser
cross-track spacing will not give the best result. The mis-match in the
resolution makes the comparison less than ideal. Fortunately, the
HRSC terrain data is at 50 m/post and provides a good intermediate
terrain product, and I can get a better ﬁt by comparing the CTX to
HRSC terrain, and then the HRSC terrain to MOLA. The ASP pc_align
tool is used to compare the HRSC terrain data to MOLA and ﬁnd that
the HRSC data and the MOLA shots are misaligned by approximately
112 m (the HRSC model needed to be moved 109.5 m north, 21.2 m
west, and 2.3 down to improve the ﬁt to the MOLA shots).
Then I compare the created CTX terrain model to the aligned HRSC
modelwith pc_align andﬁnd that the CTXmodel needs to bemoved ap-
proximately 210m,which reduces its 75th percentile errors from168m
to 9 m (as reported by pc_align), but otherwise has a good agreement
with the HRSC and MOLA data. This adjusted CTX terrain model and
accompanying orthoimage are now very precisely located with re-
spect to the global MOLA reference. The pc_align program writes
out the transformed information in the point cloud format that ASP
uses, and then the ASP point2dem program can be used to write
the transformed terrain model as a GeoTIFF or any other format
that GDAL supports. This GeoTIFF should be usable by a wide variety
of geographic applications.
Fig. 2. This is a visualization of the ASP terrain model created from the G02_018854_1754_XN_04S222W and G02_018920_1754_XN_04S222W CTX images, with the orthophoto draped
on top of the model and viewed from the west looking eastward across the transition between Gale crater ﬂoor on the left and Mount Sharp center-right. Vertical exaggeration is 2×.
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A detailed analysis of the data is not warranted for this case study,
but now that the terrain and images are processed and ready to mea-
sure, a number of studies could be performed. The terrain and images
could be loaded into plane-ﬁtting software to determine the dip of
structural layers within Mt Sharp. The information could be put into a
GIS to plan a traverse from the crater ﬂoor up into the foothills of Aeolis
Mons (Mt. Sharp), and a variety of information could be calculated
(slopes on the traverse, etc.) Volumes of various channels, craters and
fans could be measured, etc.
5. Conclusions
This article is not a comprehensive catalog of all available planetary
geomorphology tools, but instead discusses categories of tools for initial
processing and then data measurement. The reader can investigate
these tools and determine what will be most appropriate to use.
Planetary geomorphology requires an intimate knowledge of space-
craft instrumentation to make the best use of the returned data. Fortu-
nately, many inroads exist for doing that because the data and the
primary processing algorithms are essentially in the public domain by
nature of being funded directly by NASA.
Once the data are initially calibrated, it can be worked with in ways
that are similar to image processing done for terrestrial satellite or aerial
data. Geoinformation tools can be applied to them to enable a variety of
scientiﬁc investigations.
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