Abstract: As the energy efficiency demands for future buildings become increasingly stringent, preliminary assessments of energy consumption are mandatory. These are possible only through numerical simulations, whose reliability crucially depends on boundary conditions. We therefore investigate their role in numerical estimates for the usage of geothermal energy, performing annual simulations of transient heat transfer for a building employing a geothermal heat pump plant and energy piles. Starting from actual measurements, we solve the heat equations in 2D and 3D using COMSOL Multiphysics and IDA-ICE, discovering a negligible impact of the multiregional ground surface boundary conditions. Moreover, we verify that the thermal mass of the soil medium induces a small vertical temperature gradient on the piles surface. We also find a roughly constant temperature on each horizontal cross-section, with nearly identical average values when either integrated over the full plane or evaluated at one single point. Calculating the yearly heating need for an entire building, we then show that the chosen upper boundary condition affects the energy balance dramatically. Using directly the pipes' outlet temperature induces a 54% overestimation of the heat flux, while the exact ground surface temperature above the piles reduces the error to 0.03%.
Introduction
According to the European Parliament directive 2010/31/EU [1] , each and every new construction should be nearly zero-energy buildings (nZEB) by the end of 2020. Such a requirement clearly demands an extensive use of renewable sources.
A recent review [2] on the utilization of geothermal energy [3, 4] revealed that, by 2015, 49 countries invested over 20 billion USD in geothermal plants, which resulted in energy savings of ca 52.5 million tonnes of equivalent oil. This prevented respectively 46 and 148 million tonnes of carbon and CO 2 from being released into the atmosphere every year. Furthermore, the installed ground-source heat pump capacity grew 1.51 times from 2010 to 2015.
Ground-source heat pumps utilize ground heat exchangers (GHE) [5] [6] [7] to exploit geothermal energy. In buildings with pile foundations, installation of heat exchange piping into such piles enables them to perform as a GHE; the resulting systems are known as geothermal energy piles [8, 9] . Their immediate advantage is that installation of heat exchange piping into a foundation pile is much cheaper than drilling a new borehole, therefore energy piles tend to be a very cost effective GHE solution.
Heat exchange processes occurring in boreholes are object of continuous studies from many different sides; a more refined design can reduce installation costs and improve heat transfer and heat pump efficiency (see for instance the reviews [10, 11] and references quoted therein). Specifically, result than a more complex multiregional b.c. proposed in [13] , which can be safely disregarded in practical studies.
Another known bottleneck of energy piles modelling in IDA-ICE, prior to the November 2017 release, is the lack of calculated ground surface temperature as disturbed by the operation of an energy piles plant [28] . Such temperature constitutes the boundary condition in the floor slab model of a zone located directly above the energy piles. Since operation of the heat pump in heating mode cools the soil, heat losses in the floor slab increase the building heating need. To account for this phenomenon, a rough estimate of the disturbed ground surface temperature was applied in [28] (in this paper we will refer to this earlier method as "IDA-ICE outlet"). However, up to now the accuracy of such rough estimation was still unknown.
In this work we attempt to fill this gap by means of analogous calculations performed with a new version of IDA-ICE and with COMSOL. We define a borehole model for 20 energy piles, and compare the effect of two distinct upper boundary conditions: (i) energy piles outlet temperature-"IDA-ICE outlet", and (ii) ground surface temperature-"IDA-ICE slab". We find that the heat flux through the floor and the yearly energy demand computed according to (i) are overestimated by 54% and 5% respectively, in comparison with (ii), which is adopted both in COMSOL and in the updated version of IDA-ICE. Furthermore, when using the ground surface temperature as in case (ii), differences in the thermal yield between the two software are found to be quantitatively negligible.
The present paper is organized as follows: In Section 2 we define a 3D COMSOL model for a single energy pile, and validate it against measured data. In Section 3 a 2D reduction of the previous model performs ground surface boundary analysis for multiple energy piles. In Section 4 we validate an IDA-ICE energy piles model against a 3D COMSOL computation extended to multiple piles, and finally in Section 5 we compare the effect of different boundary conditions on a calculation of yearly energy demand. Our findings are then exposed in the Section 6.
Validation of a COMSOL Model for a Single Pile against Measured Data
In this section we discuss the validation of an FEM-based numerical simulation, performed with the software COMSOL Multiphysics. This preliminary was necessary as we use the same setup in the energy pile heat transfer analysis discussed in the rest of the paper, Sections 3-5.
Method
The first building with pile foundation used as GHE in Finland is an office building called Innova 2, built in summer 2012 in Jyväskylä. The geothermal heat pump plant is equipped with energy meters and two piles of foundation, with temperature sensors placed along the depth, Figures 1 and 2 (see [9] for a thorough description of the piles' construction, in combination with heat exchangers and heat pumps).
Additionally, a reference energy pile located near the building measures the undisturbed soil temperature with 11 sensors installed along its depth as well, as in Table 1 . In our COMSOL simulation, we modelled precisely this isolated energy pile, together with its surrounding soil layers. The temperatures calculated in the model were logged from the location of each sensor of the reference pile. Depth, density ρ and thermal conductivity λ of each layer were measured on site [53] .
As illustrated in Figure 3 , the reference pile was modelled per measurements as a 22 m-long concrete cylinder, with λ = 1.8 W/mK, ρ = 2400 kg/m 3 and c p = 900 kJ/kgK, and diameter 170 mm. It was embedded in a 10 m × 10 m, 26.7 m deep multilayer block with material properties listed in Table 2 . The specific heat c p was obtained instead by combining dry specific heat values from [54, 55] with the measured humidity content of each soil layer, again obtained from [53] , assuming a value 4.2 kJ/kgK for the water specific heat (we will comment on the effect of this uncertainty on the results in the next section).
The version of COMSOL used was 5.3a, with the module Heat Transfer in Solids: the FEM method solves the time-dependent heat conduction equation in three dimensions with no heat source, namely
where q = −k∇T is the heat flux through each layer of the medium. According to the large simulation scale, the mesh was defined as follows (a few tests performed with finer meshes showed a negligible impact of the resolution on the temperature profiles): maximum and minimum element sizes respectively 2.67 m and 0.481 m, maximum element grow rate 1.5, curvature factor 0.6 and resolution of narrow regions 0.5. The actual pile temperatures were measured with sensors placed in soil on the edge of the structure, Figure 2 , at depths listed in Table 1 . The temperatures of each soil layer at t = 0 were defined as initial conditions in COMSOL according to the measured data. The upper boundary condition, namely the temperature at the ground level, consisted of measured data of a sensor located on top of the pile for the period 7 March 2014-2 October 2014 (i.e., for 4800 h). The transient study was performed with a constant time step ∆t = 1 h.
Even though the above setup is rather simple and the physical phenomenon investigated is straightforward, involving a relatively small amount of degrees of freedom, reproducing the measurements accurately was not trivial. This is due to the inherent inhomogeneity of the soil layers, whose composition and thermophysical properties might well be approximated by Table 2 globally, but on a smaller scale this lack of accuracy becomes relevant.
For instance, the computed specific heat for Layer 1 was 2.5 kJ/kgK, however this value returned erroneous initial temperatures for the layer's sensors T28 and T29 (see Table 1 ). In the simulation we therefore fine-tuned the specific heat to 1.8 kJ/kgK, which gives correct initial T for T28 (0.5 m curves in Figure 4 ). This c p value is also consistent with Layer 2 right below, as one would more naturally expect. We will comment more on this in the Results, Section 2.2.
The initial temperature of each pile section was the same of the surrounding soil layer, while the measured surface T was interpolated as in Figure 4 and used as boundary condition. The main difficulty in validating the simulation consisted of matching the initial conditions also for the other sensors, not only for T28. This occurs since several layers (for which the software demands uniform initial conditions) contain sensors with different initial temperatures. To increase accuracy, we accordingly refined the soil stratification around the pile. As illustrated in Figure 3 , the original 14 layers were split when necessary into a total of 36 layers, to allow for a finer initial temperature profile. This means that 36 different initial temperatures were set in the model, still keeping the thermophysical properties in Table 2 unaltered. Avoiding sharp differences at the interface of contiguous layers, we were indeed aiming to a more physical initial temperature profile in the soil.
Results
The plot presented in Figure 4 compares the temperature profile for the sensors at 0.5 m, 2.5 m and 4.5 m as computed by COMSOL with the data measurements. We find a very good agreement for all sensors. In Figure 5 the temperature profiles at 4.5 m (with error well below 5% for almost all time steps), at 10.5 m and at 16.5 m show a remarkable agreement, considering that the specific heat was unknown and had to be computed. The difference data-simulation is very minimal, never larger than 0.2°C∼3%, and is clearly a reflection of the uncertainty in the thermal mass.
These results thus seem to be convincing; more accurate soil properties around the sensors would provide with an even more precise validation. In any case, we can conclude that our COMSOL setup is reliable enough for our purpose, and constitutes a solid foundation for the set of simulations described in the next sections. 
Ground Surface Boundary Analysis in COMSOL
After validating the simulation setup, we are now going to use an analogous COMSOL model to study a 2D heat transfer analysis in energy piles with two different boundary conditions at the surface: case (a) single uniform indoor floor, and case (b) outdoor soil/indoor floor slab. The goal of this second case study was assessing the importance of the multiregional boundary condition proposed in [13] .
Method
The calculation at hand consists of a 2D dimensional reduction of the 3D model addressed in Section 2, extended to a multiple piles layout. The 2D COMSOL model in Figures 6 and 7 studies the heat transfer processes occurring between five 15 m-long energy piles, placed under the building, and the surrounding homogeneous soil.
We modelled a 20 m-large floor slab, consisting of two layers: a lower 20 cm-thick EPS layer with k = 0.034 W/mK, ρ = 20 kg/m 3 and c p = 750 kJ/kgK, and an upper 10 cm-thick concrete slab with k = 1.8 W/mK, ρ = 2400 kg/m 3 and c p = 880 kJ/kgK. Each pile was implemented as a 15 m-long concrete grout with diameter 115 mm, surrounding a U-pipe of external diameter 25 mm (their modelling is discussed more into detail in the next Section 3.1). The piles spacing was 4.5 m and they were buried into a soil medium with k = 1.1 W/mK, ρ = 1800 kg/m 3 and c p = 1800 kJ/kgK.
The two cases investigated correspond to two different upper boundary conditions: (a) floor only, set at 20°C, namely the average annual indoor air temperature of a commercial hall-type building; (b) floor + soil, where the soil extends for 5 m further from each floor edge (see Figure 8 ). The soil surface was set at T = 5.67°C, which corresponds to the average annual outdoor air temperature in Southern Finland.
The initial T values were the following: soil layer and grout 5.67°C, U-pipes 0°C, upper concrete floor layer 20°C. The U-pipes were always kept at constant T = 0°C (corresponds to constant heat pump operation), the floor at 20°C for both (a) and (b) and the soil surface for case (b) at 5.67°C. A 2D heat conduction module was used, defined by an equation analogous to (1) that naturally takes into account the mutual thermal interaction of adjacent piles. The mesh was normally sized, tetrahedral and physics-controlled, finer at the soil/pile interface and coarser near the boundaries (Figures 6 and 7) , with minimum element size 9 mm and maximum 2 m. The simulation was carried out for 2400 h, with time interval ∆t = 1 h. 
Brine Flow Modelling
In standard constructions, the U-pipes inside the energy piles are usually made of high-density polyethylene (HDPE), with a brine fluid (mostly a water/ethanol mixture) flowing inside [53] .
Since the simulations here performed are characterized by large geometry and time scales (∆t = 1 h and t tot = 2400 h), it is legitimate to be concerned with the computational problems related to the inclusion of a fluid dynamics module. For the same reasons though, simulating the fluid flow in the pipes should not be necessary, since high-resolution microphysical processes (inducing fluctuations, turbulences and local irregularities in the brine flow and temperature) should not be relevant.
This reasoning seems to find support in the literature: several examples (see e.g., [56, 57] ) can be found illustrating how models of transient fluid transport inside the tubes would be justified only for much smaller time scales. In particular, Ref. [56] shows that a steady-state, a transient and a semi transient model converge already after ∼3 h.
There are different ways to simplify the implementation of fluid flow, in order to reduce the computational time; for example, in [25, 43] the convective heat transfer associated with the fluid flow was simulated by an equivalent solid with the same thermophysical properties of the actual circulation fluid. In order to quantify the error induced by neglecting the fluid flow, we therefore considered the system in Figure 6 only with heat conduction, and modelled the U pipes as made of concrete at constant temperature 0°C. The surrounding grout was at 5.67°C at t = 0, and then subject to heat transfer for 2400 h. On the other hand, we created another simulation based on the exact same setup, but this time with U-pipes made of water that was flowing at 0°C, with inlet velocity V in = 0.45 m/s and ignoring the pipe thickness.
The result is plotted in Figure 9 , where we compare the average temperature in the soil area surrounding the piles, which is active for heat extraction and is highlighted in Figure 8 . One can see that the difference is negligible, confirming our assumption at the beginning of this section that we can safely ignore the fluid flow. We accordingly model the U-pipes as made of concrete with constant T, both in the 2D computations and in the full 3D simulations performed in Sections 4 and 5. Let us remark however that the above discussion pertains only COMSOL; IDA-ICE, on the other hand, considers the fluid turbulence already by default when computing the convection heat transfer coefficient h. 
Results
In this section we compare and discuss the thermal profiles calculated by COMSOL in the two cases corresponding to two different boundary conditions at surface. To quantify differences in the soil region that is active for heat extraction, we computed the average temperature for the rectangular region highlighted in Figure 8 for both (a) and (b). This extends for 1.5 m from the most external piles on both sides, and for 1m from the piles bottom. Thermal insulation effects at the boundaries (at 0 m, −5 m and 15 m in the plot), which are embedded in COMSOL, should not alter the result as they are washed out by the large amount of soil between boundaries and the region's edges.
The result is plotted in Figure 10 . It is rather evident that, even after so many hours of heat pump operation at full load, no appreciable difference can be discerned, only ∼0.015°C at the most. We thus conclude that when interested in average temperatures and energy balance, we can freely choose either boundary conditions without compromising our results. 
IDA-ICE Borehole Model Validation against COMSOL
In this third study we consider a 3D IDA-ICE finite difference borehole model, together with the COMSOL FEM counterpart. The latter is a direct 3D extension of the 2D model discussed in Section 3. Here we compute the outlet temperatures at different depths on the edge of 20 energy piles, which are buried in soil under a multilayer floor. Results from the IDA-ICE model are compared with those obtained from COMSOL, in order to estimate the accuracy of the IDA-ICE calculation.
Method
A 3D FEM COMSOL extension of the 2D model discussed in Section 3 is here performed, with 20 identical energy piles that are 15 m-long and with 4.5 m spacing; the same geometry is implemented both in COMSOL ( Figure 11 ) and in IDA-ICE, with a 3D finite element (COMSOL) or finite difference (IDA-ICE) borehole model that accounts for the mutual thermal interaction of adjacent piles.
The piles were buried in a 25 m × 25 m × 20 m soil medium (layout listed in Table 3 ), with the same multilayer floor (concrete slab over an EPS layer) addressed in Section 3 as the upper boundary condition. In IDA-ICE this is set by default because, as remarked earlier, the option to define multiple ground surface boundary regions is not available. Temperature loggers were set on the centre pile #10, on the centre-edge pile #12 and on the edge pile #20, to quantify the impact of surrounding piles on the temperature fields. Temperatures were logged at 1.5 m, 3 m, 6 m and 12 m depth, with loggers located on the pile edge in contact with soil.
In the COMSOL simulation piles, floor and soil were modelled exactly as in Section 3.1, with the same material properties. The concrete floor was kept at 20°C at all times, and the U-pipes were kept at steady T = 0°C (corresponding to a constant heat pump operation). In order to decrease the simulation time, no fluid flow was modelled, as explained in Section 3.1; in IDA-ICE instead, the fluid at constant T = 0°C entered the energy piles at a very high flow rate. Simulations in COMSOL and IDA-ICE ran for 2400 h, with time interval ∆t = 1 h. 
Results
Looking at Figures 12-14 , one can clearly see that, as expected, only the central pile #10 is slightly colder than the other two. We do not really see a major impact of the specific placement. Furthermore, predictions of COMSOL and IDA-ICE are extremely close, on the average of the order 0.05°C. Regardless of the software used, the temperature difference is overall very small, accounting for the soil medium and piles temperature homogeneity. Even a very large depth difference shows little discrepancy, e.g., 1.5 m and 12 m give ∆T < 0.4°C. Specifically, notice how for every pile, the 12 m curves overlap exactly with those at 6 m. Surface effects are indeed strongly hindered by the large thermal mass of the soil medium. Figure 15 also illustrates that, for different boundary conditions at the surface (full floor vs. floor + soil), COMSOL shows a similar ∆T ∼ 0.4°C. This effect is compensated by averaging over the large area that is active for heat extraction, as we discussed in Section 3.
Surface effects should however be relevant for small depths. We thus consider a point in between the central piles, at 0.5 m under the floor, and compare its temperature profile to that of another point right above, very close to the floor, at 3 cm depth. As illustrated in Figure 16 , after about 200 h (i.e., after the FEM simulation is stabilised) there is a constant ∆T ∼ 0.8°C. This means that, differently from what we have seen above for points sitting deeper underground, when approaching the surface T differences are relevant and cannot be ignored.
More importantly though, Figure 16 also shows that the integrated average temperature on a plane located at 3 cm under the floor, pictured in Figure 11 , always coincides with T as computed at a central point at the same depth. This is a natural consequence of the simulation's geometrical and physical symmetry, showing that for a similar setup one can use averages instead of point values. This result might be valuable for practitioners and on-site applications. 
Impact of Boundary Conditions on Energy Efficiency Calculations
In this final case, we apply to a 3D COMSOL FEM model the data obtained in [28] by modelling the energy piles with IDA-ICE, in order to calculate the temperature underneath the floor slab (also called "ground surface temperature"). The result is then compared to the rough estimation made in [28] (the "outlet" solution here), and to an analogous IDA-ICE calculation using a new software version updated in November 2017 (the "slab" solution here). We find that the new implementation "slab" shows a remarkable improvement over the "outlet" method in terms of energy consumption assessment.
Method
Geothermal energy piles with heat pump in a whole building were modelled in IDA-ICE following the design proposed in [28] and addressing the same commercial hall-type building (Figure 17) . The total number of energy piles was 192, the initial soil temperature 5.67°C and the piles were 15 m-long. The soil properties were k = 1.1 W/mK, ρ = 1800 kg/m 3 and c p = 1800 kJ/kgK.
In the present study, we performed an annual IDA-ICE simulation according to this design. We obtained inlet and outlet energy piles temperatures with hourly resolution, which we used to calculate the average energy piles fluid temperature. These were then implemented in COMSOL as boundary conditions, to avoid including a fluid dynamics module for the reasons explained in Section 3.1. Our COMSOL simulation accordingly involves only heat conduction, but uses the IDA-ICE values to increase the precision. To compute the yearly energy demand for this building, the model was divided into two zones-one with energy piles and one without. The building floor slab above the energy piles accounts for ca. 33% of the total floor slab area. In the original "outlet" approach presented in [28] , a variable temperature underneath this surface is roughly estimated as the energy piles outlet temperature, with connection scheme presented in Figure 18 . This was necessary since before November 2017 it was not possible for IDA-ICE to calculate the exact ground surface temperature above the piles, which we accomplish instead with the new solution called "slab". The annual simulation with hourly resolution performed in COMSOL returned the average ground surface temperature T s beneath the floor slab, then compared against the same T s calculated by the new "slab" borehole model. Finally, we quantify the discrepancy between COMSOL and the two IDA-ICE models "outlet" and "slab" when computing the yearly energy need for the above building. Figure 19 compares the COMSOL-calculated ground surface temperature against the two temperatures estimated in IDA-ICE. In the previous IDA-ICE "outlet" approach [28] , the results were obtained with an outdated version of the software, where the borehole model uses the energy piles outlet temperature as a rough estimate for the ground surface temperature.
Results
The newer IDA-ICE "slab" estimates use instead the latest version of borehole model, which is now capable of estimating the ground surface temperature. One can observe a significant difference of 5.8°C between the new and old version over the simulated annual period. Remarkably, the new result of IDA-ICE borehole model differs by only 0.6°C from COMSOL. Table 4 shows how improper modelling of the ground surface temperature affects the floor slab heat flux over the energy piles, and accordingly the overall annual heat demand of the building. From the perspective of annual heat flux difference, simply applying the outlet temperature of energy piles as ground surface boundary condition in "outlet" produces a difference in ca. 54%, which induces nearly a 5% overestimation of building annual heating need. In contrast, the new version of borehole model "slab" performs in a very good agreement with COMSOL, within an acceptable heat flux and heating need difference of 0.03% and 0.2% respectively. The new IDA-ICE implementation of a borehole model is therefore free from previous heating consumption overestimations, providing a reliable tool for investigations of building heating needs.
Conclusions
In this paper we have investigated into detail geothermal plants modelling, by comparing different boundary conditions and their impact on numerical studies of heat transfer and energy performance.
First we considered the finite element method (FEM) software COMSOL Multiphysics, and validated a 3D model of transient heat transfer against experimental data. We found an excellent agreement, despite uncertainties in the measurements and estimated soil properties.
Next we simulated transient heat transfer in a multi-pile 2D reduction of the previous simulation, and addressed the effect of different upper boundary conditions, namely either (i) a unique floor multilayer at 20°C or (ii) a floor at 20°C and soil at ∼6°C. We found that for practical purposes, the average temperatures and energy balance for a yearly calculation are unaffected by the specific boundary condition. This holds by virtue of extremely small temperature differences in the active heat extraction region: modelling of energy piles can thus be performed using borehole models with variable ground surface temperature, which can be set as the indoor air temperature above the energy piles area. The implementation of multiregional surface boundary conditions proposed in [13] can be accordingly neglected in future studies.
As a side result, we discussed the role of fluid flow modelling inside the pipes. We confirm earlier findings that for the length and time scales of interest, one can safely ignore the fluid flow and model the U-pipes as made of concrete with constant T, both in 2D and 3D simulations.
A third computation was then performed with both COMSOL and IDA-ICE, addressing transient heat transfer for 2400 h. The simulations consisted of a 3D model with 20 energy piles embedded in a soil medium, under a uniform multilayer floor, revealing that temperature predictions of COMSOL and IDA-ICE are extremely close, on the average of the order 0.05°C. In particular, the piles temperatures are not affected by the specific placement, as they are approximately constant for a given depth. The large thermal mass of piles and medium also provides a very small vertical gradient, e.g., the difference between 1.5 m and 12 m depth gives only ∆T < 0.4°C. Moreover, for every pile the 12 m curves overlap exactly with those at 6 m. Figure 15 illustrates a comparable ∆T ∼ 0.4°C also for different boundary conditions at the surface (full floor vs. floor + soil) in COMSOL. This effect is compensated by averaging over the large area that is active for heat extraction, as we discussed in Section 3. However, close to the surface the different boundary conditions (full floor vs. floor + soil) do give a different temperature. Interestingly, we also found that the integrated average T on a horizontal plane at height h is nearly identical to the one at a point laying on it. This result could be useful for practical calculations of energy balance over the same time scale.
Finally, we performed a yearly simulation to assess the heating need of a commercial building employing a geothermal plant. Assuming the COMSOL FEM calculation validated in Section 1 as our benchmark, two IDA-ICE FDM simulations illustrated the impact of different upper boundary conditions on the final energy consumption estimate. We found that in IDA-ICE, adopting the energy piles outlet temperature as a rough estimate for the ground surface temperature overestimates the heat flux in the floor slab by 54% and the heating need by 5%. On the other hand, using the ground surface temperature produced a consistent result with COMSOL, overestimating the heat flux and heating need by only 0.03% and 0.2% respectively.
One might now wonder about the long-term effects of the heat discharge. This has been studied into details in [28] for a heat pump plant with energy piles serving a one storey commercial hall building. Long-term simulations encompassing 20 years of usage showed a consistent reduction in performance of the energy piles regarding heat extraction. It was found indeed that, over the years, the heat extracted from the energy piles exceeds the amount which is loaded during the cooling season. Evidently, this implies a need for thermal storage, at least for the case of commercial hall-type buildings.
In conclusion, this paper provides a through comparison of software widely used in simulations of heating systems adopting borehole and energy piles. In particular, focusing on the role of upper boundary conditions, we showed that multiregional b.c. are fairly equivalent to a single surface with uniform temperature. Moreover, we proved that using the pipes outlet temperature induces a severe overestimation of the heat flux through the heated floor and of the energy demand for the whole building.
All these results are relevant especially for practical purposes, in the development of geothermal energy methods in compliance with international Standards and towards sustainability. In this perspective, they set the foundation for a number of necessary developments and improvements: for instance, longer term simulations (such as 10-20 years) could investigate the effect of a reverse operation mode in summer, for decharging the ground to limit the thermal drift observed in [28] . Other possibilities could be the extension of our methodology to other types of climates, and the assessment of thermomechanical effects on the piles' structure. 
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