Frequently, epidemiological studies deal with two restrictions in the evaluation of biomarkers: cost and instrument sensitivity. Costs can hamper the evaluation of the effectiveness of new biomarkers. In addition, many assays are affected by a limit of detection (LOD), depending on the instrument sensitivity. Two common strategies used to cut costs include taking a random sample of the available samples and pooling biospecimens. We compare the two sampling strategies when an LOD effect exists. These strategies are compared by examining the efficiency of receiver operating characteristic (ROC) curve analysis, specifically the estimation of the area under the ROC curve (AUC) for normally distributed markers. We propose and examine a method to estimate AUC when dealing with data from pooled and unpooled samples where an LOD is in effect. In conclusion, pooling is the most efficient cost-cutting strategy when the LOD affects less than 50% of the data. However, when much more than 50% of the data are affected, utilization of the pooling design is not recommended.
INTRODUCTION
New biomarkers are continually being researched and developed to detect and prevent various chronic and acute diseases. Biomarkers are distinctive biochemical indicators of biological processes or events that help measure the progress of disease or the effects of treatment. At times, the high cost associated with evaluating these biomarkers can prohibit further investigation. For example, the cost of a single assay measuring polychlorinated biphenyl (PCB) is between $500 and $1000, so only small studies have been able to examine whether PCBs are associated with cancer and with endometriosis (Laden and others, 2001; Laden and Hunter, 1998; Louis and others, 2005) . In addition to cost constraints, the development of biomarkers for PCBs is also constrained by instrument sensitivity (e.g. Finkelstein and Verma, 2001; Hornung and Reed, 1990; Lubin and others, 2004) . The most common sensitivity limitation occurs when 586 S. L. MUMFORD AND OTHERS a proportion of study participants have levels at or below the value of the limit of detection (LOD) . Under these circumstances, biomarker values above the LOD level are measured and reported; however, values below the LOD cannot be measured and are unobservable.
A critical step in biomarker development is the evaluation of its discriminating ability in terms of receiver operating characteristics (ROC) curves (e.g. Faraggi and Reiser, 2002; Shapiro, 1999; Wieand and others, 1989) . The most commonly used global index of diagnostic accuracy is the area under the ROC curve (AUC). Bamber (1975) showed that AUC = Pr(Diseased > Healthy). This can be interpreted as the probability that in a randomly selected pair of healthy and diseased individuals, the diagnostic marker value is higher for the diseased subject. Values of AUC close to 1.0 indicate that the marker has high diagnostic accuracy while a value of 0.5 indicates a noninformative marker which does no better than a random (fair) coin toss.
In evaluating the discriminating ability of PCBs, for example, we know that analysis is restricted by the high cost of assays and instrument sensitivity is limited by an LOD. Clearly, estimation of the AUC will be biased if we ignore the LOD issue. We propose and evaluate methodology for AUC estimation under different sampling strategies when faced with LOD and cost limitations. Two common sampling strategies used to ease cost restrictions include pooling biospecimens and taking a simple random sample. Pooling involves physically combining individual blood samples and has been found to be a useful way to cut costs and evaluate biomarkers (e.g. Faraggi and others, 2003; Liu and Schisterman, 2003; Schisterman and others, 2005; Weinberg and Umbach, 1999) . The pooling strategy reasonably assumes that the measurement of the samples being pooled adequately represents the average of the individual unpooled samples, giving the sample mean the properties associated with a mean of n individual measurements. One advantage of pooling is that the amount of information per assay is increased, while the number of assays and the associated cost needed to evaluate this information remains fixed; whereas, taking a random sample of the data reduces the number of assays that need to be performed, but only uses a fraction of the available information. Generally, however, the density of measured pooled biospecimens involves the complex convolution of density functions of individual biological samples and likelihood methods based on pooled data may not be feasible. On the other hand, the density function of the random sample is the same as the original data, avoiding the complexities that come from pooling.
The effect of pooling on ROC curve analysis without an LOD effect has been investigated by Faraggi and others (2003) . The authors obtained that, for normally distributed markers, the estimator of the mean based on pooled data is equivalent to that based on the full sample. However, the variance estimator based on pooled data is less efficient than that based on the full sample. For example, Faraggi and others (2003) showed (in terms of efficiency of AUC estimation) that for a true value of AUC = 0.7, 200 assays of unpooled samples are equivalent to 110 assays of pooled samples of group size 2. The authors demonstrated that the loss of efficiency due to pooling is not of practical importance for AUC < 0.8 and for AUC > 0.8 when the pooling group size is 2. However, evaluation of the AUC estimator based on pooled data subject to an LOD has not been addressed in biostatistical literature. Schisterman and others (2005b) discussed the benefits of pooling when data are affected by an LOD in the context of estimating the mean of one population. They showed that based on normally distributed data, there is always an interval where the pooling strategy is more efficient than a random sample and sometimes even the full sample, given that inference based on the pooling design provides more numerical information. In our study, we apply maximum likelihood methodology to investigate the joint effect of pooling and LOD on AUC (i.e. the context of testing for separation of two populations). We examine the efficiency of estimation of AUC as a function of the LOD for various sampling strategies. Efficiency is analyzed by comparing the variance between the estimators based on the pooled data and the random sample. We measure loss of information by the change in root mean-squared error (RMSE) of the AUC estimate. We examine the extent of this loss via a simulation study, in which we also investigate the sensitivity of our methodology to departures from normality. This paper is organized as follows. In Section 2, we formally present notations related to the stated problem. Section 3 presents the maximum likelihood estimator of AUC and the proposed asymptotic distribution of this estimator. Section 4 analyzes efficiency of AUC estimation, dependent on sampling strategy, for various levels of LOD. Section 5 presents a real data example. We give some concluding remarks in Section 6.
FORMALIZATION OF STATED PROBLEM
Let X and Y denote the diagnostic marker measurements for diseased and healthy individuals, respectively. We assume that these measurements follow a normal distribution, i.e.
When {X i , i = 1, . . . , N } and {Y l , l = 1, . . . , M} are completely observed, standard estimates of the unknown parameters µ X , µ Y , σ X , and σ Y , are easily obtained. Hence, AUC can then be calculated by replacing the unknown parameters in the following formula with their estimated values:
where 
where N/A (not applicable) represents values less than the threshold value d. Thus, estimation of µ X , µ Y , σ X , and σ Y , ignoring the LOD will lead to biased results. To this end, we utilize maximum likelihood estimation (MLE) as proposed by Gupta (1952) . Details of this method are discussed in (3.1). Using the MLEs for the estimation of µ and σ , the AUC can then be obtained by applying (2.1). Pooled samples are obtained by randomly grouping individuals of similar disease status into groups of size g. The grouped specimens are combined as pooled samples and are tested as single observations. The pooled sample measurements are considered to be the average of the individual samples. Consider the instance where there are n and m pooled observations available for cases and controls, with groups of size g x and g y , respectively. Let XP denote cases and YP denote controls, such that,
(with both n and m being integers). By using the additive property of the normal distribution, we obtain that
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For simplicity, let g x and g y be equal, g x = g y = g. In a manner similar to the unpooled data, the detection limit leads to the definition of the observed sample in the form of
Since the pooled data (XP or YP) follow normal distributions, the technique proposed by Gupta (1952) , which corresponds to estimation of the unknown parameters, is still appropriate. Thus, AUC can be estimated by substituting the unknown parameters µ x , µ y , σ x , and σ y , with the maximum likelihood estimators based on ZP n x , ZP m y . We will use the subscript j to denote whether the estimators are being computed from the full sample ( j = 1), the pooling sample ( j = 2), or the random sample ( j = 3). Thus, we specifyμ j x ,μ j y ,σ j x , andσ j y as maximum likelihood estimators based upon
MLE UNDER POOLING AND LOD
Let N jk denote the number of elements of sets
Similarly, we define W jk as the number of unobserved measurements in these samples. Depending on j and k, the log likelihood functions based on full data, the pooled data, and the random sample are
where g 1 = g 3 = 1, g 2 = g, and x i jk is an individual data point (not N/A) of the considered data sets where j = 1, 2, 3 and k = x, y. Therefore, the likelihood equations are
where
Solving this system of equations yields the MLEs for µ and σ , adjusted for pooling and LOD. Certainly, the statistical properties of the estimators depend on the number of observations above the LOD. Since pooling reduces the variability, if d < µ the probability that X > d is smaller than the probability thatX > d. Therefore, when d < µ, a pooled sample is more likely to be observed than an individual sample. The situation reverses when d > µ. Thus, the pooled data is less affected by an LOD when the mean is larger than the LOD (Schisterman and others, 2005b) . This can be demonstrated by considering an unpooled sample, X ∼ N (0, 1). The pooled sample then has the following distribution, XP ∼ N (0, 1 2 ), based on a pooling group size of g = 2. When d = −1, 16% of the unpooled observations are censored, whereas only 2% of the pooled observations are censored. When d = 1, 84% of the unpooled observations are censored, whereas 98% of the pooled observations are censored. We will further show that this gain in information for d < µ based on the pooling strategy leads to improvements in efficiency.
Asymptotic distribution of the AUC estimator
In this section we examine the asymptotic distributions of the AUC estimators, which are based on the application of the maximum likelihood technique. Denote the total sample size T = N + M and assume that
We define the estimators of δ from (2.1) in the formδ j =
, where j = 1, 2, 3 corresponds to estimation based upon the full data, the pooling sample, and the random sample, respectively. Subsequently, AUC j = (δ j ) and the asymptotic distribution of AUC j is derived by using the following proposition.
PROPOSITION 3.1 Let (3.2) hold and d, g be finite. Then, √ T ( AUC j − AUC) has the asymptotic (as T → ∞) normal distribution with mean zero and covariance matrix V j (where V j is defined in Appendix). Proof is given in the Appendix.
Thus, the confidence interval (CI) for AUC is constructed using the following formula:
whereV is an estimator of V .
For different values of d, we graphically present V j /T . Figures 1 (a) and (b) are based on 500 cases and 500 controls (full data), where X ∼ N (0.358, 1) and Y ∼ N (0, 1), corresponding to an AUC = 0.6. The pool size is set to be g = 2 and is compared to the results of a simple random sample of n = m = 250. As expected and shown in Figure 1 (a) , estimates of AUC based on pooled data have asymptotically lower variance than the random sample until about d = 0.7. For the pooled sample, this corresponds to 75% of the X s and 92% of the Y s falling below the LOD. For the random sample, this corresponds to 63% of the X s and 76% of the Y s falling below the LOD. In fact, in some cases (Figure 1 (b) ), the variance of the AUC from the pooled data is smaller than the original sample. This result corresponds to the results of Schisterman and others (2005b) , where an interval exists where the pooling strategy is more efficient than the full sample, given that the pooling design provides more numerical information.
Consider another application of Proposition 3.1 when we have two populations with fixed sizes N , M. For fixed d, we then consider the asymptotic variance of AUC 2 as a function of pooling size g = 1, 2, 3, . . . . This variance is defined by V 2 and the sample sizes N /g, M/g. If g = 1, we have that AUC 1 = AUC 2 . Hence, depending on d, the value of g that minimizes the variance of AUC 2 can then be recommended. Let, for example µ x = 0.358, µ y = 0, σ x = 1, and σ y = 1, corresponding to an AUC = 0.6 and N , M = 500. 
SIMULATION STUDY
A simulation study was carried out in order to examine the combined effects of pooling and LOD on the AUC estimator. Normally distributed data were generated for both cases and controls at varying levels of separation (AUC = 0.6, 0.7, 0.8, 0.9), with fixed µ y = 0, σ 2 y = 1, and σ 2 x = 1, and mean µ x obtained by
The data were then pooled into groups of sizes (g = 1, 2, 4) and an LOD was applied. LODs were defined so that a specified percentage of the control population was censored (0, 20, 40, 60, 80) . Random samples of the data were also taken and the LOD was applied in the same manner. The findings of the simulation study are presented in Table 1 . Following Faraggi and others (2003) , we considered two general conditions regarding the availability of samples in an experimental setting. The first involves fixing the number of study subjects (N = M = 40, 100, 200), and the second fixes the number of assays (n = m = 40, 100, 200). Results for N = M = 100 and n = m = 100 were not included due to space limitations. We generated 5000 individual samples from each set of parameters. The relative RMSE was calculated relative to estimates based on the total population as follows:
where √ MSE (g = 1, j = 1) is the RMSE for the total population and √ MSE (g = 2, 4, j = 1, 2, 3) is the RMSE for pooled data with pooling size 2 or 4 when j = 2, or the RMSE for a random sample of size N /g when j = 3. Coverage was calculated by finding the percentage out of 5000 CIs for each set of conditions that contained the true AUC.
First, let the number of subjects available be fixed. As the pooling size increases (g = 1, 2, 4), the number of tested samples (n = N /g) decreases, and so does the quality of the AUC estimator. As expected, the relative RMSE increased as pool size increased. For LODs less than 60%, no considerable distinction could be made between the RMSE from unpooled data (g = 1) and pooled data (g = 2). However, when 80% of the control samples were censored, the relative loss of efficiency was about 25%. In addition, for g = 4, the relative loss of efficiency was three times that of pairs for all LODs. That result is to be expected when reducing the sample by 75%. The loss of efficiency between the random sample and the unpooled data was about 40%. For LODs less than 60%, pooling was consistently more efficient than random sampling. Coverage tended to decrease as AUC increased and was more conservative when more than 50% of the control samples were censored. Bias for all levels of discrimination and pooling were found to be negligible and were not included in the table due to space limitations. In terms of cost, when the number of subjects is fixed, pooling or taking a random sample will reduce cost by 50% (when g = 2). Using Table 1 , we can compare the efficiency of the sampling schemes for various values of AUC and LOD. For a fixed number of subjects N = M = 200, if we assume that AUC = 0.7 and an LOD that affects 40% of the control subjects, the Rel. RMSE for the pooling strategy is 1.01 as compared to the full data, but 1.42 for the random sample as compared to the full data. Therefore, there is essentially no loss in efficiency when we employ the pooling strategy over the full data. However, there is a substantial gain 
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593 Table 1 . Continued Values in bold are the observed coverage probabilities whose 95% CI (based on a binomial sample of 5000 simulated data sets) includes the targeted nominal probability in efficiency when we pool the samples rather than take a random sample. In this case, when we employ the pooling strategy, we cut cost by 50% and suffer essentially no loss in efficiency. If the LOD affects 80% of the controls, however, the pooling strategy is not as efficient as the full sample, and pooling is not recommended. When the number of assays is fixed, the benefits of pooling are readily noticed. For example, using 40 pooled samples (g = 2) as opposed to 40 unpooled samples leads to a 30% gain in efficiency. This gain in efficiency increases as the pooling group size increases and is consistent for LODs less than 60%. These results can be particularly useful in cases where the cost of assaying significantly exceeds the cost of obtaining samples because for the same overall cost, there is a significant gain in efficiency.
Robustness. The simulations thus far assumed that the samples followed normal distributions. In order to illustrate the robustness of our methodology, we performed the following Monte Carlo simulations. Let us assume that one believes the observations are normally distributed and chooses the method of AUC estimation as proposed in Section 4. However, the true diagnostic markers satisfy
where ς df i , ξ df l are t-distributed random variables with df degrees of freedom. Thus, the true AUC is From these results we conclude that the proposed methodology is reasonable even when the distributional assumptions do not exactly satisfy normality. However, the accuracy of the considered estimators is poor when df = 2 (see Figure 3(b) ). Note that, although the AUC estimator based on the pooled data utilizes only (N + M)/g observations, the efficiency of this estimator is close to the efficiency of the AUC estimator based on the full data (Figure 3(b) ). Moreover, there are values of the LOD in which the estimator based on the pooling sample is the most robust and accurate. However, the bias AUC −AUC(df) when AUC is based on pooled samples seems to be the largest for some values of d (note that the differences between the biases AUC − AUC(df) are respectively small, see Figure 3(a) ). This is, perhaps, partly because the assumed normal distribution of the pooled data {XP = X/g, YP = Y/g} is less likely than the assumed normal distribution of the individual markers. Note that similar results were observed for g = 3 and 5.
EXAMPLE
Development of a marker for cholesterol is crucial because evidence shows that cholesterol may play a contributing role in the development of coronary heart disease. The pooling strategy explained above was applied to individual cholesterol measurements on 80 volunteers. Forty of those individuals who recently survived a myocardial infarction were defined as cases; the remaining 40 subjects served as controls. In addition, the blood specimens were randomly pooled in groups of 2, for the cases and controls separately, and remeasured. Faraggi and others (2003) have shown, using the same data, that the assumption that the pooled sample measurements are the equivalent of the average of the individual case is justified. Due to the costs involved, such confirmatory evidence for the averaging assumption will generally not be available. Distributional assumptions were also tested and found to fit well with normal assumptions. The mean (±SD) in the control and case unpooled samples, respectively, were 205.5 (±42.3) and 226.8 (±41.7). An artificial LOD = 170 was applied to the cholesterol data so that 20% of the control samples were censored. AUC was then estimated using the method previously described. AUC with corresponding 90% CIs. The pooled sample and a random sample were also used to estimate the AUC. The estimator of the variance of the AUC based on the random sample was two times the estimator of the variance of the AUC estimator based on the original and pooled samples. This is consistent with findings from the simulation study. The pooled point estimate of the AUC ( AUC = 0.58, 90% CI = 0.48-0.69) was closer to the AUC based on full data with no LOD effect ( AUC = 0.64, 90% CI = 0.54-0.75) than the random sample ( AUC = 0.53, 90% CI = 0.38-0.67). Upon further investigation, it was found that the pooled data had two outliers. These outliers were a result of variability introduced by the pooling process itself. The methods presented in this paper rely on the assumption that the value of the pooled sample is the average of the individual unpooled samples. It is reasonable to assume, however, that sometimes the practicality of pooling biological specimens can lead to additive pooling errors (Schisterman and others, 2005b) . Care must be taken during the physical pooling process so as not to introduce additional variability. In order to complete our analysis, the outliers were removed and the analysis was repeated. The point estimate, after removing the two points, was closer to the true AUC (changed from 0.584 to 0.605) ( AUC = 0.60, 90% CI = 0.50-0.70). More importantly, this pooled analysis shows that cholesterol has discrimination properties, as shown by the original data. This is not the case in the random sample analysis. However, the largest improvement in the point estimation was found when we used the original data to calculate the theoretical pooled data values (mathematically pooling and not physically pooling samples). This resulted in an AUC point estimate of 0.634. The process of pooling the samples may introduce variability and careful consideration must be taken when pooling biospecimens so that no additional error is introduced because we may lose all the benefits of pooling.
CONCLUSIONS
In this paper, we have presented a method to estimate the AUC based on pooled or unpooled data affected by an LOD. We have shown that there is a significant gain in efficiency when using pooled specimens as opposed to taking a random sample. This gain in efficiency occurs when the LOD affects less than 50% of our control samples. In this case, there are more pooled observations above the LOD, and the quality of our estimator is improved. Pooling is therefore a statistically viable cost-saving approach. However, estimating AUC based on a pooled sample requires that certain distributional assumptions be met. The process of mixing biospecimens may be a potential source of additional variability. Therefore, careful attention to instrument sensitivity must be taken during the pooling process. The paper proposes the methodology for normally distributed biomarkers. However, in a similar manner to the proposed method, one could consider another distribution, such as Gamma etc.
