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1. Introduction and main results
Throughout this paper let K be a perfect ﬁeld of characteristic 2 and let G be a ﬁnite group.
We may assume that K is a splitting ﬁeld for G although some of the results are valid without
this assumption. All modules are assumed to be right-modules of ﬁnite K -dimension over group
algebras KG. By Inv(G) we denote the set of involutions in G . Furthermore, for a KG-module V , let V ∗
be the dual module of V , V (2) the Frobenius twist of V , and let Λ2(V ) = V ∧ V be the wedge product
of V by itself. Finally, we denote by H1(G, V ) the ﬁrst cohomology group of G with coeﬃcients in
V and, for a 2-block B , by Irr(B) and IBr(B) the set of irreducible classical resp. 2-Brauer characters
belonging to B . If 1 has the meaning of a character then it denotes the trivial character.
The group G acts on the group algebra KG by conjugation and the vector space K Inv(G) gen-
erated by the involutions is a submodule of KG via this action. The space K Inv(G), usually called
the involution module, has been studied intensively by J. Murray in [7–9]. In this paper we relate
the involution module K Inv(G) to cohomology modules. Observe that the conjugation action induces
a G-module structure of H1(G,
∧ 2(B)) for any two-sided ideal B of KG (see Lemma 2.2 below). We
prove the following results.
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K Inv(G) ∼= H1(G,Λ2(KG))∼= ⊕
B∈B◦
H1
(
G,Λ2(B)
)
as KG-modules. In particular,
∣∣Inv(G)∣∣= dimK H1(G,Λ2(KG))= ∑
B∈B◦
dimK H
1(G,Λ2(B)).
Moreover, all composition factors of H1(G,Λ2(B)) belong to the block B(2) .
Theorem B. If B is a self-dual block of defect zero with simple module V then as KG-modules we have
H1(G,Λ2(B)) ∼= V (2).
As a vector space the involution module K Inv(G) has a ﬁner natural splitting than given in Theo-
rem A, namely
K Inv(G) ∼=
⊕
ϕ∈IBr(B)
B∈B◦
ϕ(1)H1
(
G,Λ2(Pϕ)
)
(1)
where Pϕ denotes the projective cover of the module afforded by the irreducible Brauer charac-
ter ϕ . Let Φϕ denote the classical character associated to Pϕ . For a generalized character Φ =∑
χ∈Irr(G) eφ,χχ with eφ,χ ∈ Z we deﬁne the Frobenius–Schur indicator by
ν(Φ) =
∑
χ∈Irr(G)
eΦ,χν(χ)
where ν(χ) is the Frobenius–Schur indicator of the irreducible character χ (see [5, Section 4]).
Theorem C.We have
dimK H
1(G,Λ2(Pϕ))= {ν(Φϕ) if 1 = ϕ,
ν(Φϕ) − 1 if 1 = ϕ.
Thus, according to a result of Murray [7], dimK H1(G,Λ2(Pϕ)) is the multiplicity of ϕ as a constituent in the
Brauer character of the involution module K Inv(G).
In order to state a geometrical meaning of H1(G,Λ2(Pϕ)) for an indecomposable projective KG-
module we deﬁne metabolic G-spaces. For a KG-module V , let M(V ) = V ∗ ⊕ V . We call (M(V ),b)
a metabolic G-space if b is a non-degenerate G-invariant bilinear symplectic form on M(V ) which is
totally zero on V ∗ . Observe that V ∗ ⊕ V carries at least one such form b, namely
b( f1 + v1, f2 + v2) = f1(v2) + f2(v1)
for f i ∈ V ∗ and vi ∈ V . In particular, if V is not self-dual (or indeed if ν(Φφ) = 0) then this b is
the only (up to isometry) non-degenerate G-invariant bilinear symplectic form on M(V ). With this
notation we have
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between H1(G,Λ2(P∗)) and the set of isometry classes of metabolic G-spaces (M(P ),b).
In characteristic 2 metabolic spaces play a crucial role in the classiﬁcation of symmetric bilinear
spaces (see [12, Chap. 11] or [10, Chap. 2]). In algebraic topology they occur as intersection forms for
manifolds with ﬁnite fundamental group (see for instance [13, part III]).
Remark. Similar to the permutation module we may investigate the G-module KGp where K is of
characteristic p = 2 and
Gp =
{
g
∣∣ 1 = g ∈ G, gp = 1}.
The structure of this module will be studied in the forthcoming paper [6].
2. G-invariant forms and involutions
For the reader’s convenience we recall some facts about G-invariant forms. For more details we
refer to [11] and [4, Chap. VII, Section 8].
Let F be any ﬁeld, V an FG-module, and let V ∗ ⊗F V ∗ , S2(V ∗), S(V ∗), Λ2(V ∗) denote the space
of bilinear, quadratic, symmetric resp. symplectic forms on V . Recall that symplectic forms are those
forms b such that b(u, v) = −b(v,u) and b(v, v) = 0 for all u, v ∈ V . Since we are mainly interested
in G-invariant forms we have to consider the ﬁxed point spaces
(
V ∗ ⊗F V ∗
)G
, S2
(
V ∗
)G
, S
(
V ∗
)G
and Λ2
(
V ∗
)G
which are the spaces of G-invariant bilinear, quadratic, symmetric resp. symplectic forms on V .
Clearly, if V ∼= V ∗ then (V ∗ ⊗F V ∗)G ∼= EndFG(V ).
From the space V ∗ ⊗F V ∗ of all bilinear forms on V there is a natural map
δ : V ∗ ⊗F V ∗ → S2
(
V ∗
)
which associates to a bilinear form b the quadratic form q deﬁned by q(v) = b(v, v) for v ∈ V . This
yields the short exact sequence
0 → Λ2(V ∗)→ V ∗ ⊗F V ∗ δ−→ S2(V ∗)→ 0. (2)
We also have the short exact sequence
0 → S(V ∗)→ V ∗ ⊗F V ∗ σ−→ Λ2(V ∗)→ 0 (3)
where σ is the anti-symmetrization, i.e., bσ = b − b¯ for a bilinear form b where b¯ is deﬁned by
b¯
(
v, v ′
)= b(v ′, v) for v, v ′ ∈ V .
If Char F = 2 then S2(V ∗) ∼= S(V ∗) and the sequences (2) and (3) split. Furthermore,
(
V ∗ ⊗F V ∗
)G ∼= Λ2(V ∗)G ⊕ S2(V ∗)G .
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ρ : S2(V ∗)→ Λ2(V ∗)
is deﬁned by qρ = b with
b
(
v, v ′
)= q(v + v ′)+ q(v) + q(v ′) (for v, v ′ ∈ V )
where q is a quadratic form on V . If V (2) denotes the Frobenius twist of the KG-module V then via
the polarization we obtain the following short exact sequence
0 → V ∗(2) → S2(V ∗) ρ−→ Λ2(V ∗)→ 0. (4)
We may express the above sequences in the following diagram.
0
0 V ∗(2) S2(V ∗)
ρ
Λ2(V ∗) 0
0 S(V ∗) V ∗ ⊗ V ∗ σ
δ
Λ2(V ∗) 0
Λ2(V ∗)
0
Taking G-ﬁxed points in (4), (3) and (2) we get the long exact sequences
0 → (V ∗(2))G → S2(V ∗)G ρ−→ Λ2(V ∗)G → H1(G, V (2)∗)→ ·· · ,
0 → S(V ∗)G → (V ∗ ⊗ V ∗)G σ−→ Λ2(V ∗)G → H1(G,S(V ∗))→ ·· · (5)
and
0 → Λ2(V ∗)G → (V ∗ ⊗K V ∗)G δ−→ S2(V ∗)G → H1(G,Λ2(V ∗))
→ H1(G, V ∗ ⊗K V ∗)→ (6)
which we may collect in the diagram
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H1(G,Λ2(V ∗))
0 V ∗(2)G S2(V ∗)G
ρ
Λ2(V ∗)G H1(G, V (2)∗) · · ·
0 S(V ∗)G (V ∗ ⊗ V ∗)G σ
δ
Λ2(V ∗)G H1(G,S(V ∗)) · · ·
Λ2(V ∗)G
0
Next observe that the cohomology vanishes on projective modules. Thus, if we specialize the se-
quences (5) and (6) to projective modules P , we obtain the exact sequences
0 → (P∗(2))G → S2(P∗)G ρ−→ Λ2(P∗)G → 0 (7)
and
0 → Λ2(P∗)G → (P∗ ⊗K P∗)G δ−→ S2(P∗)G → H1(G,Λ2(P∗))→ 0. (8)
Moreover, there is a map from S(P∗) onto P∗(2) with kernel Λ2(P∗) deﬁned by
b → α
where xα = b(x, x) for x ∈ P . Since P is projective we have
S
(
P∗
)∼= Λ2(P∗)⊕ P∗(2). (9)
Thus taking ﬁxed points in (3) leads to the exact sequence
0 → S(P∗)G → (P∗ ⊗K P∗)G σ−→ Λ2(P∗)G → H1(G,S(P∗))= H1(G,Λ2(P∗))→ 0. (10)
In order to prove Theorem A we need the following well-known fact.
Lemma 2.1. Let V be a KG-module with a non-degenerate G-invariant bilinear form b. Then any G-invariant
bilinear form b′ on V is of the form b′(·,·) = b(·α,·) for some α ∈ EndKG(V ).
Note that the existence of b is equivalent to V ∼= V ∗ as KG-modules.
Next we specialize to the case that V = B is a two-sided ideal of KG. Therefore B is projective as
right KG-module. If Bop denotes the opposite algebra of B and 1B the identity of B then the map
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deﬁnes an algebra isomorphism between EndKG(B) and Bop since
aα = (1Ba)α = (1Bα)a
for a ∈ B . In particular, α acts on B via left multiplication by 1Bα. Furthermore, on the group algebra
KG we have the canonical symmetric non-degenerate G-invariant bilinear form b deﬁned by
b(g,h) = δg,h for g,h ∈ G.
If we assume that B is self-dual, i.e. B = B∗ , then the restriction of b to the subalgebra B remains
non-degenerate. Thus, for B = B∗ ,
EndKG(B) = (B ⊗K B)G ∼=
{
ba(·,·) = b(a · ,·)
∣∣ a ∈ B} (∗)
where the latter is the K -vector space of all G-invariant bilinear forms of B . Moreover, EndKG(B) is a
G × G-module via the action
a(hαg) = (h−1(1α)g)a
for α ∈ EndKG(B),a ∈ B and h, g ∈ G. Thus the restriction of this action to the diagonal subgroup
yields an action of G on EndKG(B). This action on the right-hand side is
ba ◦ g = bag
for a ∈ B and g ∈ G . So the isomorphism in (∗) is a KG-module isomorphism and we may identify
EndKG(B) = (B ⊗K B)G with Bconj where Bconj denotes the G-module with B as underlying vector
space and conjugation action by G .
Let a → aˆ denotes the antialgebra automorphism of KG given by g → g−1 and let Tr(a) = b(a,1)
be the coeﬃcient of a at 1. Then the G-invariant symplectic forms on B = B∗ , i.e. the elements in
Λ2(B)G , can be described in the following way.
Lemma 2.2. For a self-dual block or more generally a self-dual two-sided ideal B of KG we have
(a) Λ2(B)G = {a ∈ B | a = aˆ, Tr(a) = 0} Bconj as KG-modules.
(b) (B ⊗K B)GσB = ImσB = {a + aˆ | a ∈ B}Λ2(B)G as KG-modules.
(c) Λ2(B)G/ ImσB ∼= H1(G,Λ2(B)). In particular, H1(G,Λ2(B)) is a KG-module.
(d) S(B)G = {a ∈ B | a = aˆ} as KG-modules.
Proof. (a) Clearly, if a = aˆ ∈ B with Tr(a) = 0 then ba deﬁnes a G-invariant symplectic form on B .
Conversely, let a =∑g∈g ag g ∈ B such that ba is a symplectic form on B . Thus, for g ∈ G , we have
ag = b(a, g) = ba(1, g) = ba(g,1) = b(ag,1) = ag−1
and
0 = ba(1,1) = b(a,1) = a1.
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homomorphism. The claim now follows as bgσ = bg + bg−1 for g ∈ G.
(c) The isomorphism as vector spaces is an immediate consequence of (10). The module structure
of Λ2(B)G/ ImσB follows from (a) and (b).
(d) The proof is similar to (a). 
Proof of the ﬁrst part of Theorem A. Clearly, KG ∼= KG∗ . Thus, by Lemma 2.2 with B = KG, we have
Λ2(KG)G =
{ ∑
t∈InvG
att +
∑
g∈G, g2 =1
ag
(
g + g−1) ∈ KG}
and
Imσ =
{ ∑
g∈G, g2 =1
ag
(
g + g−1) ∈ KG},
where G acts on both spaces via conjugation. Therefore, as KG-modules, we have
K Inv(G) ∼= Λ2(KG)G/ Imσ ∼= H1(G,Λ2(KG)),
which proves the ﬁrst isomorphism of the theorem.
In order to see the second isomorphism, note that for any two KG-modules, say V and W , there
is a natural direct splitting
Λ2(V ⊕ W ) ∼= Λ2(V ) ⊕ Λ2(W ) ⊕ V ⊗K W .
If V is projective then V ⊗K W is projective as well and the cohomology with values in it vanishes.
Thus
H1
(
G,Λ2(KG)
)∼=⊕
B∈B
H1
(
G,Λ2(B)
)
where B denotes the set of all blocks. If B is not self-dual then
Λ2(B)G ⊆ (B ⊗K B)G ∼= HomKG
(
B, B∗
)= 0.
Thus (10) yields H1(G,Λ2(B)) = 0 for B = B∗ and we obtain
H1
(
G,Λ2(KG)
)= ⊕
B∈B◦
dimK H
1(G,Λ2(B)). 
3. The block components of the involution module
In this section we analyze the module H1(G,Λ2(B)) where B is a two-sided self-dual ideal of KG.
Recall that, by Theorem A, the module H1(G,Λ2(B)) is a direct summand of the involution module.
Denote by BC the two-sided ideal of the group algebra CG associated to B . Furthermore, we use
Bconj
C
to refer to this module with the conjugation action of G . Finally, we write χ ∈ Irr(B) if χ is an
irreducible character belonging to a block occurring in the decomposition of the two-sided ideal B in
blocks.
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ν(χ) = 1|G|
∑
g∈G
χ
(
g2
)
denote the Frobenius–Schur indicator. Recall that if V is a CG-module afforded by χ then χ is the
character of V ∗ and
ν(χ) =
⎧⎨⎩
0 if χ = χ,
1 if χ = χ and V can be realised over R,
−1 if χ = χ and V cannot be realised over R
(see [5, Section 4]) or equivalently
ν(χ) =
⎧⎨⎩
0 if V does not carry a G-invariant bilinear form = 0,
1 if V admits a G-invariant symmetric form = 0,
−1 if V admits a G-invariant symplectic form = 0.
Thus we have
ν(χ) = dimC S(V )G − dimCΛ2(V )G .
The next lemma is well known. Basically it is Lemma 3 of [1].
Lemma 3.1. The character of Bconj
C
is
∑
χ∈Irr(B) χχ .
Proof. Let V be an irreducible CG-module with character χ . If G acts on EndC(V ) by conjugation
then
V ∗ ⊗C V ∼= EndC(V )
as CG-modules via w( f ⊗ v) = (wf )v for v,w ∈ V and f ∈ V ∗ . This proves the lemma since the
character on V ∗ ⊗ V is χχ. 
Lemma 3.2. Let e ∈ CG be the central idempotent associated to χ ∈ Irr(G). If ψχ denotes the character of the
G-conjugation action on {a − aˆ | a ∈ eCG} then
ψχ =
⎧⎪⎨⎪⎩
Λ2χ if ν(χ) = 1,
Sχ if ν(χ) = −1,
χχ if ν(χ) = 0
where Λ2χ resp. Sχ are the characters of the space of antisymmetric resp. symmetric tensors of the module
afforded by χ = χ .
Proof. First we consider the case ν(χ) = 0, i.e., χ = χ . In this case eCG = eˆCG , but, by Lemma 3.1,
both modules are isomorphic as G-modules with the conjugation action and the character of any of
them is χχ . Next we decompose
eCG ⊕ eˆCG = {a − aˆ | a ∈ eCG} ⊕ {a + aˆ | a ∈ eCG}
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a − aˆ → a + aˆ.
Thus 2χχ = 2ψχ , and we are done in this case.
From now on we assume that χ = χ . Let V ∼= V ∗ be a CG-module affording the character χ . We
know already that
{a − aˆ | a ∈ eCG} ⊕ {a + aˆ | a ∈ eCG} = eCGconj = EndC(V ) ∼= V ⊗C V
where G acts diagonally on V ⊗C V . Clearly, the KG-module of symmetric resp. antisymmetric tensors
in V ⊗C V corresponds to the KG-module S(V ) of symmetric resp. Λ2(V ) of antisymmetric forms.
Assume that b is a non-degenerate G-invariant symmetric form on V . Then
Λ2(V ) = {ba−aˆ ∣∣ a ∈ EndC(V )}∼= {a − aˆ ∣∣ a ∈ EndC(V )}
since, for v,w ∈ V , we have
ba−aˆ(v,w) = b
(
v(a − aˆ),w)= b(v,w(aˆ − a))= −b(w(a − aˆ), v)= −ba−aˆ(w, v).
Similarly, if b is antisymmetric then S(V ) is isomorphic to {a − aˆ | a ∈ EndC(V )} which ﬁnishes the
proof. 
In the following results we denote by χ0 the Brauer character associated to the character χ , i.e.,
χ0 is the restriction of χ on the set of 2-regular elements.
Lemma 3.3. Let ΛB = {a − aˆ | a ∈ BC} BconjC .
(a) The character of the CG-module ΛB is
ψ =
∑
χ∈Irr(B)
ν(χ)=1
∧
2χ +
∑
χ∈Irr(B)
ν(χ)=−1
Sχ + 1
2
∑
χ∈Irr(B)
ν(χ)=0
χχ.
(b) ψ0 is the Brauer character of ImσB .
Proof. (a) This follows directly from Lemma 3.2. Note that for each χ = χ ∈ IrrG , the character χχ
appears twice in the last sum.
(b) If we put
Λ = {a − aˆ | a ∈ CG} = 〈g − g−1 ∣∣ g ∈ G, g2 = 1〉
then there is a G-module decomposition
Λ = ΛB ⊕ ΛC
for certain two-sided ideal C of CG such that CG = BC ⊕ C .
By Lemma 2.2(b), we see that ψ0 is the Brauer character of the image of σB . 
The next result ﬁnishes the proof of Theorem A.
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H1(G,Λ2(B)) is given by
∑
1 =χ∈Irr(B)
ν(χ)
(
χ0
)(2)
.
Proof. By Lemma 3.1, the Brauer character of Bconj
C
is
∑
χ∈Irr(B)(χχ)0. On the other hand, by
Lemma 2.2 and the exact sequences (7) and (8), this character is
2ψ0 + β
where ψ0 is the Brauer character of Imσ and β the Brauer character of H1(G,Λ2(B))⊕ (B(2))G . Thus,
by Lemma 3.3, we have
∑
χ∈Irr(B)
(χχ)0 =
∑
χ∈Irr(B)
ν(χ) =0
[(
Λ2χ
)0 + (Sχ)0]+ ∑
χ∈Irr(B)
ν(χ)=0
(χχ)0
= β + 2
∑
χ∈Irr(B)
ν(χ)=1
(
Λ2χ
)0 + 2 ∑
χ∈Irr(B)
ν(χ)=−1
(Sχ)0 +
∑
χ∈Irr(B)
ν(χ)=0
(χχ)0.
Therefore it follows
β =
∑
χ∈Irr(B)
ν(χ)
(
Sχ − Λ2χ)0 = ∑
χ∈Irr(B)
ν(χ)
(
χ0
)(2)
. 
The statement in Proposition 3.4 implies in particular Corollary 4 of [7].
Example 3.5. Let G = D10 be a dihedral group of order 10. Then G has three irreducible KG-modules,
namely the trivial module K , V1 and V2 where V1 and V2 belong to self-dual blocks B1 resp. B2
both of defect zero. One easily checks that V (2)1 = V2, i.e., B(2)1 = B2.
Proof of Theorem B. Assume that B = B∗ has defect zero and let χ be the only irreducible complex
character in B . Then ν(χ) = 1 and χ0 is the only irreducible Brauer character belonging to B . Let V
be the irreducible KG-module affording χ0. Then Proposition 3.4 implies H1(G,Λ2(B)) ∼= V (2) . 
We would like to mention here that, due to a result of Murray [8], the module H1(G,Λ2(B)) does
not contain any projective indecomposable direct summand unless the block B is of defect zero.
4. Dimensions of the cohomology groups
For a generalized character Φ =∑χ∈Irr(G) eφ,χχ with eφ,χ ∈ Z we deﬁne
ν(Φ) =
∑
χ∈Irr(G)
eΦ,χν(χ).
Furthermore, for χ ∈ Irr(G) and ϕ ∈ IBr(G), we denote by dχ,ϕ the corresponding decomposition
number.
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ν(χ) = dimC S(V )G − dimCΛ2(V )G . (12)
Lemma 4.1. Formula (12) holds true for any character χ (not necessarily irreducible).
Proof. We proceed by induction on the composition length of V afforded by the character χ . Let
χ = χ1 + χ2 with corresponding modules V = V1 ⊕ V2. Then
S(V1 ⊕ V2)G = S(V1)G ⊕ S(V2)G ⊕ (V1 ⊗C V2)G ,
Λ2(V1 ⊕ V2)G = Λ2(V1)G ⊕ Λ2(V2)G ⊕ (V1 ⊗C V2)G
which implies
ν(χ1) + ν(χ2) = dimC S(V1)G − dimCΛ2(V1)G + dimC S(V2)G − dimCΛ2(V2)G
= dimC S(V1 ⊕ V2)G − dimCΛ2(V1 ⊕ V2)G
= ν(χ). 
Let (F , R, K ) be a 2-modular system. So R is a complete discrete valuation ring with fraction
ﬁeld F , unique maximal ideal ℘ and residue ﬁeld R/℘ = K of characteristic 2. The next result is a
weak form of Theorem 2.8 of [2] but we provide here a proof for the reader’s convenience.
Lemma 4.2. Let P be a projective indecomposable KG-module and let Q be its lift to F . If S(Q )G and S(P )G
denote the spaces of G-invariant bilinear symmetric forms on Q resp. P then
dimF S(Q )
G  dimK S(P )G .
Proof. Let P R be the RG-module such that P R ⊗R F = Q and P R/P R℘ = P . Consider the R-module
of bilinear symmetric G-invariant forms on P R , i.e.,
S(P R)
G = {b : P R × P R → R | b is R-bilinear, symmetric and G-invariant}.
Obviously, S(P R)G ⊗R F ⊆ S(Q )G . Since each form in S(Q )G can be lifted to a form in S(P R)G by
multiplying with a suitable a ∈ F we even have
S(P R)
G ⊗R F = S(Q )G .
This implies that S(P R)G is ﬁnitely generated. Moreover R is a principal ideal domain and S(P R)G
is torsion free. Thus S(P R)G is a free R-module of rank equal to dimF S(Q )G . Clearly, the natural
epimorphisms P R  P and R K induce a well-deﬁned homomorphism
S(P R)
G → S(P )G .
The kernel of this map is the space of all forms in S(P R)G which take values in ℘ . Since the ideal ℘
is principal this kernel is precisely S(P R)G℘ . Therefore
dimF S(Q )
G = rankS(P R)G = dimK S(P R)G/S(P R)G℘  dimK S(P )G . 
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Proof of Theorem C. For ϕ ∈ IBr(G), let P = Pϕ be the projective indecomposable KG-module associ-
ated to ϕ and let Q be its lift to F . We denote by Φϕ the ordinary character associated to Q .
Recall that the Cartan invariant cϕϕ can be computed as
cϕϕ =
∑
χ
dχϕdχϕ = dimF HomFG
(
Q ∗, Q
)
= dimF (Q ⊗F Q )G = dimF S(Q )G + dimF Λ2(Q )G .
Furthermore, the exact sequence in (9) implies that
dimK S(P )
G = dimK Λ2(P )G + 
where  = 1 if P = P1 (the projective indecomposable module with trivial head) and  = 0 otherwise.
Therefore counting dimensions in the exact sequence in (10) yields
dimK H
1(G,Λ2(P ))= dimK S(P )G + dimK Λ2(P )G − cϕϕ
= dimK S(P )G + dimK Λ2(P )G − dimF S(Q )G − dimF Λ2(Q )G
= 2dimK S(P )G − dimF S(Q )G − dimF Λ2(Q )G − 
 dimF S(Q )G − dimF Λ2(Q )G − 
= ν(Φϕ) − 
where the inequality is a consequence of Lemma 4.2 and the last equality follows from Lemma 4.1.
On the other hand, by [5, Corollary 4.6], we have
1+ ∣∣Inv(G)∣∣= ∑
χ∈Irr(G)
χ(1)ν(χ).
Thus, Theorem A and the bound above imply∑
χ∈Irr(G)
χ(1)ν(χ) = 1+ ∣∣Inv(G)∣∣
= 1+
∑
ϕ∈IBr(G)
ϕ(1)dimK H
1(G,Λ2(Pϕ))

∑
ϕ∈IBr(G)
ϕ(1)ν(Φϕ)
=
∑
ϕ∈IBr(G)
ϕ(1)
∑
χ∈Irr(G)
dχϕν(χ)
=
∑
χ∈Irr(G)
{ ∑
ϕ∈IBr(G)
ϕ(1)dχϕ
}
ν(χ)
=
∑
χ∈Irr(G)
χ(1)ν(χ).
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character of the involution module K Inv(G). In particular ν(Φϕ) −   0. Thus the inequalities
dim H1(G,Λ2(Pϕ)) ν(Φϕ) −  are in fact all equalities and the proof is complete. 
The proof of Theorem C implies that dimK H1(G,Λ2(P )) = ν(Φ)−m for any projective KG-module
P (not necessarily indecomposable) with classical character Φ where m denotes the multiplicity of
P1 in P . In the special case where P = B is a block of KG we proved that already in 3.4.
A further consequence of the proof of Theorem C is
Proposition 4.3. Let P be a projective indecomposable KG-module associated to ϕ ∈ IBr(G) and let Q be a lift
of P to CG. Then
dimK H
1(G,Λ1(P ))= {dimC S(Q )G − dimCΛ2(Q )G if 1 = ϕ,
dimC S(Q )G − dimCΛ2(Q )G − 1 if 1 = ϕ.
To decide whether a projective indecomposable module carries a non-degenerate G-invariant sym-
plectic form is a highly diﬃcult task. Some partial answers have been given in [2]. Here we show
Proposition 4.4. Let P be a projective indecomposable module. If H1(G,Λ2(P )) = 0 then P does not carry a
non-degenerate G-invariant symplectic form.
Proof. We may assume that P ∼= P∗ since otherwise there is no non-degenerate G-invariant bilinear
form on P . Since H1(G,Λ2(P )) = 0 we have by (10) that
Λ2(P )G/ Imσ = H1(G,Λ2(P ))= 0.
Thus Λ2(P )G = Imσ . Furthermore
Imσ ⊆ (P ⊗K P )G = EndKG(P ) = .
As P is indecomposable and K is a splitting ﬁeld the endomorphism ring  is local with / J () = K
where J () denotes the Jacobson radical of . If b ∈ Λ2(P∗)G = Imσ then b = c+ c¯ for some bilinear
form c of P . If we write c = k · id+ j with k ∈ K and j ∈ J () then c¯ = k · id+ j¯. Thus b ∈ J () which
shows that b is degenerated. 
The condition H1(G,Λ2(P )) = 0 in Proposition 4.4 can easily be tested using Theorem C.
Remark 4.5. The converse of Proposition 4.4 does not hold true in general. Let
H = 〈a,b ∣∣ a3 = b4 = 1, ab = a−1〉
and put G = Hwr C2, the wreath product of H by C2. Then G has a Brauer character ϕ of degree 4
such that Pϕ does not carry a non-degenerate G-invariant symplectic form (see [2, 2.12]). Thus, by
Theorem C,
dimK H
1(G,Λ2(Pϕ))= ν(Φϕ)
and, by [2, Example 2.12], we have ν(Φϕ) = 2.
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ν(Φϕ) ≡ cϕϕ mod 2.
Proof. If P = Pϕ then Theorem C says that
dimK H
1(G,Λ2(P ))= ν(Φϕ) − δϕ,1.
According to (8) and (9) we have the exact sequence
0 → Λ2(P )G → (P ⊗K P )G →
(
P (2)
)G ⊕ Λ2(P )G → H1(G,Λ2(P ))→ 0, (13)
and since cϕϕ = dimK (P ⊗K P )G we obtain
dimK H
1(G,Λ2(P ))≡ cϕϕ + dimK (P (2))G mod 2.
If P = P1 then dimK (P (2))G = 1, and if P = Pϕ with ϕ = 1 then dimK (P (2))G = 0. 
Corollary 4.7. If 2 | |G| then, for a block B, the dimension ofH1(G,Λ2(B)) is odd if and only if B is the principal
block.
Proof. We may assume that B is self-dual and, by (1), we have
dimH1
(
G,Λ2(B)
)= ∑
ϕ∈IBr(B)
ϕ(1)dimH1
(
G,Λ2(Pϕ)
)
.
If B is not the principal block then, by Lemma 4.6, we get
dimH1
(
G,Λ2(B)
)≡ ∑
ϕ=ϕ∈IBr(B)
ϕ(1)cϕϕ +
∑
ϕ =ϕ
(
ϕ(1) + ϕ¯(1))cϕϕ mod 2
≡
∑
ϕ=ϕ∈IBr(B)
ϕ(1)cϕϕ mod 2
≡ 0 mod 2,
since 2 | ϕ(1) for 1 = ϕ = ϕ ∈ IBr(G), by Fong’s lemma (see [4, Chap. VII, 8.13]). For the principal block
B the dimension of H1(G,Λ2(B)) is odd since, by Lemma 4.6,
dimH1
(
G,Λ2(P1)
)= ν(Φ1) − 1 ≡ c11 − 1 mod 2
and c11 is always even if 2 | |G| (see [3, Proposition 3.6]). 
Lemma 4.8. For all ϕ ∈ IBr(G) we have
(a) ν(Φϕ) cϕϕ.
(b) Equality holds in (a) if and only if cϕ,ϕ = dimΛ2(Pϕ)G + δϕ,1 .
(c) If equality holds in (a) for ϕ = 1 then all G-invariant bilinear forms on Pϕ are symplectic. If in addition
ϕ = ϕ then at least one such form is non-degenerated.
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Λ2(P )G and Λ2(P )G ⊕ (P (2))G  (P ⊗K P )G (as K -vector spaces) we get
dimH1
(
G,Λ2(Pϕ)
)
 dimΛ2(Pϕ)G  cϕϕ
for ϕ = 1, and
dimH1
(
G,Λ2(P1)
)
 dimΛ2(P1)G  c11 − 1.
An application of Theorem C completes the proof.
(b) Equality holds in (a) if and only if
Λ2(Pϕ)
G ⊕ (P (2)ϕ )G ∼= (Pϕ ⊗K Pϕ)G ∼= HomKG(Pϕ, Pϕ).
(c) The ﬁrst statement is clear from the proof of part (a). The second follows since EndKG(Pϕ)
contains automorphisms. 
We call a KG-module V of symplectic type if V carries a G-invariant non-degenerate symplectic
form.
Corollary 4.9. ∑
ϕ∈IBr(G)
Pϕ of symplectic type
ϕ(1)
∑
ϕ∈IBr(G)
ϕ(1)ν(Φϕ) = 1+
∣∣Inv(G)∣∣ ∑
ϕ∈IBr(G)
ϕ(1)cϕϕ.
Proof. First note that H1(G,Λ2(Pϕ)) = 0 if ϕ does not belong to a self-dual block. Thus, by (1), we
have
K Inv(G) ∼=
⊕
ϕ∈IBr(G)
ϕ(1)H1
(
G,Λ2(Pϕ)
)
.
To get the upper bound we apply Theorem C and Lemma 4.8. For the lower bound note that
ν(Φϕ) 0 and, by Proposition 4.4, we have ν(Φϕ) > 0 if Pϕ is of symplectic type. 
Examples 4.10.
(a) The group G = S4 has 9 involutions and the Cartan matrix of KG is
( 4 2
2 3
)
. Thus the upper bound
in Corollary 4.9 is sharp.
(b) For G = C3  (C2 × C2) the Cartan matrix is
( 4 0
0 2
)
, and therefore∣∣Inv(G)∣∣ 4+ 2 · 2− 1 = 7.
In this case the upper bound is sharp again. Clearly, G has two irreducible modules, the triv-
ial module K and a 2-dimensional module, say V . Moreover, KG has two blocks, the principal
block B0 and a block B1 containing V . One easily computes H1(G,Λ2(B0)) ∼= K ⊕ K ⊕ K and
H1(G,Λ2(B1)) ∼= V ⊕ V .
(c) In contrast to C3  (C2 × C2) the group C3  C4 has only one involution but the same Cartan
matrix. Here we have
K Inv(G) ∼= H1(G,Λ2(B0))∼= K .
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Proof. Let H be a 2-complement in G (it exists by Zassenhaus’ theorem). Since N is in the kernel
of any irreducible KG-module we may identify IBr(G) with Irr(H). In particular, all irreducible Brauer
characters have odd degree. Let β denote the character of P1|H = (KH )G |H and recall that for any
ϕ ∈ IBr(G), the projective cover of the module Vϕ affording ϕ satisﬁes Pϕ ∼= Vϕ ⊗ P1. Thus
cϕϕ = dimK HomKG(Pϕ, Pϕ) = dimHomKG
(
Vϕ ⊗ (KH )G , Vϕ ⊗ (KH )G
)
= dimHomKG
(
Vϕ ⊗ (KH )G , (Vϕ |H )G
)= (ϕβ,ϕ)H = (β,ϕ2)H ,
and therefore
∑
ϕ∈IBr(G)
cϕϕ =
∑
ϕ∈IBr(G)
(
β,ϕ2
)
H =
(
β,
∑
ϕ∈IBr(G)
ϕ2
)
H
.
Furthermore, for any 1 = h ∈ H , we have
∑
ϕ∈IBr(G)
ϕ2(h) =
∑
ϕ∈IBr(G)
ϕ(h)ϕ
(
h−1
)= 0
as h and h−1 cannot be conjugated in a group of odd order. Since
∑
ϕ∈IBr(G)
ϕ2(1) = |H|
we obtain
∑
ϕ∈IBr(G)
cϕϕ =
(
β,
∑
ϕ∈IBr(G)
ϕ2
)
H
= β(1) = dim P1 = |N|. 
Corollary 4.12. If G has a normal elementary abelian Sylow 2-subgroup then
1+ ∣∣Inv(G)∣∣= ∑
ϕ∈IBr(G)
cϕϕ.
Surprisingly, the upper bound in Corollary 4.9 is achieved for some simple non-abelian groups
with elementary abelian Sylow 2-subgroups.
Examples 4.13. (a) For G = A5 the Cartan matrix is
⎛⎜⎝
4 2 2 0
2 2 1 0
2 1 2 0
0 0 0 1
⎞⎟⎠ .
There are 15 involutions in G . The 2-Brauer character degrees are 1,2,2,4. Thus
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ϕ∈IBr(G)
ϕ(1)cϕϕ = 4+ 2 · 2+ 2 · 2+ 4 = 16
and the upper bound is achieved in Corollary 4.9.
(b) For G = PSL(2,11) the Cartan matrix is
⎛⎜⎜⎜⎜⎜⎝
2 1 1 0 0 0
1 2 1 0 0 0
1 1 2 0 0 0
0 0 0 2 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎠
with 2-Brauer character degrees 1,5,5,10,12,12. The 5-dimensional characters are conjugate to each
other. Thus
∑
ϕ∈IBr(G)
ϕ(1)cϕϕ = 2+ 5+ 5+ 2 · 10+ 12+ 12 = 56.
Since G has exactly 55 involutions the upper bound in Corollary 4.9 is achieved again.
(c) The smallest Janko group J1 has 1463 involutions. Using the GAP library at Aachen we see that∑
ϕ∈IBr( J1)
ϕ(1)cϕϕ = 8+ 4 · 20+ 4 · 56+ 4 · 56+ 4 · 76+ 2 · 76+ 56+ 56+ 120+ 120+ 120
= 1464.
(d) It is in general not true that in Corollary 4.9 equality holds for simple groups with elementary
abelian Sylow 2-subgroups as the Ree group R(27) shows. There are 512487 involutions in R(27)
whereas the upper bound in Corollary 4.9 yields 515296.
5. Metabolic G-spaces
Let V be a KG-module. The KG-module M(V ) = V ∗ ⊕ V endowed with a non-degenerate G-
invariant symplectic form b which is totally zero on V ∗ is called a metabolic G-space. If g ∈ G acts
on V by the matrix D(g) then g acts on V ∗ by D(g−1)t with respect to the dual basis (see [4,
Chapter VII, 8.2]).
Lemma 5.1. Let (M(V ),b) be a metabolic G-space. Given a K -basis of V we may choose a K -basis of V ∗ such
that b has Gram matrix (
0 1
1 B
)
where B is the Grammatrix of the restriction b|V and 0,1 are the zero respectively the identity matrix of degree
dimK V .
Proof. Let (
0 A
At B
)
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we get A ∈ EndKG(V ∗). Changing the basis of V ∗ via A yields(
A 0
0 1
)(
0 1
1 B
)(
At 0
0 1
)
=
(
0 A
At B
)
. 
According to Lemma 5.1 the metabolic G-spaces may be described by (M(V ),b) where V is a
KG-module and b is a symplectic G-invariant form on V . If b1 and b2 are G-invariant symplectic
forms on V then we write (V ,b1) ∼= (V ,b2) resp. (M(V ),b1) ∼= (M(V ),b2) if (V ,b1) and (V ,b2) resp.
(M(V ),b1) and (M(V ),b2) are isometric as G-modules.
Proposition 5.2. Let (M(V ),b1) and (M(V ),b2) be metabolic G-spaces.
(a) If (V ,b2) ∼= (V ,b1 + (b + b¯)) for some G-invariant bilinear form b of V then (M(V ),b2) ∼= (M(V ),b1).
(b) Suppose that V is an indecomposable KG-module. Then (M(V ),b2) ∼= (M(V ),b1) implies that (V ,b2) ∼=
(V ,b1 + (b + b¯)) for some G-invariant bilinear form b of V .
Proof. (a) Let B, B1, B2 be the Gram matrices for b,b1 resp. b2 with respect to a ﬁxed basis of V . By
assumption there exists a G-automorphism D of V such that
DB2D
t = B1 +
(
B + Bt).
Note that the matrix B deﬁnes a KG-linear map from V to V ∗ . Thus(
1 0
B 1
)
is a KG-automorphism of V ∗ ⊕ V . The equation(
1 0
B 1
)(
0 1
1 B1
)(
1 Bt
0 1
)
=
(
0 1
1 B1 + B + Bt
)
=
(
0 1
1 DB2Dt
)
shows that (M(V ),b1) ∼= (M(V ),b′2) where b′2 denotes the bilinear form deﬁned by DB2Dt . On the
other hand, since (D−1)t is a KG-automorphism of V ∗ and(
(D−1)t 0
0 D
)(
0 1
1 B2
)(
D−1 0
0 Dt
)
=
(
0 1
1 DB2Dt
)
we get that (M(V ),b2) ∼= (M(V ),b′2) and the proof is complete.
(b) Let (
A B
C D
)
be an isometry from (M(V ),b2) onto (M(V ),b1), hence(
A B
C D
)(
0 1
1 B2
)(
At Ct
Bt Dt
)
=
(
0 1
1 B1
)
.
This implies the following equations.
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(ii) BCt + ADt + BB2Dt = 1,
(iii) DAt + C Bt + DB2Bt = 1,
(iv) DCt + CDt + DB2Dt = B1.
If D is non-singular the last equation may be rewritten as
D
[(
D−1C
)t + D−1C + B2]Dt = B1.
Since D−1C is a KG-homomorphism from V ∗ to V it is the Gram matrix of a G-invariant bilinear
form of V and we are done in this case since D ∈ EndKG(V ) is invertible.
Thus we may assume that D is singular. We consider equation (ii), i.e.,
BCt + ADt + BB2Dt = 1.
Observe that ADt and BB2Dt deﬁne maps in EndKG(V ∗). Since EndKG(V ∗) is a local algebra and D is
singular, the matrix B must be non-singular. Equation (i) now yields
BB2B
t = ABt + B At = ABt + (ABt)t
or
B2 = B−1A +
(
B−1A
)t
.
Note that B−1A is a KG-homomorphism from V into V ∗ . Thus b2 = b + b¯ where b is the G-invariant
form deﬁned by the Gram matrix B−1A. Interchanging b1 and b2 yields a G-invariant bilinear form c
of V such that b1 = c + c¯. Thus we have proved that
b2 = b1 + (b + c) + (b + c)
for a G-invariant bilinear form b + c of V . 
Proof of Theorem D. Let P be a projective indecomposable KG-module. According to (10), we have
Λ2(P )G/ Imσ ∼= H1(G,S2(P ))= H1(G,Λ2(P )).
By Proposition 5.2, the isometry classes of metabolic G-spaces (M(P ),b) are in one-to-one correspon-
dence to the elements of Λ2(P∗)G/ Imσ which completes the proof. 
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