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Abstract
The universal behaviour of superconductors near the phase transition is de-
scribed by the three-dimensional eld theory of scalar quantum electrodynamics.
We approximately solve the model with the help of non-perturbative ow equa-
tions. A rst- or second-order phase transition is found depending on the relative
strength of the scalar coupling versus the gauge coupling. The region of a second-
order phase order transition is governed by a xed point of the ow equations with
associated critical exponents. We also give an approximate description of the tri-
critical behaviour and briey discuss the crossover relevant for the onset of scaling
near the critical temperature. Final conrmation of a second-order transition for
strong type-II superconductors requires further analysis with extended truncations












Superconductors of type-I and type-II are distinguished by the ratio of the photon mass,
M , and the scalar mass, m, in the superconducting phase at low temperature. These
masses correspond to two relevant length scales, namely the London penetration depth,
M
 1
, and the coherence length, m
 1
. By convention a superconductor is called of type-




> (<) 1. In turn, the masses of the gauge boson and the scalar are
determined by the gauge coupling, e
2











. The question arises whether type-I and type-II superconductors are distinguished
not only by their low temperature properties but also by a dierent behaviour near the
critical temperature, T
c
, of the normal-to-superconductor phase transition.
The critical behaviour near T
c
is thought to be described by the eld theory of a
charged scalar particle coupled to a photon. This three-dimensional scalar QED should
provide a good description of the physics whenever the composite character of the scalar
eld, i.e. the Cooper pairs in standard superconductors, is negligible and when the system














exhibit a rst-order transition. The discontinuity in the order parameter
7
{ the vacuum
expectation value of the charged scalar eld { is induced by uctuations of the gauge eld.
On the other hand, there have been various arguments based on analogies with various





be second-order [2, 3, 4]. In [1] it was originally conjectured that the transition in type-II
superconductors is also a uctuation induced rst-order one. Such a result is thought
to be an artefact of the -expansion when stretched to three dimensions as remarked by
several authors [3, 4]. Direct computations within the eld theory of a charged scalar
eld coupled to a photon have not provided conclusive results in the past. Strong infrared
divergences appearing in the loop expansion at the critical temperature of a second-order
transition are the reason keeping this long standing problem unsolved.




 evaluated at a
typical length scale 
 1




 for which the phase transition is
second-order, the renormalization group ow of the corresponding renormalized dimen-
sionless couplings e
2
and  should be attracted by a xed point. A rm establishment
of a second-order transition for large

 therefore requires nding this \second-order xed
point" which must be infrared stable for both  and e
2
. Furthermore, for a continuous




must lie within the domain of attraction of this
xed point. On the other hand, if the phase transition is rst-order for small

 there must




plane between the rst- and second-order behaviour.
At the critical temperature the trajectories of  and e
2
which start on this separation line
ow towards a tricritical xed point. The tricritical xed point has one direction that is
6
We do not deal here with possible quantum statistics eects in the extreme low temperature limit
T ! 0.
7
Strictly speaking the local gauge symmetry is never spontaneously broken. With the gauge xing we
are using this picture is nevertheless very useful.
1
infrared stable and another one unstable: the instability corresponds to the ow towards





ciently close to the separation line there is not much distinction, in practice, between
the rst- and second-order transition. The behaviour on both sides of the separation line





= 0) to the tricritical point { for temperatures near to, but not extremely close
to, the critical temperature. The rst-order transition is very weak in this case and the
distinction from a second-order transition becomes possible only on scales which are tiny
compared to T
c
. Consequently numerical simulations [2] often cannot tell a second- from
a weak rst-order transition. It would require an observation of the crossover from the
tricritical xed point to the \second-order xed point" in order to distinguish them.
Using the \Ginzburg criterion" for the size of the temperature range around T
c
where
uctuations become important one concludes that experimental verication of the order of
the phase transition seems extremely dicult for standard low temperature superconduc-
tors. This situation may improve for high temperature superconductors [5]. Furthermore,
it has been proposed [6] that the nematic-to-smectic-A transition in liquid crystals be-
longs to the same universality class as the superconductor transition. Here a second-order
phase transition as well as a tricritical behaviour have been found and critical exponents
are measured [7]. A theoretical establishment of a second-order phase transition for large

 would therefore be useful also for practical purposes.
In this paper we compute the phase diagram for superconductors with the use of a
non-perturbative ow equation [8]. This evolution equation describes the dependence of
the average action  
k
[9] on the \average scale" k. The average action corresponds to
a coarse grained free energy functional with k
 1
the length scale of the coarse graining.




. For k ! 0
one recovers the free energy functional, i.e. the generating functional for the 1PI Green
functions. In particular, we will study the scale dependence of the average potential U
k
()
which corresponds to the coarse grained free energy for constant values of the complex
scalar eld ',  = j'j
2
. If for k ! 0 the minimum of the potential occurs for 
0
6= 0
the gauge symmetry is spontaneously broken and the model is in the superconducting
phase. When the minimum of U
k
() is at the origin,  = 0, the symmetric phase { normal
conductor { is realized. Our ow equation for U
k
derives from the exact non-perturbative
ow equation [10] for  
k
in an appropriate truncation.
The exact ow equation for  
k
is equivalent to earlier versions of exact renormalization
group equations [11]. However, it diers from the \cut-o action" used in these previous
versions in that it describes a coarse grained free energy in continuous space. This allows
for an easy and direct treatment of infrared problems. More specically, not only infrared
divergences, but also ultraviolet ones are absent in our approach { for each innitesimal
change of length scale k
 1
only modes with momentum close to k contribute to the ow.
Here we discuss approximate solutions to the exact ow equations involving a truncation of
the most general from of  
k
. Within our approximations we nd a second-order xed point
as well as a tricritical xed point. This allows to draw a phase diagram for superconductors
which is, however, not yet quantitatively reliable in all regions in parameter space. The
present work is closely related to a similar study [12] with an arbitrary number N of
2
complex scalar elds. In this case the superconductor phase transition, i.e. N = 1, was
approached from large N . A brief outlook on the results of this work will be addressed
in section 6.
The paper has the following format. In section 2 we rst use the ow equations in
their simplest form to establish the qualitative features of the phase diagram. These ow
equations as well as more elaborate versions of them are derived from the exact ow equa-
tion in sections 3 and 4. In section 5 we discuss the parameter range where the transition
is rst-order and we turn to the second-order transition in section 6. Shortcomings of
the present approximations and extensions of our work which are necessary for a rm
establishment of our picture are indicated in section 7. Finally section 8 contains our
conclusions and a discussion of the results.
2 Phase Diagram
The simplest version of the non-perturbative ow equations will be described in this
section. We will derive them in the next two sections and more rened approximations



































(k) are appropriate wave-function renormalization factors for the gauge
and scalar eld, respectively. For standard superconductors e
2
is related to the ne struc-
ture constant,   1=137, by e
2
= 16T and e(k) is a running eective dimensionless
gauge coupling in three dimensions. Similarly, the quartic scalar interaction is described
by a dimensionless running coupling (k). If the minimum of the average potential occurs
for a non-vanishing value of the order parameter, 
0










The average potential { related to a coarse grained free energy for constant eld values {























have dimension of mass. For non-vanishing  we may dene a running


































In the phase with spontaneous symmetry breaking the physical masses are obtained for

















constant non-vanishing value for k ! 0.
We want to study the scale dependence of the average potential between some initial
(high momentum) scale  and k = 0. The evolution equations for the dimensionless
parameters e
2
































































































































, and vanish for large values of the argument. This
describes the eective decoupling of modes with mass larger than k. More details on the
threshold functions will be given later. For the moment we only quote the numerical values










(0; 0) = 1:04 and m
2;2
(0; 0) = 0:412.
The constant `
e
in eq. (10) is thought to approximate a relatively complicated threshold
function in the appropriate mass range. To simplify we take here the value for zero mass
`
e
= 0:844. Our task is now the solution of these ow equations starting at some initial
scale  which we may identify for the present purpose with T or some scale characteristic
for the formation of the scalar bound state. More precisely,  is the scale below which the









(T ) is independent of T . The temperature dependence arises essentially
4
through the temperature dependence of 
0














  T ) (11)































,  and  diverge like  k
 1
. On the other side, in the symmetric phase  will
vanish at some nite scale k
s
> 0. (We will not be concerned much with this phase in the
present paper.) For temperatures suciently below T
c
there will only be little running








 since no long range uctuations are present. This






















and use this for a phenomenological determination of 
0
() and () as functions of T
for a given superconducting material.
For T in the vicinity of T
c
some of the masses will turn out much smaller than the
temperature. The ow of the couplings becomes relevant and can lead to important
modications of the Ginzburg-Landau theory. In our approximation the ow of the gauge
















(k)k decreases proportionally to the scale k.
(Of course, once all particle masses are much larger than k, one should put `
e
= 0 in
a more realistic truncation, the running of Z
F









the remaining system of evolution equations (8-9) can be solved numerically. The
resulting phase diagram is shown in Fig. 1, with arrows indicating the ow towards the
infrared (k ! 0). The symmetric phase (small ) is separated from the superconducting
phase (large ) by a phase transition line. On this line we observe the second-order xed
point at 
?
 20 and the tricritical xed point at 
?
 0:03. The separation between
5
the rst- and second-order behaviour of the transition is indicated by the dashed line
which crosses the tricritical xed point. The rst-order behaviour corresponds here to
the region of small . In the three-dimensional parameter space (e
2
; ; ) the critical
line of Fig. 1 extends to a critical surface. The ow of the trajectories on this surface




) corresponds to the critical value for the phase





= 0, and the Wilson-





6= 0, which are both infrared unstable. On the right part
of the phase diagram the ows are directed towards the second-order xed point. On the
left part the trajectories reach  = 0 and this corresponds to the region of a rst-order
transition. We again indicate the separation line between the rst- and second-order
behaviour and the tricritical point on this line. In summary, the system of ow equations
(8-10) clearly corresponds to regions of rst- and second-order transitions separated by
tricritical behaviour. A more detailed picture of the separation line for small values of e
2
is given in Fig. 3.
The properties of the phase diagram can easily be understood from the behaviour of
















The two non-trivial zeros correspond to the unstable tricritical xed point and the stable
second-order xed point
8
. We emphasize that the threshold functions in eq. (8) are
crucial for the existence of the two xed points. Setting the arguments of the threshold
functions to zero the xed points disappear. The omission of threshold eects is the
main reason why previous perturbative estimates, e.g. the -expansion, fail to reproduce
a similar phase diagram.
Only for suciently small values of e
2
 and  we can neglect the threshold eects
and approximate the threshold functions by their values at vanishing argument. We will
often call this the linear approximation { despite the fact that the ow equations remain
coupled non-linear dierential equations. In particular, one nds for the running of the
ratio =e
2


























































in Fig. 5 and observe that there is no zero of this function. We conclude
that =e
2
always decreases and that all trajectories remaining within the validity of the
linear approximation lead to  = 0 for k > 0. This region corresponds therefore to a
rst-order phase transition. (The value of 
c
is irrelevant in this approximation. To a











+ 1) if =e
2
is not too small.) In order to
get a quantitative idea how fast =e
2
decreases we approximate in eq. (15) the term in
brackets by a constant C { for C taking the minimum value C
min
= 7:58 the true running
is then always faster. With
8
The zero at  = 0 corresponds to 
c




















































































. We note that for ()=e
2
() substantially













the coupling (k) reaches zero for a value of k where e
2








. In this region of parameter space the running of e
2
R
(k) is not a very strong
eect. In a rst approximation e
2
R
(k) may be taken as a constant and we expect that the

























= 0:21 for small values of ()=e
2
() as a very good
approximation. It is obvious that k
dis
decreases strongly with increasing ()=e
2
().
For good type-I superconductors (()=e
2
()  1=10) the ratio k
dis
= = O(1) is not a
small quantity. We will discuss this case in more detail in section 5. Consider next the
borderline between type-I and type-II superconductors for ()=e
2
()  1. Here the dis-
continuity becomes already small and dicult to observe. The behaviour in the vicinity
of the critical temperature is mainly determined by the gaussian xed point. The cor-
responding (approximate) critical exponents are given by mean eld theory. Going even










of the gauge coupling begins to become an important eect. This situation corresponds
to the characteristic ratio (18). In particular, the quartic coupling (k) does not reach
zero within the validity of the linear approximation. In this region in parameter space
we locate a possible change to a second-order behaviour. For good type-II superconduc-
tors with ()=e
2
()  10 the quartic scalar coupling (k) reaches the vicinity of the
7
Wilson-Fisher xed point before e
2
R
(k) has decreased very signicantly. As a result, the
critical behaviour of this type of superconductors is dominated by the Wilson-Fisher xed
point, with exponents of the two-component Heisenberg model. Only very close to T
c
the
crossover to the second-order xed point with its associated exponents can be felt. Due to
the smallness of e
2
() for superconductors the rst observation of scaling behaviour for T
near T
c
will always detect the critical exponents of the gaussian or the Wilson-Fisher xed
point, with a typical crossover behaviour between the two extreme cases as ()=e
2
()
varies. This situation is independent of the exact nature of the phase transition, provided
k
dis
= is small for a rst-order transition. The distinction between a rst- and a second-
order transition as well as the detection of the \true" critical behaviour with exponents
dierent from the ones of the Heisenberg model is only possible in a very tiny tempera-
ture interval around T
c
. We emphasize that the situation may be quite dierent for lattice
simulations or experiments with materials in the same universality class as normal super-
conductors, as for example for the nematic-to-smectic-A transition in liquid crystals. Here
the eective coupling e
2
() may take large values, and the critical exponents associated
with the second-order xed point could be more easily observed. Nevertheless, caution is
necessary for the interpretation of observed critical exponents since crossover behaviour
between dierent xed points is possible. This holds in particular for the crossover be-
tween the Wilson-Fisher xed point and the \true" second-order xed point (cf. Fig. 2)
since the critical exponents are not largely dierent (see section 6) for both cases.
Comparing the above qualitative discussion with Fig. 3 we notice that the approxi-
mation (8-10) implies a transition to a second-order behaviour for ()=e
2
()  0:1 and
therefore much smaller than the characteristic value (18). This is related to the fact that
2e
2
 reaches one along the corresponding trajectories before (k) reaches zero. The linear
approximation therefore ceases to be valid. As it will become clear in section 5 the trun-
cation leading to (8-10) is not a very good approximation for the region of a rst-order
transition. The low value of ()=e
2
() for the onset of the second-order behaviour is
therefore likely to be an artefact of this approximation. Nevertheless, the corresponding
critical ()=e
2
() can be interpreted as a lower bound for the change to a second-order
behaviour. One should notice that the form of trajectories shown in Fig. 3 is reliable, and
only the selection of the \transition line" from rst- to second-order behaviour is doubtful.
The latter depends on global properties of the ow equations outside the validity of the
linear approximation and the approximation leading to (8-10).
There are other important shortcomings of the simple ow equations (8-10) which
suggest that the phase diagram Figs. 1-3 gives at best a qualitatively correct picture but
no quantitatively reliable details: rst the threshold function in the running of e
2
should
be properly taken into account. In contrast to the oversimplied picture of Fig. 2 the
second-order xed point and the tricritical point { if they exist { will not correspond
to the same xed point value e
2
?
. Second, the polynomial approximation of the average
potential U
k
() (4) does not well describe a rst-order transition. For this situation one
needs enough freedom so that U
k
() can have more than one local minimum. In order
to better understand the necessary modications for a quantitative description of the
superconductor phase transition we derive in the next sections the ow equations from
the exact non-perturbative ow equation for the average action of scalar QED [10]. The
8
various approximations made will be explained in detail.
3 The Average Action for Gauge Theories
An overview of the basic formalism of the eective average action for the abelian Higgs
model will be presented in this section. For a more complete discussion the reader is
referred to [10]. In short, the eective average action  
k
is a type of coarse grained free
energy where all uctuations with momenta larger than an \average scale" k are integrated
out. We will use here a formalism where the eective average action is explicitly gauge-
invariant. In order to guarantee gauge invariance we follow closely the background eld
method [13]. The spirit of this approach is in complete analogy with the well-known block
spin approach of thinning out degrees of freedom in a lattice [14], but here it is applied to




, is equivalent to the
formulation of an eective theory for \average" elds where the averaging extends over a
typical length scale k
 1
. The eective action of the eld theory (free energy) is determined
in the limit of vanishing averaging scale, i.e. when all uctuations are integrated out [8].
We implement an infrared cut-o for the uctuations by introducing an additional term
































































is some arbitrary background eld, while a

and ' denote the gauge and scalar






. We will later work in the Landau-gauge,  ! 0, but for completeness we will
keep the gauge-xing parameter  arbitrary throughout most of this section. The 
k
S





















































































A] the covariant Laplacian in the background eld

A. The choice of the functions
R
k











































and will at the end
be adapted to corresponding constants in the kinetic term of  
k
. The eective average







































where ' and a

are are the usual classical elds (we omit the bar for ' in the following).
The running of  
k













































Here the trace accounts for the summation over all the eld degrees of freedom and
includes an integration in coordinate or momentum space. The inverse propagator  
(2)
k
denotes the matrix of second functional derivatives of  
k




. Being an exact ow equation eq. (27) has the peculiarity of exhibiting a one-loop




, which expresses a t-derivative acting only on
R
k






































The momentum integration implied by eqs. (27) and (28) is both infrared- and ultraviolet-















is exponentially suppressed (see (23) with x  q
2
). This property holds for any










the conventional gauge-invariant eective action [13] is obtained from the solution of the





















































































































plays the role of a scale dependent correction to the gauge-xing term for nite






























] = 0. The idea is to nd an ansatz for C
k





























in the right-hand side of (28) is small. The choice of an appropriate ansatz for C
k
[A]
is discussed in [10]. By neglecting the contributions from Q
k
we arrive at the following










































The gauge covariant ow equation (36) is the starting point of our investigation. It has






[A] can be cast in this form { and may be viewed as a dierential form of the
Schwinger-Dyson equation. The ow equations for the n-point functions obtain directly
by dierentiating eq. (36) with respect to the elds. For the two-point function one nds
a dierential form of the associated gap equation and this extends similarly to higher
n-point functions. The only approximation made as compared to the exact equation (27)
is the neglecting of Q
k
. The smallness of Q
k
can, in principle, be veried by using an










As it stands, the evolution equation (36) is a functional dierential equation or, equiv-
alently, an innite system of coupled non-linear dierential equations for the n-point
functions. Approximations will be necessary for nding solutions and we consider here
the two lowest terms in a systematic derivative expansion [9, 15, 16]. Keeping only terms











































() is the eective average potential, which reduces to the free energy for a constant
















is the covariant derivative. Note that because we choose to work with a gauge-invariant
action the number of invariants is substantially reduced. The functions Z() and Y ()
11
can be interpreted as -dependent wave-function renormalizations. They contain the
information about n-point functions with only two non-vanishing external momenta, in
the limit of small momenta. In the present work we will consider Z
';k
independent of
 and neglect Y
';k
. Up to the appropriate wave-function renormalization constants we
therefore work with a standard covariant kinetic term for the scalar eld. By expanding
around appropriate congurations of the elds one derives the evolution equations for the
average potential and the dierent renormalization factors [17]. In particular one nds



































































where the inverse \average propagator"






contains the infrared cut-o and primes denote partial derivatives with respect to . We




(k) in the rst two terms in eq. (38) once  is
taken at the minimum of the potential at 
0
(k). The last term is the contribution of the








P (x) = k
@
@k





)(P (x)  x) (40)



























In the present paper we will neglect the term proportional to the anomalous dimension
in (40).
For the investigation of scaling solutions corresponding to second- or weak rst-order
phase transitions it is convenient to work with dimensionless, renormalized quantities. To































(k)). In terms of the above, the partial dierential equation




















































































The system of equations (45) and (47) constitutes the basis for all our investigations. We
will give its solutions in several dierent approximations in the following sections. At this
stage we emphasize that besides the approximations already mentioned eq. (45) is exact
up to contributions from higher derivative terms appearing in  
k
. The main eect of these
omitted higher derivatives terms is a modication of the momentum dependence of the
average propagator P (x), (39). Since only a relatively small range x  k
2
contributes to
the momentum integrals we do not expect qualitative changes from the modication of
P (x).




and the function z
F
(~).













(!; z) = `
0
(!). In this truncation of -independent wave-function




















































can be also found in the appendix
and we note that the part `
c









one has to specify the value of  where Z
'(F)









(k)) and similar for Z
F
. We will see later that j
'
j turns out to
be much smaller than one such that the neglecting of the -dependence can be justied.
The same holds for the dependence of Z
'
on the momentum q
2
which would arise beyond
the lowest order in the derivative expansion. On the other hand, 
F
will often be large.
In particular, if there exists a xed point for e
2
this necessarily occurs for 
F?
= 1 (cf.
eq. (47)). As a consequence, for any such xed point the anomalous dimension of the
13
gauge eld exactly equals its canonical dimension such that the renormalized gauge eld
has scaling dimension one. For j
F
j around one or larger there is no good reason to




is a small eect. We therefore believe that
a computation of the xed point value e
2
?
in the present truncation is not quantitatively
reliable. Fortunately, this uncertainty in e
2
?
only moderately aects the xed point values





 1 { as it will turn out later to be the case for the
relevant xed points.
Indeed, in the limit e
2
!1, for any non-vanishing ~, the contribution from the gauge




~) in eq. (45) vanishes. The only dierence to the pure scalar
theory (the two component Heisenberg model) is then the dierent value of the anomalous
dimension 
'


























whereas only the second term appears in the Heisenberg model. We may consider the limit
e
2
! 1 as an eective scalar theory with non-local interactions. This is very similar to
the case of N charged scalar elds where the limit e
2
()!1, ()!1 for xed 
0
()
corresponds to the CP
N 1
model [18]. We have drawn in Fig. 6 the phase diagram for
the eective non-local scalar theory for e
2
!1. It shows a second-order phase transition
with an associated xed point. This is the analogue of the Wilson-Fisher xed point for
e
2









. This extends to physical










Within our truncation the threshold function `
g
does not vanish for e
2
!1. There




turns even negative for small  and
large e
2




is positive also for e
2














. In this case very small values of 1=e
2
tend to increase with decreasing k.
The corresponding non-local operator appearing in the eective non-local scalar theory
for non-vanishing 1=e
2
is therefore a relevant perturbation. We have indicated on the
critical line in Fig. 6 the region of infrared instability of this perturbation by diamonds,
In particular, the second-order xed point in Fig. 6 acquires a new unstable direction
for non-vanishing 1=e
2
. In our truncation the trajectories starting on the critical surface
in the vicinity of the e
2
! 1 xed point are attracted towards the second-order xed
point with nite e
2
. On the other hand, in the approximation (49) there is also a region
(crosses on the critical line in Fig. 6) where 
F
is negative and e
2
diverges. (In this case we
stop the running of e
2
at some very large value.) A situation where 1=e
2
asymptotically
reaches zero is not incompatible with our overall picture. Nevertheless, the appearance of
a region with negative 
F











= 0) = Z
F ;k
. As a last remark we point out that the linear
approximation for 
F





= 8:02 for the





= 61:1 for the tricritical point. Both of these values are














. Consequently, we predict
the critical behaviour for the second-order xed point to be between the one of the linear
approximation for 
F
and the one of the e
2
!1 xed point of the non-local scalar model.
The same situation holds for the crossover behaviour associated to the tricritical point.
The xed point which corresponds to the tricritical point in the linear approximation is
for the non-local scalar theory the gaussian xed point 
?
= 0. We will see that in some





= 0. Of course in
this version e
2
(k) has no xed point since it increases towards innity.
We next turn to approximations for the evolution equation (45) for the scalar potential.
An important problem is our lack of knowledge about the form of z
F
(~). We will describe
in this section two approaches where z
F
(~) is put to one and refer for a discussion of the
inuence of the ~ dependence of the photon wave-function renormalization to section 7. If
the potential u
k
(~) has only one minimum, and the curvature around the minimum is not
too small, one would expect that a steepest descent approximation around this minimum














A truncation for relatively small n should already provide a quantitatively reasonable
answer. The lowest order in such a series of truncations is described in section 2, with
 = u
2
and the running of e
2
further simplied in the linear approximation. In section 6
we will give results for dierent truncations including n = 4 with running of e
2
according
to eqs. (47) and (49). This method should well describe quantitatively a possible second-
order xed point if certain consistency requirements are fullled. As a rst consistency
condition for this approximation we may require that 
?
should not turn out very small
at the xed point, since for a relatively at potential higher orders in the sum (51)
may become important. In addition, all deviations from this xed point except the one
corresponding to the relevant parameter  should be suciently strongly damped for
k ! 0. With these conditions only a relatively small range of ~ around  is expected to




seems justied. The weakness of this method is that extrema of u
k
(~) which are dierent
from the one at ~ =  are dicult to detect. This makes the method inappropriate for
a good quantitative description of a rst-order phase transition and presumably also for
the tricritical point.
Our second method applies to small values of the ratio =e
2
. Here the scalar uc-
tuations can be neglected. We expect this method to work quantitatively well for the
rst-order phase transition in good type-I superconductors. If the phase transition is
suciently strongly rst-order there is not much running of e
2
R
(k) and similarly Z
F
()
remains near one. The neglecting of the -dependence of Z
F
() is then reasonable. With
these approximations the ow equations can be solved explicitly and will be discussed
in the next section. Unfortunately, in the interesting region of large =e
2
this method
presumably fails, both due to the inaccuracy of the approximation z
F
(~) = 1 and because
of the neglecting of the scalar uctuations. Nevertheless, even within this method we will
15
see a transition to a second-order behaviour. This method over-emphasizes the gauge
eld uctuations leading to a rst-order transition in comparison with the scalar uctu-





separating, within this method, the rst- from the second-order behaviour





with the method of a local polynomial expansion may be viewed as a lower bound.
5 The First-Order Transition in Type-I Superconductors
In this section we neglect the contribution of the scalar uctuations to the ow equation
for the average potential. Approximating in addition Z
F ;k
























The only non-perturbative eect by which eq. (52) diers from a one-loop approximation
is the running of e
2
R






infrared xed point e
2
?


































as a free parameter. The simplied ow equation

















































For k  k
tr
the change in e
2
R

















the running of e
2
R







is relevant for the scaling behaviour at a second-order phase transition. We will explore
in the following how the existence of these two dierent regimes aects the characteristics
of the phase transition.













(0). This shares the main properties of a generic threshold function [15]
i.e. for ! >  1 it is nite and decreases monotonically, has a pole at ! =  1 and for
large ! it goes as !
 1


















= 0:09. Though we have found the general analytical solution for
eq. (57) with e
2
R
(k) given by eq. (54) it is more instructive to consider the solution with
a further simplication for e
2
R






































In the rst regime, constant e
2
R









































The function G() is independent of k. It contains the initial values and will be specied
by appropriate boundary conditions for k = . The most prominent property of the
solution (60) is the presence of a term proportional to 
3
2
. A close relation between this
term and the '
3
term one nds in conventional perturbation theory, causing the phase
transition to be rst-order, will soon be established. In the second regime where the




















































The computation of the eective potential is completed by choosing the boundary






















are respectively the mass square and the scalar self-coupling at k = .
Whilst G() is determined by (63), F () is xed by equating the right-hand sides of (60)
and (62) at k = k
tr























































































































































































































For a given e
2
?
































































It is instructive to consider the limits k
tr
! 0 and k
tr
!  for xed e
2

. For the former,









































. This is responsible for turning
the phase transition rst-order in a type-I superconductor [1] in contradistinction to the
second-order one predicted by mean eld theory.
In the other limit, k
tr








































= 0 the leading term for small  is now the term / 
2











, the phase transition from varying 
2
e
remains rst-order also in this
























which separates the rst- from the second-order behaviour. Of course, the limit k
tr
!
 corresponds to values of e
2
T
much larger than those for standard superconductors
(cf. eq. (67)). Also 8Ae
2
?





the critical value (71) the neglecting of scalar uctuations is no longer justied.
Despite this, it is interesting to understand the solution (66) also for arbitrary values
of k
tr



































































The extrema of u^(r) obey
@~u
@r
=  where ~u(r) = u^(r) + r and
@~u
@r





















































For an investigation of the behaviour of
@~u
@r






































One can check that
@~u
@r




l < (4   2k
tr
=)A in Fig. 7a and similarly for l > (4   2k
tr
=)A in Fig. 7b. The critical
value l
c























=  we recover (71) whereas for k
tr
= ! 0 there is an additional factor of two.
Note that in Figs. 7 the axis
@~u
@r
=  can be shifted parallel to itself as the value of  is
varied. Hence depending on  this axis will intersect the curve at dierent points or it
might not intersect it at all. In particular, for l < l
c
there is the possibility of intersecting
the curve at two distinct points as illustrated in Fig. 7a. These correspond to a local
maximum, the one near the origin, and to a local minimum, the one far to the right.
When the axis does not intersect the curve the superconductor is in the normal phase
and the minimum of u is at the origin. As the axis moves upwards it will touch the
curve at a point that subsequently splits into the two local extrema mentioned above.
Eventually only the minimum for r 6= 0 will pervade for positive . This sequence
describes the transformations one expects to take place on the eective potential as the
system undergoes a rst-order phase transition. In fact, we have   (T
c







the temperature where the symmetric phase becomes classically
unstable. An analogous discussion for l > l
c
leads to the idea that in this case the system
undergoes a second-order phase transition.
If the critical value eq. (76) separates the region of a rst-order transition from the





is tuned to be on the critical surface. This scaling solution should describe the tricritical
xed point. Writing the potential (65) in terms of the dimensionless variables introduced














































































given by eq. (76) we nd that u
k
(~) becomes indeed almost inde-
pendent of k, except for the logarithmic running of the ~
3
term. Dening (k) = u
2
()
as before this leads to a logarithmic increase of  for k ! 0. We would expect that the
inclusion of scalar uctuations would stop this logarithmic running for the true tricritical
behaviour.





() even within an approximation where the contribution of the scalar




is not crucial in this respect. The inclusion of scalar uctuations in general tends to
stabilize a second-order behaviour. Consequently, we interpret the critical value eq. (76)
as an upper bound for the true separation between rst- and second-order behaviour.












(). Up to small corrections from the scalar
contributions and some modications from the -dependence of z
F
(which should be minor
for small values of e
2
() in standard superconductors) we may therefore use the free
energy, eq (66), for a computation of the discontinuity of the order parameter, the latent
heat, etc. Typical mass scales are proportional to k
dis
(19).
In fact, for the small values of l for which the discussion of this section is quantitatively
reliable the range in r relevant for the phase transition in standard superconductors obeys
































 1 : (79)
We can therefore expand the potential (73)
































































corresponding to the critical temperature for the phase transition is dened
by u^(r
min




















































































We observe that in this approximation the running of e
2
R
has no eect. Quantitatively, the
scale dependence of the gauge coupling will only appear in higher orders in an expansion

























For large values of

() the scalar uctuations become important. Nevertheless, for a
rst-order transition the ratio (k)=e
2
(k) will always become small for suciently small
k (cf. eq. (15) and Fig. 5). We therefore propose the following strategy for a quantitative







1: for scales k where
(k)=e
2
(k) remains larger than a small constant (say 1=5) we use the running of couplings











k) = 1=5 we switch to the description of this section. In fact,
















k, etc. The details of the phase transition which involve scales k <

k can




k may now be
substantially larger than for good type-I superconductors where













(k) given by (54).
6 The Second-Order Transition in Strongly Type-II Superconductors
In this section we discuss a numerical study of the ow equations of the abelian Higgs
model, using the polynomial expansion that we have developed in section 4. As we have
seen in section 5, for a small ratio =e
2
the system undergoes a rst-order phase transition.
The eects of scalar uctuations are small in this case and may be neglected. On the other
hand, in the absence of gauge uctuations (e
2
= 0) the phase transition was shown to be
second-order [15]. Therefore one would expect that there will be some sets of parameters
 and e
2
for which the system is passing from a rst- to a second-order behaviour. In
the last section we gave some analytic solutions which establish the region of a rst-order
transition. Identifying the parameter region for a second-order transition analytically is
not easy, therefore in this part we have employed numerical methods for a solution of the
22
ow equations. For the running of e
2
we insert (49) into the evolution equation (47) and
the scalar anomalous dimension is specied by eq. (48). In lowest order the running of 
and  follows eqs. (8) and (9). Going to higher terms in the expansion of u
k
(~) in powers




. The form of these




, follows by taking appropriate
partial derivatives of eq. (45) with respect to ~. Throughout this section we use z
F
(~) = 1.
At the critical temperature of a second-order phase transition the theory has a xed
point, that is the dimensionless parameters ,  and e
2
do not depend on k { while the
dimensionful quantities vanish with appropriate powers of the scale. Then, the rst step
in constructing a phase diagram for the abelian Higgs model is to explore the xed point
structure of the theory. Finding the xed point is not completely straightforward since we
do not dispose of an analytical form of the -functions. We have employed the following
method: we set the initial conditions for the couplings and the minimum of the potential
at a short-distance scale k =  and follow the k-dependence of the ow equations down to
k = 0. This solution gives the vacuum expectation value 
0
and the renormalized gauge
and quartic couplings at zero momentum. At the second-order xed point the system
of ow equations is infrared stable in all directions, except one which corresponds to the
relevant parameter / (T
c
  T ) and may be associated with . This indicates that if we
change the sign of the ow of  and do the renormalization group running, the system of
ow equations will run to the xed point, provided the initial values () and e
2
() are
within its domain of attraction. Since in order to establish the existence of xed points
we are interested only in the zeros of the -functions, this change of sign does not aect
our ndings in any way.
In order to check whether our results are stable in dierent truncations, we have










the rst approximation we have therefore to solve a system of dierential equations for
the three functions (t), (t) and e
2
(t), whereas for the '
8
-approximation the system is






























We see that in the second case e
2
?





stantially by going from the '
4
- to the '
8
-approximation. The main eect is due to the
inclusion of the '
6
-coupling which is dimensionless in d = 3. However, experience from
the pure scalar theory [15] suggests that the inclusion of additional terms (e.g.  '
10
)
will give no further important modications.
Once we have found the second-order xed point, it is easy to draw the phase diagram
around it by plotting the trajectories attracted to the xed point. As we can see in Fig. 1
there exists a critical line which separates the broken from the symmetric phase. The
crossing between the two regimes is continuous, as it is to be expected for a second-order
phase transition. For points below this critical line, the minimum  runs to 0 at some
23
nite scale, indicating that we are in the regime where the symmetry is restored. On the
other hand, above this line the coupling  scales as k
 1
and symmetry breaking occurs
for a value 
0
(k = 0) = 
0






To conrm our results, we have also looked at the critical exponents of the theory.
These numbers describe the behaviour of a system near the critical temperature of a
second-order phase transition, by specifying the long range correlations of physical quan-
tities as we approach a zero mass theory. All relevant quantities may be calculated, once
the temperature dependence of the correlation length and the behaviour of the connected
two-point function at T
c
(described by the  and  exponent respectively) are known. For
this reason, we focused on the behaviour of these two critical indices. For the second-order















These numbers indicate that in both truncations, the critical exponents belong in the
physical region  > 2   d, and  > 0, thus pointing clearly towards a second-order phase
transition. Moreover, our predictions are in agreement with the measured exponents for
the phase transition of the nematic-to-smectic-A liquid crystals within the experimental
uncertainties [7]. This transition is modelled by the same universality class as supercon-
ductors.
On the surface which separates the symmetric phase (normal conductor) from the one
with spontaneous symmetry breaking (superconductor) there also exists a second critical
line (hypersurface) which limits the region of attraction towards the second-order xed
point (cf. Fig. 2). It separates the region in coupling constant space where the transition
is second-order from the one of a rst-order transition. On this line the couplings ow
towards a dierent xed point, the tricritical xed point. The tricritical point has two
unstable directions in  and , thus in order to search for it we have inverted the signs
of the relevant -functions, in complete analogy to the procedure we followed in order
to discover the second-order xed point. However we nd that the gauge coupling with
the full equations, (47) and (49), runs to innity in the interesting region. As we have
discussed in section 4 this feature is likely to be an artefact of the approximations involved.
Looking at the threshold function we see that 
F
turns negative in the parameter region






to innity. In this limit the xed points of the theory behave





















= 0 : (91)
Since this result may be an artefact of the approximations involved, we look for the
tricritical point in the linear approximation of 
e
2
{ this corresponds to eq. (10) { where



















































= 3:73 : (95)
In any case, the tricritical point characterizes the boundary between rst- and second-
order behaviour and we cannot be sure that a polynomial expansion of u
k
gives a quan-
titatively reliable result. This is underlined by the small value of 
tric
as compared to 
?
,
in particular in the '
4







- approximation may also be viewed as a source of worry about the polynomial






given by the linear approximation (10) is shown in Figs. 1 and 2.
Further evidence for the existence of a second-order xed point comes from the inves-
tigation of an abelian Higgs model with N complex scalar elds and an extrapolation to
N = 1. One expects that in the presence of a large number of scalar elds N the role of
the gauge eld is diminished, and the description of the scaling behaviour of the system
within our approximation is highly precise. For this reason, it is of particular interest to
cross-check our results by investigating the scaling solutions of a system with N scalar
elds and to look for the stability of the behaviour as N goes to one. In this way, the
large N limit of the theory provides an attractive way to check the consistency of our
ndings which furthermore is independent of the truncation of the potential [12].
In [12] the N -dependent form of the evolution equations for the scalar and gauge
couplings is derived, as well as for the minimum of the potential, using the classical
action for the gauge eld and an O(2N) symmetric scalar sector. This symmetry is





























































































the N -dependence arises from the graphs which involve the (N  1) massless
complex scalar elds.
25
These equations indicate that, for a large number of scalar elds N , we may obtain
the xed points of the theory by considering only the leading N -dependent contributions
in the -functions. In this case, the evolution equation for the gauge coupling decouples




















approximation for N = 1. The second-order xed points for the scalar sector may be
obtained by expressing the large N behaviour of the couplings as   N;  N
 1
. The
inuence of the gauge coupling and of the massive scalar uctuations in the evolution
equations is of sub-leading order in 1=N and the xed point values are entirely determined


















The tricritical xed points arise due to the presence of the gauge eld, and the relevant
solutions are more complicated. In this case one nds [12]   N ,   N
 2
and the
dependence of  on the number of scalar elds is much stronger for the tricritical point
than the second-order one.
The N -dependence of the xed points may be discussed in terms of a simple dierential





































































This equation has a solution as long as the stability matrix A of the system (which
involves the derivatives of the -functions at the xed point) is regular. It was found
that all eigenvalues of the stability matrix depend only moderately on N , and remain
far away from zero down to N = 1. This indicates that a second-order xed point and
the associated parameter region for a second-order phase transition exists for all values
N  1. Solving the dierential equation (101) it was indeed observed that the system
(96-98) always has non-trivial xed points. These results are in perfect agreement with
the numerical solution of the renormalization group equations that describe the evolution
of the system for arbitrary N . Therefore, the investigation of the xed point structure of
the abelian Higgs model in three dimensions, using both a semi-analytical and a numerical
approach, points to the existence of a region with a second-order phase transition down
to N = 1.
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stand for the dimensionless scalar and gauge eld mass at the xed

























). The rst term in
eq. (103) accounts for the scalar uctuations only, and coincides with the known result
for the pure scalar theory. The second term arises due to the gauge eld uctuations
and gives the dominant contribution to 
?






relation indicates that already from the large N coecient we expect  to be in the
physical region for a second-order phase transition, even for N = 1.
The critical index  behaves like 1   O(N
 1
) for large N . We have obtained this





. In this case, taking into account only the 1=N
sub-leading term, results to a positive 
?
down to N = 2. However for N = 1 the deviation
from the large-N behaviour of 
?
is signicant and leads to the positive value for 
?
that
we have already quoted.
Our solutions, even for large N , dier from those obtained by alternative methods.
For example, results obtained with the -expansion give a leading 1=N coecient  9 for
 whereas for the sub-leading coecient of , N(   1), range from  2 [19] to  48 [1].
These numbers indicate that both exponents run in the unphysical region already for
large N . Some other solutions which have been obtained directly in three dimensions in
the limit N !1, predict a value  2:21 and  4:86 for the 1=N coecients of the  and
 exponents respectively [1, 19]. These numbers, although closer to our results, still point
towards a rst-order phase transition for the lower values of N .
At this stage we can also look at the N -dependence of the tricritical xed point, which
has been a delicate point in our analysis. It turned out that for N = 1 there is a region
in parameter space where 
F








and this coupling runs to innity. In Fig. 8, the dashed line indicates the border
between negative (above) and positive (below) 
F
for N = 1 and  given by eq. (86). This
region is compared with the tricritical xed points (left branch) and the second order xed
points (right branch) given in the '
4
- (stars) and the '
8
- (diamonds) approximation for
various values of N . One clearly sees how for N ! 1 the tricritical xed points approach
the region of negative 
F
for N = 1. In contrast, the second order xed points remain
always within the reliable region.
In summary, we have given a numerical analysis of the phase diagram of superconduc-
tors based on non-perturbative ow equations. Their derivation involves approximations
whose validity still needs a careful checking { see section 7. Within our truncations we
establish the existence of a parameter region where the phase transition is second-order.
The 1=N -expansion gives further evidence for the existence of non-trivial xed points {
and therefore the existence of a parameter region where the phase transition is second-
order { for any N , in contrast to previous results where a large number of complex elds
was required for this purpose. We believe that the dierence arises because in our ap-
proach the threshold eects due to the decoupling of massive uctuations are properly
27
taken into account.
7 Field Dependent Gauge Coupling
The central equation (45) of our approach describes the scale dependence of the coarse
grained free energy u
k
(~) in dimensionless units. This is a partial dierential equation
for the function u depending on two variables t and ~, which can be solved numerically.
The problem here is the unknown function z
F
(~). If one puts z
F
(~) = 1 and uses eq. (10)
for the running of e
2
no scaling solution is found [20]. Similar results have been obtained
in [12] through an algorithm introduced in [21]. Both methods therefore, do not reveal
a second-order xed point for N = 1 whereas a scaling solution is indeed observed for
N  4. In contrast to the results of the last section these ndings seem to suggest that
for N = 1 the phase transition is always rst-order. They also may cast doubts about the
validity of the local approximation employed there.






always drives the mass term at the origin to positive values in the critical region,


















































are given in the appendix. For z
F
(0) = 1, z
0
F




the large negative term  e
2
always dominates. This is incompatible with a negative
constant ~m
2
which would be required for the scaling solution at a second-order phase
transition. Note that ~m
2
must be larger than  1 as all arguments of threshold functions.











































() = 1 is possible only for large negative values of u
00
?
(0). Such a negative
quartic coupling for ~ = 0 rapidly destabilizes the system and destroys a possible scaling
solution. Another way to full the condition (105) arises for z
F?
(0) suciently large. We
will argue in the following that generically z
F
(0) is indeed a large quantity.
















This is the quantity which describes the eective coupling between the scalar and the




(). The running of the function
e
2





















A scaling solution can only occur for

F?
(~) = 1 (109)
A full calculation of 
F
(~), which is equivalent to the evolution equation for Z
F
(~), is
not yet undertaken here. For an order of magnitude estimate we approximate 
F
(~) by




(~) can simply be
inferred from [10] by replacing in `
g




















































The various threshold functions can be found in the appendix and we have again sup-
pressed the separate dependence of some of these functions on z
 1
F




). The ~ dependence of the mass terms which appear in the arguments of the threshold
functions actually plays an important role. This can be seen by looking at the scaling
solution 
F?
= 1: the function e
2
?









), and the ~-dependence of this function arises only by the dierence of the






(~) as compared to the minimum values 2 and






(0) for the mass term at the origin
for a second-order xed point. This negative value considerably increases the values of





this ratio multiplies the gauge boson contributions to the ow of the average potential
around the origin the situation described at the beginning of this section presumably gets
strongly modied once the ~-dependence of e
2
is taken into account. We conclude that




(~) will only make sense if it




(~). Without an inclusion of the -dependence of
Z
F
the truncations discussed in section 4 give probably a more realistic picture than the
full equation (45), since only a relatively small range of ~ is considered in this case.
8 Discussion and Conclusions
In this paper we have presented a phase diagram (Figs. 1 and 2) for the phase transition
to superconductivity. On the critical surface we observe two distinct regions, one leading
to a rst-order phase transition and the other to the scaling behaviour of a second-order
transition. A relatively large discontinuity can only be observed for good type-I super-




(). On the other hand, second-order behaviour
is expected for good type-II superconductors, where

() is much larger than e
2
(). The
quantitative details of the phase-transition are not equally well understood for all parts of
the phase diagram. This is related to the question of the validity of the truncations which
were necessary in order to extract our system of non-perturbative ow equations from
the exact evolution equation for the average action. Nevertheless, we emphasize that the
29
ow equations used in this paper contain information which goes far beyond all presently
available approaches. We can work directly in arbitrary dimension d and cope with the
infrared problems related to massless excitations. The loop expansion or the -expansion
around d = 4 can be viewed as rather rough approximations to our equation, which, in
particular, neglect the important threshold eects related to the masses of the excita-
tions. This explains the failure of these methods to describe the critical scaling behaviour
for large values of

(). Neglecting scalar uctuations, the one-loop result is recovered
from our equation if the running of e
2
R
is neglected. The one-loop result including scalar










(). On the other hand, our ow equations can easily be formulated for
arbitrary dimension d. For ! 0 they reproduce the results of the -expansion, since in









appearing in the threshold functions are small
quantities / . In lowest order in the -expansion, equation (15) contains all relevant




are replaced by appropriate quantities for




. Schwinger-Dyson or gap-equations can also be interpreted as solutions of the
ow equations. In particular, the gap-equation for the mass term obtains by replacing

2
by some unknown parameter 
2
which is then equated self-consistently with  U
0
(0)
for k = 0. Similarly, the self-consistent screening approximation used in reference [4]
may be viewed as a generalization of the gap-equation for a momentum dependent renor-
malized propagator and quartic scalar self-coupling. It follows from the exact evolution
equation for the two- and four-point function (not displayed here) in the limit where the
higher n-point functions are neglected and the k-dependent couplings are replaced on the
right-hand side of the ow equation by k-independent couplings evaluated for k = 0 in a
self-consistent way. This method of equating short distance couplings with renormalized
(long distance) couplings is not a very accurate approximation to the solution of ow
equations in situations where the running of couplings is an important eect. Neverthe-
less, this method has led to a qualitatively similar picture as ours for the existence of a
parameter range with second-order behaviour [4]. In particular a value of  0:38 is found
for 
'
, which is smaller than our values shown in Table 1.
Our ow equations are known [15] to give a very accurate description of the O(N)-
symmetric Heisenberg-model. Also the running of e
2
(k) in the region of small e
2
is quan-
titatively reliable. The truncated terms only lead to corrections in the -function for e
2




etc. The part of the phase diagram with small
e
2
and arbitrary  is therefore highly reliable. Another part which is quantitatively well
understood concerns the region of small =e
2
(see section 5). The main uncertainty for
the ow of the couplings in this region of parameter space concerns the quantitative de-




to the case with a larger number of scalar elds we do not believe that we can determine
this value accurately for N = 1 within our truncation. A quantitative control requires
at least the inclusion of the -dependence of the gauge-coupling as mentioned in section
7. Nevertheless, for small =e
2
the relative change in  is much more important than the
relative change in e
2
, independently of the precise value of e
2
?
. The results concerning the
rst-order transition for small =e
2















 {0.13 {0.20 {0.13 {0.17 {0.13 {0.15
 0.50 0.47 0.53 0.58 0.59 0.62
Table1
Next we turn to the region in parameter space in the vicinity of the second-order xed
point. We have computed this xed point by a polynomial expansion of the free energy
around its minimum. We have used dierent truncations, and the apparent convergence
is satisfactory for the '
8
- and higher approximations. Also the positive eigenvalues of the
stability matrix for the ow of small deviations from the xed point are of order one [12],
indicating a rather high stability of the system with respect to perturbations. The mass







is substantial. All this seems to suggest that an expansion
around the minimum of the free energy gives a meaningful result. For a quantitative
determination of the critical behaviour, the xed point e
2
?
again appears as the weakest









is large enough. We give in table 1 the values of the exponents  and  for
three dierent assumptions for e
2
?
: a) the linear approximation which is equivalent to the




!1 as obtained from the xed point of the corresponding non-local scalar model.




-approximation separately. We see that the
critical exponents are rather robust with respect to these dierent approximations and
we nd  between  0:20 and  0:13 and  between 0:47 and 0:62. From the scaling laws
we infer  between 0:14 and 0:59,  between 0:19 and 0:27, and  between 1:00 and
1:36. It has been proposed [6], that the critical behaviour for the nematic-to-smectic-A
transition in liquid crystals is described by the same universality class as the normal-
to-superconductor transition. In these systems a critical behaviour consistent with a
second-order phase transition has been observed and the critical exponents are measured.
The agreement with our values is rather satisfactory, especially if one keeps in mind that
it is not obvious that all observed systems show the critical behaviour related to the
second-order xed point or instead the one related to some crossover phenomenon (see
below).
The less well understood region in the phase diagram concerns rst the behaviour for
e
2
! 1. For large e
2
, the validity of the truncations leading to eqs. (47) and (49) is
doubtful and, in particular, the -dependence of the eective gauge-coupling becomes an
important eect. A more detailed study of the nonlocal scalar theory which is obtained in
for e
2
!1, with truncations better adapted for this case than the ones used in this paper,
may provide a reliable answer on the -function for large e
2
. Related to this problem is
our poor understanding of the tricritical xed point. We see this xed point in certain
approximations for the running of e
2
(eq. (10)), but not in others (eqs. (47) and (49)). No
quantitative conclusions can therefore be drawn concerning the crossover behaviour from
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the tricritical xed point. Finally, in direct relation with the uncertainties at the tricritical





for which the phase transition changes from rst- to second-order. We have given an
order of magnitude estimate (18) and approximate lower (Fig. 3) and upper (eq. (76))
bounds. Again, we hope that a correct treatment of Z
F ;k
() will improve the situation
considerably.
There also remain questions about the overall picture sketched in the phase diagrams
(Figs. 1 and 2). This concerns the absence of a scaling solution of the system of dierential
equations (45) and (10) with z
F
(~) = 1, 
'
= 0. As discussed in section 7, the true answer
about the existence of a scaling solution requires the understanding of the function e
2
(~).
A large value of e
2
(0) inevitably produces a minimum of the free energy at the origin in
the vicinity of the critical temperature, and therefore always turns the phase transition
rst-order. The crucial question for a conrmation of our picture of rst- and second-
order regimes concerns the true value of e
2




than a critical value is a second-order phase transition possible. Otherwise the transition
is rst-order for all parameter values e
2
() and ().
Several predictions about possible observations of critical behaviour are, however,
independent of the unresolved details of the phase transition. They can be tested by
experiment or lattice simulations. Once ()=e
2
() becomes suciently large, one should
start seeing universal scaling behaviour in the vicinity of the critical temperature. The
eective critical exponents which may be measured close, but not too close, to the critical
temperature will rst reect the crossover from the gaussian or the Wilson-Fisher xed
point, depending on the value of ()=e
2
(). For the borderline between type-I and
type-II superconductors where () ' e
2
(), one should nd mean eld exponents for
a rst observation of the approximate scaling behaviour. For () ' 10e
2
(), the rst
observation of scaling behaviour in real superconductors should see the critical exponents
of the (two-component) Heisenberg-model. Only for still larger ()=e
2
() and very
close to the critical temperature the exponents of the new second-order xed point may
be detected. The situation is dierent for liquid crystals and lattice simulations, where
larger values of e
2
() may be realized. If a region in parameter space with a second-order
phase transition exists, we believe that our estimates for critical exponents are rather
reliable. Lattice simulations should be able to test our predictions. The interpretation
of observed critical exponents in liquid crystals has to be done with care. It is possible
that for certain materials the eective critical exponents describe the crossover from the
Wilson-Fisher xed point. This may be responsible for the fact that the data for the
critical indices for dierent materials does not always coincide very well.
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Appendix: Threshold Functions and Constants
In this appendix we give the threshold functions and constants used in this paper. We
will here give the expressions in arbitrary dimensions, while in the main text d = 3 is

















































































































































































































































acting only on R
k
contained implicitly in P (x) (see sect. 3). The
threshold functions appearing in the main text are easily related with the ones in the































These functions, as well as expressions for the asymptotic behaviour for ! ! 1 can be






























































ln(P (x) + !k
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(P (x) + !k
2
+ (   1) x)
 n
(114)
with similar replacements in the other threshold functions.
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Figure Captions






and the arrows indicate the ow with k ! 0 (see text).





Fig. 3: Same as Fig. 2 near the gaussian xed point.
Fig. 4: The -function for  on the critical surface. The inset shows the region for very
small .
Fig. 5: The -function for =e
2
in the linear approximation, eq. (15). One observes no













!1 on the critical line is denoted by crosses, the one where e
2
decreases
for k ! 0 by diamonds.
Fig. 7: Expected curve of @~u=@r, eq. (75), near the origin. The non-trivial extrema of
the potential corresponds to the intersections of the curve with the dashed line. a)
l < (4 2k
tr
=)A. For the value of  depicted here it shows two non-trivial extrema:
a maximum, close to the origin, and a minimum. b) l > (4  2k
tr
=)A. In this case
the potential has no local maximum for any value of . The gure depicts a value
of  showing a minimum.
Fig. 8: The dashed line indicates the border between negative (above) and positive (be-
low) 
F
for N = 1. In addition, the xed point values for the tricritical (left branch)
and the second order (right branch) xed points are given for various values of N ,
corresponding to the '
4
























































































































< 0 for N = 1

F
> 0 for N = 1
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