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Metal-Kondo insulating transitions and transport in one dimension
Karyn Le Hur
Theoretische Physik, ETH-Ho¨nggerberg, CH-8093 Zu¨rich, Switzerland
We study two different metal-insulating transitions possibly occurring in one-dimensional Kondo lat-
tices. First, we show how doping the pure Kondo lattice model in the strong-coupling limit, results
in a Pokrovsky-Talapov transition. This produces a conducting state with a charge susceptibility
diverging as the inverse of the doping, that seems in agreement with numerical datas. Second, in the
weak-coupling region, Kondo insulating transitions arise due to the consequent renormalization of the
backward Kondo scattering. Here, the interplay between Kondo effect and electron-electron interac-
tions gives rise to significant phenomena in transport, in the high-temperature delocalized (ballistic)
regime. For repulsive interactions, as a perfect signature of Kondo localization, the conductivity
is found to decrease monotonically with temperature. When interactions become attractive, spin
fluctuations in the electron (Luttinger-type) liquid are suddenly lowered. The latter is less local-
ized by magnetic impurities than for the repulsive counterpart, and as a result a large jump in the
Drude weight and a maximum in the conductivity arise in the entrance of the Kondo insulating
phase. These can be viewed as remnants of s-wave superconductivity arising for attractive enough
interactions. Comparisons with transport in the single impurity model are also performed. We
finally discuss the case of randomly distributed magnetic defects, and the applications on persistent
currents of mesoscopic rings.
PACS numbers: 71.10Pm, 72.15Qm, 71.30+h
I. INTRODUCTION
The interplay between magnetic impurities and itin-
erant electrons gives rise to fascinating situations, in
link with the so called Kondo effect [1]. Although the
physics of one impurity in a metal is well understood [2],
when interactions are included or the number of impu-
rities increased, the problem remains largely open, solu-
tions existing however through Gutzwiller variational ap-
proximations [3], mean-field methods [4], or still infinite-
dimension treatments [5].
The one-dimensional (1D) models are usually much
easier to handle than their counterpart in higher di-
mensions. They can even prove to be exactly solvable,
as is the case for the Kondo model in a free electron
gas [6], or still the 1D Hubbard model [7]. Even for
more complicated models, very powerful techniques, such
as bosonization or renormalization calculations, are still
applicable and generally give the correct physical re-
sults: For instance, these have allowed to predict the
generic Luttinger liquid concept [8,9], induced at low en-
ergy by weak electron-electron interactions. Such one-
dimensional physics has received a consequent attention
recently, due to for examples, advances in nanofabrica-
tion [10], the existence of edge states in the fractional
quantum Hall effect [11] and the discovery of novel 1D
materials such as carbon nanotubes [12]. Finally, low di-
mensional models can still provide valuable information
on the role of correlation effects in higher dimensions,
e.g., on the physics of correlated fermions in two dimen-
sions (in link with high-Tc materials) or, still in our con-
text, on the phase diagram of the two-impurity Kondo
model in a three dimensional Landau-Fermi liquid [13].
Since the discovery of Anderson localization, non-
magnetic impurity effects in these Luttinger liquids
(LL’s) have always been a fascinating subject. The two
extreme situations, respectively of one or two impurities
and of a finite density of scatterers is now quite well un-
derstood [14].
In this paper, we rather ponder the role ofmagnetic im-
purities in the transport of LL’s, using bosonization tech-
niques. Precisely, we start with a conduction band very
close to half-filling and a perfect lattice of quantum impu-
rities, coupled through an antiferromagnetic Kondo ex-
change JK : This produces a Kondo lattice model (KLM).
As in higher-dimensions [15], this results in a Kondo insu-
lating phase [16]. Then, we may investigate two different
classes of metal-Kondo insulating transitions occurring
in low-dimensional KLM’s.
First, we study the commensurate-incommensurate
transition arising in the strong Kondo coupling limit
JK/t ≫ 1 — t is the hopping amplitude of electrons —
by analogy to Mott insulators. We show how the Kondo
coupling plays the role of a strong umklapp process for
conduction electrons.
Second, we stay at half-filling and study the weak cou-
pling limit JK/t≪ 1. Here, metal-insulating transitions
[17] arise rather by the strong renormalization of the
backward Kondo exchange. The central idea of this part
is therefore to show how the interplay between electron-
electron interactions in the LL and backward Kondo scat-
tering creates noteworthy phenomena in transport prop-
erties, in the delocalized regime. For weak attractive in-
teractions, as a precursor of superconductivity, this will
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produce both a large jump in the Drude weight and a
maximum in the d.c. conductivity, in the entrance of
the Kondo insulating regime. For repulsive ones, the
LL yields prominent spin-fluctuations, that can be easily
pinned by local moments: Then the d.c. conductivity
decreases monotonically with temperature, even at high
temperatures. There is no remnant of the original umk-
lapp process — driven by the Hubbard term.
We also make comparisons with the case of randomly
distributed magnetic defects: This could lead to pre-
dictions on persistent currents of mesoscopic rings with
prominent quantum defects.
The precise plan of the paper is organized as follows. In
section II, we consider the pure KLM in the strong Kondo
coupling limit, and show how a 1D Kondo insulator can
be understood as an umklapp becoming relevant. Impli-
cations on the resulting commensurate-incommensurate
transition are then considered. In section III, we present
several Kondo insulators occurring in the weak Kondo
coupling limit, dependently on the interaction between
local moments and their spins. We also draw the phase
diagram as a function of electron-electron interactions.
In the central section IV, we investigate transport prop-
erties (a.c. and d.c. conductivities, Drude weight) in
the high-temperature delocalized regime, and make sub-
stantial links with non-magnetic and magnetic Gaussian-
correlated disorders. Finally, in section V, we link the two
extreme cases, single- and many quantum impurities.
II. KLM IN STRONG COUPLING, AND DOPING
Let us start with the pure KLM in the strong Kondo
coupling limit JK ≫ t, at half-filling. The weak orig-
inal electron-electron interaction can be here neglected.
Moreover, in such limit, including a direct exchange J be-
tween local moments does not affect the results on charge
properties at the commensurate-incommensurate transi-
tion. So, we ignore it as well and for simplicity in this
section, we consider local spins with S=1/2. For an ex-
plicit description of such phase, consult ref. [16].
One of the remarkable properties of the present spin-
liquid phase is its different energy scales in spin and
charge degrees of freedom. Most clearly, it is charac-
terized by a ratio of the charge- and spin gaps, ∆c/∆S
which is not equal to unity. The charge gap is larger by
50% (∆S = JK and ∆c = 3JK/2).
Of course, spin properties in the 1D Kondo lattice
model (KLM) are completely different from those in the
large U Hubbard model. This is rather described by a
quasi long-range Resonating Valence Bond wave function
due to the absence of a spin gap in the spectrum. How-
ever, the origin of the charge gap is that when another
electron is added to a local singlet, it costs a large energy
of the order of JK by breaking the singlet. This pro-
cess works as a strong effective on-site repulsion between
original electrons of the order of JK . The mechanism for
opening the charge gap is completely identical to that in
a Mott-Hubbard solid [9,17]. Integrating out spin degrees
of freedom (see Fig.1), a Kondo insulator occurs only as
a result of commensurability: In 1D, this may manifest
in umklapp scattering becoming relevant [18]. In the fol-
lowing, we explain precisely why a 1D Kondo insulator
can be built identically to a Mott insulator.
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FIG. 1. Picture of the KLM in strong coupling, with
S=1/2. Separation of spin and charge arises. When the
hopping amplitude is very small, spin excitations are optical
magnons localized on the rungs. The lowest charge excitation
consists of (breaking two singlets and) forming a pair of (free)
empty and doubly occupied sites with fermionic statistics, as
in a Mott insulator at the Luther-Emery point.
A. Mott insulator versus Kondo insulator
In a 1DMott insulator, as a result of commensurability,
the charge Hamiltonian is slightly more complicated than
the so-called Luttinger Hamiltonian
Hc = u
2π
∫
dx
1
K
: (∂xΦc)
2 : +K : (Πc)
2
:, (1)
and contains, in addition to the quadratic part, a Sine-
Gordon (SG) umklapp term
Hum = 2g3⊥
(2πa)2
∫
dx cos
√
8πΦc(x). (2)
The displacement field Φc and phase field field Θc sat-
isfy the usual commutation rules. All interaction effects
are taken into account through the velocity u and the
Luttinger liquid parameter K (LLP). This obeys K = 1
in the absence of interactions, K > 1 for attractive in-
teractions and K < 1 for repulsive ones. It is conve-
nient to perform the following canonical transformation:
Φc →
√
KΦc, Πc → Πc/
√
K. Then, Hum reads:
Hum = 2g3⊥
(2πa)2
∫
dx cos
√
8πKΦc(x). (3)
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The interaction is then absorbed in the argument of the
cosine term. For repulsive interactions, this produces a
quasiparticle gap ∆ ∝ g3⊥1/(2−n
2
4pi
), with n2 = 8πK.
A strong (on-site) repulsion between electrons must in-
evitably result in K = 1/2 close to half-filling [19,20].
Then, we start with such bare value of the LLP. Charge
degrees of freedom (holons) should behave as spinless
fermions [21]. Through the Jordan-Wigner transforma-
tion in 1D (Appendix A), one can formally rewrite bosons
operators in terms of spinless fermions (q = ±) [8,9]:
ψq(x) =
ηq√
2πa
: exp i
√
π(Θc + qΦc)(x) : . (4)
This procedure is called refermionization. Klein factors
ηq are built to fullfill anticommutation rules between left
(−) and right (+) movers. More crucially, for K = 1/2,
the SG-umklapp definitely creates fermionic kinks [18]
g3⊥
(2πa)2
cos
√
4πΦc =
∆
2πa
cos
√
4πΦc (5)
= −i∆(ψ†+ψ− − ψ†−ψ+).
Klein factors have been chosen as η+η− = +i. The mass
term always favors the pinning of the 4kF charge-density
wave (CDW), producing in our case a Kondo insulator,
which is rather characterized by an even number of elec-
trons per unit cell when adding the local moments. The
holons disappear from the Kondo ground state. An ex-
cited holon from the valence band carries a wave vector
q = 2kF . A pair holon-(anti)holon [22] produces a kink
of 2π in the superfluid phase
√
πΘc at x, i.e. a kink of
2 in the charge current, that definitely corresponds to a
pair of empty and doubly occupied sites with fermionic
statistics. Fourier transforming, one finds:
Ho =
∑
k
(uk)qc†q,kcq,k +
g3⊥
2πa
(c†+,kc−,k + h.c.) (6)
Using a so-called Bogoliubov transformation, this gives
us the new energy spectrum:
E± = ±
√
u2k2 +∆2. (7)
At half-filling, the umklapp term gives us a semi-
conductor picture of two bands. Therefore, to recover
the physics of the KLM in the limit JK/t ≫ 1, we have
only to take the quasiparticle gap [16]:
∆ = g3⊥/2πa = 3JK/4. (8)
Remarkably, charge properties of half-filled KLM’s re-
main qualitatively unchanged tuning the Kondo interac-
tion from the strong-coupling to the weak-coupling limit
(Section III and especially Appendix B).
Here, at low temperatures, the Kondo interaction can
be exactly rewritten as an effective umklapp. However,
g3⊥ (typically the quasiparticle gap) has then a less ex-
plicit dependence in JK , due to the consequent renormal-
ization of the backward Kondo coupling at half-filling.
B. Consequences of doping
To study the influence of hole doping on transport
properties, we now shift the chemical potential at the
top of the lower subband (µch = −∆). We get:
Ho =
∑
k
uck(a
†
+,ka+,k − a†−,ka−,k) (9)
uc =
∂E
∂k
=
u2kc√
(ukc)2 +∆2
·
The fermions (holons) a±,k now refer to the partially oc-
cupied subband and linearizing the band structure near
the new Fermi points produces kc = πδ [δ = 1−n, being
the hole doping].
By doping such a semiconductor, low-energy proper-
ties should be well described through a Luttinger liquid
Hamiltonian with a velocity uc ∼ δ/∆ and K → 1/2. In
the 1D KLM below half-filling, such a LL behavior has
been checked numerically, for instance, in ref. [23]. This
leads to important consequences.
This produces a metallic phase with finite compress-
ibility κ ∝ K/uc and Drude weight D ∝ ucK at zero
frequency. Very close to half-filling (uc ∝ δ → 0), then
the Drude weight should vanish continuously (with a dy-
namical exponent z = 2 [24,25]) and κ diverges as δ−1. A
recent Density Matrix Renormalization-Group (DMRG)
study has confirmed for large JK parameters and T = 0,
that κ = χc (charge susceptibility) diverges as 1/δ near
half-filling [26]. Moreover, at low temperatures, one then
expects an exponential behavior of the d.c. conductivity.
σac
D=δ/∆ c∆ ω
ω
ω
3
−3
FIG. 2. a.c. conductivity near the metal-insulator tran-
sition induced by doping. In the strong coupling limit
JK/t ≫ 1, the spinless fermion representation of holons or
the umklapp-description should remain convenient even at
quite high frequency.
The regular part of a.c. conductivity must have two
distinct regimes: an w3 absorption at small frequency,
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and a tail w−3 at large frequency [17,27].
To summarize, the commensurate-incommensurate
transition of the 1D KLM belongs to the so called
Prokovsky-Talapov class of universality [18,28]. Now, let
us push forward the duality with the Hubbard model in
the strong U -limit, below half-filling.
The model can be mapped onto a Luttinger Hamilto-
nian as long as n 6= 1. Moreover, there is a remarkable
duality by exchanging the two parameters n↔ δ. Indeed,
the parameters K and uc which determine the behavior
of the system are known to remain unchanged under the
exchange n ↔ δ [9]. In particular uc = 2t sin(πn) =
2t sin(πδ) is the exact velocity of the charge excitations
for infinite repulsion [7]. Actually, this implies that there
are two equivalent holon representations in the 1D KLM,
when JK → +∞. First, treating the introduced empty
sites as holons leads to a gas of noninteracting spin-
less fermions in low density ∼ δ. As shown precedingly,
this picture is particularly accurate to capture transport
properties at the commensurate-incommensurate transi-
tion. Second, one could also identify the Kondo singlets
as holons (single-occupied states would be then localized
moments). This produces a gas of noninteracting spinless
fermions in large density ∼ n [29]. This picture has been
preferred to show the occurrence of ferromagnetism be-
tween unscreened local moments, with an exchange cou-
pling ∼ −t2/JK [30,31].
In the pure KLM, the unscreened localized spins po-
larize completely in order to lower the kinetic energy of
mobile holons. Such a case is a concrete application of
the Nagaoka’s theorem in 1D. The physics behind this is
the finite extension of the screening cloud, which leads to
the stability of the ferromagnetic state at finite densities
not restricted to the single-electron case.
Note that including an antiferromagnetic Heisenberg
exchange J between local moments J ≫ t2/JK produces
a so-called t-J model and then rather a paramagnet [32].
C. Interacting Kinks
Decreasing JK from infinity, results found precedingly
on the commensurate-incommensurate transition become
now available only for very low doping: Kinks become
interacting below half-filling.
Most clearly, a repulsive interaction between the neigh-
boring spinless fermions is introduced in the order of
O(t2/JK) [16]. The situation becomes then similar to
the infinite U Hubbard model with nearest neighbor re-
pulsion whose K becomes smaller than 1/2 [19]. More
importantly, the ferromagnetic phase of the pure KLM is
very unstable decreasing JK due to the long-range over-
lap between Kondo singlets resulting in a certain mag-
netic disorder (see next section). Precisely, a first order
phase transition in the intermediate coupling limit from
the ferromagnetic state to a paramagnetic one has been
pointed out recently [23]. The latter is accompanied by
a jump both in the magnetization curve and the value of
K (which curiously sharply decreases). This cannot be
explained using the preceding analysis.
To conclude: the dependence of K as a function of JK
for weaker Kondo couplings remains difficult to handle
below half-filling. A general trend, however, is that K is
always smaller than 1/3 producing a dominance of 4kF
charge oscillations, and then a so called Wigner crystal.
III. WEAK-COUPLING KONDO TRANSITIONS
Next, we subsequently stay at half-filling. We ex-
plore the perturbative limit, U/t ≪ 1 and JK/t ≪ 1.
Here, bosonization tricks allow us to explain the occur-
rence of Kondo insulators in commensurate systems when
JK/t≪ 1, in a simple way.
The small-JK regime is of most interest, since correla-
tion effects (for instance correlations between local mo-
ments, or between electrons) are most important there.
For this regime, the expansion in t/JK is, of course, not
convergent while variational methods are not well con-
trolled. This is mainly because JK = 0 is a singular limit
leading to a metallic behavior.
To bosonize the Kondo interaction we need the bosonic
representations for the conduction electron- and the lo-
calized spin operators. Again, we limit the following
study to the case of a single-channel conduction band.
In a very general form, that can be used whatever the
strength of the Heisenberg interaction J between local
moments or their spins S, these are given by [33]:
Ψ†α(x)
σαβ
2
Ψβ(x) = ( ~JR + ~JL) (10)
+
e2ikF x
2πa
Tr{~σ(Φ(1/2) +Φ(1/2)†)} cos
√
2πΦc
~S(x) = S(a~L(x) + (−1)x
√
1− (aL)2 ~N(x)),
where |~L|a≪ 1 is the quickly varying ferromagnetic com-
ponent of the local magnetization, and:
~L(x) · ~N(x) = 0. (11)
In the weak-coupling limit, fluctuations in the 2kF elec-
tronic spin operator are produced by the presence both,
of doubly occupied and empty sites [for small U , holons
are described in Appendix B] and of so-called domain
walls [spinons of the Heisenberg chain are introduced in
Appendix C]. The Hamiltonian for electrons will be also
decomposed into a holon part [the same as Eq.(1) with
K = 1− Ua/πvF ] and the usual spinon part.
Moreover, away from half-filling, the continuum limit
of the Hamiltonian only contains a marginal Kondo-
coupling of the currents [32]:
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Hm = λ2[ ~JR + ~JL]~L(x). (12)
At half-filling, the 2kF oscillation becomes commensurate
with the alternating localized spin operator and the most
prevalent contribution reads:
Hhf ∝ λ3 cos
√
2πΦcTr{~σ(Φ(1/2) +Φ(1/2)†)} ~N(x), (13)
(λ2, λ3) ∝ JK being the usual forward and backward
Kondo scattering processes. Notice the close analogy
with the two-chain spin system [34].
A. Renormalization-group- and exact treatments
First, it is convenient to use the renormalization group
method, expanding in powers of the coupling constant λ3.
The perturbation is divergent, and one can derive renor-
malization equations upon rescaling of the short distance
cut-off a→ ael:
dλ3
dl
= (3
2
− K
2
−∆N)λ3, (14)
∆N ≤ 1/2, being in the following the scaling dimension of
the localized spin operator (see below, for specific cases).
At half-filling, we expect Hhf to produce a gap for
charge excitations [whatever J or the spin S of local mo-
ments]. The charge gap should follow the quasiparticle
gap at the Fermi level
∆ ∝ λ
2
3−K−2∆N
3 , (15)
for either sign of λ3. In the weak coupling limit, a Kondo
insulator is then formed due to the strong renormaliza-
tion of the Kondo exchange λ3.
It should be noted that the exchange coupling λ3 and
the usual umklapp g3⊥ ∝ U — driven by the on-site
Hubbard term — affect the Luttinger parameter K in a
symmetric way:
dK
dl
= −uK2(C0g23⊥ + C1λ23)Jo(δ(l)a). (16)
Jo is the Bessel function, and C0, C1 are constants. At
half-filling we must take Jo(0) = 1.
When λ3 = 0, the usual umklapp process is known to
produce a Mott transition at half-filling. It occurs for a
critical value of K which is equal to one, i.e. at the nonin-
teracting point. As soon as λ3 6= 0, the physics becomes
ruled by the Kondo coupling, producing a Kondo tran-
sition for a critical Kondo coupling JcK = 0. The usual
umklapp process can be neglected for small U because it
(only) scales marginally to strong couplings.
Second, at low temperatures T ≪ ∆ the holons, be-
coming massive, also change of statistics (semions →
fermions). Charge carriers behave as fermionic kinks due
to the strong renormalization of JK , and as said before
the backward Kondo interaction can be exactly rewritten
as an “effective” umklapp process (see Appendix B) —
remarkably, whatever ∆N ≤ 1/2. The charge gap will
have, of course, dramatic consequences for the physical
properties. First, this implies a long-range order in the
Φc-field. Indeed, we have to take formally, K
∗ = 0, for
T ≪ ∆. Then, at the Kondo transition, there is a finite
jump in the compressibility and Drude weight. This will
be analyzed in more details in the next section.
B. Spin properties for several ∆N ’s
Before investigating transport properties in great de-
tails, it is maybe appropriate to review several interesting
Kondo spin-liquid phases occurring in the weak coupling
limit, for particular values of ∆N . Details of the tech-
nique can be found in Appendix C.
1. ∆N = 1/2: Heisenberg-Kondo lattice for S=1/2
Let us start with the so-called Heisenberg-Kondo lat-
tice, where the spins of the array are coupled through a
consequent antiferromagnetic coupling exchange J of the
order of t. Here, one can introduce spinon-pairs:
~N = Tr[(Θ(1/2) +Θ(1/2)†)~σ]. (17)
For weak Hubbard interactions (for a parallel, see formula
B3), one gets also: JK < cos
√
2πΦc(x) > = ∆. There-
fore, the backward Kondo interaction is transformed into:
Hhf = ∆TrΦ(1) − 3∆ǫ. (18)
By analogy to usual spin ladder systems, the spin spec-
trum is composed of massive triplet excitations [described
by TrΦ(1)] with a mass mt = ∆, and of a high-energy
singlet branch at ms = −3∆ [35]. We expect the spin
gap to decrease for any appreciable difference between J
and t.
2. ∆N = 0: Weakly coupled S=1/2-local moments
Precisely, let us now study the opposite limit where
the local moments are weakly coupled i.e. J ≪ JK . At
short distances, the RKKY interaction — that displays
a very small decay in 1D — produces a perfectly static
staggered potential with:
~N = constant. (19)
The electrons are then subject to Bragg scattering [36].
This opens a quasiparticle gap (linear in JK). On the
other hand, these screen away the internal field before a
true magnetic transition takes place.
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Then, there are still some triplet states in the quasipar-
ticle gap because the SU(2)-spin symmetry is restored at
long distances. The resulting spin gap becomes consid-
erably smaller than the charge gap [37].
First, if J is not so far from JK , these spin degrees
of freedom are described in terms of an O(3) non-linear
sigma model without the topological term. The implicit
breaking of conformal invariance rescales the spin gap as:
∆S ∝ ∆exp−π( |J − t|
t
)· (20)
Single electron excitations in the interval ∆S and ∆ can
be viewed precisely as polarons — i.e. bound states of
an electron with a kink of the vector ~N [38].
Second, if J tends to 0, the condition for the pres-
ence of kink in the local staggered magnetization oper-
ator now breaks down. Spin degrees of freedom rather
behave as follows [36]. At not too long distances, half
of the (electronic) spinon field begins to fluctuate due to
the restoration of the SU(2)-symmetry, contributing to a
new chiral phase of the same universality class as the 2D
Ising model. At long distances, due to strong fluctuations
in the spin array, the (electronic) spinon field cannot be
pinned anymore by the backward Kondo coupling — i.e.
| ~N | = 0. Then, spin flips should contribute. The system
may scale to a perfect singlet ground state at a very low
energy scale:
∆S ∝ ∆exp−2πvF /λ2 ≪ ∆, (21)
typically the single-site Kondo temperature, in agree-
ment with numerical calculations [16].
To conclude this part: For spin-1/2 local moments,
the ground state is always a spin singlet. Furthermore,
for small JK ’s, the antiferromagnetic correlation length
is quite large producing disordered quantum fluids. It
is already increased by an appreciable difference (J − t),
and becomes huge for J=0.
3. ∆N = 3/8: Underscreened S=1-chain
Now, we consider another generic case where the lo-
cal spins form a so-called S=1 Takhtajan-Babujan chain.
Details of the calculations can be found in ref. [39]. These
can be extended to the case of a spin S-integrable chain
(|1− 2S| 6= 0) — with Cv/L = 2ST/(1 + S) [40,41].
In the sense of critical theories, this model can be
parametrized by a conformal anomaly C = 3/2. In the
continuum limit, this spin-1 chain has then only zero
sound triplet excitations — described by three massless
Majorana fermions — or rather magnons. The staggered
magnetization ~N has now dimension ∆N = 3/8. Consult
Appendix C3. The Kondo interaction grows to strong
coupling, producing a quasiparticle gap ∆ ∝ JK8/5.
Then, a new phenomenon arises: The occurrence of
singlet bound states can be achieved only due to the
“fractionalization” of each spin triplet excitation onto
two spins-1/2. On each rung, (only) one is strongly cou-
pled to the conduction band. This produces the same
contribution as in Eq.(18), and then optical magnons in
the system. From a general point of view, Luttinger liq-
uids coupled to an active insulating environment via a
Kondo-like coupling yield a spin gap [42]. But, decon-
fined spinon-pairs still subsist in the ground state because
the local moments are underscreened. This leads to an
anomalous optical conductivity at low frequencies, and
then a pseudogap phase. Starting with small J’s (the Hal-
dane gap is irrelevant), predictions from the non-linear
sigma model for S=1 give the same conclusion [38].
C. Role of electron-electron interactions
The present study shows that the smallest amount of
Kondo potential λ3 produces a Kondo insulator at least
for sufficiently large length scales. Then, the backward
Kondo scattering can be naturally rewritten as an effec-
tive strong umklapp process, such that the original umk-
lapp term — again, driven by the Hubbard interaction
— can be neglected.
One can check that the charge gap increases with (en-
hancing) U — or decreasing the LLP. If the Hubbard
repulsion is very large U/t ≫ 1 one can expect to see a
crossover from a Kondo insulator to a usual spin ladder
system [34]. Here, the insulating transition should be
rather driven by U only, and then we have to take for-
mally < cos
√
2πΦc(x) > =
√
U = constant and K = 0
in the spin gap equation. For instance, for ∆N = 1/2,
we recover previous results and for instance the spin gap
∆s ∝ JK (see Appendix C).
Another interesting feature is that the Kondo insulat-
ing state should even persist in presence of attractive in-
teractions.
A physical mechanism for the generation of attrac-
tive interactions is electron-phonon interaction. A
renormalization group treatment of the important spin-
backscattering term g1⊥ (given in Appendix D) predicts,
for JK = 0, the existence of a spin gap
∆ss ∼ vF
a
exp(−πvF|U | a )· (22)
Remarkably, localization by magnetic impurities remain
the most prominent phenomenon as long as K < Kc =
3 − 2∆N . When K = Kc, the Kondo gap tends to
zero and then, a superconducting-like ground state takes
place. When K ≥ Kc, correlation functions for the sin-
glet superconducting pairing field are considerably in-
creased in the low-temperature phase (T ≪ ∆ss) and the
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charge sector remains critical, leading to a perfect super-
fluid. This produces a coexistence between a Luther-
Emery liquid and an insulating part characterized by
strong antiferromagnetic fluctuations. The pairing also
promotes 2kF CDW fluctuations that are not sensitive
to magnetic impurities.
Kc = 3-2 ∆N0
K
s-wave superconductorKondo insulatorspin ladder
1
FIG. 3. The phase diagram as a function of the LLP, K.
For a large range of K parameters (corresponding to weak
U ’s), the interaction between electrons and magnetic impu-
rities is well prominent, producing a Kondo insulator. For
attractive enough interactions (K > Kc) the electron liquid
can turn into a s-wave superconductor decoupling completely
from the spin array. A large coherence between spins of the
array, resulting in ∆N = 0, tends to increase Kc.
To conclude: Close to the superconducting transition
(K < Kc), as a remnant of s-wave superconductivity
(and CDW fluctuations) one expects that the electron
liquid is less localized than for repulsive interactions. Let
us now investigate transport properties and comment this
point in more details.
IV. TRANSPORT PROPERTIES
Transport in such commensurate systems is very in-
teresting because the Kondo process λ3 provides an im-
portant relaxation mechanism for electrons. Next, we
will assume that the coupling λ3 is sufficiently weak that
some perturbative calculation of the conductivity as a
function of λ3 can be performed. The conductivity itself
does not have a regular expansion in λ3. A way out is
provided by the memory function formalism.
If the system is a normal metal with finite dc-
conductivity, one can define [43]
σ(w) =
2iKu
π
1
w +M(w)
· (23)
and M(w) is the meromorphic memory function. This
formula is well-suited for an “infinite” system: Next, we
are not interested in reservoir effects.
A. Memory function approximation
The calculation of this function can be carried out per-
turbatively to give at the lowest order
M(w) =
(≪ F ;F ≫w − ≪ F ;F ≫w=0)/w
−χ(0) · (24)
At zero frequency, one gets the retarded current-current
correlation function:
χ(0) = −2uK/π. (25)
The factor 2 comes from the two colors of spin which both
contribute to transport properties. The symbol ≪;≫
designs a retarded correlator computed in the absence of
magnetic impurities∗ and F = [Jc, H ], Jc is the charge
current. The F operators take into account the fact that
the charge current is not a conserved quantity.
For frequencies w ≫M(w) and T → 0, one gets:
σac(w) =
−iχ(0)
w
[1− M(w)
w
]· (26)
The regular part in the delocalized phase reads:
σreg(w) ∝M(w)w−2. (27)
The expression (24) does not necessarily remain valid
at very low frequencies, even for finite temperatures. Its
validity at low frequencies implicitly assumes in a self-
consistent way that the d.c. conductivity behaves as:
σdc(T ) =
−iχ(0)
M(T )
, (28)
and M(T ) is related to some relaxation time, i.e.
M(T ) ∝ τ−1rel . (29)
In the macroscopic pure system, one gets σdc(T )→ +∞.
Here, τrel should correspond to the effective elastic time
between two magnetic diffusions. Of course, it will be
highly non-universal and temperature-dependent (since
we are in a ballistic transport). This should legitimize the
memory function approximation, which gives in general
good results as long as we stay far away from an insu-
lating region. This approach, of course, will break down
when T = ∆ i.e. when the effect of λ3 on the ground
state becomes strong: it opens a spin- and charge gap
changing drastically the nature of the elementary exci-
tations. At low temperatures, the source of large resis-
tance in such magnetic systems comes from prominent
quantum scattering which merely destroys the coherence
or the propagation of the accelerated preexisting excita-
tions, producing Kondo localization.
Interestingly, here the quantum correlation between
spins of the array — driven by ∆N , that plays a cru-
cial role in the classification of the Kondo localizations
(e.g. gap equation, spin spectrum), will explicitly appear
in the computation of the high-temperature d.c. conduc-
tivity.
∗As long as λ3 remains small, one can neglect all effects of
self-adjustments of the ground state to the Kondo potential.
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The bosonization scheme gives:
Jc ∼
√
2uK
∫
Πc(x) dx. (30)
Using the definition of Hhf , the behavior of the mem-
ory function as a function of temperature can be easily
obtained. We find:
≪ TτF (τ)F (0)≫ ∝
∫
dx λ3
2( 1
x2 + (uτ)2
)
√
1+K+2∆N
·
(31)
The function in the integral describes the amplitude that
a spinon and a holon recombine to give an electron at
the point x and time τ , that is immediately diffused by
an impurity. Fourier transforming, one finds:
M(w) ∝ w(K−2+2∆N ), (32)
and the same behavior as a function of temperature. In
the delocalized regime T ≫ ∆ or w ≫ ∆c = 2∆, the
temperature and frequency dependent conductivity is
σdc(T ) ∝ T 2−µ, σac(w) ∝ wµ−4, µ = K(T ) + 2∆N . (33)
For more details concerning the method, consult ref. [27].
Away from the transition, one may consider the pa-
rameter K(T ) as a constant ∼ K. We stress on the fact
that dressing of the Kondo exchange by the other inter-
actions results in a nonuniversal power-law dependence
in the delocalized regime. Again, the whole perturbative
scheme breaks down when λ3 ∼ 1, at a length scale which
corresponds to the localization length of the system. A
reasonable guess of the temperature dependence below
this length scale is an exponentially activated conduc-
tivity because current-current correlation functions now
decrease exponentially in time [44].
As can been seen from Fig.4, there is a maximum in
σdc as a function of T for weak attractive interactions
(2 − 2∆N < K < Kc = 3 − 2∆N), occurring when the
thermal coherence length is of the order in magnitude of
the localization length T ∼ ∆. This maximum can be
well understood as a remnant of s-wave superconductiv-
ity in the localized phase that cannot be easily pinned
by magnetic impurities. Remind that the system is a
very good conductor until one reaches the localization
temperature ∼ ∆.
A similar phenomenon has been predicted in a dis-
ordered two-leg Hubbard ladder system with attractive
interactions [45]. In that case, ‘2kF ’ charge density fluc-
tuations are forbidden due to the spin gap, and ‘4kF ’
charge density fluctuations, that aim to arise for repul-
sive interactions, become very small for attractive ones
[46]: this is an important consequence of the s-wave sce-
nario in two-leg ladder systems. The nonmagnetic disor-
der can become efficient only at very low energy. For a
comparison with the single Hubbard chain problem, see
next subsection.
attractive interactions
repulsive
interactions
σ
T
dc
∆
FIG. 4. The behavior of d.c. conductivity as a function of
temperature, for repulsive and for attractive interactions. For
T ≫ ∆, σ ∝ T 2−K−2∆N : For repulsive (electron-electron)
interactions, there is no maximum in the conductivity and
therefore no rest of original umklapps driven by the Hub-
bard interaction. When the interactions become attractive,
the spin density fluctuations are suddenly lowered making the
system less localized by magnetic impurities than for the re-
pulsive counterpart.
For repulsive interactions, we can check that there is no
remnant of the original umklapp term — again, driven
by the Hubbard interaction — which is known to pro-
duce σdc ∝ T−1 (with K ∼ 1) in the delocalized regime,
and then a maximum in σdc in the entrance of the local-
ized phase. In the case of electron-electron interactions,
the relaxation time should result from the coupling of
electrons with a thermal bath which, strictly speaking, is
needed for the system to reach thermal equilibrium [47].
In such case, the relaxation time is rather associated to
phase-breaking or inelastic processes [27]. In particular,
note that σdc ≡ τin (see Appendix D). Furthermore, as
long as a spinon is not scattered (as it is the case in the
absence of impurities), it may combine locally with an-
other holon to form an electron and the material is still
a very good conductor. This is a consequence of spin-
charge separation [20].
Most clearly, for repulsive interactions, the ground
state of the Hubbard chain is almost a spin-density wave
(SDW) (with a power-law decay of the correlation func-
tions) whose charge density is uniform. Such a ground
state couples very strongly to magnetic impurities lead-
ing to prominent elastic processes in the electron liquid.
It is therefore not surprising that for repulsive interac-
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tions the main source of resistance for the electron liquid
is due to the prominent scattering of a pair spinon-holon
(electron) by a magnetic impurity.
Furthermore, the conductivity is found to decrease
monotonically with temperature, even at high tempera-
ture. This noteworthy renormalization of exponents and
the faster decay of the conductivity for repulsive interac-
tions is a perfect signature of Kondo localization. Again,
note the nonuniversality of exponents due to the factor
∆N which depends on the spin S of local moments and on
the strength of the Heisenberg interaction between them.
To summarize the main point: Now, we are really able
to allege that for repulsive interactions the electron liq-
uid is more localized by the magnetic impurities than for
attractive interactions, both because of the scale of local-
ization and because of the d.c. conductivity temperature
dependence.
B. Duality to an effective Gaussian disorder
It should be noted that these results can be reproduced
defining the (Kubo) d.c. conductivity as:
σdc(T ) ∼ T−1/Dm(T ) and Dm(T ) = λ3(T )2. (34)
n(T ) = 1/T denotes the electronic density at a temper-
ature T. We must stop renormalization procedure at the
thermal length L = lin = vF /T at which inelastic and
decoherent effects take place. By comparison with the
case of a nonmagnetic Gaussian disorder [14],
Dm(T ) = lin/le ∝ T−(3−µ). (35)
The exponent µ has been defined in Eq.(33). In KLM’s,
Dm will be identified as the magnetic disorder parame-
ter. For more details, consult Appendix D. This defini-
tion traduces that at high temperatures we have a per-
fect duality to a model of a 1D electron liquid submit-
ted to a Gaussian correlated spin disorder, with an effec-
tive exponent µ = K(T ) + 2∆N for the electronic spin
density-spin density correlation function. In the case of
a Gaussian correlated nonmagnetic disorder, for SU(2)
symmetry and repulsive interactions one rather expects
[48,49]:
σdc(T ) ∝ T 2−µˆ with µˆ = 1 +K(T ). (36)
Far away from the localization energy scale i.e. for very
small disorder, one can take µˆ = 1 +K [50].
Note that to couple to nonmagnetic disorder one has
to distort the SDW and make a fluctuation of the charge
density, a process which costs an energy of order U.
Therefore, for repulsive interactions, the non-magnetic
disorder effect must be inevitably weaker than for attrac-
tive interactions where 2kF CDW fluctuations can get
very easily pinned by nonmagnetic impurities. Starting
with the Hubbard model and small U, the d.c. conduc-
tivity found above is then not completely correct. The
reason is that the backscattering spin term g1⊥ couples
to the non-magnetic disorder, and then it cannot be ig-
nored (see Appendix D). At intermediate length scales,
this results rather in:
σdc(T ) ∝ T−Ua/πvF . (37)
Now, the maximum in the d.c. conductivity in the en-
trance of the Anderson glass phase occurs for repulsive in-
teractions. The situation becomes opposite to that found
with an array of magnetic impurities.
In general, for repulsive interactions one gets µ < µˆ,
revealing that Kondo localizations may still take place in
weakly disordered 1D Kondo lattice models. Especially
when ∆N = 0, we have a constant uniaxial Kondo po-
tential at high temperatures
V (x) = λ3, V (x)V (0) = Dm, (38)
and µ = K(T ) ≪ µˆ. There is no quantum fluctuation.
The long-range coherence of the spin array produces in-
evitably Kondo localization. On the other hand, adding
explicitly a dominant antiferromagnetic direct exchange
between local moments should produce a stronger compe-
tition between Anderson- and Kondo localizations, even
if the ground state is always of Kondo type for prominent
repulsive interactions [51]. This comes from the facts that
2kF CDW fluctuations are not completely forbidden at
high temperatures for weak on-site repulsive interactions,
and that the Kondo potential follows:
V (x) = 0, V (x)V (0) = Dm/x
2∆N . (39)
It is now short-range correlated, and we have ∆N = 3/8
(Takhtajan-Babujan S=1 chain), or ∆N = 1/2 (Heisen-
berg S=1/2 chain). The average is explicitly performed
on quantum fluctuations (after normal ordering).
Below, we will investigate the case of a Gaussian cor-
related magnetic disorder (subsection E): again it will
lead to the same conclusion. Using Appendix D, one
can easily check that repulsive interactions tend to make
the nonmagnetic disorder less relevant and decrease lo-
calization. This has dramatic consequences on the effects
of interactions on persistent currents [52]. Comparisons
with the renormalization of charge stiffness in 1D KLM’s
will be made later in subsection D.
C. Charge incompressibility with σ(w, k = pi) 6= 0
In the following, we present a new class of Kondo insu-
lators which is (charge) incompressible, but yields only a
pseudo gap in the (charge) optical conductivity at a large
wave-vector k = π.
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On the one hand, the Kondo transition at half-filling
produces an incompressible system because κ ∝ K∗ = 0.
On the other hand, ordinary Kondo insulators [where
local moments are characterized by S = 1/2] have no
charge conductivity for low frequencies. First, the charge
current Jc given by the expression (30) vanishes. Second,
the presence of a spin gap in the system produces opti-
cal magnons, that doesnot allow any anomalous charge
current at large wave-vectors (see Appendix C).
Now, let us investigate the case where local moments
form a Takhtajan-Babujan S=1 chain. As shown pre-
cedingly, free spinons remain in the ground state of the
system due to the ‘underscreening’ of the local impuri-
ties. This implies that the optical charge-conductivity
would reveal no gap at low frequency and k = π.
ω
σac
2∆
ω
2
ω
K-13/4
(k=pi)
FIG. 5. The behavior of a.c. conductivity at zero tem-
perature as a function of frequency in the case of a Takhta-
jan-Babujan chain i.e. ∆N = 3/8. Conversely to usual Kondo
insulators, σac(w, k = pi) ∝ w2 for vanishing frequencies. This
is a nice example of pseudo-gap phase.
Spinons are governed by an extra term in the action
[we use the duality: Φ(1/2) = i~σΦ],
Γ(i~σΦ) =
i
8π
∫
dxdτ ǫµν(Φ · [∂µΦ× ∂νΦ]) = iπQ (40)
where Q = 1 =
∫
dx q(x) is the associated topological
charge. From this (topological) charge, one can define
an anomalous current density [38],
ψ¯(iσz)ψ = JS = ǫµν(Φ · [∂µΦ× ∂νΦ]), (41)
which has the scaling dimension 5/2. In this way, the
charge- and the spin sector are related to each other.
Then, the pair correlation function of JS induces an un-
usual feature in the optical conductivity at a large wave-
vector k = π. The anomalous current is nothing but the
ordinary current at k = π. We find a retarded current-
current correlation function χ(w) ∼ −iw3 and then an
optical conductivity,
σ(w, k = π) =
i
w
χ(w) ∝ w2. (42)
We obtain a new class of incompressible Kondo systems,
with no gap in the optical conductivity (Fig.5). Similar
conclusions can be reached in the case where the direct
exchange between local moments is very weak [38].
It should be noticed that a new phase of disordered
commensurate insulators yielding “similar” features, has
been pointed out recently [53]. The corresponding phase
with κ = 0 and σ(w, k = 0) ∝ w2 results from a strong
competition between Mott- and Anderson localization
which leads to unusual excitonic effects. This requires
some interactions of finite extent.
D. Renormalization of the Drude peak
In addition to the regular frequency dependence of the
a.c. conductivity found precedingly, one can compute
the charge stiffness D of the macroscopic system, which
measures the strength of the Drude peak (occurring at
zero frequency):
σac(w) = Dδ(w) + σreg(w). (43)
This comes from the first term in Eq.(26). For fermions
with spins, the conductivity stiffness at length l can be
obtained using:
D(l) = 2u(l)K(l), (44)
with D(l = 0) = 2uK = 2vF . Again the factor of two
comes from the fact that there are twice degrees of free-
dom compared to the spinless fermionic case. The veloc-
ity u obeys a recursion law of the type:
du
dl
= −C2u2KDm(l). (45)
C2 is a constant. From Eqs.(16),(45) one can easily ob-
tain the renormalization group equation for D:
dD
dl
= −CDm(l), (46)
and C is a constant. Using the flow of Dm(l) given ex-
plicitly in Appendix D, one obtains:
dD
dl
= −CDm(0)e(3−µ)l. (47)
By stopping the renormalization procedure at a length
L = el = vF /T , it follows:
D(L)−D(1) = −C Dm(1)
(3− µ) [L
(3−µ) − 1]. (48)
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We can notice that for repulsive interactions the Drude
peak fastly decreases with L, that is also typical of
a Kondo localization. For attractive interactions, the
Drude peak decreases more slowly and the renormaliza-
tion of D stops completely as soon as µ = 3 that coincides
with K = Kc. This is in agreement with the fact that
for K ≥ Kc the system behaves as a perfect superfluid
at low energy.
In the localized phase (T ≪ ∆), the opening of the gap
produces formally K∗ = 0 and then the Drude weight
vanishes. Using Eq.(48) for L→ ∆−1, one can therefore
deduce that there is (also) a jump in the Drude weight at
the transition. Using ref. [25] and replacing δ by (T −∆),
one then finds that the dynamical exponent is z = 1, that
is specific of a Kosterlitz-Thouless transition.
Again note the close parallel with the calculation of the
charge stiffness in presence of a Gaussian disorder [52]:
D(L)−D(1) = −Cˆ D(1)
(3− µˆ) [L
(3−µˆ) − 1]. (49)
Nonetheless, physical consequences are very different.
For small U one gets:
(3 − µˆ) = 1− Ua
πvF
· (50)
For finite non-magnetic disorder, one finds that the
charge stiffness of the system for repulsive interactions
is larger than the one of the system for attractive inter-
actions. Again, SDW fluctuations that are prominent for
repulsive interactions tend to make the quenched disor-
der less relevant and decrease localization. The charge
density tends to be rather homogeneous. Conversely, for
attractive interactions, 2kF CDW fluctuations can get
very easily immobilized by non-magnetic impurities.
E. Randomly distributed magnetic defects
For completeness, we now make links with the case
where magnetic impurities would be randomly dis-
tributed. To simplify at maximum the discussion, we
consider here that these exercise a unixial random mag-
netic field along the z-axis. One gets the Hamiltonian
(see Appendix D):
Hm.dis =
∫
dx V (x) · ρzs(x), (51)
V (x) (complex) is assumed to be Gaussian correlated,
resulting in
V (x) = 0, V ∗(x)V (0) = Dmδ(x). (52)
The forward scattering potential, that does not affect
transport properties, will be omitted. Now, we ap-
ply standard renormalization-group methods for one-
dimensional disordered systems [48]. In the Abelian rep-
resentation, the random Kondo potential reads:
Hm.dis =
∫
dx V (x) sin
√
2πΦs(x) cos
√
2πΦc(x). (53)
Here, random magnetic impurities are not explicitly
linked to each other (the Kondo potential is ‘on-site’
correlated). Now, we show that preceding conclusions
remain unchanged: The electron liquid is more localized
by magnetic impurities for repulsive interactions than for
attractive ones. We follow exactly the same scheme as
in Appendix A of ref. [48]. From a perturbative expan-
sion in the magnetic disorder parameter Dm and the spin
backscattering g1⊥, the result is:
dDm
d lnT
= −(3−Ks −K + g1⊥
πvF
)Dm. (54)
The main difference with non-magnetic disorder comes
from the sign (plus and not minus) of the last term, cou-
pling interactions and Kondo potential. This is because
electronic spin degrees of freedom are linked to the ran-
dom field via a sinus term (and not a cosine). For a
simple sight, consult Appendix E. As a consequence, we
still have a strong competition between localization of the
electron liquid by (disordered) magnetic potential and su-
perconductivity: For g1⊥ → −∞, the flow of Dm scales
to zero. For small U, one finds:
dDm
d lnL
= (1 +
Ua
πvF
)Dm. (55)
and,
dK
dl
= −C1uK2Dm, (56)
dKs
dl
= −C3Ks2Dm.
C3 is a constant. In the infra-red region, quantum co-
herence between impurities definitely appears and then
K∗ and K∗s approach zero. The spin backscattering term
g1⊥ remains small. Furthermore, the 2kF electronic spin
density wave will be weakly pinned by the random mag-
netic field — induced by local moments — resulting in a
glassy- and presumably a disordered Ising phase [54].
Far in the delocalized regime, one can equate the ex-
ponent µ to 1 +K. The result is then:
σdc ∝ TUa/πvF . (57)
At short length scales, the impurities can be considered
as independent (see next section). One can also notice
the close correspondence with the so-called Heisenberg-
Kondo lattice model with ∆N = 1/2. This fact certainly
traduces that in the delocalized regime there is no funda-
mental difference between on-site- and (very) short-range
correlated Kondo potentials. Likewise, a maximum in the
d.c. conductivity curve again should take place in the
entrance of the Kondo (glass) phase for attractive inter-
actions. For an explicit comparison with non-magnetic
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impurities, consult Eq.(37). Finally, one can also check
that repulsive interactions help in reducing the conduc-
tivity stiffness, while attractive interactions reduce the
decrease of conductivity stiffness by magnetic disorder
D(L)−D(1) = −C Dm(1)
(3− µ) [L
(1+ Ua
pivF
) − 1]. (58)
On the other hand, the stiffness D generally provides
a nice measure of the persistent current in a mesoscopic
ring induced by a small magnetic flux [55]. Therefore,
the above results could have some applications in nearly
one-dimensional mesoscopic rings (of size L: The electron
has to stay coherent along the whole ring) with promi-
nent magnetic defects: for example, repulsive interac-
tions should decrease persistent currents. Extensions of
such model will be considered elsewhere.
V. LINKS WITH THE SINGLE IMPURITY CASE
Let us now compare with the case of a single mag-
netic impurity in a Luttinger liquid. At half-filling, here
usual umklapps produce an Heisenberg chain. The re-
sulting Kondo effect has been studied in ref. [56]. Away
from half-filling, the Kondo interaction gives the same
two contributions as in Eqs.(12),(13) [forward and back-
ward scatterings]. Since scattering occurs only on a finite
part of the sample, the conductance is the most appro-
priate way to describe transport.
A. New renormalization flow
For weak JK ’s, one can use the same renormalization
method expanding in the interactions λ2 and λ3. One
obtains the RG equations
dK
dl
= 0 (59)
dλ2
dl
=
1
2πvF
λ2
2 +
K
2πvF
λ3
2
dλ3
dl
=
1
2
(1−K)λ3 + 1
πvF
λ2λ3.
First, note that the first term in the third equation
is seemingly different from the one for the lattice case:
it comes from the fact that the impurity only acts at
x = 0, leaving only a double integral over time and pro-
ducing ∆N = 0. The single-impurity gap (or the single-
site Kondo temperature) now scales as
∆ ∝ λ3
2
1−K ≡ λ3
2pivF
U . (60)
For U → 0, marginal operators produce the usual Kondo
temperature [identical to Eq.(21)].
The second difference compared to the finite density of
impurities is the absence of renormalization of the bulk
exponentK, which clearly displays that there is no source
of Drude resistivity (nor scattering effects) far away from
the impurity spin. Thus, the two β-functions (for λ2
and λ3, respectively) become strongly coupled due to the
presence of the extra term O(λ32) in the second equation.
To show the existence of such a term, one can for instance
utilize current algebera techniques for the operators [57].
The charge field satisfies the operator product expan-
sion (OPE) of a U(1) Gaussian model,
: exp(i
√
2πΦc(τ)) :: exp(−i
√
2πΦc(0)) : ∝ 1
u |τ |K
· (61)
One can also use the OPE of spinon pairs:
Tr[Φ(1/2)(τ)σa] · Tr[Φ(1/2)(0)σb] ∝ iǫabc[JcL + JcR]. (62)
All these operators act on x = 0, and τ is close to 0. The
local impurity spin obeys a usual SU(2) Lie algebra:
[Sa, Sb] = iǫabcSc. (63)
Exploiting Eqs.(61),(62) and (63) and the fact that
|τ |K ∼ dl, one inevitably finds the extra term in the
second equation. We have also applied the equality
uK = vF , from the LL theory in presence of Galilean
invariance (Appendix A). Let us insist on the fact that
in the KLM at half-filling the exponent K∗ tends to
zero at low temperatures so that forward and back-
ward Kondo exchanges are independent also in the infra-
red region. It is not the case in the single impurity
case; the low-temperature behavior is well controlled by
λ2 = λ3 → +∞.
B. Transport and fixed points
At high temperatures, the only effect of the interaction
λ3 is therefore to change the Born amplitude of mag-
netic scattering. The conductance is given by the effec-
tive scattering at the scale L = exp l ∼ 1/T . Integrating
out (59), one gets a Landauer-type conductance:
G0 −G(T ) = −δG(T ) ∝ R(T ) = DomT µ˜−2, (64)
with:
µ˜ = K + 1. (65)
G0 = 2e
2K/h is the conductance of the pure wire (again,
without any reservoir-effect). Applying a generalized
Fermi Golden’s rule at T 6= 0, one can check that
R(T ) ∼ Dom(T ) = λ3(T )2 is the resistance produced by
a sole impurity. It obeys:
dDom
dl
= (2− µ˜)Dom. (66)
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This produces the same thermal laws as a pointlike non-
magnetic defect at x = 0 (see, for instance [14] and ref-
erences therein), i.e.
G0 −G(T ) ∝ TK−1. (67)
On the one hand, attractive interactions (K > 1) fa-
vor the formation of singlet superconducting pairs that
can completely suppress the back flow at zero tem-
perature. Here, the impurity becomes unscreened for
“vanishing” attractive interactions or at least as soon
as U > JK . In comparison, remember that the co-
herence between localized spins in the lattice problem
should prevent a superconducting-like ground state un-
til attractive enough electron-electron interactions, i.e.
K ≥ Kc = 3 − 2∆N . Furthermore, the Drude weight or
superfluid stiffness is already large in the weak attractive
patch (∼ 2vF ).
One the other hand, if the backward and forward
Kondo couplings are relevant i.e. for K < 1, the weak
coupling renormalization group scheme ceases to be valid
as soon as the Born amplitude λ3
2 is of order one (i.e.
for T ∼ ∆). From Eq.(60) one can notice that the single-
site Kondo temperature is substantially enhanced by the
strong repulsive interactions in the 1D LL: Again, repul-
sive interactions promote SDW fluctuations in the elec-
tron liquid that interact prominently with the localized
impurity. The screening of the impurity becomes promi-
nent and we have the formation of a strong nonmagnetic
barrier at x = 0. The fact that λ3 flows to strong cou-
plings produces a new boundary condition at the origin:
< Φc(0) > =
√
π
2
↔ < χ†−(0)χ+(0) > =
√
∆, (68)
that pins the charge cosine potential. The impurity is
screened by a physical electron and then holons now es-
cape away from the impurity site (see Appendix B): no
kink in Φc is then possible at the origin. By symmetry,
two different fixed points are authorized.
First, one can consider weak tunneling of electrons
through the impurity site. This fixed point has been
analyzed in refs. [58,59] and still gives a power law for
the conductance, but with a different exponent than in
the weak coupling limit:
G(T ) ∝ T 1/K−1. (69)
Of course, it vanishes at zero temperature. The exponent
µ˜ is renormalized as:
µ˜ = 1 + 1/K. (70)
In such case, backscattering off magnetic impurity will
tend to reduce considerably the current in the wire. From
this point of view, we obtain a perfect insulator at T = 0:
However, in the single impurity case the d.c. conductiv-
ity still grows at low temperatures [see Eqs.(34),(69)].
Since K does not change with l, the transition between
zero/finite conductance here occurs at µ˜ = 2, i.e. in the
neighborood of the noninteracting fixed point Kc = 1.
This situation would require that the screening charac-
teristic time is very large compared to the tunneling one.
Second, one could rather investigate the opposite limit
[i.e. screening time ≪ tunneling time]. By extension of
the noninteracting case, one could then expect a nonper-
turbative ground state of Fermi liquid type. Using bound-
ary conformal field theory, we have proved that electron-
electron interactions could also produce another ground
state with typically the same thermodynamic properties
as a 1D Fermi liquid, but with “magnon” spin quasipar-
ticles and a nonuniversal Wilson ratio [59].
Numerical works are up to now not very numerous:
A recent DMRG study [60] and a quantum Monte-Carlo
procedure [61] have both checked that the impurity is well
screened at low temperatures and found for very large
Hubbard interactions, a susceptibility law χ(T ) ∼ 1/∆,
typical of a heavy Fermi liquid. In such limit, charge
degrees of freedom are completely frozen and the un-
usual power law behavior predicted in ref. [58,59] can-
not arise anymore. This scenario maybe could help in
describing the recent heavy-fermion behavior reported
in the strongly correlated (two-dimensional) material
Nd2−xCexCuO4 [62]. Furthermore, computing the sus-
ceptibility curve at low temperatures, the authors of ref.
[61] have reported a non-Fermi liquid behavior with an
anomalous exponent η = 1/K [58,63] for weak interac-
tions, and a Fermi-liquid exponent η = 2 for vanishing
interactions.
The fact that a simultaneous existence of two leading
irrelevant operators, one describing Fermi-liquid behav-
ior and the other describing Furusaki-Nagaosa anomalous
behavior [implying: screening time ≃ tunneling time],
should not be possible for weak interactions would de-
serve further numerical works.
A summary of the various equations and transport
properties for the Kondo lattice(s) and the single impu-
rity case is given in table 1.
C. Array of independent impurities
To achieve this part, let us briefly compare with the
case of Ni = L/a independent magnetic impurities in
a wire of length L = L (i.e. the density of magnetic
impurities is fixed to ni = 1). The total resistance of the
wire reads
Rtot(T ) =
∑
Ni
Dom(T ) =
L
a
Dom(T ) 6= Dm(T ). (71)
Now, using the precious link between conductance and
conductivity in 1D for a metallic system of size L,
Gtot = L−1σdc, (72)
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one finds the high-temperature law:
σdc(T ) ∝ LR−1tot = a[Dom(T )]−1 ∝
1
Dom
T 1−K . (73)
In the preceding studies of the Kondo lattices, we have
obtained the same formula replacing µ˜ by µ. Since µ≪ µ˜
[because ∆N ≤ 1/2 and especially because K(T ) be-
comes smaller and smaller decreasing the temperature
in the real lattice problem], this leads to a faster decay
of conductivity/conductance when the temperature de-
creases, compared to that of independent magnetic impu-
rities. Coherent effects between magnetic impurities are
included through the scaling dimension parameter ∆N ,
and through the quantum renormalization of the expo-
nent K, as well. These definitely enhance Kondo local-
ization. Likewise, note that when the impurities are sup-
posed to be completely independent, localization should
not occur for attractive interactions [see Eq.(66)].
VI. CONCLUSION
To summarize, we have studied (two) metal-Kondo in-
sulating transitions possibly occurring in one dimensional
quantum wires. These result from a consequent antiferro-
magnetic (Kondo) coupling between conduction electrons
very close to half-filling and a perfect lattice of local mo-
ments — producing a usual KLM.
As a result of commensurability, we have shown how
a one-dimensional Kondo insulator can be understood
as an effective (strong) umklapp process becoming rele-
vant. Therefore, studying the pure KLM in the strong
Kondo coupling limit JK ≫ t, results in a commensurate-
incommensurate transition of Pokrovsky-Talapov type at
zero temperature. For instance, the charge susceptibility
should diverge as the inverse of the doping near half-
filling, that is in good agreement with recent numerical
datas [26].
In the weak coupling region (JK , U)≪ t, Kondo tran-
sitions can be classified as a function of the coherence-
parameter in the spin array i.e. the scaling dimension of
the staggered magnetization operator, namely ∆N , which
is always smaller than 1/2. These arise due to the impor-
tant renormalization of the backward Kondo potential.
In such regime, the interplay between electron-electron
interactions and backward Kondo scattering is predicted
to produce exotic and fascinating features in transport
properties, in the high-temperature (ballistic) regime —
whatever ∆N ≤ 1/2.
For repulsive interactions, the conductivity is found to
decrease monotonically with temperature — even at high
temperature: There is no remnant of the original umk-
lapp process driven by the on-site Hubbard interaction.
The resulting Kondo insulating phases are still stable in
presence of weak non-magnetic disorder. These are per-
fect signatures of Kondo localizations.
In contrast, for weak attractive interactions, the elec-
tron liquid is less localized by magnetic impurities, and
then the d.c. conductivity yields a maximum in the en-
trance of the localized phase. This is a precursor of the
s-wave superconducting phase occurring for stronger at-
tractive interactions.
The Kondo localization should even persist when the
impurities are supposed to be randomly distributed. In
particular, repulsive interactions also help in reducing the
conductivity stiffness at intermediate length scales. As a
consequence, persistent currents on thin mesoscopic rings
with prominent magnetic defects should then decrease for
repulsive interactions.
Finally, for completeness, consequences of the back-
ward Kondo scattering on transport of LL’s have been
summarized in Table 1, both in the one impurity case
and that of a perfect lattice of magnetic impurities.
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APPENDIX A: DUALITY SPINLESS
FERMION-BOSON IN ONE DIMENSION
We use a continuum version of the Jordan-Wigner
scheme to rewrite the right and left electron fields Ψq(x)
(with q = ±) in a bosonic basis. We define
Ψ(x) = Ψ+(x) + Ψ−(x). (A1)
and,
ψj → Ψ(x)
√
a (A2)
a being the lattice spacing. Each fermion operator can
be re-expressed as,
Ψq(x) =
1√
2
Oq(x)B(x) = 1√
2
exp[iπq
∑
y<x
n(y)]B(x),
(A3)
where n(x) =
∑
q Ψ
†
q(x)Ψq(x) is the total number oper-
ator, and B(x) is in principle an explicit hard core boson
operator. The extra factor 1/
√
2 allows to fullfill the
Jordan-Wigner constraint,
n(x) = B†(x)B(x). (A4)
By construction of spinless fermions, we have: B2(x) = 0.
On the other hand, as long as |x− y| ≥ 1 (1 being now
the lattice spacing), we can check that Bose operators
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always commute. The trick is then to come back to a
free boson system using the argument that in very low
density there is no real difference between free- and hard
core bosons. To perform this explicitly, we rewrite
n(x) = ρo + b
†(x)b(x), ρo =
1
2
=
kF
π
· (A5)
Considering a gas of spinless fermions near half-filling
[n(x)→ 1/2] results in:
δρ
π
= b†(x)b(x)→ 0, (A6)
and approximately,
b(x) = (
δρ
π
)1/2 exp i
√
πΘc. (A7)
δρ measures density fluctuations and Θc is the associated
superfluid phase. This corresponds to the usual phase-
amplitude decomposition. It is convenient to introduce
a phonon-like displacement field:
δρ(x) =
√
π∂xΦc(x). (A8)
As usual, the density and phase are canonically conjugate
quantum variables taken to satisfy:
[Θc(x), ∂yΦc(y)] = iδ(x− y). (A9)
This choice of wave-function is particularly judicious
because it satisfies the (last) condition that Ψq(x) must
remove a unit charge e at the coordinate x. To see this,
one can rewrite:
ei
√
πΘc = e
i
√
π
∫
x
−∞
dx′ Πc(x
′)
, (A10)
and
Πc = ∂xΘc, (A11)
is the momentum conjugate to Φc. Since Πc is the gen-
erator of translations in Φc, this creates a kink in Φc
of height
√
π centered at x, which corresponds to a lo-
calized unit of charge using the definition of b†(x)b(x).
Moreover, the Jordan-Wigner string can be rewritten:
Oq = 1√
2
exp iq
∫ x
dx′ (δρ(x′) + kF ) (A12)
=
1√
2
exp iq(kFx+
√
πΦc(x)).
We have thereby identified the correct Bosonized form
for the (continuum) electron operators:
Ψ(x) = ψR(x)e
ikF x + ψL(x)e
−ikF x, (A13)
with:
ψq =
ηq√
2πa
: exp i
√
π(Θc + qΦc) : . (A14)
We have replaced the lattice step a taken to satisfy
Eq.(A3). This construction has been built originally by
Haldane. The expression (A13) is called normal ordered
(: :) meaning that all∞ constants have been substracted
from the fermionic ground state. In particular, we have:
∑
q
ψ†q(x)ψq(x) ∝ ∂xΦc(x)→ 0. (A15)
We have added Klein factors defined by η−2 = η+2 = 1
and η+η− + η−η+ = 0, to perfectly fullfill anticommu-
tation rules between left and right movers. Moreover,
the density fluctuation field ∂xΦc creates propagating
particles. This is just a consequence of the fact that
in 1D electron-hole pairs are exactly coherent because
they propagate with the same velocity. The bosoniza-
tion scheme just reflects this important point.
Then, one can easily prove that the so-called Dirac
Hamiltonian H =
∫
dx H with Hamiltonian density
H = −ivF [ψ†+∂xψ+ − ψ†−∂xψ−], (A16)
can be exactly rewritten as a wave propagating at veloc-
ity u = vF (and K = 1):
H = u
2π
[
1
K
: (∂xΦc)
2 : +K : (Πc)
2 :]. (A17)
Remarkably, adding a weak Hubbard interaction between
electrons results only in a renormalization of K and u as
uK = vF and K = 1− Ua
πvF
· (A18)
We obtain the general Luttinger liquid Hamiltonian.
APPENDIX B: WEAK COUPLING AND
FERMIONIC KINKS
In the weak coupling limit JK/t≪ 1 and U/t≪ 1 and
at half-filling, one must start with K → 1. The density
of holons at q = 4kF ∼ 0 is described by [64]:
χ†−(x)χ+(x) ∝ exp[i
√
2πΦc(x)]. (B1)
This has a scaling dimension close to 1/2. We imme-
diately deduce that the scaling dimension of the holon
field is 1/4. Then, for the electron gas, the holon (like
the spinon, see Appendix C) behaves as a semion or half
of an electron [65]. This is equivalent to say that the free
electron decomposes itself into spinon and holon.
At low temperatures and half-filling, holons acquire a
mass due to the strong renormalization of the backward
Kondo exchange, and charge carriers rather behave as
fermionic kinks: The Kondo coupling is equivalent to an
umklapp process. To show that in a quite exact manner,
we adopt the following scheme. First, it is convenient to
perform an average on the spin sector:
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< Tr~σΦ(1/2) · ~N > = mλ
2
4pi : Tr~σΦ(1/2) · ~N :, (B2)
with m = ∆ (the spin gap at the Fermi level) and:
λ2 = 2π(1 + 2∆N ). (B3)
At the crossover temperature, we have:
: Tr~σΦ(1/2) · ~N : = constant. (B4)
The Kondo exchange turns the spinons of the 1D LL
into optical magnons. Using the gap-equation (15), this
results in
JK < Tr~σΦ
(1/2) · ~N > ∝ ∆2−K2 . (B5)
The Kondo interaction then reads:
Hhf,c = ∆
2−K
2
2πa
cos
√
2πKΦc. (B6)
Second, when the bare LLP is (nearly) 1, one gets:
Hhf,c = ∆
3/2
2πa
cos
√
2πΦc =
∆
2πa
cos
√
4πΦc. (B7)
Using the definition (4), one definitely obtains:
Hhf,c = −i∆(ψ†+ψ− − ψ†−ψ+), (B8)
that typically leads to the same spectrum given in Eq.(5).
Again, we have chosen Klein factors such as η+η− =
+i. As soon as JK 6= 0, we obtain a Kondo insulator:
Pairs of holons cannot be excited at zero temperature and
typically the LLP tends to zero (exactly at half-filling).
Note that other excitation branches (‘breathers’), which
correspond to kink-antikink bound states, cannot appear
because the effective dimension of the SG-operator is 1.
The backward Kondo coupling is then equivalent to an
umklapp process with K = 1/2 and g3⊥ = ∆ at low tem-
peratures and low freqencies. However, conversely to the
strong coupling limit JK/t≫ 1, this picture is here only
appropriate at low energy. Charge excitations at high
temperatures are rather semions. This produces differ-
ences e.g. in transport features at high frequency.
APPENDIX C: FIELD THEORIES FOR SPIN
DEGREES OF FREEDOM
Considering low-dimensional spin problems with SU(2)
symmetry, we obtain a particular class of conformally
invariant theories which has an Hamiltonian density
quadratic in the currents Ja(x) (a = x, y, z) [33]:
Hs(x) = 1
2 + k
: ~J(x) · ~J(x) : . (C1)
The velocity of spin excitations has been fixed to 1. Here
k is the Kac-Moody level which must be a positive in-
teger. It follows that the Sugawara density Hamiltonian
obeys the so-called Virasoro algebra with a conformal
anomaly parameter: C = 3k/(2 + k).
1. Heisenberg model
The low-temperature behavior of a single Heisenberg
chain is described by a Sugawara Hamiltonian with k = 1.
The physical particles (pairs of spin-1/2 excitations or
spinons), are included through the primary fields Φ(1/2)
and Φ(1/2)† from the representation of the SU(2) group.
The action taking into account the dynamics of the
spinon pairs is given by:
SWZW = − 1
16π
∫
d2x Tr(∂µΦ(1/2)†∂µΦ(1/2)) (C2)
+
i
24π
∫ ∞
0
dǫ
∫
d2xǫαβγTr(AαAβAγ),
and,
Aα = Φ(1/2)†∂αΦ(1/2). (C3)
The last term is from topological origin. The 2kF SDW
operator (i.e. the 2kF spinon density) can be identified
as:
~N(x) = ei2kFxTr(Φ(1/2) +TrΦ(1/2)†)~σ. (C4)
and has a scaling dimension 1/2. We immediately deduce
that a single spinon at k = kF has a scaling dimension
1/4 and behaves as a semion [65,66].
2. Usual Spin ladder
Here, it is natural to rewrite the theory in terms of the
total spin current:
~RL/R(x) = ~JL/R(x) + ~IL/R(x). (C5)
These obey the Kac-Moody algebra with k = 2. The
associated Hamiltonian, constructed from ~R(x), Hs, has
C=3/2. A crucial point is that HsJ +HsI can be writ-
ten as a sum of two commuting pieces, Hs and a re-
mainder. The value of the conformal anomaly for this
remainder Hamiltonian is C = 2 − 3/2 = 1/2. There is
a unique unitary conformal theory with this value of C,
namely the Ising model: This is an example of Goddard-
Kent-Olive coset construction [67]. The eigenstates in
the SU(2)2L × SU(2)2R sector appear in conformal tow-
ers labeled by spin quantum numbers j = 0, 1/2, 1. The
corresponding primary fields are: the identity 1, the fun-
damental field γ(1/2), and the triplet operator (a 3 × 3
matrix) Φ(1) =
∑
i,j ΦLjΦRj . Their scaling dimension is
given by 0, 3/8, 1 respectively. Similarly, there are three
primary fields in the Ising sector: the identity operator
1, the Ising order parameter σ and the energy operator
ǫ with scaling dimensions 0, 1/8, 1 respectively.
The spin ladder system is then described by the effec-
tive Hamiltonian [35]:
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H = H(k=2)s +H
(Ising) +
∫
dx [∆TrΦ(1) − 3∆ǫ]. (C6)
∆ is typically the interchain coupling.
Notice that starting with two different intrachain
Heisenberg coupling constants produces an extra term
in the action, namely:
δS ∝ |J‖1 − J‖2|
max(J‖1, J‖2)
∫
d2x Tr(∂µΦ(1/2)†∂µΦ(1/2)). (C7)
Redefining Φ(1/2) = i~σ ·Φ, the result is an O(3) nonlinear
sigma model built out of the field Φ. Since the topolog-
ical term has here no contribution, then the gapless or-
dered state of the isotropic sigma model is unstable. The
spin gap should be rescaled as:
∆S ∝ ∆exp−( |J‖1 − J‖2|
max(J‖1, J‖2)
)· (C8)
The distinction between ∆ and ∆S can be done only for
appreciable differences between J‖1 and J‖2.
3. Takhtajan-Babujan chain
Now, we start with the integrable Takhtajan-Babujan
S=1 chain on a lattice, described by:
H = J‖
∑
j
(SjSj+1)− β(SjSj+1)2, (C9)
where β = 1 [68]. The unusual term quartic in spin
can be generated, for example, by phonons. Solving
Bethe Ansatz equations, the only elementary excitation
is known to be a doublet of gapless spin-1/2 spin waves,
with total spin 0 or 1. The specific heat behaves as:
Cv/L = 2ST/(1 + S) + O(T 3), where S=1. Then, in
the sense of critical theories, such a model could be
parametrized by a conformal anomaly C = 3S/(S+1) =
3/2. This fact, together with numerical checks, leads to
the conclusion that the criticality of this model is gov-
erned by operators satisfying a critical Sugawara model
with k = 2S = 2. In particular, the staggered magneti-
zation ~N can be simply expressed as:
~N(x) = Tr{(γ(1/2) + γ(1/2)†)~σ}, (C10)
with scaling dimension 3/8. The Hamiltonian is in turn
equivalent to three Majorana fermions (or triplet excita-
tions, and not doublets).
APPENDIX D: LINKS WITH NON-MAGNETIC
GAUSSIAN DISORDER
Let us now make comparisons with transport prop-
erties of a LL with many randomly distributed non-
magnetic impurities.
For not too strong disorder, one usually approximates
the disorder by a random potential,
Hdis =
∫
dx V (x)ρ(2kF )(x). (D1)
ρ(2kF ) is the 2kF charge density operator. As usual, we
can omit forward scattering because it can be incorpo-
rated into the shift of the chemical potential and does
not affect the fixed point properties. V (x) is generally
Gaussian correlated i.e.:
V (x) = 0, V ∗(x)V (x′) = Dδ(x− x′). (D2)
One also assumes that the concentration of impurities
becomes infinite ni → +∞, but that the scattering po-
tential of each impurity becomes weak V → 0 so that the
product:
D = niV
2, (D3)
remains a constant. Note the manifest difference with
the Kondo lattice at half-filling. For ∆N = 0 and high
temperatures, the RKKY interaction produces a constant
(flat) uniaxial potential:
V (x) = λ3, V (x)V (0) = Dm = λ3
2. (D4)
Adding an explicit antiferromagnetic exchange between
local moments creates rather an isotropic potential; each
component satisfies (i=x,y,z):
V (x) = λ3 < Tr(Θ(1/2)(x)σi) > = 0, (D5)
V (x)V (0) = Dm < N
i(x)N i(0) > = Dm/x
2∆N .
(The two-point correlation functions are here computed
for equal times). For simplicity, in the following, we
consider the bare lattice step equal to one. For spins
S=1/2 and a resulting Heisenberg exchange, we have
∆N = 1/2. For an S=1 Takhtajan-Babujan chain, the re-
sult is ∆N = 3/8. The averages are essentially performed
on quantum fluctuations. By analogy to non-magnetic
disorder, we have defined:
Hmag =
∫
dx ~V (x) · ~ρs(2kF )(x), (D6)
with:
Vi(x) = V (x) = λ3N
i(x). (D7)
In KLM’s with ni = 1, the magnetic potential has a
Fourier component at q = π, and then it is only relevant
at half-filling.
In the interplay between (Gaussian correlated) non-
magnetic disorder and interactions, the memory function
approximation does not give the correct result. An extra
term occurs coupling disorder and spin backscattering.
We must proceed as follows.
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In the pure system, one has to include the spin inter-
action:
Hbs = 2g1⊥
(2π)2
∫
dx cos
√
8πΦs(x). (D8)
written in the Abelian formalism [14]. For small U, the
spin Luttinger parameter reads
Ks = 1 +
g1⊥
πvF
= 1 +
U
πvF
· (D9)
For repulsive interactions, the fixed point is described by
K∗s = 1 and g
∗
1⊥ → 0. For attractive interactions, g1⊥
flows to −∞ and opens a superconducting gap. But,
in both cases, g1⊥ affects much transport properties at
intermediate length scales. In the Born (or still Hartree-
Fock) approximation, one can write [14]:
σdc(T ) = T
−1/D(T ) = le(T ). (D10)
The conductivity, that is a physical quantity, is of course
not changed under renormalization. The (dimensionless)
non-magnetic disorder obeys:
D = lin/le, (D11)
where le is the “effective” elastic mean-free path and
lin = vF /T , the thermal length at which renormalization
procedure must stop due to the generation of inelastic
processes. We make the approximation that the equa-
tion flows are not modified up to this length scale. The
obtained dc-conductivity corresponds to the one of the
infinite system.
The delocalized regime is inevitably driven by quan-
tum effects. The Anderson- (or still Kondo) localization
length  Lloc ∼ ∆−1 is very short in 1D: There is no diffu-
sive or Boltzmann region, and then the mean-free path is
not a universal quantity (the Einstein diffusion constant).
Using the recursion law found in ref. [48]:
dD
d lnT
= −(3−Ks(T )−K − g1⊥
πvF
)D, (D12)
one gets:
σdc(T ) = T
2−µˆ µˆ→ Ks(T ) +K + g1⊥
πvF
· (D13)
This is the precise exponent of the d.c. conductivity at
finite length scales. For small U , one obtains:
σdc(T ) ∼ T−U/πvF . (D14)
Conversely to the case of magnetic impurities, repulsive
interactions tend to make the disorder less relevant and
decrease localization.
For sufficiently strong attractive interactions, one gets:
σdc(T ) = T
2−K . (D15)
(One has to exclude the term in g1⊥D because it be-
comes nonperturbative: its effect is anyway to create a
gap resulting in K∗s → 0 and a quite small localization
length).
For the 1D KLM’s with ni = 1, one can also write
[from Eq.(14)]:
dDm
d lnT
= −(3− µ)Dm (D16)
so that:
σdc(T ) = T
−1/Dm(T ). (D17)
This implies that at high temperatures we have a per-
fect duality to a model, where the distribution of the
magnetic potential is rather Gaussian correlated and the
effective exponent for the spin density-spin density corre-
lation function in the electron liquid is µ = K(T )+2∆N .
It becomes then simple to investigate the competition
between Anderson- and Kondo localization(s). For small
U , one gets:
µ = 1− U
πvF
+ 2∆N ≤ 2− U
πvF
, (D18)
µˆ = 2 +
U
πvF
·
For repulsive interactions, one finds µ < µˆ, producing
Kondo localization whereas attractive interactions favor
the Anderson glass to arise.
APPENDIX E: THIRD ORDER TERMS FOR
GAUSSIAN MAGNETIC RANDOMNESS
We follow exactly the same scheme as in Appendix
A of ref. [48]. At lowest order, like for non-magnetic
randomness, one obtains:
dDm
d lnL
= (3 −Ks −K)Dm, (E1)
dg1⊥
d lnL
= 2(1−Ks)g1⊥.
Here, Dm and g1⊥ are dimensionless parameters. On
the other hand, a third order term is also involved in the
computation of 2-point correlation function Rν (ν = s, c),
which is:
R
(III)
ν (r1 − r2) = −const.g1⊥
a2
Dm
a2
∑
ǫ6=±
∫
[...] (E2)
×< Tτ ei
√
2πΦν(r1)e−i
√
2πΦν(r2) cos
√
8πΦs(r3)
× sin
√
2πΦs(r4) sin
√
2πΦs(r5)e
iǫ6[
√
2πΦc(r4)−
√
2πΦc(r5)] >
with,
[...] = dx3dτ3dx4dτ4dx5dτ5δ(x4 − x5). (E3)
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If the points (x4, τ4) and (x5, τ5) are close together in a
ring of inner radius a and width da, then the element of
integration becomes:
[...] = const.da
∫ ∫ ∫ ∫
dx3dτ3dx4dτ4. (E4)
When contracted and summed over ǫ6 the
< eiǫ6[
√
2πΦc(r4)−
√
2πΦc(r5)] >= exp(− Fc[0, a
vF
]) (E5)
part gives a constant factor (that is independent of the
lattice cut-off), and from the eliminated degrees of free-
dom we obtain:
+const. da
g1⊥
a2
Dm
a2
∫ ∫ ∫ ∫
dx3dτ3dx4dτ4 < Tτ (E6)
ei
√
2πΦν(r1)e−i
√
2πΦν(r2) cos
√
8πΦs(r3) cos
√
8πΦs(r4) >
which is identical to a g21⊥ term and contributes only to
Rs. In particular, redefining Dm → aDm (the dimen-
sionless disorder) one gets:
g21⊥(l + dl) = g
2
1⊥(l) + const. dlDmg1⊥(l). (E7)
As usual, one puts: a = el and daa = dl. The recursion
law for the spin backscattering becomes exactly:
dg1⊥
d lnL
= 2(1−Ks)g1⊥ +Dm. (E8)
If the points (x3, τ3) and (x4, τ4) [or (x5, τ5)] are close
together, one obtains an extra renormalization of Dm,
Dm(l + dl) = Dm(l) +
g1⊥
πvF
dlDm(l), (E9)
and finally:
dDm
d lnL
= (3−Ks −K + g1⊥
πvF
)Dm. (E10)
The sign of the last term is opposite to the one in the non-
magnetic disorder problem. This reveals a strong compe-
tition between Kondo localization and superconductivity
for attractive enough electron-electron interactions.
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Impurities Dm dK/dl dDm/dl exponent σdc or δG transition
lattice λ3
2 −K2Dm(l) [3− µ(l)]Dm µ = K(T ) + 2∆N σ ∼ T 2−µ[T ] Kondo insulator(s)
single λ3
2 0 [2− µ˜(l)]Dm µ˜ = K + 1 δG ∼ T µ˜−2 Boundary effects
Table 1: Weak coupling.— Renormalization of the various parameters, physical properties and transport properties
both in the case of Kondo lattices and of a single magnetic impurity. In this Table, for simplicity we nominate Dm,
the magnetic disorder parameters in both limits. In the case of randomly distributed magnetic defects, we have found
σdc(T ) ∝ TUa/πvF and a glassy phase which should correspond to a disordered Ising phase. For a comparison with
non-magnetic impurities, see for instance ref. [14].
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