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1. INTRODUCTION 
Throughout this paper C,,,, denotes the set of all n x n matrices with complex entries. 
Euler matrix differential equations of the type 
t2X” + AltX’ + AoX = 0, t > 0 (1.1) 
where Ai, i = 0, 1, are matrices in CnXn, have been recently studied in [5], but Euler matrix 
differential equations of the type 
A2t2X” + A1tX’ + AoX = 0, t > 0 (1.2) 
are not reducible to equations of the type (1.1) when As is a singular matrix. Euler equations 
of the type (1.2) are particular cases of equations of the type [P(t)X’]’ + &X(t) = 0, that 
appear in the theroy of nonlinear waves and that are closely related to the Korteweg de 
Vries equation [7]. 
The aim of this paper is to find existence conditions and closed form solutions for Cauchy 
problems and boundary value problems related to the Euler equation (1.2) for the case where 
A2 is possibly singular and A0 is nonsingular. 
If S is a square matrix in Cnxn, we denote by SD and S+, the Drazin inverse and the 
Moore-Penrose pseudoinverse of S respectively. We recall that an account of properties and 
procedures for computing these matrices may be found in [2,6]. 
2. EXISTENCE CONDITIONS AND CLOSED FORM SOLUTIONS FOR 
INITIAL VALUE PROBLEMS 
If we consider the change of variables t = exp(u), -c=o < u < co, and we denote 
X=$$ 2, $$, then the Cauchy problem 
A2t2X” + AltX’ + AoX = 0, X(a) = Co, X’(a) = Cl, a > 0, t > 0 (2.1) 
is equivalent to the problem 
AaX + (AI - A# + AoX = 0, X(b) = Co, i(b) = aC1, b = log(a) (2.2) 
IfA = I, then any Cauchy conditions for equation (2.1) is solvable,[5], but if Az is singular, 
the equivalent problem (2.2) may be inconsistent for certain initial value conditions, as it is 
shown in [1], considering an equivalent first order extended problem, see [l] for details. 
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Let us suppose that the algebraic equation 
AzX2 + (Al - A2)X + A0 = 0 (2.3) 
where A0 is nonsingular, admits a solution X0. Then it is clear that the matrix function 
Xl(U) = exp(uX0) is a solution of the differential equation of (2.2). Now we are looking for 
a function X,(u) = X,(u).+), h w ere Z(U) is a new unknown function that we are going 
to determine so that X2(u) may be a solution of the differential equation of (2.2). Taking 
derivatives of X2(u), it follows that 
X2 = exp(uXo){XoZ(u) + i(u)} 
. . 
X2 = exp(uXo){XiZ(u) +2X0,?(u) + Z(u)} 
If we impose that X,(u) satisfies the equation of (2.2), it follows that Z(U) must verify 
AZ exp(uXo)j(u) + (2A2Xo + AI - AZ) exp(uXo)i(u) = 0 (2.4) 
Now, let us consider the change V(U) = exp(uXo)i(u), th en equation (2.4) may be expressed 
in the form 
AzI+) + (A2Xo + A1 - Az)V(u) = 0 (2.5) 
As X0 is a solution of (2.3) and A0 is invertible, it follows that 
(A2Xo + AI - A2)Xo = -A0 (2.6) 
and hence the matrix A2Xo + Al - A2 is invertible. If we denote a = (A2Xo + Al 
-A2)-lA2 then from [l,th. 3.1.31, for any matrix Q E Cnxn, the general solution of (2.5) is 
V(u) = exp(-aD(u - b))AaDQ (2.7) 
From (2.6) it follows that the matrix function 
X2(u) = exp(uXo)Z(u) = 1” exp((u - s)Xo) exp(-aD(s - b))dsaAD (2.8) 
is a solution of the equation of (2.2), for any matrix Q E Cnx,,. Thus for any matrices P, Q 
in CnXnr the matrix function X(u) defined by 
X(u) = exp(uXo)P + J 
u 
exp((u - s)Xo) exp(-AD(s - b))dsAADQ (2.9) 
b 
are solutions of the differential equation of (2.2). Taking into account the change u = 
log(i), b = log(a), it follows that the matrix function 
x(t) = txo P + (J Gf ; Xot-(‘+ciD)& a"DajD~ > (2.10) 
is a solution of the diferential equation (1.2). Thus the following result has been proved. 
THEOREM 1. Let us suppose that matrix A0 is nonsingular and that there exists a solution 
X0 of equation (2.3). If we denote by a the matrix i = (A2Xo + A1 - A2)“Az then for any 
matrices P,Q in C,,,,, the matrix function X(t) given by (2.101, is a solution of equation 
(1.2). 
Next corollary gives a sufficient condition for solvability of the Cauchy problem (2.1). 
Note that from (2.10) one gets _ 
x’(t) = $x(t) + t -(I+iD),ADaaD~ 
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Thus, if we impose that X(t) given by (2.10) satisfies the Cauchy conditions of (2.1), then 
matrices P, Q must verify 
co = X(a) = aXOP; Cl = x’(a) = sax0 P + .-iaADQ 
a 
orP=a -x~Cc, and AADQ = aCi - XcCo 
(2.11) 
NowasS= AAD is a projection and has index, Ind(S) = 1, from th. 7.2.4 of [2], it follows 
that SSDS = S. Also, from the properties of the Drazin inverse [2, p.1221, one gets S = SD, 
and in accordance with [6], the algebraic equation (2.11) is solvable, if and only if, 
MD(aCl - X&o) = aC1 - XOCO (2.12) 
Under this condition, the general solution of (2.11) takes the form Q = (I - aAD)R + . ^ 
AAD(aC1 - X&‘O). Taking R = 0, one gets that Q = AAD(aC1 - XOCO) is a solution of 
(2.11). Thus the following result has been proved. 
Corollary 1. Let us assume that there exists a solution X0 of equation (2.3) and that 
matrix An is nonsingular. Then if A = (A2Xc + Al - A2)-lA2, the Cauchy problem (2.2) 
is solvable if matrices Co, Cl, satisfy (2.12), in this case a solution of this problem is given 
by the expression 
X(t) = (k)“” Co + (l (i)xo *-cl+AD)d*) aA (aCI -X0&) 
3. BOUNDARY VALUE PROBLEMS 
Let us assume the hypotheses and notation of theorem 1, and let us consider the boundary 
value problem 
Azt2X” + AltX’ + AoX = 0, a 5 t 5 c 
ElX(a) + FIX(C) = 0; E2X’(a) + FzX’(c) = 0, a > 0 
(3.1) 
where Ei, Fi,Aj, for i = 1,2, and j = O,l, 2, are matrices in C,,x,. If we impose that the 
matrix function X(t) given by (2.10), satisfies the boundary value conditions of (3.1), then 
matrices P,Q must verify the algebraic system 
ElaXoP + Fl [cxoP+ lc (:)x0 ,-(r+AD)& aiDAADQ] = 0 
~32 -a OP+aADQ X0 x 
a 
;) + F2 [$ (cxoP+lc Sxo~-(~+~D,d,a~DAAoQ)] + 
+F2,-(‘+AD),.iD~jD~ = 0 
If we denote by T = (Tij), 1 5 i, j _< 2 the block partitioned matrix by 
Tll = ElaXo f Flc”“; 
c c_ x0 
TIP=FI ; I() t -(‘+aiD)dra.iDAaD; a 
7'21 = E2a(XO") + F~C(XO-‘) x0 
> 
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and 
(3.3) 
Note that from (2.11), the expression X(t) given by (2.10), represents the zero solution of 
equation (1.2), if and only if, P = 0 and a”“AAD = 0, or equivalently P = 0 and AAD = 0. 
Hence, we have that problem (3.1) has nontrivial solutions X(t) given by (2.10), if matrices 
P, Q, satisfy 
T [ ~1 = o and [Diag(l, AAD)] [g ] # o (3.4) 
where T = (zj) is defined by (3.3). F rom th.2.3.2 of [6], the general solution of system 
TP 
[ 1 Q = 0, takes the form I 1 z = (I272 - T+T)Y, where Y is an arbitrary matrix in Csnx,,. 
Thus, matrices P, Q, must be defined by 
[ 1 ; = (I2* -T+T)yt YE C2nxn, Im(Y) p IV, W = [Diag(l,AAD)] (12,, -T+T) (3.5) 
where Im(Y) denotes the image of matrix Y and h’er(W) represents the Kernel of IV. 
Hence the following result has been proved 
THEOREM 2. Let us aSsume that equation (2.3) admits a solution Xc and that A0 is an 
invertible matrix. Let A = (AzX0 + AI - A2)-‘A2 and let T = (Tij) defined by (3.3). Then 
it follows that 
(i) Problem (3.1) h as nonzero solutions if matrix W defined by (3.5) is nonzero. 
(ii) If matrices P, Q E C,,, ,, , are defined by (3.51, then the matrix function X(t) defined 
by (2.10) defines a nonzero solution of problem (3.1). 
Remark. If matrix As = I, then A = (Xs + A1 - I)-‘, and the compatibility condition 
(2.11) is always uniquely solvable because AAD = I. This means that in this case the 
Cauchy problem (2.1) is always solvable, and the expression (2.11) for the solution coincides 
with the one given in (51. Finally, our paper is based on the existence of a solution Xs of 
equation (2.3), and we recall that methods for solving equations of the type (2.3) may be 
found in [3,4]. 
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