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Abstract
Microfluidic chips, lab-on-a-chip devices that have channels transporting liquids in-
stead of wires carrying electrons, have attracted considerable attention recently from the
bio-medical industry because of their application in testing assay and large-scale chemical
reaction automation. These chips promise dramatic reduction in the cost of large-scale re-
actions and bio-chemical sensors. Just like in traditional chip design, there is an acute need
for automation tools that can assist with design, testing and verification of microfluidics
chips. We propose a design methodology and tool to design microfluidic chips based on
SMT solvers. The design of these chips is expressed using the language of partial differen-
tial equations (PDEs) and non-linear multi-variate polynomials over the reals. We convert
such designs into SMT2 format through appropriate approximations, and invoke Z3 and
dReal solver on them. Through our experiments we show that using SMT solvers is a not
only a viable strategy to address the microfluidics design problem, but likely will be key
component of any future development environment.
In addition to analysis of Microfluidic Chip design, we discuss the new area of Micro-
hydraulics; a new technology being developed for the purposes of macking dynamic molds
and dies for manufacturing. By contrast, Microhydraulics is more concerned on creating
designs that will satisfy the dynamic requirements of manufacturers, as opposed to mi-
crofludics which is more concerned about the chemical reactions taking place in a chip. We
develop the background of the technology as well as the models required for SMT solvers
such as Z3 and dReal to solve them.
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Chapter 1
Introduction
There is great opportunity and need for software-based design automation tools for micro-
fluidics [3]. As compared to the mature and robust industry for software-based design
automation tools for digital circuits, which is backed by decades of research, tools for mi-
crofluidic design automation are relatively nascent. There has been about a decade of
research in the area, and there are relatively few commercial tools.
Microfluidic design is more complex than digital circuit design because of the wider
range of physical theories involved, and because of the sensitivity of various parameters.
While it is true that both analogue electrical circuits and hydraulic networks can be mod-
elled with some the same mathematics — i.e., voltage is like pressure, whereas current
is like flow rate — the channel widths, lengths, and turns in microfluidics have greater
impact on their resistances than do wire widths, lengths, and turns in analogue electrical
circuits (at least at the scale of the devices under consideration here). So for microfluidic
devices, the placement of components and routing of channels is more intimately tied to
the functionality of the device.
The current state of practice in microfluidic device design is calculations ‘by hand’
(perhaps with Matlab) followed by build and test. Building and testing is currently easier
and less time-consuming than trying to do a more rigorous design in advance due to lack of
appropriate design automation software. As in other engineering fields, this build-and-test
approach is limited in terms of size of artifacts that can be designed and the robustness of
those artifacts.
This thesis identifies three different kinds of microfluidic devices that could benefit
from design automation software: microhydraulic (§2), single-phase (§3), multi-phase (§4).
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Within each of these domains this thesis identifies and documents some of the analytic
equations that would need to be computed by design automation software.
Single-phase and multi-phase are classes of devices that were previously well-known.
The idea of microhydraulics is less studied in the literature. The idea of microhydraulics
is that the fluid is used to move or maintain mechanical components in position — there
is no interesting chemical or biological activity in the device. By contrast, most of the rest
of microfluidics is usually concerned with facilitating chemical or biological processes.
The design space of a novel microhydraulic device, the PinPress, is described (§2).
The PinPress is a programmable die for advanced manufacturing [36]. The PinPress can
be quickly reconfigured to form new shapes in a matter of minutes, whereas swapping
old-fashioned dies in a production line can take hours.
Furthermore, this thesis investigates the applicability of recent advances in smt solvers,
namely dReal [27], to synthesis of microfluidic device designs. dReal’s design intention was
as a tool for verifying software or cyber-physical systems. No prior work in the literature
proposes using smt solvers for synthesizing (nor analyzing) microfluidic devices (§1.1).
We provide a preliminary evidence that it is feasible to use dReal for microfluidic design
synthesis.
Finally, in some circumstances a microfluidic design automation tool might not be able
to rely on analytic equations, and might have to use partial differential equations. These
are conventionally solved by a finite element analysis. We demonstrate that dReal can
perform this analysis for some of the relevant equations (§5.8, §5.9) with coarse meshes
§5.7. We also explore novel analytical approximation techniques for the PDEs in question
that can be computed more efficiently by dReal (§5.2, §5.3).
This thesis advances towards the goal of microfluidic design synthesis tools, identifying
some specific targets and some of the tools and techniques that might take us there. A
tremendous amount of work remains to be done — far more than the scope of one masters
thesis — before the vision of replicating the digital circuit design toolchain for microfluidics
has been fully realized.
2
1.1 Review of Microfluidic Design Automation Soft-
ware
1.1.1 Background
Microfluidics chips, lab-on-a-chip devices that have channels transporting liquids instead of
wires carrying electrons, are increasingly used in testing assays, drug design and analysis.
These chips are already quite complex and their complexity is only increasing rapidly with
time [3]. It is all but obvious that designing such chips will require sophisticated software,
similar to electronic design automation (EDA) tools used by the microprocessor design
industry [8]. Applications for Microfluidic Chips [66] range from STI detection (HIV [35],
syphillis [11]), malaria [37], detection of small molecules (ethanol), DNA (viruses) to Pro-
teins such as glycophorin C [65, 67], a protein linked to leukemia.
While design tools for electronic chips largely support bit-vector heavy hardware de-
scription languages, microfluidic chip designs are expressed using constraints that span the-
ories such as partial differential equations, and non-linear multi-variate inequalities over the
reals. This suggests the use of constraint solvers that are good at solving constraints from
many different fragments of mathematics as backends for design tools for microfluidics.
Fortunately, SMT solvers are the kind of tools that are good at supporting a variety of dif-
ferent mathematical languages in a seamless way, suggesting a new design methodology for
microfluidics chips based on such solvers. Chakrabarty et alia describe the overall process
of microfluidics design [12, 13].
1.1.2 Current Design Methodology for Microfluidics Circuits
Currently, microfluidics design works by an educated guess-and-check method. Starting
from the equations that describe the requirements of the circuit, the microfluidic’s engi-
neer guesses design parameters that might work. Then he/she writes, by hand, a Matlab
simulation for the circuit. Writing the Matlab simulation requires upwards of four hours,
and includes doing some calculations by hand on the side. The Matlab script is typically
upwards of 7000 lines, and is usually constructed by modifying a copy of an old script.
If the simulation fails, then the microfluidics engineer guesses new values for the design
parameters and tries again. In other words, the design process is guess-and-check guided
by educated intuition.
To the best of our knowledge Matlab is not able to conduct this design parameter search
automatically. First, Matlab is primarily intended as a simulation engine, rather than a
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solver. Moreover, Matlab, to our knowledge, does not natively handle systems of non-
linear inequalities over the reals: 1. fsolve does not support non-linear; 2. linprog supports
inequalities but not non-linear; 3. pdepe dues not support inequalities; 4. fmincon supports
non-linear inequalities by a guess-and-check method that we believe is less sophisticated
than what is done by modern SMT solvers.
In summary, microfluidic circuit design is, in part, a satisfiability problem over a combi-
nation of theories involving ordinary/partial differential equations, non-linear real inequali-
ties, trigonometric functions, and boolean constraints. The current state of practice is that
the designer attempts to find valid design parameters by using educated human intuition,
and then writes a Matlab script to simulate (verify) that those parameters do indeed satisfy
the constraints.
1.1.3 Proposed Solution
Gleichmann et alia [28] argue that software should be used to automate this process as much
as possible. Here, we present exactly such a methodology for microfluidic chip design based
on SMT solvers. We use two powerful solvers for our experiments, dReal [27] and Z3 [19].
Fluid dynamics relies heavily on the Navier-Stokes equation, which is a partial differential
equation. In practice, fluid dynamicists usually solve this equation by approximation using
the finite different method [51]. Our solver based approach partially realizes Gleichmann’s
proposal by integrating a number of these steps into one computation.
Our current prototype demonstrates that modern SMT solvers can be used for syn-
thesizing microfluidic circuit designs that are correct by construction. Further work is
necessary to make the prototype usable by microfluidic engineers.
1.1.4 Complimentary Works
Following summarizes other strategies that have targeted other challenges in the area of
microfluidic chip design. A number of IDE/drawing tools have been developed for micro-
fluidics (e.g., [6, 53]), as well as textual languages (e.g., [41]). McDaniel et alia [41] also
present a tool for simulating and debugging. This work is complementary to ours: the de-
signer wants both to draw/specify/simulate the circuit and let our system solve for many
of the design parameters.
Kahng et alia [34] investigate placement methods to minimize the microfluidic chip
area.
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Once the fluid circuit has been designed, there is a complementary problem of routing
electrical control wires for it. This is an NP-hard problem that has been tackled with a
graph-colouring heuristic [1].
There has been work similar to what we propose in the context of DNA Assay arrays
using Border Minimization Problem Solving techniques [34].
Most recently, work in large scale integration of microfluidic channels are being ex-
plored [3, 56].
Araci & Brisk [3] survey the current state of the art in large scale integration of mi-
crofluidic circuits. They identify the need for tools like ours, but do not have many to
cite. The only tool that they identify that uses any kind of solver is by Minhass et alia
[44], who use the Gecode (gecode.org) constraint programming system to compute the
routing, scheduling, and part selection for a microfluidic circuit. The output of our system
would be used as the input to their system.
1.2 dReal: A Modern SMT Solver for Reals
In recent years, an open-source tool dReal [27] has been developed to solve nonlinear formu-
las (polynomials, trignometric functions, exponential functions) over the reals. It is built
on opensmt [10] for high level DPLL(T) framework, and realpaver [29] for Interval Con-
straint Propogation algorithm. It functions by the use of δ-complete decision procedures
to determine the truth property of φ. δ is the numerical precision defined by the user, and
the solver offer a certificate of correctness; a solution when δ-sat or proof of unsatisfiability.
δ must be a postive, rational number.
It has been established that the complexity of higher order systems can be combatted
by the use of a δ relaxation [26]. This is done by relaxing the system from:
∃x ∈ I.x > 0 (1.1)
to
∃x ∈ I.x > δ (1.2)
It is concluded that given a δ, a set of first-order sentences can exist where their ”truth”
property is independent of δ-strengthening. This gives way to the fact that a set of
5
first-order sentences that return ”unsatisfiable” is in fact unsatisfiable, regardless of the
δ-precision of the system, and this system is known to be δ-robust.
It is proven once a numerical method has proven that it can be solved using a particular
numerical method, it is then suitable for solving using δ-decidability [26].
The δ-completeness of a system can be determined by varying the size of δ in order to
determine the sensitivity of the δ-robustness of the system [25]. A system is said to be
unsafe, if the satisfiability of the system is dependent on the precision of δ.
An alternatie solving method for nonlinear functions is Cylindrical Decomposition [15],
however it relies on a symbolic approach that is restricted to polynomial constraints. Nu-
merical methods used in solving nonlinear functions range from optimzation algorithms [46],
interval-based algorithms [24], Bernstein polynomials [45] and linearization algorithms [23].
dReal uses a combination of numerical and symbolic algorithms, accepting formulas in stan-
dard SMT-LIB 2.0 format allowing it to solve sin, tan, arcsin, arctan, exp, log, pow, and
sinh. Information on variables are declared using atomic formulas and the precision of delta
can be set via (set-info :precision 0.0001). This is useful for engineering applications, espe-
cially where many solutions exist. Bounded model checks are performed by incorporating
safety properties to the SMT formula.
1.2.1 Solvers
Uses a base DPLL(T) [10] framework, where an Interval Constraint Propogation (ICP) [29]
solver is used to check if a set of theory of atoms is consistent. ICP works by using a
”branch-and-prune method”, where the interval is divided into sub interval, and each sub-
interval is explored. A check and assert method uses the ICP solver to contract the interval
assignments on defined variables, and eliminate domains that do not contain any solutions.
Backtracking and Learning method keeps a stack of mappings from variables to unions of
intervals. When a conflict is reached, the solver backtracks to the previous environment and
collects constraints that led to the conflict. These subset of constraints are turned into a
learned clause and added to the original formula. Witness for δ-Satisfiability is the ground
formula of the original formula given δ relaxation of the formula. Proofs of Unsatisfiability
is a proof tree that be can be verified by testing the negation of the formula.
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1.3 Research Impact
There are not yet any academic publications as a result of this thesis work. There are,
however, other external results.
The PinPress work is the subject of a patent [36] and an associated startup company,
Maieutic Enterprises Inc.1 This company has won a number of grants and awards, includ-
ing:
• AC Jumpstart cad$60k
• OCE VIP1 + TalentEdge cad$30k
• Futurpreneur cad$15k
• LESI Global Award2 usd$31.5k
• HAX Accelerator usd$25k
• ‘Get in the Ring’ Kauffman Foundation usd$5k
This thesis work has also sparked two NSERC Discovery proposals from University of
Waterloo faculty (one successful; the other currently under review).
During the course of this thesis work, a number of under-graduate co-op, capstone
design projects and 499 students were supervised, some of whose work is incorporated into
this document (with citation):
1. Thomas Kennedy (4B Nanotechnology Engineering)
2. Natascha van Lieshout (4B Nanotechnology Engineering)
3. Christopher Willar (1B Nano Engineering)
4. Divij Rajkumar (4B Computer Engineering)
5. Stephen Chou (4B Computer Engineering)
6. William Lindsay (4B Computer Engineering)
7. Murphy Berzish (4A Software Engineering)
8. Ming-Cee Yee (2B Computer Science)
9. Ahmed Eltom (4A+B Nanotechnology Engineering)
10. Aidan Gallagher (4A+B Nanotechnology Engineering)
11. Dhruva Nathan (4A+B Nanotechnology Engineering)
12. Sam Jeong (4A+B Nanotechnology Engineering)
13. Tessa Alexanian (4A+B Systems Design Engineering)
1http://maiuetic.ca
2https://www.lesi.org/about/lesi-news-and-updates/2015/05/28/
les-foundation-graduate-student-business-plan-competition-awards-international-global-prize-to-student-entrepreneurs-from-university-of-waterloo-for-manufacturing-innovation-plan
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14. Emily Haggith-Arthur (4A+B Systems Design Engineering)
15. Logan Money (4A+B Systems Design Engineering)
16. Ryan Collins (4A+B Systems Design Engineering)
Additionally, there are two other masters students currently working on projects initiated
by this work.
Finally, some of our models have been used to improve both the performance3 and
correctness of dReal.4
3Soonho Kong, personal communication regarding dReal v3.15.10.01, October 6, 2015. https:
//github.com/dreal/dreal3/tree/master/benchmarks/smt2/microfluidics
4dReal3 issue #150, August 2015, https://github.com/dreal/dreal3/issues/150
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Chapter 2
Microhydraulic PinPress
We introduce the term microhydraulics to distinguish the work from microfluidics. In
microfluidics the fluid in the circuit is of interest, whereas in microhydraulics the fluid is
just a means to secure solid parts. Microfluidic circuits might be concerned with medical
diagnostics (“lab on chip”), chemical synthesis, or other applications where some property
of the fluid is either unknown or intended to change. Microfluidic circuits typically do not
have solid moving parts, whereas microhydraulic circuits do.
This following are the elements necessary in developing the PinPress solution:
1. Comparison of actuators (§2.4). Five different kinds of actuators for potential use in
microhydraulics are analyzed and compared. Homopolar (linear) motor is selected
as the best choice for the PinPress due to the density of the device.
2. Controls. A method to address each individual motor is described, analagous to an
active AMOLED system (§2.5.1).
3. Locking mechanisms. A two-stage physical locking mechanism for securing the pins
into position. The primary locking mechanism is fluid-based §2.6.1. The secondary
is gel-based §2.6.2.
4. Software models. A model used to describe aspects of reconfigurable tooling that can
be used to reason around using an SMT-solver such as dReal (§2.7).
5. Physical prototypes. Iterations in the development of the first microhydraulic system
is documented (§2.8).
9
2.0.1 Motivation
Dies used in high-volume manufacturing degrade with use over time. When a die degrades
beyond acceptable tolerances the production line must be stopped and that die repaired or
replaced. The longer the production line is stopped, the more expensive the stoppage is.
An ideal tool would be an infinitely customizable die with a programmable surface, com-
prised of hundreds or thousands of tiny pins that are held in place by a non-compressible
fluid. These programmable dies can then easily change shape to produce different kinds
of items allowing for compensation for wear and tear, reduced changeover time and cus-
tomization to individual consumer needs. When a conventional die degrades it is difficult
and time consuming both to diagnose exactly where the problem is and to repair it. The
programmable die, by contrast, can self-diagnose where it is out of tolerance and automat-
ically return itself to the correct, desired shape. Mechanical wear on the programmable die
is experienced by each individual pin. The die can measure the length of each pin individ-
ually by measuring its electrical resistance. This measurement is compared to the desired
length of the pin to detect which pins have been worn down. Then, using microhydraulics,
it can extend pins that have been worn down so that the die returns to the desired shape.
Note that we do not currently expect this die re-calibration process to occur while the
production line is running: the line will still have to be stopped, but for a much shorter
period of time than is currently the case.
It is believed that these programmable dies are widely applicable in high-volume manu-
facturing, but initial focus is on softer materials such as plastic extrusion. Alternatively, a
programmable surface can be used to allow for mass-customization. For instance, though
most consumers have feet that fall into the standard predefined industry standards, they
often do not take into consideration the dimensions of the foot and leads to the need for
consumers to try multiple shoes on, looking for a shoe that both matches the style prefer-
ences and foot dimensions. With the programmable surface, these trade-offs can be avoided
by adjusting the shape of the shoe to match the shape of the feet of the consumer, enabling
customization at high volumes.
High-volume manufacturing equipment is, in contrast to the items it produces, typi-
cally specialized and customized for each installation. Consequently, each programmable
die produced will also need to be customized for its intended deployment context. Each
programmable die could have different pin diameter, pin length, different number of pins,
different pin materials, etc. Similarly, the microhydraulic system controlling the pins might
be designed with different fluid (e.g., water, inorganic oil, organic oil, etc) depending on
the temperature and other factors of the deployment environment.
Designing one of these programmable microhydraulic tools involves many variables with
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complex inter-relationships. Performing the calculations ”by hand” with a tool like Matlab
can take weeks of guess-and-check computations for someone with extensive background
training in materials and microfluidics. Reducing die design time and the skills required
of the die designer makes such an endeavor more practical. A system in which someone
lacking deep theoretical knowledge of materials and fluid dynamics could design a die in a
few hours using standard design rules would be a significant improvement in design time.
Matlab is essentially a calculator: it propagates concrete input values through some
formulas to produce concrete output values. It does not (primarily) solve systems of equa-
tions, where solving a system of equations means searching for values of the variables that
give the equations a desired output. For example, what values of x make f(x) evaluate
to zero? SAT solvers are software tools that solve systems of boolean equations. SAT
stands for the boolean satisfiability problem. A boolean equation is one in which all of the
variables are either true or false. SAT solvers have been an active area of research for over
fifty years, and have seen tremendous progress in the last twenty years. They are routinely
used in the design of both computer hardware and software, for verification and synthesis
tasks.
SMT solvers are recent extensions of SAT solvers. SMT stands for SATisfiability Modulo
Theories. Different SMT solvers add different kinds of functionality to a SAT solver. For
example, there are a number of SMT solvers that support integer-valued variables, or
variables of array type, or bitvector variables. These kinds of variables are all useful in
computer hardware and software. In the last three years researchers at Carnegie Melon
University in Pittsburgh have designed a SAT solver called dReal that also works with real-
valued variables. However, using dReal directly would still require the designer to have
deep knowledge of materials and fluidics, because the designer would still need to know
what equations appropriately characterize the die to be designed. The equations that are
relevant change as the sizes and materials change. What the industry needs is a high-level
hardware description language for die design, with an associated mechanical translation
system and computational engine (dReal). The outputs of the computational engine must
also be translated back into terms of the high-level design, and the final design should be
used to produced a Matlab script or COMSOL model that can simulate the design as an
extra verification step. VHDL and Verilog are the two most common high-level hardware
description languages for digital computer design. VHDL is the language in common use
at the University of Waterloo. Therefore, we propose to design a hardware description
language inspired by VHDL but suitable for microhydraulics. Rayside’s research group at
the University of Waterloo already have a framework that is suitable for quickly developing
and implementing such languages.
Unlike multiphase and singlephase microfluidics, microhydraulics is in itself a new field.
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As such the following chapter provides a summary of the new technology, how it functions
and the design consideration that need to be made. Using this knowledge, future resesarch
will be conducted on developing software models that fully describes these system, as well
as implementation of using a solver such as dReal to explore the design space for various
environments and applications.
2.0.2 Innovation
A novel hardware description language has been designed and implemented for microhy-
draulic circuits, called Manifold. Users of Manifold will specify the known parameters of
their circuits, and an SMT-based engine (dReal) will compute the values for the other pa-
rameters that satisfy the design objectives and physical constraints. This language and its
associated toolset allows users who have relatively limited knowledge of microfluidics and
materials to design complete microhydraulic circuits. It will also significantly reduce the
time an expert needs to design such a circuit, and reduce the opportunities for error. Indus-
try needs this technology because every programmable die that is created must be a custom
design, tailored to the specific manufacturing context in which it is to be used. Our research
group has already developed an extensible framework for hardware description languages.
This framework makes it relatively easy to define new hardware description languages in
terms of the components they consider, the connections they have, and the translations
associated with same. So a certain amount of software infrastructure is already in place.
Previously we have used this framework primarily for translating one description language
for digital computer hardware to another such language, but our preliminary exploration
of microhydraulics suggests that it is well within the capabilities of the framework. The
plan is to tackle the potential inaccuracies of dReal’s output in three ways. First, by build-
ing safety factors into the design constraints we can search for solutions that have some
variance when compared to the actual problem. Second, preliminary experiments suggest
that we can set dReal’s delta value below the threshold tolerance of the manufacturing
process, so that inaccuracies would not matter in production. Third, as a verification step
we will have our system automatically produce a Matlab script or COMSOL/Modelica
model(s) to simulate the circuit given the design parameters computed by dReal, to verify
that the synthesized circuit design does indeed perform as expected. If the results are not
validated through the verification method given some tolerance, the system will learn from
the model using a method known as Counter-Example Guided Abstraction Refinement to
add the gained knowledge to the model and regenerate new solutions.
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Figure 2.1: Actuators at different heights [36]
2.1 Functionality of PinPress
Here we describe an electronically controllable surface who’s physical topology can be
adjusted and dynamically assume a variety of persistent shape. The targeted application
is manufacturing; allowing for the realization of reconfigurable tooling. Tools that can
be adjusted in line to allow for in-line manufacturing corrections and mass customization.
This is how the current design on the system works.
The surface is discretized into tiny actuators (pins), that can be actuated by the use
of Lorrentz Force. By actuating the pin up and down, we transform the topology of the
system as seen in figure 2.1.
The system then holds the pins temporarily in place by the use of a gel-based clamp,
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figure 2.13, and liquid is filled in the chamber as seen in figure 2.12. Once the pins are in
place, and fluid has filled the chambers, the cavities are capped allowing for force to be
placed on top to surface of the system [36].
2.2 Potential Applications in Manufacturing
2.2.1 Metal Bending
The idea of using reconfigurable tools for bending sheet metal has been properly doc-
umented in [31]. Here, hydraulic actuators are used to reconfigure the press to create
different types of curves for manufacturing. By adjusting both the horizontal and vertical
shape of the press, the sheet metal is bent into different curvatures for applications such
as in aerospace and construction.
Figure 2.2: Reconfigurable Discrete Die used for metal bending [48]
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Figure 2.3: How reconfigurable vacuum forming tool would work [59]
2.2.2 Vacuum Forming
Vacuum forming or thermoforming is done by heating a deformable material and shaping
it over a mold by the use of a vacuum [59]. Process is as follows; a material is clamped
over the mold of interest and heated. Once the material is malleable enough, a vacuum
is introduced from underneath the mold which causes the thermo form material to take
the shape of the mold. Finally, the material is cooled and hardens in its new shape.
A reconfigurable vacuum tool is realized by replacing the mold with an array of linear
actuators.
Due to natural limitations in vacuum forming, the forming process is limited to the
shape of the surface. This lends nicely to using an array of linear actuators as the technology
is limited to only making surface adjustments and suggests that a programmable surface
would work nicely with vacuum forming technology.
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Figure 2.4: An example slit die extruder. The edges can be modified with reconfigurability.
[4]
2.2.3 Slit-Die Extrusion
Die extrusion is often used to for processes where only the two dimensional profile of
the system matters [4]. The die acts as a nozzle that then funnels the material into a
desired shape which is then extruded out. Often this method is used on materials such as
aluminum, or softer materials such as polyurethane.
Alternatively, the die can be composed of a line of linear actuators, acting as a ”smart
nozzle”, allowing for adjustments to the shape and thickness of the material being extruded.
Such as system would allow for adjustments in-run; requiring the manufacturing line to
experience less downtime.
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Figure 2.5: Reconfigurable Discrete Die method used for Tubular Formation [2]
2.2.4 Discrete Die for Tubular Formation
The application of using a reconfigurable tool for use in making tubular parts has been
demonstrated in [2]. Similar to die extrusion, the shape of a single line is adjusted to
various desired profiles. Once adjusted to the desired profile, the part that is being formed
is rotated in place. As the die rubs against the part being formed, it shapes the part into
the desired tubular structure.
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2.3 Design Goals
For our first working prototype, the followings considerations are made:
1. Pin Design: the pin needs to be designed in a manner that maximizes velocity while
minimizing it’s weight. This means that the pin needs to be made of a low density
material with conductive traces that have high current-density to mass-density ratio,
such as aluminum.
2. Strong Magnetic Field: the magnetic field in the system must be aligned, strong and
perpendicular to both the direction of motion as well as the direction of current. In
our design the field is produced by permanent magnetics (N42 - N52) with approxi-
mately one Tesla of strength. In order to reduce strain in the system, magnets that
are abreast to one-another have opposite magnetic fields. Current in each field run
opposite to one-another to produce motion parallel to each other. It should be noted
that magnetic fields decay rapidly and this decay needs to be accounted for in the
design.
3. Wiring: Since the amount of current required in the system is significant (>5A), we
need to use wires that can handle the large amount of current in question.
4. Maintain Electrical Contacts: In order to allow for motion, the contacts used to
transfer current into the pin must be perfectly flat and aligned in order to ensure
smooth and consistent motion. Also, a force needs to applied between the pin and
the electrical contact in order to reduce the resistance between the contact and the
pin. When the pin is moving in the horizontal plane, this does not pose an issue
as gravity provides the force necessary in order ensure electrical contact. However,
when the pin moves in the vertical direction, gravity does not provide the force
necessary in order to ensure electrical contact, and therefore another source needs to
be investigated in order to create this force such as material elasticity or magnetic
ink. Material elasticity refers to using a material in place of a spring in order to
ensure electrical contact (because a spring cannot be miniaturized to this level). A
soft magnetic ink may provide the force necessary for this application, however, the
magnetic field produced by the permanent magnets is not equally strong across the
surface of the magnet, which causes the magnetic ink to also act as an opposing force
to motion (encourse the pin to stay in the middle of the magnet, rather than move
up or down).
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5. Feedback Mechanism: a mechanism needs to be used to determine the location of
the pin. This can be one of many options including the use of a variable resistor, use
of a capacitor who’s area varies with pin movement or a magnetoresistor.
6. Friction: Lower friction reduces the amount of force required for pin motion, while
also ensuring electrical contact for a longer period of time. Smooth surface also
reduces sparking and resistance inherent in the linear motor.
We will be looking for ways to improve our design through:
1. Increase Pin Density: This can be achieved through use of smaller magnets, or
through the production of a customized magnetic shape.
2. Increase Pin Strength: This can be done using new designs structures to better
distribute the force at the tip of the pin and by using stronger materials such as a
titanium derivative.
3. Increase Actuation Force: We can increase the force of linear actuation by enhancing
the effect of Lorentz Force in the system. This can be done by using a stronger
magnetic field (external magnetic field, better permanent magnets), increase the
amount of current that is passing through the system (using better materials, circuit
components) and increasing the path the current runs through in the magnetic field.
4. Control system: use of a sensor to determine the location of the pin. Sensors based on
magnetic principles (such as eddy currents, magnetoresistance) prove to be difficult
in our system as they are effected by the magnetic field used for actuation. This
leaves to explorable solutions; a) a variable resistance strip or b) a capacitive sensor.
The variable sensor works by increasing the travel distance a current needs to pass
through a resistor as the pin moves. The increase in resistance can be then attributed
to the position of the pin. The capacitive sensor works by using a capacitive plate,
who decreases in area as the pin moves. The reduction in area, results in a reduced
capacitive value of the sensor which in turn can be attributed to the position of the
pin. The limitation of a variable resistor is that it requires a significant amount of
force to be applied on the surface to ensure electrical contact, and the limitation
of a capacitive sensor is the distance between teh two capactive plates must be kept
constant at all times. A small change in the distance between capacitive plates would
effect the capacitance value of the capacitor as equally as the change in the area of
the capacitor. This can be seen through the capacitance equation:
C =
ε0εrA
d
(2.1)
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2.3.1 Terminology
A survey into prior art was completed by [58], identifying key terms needed to evaluate
various technological methods for reconfigurable pin type tooling.
1. Pin Density: this term is used to identify whether the pin design uses a close-packed
solution or a uniformly space solution. This term can also be used to define the
number of individual pins can be actuated per unit area.
2. Pin Actuation Methods: This is used to describe specific technological strategy used
such as lead-screw driven or in the case of our research, rail motor actuation.
3. Pin Position Control Method: Specifically, this term is used to differentiate the dif-
ference between manually adjusted pin control versus electronic, computer-enabled
systems. A distinction can also be made between user-driven design adjustments,
versus an automatic, sensor-based algorithmically driven design adjustments.
4. Tool Surface Smoothing Method: Since a pin type solution will inherently result in
a dimpled surface, this term determines the method used for prevent these dimples.
These methods include but are not limited to a deformable interpolating layer above
the pins, deformable pin tips, and covering the surface with a harden-able material.
5. Degrees of Freedom: a 2-D solution is defined as a row of pins; a 3-D is a surface of
pins that can be varied in height and a 4-D solution is a solution who’s surface can
be varied in time.
6. Tool Use: a direct tool use solution is one that directly shapes the final product
while an indirect tool use solution is one that makes an intermediate structure which
is then used to shape the final product (such as sand casting).
2.3.2 Comparison of Reconfigurable Pin Type Tooling
The above figures is a summary of patents and prototypes in the domain of reconfig-
urable pin type tooling, their technological strategies and an evaluation of the solutions
performance on various criteria. Figure 2.8 below shows a general trend of technological
improvement in the field.
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Figure 2.6: Various patents in the domain [58]
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Figure 2.7: Various types of Reconfigurable Tools [58]
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Figure 2.8: Technology Trend in Reconfigurable Tools [58]
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2.4 Comparison of Actuators
An initial investigation in existing linear actuation methods was conducted in order to see
if a) an existing solution already existed or if b) there existed a technology that would suit
our purposes but had not yet been applied into this domain. Typically, a linear motor
create linear motion, rather than a rotational motion typically found in electric motors.
2.4.1 Mechanical Actuators
These motors operate by converting rotational motion into linear motion. There are three
types, screw, wheel and axel and cam. They are manually operated, cheap and repeatable.
Though these actuators have relatively accurate step size, it suffers from a few short-
comings that do not make it ideal for use in a programmable surface.
First of all, the mechanical components in any mechanical device tends to weaker, and
buckle easily under pressure as they are reduced in size due to there being less material
to dampen stress and strains being applied to the system [54]. Second, mechanical motors
tend to be unnecessarily bulky simply because there is a need for a section which converts
the rotational motion of the motor into a linear motion. This conversion component (the
nut) puts a limit to how small the footprint of the motor can be. Another limitation is
that the speed and accuracy of the motor is limited to the size of the nut. This limitation
is the reason that smaller mechanical actuators are typically slower than larger ones [54].
Finally, since there are no electrical components, it is difficult to control such a system via
a computer.
2.4.2 Electro-mechanical Motor
Electro-mechanical motors are similar to mechanical motor, except that the nut used to
control the actuator is replaced by an electric motor. These actuators tend to be cheap,
repeatable and automated as these can be controlled by a DC motor, and can include a
feedback mechanism; either a variable resistor or a capacitive sensor. Along with sharing
many of the same limitations as it’s mechanical brethren, it has many more moving parts
than a mechanical actuator, which are more prone to wear.
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2.4.3 Hydraulic and Pneumatic Actuators
A hydraulic solution for a programmable surface targeted towards manufacturers seems
plausible at first. Using a incompressible fluid such as water, the hydraulic fluid would in
fact be strong to take on the forces found in manufacturing. However, the weakness in a
standard hydraulic design is in fact found in valve. The strongest sub-cm3 valve found has
had a maximum pressure of 1.3 MPa before leaking [47].
Another problem with using a hydraulic-type design in making a programmable surface
is the need for an array of micro-pumps. This proves to be a design challenge as they can
have a substantial foot print and have not shown to produce pressures greater than 5
MPa [7]. The maximum output of a micropump can prove to be a limiting factor since the
hydraulic resistance, which for a cylinder is given by the equation:
Rh =
8µL
piR4
(2.2)
increases linearly as length increases. As a result of this relationship, the longer you wish
to move the pin up the chamber, the higher the hydraulic resistance is in the channel and
therefore, the more pressure is needed to be produced by the pump. For these reasons,
a full hydraulic solution does not seem a practical direction for manufacturing. Finally,
pneummatic actuators have not shown precise position control which is needed in manu-
facturing.
2.4.4 Piezoelectric
Piezoelectric materials are materials that exhibit expansion or contraction when exposed
to a voltage difference. There are two main benefits that make piezoelectrics a plausible
solution at first glance; 1) they can achieve extremely fine positioning, 2) they can be
miniaturized into very small pixels and placed into an Integrated Circuit Board. However,
the maximum movement that can be achieved is 10% of the length of the material [33],
which would mean a very long pin which requires a lot of voltage for a small amount of
movement. The second major issue with a piezoelectric solution is that it is both expensive
and fragile, which works well in compression, by poorly in tension [32].
2.4.5 Linear Motors
A linear motor is similar to an electric motor, but instead of producing torque through
rotation, it is unraveled to produce a linear force along the direction of motion. As a
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Figure 2.9: Three phase electrical conductors are placed in geometrical positions to create
rotation by rotating the magnetic field. [22]
result, it follows the Lorentz Force relationship:
F = q[E + (v ×B)] (2.3)
where q is the charge of the particle, E is the strength of the electric-field that the particle
is exposed to, v is the velocity of the particle and B is the strength of the magnetic-field
that particle is being exposed to. Given non-zero values, the particle in question will then
experience a Lorentz Force, perpendicular to its direction on motion. It is obvious that a
current is in fact charged particles (electrons specifically) in motion and the Lorentz Force
equation is reduced to:
F = IL×B (2.4)
where I is the current in Amps and L is the travel distance of the current in the exposed
magnetic field B. Using Lorentz Force, there are two types of motors that exists; Syn-
chronous motor and Homopolar motor. The Synchronous motor works by controlling the
movement of the magnetic field, B, to induce linear movement. Examples of Synchronous
motors include coil guns and the maglev system. Though a practical solution, the inher-
ent difficulty in miniaturizing coils for microfabrication make such a design unappealing,
though plausible.
Alternatively, Homopolar motors work by varying the amout of current being applied
in the magnetic field. One of the major applications for Homopolar motors is research
being conducted by the U.S. Navy into Railguns [43]. The railgun works by charging an
array of capacitor bays, and quickly discharging, exposing a projectile of interest to high
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Figure 2.10: Physics of a Railgun. High current passes through the system and interacts
with itself to create force. [30]
amounts of current. The current passing through the projectile interacts with the magnetic
field produced by the current as it travels along the length of the chamber, creating a
force that accelerates the projectile down the chamber, leaving the chamber at very high
velocities [42].
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2.5 Control System
2.5.1 Control
The purpose of the control system is to route current from a single power source to a
pin, for microseconds to milliseconds at a time. This strategy is known as rasterization
and the design is analogous to the addressing system used by Active-Matrix Organic Light
Emitting Diodes (AMOLED) [18], in which to address a Pin, it’s corresponding row and
column transistors are turned on simultaneously to direct current into that Pin’s cavity.
For example, turning on T5 and T20 in the figure below will address the first pin in this
system. Current will only travel into a pin when both transistors are in the ON position,
otherwise the circuit will be open.
The main divergence our system has from typical AMOLED configurations is it’s re-
quirements of current in the order of amps rather than in milliamps. The advantages of a
single a system that addresses a single pin at a time rather than multiple pins simultane-
ously are as follows:
1. Current is not divided; As the pins act as resistive loads in the system, addressing
multiple pins simultaneously require higher amounts of power. 2. Easier to control; though
addressing a single pin at a time requires faster refresh rates, this control strategy has been
significantly developed for other uses (i.e. AMOLED), and is easier to position. In order to
to determine where a pin will end up after current is being applied, we need to convert the
acceleration of the pin from Lorentz Force into a position value, which is a second order
differential calculation. This relationship can be simplified and ignored if a consistent,
reproducible pulse is used. 3. It has been documented that a system can increase its
current tolerance if it is pulsed rather than continuously applied (by a factor of 100) [17].
There is two leading ideas to explain this property: a) A pulsing current allows the system
to cool down in-between pulsing cycles or b) a pulsing current turns off before the system
can heat from the electron collisions.
The system also controls the direction of the current using an H-bridge; allowing the
system to apply positive current to accelerate the pin upwards and negative current to
accelerate the pin downwards (or decelerate it if necessary).
The H-Bridge uses a combination of MOSFET’s to control the direction of current.
When opposing MOSFET’s are activated (diagonal to one-another), they result in current
of one direction for Vcc, while the reverse configuration results in an opposite current being
induced. Though H-bridges can be bought of the shelf, they are mostly used for rotational
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Figure 2.11: Example control circuit
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motors, and therefore tend to have far more complex circuitry required to fulfill features
needed for electric, rotational motors.
Optoisolators is a circuit component that uses an LED (or any other optical transmitter)
to create an electrical signal between to separate electrical system, while keeping them
electrically isolated from each other. In our use case, the optoisolators are being used
for Transistor-transistor Logic (TTL) to step up from 5V to 24V which is needed for the
addressing MOSFET’s. This allows the system which controls the digital logic (such as a
microcontroller) to convert the 5V signal to a high 24V signal. The higher voltage needed
by the addressing MOSFET’s is due to the need of a higher gate voltage in the MOSFET’s
to offset the higher channel voltage in the system.
2.6 Locking Mechanism
2.6.1 Fluid Locking System
The hydraulic support system compromises of a plurality of cavities that are below the rail
motor section of the system, extending the system further. The end of each pin, exposed
to the hydraulic layer of the system is fitted with a hydraulic plug which acts as a slidable
sealant, ensuring the liquid doesn’t leak out of the system. The opposite end of the cavity
terminates in an inverted frusto-conical valve aperture
The valve block is coupled to a support block that is remote from the guide structure.
The valve block is coupled with an actuator (a large, commercially available actuator),
that acts as a universal sealant, closing all the apertures simultaneously, once the pins are
in their desired position. This is achieved because the valve block has a plurality of spaced
apart conical valving members that are arranged to match the frusto-conical valve apertures
in the hydraulic layer of the system. The cone valves are in constant fluid communication
with a constant pressure reservoir via an adjustable volume and fluid transfer conduits,
which communicate adjustable volume and constant pressure reservoirs. By introducing
fluid into the cavities and sealing the fluid within the cavities, support is provided to the
pins. Inversely, by withdrawing fluid from the cavities, the pins are released from their
assigned position.
30
Figure 2.12: Diagram of how fluid locking works [36]
31
2.6.2 Gel-based Clamping System
A secondary locking mechanism can be used to hold the pins in position when the cavity
beneath the pin is being filled with fluid. The strategy is analogous to a vice grip and
works by using an elastomeric membrane with a high poisson ratio; a material that expands
significantly in the two directions perpendicular to the direction of compression. Once the
pins are in position, the elastomeric material, which is sandwiched between the hydraulic
block and the rail motor block, is compressed by applying opposing forces on. This in turn
forces the elastomer to expand into the cavity (since it is the direction of least resistance)
and squeeze around the pin; providing a frictional force (analogous to a vice grip) to prevent
the pin from moving. Though this mechanism can be used to hold the pin in position, it
does not provide enough force to overcome the force of manufacturing. It also acts as a
layer to prevent leakage.
2.7 Model
The following section’s purpose is to define the model that will be used by Microhydraulics
SMT solver to generate solutions for various environments the programmable die will be
used in. The largest difficulty with generating solutions for programmable dies is that the
solution is not for a single application but rather a range of applications the system will
be used for. The microfluidics models have been ignored in this section as the models
have already been thoroughly developed in the single-phase and multi-phase sections of
this thesis.
2.7.1 Dimension Restrictions
In many of the targeted applications in manufacturing, the reconfigurable tool will have
to exist within a predefined volume. Therefore, generated designs of the system must stay
within restricted dimensions (h × w × l). This is done by using a cartesian coordinate
system, with defined boundary conditions to describe the volume the system can occupy.
Typically, the predefined volume can be defined by setting a maximum h, w, and l.
2.7.2 Resolution and Step Size
The pin resolution and step size are determined by the application. In the cases a small
step size is needed, a heavier pin is used as the step size of of the pin is determined by both
32
Figure 2.13: As two plates press against each other, the gel pushes againsts the pin [36]
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the minimum force required to overcome static friction divided by the mass of the pin as
follows:
Step =
Fmin
M
(2.5)
The resolution is essentially the area of the pin head, and determines the cost of each pin.
As the pin gets smaller, different fabrication methods need to be used and the cost of each
pin increases.
2.7.3 Interpolating Layer
When selecting an interpolating layer or an elastomeric sheet, many factors need to be
considered. The purpose of the interpolating layer is to serve as a smoothening mechanism
between linear actuators. For extrusion, where a fluid passes through a die, the fluid
eventually becomes solid after passing through through a UV or thermal curing process.
Without the interpolating layer, leakage may occur when dealing with wet processes as
well increased roughness in the finished material (staircase effect that is dependent on pin
resolution).
In order to determine the ideal material to be used as the interpolating layer, a strain
analysis must be completed using FEM numerical methods [50]. Along with ideal material
selection, the required thickness of the material is also relevant. For complete smoothening
of the surface, the minimum material thickness is equal to the area of the head of the linear
actuator. A model used often for hyper-elastic material ideal for use as the interpolating
layer is the Mooney-Rivlin Solid model [64].
W = C1(I1 − 3) + C2(I2 − 3) (2.6)
W is the deformation energy in the system, C1 and C2 are empirically determined material
constants and I1 and I2 are the first and second invariant tensors of the left Cauchy-Green
deformation tensor [60] defined as:
Bij =
∂xi
∂XK
∂xj
∂XK
(2.7)
The goal of the system would be to minimize the potential energy in the system which
takes the form of deformation energy W .
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2.7.4 Buckling
Since each pin behaves as a column supporting the material that is being shaped, buckling
analysis needs to be completed in order to ensure that the pins do not buckle under pressure.
The maximum critical force that can be applied to a pin is called Euler’s critical load and
is calculated as follows [63]:
F =
pi2EI
(KL)2
(2.8)
Where F is the critical force that can be applied on each pin, E is the modulus of elasticity,
I the area moment of inertia, L is the unsupported column length and K is the column
effective length factor.
2.7.5 Lorrentz Force
Lorrentz Force equation was defined earlier as follows [62]
F = ILB (2.9)
Where F is the force, I is the current in amps and L is the length of current exposed
to a magnetic field B. The objective in most applications will be to increase the Lorrentz
Force to as high as possible. This is achieved by maximizing the amount of current is
exposed to a perpendicular magnetic field. As a result of this relationship, a longer pin will
generate more force as it increase the value of L. Though this would suggest you should
make a long pin, a long pin has dimension restrictions as well as buckling factors that need
to be considered.
2.7.6 Joule Heating
Another way to increase the Lorrentz Force in the system is by increasing the amount of
current running through the pins. Increased current, however, has the undesired effect of
Joule Heating. Joule Heating is defined as follows [61]:
P (t) = I(t)2R (2.10)
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Where P is the instantaneous power being converted to heat in time t, I is the current
and R is resistivity which in this case is the resistivity of the wire. Joule heating deteriorates
the pin as it causes burn marks through arcing or electromigration [57]. Increase in heat
also effects the permanent magnets as around most magnets begin to demagnetize at
temperatures above 80 degrees Celsius [40].
2.8 Physical Prototypes
2.8.1 Wired Prototype
Our initial proof-of-concept was developed to demonstrate Lorentz force for ourselves for
the sake of pin actuation. We used a CAD software to design a 3D printed enclosing to
hold permanent magnets, and pushed a thin wire with 5 amps of current through it. This
initial prototype was successful in demonstrating Lorentz Force as well as illuminated us
to the fact that a design that used electric wires would require a wire with high elasticity.
2.8.2 Pin Array Prototype v.1.0
Our first prototype was a 10 x 10 array of pins with an assortment of magnetics. This
prototype turned out to be a complete failure. With learnt with this prototype that we
could not perfectly align all the magnets in one direction since magnets prefer to be oriented
north to south, not north to north. Also, the additional force more magnets exerted on
the guide structure destroyed the enclosure.
2.8.3 Pin Array Prototype v.1.1
In our third iteration of the pin design, we created a 3x3 pin array with a single column of
magnets. This avoided the need for aligning the magnets and provided a good demonstrate
of the concept. We also discovered with this design that the magnetic field near the edges
of the magnet suffered from edge effects and did not align in the targeted orientation. This
resulted in the force acting on the pins near the corner to be parallel with the magnets,
perpendicular to our direction of interest.
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2.8.4 Rolling Contact Pins
Our fourth prototype moved away from wired pins and moved towards rolling pins. We
used a brass to conduct electricity between to electrical contacts. This proved to have the
following challenges:
1. Ensure electrical contact ; We could not ensure vertical electrical contact, and there-
fore were restricted to only a horizontal solution.
2. Sparking/Burning: The high current passing through the electrical contacts into the
pins proved to be difficult. High voltage and current created a huge power dissipation
in the system which resulted in burning and if the surface was not relatively flat,
bumps would cause sparking which in turn caused melting. We found jewelers cloth
to be the best tool to smoothen out the brass rod and the electrical contacts.
3. Lubricants: We tested out conductive lubricants, but these turned out to be more
of a hindrance than an aid. This is because at the micrometer level that we are
dealing with, the additional viscosity of the fluid as well as the additional roughness
the lubricant decreased the efficiency of the system.
4. Materials: We attempted to use steel instead of brass, assuming that the magnetic
field from the permanent magnet would ensure sliding contact. However, since the
field is not uniform across the surface of a permanent magnet, the steel rod was
attracted to the center of the magnet, and could not be moved.
2.8.5 PID
A Proportional-integral-derivative controller (PID controller) is a common methodology
used in control systems. In has three main terms, a proportional term, an integral term
and a derivative tern. These terms are used to compensate for the error that the system
would differ from the ideal scenario. The proportional term is used to compensate for the
error at the current time step, the integral term compensates for the overall error in the
system and the derivative term compensates for the change of error between measurements.
The overall equation is as follows:
u(t) = Kpe(t) +Ki
∫ t
0
e(τ)dτ +Kd
d
dt
e(t) (2.11)
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where u(t) is the controller output, Kp is the proportional gain tuning parameter, Ki
is the integral gain tuning parameter, Kd is the derivative gain turning parameter, e is the
error, t is the time, and τ is the variable of integration.
A comparison of the PID methodology vs a table lookup strategy was completed in order
to determine the trade-offs between the two strategies. PID proved to be better solution
because it could compensate for production quality issues. The feedback mechanism used
was a variable resistor, which has the relationship:
R =
ρL
A
(2.12)
where R is the resistance, L is the length of the resistor, A the area of the resistor and ρ
is the surface resistivity. Initially, three variable resistors were tested, pencil lead, carbon
tape and vhs tape. The following graphs show the results of these tests. The carbon tape
showed the most consistant result.
The table lookup strategy worked well after a calibration since the carbon tape showed
a consistent linear relationship of approximately 97Ω/mm. An initial calibration run was
down by slowly moving the pin while taking out voltage readings at each point. A com-
bination of calipers and video recordings was used to measure the distance the pin had
moved. In comparison, the PID worked best when the integral and derivative terms were
set to zero, seen in the following graphs (figure 2.15:
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Figure 2.14: Picture of the first wire based prototype
Figure 2.15: Most recent state of Prototype
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2.9 Previous Works
2.9.1 Railguns [Rail Motors]
Railguns are known to operate at thousands of volts, generating large amounts of current
sustained for a few milliseconds in order to accelerate a small projectile. Alternatively,
with the advent of solid-state switches and ultra-capacitors, there has been emergence of
low voltage railguns, otherwise known as rail motors, that can operate for longer periods
of time (on the scale of seconds), accelerating much larger loads [55].
One of the difficulties with rail motors is ensuring that the electrical contacts between
the projectile and the current source. The reason this poses less of an issue for railguns is
simply because the high voltage used in rail guns allow current arcing to overcome the gap
between the projectile and the electrical contacts. One strategy to overcome this issue is to
provide a force that pushes to projectile into the electrical contact. This force can either be
achieved through creating tight spacing between the electrical contact and the projectile to
allow for the natural elasticity in a material to ensure electrical contact. Another strategy
is to design the projectile in a way that allows the Lorentz force produced to be slightly
directed into ensuring electrical contact.
An example of potential designs for projectiles are seen in [55]. Of these designs, [55]
reports that the X design seemed to perform the best.
Using a rail motor design, [68] reported being able to accelerate a 2 mm polycarbonate
cube to 5.7 km/s in 20 seconds. The main strategy that helped [68] achieve hypervelocity is
through the use of an external pulsed magnetic field, which in magnetrons [17], has shown
to lead to substantially higher magnetic fields. This is because the current being sent
through the system is substantially higher since the current is turned off before permanent
material damage is done to the system.
2.9.2 Reconfigurable Pin-Type Tooling
Rapid and reconfigurable tooling slides; Cyril Bath’s use an interpolating layer to compen-
sate for the space between pins. The effectiveness thickness is defined by the thickness of
the interpolating layer after elastic deformation has occurred.
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2.9.3 Pin Design
According to [59], there are four things a good pin design requires:
1. Pins should have uniform cross-section shape, size and length to minimize cost and
lead time.
2. Pins should be strong enough to withstand buckling.
3. The pins should form a rigid surface when stationary and locked.
4. The cross-sectional area of the pin should be as small as possible for achieving the
highest amount of shape fidelity.
Pin tips should not be sharp to prevent penetration of the interpolating layer, making
spherical pin heads an ideal solution. Two standard solutions exist for the distribution of
the pins. The pins can be either distributed as a matrix of uniformly spaced pins or as a
matrix of closed-packed pins.
Figure 2.16: Methods a matrix of pins can be distributed [59]
Though closed-packed distribution has the advantage of being able to handle substan-
tially more force, individual actuation of each pin becomes substantially more difficult.
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Chapter 3
Single-Phase Microfluidic Circuits
Microfluidic chips, lab-on-a-chip devices that have channels transporting liquids instead
of wires carrying electrons, have attracted considerable attention recently from the bio-
medical industry because of their application in testing assay and large-scale chemical
reaction automation. These chips promise dramatic reduction in the cost of large-scale
reactions and bio-chemical sensors. As in computer chip design, there is an acute need
for automation tools that can assist with design, testing and verification of microfluidic
chips. The current state of practice is that microfluidics chips are designed manually
using a guess-and-check approach. We propose a design methodology for microfluidic chips
based on SMT solvers, with the goal of producing designs that are correct by construction.
The design of these chips is expressed using the language of partial differential equations
(PDEs) and non-linear multi-variate polynomials over the reals. We convert such designs
into SMT2 format through appropriate approximations, and use Z3 and dReal to solve for
the unknown design parameters.
3.0.4 Pressure and Flow Constraints
The microfluidic designer is concerned with the pressure (P ) at nodes and the rate of flow
(Q) along channels. These are related to each other by the hydrodynamic resistance of the
channel (R) like so:
Pi = Pj + (−1)φQijRij (3.1)
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where i and j name two adjacent nodes and the (−1)φ factor simply indicates the direction
of flow in the channel.
The chip designer will specify some of the pressures (P ) and flow rates (Q) and leave
the rest to be computed by our system. The solver will also compute the channel lengths,
which are a factor in the hydrodynamic resistance (R). The designer may restrict the
tolerable limits for any of the values to be computed.
The hydrodynamic resistance (R) of a channel is a function of the shape and size of the
channel, as well as the material used to build the channel. For cylindrical channels the size
is characterized by the radius (r) and the length (L). For rectangular channels the size is
characterized by the width (w), height (h), and length (L). The important property of the
fluid is its coefficient of frictional resistance (µ). Equation (3.2) relates these factors:
R =
{
8µL
r4
cylindrical channel
12µL
wh3(1−0.640 h
w
)
rectangular channel (3.2)
Finally, the instruments being attached to the chip and the chemical reactions occurring
in the chip might place constraints on the minimum acceptable volume for certain channels.
3.0.5 Placement Constraints
The nodes must be positioned on the chip in such a way that respects the desired topology,
the required channel lengths, the physical size of the chip, the permissible angles between
channels, specific required locations of certain nodes, and specific required intersection
points for certain channels. The specific placement constraints arise due to interaction of
the chip with external devices.
The Cartesian coordinates of two connected nodes i, j are constrained by the length Lij
of the channel between them according to the Pythagorean theorem. Suppose the channel
between nodes i and j is required to pass through a position p on the chip, identified by
the coordinates 〈xp, yp〉. We simply constrain the triangle defined by the three points i, p,
and j, to have no area:
xi(yp − yj) + xp(yj − yi) + xj(yi − yp) = 0 (3.3)
Microfluidic circuits often require cyclic paths. We lay these out as polygons composed
of adjacent triangles that meet at center point c. For each pair of connected points i and j
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around center point c, the law of cosines and the definition of cosine in terms of dot-product
tells us:
|−→ı |2 = |−→cı |2 + |−→c |2 − 2|−→cı ||−→c | cos θcij
= |−→cı |2 + |−→c |2 − 2|−→cı ||−→c |( −→cı ·−→c|−→cı ||−→c |)
= |−→cı |2 + |−→c |2 − 2(−→cı · −→c)
(3.4)
For the generated constraints, the dot-product and the magnitudes of the vectors are
expanded in terms of the Cartesian coordinates of the points. The manufacturing process
imposes a minimum possible channel length, whereas the chip size imposes a maximum
possible channel length. A minimum angle between channels connecting to a common node
is enforced to prevent fluid in the channels from inadvertently mixing.
3.1 Sensing
3.1.1 Beer-Lambert Law
Microfluidic scientists find the absorption of electromagnetic radiation for certain molecules
important, as it can be used to determine the presence of a molecule in a solution. The
intensity of the absorbed electromagnetic radiation is given by:
I =
energy
area× time =
J
m2s
(3.5)
Whenever the frequency of the electromagnetic radiation matches the difference between
the energy levels of the two outer most electron transition states of the molecule of interest,
the molecule will absorb the radiation. This relationship is given by:
hf = Ej − Ei (3.6)
where Ei and Ej are the energy levels of interest, f is the frequency of electromagnetic
radiation and h is Planck’s constant. Whenever the molecule absorbs the radiation, the
transmittance level T of radiation falls below the background level of radiation I0.
T =
I
I0
(3.7)
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This means that the molecule has absorbed the radiation, the negative log of transmis-
sion, and this can be related to the concentration of the molecule cm in the system through
Beer-Lambert’s Law.
A = −log(T ) = log I
I0
(3.8)
A = log
I0
I(l)
= εlcm (3.9)
Here, l is the length of the medium parallel to the radiation source, and ε is the
absorptivity proportionality constant for the molecule.
3.1.2 Signal-to-Noise Ratio
In order to differentiate the detection signal vs. background noise, we need to determine
the quality of the signal by analyzing the signal to noise ratio. The signal-to-noise ratio,
SNR, is determined by the following equation:
SNR =
Smax
3σ
(3.10)
Here, Smax is the maximum strength of the signal in question and sigma is the standard
distribution of the signal, assuming a Normal Gaussian distribution. The limit of detection
LOD, is equal to 3σ, and is the lowest quanitity of a signal that can be distinguished from
the absence of a signal.
3.2 Electroosmotic Flow (EOF)
Applying an electric field across capillaries or microchannels results in bulk fluid motion.
The fluid flow velocity has a linear relationship that is dependent on both the material
of the chip and the fluid flowing through the chip’s channels. This flow is refereed to as
electro-osmosis flow and is motivated by the Electric Double Layer (EDL) effect. Though
this flow is simpler to control than minaturized mechanical pressurized pumps, it’s velocity
distribution differs from pressure-driven flow and is sensitive to the chemical properties of
the interface (between chip and fluid) and to Joule heating.
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3.2.1 Joule Heating
Also known as ohmic heating or resistive heating is when a conductor of electric current
releases heat. The amount of heat released is proportional to the square of the current.
This is of concern in microfluidic devices since excessive heat can cause damage to the
chip, or unpredictable reactions/flow rates. Current through a conductor generates heat
SJH through the relationship:
SJH = σE
2 (3.11)
Where SJH is the watts per unit volume (W/m
3) and σ is the conductivity of the
medium. In the case of cylindrical channel, heating across the channel due to joule heating
is:
T (r) =
E2r0
2
4ρκ
(1− r
2
r02
) + T0 (3.12)
where r0 is the radius, T0 is the temperature (in celcius) of heat-sink on the chip, ρ is
the resistivity, and κ is the inverse of the thermal coefficient of expansion. In the case of a
polymeric cylinder, the equation:
T (r) =
ri
2σE2
2κ
lnr +K2 (3.13)
where K2 can be determined by setting the temperature of the outer radius r0 to room
temperature. ri is the radius of the microchannel. In spherical coordinates, with a heat
sink at the outer radius (i.e. room temperature):
T (r) =
−SJHr2
6κ
+K1 (3.14)
where K1 can be determined by solving for what the temperature is and the outer
radius r0 (i.e. room temperature)
3.2.2 Outer Solution Fluid-flow
Though the full description of the fluid flow in electroosmosis is dependent on solving
the Navier-Stokes equation, substituting the force component with Coulombic Force inter-
actions and solving both the Poisson equation and the Boltzmmann distribution of ions
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simultaneously, simplifications allow us to describe the ”Outer Solution Fluid-flow”; which
resides in the flow of the solution far from the wall.
The Electric Double Layer (EDL) is the thin layer of ions that is generated near the wall
of the channel when the channel wall is exposed to an aqueous solution. This is the driving
force behind the ”Inner Fluid-flow”, and the cause of the resulting velocity gradience and
vorticies seen near the channel edges.
The 1D inner solution for electroosmosis results in:
uinner =
Eext,wall
η
(ϕ− ϕ0) (3.15)
where uinner is the flow rate near the walls of the channel affected by EDL,  is the
electrical permitivity of the solution, η is the dynamic viscosity of the solution and ϕ and
ϕ0 are the electric potential difference from bulk and total potential drop across the double
layer respectively.
The thin EDL approximation is often used in micro-channels since the effects of the EDL
can be approximated out of the Outer Solution-flow. This is known as ideal Electroosmosis
Flow (EOF). There are four conditions that need to be met in order to assume ideal EOF.
(i) the ζ potential must be a constant near the channel walls, (ii) the electric field must be
uniform (iii) the system must be is steady-state and (iv) the Debye length, λD, must be
smaller than the channel of the radius or half the width of the channel. This simplification
leads to the Helmholtz-Smoluchowski equation, which sets ϕ0 = 0, resulting in:
u = −ϕ0
η
Eext,wall (3.16)
Electroosmotic mobility, µEOF is used to describe the linear relationship between flow
rate and the applied electric field, defined by:
µEOF = −ϕ0
η
(3.17)
In literature, it is common to report the zeta potential, ζ , which can be deducted from
µEOF :
ζ = −µEOFηbulk
bulk
(3.18)
It should also be noted that electroosmosis flow also stimulates pressure in the channel.
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3.2.3 Diffusion
Diffusion is a time-dependent phenomena. Is the motion of solute in the solvent from
regions of high to low concentrations. Result of thermally induced thermal motion such as
Brownian motion
Fick’s second law dictates how concentration will change as a Gaussian over time,
following the relationship:
C(x, t) =
C0
2
√
Dpit
e
−x2
4Dt (3.19)
with a standard deviation σ of:
σ =
√
2Dt (3.20)
where C0 is the initial concentration of the system, and D is the diffusion constant that
varies over time, and x is the location across the channel. x can be replaced by x − vt if
the solute is being moved by an electrophoretic process.
3.2.4 Peclet Number
The Peclet number, P e´, is a number used to determine how flow due to diffusion compares
to flow due to convection. It is simply defined as:
P e´ =
diffusiontime
convectiontime
=
vL
D
(3.21)
Diffusion is dominant when the P e´  1 and negligible when P e´  1. The Peclet
Number can be used to determine when diffusion needs to be considered by the system
and when diffusion is negligible and can be ignored from design analysis.
3.2.5 Electrophoretic Movement
Electrophoresis drives charged molecules through a channel via Coulomb forces, which is
countered by Stokes drag. This motion is proportional to an electric field and in steady
state, the forces in the system equalize, resulting in the relationship:
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v = µEPE (3.22)
where v is the velocity of the system,E is the electric field applied across the channel and
µEP is the molecule’s mobility due to electrophoresis. Particles, as opposed to molecules,
cannot use this model as they have a large enough charge to create a continuous EDL. The
µEP comes from the constant terms that arise from combining the Coulomb Force equation
and the Stokes drag equation and is described as follows:
µEP =
q
6piηr
(3.23)
In the general case, the mobility of the molecule is the sum of the mobility due to
electrophoresis and the mobility due to electroosmosis.
µ = µEOF + µEp (3.24)
3.3 Microchip Electrophoresis
A single-phase implementation of an electrophoresis crossing was explored. A current
limitation that Chris Backhouse’s Microfluidic research group at the University of Waterloo
faces is the inability to quickly explore the design space of the electrophoretic croses due
to the numerous variables and the complicated mathematical relationships they have with
one another. As a result, often times they simply guess a design that may seemingly work,
build it, and test it to see if the results are favourable to what is needed.
Electrophoresis works by prorogations charged molecules forward through the use of an
electric field. Depending on the properties of the molecule(s), the resulting rate of propa-
gation will vary. The rate of propagation or velocity is dependent on many factors, most
importantly on the viscosity of the medium, the charge-to-mass ratio of the molecule and
the strength of the electric field the moelcule(s) are being exposed too. Electrophoresis is
broken down into three sequence of events. The first step is the loading phase, and consists
of distributing the molecule(s) of interest across the first channel. Often times the sample
has already gone through a binding process to ’tag’ molecules of interest. The second stage
is called the injection phase, and entails injecting a portion of the sample into the channel
perpendicular to the loading channel through the application of an electric field from the
cathode reservoir to the anode reservoir. This is completed once a sufficient amount of the
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Figure 3.1: An example electrophoretic cross. Sample is distributed across injection channel
and then injected into the seperation channel. [14]
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material being investigated has been transported across the intersection of the channels.
The injected material (analytes) is called the sample plug, and in the separation phase, a
potential difference between the anode and cathode reservoirs is maintained to stimulate
the separation of analytes within the separation channel. A detector is positioned between
the anode and cathode reservoirs (usually in closer proximity to the anode reservoir) in
order to measure the analytes concentration at that location over time. The detection
method can be a fluorescent one, and is achieved through the stimulation of the fluores-
cence in the molecule used for tagging the analyte of interest. The resulting plot is called
an electrpherogramm and it is used to plot the concentration of analytes at the location of
interest over time.
The following sections describe the mathematical description(s) used to describe an
electrophoretic cross.
3.3.1 Analyte Movement in an Electric Field
A molecule in an electric field moves to the relationship: ;
−→v = µ−→E (3.25)
where −→v is the velocity of the molecule, µ is the (apparent) mobility of the molecule
and
−→
E is the applied electric field [reference 4 - Stephen]. This relationship stimulates two
types of movement. If the molecule is carries a net charge, the molecule being exposed to
an electric field will motivate the molecule to move from an area of high electric potential to
an area of low electric potential given that the molecule is negatively charged (the opposite
relationship exists in the case of a positively charge molecule) such as the case of DNA. If
the bulk fluid is charged, the same relationship can encourage flow of the bulk fluid, which
in turn would cause the analyte to flow as well. The former is known as electrophoretic
flow while the latter is known as electroosmotic flow. For the purposes of this model, we
focus on electrophoretic flow.
The mobility of a molecule is then dependent on the summation of both the elec-
trophoretic and electroosmotic mobility components as follows:
µ = µEP + µEOF (3.26)
where EP and EOF denote the electrophoretic and electroosmotic components respec-
tively. The mobility of a molecule in a medium is quite dynamic and dependent on multiple
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variables including the molecular charge, weight, shape and size. It is also highly depen-
dent on the bulk fluid properties such as its pH, viscosity and composition. In general, a
molecule that can be approximated as a sphere can follow the following relationship:
µEP =
q
gpiηr
(3.27)
while electroosmotic mobility is usually approximated as:
µEOF ≈ 1.0× 10−8m2s−1V −1 (3.28)
3.3.2 Movement of Sample Plug
As established earlier, the Sample Plug is the component of the sample that is injected
from the electrophoretic cross during the injection phase for analysis. It’s response to an
applied electric field helps determine its properties. This system can be described as a two-
variable function known as the concentration profile, which describes the concentration
of the analyte at position x between the cathode and anode at time t. In an ideal case
where there is an absence of all other physical effects except the properties that drive
electrophoretic flow, the concentration profile would simply mimic that of the cross at
time zero, since the moving sample would approximately have a uniform velocity across
the system. Given these assumptions along with the idea that the sample is initially
accelerated instantaneously, the initial concentration profile resembles:
C(x, t) = C(x− vt, 0) (3.29)
where v is the velocity of the sample due to electrophoretic (and electroosmotic flow).
However, in reality the sample diffuses over time as it moves down the channel. [5] shows
that this can be modeled by:
σ(t) = σ0 +
√
2Dt (3.30)
where D is the diffusion coefficient of the interested analyte and:
σ0 =
rchannel
2
√
2 ln 2
(3.31)
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Figure 3.2: The graph on the left is when D = 0.1 at x = 40 and all other parameters set
to 1. The graph on the right is when D = 1 and x = 40.[14]
The concentration within the channel is then expressed as:
C(x, t) =
C0√
2piσ(t)
exp
−(x− vt)2
2(σ(t))2
(3.32)
where C0 is the initial concentration of the sample material originally injected into the
separation channel. In the case where:
t σ0
2
2D
(3.33)
is true, the diffusion coefficient is sufficiently small and therefore the sample diffuses at
a rate significantly slower than the velocity that sample is moving in the channel. In this
case we can approximate σ(t) to equal σ0 which reduces the equation to:
C(x, t) ≈ C0√
2piσ0
exp
−(x− vt)2
2σ02
(3.34)
suggesting that the concentration profile of the sample would remain constant as it
moves down the channel. Work on this area has been started by [14, -0.5in], showing the
following information:
As demonstrated in the graphs above, the Gaussian curve is less spread out when D
is a small value suggesting this is a good approximation. In the case of a channel with a
rectangular cross-sectional area, we have the following relationship [16]:
53
C(x, t) =
C0
2
[
erf
wchannel
2
− x+ vt
2
√
Dt
+ erf
wchannel
2
+ x− vt
2
√
Dt
]
(3.35)
3.3.3 Leakage of Sample Material
One of the challenges facing electrophoretic sample analysis is the fact that after the sample
has been injected into separation channel, small amounts of the sample continue to leak
into the seperation channel. This is known as sample leakage, and if it is high enough,
it can mask the electrophoretic peak that the user is looking for. For the purposes of
modeling sample leakage, we can assume an upper bound of the amount of the sample
that is leaking into the separation channel as the amount of sample that diffuses into the
separation channel from the injection channel. This can be modeled as:
Cintersect(x, t) = C0 erfc
x
x
√
Dt
(3.36)
Here x, the position across the injection channel, is assumed to be significantly less than
the diameter of the separation channel. In order to reduce the amount of sample leakage
occurring, a pullback voltage (a voltage difference between the intersection and the ends of
the waste/injection channel) is applied. To determine what the concentration of the leaked
sample at the position of analysis, we can assume that the sample will move at velocity v
down the channel and will have the relationship:
Cintersect(x, t) = C0 erfc
x− vt
x
√
Dt
(3.37)
3.3.4 Mass Transfer Model
An alternative model for sample leakage is done by analzying the quantity of material left
in the waste and injection channels as time varies. Assuming no pullback voltage and an
initial analyte concentration of C0, we get the relationship :
m(t) = C0A
√
2Dt (3.38)
where m is the amount of mass at time t passing into the cross-section. A is the
cross-sectional area of the channel. This relationship can then differentiated and used to
determine the amount of sample that has leaked into the separation channel [14]:
54
Cleak(t) =
2 · dm
Av · dt =
2C0
v
√
D
2t
(3.39)
3.3.5 Differentiating Peak from Baseline
The main purpose of these models is to ensure that sample leakage which makes up the
baseline or background of the signal does not mask the peak signal that is the main purpose
of the electrophoretic circuit. In [14], this is defined as follows:
tpeak =
xdetector
v
(3.40)
where tpeak is the time it takes for the sample plug to reach xdetector (the location where
the sample will be analyzed) when going velocity v. Using one of the models, we can
determine:
Cpeak = C(xdetector, tpeak) (3.41)
We can that the max baseline to be:
Cbaseline = kCpeak (3.42)
where k is significantly less than zero. The k value essentially controls the signal-to-
noise ratio that the analysis tool is willing to accept before it can no longer accurately
distinguish the signal from background noise.
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Chapter 4
Multi-phase Microfluidic Circuits
4.1 Droplet Formation
There are two ways that droplet can be formed. Method one creates water droplets using
oil as the solvent. Water is injected from channel two into channel one at a T junction
creating water droplets. The droplets are large, occupying most of the channel width and
depth as depicted in the figure below.
Figure 4.1: The T-Junction method is one of two methods used for droplet formation.
Method two works similarly to method one, as in water is injected into an oil stream
however instead of a T junction, a cross junction is used. The oil comes from both side
channels as seen in the figure below. Simultaneously, water is injected from centre channel
into the cross. Flow of water goes from inside the cross, outwards, creating droplets similar
to what is found in method one. The advantage in method two for droplet formation over
droplet one is that the droplets produced through method two tend to be more uniform,
and therefore has less variance in the statistical distribution of the droplet size.
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Figure 4.2: Method two for droplet formation. Water (blue) merges with oil to form water
droplets.
The volume of the droplet can be calculated using using the following equation:
Vd = α + β
Qwater
Qoil
(4.1)
where Vd is the volume of the droplet,α and β are constants determined experimentally
and is found in literature, and Q is the flow rate of the respective fluid. Note the frequency
or spacing of the droplet is determined from the equation:
f =
Qwater
Vd
(4.2)
where Q is given by the equation:
Q =
δP
RH
(4.3)
where P is the pressure differential from one of the channel to the other and RH is
the hydrodynamic resistance determine by the shape and length of the pipe. Given a
cylindrical pipe: .
RH =
8µL
r4
(4.4)
Example of the above relationships in SMT2 format:
(assert (= Rh w (∗ 8 (∗ u w (/ L (ˆ r 4))))))
(assert (= Rh o (∗ 8 (∗ u o (/ L (ˆ r 4))))))
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(assert (= Q w (/ DP w Rh w)))
(assert (= Q o (/ DP o Rh o)))
(assert (= Vd (+ a (∗ b (/ Q w Q o)))))
(assert (= f (/ Q w Vd)))
4.2 Droplet Splitting
The purpose of droplet splitting is to split identical droplets into smaller droplets. Method
one uses a T-junction while method two uses a Y-Junction. In method one, the angle
of separation between channel two and channel three is 180 degrees, while the angle of
separation of channel two and channel three in method two is 90 degrees.
Figure 4.3: T-Junction Droplet Splitting conserves less momentum and is used to separate
droplets into different channels
180°
D2, Q2
D1, Q1
The capillary number is used to determine whether the droplet will split or not. The
capillary number CA is determined by the formula:
CA =
µVave
γ
(4.5)
where µ is the viscosity of the solvent (i.e. oil), Vave is the average velocity of the fluid
which can be determined using
Q
A
= Vave (4.6)
where A is the cross-sectional area of the channel CH:
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Figure 4.4: Y-Junction Droplet Splitting conserves more momentum and is also used to
separate droplets into different channels
90°
A =
CHwidth
CHdepth
(4.7)
and γ is the inter-facial tension between the solvent and the droplet (such as between
oil and water). When CA is larger than the critical droplet number (determined experi-
mentally) of the given channel, the droplet will break. The proportion that the droplet
will break is dependent on the flow rates of channel two and channel three. It can be
determined by a simple ratio as follows:
Q1
Q2
=
Vd1
Vd2
(4.8)
where subscript of Q indicates the flow rate of the channel, and Vd indicates the volume
of the droplet entering that channel. Method one and method two’s varying geometries
will result in different critical droplet numbers.
Example of the above relationships in SMT2 format:
(assert (= A (/ ChW ChD)))
(assert (= Vave (/ Q A)))
(assert (= Ca (∗ u (/ Vave gamma))))
(assert (> Ca Crit))
(assert (= (/ Q1 Q2) (/ D1 D2)))
59
Figure 4.5: Increase in channel width reduces spacing between droplets which results in
the droplets merging
4.3 Droplet Merging
A large channel segment is used to squeeze droplets together and decrease the spacing
between them. If spaced far enough, the droplet can merge together to create a continuous
fluid and combine contents of the droplet (if the droplet is used as a micro-reactor) [9].
The relationship is as follows:
xc = α + β ×K (4.9)
where xc is the location of coalescence (this distance required before the droplets merge),
α and β are constants determined experimentally and K is a calculated value determined
by:
K =
WD0
4R2
(4.10)
where D0 is the distance between the center of one droplet and the other, W is the
width of the inlet channel, R is the radius of the droplet when in the large channel segment
used for coalescence.
Example of the above relationships in SMT2 format:
(assert (= K (/ (∗ W D0) (∗ 4 (ˆ R 2)))))
(assert (= Xc (+ a (∗ b K))))
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Figure 4.6: Droplet Traps trap a droplet temporarily for extraction
Rh,channel
Rh,trap
4.4 Trapping Droplets
The droplet trapping is used to extract droplets from the channel. The larger area of the
trap results in a smaller hydrodynamic resistance (Ltrap Lchannel, Rtrap Rchannel)
which can then forces the droplet into the trap. When occupied, the change in viscosity
results in an increase in hydrodynamic resistance, making it greater than the channel,
forcing the rest of the droplets to go around the trap. Once the droplet in the channel
is removed, again the hydrodynamic resistance of the channel decreases, allowing another
droplet to enter the space.
Viscosity of water aˆA˘S¸ 0.894, viscosity of oil aˆA˘S¸ ranges from 10 aˆA˘S¸ 81 mPA.s Note
that the viscosity of each section will be based on the ave viscosity (the longer channel will
be average of oil + water). Example of the above relationships in SMT2 format:
(assert (= Rh c (∗ 8 (∗ u c (/ L c (ˆ r c 4))))))
(assert (= Rh x (∗ 8 (∗ u x (/ L x (ˆ r x 4))))))
(assert (= Rh w (∗ 8 (∗ u w (/ L t (ˆ r t 4))))))
(assert (= Rh o (∗ 8 (∗ u o (/ L t (ˆ r t 4))))))
(assert (> Rh c (+ Rh x Rh w)))
(assert (< Rh c (+ Rh x Rh o)))
• Rh denotes hydrodynamic resistance
• c denotes channel
• x denotes mixed portion of trap
• t denotes uniform portion of trap
• w denotes water
• o denotes oil
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Figure 4.7: Droplet mixing can be used to carry out controlled reactions. This droplets
are known as Microreactors.
Oil Reagent 2
Reagent 1
4.5 Mixing Droplets
Two reagents are used in laminar oil flow, both of which are hydrophilic. The bends create
tiny vortexes which force the droplet to mix. This requires a numerical simulation method
+ chemical analysis.
4.6 Sorting
Identical droplets are seperated from each other by having two channels with different
Rh. Channel ones Rh increases when occupied, and Rh of channel two decreases when
unoccupied and vice versa. Initially, one Rh must be higher than the others to ensure one
droplet always enters on direction before the other.
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Chapter 5
PDE Reasoning with Error
5.1 Introduction
The purpose of this section is to discuss the velocity profile analysis side of the tool chain.
The purpose of analyzing the velocity profile is to determine the shape of the profile and
ensure that it is within desired conditions. The purpose of this system is not to complete
an accurate simulation, but rather determine solutions that will satisfy the constraints of
the model irregardless of the error in the simulation. This is because the problem does
not require accuracy, but simply satisfiability. We can therefore simplify the model for the
purposes of reducing computational complexity and generate solutions that we know will
satisfy the constraints of the problem regardless of the amount of error is introduced due
to these simplifications.
5.2 PDE Modeling
Finite Element Method [21] is a method used to numerically approximate the partial dif-
ferential equations (PDE’s) by constructing a mesh. It differs from the Finite Difference
Method in that it uses integrals within the node equations. Integrals are not ideally solved
using a tool like dReal which was the tool of choice for this research and for this reason
the Finite Difference method was used instead.
Model Order Reduction [52] reduces the computational complexity of the problem while
retaining most of the behavior of the model. One method used on solving Navier-Stokes
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equations is done by reducing the PDEs of a system into a set of ODEs. This is ideal for
a lot of microfluidic system’s as it does not spatially vary over time. However, this poses
a challenge to the toolchain that must prove correctness for multiple microfluidic circuit
designs as this method has difficulty discretizing the spatial domain of potential solutions.
Fourier Analysis Method [49] reduces the complexity of the model by using trigono-
metric functions and reducing the model to a linear one that is not transient. Depending
on the problem, transience may be a desirable property and therefore this method may be
applied on a case-by-case basis.
5.3 Symmetry
Symmetry in the design of the channels can be exploited to improve the performance
times of the system. Experiments were completed by [39] which demonstrated that a 25
inter-dependent equations used to describe a rectangular channel can be reduced through
symmetry to less equations. This reduction allowed dReal to terminate within 1.047s while
without symmetric manipulation, dReal did not terminate even after 2 hours of execution.
5.4 Mesh Analysis
The accuracy of the numerical approximations of PDE’s is dependent on the size of the
mesh used for approximating the PDE. The more refined the mesh, the more accurate the
simulation. This, however, increases the complexity of the solution and therefore increase
the run time. Alternatively, smaller mesh sizes result in faster computations but also larger
numerical error.
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Figure 5.1: Figure shows how computation time increases as mesh refinement increases [39]
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Figure 5.2: Figure shows how the error decreases and mesh refinement increases [39]
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5.5 dReal Analysis
dReal [27] is an SMT solver [20] which reduces non-linear theories over the reals into
Boolean Satisfiability (SAT) problems [38]. dReal can determine if a problem is unsatis-
fiable with certainty, however it cannot determine satisfiability with certainty. The case
when it can determine satisfiability without certainty is when the domain is large and it is
not computationally feasible for dReal to determine an exact solution. In order to reduce
the computational complexity, dReal defines a δ value which determines the precision that
dReal will use to search the problem space. The δ value is a representation of the step-size
dReal uses when numerically approximating equations. Therefore, unless δ is set to 0,
dReal does not determine an exact solution and any solution it determines may still be
unsatisfiable.
In experiments conducted by [39], it has been shown that as expected, decreasing the
dReal δ value and increasing the number of mesh points increase the accuracy of the system
but also the time it takes to compute a solution. [39]. However, due to the δ value, the
solution for the solution mesh in the nodes can diverge.
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Figure 5.3: Figure shows how the solution in dReal can diverge from Matlab’s solution.
[39]
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Figure 5.4: Figure shows computation time of Matlab vs dReal for various mesh sizes [39]
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5.6 Error Analysis
dReal needs to use a coarser mesh in order to solve satisfiability problems within a rea-
sonable amount of time. As such, we can determine satisfiable solutions by determining
what is the maximum amount error that could exist in the system, and establishing that
all solutions must remain below that error interval. There are two sources of error when
solving PDE’s using dReal; the δ used by dReal and the error in using a coarser mesh.
A proof has been provided by William Lindsay [39] which has determined when using
finite difference method along with dReal, the total error in the system is given by:
| ˜Vi−1,dRealj − ˜Vi−1,exactj| = 1
2
δ(
∆x˜2∆y˜2
( h
w
)2(∆(˜y)2 + ∆(˜x)2)
) (5.1)
5.7 Coarser Mesh Analysis
There are two methods that we consider in order to bound the error in the system and
both methods work by assuming that the system is monotonic up till the center of the
channel. The first method uses the first derivative of the velocity profile while the second
method uses the second derivative of the profile. Below are figures that show the results.
The first derivate velocity profile methods uses the slope between the two corner nodes of
the meh to establish the velocity profile. Since the first derivative will always be monotonic
towards the center of the channel, we know that it will always predict a center velocity value
higher than the true center velocity value. Since in most cases our goal is to ensure that
the center velocity is lower than some set value, this is a good way to calculate a satisfiable
solution since the true velocity in the center is lower than velocity value calculated through
the first derivative method.
The second derivate velocity profile uses slope differences between the first and second
nodes (starting from the edge) and the second and third nodes. Again, it is assumed that
the second derivative in these cases are at the least monotonic. As it can be seen, especially
in the case of the of a more refined mesh (11x11), this method calculates a center mesh
velocity that is just barely above the true value of the center of the mesh. This suggests
that this method is a good way to calculate the velocity at the center of the mesh that is
higher than the true value of the velocity at the center of the mesh. This is perfect for
satisfiability problems where the center of the channel’s velocity value has a max constraint.
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Figure 5.5: Velocity profiles for a 5x5 mesh [39]
Figure 5.6: Velocity profiles for a 11x11 Mesh [39]
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The equation for determining the velocity at the center of the channel using the second
derivative method is as follows:
˜Vi,approx
j = 0.7i
M
N
((
˜
V1
j − V˜0j)− (V˜2j − V˜1j)) + V˜ij (5.2)
For oddly shaped channels, a weighted average method can be applied where mesh
points that are closer to the center are given a higher weighting in accuracy than points
that are further apart.
5.8 Velocity Profile Constraints
In addition to specifying the volumetric flow rate (Q), the designer might also wish to
constrain the velocity profile of the fluid in some channels. In most real channels the
velocity profile is non-uniform: due to friction, the fluid closer to the walls of the channel
will flow slower than the fluid in the center of the channel. (In fact, we make the common
‘no-slip’ assumption that the velocity adjacent to the wall is zero.) The volumetric flow
rate (Q) is the product of the velocity (~V ) and the cross-sectional area of the channel ( ~A):
Q =
∫ ∫
A
~V · d ~A (5.3)
The velocity profile is computed by the Navier-Stokes equation. Under our assumptions
of an incompressible Newtonian fluid, laminar flow, no-slip boundaries, and a rectangular
channel, the general form of the Navier-Stokes equation reduces to the following:
0 = 1 +
(
h
w
)2
∂2V˜
∂x˜2
+
∂2V˜
∂y˜2
(5.4)
where h and w are the height and width of the pipe respectively, x and y are unitless
cross-sectional dimensions, and V˜ is the unitless expression for velocity. In fluid dynamics,
‘unitless’ or ‘dimensionless’ variables are often used; these are obtained as ratios where the
units cancel out. We use the tilde-overbar to indicate dimensionless variables.
There is an analogous formulation of Navier-Stokes for cylindrical channels under these
assumptions that we do not show here. The dimensionless velocity (V˜ ) is related to the
velocity (V ) according to the following equation:
72
V =
(∆P )h2
µL
V˜ (5.5)
where L is the length of the pipe, µ the fluid viscosity and ∆P is the pressure difference
between the bracketing nodes of that pipe (all as defined above).
In practice, fluid dynamicists do not solve these differential equations directly but,
rather, apply the finite element method to approximate them. This approximation tech-
nique used by scientists and engineers is also what brings these equations within the realm
of the feasible for solvers such as Z3 and dReal.
Applying the finite element method in this context means dividing up the cross-sectional
area of the channel into a mesh and computing the values for each point in the mesh in
terms of the adjacent points in the mesh. Consider the point 〈i, j〉: the velocity at this
point will be computed in terms of the velocity at the four surrounding points 〈i − 1, j〉,
〈i+ 1, j〉, 〈i, j− 1〉, and 〈i, j+ 1〉. We write V˜ ji to mean the unitless velocity at point 〈i, j〉.
In the finite element method the Navier-Stokes equation (5.4) becomes:
0 = 1 +
V˜ ji+1 − 2V˜ ji + V˜ ji−1
∆x˜2
(
h
w
)2
+
V˜ j+1i − 2V˜ ji + V˜ j−1i
∆y˜2
(5.6)
Finally, we apply the finite element method to the volumetric flow (Q) in equation (5.3)
to replace the integrals with summations:
Q =
∑
i
∑
j
V ji · Aji (5.7)
The microfluidic designer can thusly specify constraints on the velocity profile, such as
the maximum permissible velocity or the maximum permissible variance in the velocity,
etc.
5.9 Energy Constraints
An important relationship that needs to be taken into consideration is the conservation of
energy equation. Many of the processes that occur on a microfluidic chip are motivated
by heat (such as reactions) and therefore we need to model the heat equations in order
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to allow for the user to specify the temperature dependent operating parameters. The
conservation of heat equation is as follows:
ρ · Cˆp
(
∂T
∂t
+ νx
∂T
∂x
+ νy
∂T
∂y
+ νz
∂T
∂z
)
= k
[
∂2T
∂x2
+
∂2T
∂y2
+
∂2T
∂z2
]
− µ · Φv (5.8)
where µ, ρ, Cˆp and k are the viscosity, density, heat capacity and thermal conductivity
of the fluid, respectively. Φ is used to account for additional energy sources the system
may attain. It takes both diffusion and convection into consideration. Using a similar
treatment to what was used in approximating the conservation of momentum equation, we
can approximate the system using the finite element method as follows:
L = R
L = ρ· Cˆp
(
T˜ j,k,li+1 +T˜
j,k,l
i−1
2∆t
+
T˜ i,k,lj+1 +T˜
i,k,l
j−1
2∆x
+
T˜ i,j,lk+1+T˜
i,j,l
k−1
2∆y
+
T˜ i,j,kl+1 +T˜
i,j,k
l−1
2∆z
)
R = k [
T˜ (x˜j+1,y˜k,z˜l)−2T˜ (x˜j ,y˜k,z˜l)+T˜ (x˜j−1,y˜k,z˜l)
∆x˜2
+
T˜ (y˜k+1,x˜j ,z˜l)−2T˜ (y˜k,x˜j ,z˜l)+T˜ (y˜k−1,x˜j ,z˜l)
∆y˜2
+
T˜ (z˜l+1,x˜j ,y˜k)−2T˜ (z˜l,x˜j ,y˜k)+T˜ (z˜l−1,x˜j ,y˜k)
∆z˜2
]− µ · Φ
(5.9)
5.9.1 Future Work
Further work needs to be done in developing these models as well as integration with a
Counter Example Guided Abstraction Refinement (CEGAR) loop that will enable us to
use the information to intelligently explore the solution space.
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Chapter 6
Conclusion
There is a tremendous need and opportunity for microfluidic design automation tools [3].
This thesis moves towards this goal broadly in two ways: by identifying specific oppor-
tunities within microfluidics, and by identifying the potential applicability of new smt
technology [27] (§5). A solver-based approach to microfluidic design offers the possibility
of a correct-by-construction approach, rather than the current build-and-test. Automating
design synthesis in this way might also reduce the extensive multi-disciplinary training
requirements for those who wish to design microfluidic devices.
The three specific opportunities, and some of the analytic equations required thereof,
are: the microhydraulic PinPress (§2, [36]), single-phase electrophoretic cross (§3), and
multi-phase T-junction droplet generator (§4). We have started constructing physical pro-
totypes of the PinPress, and it is the basis of a startup company.1 This company has won
a number of awards and grants (§1.3).
There is still tremendous opportunity for future work. Digital circuit design has ben-
efited from over three decades of research in design automation. Microfluidic design au-
tomation is just getting started.
1Maieutic Enterprises Inc. http://Maieutic.ca
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