Bayesian approach using nonhomogeneous Poisson process is considered for modeling software reliability problems. A generalized gamma and lognormal order statistics models are considered to model epochs of the failures of software. Metropolis algorithms along with Gibbs steps are proposed to perform the Bayesian inference of such models. Some Bayesian model diagnostics are developed and incorporated to verify further modeling assumptions. Model selection based on a prequential likelihood of conditional predictive ordinates is considered. The methodology developed in this paper is exempli ed with a software reliability data set introduced by Jelinski and Moranda (1972) .
Introduction
The modelling of the number of failures of a software could be based on a point process to count failures (see for example, Singpurwalla and Wilson, 1994 ; or Musa, Iannino and Okumoto, 1987) . Let M(t) be the cumulative number of failures of the software that are observed during time (0; t] and M(t) is modeled by a nonhomogeneous Poisson process with mean value function m(t). The di erent models of this type specify a di erent function m(t): The cumulative number of failures M(t) can also be speci ed by its intensity function (t) which is the derivative of m(t) with respect to t; either of these functions completely specify a particular nonhomogeneous Poisson process, with distribution, PfM(t) = ng = fm(t)g n n! e ?m(t) (1) where n = 0; 1; 2; :::
If
is a constant (so that m(t) is linear), then M(t) is called a homogeneous Poisson process; otherwise it is called a nonhomogeneous Poisson process (NHPP).
Many di erent choices for the mean value function m(t) are considered in the literature. Goel and Okumoto (1979) assume that the expected number of software failures to time t, given by the mean value function m(t), is nondecreasing and bounded above. Speci cally, they consider the mean function, m 1 (t) = (1 ? e ? t );
(2) where represents the expected number of errors in the software and is considered to be the fault detection rate. From (2), we have 1 (t) = m 0 1 (t) = e ? t :
Often, the rate of faults in software increases initially before eventually decreasing. In view of that, Goel (1983) proposes a generalization of model (2) given by the intensity function, 2 (t) = t ?1 e ? t (3) where is still the total number of bugs and the parameters and describe the quality of testing.
From (3) it follows that the corresponding mean function m 2 (t) = (1 ? e ? t ): (4) Observe that (2) and (4) can be written as a special case of a general form where the mean value function is given as m(t) = F(t): (5) Here we assume that there is an unknown number N of faults at the beginning of software debugging and we model the epochs of failures to be the rst n order statistics taken from N i. Ohba-Yamada (1982 , 1983 process.
Other NHPP processes are also proposed to model software reliability data. In situations where new faults are introduced during debugging, we need to replace the general order statistics (GOS) model with a record value statistics model (RVS). In these cases, we have m(t) ! 1 as t ! 1; and we denote such as NHPP-II processes (see Yang, 1994) . A special case is given with m(t) = ? ln(1 ? F(t));which reduces to the cases of the MusaOkumoto (1984) process with (t) = =(t+ ), the Duane (1964) process with (t) = t ?1 and the Cox and Lewis (1966) process with (t) = exp( + t):
Recently, Kuo and Yang (1995) developed a uni ed approach for software reliability growth models considering the two di erent classes of models: (i) using general order statistics models (GOS) and, (ii) using record value statistics models (RVS). They also introduce a Bayesian analysis for NHPP-I software reliability models considering some special choices of F(t) in (5) (exponential, Weibull, Pareto and extreme value order statistics models) and using Gibbs sampling with Metropolis-Hastings algorithms.
Kuo, Lee, Choi and Yang (1996) present Bayesian inference for the OhbaYamada (1982 OhbaYamada ( , 1983 process by considering a further extension given by the NHPP-gamma-k model with, F(t) = 1 ? e ? t k?1 j=0 ( t) j j! : (6) They used Metropolis-within-Gibbs algorithm for the Bayesian analysis assuming a known value of k. Observe that if k = 1 in (6), we have the Goel and Okumoto (1979) process and if k = 2, we have the Ohba-Yamada process (1982, 1983) . In this paper we present Bayesian inference for software reliability models using Metropolis-within-Gibbs algorithms for two special classes of GOS models: a supermodel given by the generalized gamma order statistics model which incorporates some standard order statistics software reliability models and the log-normal order statistics model. The use of these two classes of models give great exibility for the shape of the intensity function (t), which implies in better t for software reliability data. We also explore some Bayesian model selection criteria considering a software reliability data set introduced by Jelinski and Moranda (1972) .
An outline of the paper is as follows. In Section 2, a Bayesian inference for generalized order statistics software reliability models are developed. Section 3 specializes to generalized gamma order statistics models. Gibbs algorithms are presented for special cases of such models. Section 4 discusses Bayesina inference for the lognormal order statistics models. Bayesian inference and model selection procedures are described in Section 5. Section 6 considers a numerical illustration of Bayesian model tting along with model comparisons.
2 Bayesian Inference for GOS Software Reliability Models
Let us assume that the mean value function m(t) is indexed by the unknown parameters and :
Given the time truncated model testing until time t, the ordered epochs of the observed n failure times are denoted by x 1 ; x 2 ; :::; x n .
The likelihood function is given by
where D t = fn; x 1 ; x 2 ; :::; x n ; tg is the data set (see for example, Cox and Lewis, 1966; or Lawless, 1982, p. 495 ).
For the failure truncated model a similar expression to (7) can be applied with t replaced by x n :
For Bayesian inference of GOS software reliability models (5), we consider the use of Metropolis-within-Gibbs algorithms (see for example, Gelfand and Smith, 1990) . Since the presence of the expression m(t) = F(t) for the NHPP in the likelihood function (7) usually prevent us in specifying a convenient form for the conditional density of and given D t needed in the Gibbs sampling, we consider the introduction of a latent variable N 0 = N ?n which has a Poisson distribution with parameter 1 ? F(t j )] (see Yang, 1994 ; or Kuo and Yang, 1995) . From (8), we get the intensity function GG (t) = m 0 GG (t) = 1 ?(k) k t k?1 e ? t : (9) Observe that several usual order statistics models which are already considered in the literature are special cases of the generalized gamma order statistics model:
(i) If k = 1; GG (t) reduces to 2 (t) given in (3) (a Goel (1983) process).
(ii) If k = 1; = 1; GG (t) reduces to 1 (t) = e ? t (a Goel and Okumoto (1979) process).
(iii) If = 1; GG (t) reduces to, (10) which is a NHPP ? gamma ? k process with m 3 (t) = F(t) where F(t) is given by (6) . We denote this NHPP process by a gamma order statistics model. 
: (14) For the failure truncated model, similar expressions to (12) and (14) can be applied with t replaced by x n :
The marginal posterior densities for the Gibbs algorithm are given by, 
The variables ; and k should be generated using Metropolis-Hastings algorithm (see for example, Chib and Greenberg, 1994).
Gibbs Algorithms for Special Cases of the Generalized Gamma Order Statistics Model
Assuming k = 1 in (8), we have a Weibull order statistics model (Goel (1983) process x i ) and
Observe that when k = 1, we only need to use the Metropolis-Hastings algorithm to generate the variable : 
The marginal posterior densities for the Gibbs algorithm are given by 
4 Bayesian Inference for the Log-Normal Order Statistics Model
Let us assume that F(t) given in (5) 
The likelihood function for ; and is given (from (7) 
Similar inferences could be obtained for m(t) and also by considering other order statistics models.
For model checking, observe that, if the model (5) is correct m(t)= = F(t) has a standard uniform distribution. Therefore, at each failure time we could consider Empirical Q-Q plots of the Monte Carlo estimates of m(t)= versus Uniform(0,1) distribution for each failure time and for each model. Departure from uniform distribution indicates model inadequacy.
For model selection, we could consider the prequential conditional predictive ordinate (PCPO) as suggested by Dawid (1984) , for the future epoch is the intensity function (also the hazard function of F; that is, II (t) = m 0 II (t) = f(t)=(1 ? F(t)):
Considering the generalized gamma order statistics model (8) 
A Numerical Illustration
In table 1, we have a software reliability data set introduced by Jelinski and Moranda (1972) . The data consists of the number of days between the 26 failures that occurred during the production phase of a software (NTDS data -Naval Tactical Data System).
From the data of Assuming the generalized gamma order statistics model (8) For each parameter we consider the 110 th ; 120 th ; :::;1000 th iteration, which for 10 chains yields a sample of size 900. In Table 2 Suppose we desire to sample a variate from a nonregular density p( i j (i) ):
Observe that p( i j (i) ) only needs to be known up to a constant and we de- (ii) generate a point X according to the transition kernel q( (j) ; X); (iii) update (j) to (j+1) = X with probability p = minf1; p(X)=p( (j) )g; stay at (j) with probability 1 ? p; (iv) repeat (ii) and (iii) by increasing the stage indicator untilt he process reaches a stationary distribution.
