Abstract. This paper describes a technique for constructing robust preconditioners for the CGLS method applied to the solution of large and sparse least squares problems. The algorithm computes an incomplete LDL T factorization of the normal equations matrix without the need to form the normal matrix itself. The preconditioner is reliable (pivot breakdowns cannot occur) and has low intermediate storage requirements. Numerical experiments illustrating the performance of the preconditioner are presented. A comparison with incomplete QR preconditioners is also included.
Introduction.
In this paper we consider the solution of linear least squares problems of the form ||b − Ax|| 2 = min, (1.1) where the coefficient matrix A is large and sparse. We assume that A is m × n with m ≥ n and A has full column rank. Although the techniques considered in this paper are applicable to the square case (m = n), we are mostly interested in the overdetermined case (m > n).
Björck [5] gives a comprehensive treatment of available solution algorithms for problem (1.1). In the large and sparse case, there are two main approaches to solve (1.1), namely, sparse direct methods based on orthogonalization and iterative methods based on the conjugate gradient (CG) algorithm implicitly applied to the normal equations. For overdetermined systems, the best available CG-type methods are the CGLS algorithm (also known as CGNR) and its mathematically equivalent variant based on Lanczos bidiagonalization, LSQR [19] . In this paper we use CGLS. Recall that the normal equations are
Sparse direct solvers are very reliable, but they may be prohibitively expensive in terms of storage and operation count for very large problems. Iterative methods generally require much less storage and have the potential to be faster in terms of execution time, but only if their convergence is sufficiently rapid. For the CGLS method, this means that a good preconditioner is needed.
In this paper we present a new approach to construct reliable preconditioners for the CGLS method. Our method is based on C-orthogonalization, i.e., orthogonalization with respect to the inner product x, y C := x T Cy for all x, y ∈ R n . (1.3)
We show how C-orthogonalization can be used to compute a root-free incomplete factorization of the normal equations matrix
where L is an n × n unit lower triangular matrix and D is diagonal and positive definite. Our algorithm enjoys the following desirable properties: 1. No entry of C = A T A needs to be explicitly computed (the algorithm works entirely with A). 2. The incomplete factorization process cannot break down. 3. Intermediate storage requirements are negligible. Of course, properties 1-3 alone are not enough unless the preconditioner also significantly reduces the solution time compared to the unpreconditioned iteration. We will show experimentally that our preconditioner results in good convergence rates when applied to large and sparse least squares problems. In addition, we shall see that the cost of the incomplete factorization is relatively low compared to other methods.
The remainder of the paper is organized as follows. In section 2 we briefly review some of the previous work on preconditioners for the CGLS method. In section 3 we present the basic C-orthogonalization scheme and explain how it can be used to compute a root-free Cholesky factorization of the normal equations matrix. The preconditioner based on this scheme is described in section 4. Numerical experiments and comparisons with other methods are presented in section 5, and some conclusions are given in section 6.
Previous work.
General-purpose preconditioners for solving least squares problems have been proposed by several authors. An early paper by Läuchli [17] considers a preconditioner for (1.1) based on the LU factorization of an n × n nonsingular submatrix of A, with
where the n × n matrix A 1 is nonsingular. This can be ensured by suitable pivoting strategies. Then the matrix A 1 = LU can be used as a right preconditioner for (1.1). The normal equations matrix corresponding to the preconditioned least squares problems is readily seen to be
Since B has at most p = min{m − n, n} distinct singular values, rapid convergence can be expected when p n. Matrix-vector products with this matrix require solving linear systems with coefficient matrices A 1 and A T 1 , which is done using the LU factorization of A 1 . Variations on this basic idea have been explored by several authors; see Ch. 7.5.3 in [5] and the paper [6] and the references therein.
In [24] , Saunders proposed to use Gaussian elimination with partial pivoting to compute a stable, sparse factorization P A = LU , where the m × n matrix L is unit lower trapezoidal and U is upper triangular (P is an m × m permutation matrix). The factor U is then used as a right preconditioner for (1.1). The matrix L is not saved, and applying the preconditioner requires only backsubstitution with U . This approach is based on the observation that L is frequently well-conditioned and that U tends to reflect most of the ill-conditioning of the original matrix A. Furthermore, the U factor can be computed with little fill-in in many cases.
Most of the recent activity in preconditioning sparse least squares problems, however, has been based on incomplete variants of the QR, rather than LU, factorization. The basic idea is the following. Let A = QR be the "thin" QR factorization of A, where Q is m × n with orthonormal columns, and R is n × n upper triangular. The factorization is not unique, but it can be made unique by requiring that the diagonal entries r ii of R are all positive; see [8, p. 230] . In this case, A T A = R T R is the Cholesky factorization of the normal equations matrix C = A T A. If we could compute this factorization exactly, we could use the R factor as a right preconditioner for CGLS applied to problem (1.1) to get convergence in a single iteration. Indeed, the preconditioned normal equations matrix is
and convergence takes place in one step. To obtain a feasible preconditioner, an approximate factorization A ≈QR is computed; hereR is still lower triangular with positive diagonal entries, but the columns ofQ may no longer be mutually orthogonal in general. The approximateR factor is usually considerably more sparse than the exact Cholesky factor R of C = A T A. This can be interpreted as an incomplete Cholesky factorization of C. The closerR is to the exact Cholesky factor, the closer the preconditioned normal equations matrix is to the identity matrix:
and the faster the CGLS iteration converges. Note that there is no need for theQ factor in the iterative phase of the algorithm; thereforeQ does not need to be saved. The first paper proposing to compute an incomplete orthogonal factorization of A for use as a preconditioner for the CGLS method is [13] . In it, the authors consider both methods based on Givens rotations and methods based on the Gram-Schmidt process. Sparsity inR (and possibly inQ) is preserved by applying a (relative) drop tolerance: fill elements are dropped if they are "small" according to some criterion. The possibility of breakdowns (singularR) is considered; in some cases, diagonal corrections may be needed to preserve positivity of the diagonal entries ofR. Some breakdown-free variations of the algorithms are proposed. All of these algorithms work with A only, and there is no need to form C = A T A explicitly. Subsequent papers include [22] and [31] with focus on algorithms based on incomplete Gram-Schmidt and Givens rotations, respectively; see also [30] . Other references include [3] and [29] for preconditioners based on incomplete Gram-Schmidt, and [1] and [20] for Givens-based methods. In [23] , shifted incomplete orthogonalization methods are studied. The focus of the paper is to develop heuristics for the automatic selection of global diagonal shifts aimed at increasing the stability of the preconditioner.
While incomplete QR methods can be reliable (at least for sufficiently accurate approximations to the full QR decomposition) and often result in fast convergence of the preconditioned CGLS iteration, they tend to incur high set-up costs. Moreover, for some of these methods intermediate storage requirements can be very high. As an example, we report on results obtained with the Gram-Schmidt-based incomplete QR method of Jennings and Ajiz [13] . We use a rather small square matrix, WEST0655, from the Matrix Market [18] . This matrix has dimension m = n = 655 and contains nnz(A) = 2854 nonzero entries. Its condition number is estimated to be of the order of 10 12 ; thus the normal equation matrix C has condition number of the order of 10 24 . The matrix C, if explicitly formed, would contain nnz(C) = 10672 nonzeros. Prior to applying the Jennings-Ajiz incomplete QR preconditioner, we permute the columns of A so that C is reordered according to a minimum degree algorithm. This greatly reduces the amount of fill-in generated during the incomplete orthogonalization process. We use a drop tolerance resulting in an incomplete factor with nnz(R) = 10997 nonzeros. The preconditioned CGLS algorithm is initialized with a zero initial guess and is stopped when the initial residual is reduced by eight orders of magnitude. The right-hand side vector b is chosen so that the solution is the vector of all 1's. Convergence takes place in 47 iterations, which is reasonable for such an ill-conditioned problem. However, the amount of intermediate fill-in incurred by the Jennings-Ajiz algorithm is very high: the maximum number of nonzero elements that have to be kept in storage at any given time during the course of the incomplete Gram-Schmidt process is 44620, almost 16 times the number of nonzeros in the original matrix A. Clearly, this is a severe drawback of the algorithm, especially in applications involving large matrices.
Algorithms based on Givens rotations are potentially more attractive. Givensbased schemes are much less demanding in terms of intermediate storage requirements if matrix entries in A are rotated out in a row-wise fashion with appropriate dropping applied between steps. Nevertheless, as we shall see, the preconditioner set-up time can be quite high for large problems. Column-based incomplete Givens orthogonalization is even slower and suffers from high intermediate storage demand; see [20] . On the other hand, row-oriented incomplete Givens orthogonalization is not guaranteed to be breakdown-free: it may lead to zero diagonal entries in the incomplete R factor. In our experiments we found that breakdowns do occur in practice and that roworiented incomplete Givens codes need to be safeguarded against this type of failure (see, e.g., [5, 13] ).
Clearly, an incomplete Cholesky factor of C can always be obtained by computing C = A T A explicitly and then applying a standard incomplete Cholesky factorization algorithm to C. As noted in [5] , there is actually no need to form all of C explicitly; rather, its rows can be computed one at a time, used to perform the corresponding step of the incomplete Cholesky algorithm, and then discarded. Nevertheless, forming the normal equations, even piecemeal, entails some overhead and may lead to severe loss of information in very ill-conditioned cases. Also, for a general symmetric positive definite (SPD) matrix, standard incomplete Cholesky factorization algorithms may fail due to pivot breakdowns (that is, negative or zero pivots). There exist reliable incomplete factorization algorithms that can be applied to a general SPD matrix without breakdowns; see [26, 27, 28, 14, 4] and the references therein. (Note that the first four of these papers consider different variations of the same idea.) However, these techniques either require access to the entries of C, or have high set-up and storage requirements, or both. An exception is the robust incomplete factorization (RIF) method introduced in [4] . This is the method that we propose to use to compute reliable preconditioners for problem (1.1).
C-orthogonalization and the normal equations.
We start by recalling that since A has full column rank, the n × n matrix C = A T A is SPD and therefore it defines an inner product on R n via (1.3). Given a set of n linearly independent
n by a conjugate Gram-Schmidt process, i.e., a Gram-Schmidt process with respect to the inner product (1.3). Written as a modified Gram-Schmidt process, the (right-looking) algorithm starts by setting z (0) i = v i and then performs the following nested loop:
where j = 1, 2, . . . , n − 1 and i = j + 1, . . . , n. Let now
We have
If we set v i = e i (the ith unit basis vector) for 1
where L is the unit lower triangular factor in the root-free Cholesky factorization C = LDL T ; the matrix D is exactly the same here and in (3.2). Indeed, it is clear from (3.1) that the vector z i is modified only above position i (for 2 ≤ i ≤ n); therefore Z is unit upper triangular and by virtue of (3.2) and the uniqueness of the LDL T factorization, it must be Z T = L −1 . Now, it was observed in [4] that the conjugate Gram-Schmidt process (3.1) produces not just the Z factor but also, at the same time, the L factor itself. To see this, observe that L in the LDL T factorization of C and the inverse factor Z satisfy
This easily follows from (3.2) and the fact that Z T = L −1 . Now observe that for i ≥ j we have
This identity easily follows from the fact that z and L = [l ij ] and using the identity (3.3) we find that
Thus, the L factor of C can be obtained as a by-product of the C-orthogonalization process (3.1), at no extra cost. This observation is the basis for the RIF preconditioner developed in [4] for solving general SPD systems. In the next section we show how this technique can be used to compute reliable preconditioners for problem (1.1).
RIF.
Two different types of preconditioners can be obtained by carrying out the C-orthogonalization process (3.1) incompletely. Given a drop tolerance 0 < τ < 1, the entries of z (j) i are scanned after each update and entries that are smaller than τ in absolute value are discarded. We denote byz . Alternatively, a relative drop tolerance can be used; for example, τ can be replaced by τ ||a i || 2 , where a i is the ith column of A. It is sometimes advantageous to scale A so that ||a i || 2 = 1, where a i is the ith column of A (i.e., C has unit diagonal); this tends to improve the conditioning of the normal equations and it allows for the use of an absolute drop tolerance τ . Whatever the scaling or the drop strategy used, the incomplete C-orthogonalization process results in a sparse matrixZ ≈ L −T ; that is, we have an incomplete inverse factorization of C of the form
whereD is diagonal with entriesd j =z T j Cz j > 0. This is a factored sparse approximate inverse that can be used as a preconditioner for the CG algorithm applied to Cx = f ; see [2, 15] . The preconditioner is guaranteed to be positive definite (sincē d j > 0 for all j) and is easily applied in parallel, since its application requires only matrix-vector products. It is generally known as the stabilized approximate inverse (SAINV) preconditioner.
Note that the construction of the preconditioner does not require forming C = A T A explicitly. Indeed, the main loop (3.1) involves the computation of the inner products
(here and in the remainder of the paper we omit the superscripts to simplify the notation). Hence, computing the multipliers in (3.1) involves only matrix-vector products of the form Az i , to be computed as a linear combination of the columns of A corresponding to nonzero entries inz i , and inner products of two sparse vectors Az i and Az j . Typically, most of these inner products will be structurally zero (that is, Az i and Az j have no nonzero entries in the same position) and the corresponding update in (3.1) can be skipped. It is important to mention that our implementation makes use of structural information on the incomplete inverse factorZ so as to avoid checking which of the inner products are structurally zero, which would be an O(n 2 ) operations; see [2] . Note that thez i vectors are stored (they form the columns of the approximate inverse factorZ), whereas the multipliers z j ,z i C / z j ,z j C are discarded after they are used to perform an update step.
The second preconditioner that can be obtained is, in a sense, the dual of the previous one. In this algorithm we save the multipliers
and we discard the vectorz i as soon as it has been used to form the corresponding parts of the incomplete factorL = [l ij ] of C. Hence, we have an algorithm to compute an incomplete root-free Cholesky factorization
of the normal equations matrix.
Note that this incomplete triangular factorization of C does not require forming the matrix C = A T A itself (not even one row at a time): the incomplete conjugate Gram-Schmidt process on which it is based works exclusively with A. Moreover, the preconditioner is guaranteed to be positive definite, and no breakdown in the course of the incomplete factorization is possible. This follows from the fact that the pivots d j are given byd j = (Az j )
T Az j , an inherently positive quantity. Note that from well-known extremal properties of the Rayleigh quotient, the following lower bound for the generic pivotd j holds:
where λ min (C) and σ min (A) denote the smallest eigenvalue of C and the smallest singular value of A, respectively. Also note that ||z j || 2 2 ≥ 1 since the jth entry ofz j is equal to 1. Because of the breakdown-free property, we denote this preconditioner by RIF. While it is possible in principle that a pivot is so small to be numerically zero, we have not encountered a single case where this happened (even for very ill-conditioned A). We could in principle prevent any such tiny pivot simply by multiplying A by a sufficiently large number, but this would require an estimate for the smallest singular value of A and it could cause overflow. Again, we have never had to resort to any trick of this sort in actual computations, although our codes can perform local pivot modifications in such a situation.
We stress the very important fact that the construction of the RIF preconditioner incurs only modest intermediate storage costs; the total storage is dominated by the storage for A and for the final incomplete factorL. The algorithm requires some temporary storage for the sparsez i vectors while they are needed to compute the multipliers (4.1). At step j of the algorithm (1 ≤ j ≤ n − 1) we need to store, besides the j computed columns of the incomplete factorL, the remaining n − j columnsz j+1 , . . . ,z n ofZ. Notice that these sparse vectors can have nonzero entries only within the first j positions, besides the 1 in position k ofz k . As j increases, there are fewer and fewer such vectors that need to be kept in temporary storage, but they tend to fill in. Assuming a uniform distribution of nonzeros in bothL andZ, a back-of-the-envelope calculation shows that in terms of storage, the "highwater mark" is reached for j ≈ n/2, that is, midway through the C-orthogonalization process, after which it begins to decrease. The total storage can be estimated to be approximately 25% more than the storage required by the final incomplete factorL. In practice, we found that this is often an overestimate, unless a very small drop tolerance is used (which is not practical anyway). With a careful implementation and using suitable dynamic data structures, the proposed algorithm incurs negligible intermediate storage requirements.
At first sight, the RIF preconditioner needs two drop tolerances: one for the incomplete C-orthogonalization process, to be applied to thez i vectors, and a second one to be applied to the entries ofL. Note that the latter is simply a postfiltration: once a column ofL has been computed, it does not enter the computation of the remaining ones. For the experiments in this paper, we simply used the same value τ for both drop tolerances, thus reducing the number of user-supplied parameters from two to just one. However, other choices are possible and may give better results in some cases, perhaps at the expense of storage.
The RIF preconditioner is generally more effective at reducing the number of CGLS iterations than the SAINV one (for a comparable density of the incomplete factors). The main advantage of SAINV is that it can be easily applied in parallel. In the remainder of the paper, we consider the RIF preconditioner only. 
Numerical experiments.
In this section we present the results of some numerical experiments aimed at assessing the performance of the RIF preconditioner for least squares problems. We also present results for some other methods. We coded all the algorithms in Fortran90 and ran the experiments on a SGI Origin 200 computer.
In Table 5 .1 we provide some basic information about the test problems used in the numerical experiments. We used nine rectangular matrices of widely different sizes and levels of difficulty. The first four problems (WELL1033, ILLC1033, WELL1850, ILLC1850) are from the Matrix Market repository [18] . Four more problems (SMALL, MEDIUM, LARGE, VERYL) arise in animal breeding studies [10, 11] . 1 The last (and largest) matrix, which we denote by HIRLAM, was kindly provided by Dr. Ivar Lie of the Norwegian Meteorological Institute. It arises from a finite volume discretization of the mass conservation equation used in a model of the atmosphere; see [12] . For each matrix we report the number m of rows, the number n of columns, and the number nnz of nonzeros. In the last two columns we report iteration counts (under "CGLS") and CPU times (under "Time") for CGLS without preconditioning. Here and in all the other numerical experiments the stopping criterion used was
In all cases we used the initial guess x (0) = 0, and the right-hand side b was chosen so that the solution was the vector of all 1's. Table 5 .2 contains results for the RIF preconditioner. Under "τ " we indicate the value of the drop tolerance used. Furthermore, we report the number of nonzeros in the incomplete factor (under "Size"), the time to construct the preconditioner (under "P-time"), the number of preconditioned CGLS iterations (under "Its"), the time for the iterative solution phase (under "It-time"), and the total solution time (under "Tot-time"). For some of the problems we show results obtained with incomplete factors of variable densities obtained by adjusting the drop tolerance τ (typically we take τ between 0.1 and 0.5). In these cases, the best timing obtained is in bold face. The results show that RIF preconditioning is effective in reducing both the iteration count and the total solution time in all cases except for the small, well-conditioned matrix WELL1033. It is also clear that smaller values of the drop tolerance (leading to denser factors) almost always lead to faster convergence in terms of number of iterations, but higher total solution times. Sparse preconditioners are preferred also because they can be computed more quickly. In addition, for very large matrices we need to restrict ourselves to sparse preconditioners anyway in order to keep memory demands within reasonable limits. In all cases, the amount of additional temporary storage needed to set up the RIF preconditioner was only a small fraction of the space needed to store the coefficient matrix and the final incomplete factorL. As an example, for the VERYL test problem the additional overhead in temporary storage needed for constructing the preconditioner was only about 4% of the space needed to store the incomplete factor. In Table 5 .3 we present results for a standard, drop tolerance-based incomplete Cholesky factorization preconditioner applied to the (explicitly formed) normal equations matrix C = A T A. We denote this preconditioner by ICNE. As already mentioned, there is no need to compute all of C at once: rather, its rows can be computed one at a time and then discarded as the incomplete factorization progresses. Consequently, this algorithm has negligible intermediate storage requirements. We choose this method because it is cheap and it often performs well when it is not unstable. On the other hand, we also want to illustrate that it is not always reliable. A reliable alternative would be to use the method developed by Tismenetsky [26] (with improvements by Kaporin [14] ). In the least squares setting, this becomes precisely the CIMGS algorithm presented in [28] . However, this method is quite expensive and has high intermediate storage requirements. See the experiments and discussion in [28] and [4] . The drop tolerance in ICNE was chosen so as to obtain preconditioners of similar density to those computed with RIF, if possible. Note, however, that for the four animal breeding problems we could not get a useful preconditioner unless we allowed considerably more fill-in in the incomplete factor than for the RIF preconditioner. Indeed, for certain choices of the drop tolerance ICNE preconditioning failed to produce convergence in less than 10000 iterations (denoted by " †" in Table 5 .3). Furthermore, it may happen that if we try to improve the convergence rate for ICNE by reducing the drop tolerance (thereby allowing extra fill-in in the incomplete factor), the number of iterations may actually increase. For example, consider problem ILLC1850. If we increase the number of nonzeros in the ICNE factor to 3229, the number of iterations goes up to 2515; if we further increase it to 3461, it takes 5393 iterations to converge. On the other hand, reducing the size of the preconditioner to 1868 nonzeros results in 1013 iterations. For this matrix, 774 iterations is the best result we could get with ICNE using reasonably sparse preconditioners. We think that this nonmonotonic behavior of ICNE with respect to the drop tolerance reflects the potential instability of applying a standard incomplete Cholesky factorization to the explicitly formed normal equations matrix. These results indicate that RIF, as expected, is more robust than ICNE. The two preconditioners exhibited comparable performance whenever ICNE did not fail, with RIF being slightly better on the average. While RIF incurred somewhat higher set-up costs, it typically led to faster convergence for preconditioners of comparable density. Intermediate storage requirements are essentially the same for the two methods.
In Table 5 .4 we show results obtained with an incomplete QR preconditioner based on modified Gram-Schmidt (denoted IMGS); this is essentially the incomplete Gram-Schmidt method in [13] . Our implementation is based on a column-oriented, right-looking algorithm. Again we tried, whenever possible, to compare preconditioners of similar density. Our results strongly suggest that IMGS is not competitive with RIF. Besides slower convergence in many cases, this preconditioner exhibits high set-up costs. Furthermore, as mentioned in section 2, IMGS has much higher intermediate storage requirements than RIF. Although our computer resources allowed us to compute the preconditioner in every case, this limitation would eventually hinder the applicability of IMGS to large-scale problems.
Finally, we present in Table 5 .5 some results for a row-oriented, Givens-based incomplete QR preconditioner (denoted by IGR). This preconditioner is very close to the rTIGO algorithm in [20] . Our implementation differs from [20] in that we use somewhat different data structures and dropping strategy. The poor results for the first four problems are due to pivot breakdowns, which prompt automatic diagonal modifications to avoid divisions by zero. For these problems, better results can be obtained by using the stabilization strategy advocated by Jennings and Ajiz in [13] . Unfortunately, we found that this stabilization strategy leads to very poor results in all the other cases, where there are no breakdowns. In contrast, IGR shows good performance when there are no breakdowns. Nevertheless, set-up times can be quite high compared to RIF, especially for larger problems. Intermediate storage requirements are comparably low for both preconditioners.
We conclude this section on numerical experiments noting that all the experiments reported above were performed on the original matrix, without any preprocessing. Although diagonal scalings and sparse matrix reorderings may sometimes lead to improved results, we also found several instances where these preprocessings did not help or even made things worse. For instance, while a column minimum degree reordering helps in reducing the size of the incomplete factor and intermediate storage requirements, it often leads to slower convergence rates and higher overall solution times.
Conclusions.
In this paper we have presented a reliable preconditioner with low storage requirements for large sparse least squares problems. The preconditioner is an incomplete LDL T factorization of the normal equations matrix C = A T A based on C-orthogonalization. The preconditioner construction cannot break down and does not require forming the matrix product C = A T A explicitly, not even one row at a time, as required by some of the previously developed techniques. While somewhat more expensive to compute than more standard incomplete Cholesky factorization algorithms, numerical experiments indicate that our method often results in better convergence rates and behaves in a stable and predictable manner with respect to the drop tolerance used.
We also compared our approach with two incomplete QR preconditioners, one based on the modified Gram-Schmidt process and the other on Givens rotations. The first method was clearly inferior to RIF in terms of convergence rates, set-up time, and intermediate storage requirements. The second method (also considered in [20] ) was found to be more competitive, but vulnerable to breakdowns and having high set-up costs for larger problems. Further, we found that the Jennings-Ajiz stabilization strategy [13] was effective in dealing with pivot breakdowns, but resulted in preconditioners of low quality whenever breakdowns were not an issue. In summary, our experiments suggest that RIF is a competitive general-purpose method for preconditioning large sparse least squares problems.
Besides as a preconditioner for CGLS applied to the normal equations, there is at least one other situation where RIF should prove useful. Consider a saddle point problem of the form
where F is n × n and SPD, A is n × m with n > m and has full column rank, b ∈ R n and c ∈ R m are given, and x ∈ R n and y ∈ R m are the unknowns. One of the most effective techniques for solving problem (6.1) is to use a Krylov subspace method (such as symmetric QMR, or GMRES) with the following preconditioner:
(the so-called constraint preconditioner ; see, e.g., [16] ). Application of this preconditioner within a Krylov subspace method requires solving a least squares problem of the form (1.1) at each iteration. In principle this could be done by a sparse QR factorization, or by forming and then factoring the normal equations. Alternatively, a sparse direct indefinite factorization of M could be used [7] . However, for large-scale problems such as three-dimensional mixed finite element formulations, these direct solvers become prohibitively expensive; see, e.g., [21] . As explained in [21] , a sparse incomplete factorization of A T A can be used to obtain a cheap approximation of the action of M −1 without too much of a negative effect on the rate of convergence that would be observed with the "exact" preconditioner. The experiments in [21] show that dramatic savings in both storage and CPU time are achieved. The results in [21] were obtained with an incomplete Cholesky factorization of the normal equations matrix similar to the ICNE algorithm of the previous section; we expect that using RIF instead would result in improved results in many cases. Some preliminary experiments have been performed by John Haws in his Ph.D. thesis [9] , but this is a topic that deserves further research.
Finally, we mention that least squares problems arising in animal breeding studies can lead to systems that are far larger than any of those considered in this paper. For example, as mentioned in [25] , the model used for the Finnish dairy cattle has 60 million unknowns. Due to storage constraints, only very simple preconditioners, like diagonal or block diagonal preconditioning, have been used by practitioners. The development of effective preconditioners for such huge least squares problems remains a formidable challenge for sparse matrix researchers.
