We review the modeling and simulation of electrical transport instabilities in semiconductors with a special emphasis on recent progress in the application to semiconductor microstructures. The following models are treated in detail: (i) The dynamics of current filaments in the regime of low-temperature impurity breakdown is studied. In particular we perform 2D simulations of the nascence of a filament upon application of a bias voltage. (ii) Vertical electrical transport in layered semiconductor structures like the heterostructure hot electron diode is considered. Periodic as well as chaotic spatio-temporal spiking of the current is obtained. In particular we find long transients of spatio-temporal chaos preceding regular spiking.
I. INTRODUCTION
Semiconductors are complex nonlinear dynamic systems which give rise to a variety of current instabilities when they are driven by strong electric fields. These instabilities often involve switching behavior, self-generated regular or chaotic current oscillations, current filamentation and solid-state turbulence. It has been known for a long time that current filaments are formed in semiconductors with an S-shaped current 3 density-field characteristic-. The stationary structure and the possible nonlinear dynamic and chaotic oscillatory behaviour of these current filaments has [4] [5] [6] [7] [8] [9] been widely investigated both experimentally and theoretically 1'I0-15 in a variety of semiconducting materials, e.g. p-Ge or n-GaAs at liquid Helium temperatures, or layered semiconductor structures like pin, pnpn, or heterostructure hot electron diodes.
In this paper we focus on two specific model systems. Firstly, the dynamics of current filaments in the regime of low-temperature impurity breakdown is studied. We present 2D simulations of the nascence of filaments. Previous theoretical attempts to model current filaments were mostly confined to one-dimensional simulations where only the transverse spatial coordinate perpendicular to the current flow was taken into account. Intermittent and chaotic behavior of laterally traveling filaments in crossed electric and magnetic fields has been found 11. While there has been recent progress in the microscopic analysis of low-temperature impurity breakdown in terms of sin- 16 gle-particle and many-particle Monte Carlo (MC) simulations 17 for p-Ge and for n-GaAs 8 '19 , the spatio-temporal modes of the breakdown process have so far merely been investigated in a one-dimensional longitudinal model for p-Ge, a model that neglects the transverse spatial degree of freedom and therefore cannot explain filamentation2. In order to study the nascence of current filaments 21 it is necessary to combine the transverse and the longitudinal degrees of freedom for a realistic 2-dimensional sample geometry with appropriately modelled contacts, and include detailed microscopic information on the generation-recombination kinetics obtained from MC simulations.
Secondly, vertical electrical transport in layered semiconductor structures like the heterostructure hot electron diode (HHED) 22 is considered. The HHED Other semiconductor structures where nonlinear and chaotic high-field transport phenomena have been found include parallel transport in modulationdoped heterostructures associated with real-space transfer26, and vertical transport in a superlattice3. In both systems the current-field characteristic is N-shaped and leads to the formation of electric field domains and oscillatory instabilities.
II. DYNAMICS OF CURRENT FILAMENT FORMATION
As a first model system we study current filamentation in thin n-GaAs films in the regime of low temperature impurity breakdown. We use a model which combines a drift-diffusion approach with Monte Carlo simulations of the generation-recombination (GR) kinetics21. The carrier density in the conduction band, and hence the current density, is determined by the GR processes of carriers between the conduction band and the donor levels. The experimentally observed S-shaped current density-field relation in the regime of impurity breakdown can be explained in terms of standard GR kinetics only if impact ionization from at least two impurity levels is taken into account . Therefore we model the infinite hydrogenlike energy spectrum of the shallow donors by the ground state and an "effective" excited state close to the band edge. In this case the state of the system can be characterized by the spatial distribution of the carrier densities in the conduction band n(x,t) as well as in the impurity ground state and excited state n l(x,t), n2(x,t), respectively, where x is the spatial coordinate and denotes time.
The temporal evolution of n, n 1, and n 2 is then governed by the rate equations dn -.j+Xn2-Tnpt+Xnn +Xnn2, (1)
dt -X{n2+ Tnpt-Xnn2-T*n2+X*nl, (3) where Pt ND n n2 is the density of ionized donors, N D is the total density of donors, X[ is the thermal ionization coefficient of the excited level, T[ is its capture coefficient, X, X are the impact ionization coefficients from the ground and excited level, respectively, X*, T* denote the transition coefficients from the ground level to the excited level and vice versa, respectively. Within the drift-diffusion approximation the current density j can be expressed as j e(nE + DUn) with the electron charge e, the diffusion constant D and the mobility t. 6" is the local electric field within the sample.
The electric field is coupled to the carrier densities via Poisson's equation (4), (4) and (5) are not independent and we can substitute (4) by (5) for the numerical treatment of the time-dependent problem in drift-diffusion approximation. In many cases this approach turns out to be advantageous27-3.
The essential nonlinearities of the constitutive model equations (1)-(5) in the regime of low-temperature impurity breakdown are contained in the dependence of the GR coefficients upon n, nl, n2, and %. In order to derive these from a microscopic theory we have performed single particle MC simulations for a spatially homogeneous steady state 18. Thermal ionization of the excited donor level, acoustic phonon-assisted recombination into the excited level (Lax-Abakumov), and impact ionization from both the ground and the excited donor level were included as band-impurity processes. The relevant intraband scattering processes were elastic ionized impurity scattering (Conwell-Weisskopf approximation) and inelastic acoustic deformation potential scattering. The microscopic rates of all band-impurity processes depend upon the carrier densities in the band and impurity states, which in turn depend upon the nonequilibrium carrier distribution function. To obtain these carrier densities, the MC method has to be combined self-consistently with the rate equations (1)- (3) in the homogeneous steady state, where the GR coefficients X 1, X, T are calculated by averaging the microscopic transition probabilities (Pii, P:iZi, Prec for impact ionization from the ground state, the excited state, and capture, respectively) over the nonequilibrium distribution function f(k), which is extracted from the MC simulation at each step: fd3kf(k;n, nl,n2,,g)pili(k, nl), X{(n, n l , n 2 , ) X l ( n ' n l ' n 2 ' -' ) --_ T:(n, nl,n,)--f d3kf(k;n, nl rt2,-,)Prec(k, pt) npt (6) Note that f, and hence X 1, X and T[, in turn depend parametrically on n, n 1, n 2 and E. An iteration procedure, where n and n 2 are expressed by their steady-state dependence on n and E, is used to solve the .above problem self-consistently.
As a result the impact ionization coefficients X and X as well as the capture coefficient T depend not only on the local electric field E, but also on the electron concentration n. This dependence on n is associated with a higher electron temperature TP on the upper branch of the S-shaped n(E) characteristic as compared to the values Tle on the lower and the middle branch.
In the following our strategy will be to insert fitted analytical representations of the MC data into the macroscopic rate equations (1)-(5). We use this approach in order to take into account as much detailed information as possible about the microscopic scattering processes, while still retaining manageable expressions.
We have simulated a square sample with side lengths L x L z 0.02cm representing a thin GaAs film (thickness 1.4 x 10-3cm), using an implicite finite element scheme29. We model point contacts by applying Dirichlet boundary conditions to two opposite regions of length L c 8 x 10-4cm at the centers of the sample edges parallel to the z-axis. At the contacts n is fixed to a value n D 5 1015cm -3 to model Ohmic contacts. All other boundaries are treated as insulating where the components of the current density j and the electric field E perpendicular to the boundaries vanish.
We study the nascence of current filaments when the applied voltage is switched rapidly to a value above breakdown threshold so that the semiconductor is forced from the nearly insulating state to a highly conducting state. Within lps the voltage is linearly increased from U= 0V to U 0.48V corresponding to an average field of E 24V/cm. Due to the Ohmic nature of the contacts we find small regions in the vicinity of the contacts in which the electron concentration n in the conduction band is largely enhanced compared to the bulk where it is very low (Fig.la) . Practically all carriers are bound in the donor ground state. The electron temperature in the whole Sample is equal to the lattice temperature T L (Fig.2a) . Due to the assumed voltage control the electric field E reacts quasi-instantaneously forming a dipole-like electric field distribution (Fig.3a) and inducing enlarged areas of increased electron density at both the cathode and the anode. The current density j !/I (Fig.4a) sequently impact ionization multiplies the electron concentration at the cathode (at x=0.02cm) and establishes a front that moves towards the anode (Figs. b, 4b ). The propagation of the front is accompanied by a high field domain associated with a slightly increased electron temperature T e (Fig.2b) . Although the electric field behind the front is smaller than in front of it, for reasons of current conservation the increased electron density in regions passed by the front is almost conserved because recombination is a much slower process than generation. Hence impact ionization downstream is encouraged, whereas further generation upstream is inhibited. When the front meets the region of increased carrier density around the anode, a rudimentary filament is formed, albeit with a carrier density several orders of magnitude lower than that corresponding to completely ionized donor states of density N 5 x 1015cm -3 ( Fig.lc) .
Now donor impact ionization is becoming enhanced
in the rudimentary filament because the excited level n 2 is increasingly populated. The current density (Fig.4c ) and the electron temperature are significantly growing in the rudimentary filament (Fig.2c) The potential distribution is being deformed (Fig.3c) to a uniform increase of electron density until the filament reaches its mature state (Fig.ld) where almost all donors are ionized, and the carrier density corresponds to the upper branch of the homogeneous steady state characteristic n(). Within the filament the excited donor level is much more highly populated than outside, nevertheless still only about 2 percent of the band carriers are trapped in the excited level, while the ground level is completely depleted inside the filament. Thus the population ratio between ground and excited level is inverted in the filament. Also the current density j and the electron temperature T e are much larger inside the filament than outside (Figs.4d, 2d) . The deformation of the potential distribution is completed (Fig.3d) .
Hence from our simulation we find three stages of impact ionization breakdown: a stage of front creation and propagation from the injecting contact, i.e. the cathode (stage I) followed by a stage of stagnation after the front has reached the anode (stage II) and a final stage during which the rudimentary filament grows to a mature filament (stage III). 
)a(x,t) 2u In part of this range periodic spatio-temporal spiking is found12, where a spatially periodic pattern forms and vanishes periodically in time as shown in Fig.5a . In terms of the semiconductor model the quantity u a, which we have plotted, corresponds to the current density which is the physical quantity of interest. Throughout the following we use T=0.05, visualize the dynamics more clearly we have plotted the position of the local maxima of (u(x, t)-a(x, t)) exceeding the value 3 in the space-time-plane (Fig.5c ). Fig.5d shows To this purpose we add a perturbation to a(xc/, tel) at a distinct location at a given time d. For > td we calculate the trajectory for both the unperturbed and perturbed initial condition at ta. In order to visualize the deviations resulting from the perturbation we have plotted the logarithm of the difference between these two trajectories in Fig.6 . We find that the perturbation spreads with a constant velocity which seems to be independent of the width L. There are some points, especially in the simulation shown for L= 1200, where the propagation stops and the perturbation is reduced dramatically. Afterwards the residual perturbation grows again. At the initial stage the propaga- 5 000 and 15 000, respectively, in the centre of the system. The grey scale corresponds to the difference of u a for the perturbed and the unperturbed system, respectively tion is roughly parabolic rather than linear. This behaviour might be due to pure diffusion. Only when the diffusive spreading slows down, can the linear propagation be detected. Fig. 7 shows the asymptotic behavior of a slightly modified model24'33, where the local diffusive coupling of u is replaced by a nonlocal coupling with a(x, t)dx. In Fig.7b 
