Properties of a chemical entity, both physical and biological, are related to its structure. Since compound similarity can be used to infer properties of novel compounds, in chemoinformatics much attention has been paid to ways of calculating structural similarity. A promising metric to capture the structural similarity between compounds is the relative size of the maximum common subgraph (MCS). The MCS is the largest substructure present in a pair of compounds, when represented as graphs. Until now, it was difficult to employ such a metric, since the calculation of the MCS becomes computationally intractable when it is large. We propose a novel algorithm that significantly reduces computation time, especially for finding large MCSs. Furthermore, we demonstrate this algorithm in an application predicting the transcriptional response of breast cancer cell lines to different drug-like compounds, at a scale which was until now infeasible due to computational complexity. In this application 714 compounds were compared. The time needed to compute the MCSs for the full molecular matrix of druglike compounds was decreased from more than a year (estimate) to two weeks. Moreover, for large MCSs the calculation time can even be reduced from years to several minutes.
Introduction
An often employed principle in chemistry is that compounds with similar structures have similar biochemical properties [29, 2, 12, 8, 27] . This principle has been successfully applied in different areas, such as drug discovery [24, 9] and enzyme-promiscuity prediction [20] , in which data from experimentally measured compounds is used to make predictions about the properties of a compound currently being investigated. Because of the importance of this concept, many structural similarity measures have been proposed to accurately quantify the similarity between compounds [28, 7] .
For many of these measures, it is necessary to represent compounds by means of graphs [9, 23, 14, 26] . In these graphs, the vertices denote the atoms and the edges denote the bonds connecting each pair of covalently bonded atoms. As a result, the structural similarity between compounds can be assessed by inferring whether or not they have common substructures in their corresponding graphs. The complexity of these graphs can be adjusted according to the question in mind. One possibility is to assign weights to the edges, representing the geometric distance to take into account 3D-information. Another option is to assign more detailed labels to vertices, taking into account the physicochemical environmental properties. For instance, Hattori et al. [13] defined 68 atom-types for this purpose. To illustrate this particular atom-typing, one of these definitions, O2x, was coding for an oxygen atom (O) in a ring structure (x) without any other oxygen atoms close to it (2) . In most graph matching problems, hydrogen atoms can be ignored, thereby reducing the size of the graphs drastically without losing much information.
The most commonly used methods for structural similarity searching are descriptorbased methods, for example molecular fingerprints based on structural keys [29, 2] . Structural keys tests each compound for the existence of particular functional groups useful for characterizing compounds. As a result, each compound can be represented by a binary vector (a so-called binary fingerprint), in which each element indicates whether a particular chemical structure is present or not. By comparing the binary fingerprints of two compounds the degree of similarity can be assessed. An example of often-used binary fingerprints are the ECFP4 fingerprints, that have been shown to be information rich [15, 10, 3] .
In recent years, an increase in computational power has made it possible to work on the full graphs directly, without resorting to a translation to fingerprints. For example, the (relative) size of the maximum common subgraph (MCS) between two compound graphs can be used as metric for compound (structural) similarity. Because of its intractable computational complexity (the MCS problem is NP-complete) this measure is practically less useful for large database screening. Many different algorithms have been proposed which employ approximative heuristics to speed up this search [22, 21, 13, 25, 6] . These algorithms do not guarantee that the MCS is always (correctly) identified in reasonable computation time.
We propose a new algorithm that improves upon the currently fastest algorithm of Cao et al. [5] for inferring MCSs. We show that our algorithm is an order of magnitude faster. Then we demonstrate the use of the MCS metric in an application predicting the transcriptional response of breast cancer cell lines to different drug-like compounds at a scale that was, until now, infeasible due to the computational complexity [19, 18] .
Material and Methods

Existing MCS search methods
The problem of inferring the MCS has been studied quite intensively. Many existing MCS algorithms transform the two input graphs, G 1 and G 2 (i.e. the graph representations of the two compounds to compare, c 1 and c 2 ) into an association graph, G a (see 1b). Each node k in this association graph represents a correspondence i : j, between a particular node i in G 1 and a node j in G 2 . We will denote this as k-i:j. For example, 16-4C:1C represents the sixteenth node in the association graph, which resembles the correspondence between the fourth node in graph G 1 and the first node in graph G 2 (which are both C-atoms). A connection between two nodes in the association graph exists if the two corresponding nodes in graph G 1 as well as in G 2 have a connection (denoted as direct edges, the black lines in 1b) or if the two corresponding nodes in graph G 1 as well as in G 2 do not have a connection (denoted as indirect edges, the gray lines in 1b). The benefit of this conversion is that the MCS problem reduces to a maximum clique detection (MCL) problem. A clique is a set of vertices V in an undirected graph such that for every two vertices in V , there exists an edge connecting the two. Note that in this case, the MCS can consist of multiple substructures, since association nodes in the clique can be connected by only indirect edges (see 1b)). Already in the 1970s, the Bron-Kerbosch algorithm was developed for efficiently revealing the maximum clique, which is the largest clique in a graph [4] . This algorithm converts the association graph into a tree and employs a depth first search (DFS) algorithm for inferring the largest branch in the tree (see 1c). DFS starts at the root (corresponding to the empty set) and explores as far as possible along each branch before backtracking, i.e. returning to the most recent node it had not finished exploring. An important set in this algorithm is the candidate set, C Ma a , containing nodes that can be (individually) added to the current clique M a , and still yielding a clique (see 2b).
Connected subgraphs
Since chemical structures are in general very sparse, i.e. most atoms only have up to four neighbors, the resulting association graph (and corresponding tree) will be very dense, because of the indirect links (see 1b). This means that the candidate set will in general be very large, implying that there are many different ways in which one can proceed. Cao et al. [5] pointed out that this problem can be partly alleviated by introducing a new set, the direct candidate set, D Ma a , which contains all candidates that at least have a direct edge to one of the nodes in M a (blue nodes in 2b). This set is in general much smaller and consists of the nodes that, in combination with M a , would yield a connected subgraph. When using the MCS as a similarity measure between chemical structures, one is in general only interested in the largest connected MCSs (see 1d and e for examples), since these are biologically most meaningful. This is not guaranteed directly by the clique finding method, since in principle one can expand a particular subgraph by a node that only has indirect links to it. Besides the fact that connected MCS are in general biologically more relevant, the introduction of the direct candidate set enables us to drastically reduce the search. From here on, we will therefore focus on finding maximum connected common subgraphs (MCCS). Note that the resulting algorithm is still applicable to finding full MCSs; this just requires using a full candidate set rather than just the direct candidate set. We will therefore still use the generic term MCS-finding algorithm.
Cao et al. [5] also suggested to employ the induced subgraph heuristic to discard branches of the search tree that cannot lead to an improvement of the best solution found so far. That is, one can estimate an upper bound on the size of the MCS that can be inferred in a certain branch of the tree (see 2c and d). Such a brand-and-bound strategy can significantly reduce the computation time, especially if the nodes in the association graph are ordered in a proper way such that large (connected) cliques will be identified early in the DFS procedure. Although all these heuristics reduce the computation time, Cao et al. [5] still required progressive optimization (i.e. human intervention) to compute large MCS (exceeding 50 atoms).
Induced versus edge subgraphs
Cao's method is only capable of inferring one particular type of MCS, the maximum common connected induced subgraph (MCCIS), since it employs the induced subgraph heuristic. The MCCIS is the largest subgraph consisting of vertices that are connected in exactly the same way in both input graphs (see 3a). In contrast, the maximum common connected edge subgraph (MCCES) is a connected subgraph consisting of the largest number of edges common to both G 1 and G 2 (see 3b). In general, this MCCES is biologically more meaningful and slightly larger than the MCCIS. For example, one needs the MCCES to accurately reveal the chemical transformations accomplished by enzymatic reactions [20] , since for that one needs more flexible matching to align ring structures to their linear variants (see 3b). Therefore, we have developed new strategies enabling us to infer both the maximum common connected induced subgraph (MCCIS) and the maximum common connected edge subgraph (MCCES) in reasonable computation time [22] , without resorting to the induced subgraph heuristic. Our algorithm is still based on the association graph, but it ignores indirect edges. As a result, the problem cannot be converted to a maximum clique finding problem.
A novel MCS search method
Adding multiple nodes in each step of the DFS One of the main bottlenecks in previous approaches is that just one node is added in each step of the (tree) search. This means that in principle the same MCS can be constructed in many different ways, each time adding the nodes in a different order. This problem can be partly tackled by checking in each step of the DFS whether a new (better) solution can still be achieved. However, these checks are computationally expensive and often do not speed up the search drastically, especially if many different maximal common subgraphs exist (a maximal common subgraph is a complete subgraph that is not contained in any other complete subgraph; the largest of these is actually the MCS).
We propose a new approach which directly adds all possible nodes in each step of the optimization. This drastically reduces the calculation time, since far fewer steps are needed to resolve the true MCS. This idea is illustrated in 4. In this example, we infer the MC(CE)S between limonoate and limonoate D-ring-lactone (see 4a). Since these compounds are very large, we only show a part of their structure as an illustration. Let us assume that we start the search with association node 13, corresponding to the third carbon atom in both graphs, 13-3C:3C (see 4b). In principle, we have four choices for expanding this current subgraph M a with one node, since the direct candidate set D Ma a consists of the nodes 7-2C:2C, 9-2C:4C, 17-4C:2C and 19-4C:4C respectively. Since 7-2C:2C and 19-4C:4C are two correspondences related to different nodes in G 1 as well as in G 2 we can combine these directly, because the only constraint (in an MCCES) is that there should be a connected path from 7-2C:2C to 19-4C:4C. This is guaranteed, since both are connected to M a (i.e. 13-3C:3C). Our algorithm ignores combinations of correspondences like 7-2C:2C & 9-2C:4C, because this contains two correspondences between one node in graph G 1 (i.e. 2C) and two nodes in graph G 2 (i.e. 2C and 4C) (see 4c). That is, we cannot allow one node in one graph to correspond to multiple nodes in the other graph.
Since we add all possible correspondences in each step of the iteration, the inferred maximal common subgraph depends on the initial starting point. In 4e, we started the search with correspondence 1-1C:1C. In the second step, the correspondences 27-6O:7O and 7-2C:2C are added to the common subgraph. As a result, we cannot add the correspondence 26-6O:6O anymore, although in principle the correspondence 1-1C:1C can be combined with 26-6O:6O (see 4f). This only occurs if one compound contains a ring structure that is transformed to its linear form in the other, as is the case in this example. Note that this does not hamper reliable MCS finding, since we can always find the other solution, by choosing a different starting point (e.g. 25-5C:5C, see 4f). This means that we can always infer all maximal cliques as long as we try all starting points, which is linear in the number of nodes.
Note that the above algorithm allows us to find MCCESs. The same algorithm can be used to find MCCISs, by adding a check for each set of correspondences to be added whether they sill maintain a clique with the nodes in the current subgraph. Although this test requires some computation, this is far outweighed by the time saved by adding multiple correspondences at once. Hence, finding MCCISs using the above algorithm is still significantly faster than using Cao's algorithm.
Ordering the nodes based on direct links Our algorithm is highly computationally efficient, to the extent that we do not have to resort to heuristics to ignore branches of the tree that cannot lead to an improvement of the best solution found so far, allowing us to infer all maximal common subgraphs. Still it helps to order the nodes, such that we find large maximal common subgraphs early in the search. After all, we can still ignore branches of the tree if the only maximal common subgraphs that we can find in such a branch are already identified earlier in the search (using another branch). Therefore, we still propose an ordering on the nodes. As the induced subgraph heuristics proposed by Cao et al. can only be used for finding the MCCIS, not for finding the MCCES, we propose an alternative way.
Our ordering algorithm starts with the association graph, in which the indirect connections are left out (see 5a). We calculate the shortest path from each association node k to every other association node m, and determine the length l km . Let us assume that the longest path is of length n. Subsequently, we weigh the path lengths, assigning higher weights to shorter path lengths, w km = n-l km . If pairs of nodes are not connected to each other by a path, w km equals zero. Finally, we add up all weights from each node k to every other node (w k = n m=1 w km ), such that we obtain n weights w = [w 1 , . . . , w k , . . . , w n ]. A high weight indicates that the particular node k has many nodes close to it in the association graph. As 5c indicates, 13-3C:3C is predicted to be the center of the association graph. Interestingly, this is indeed the only node when used as starting point that enables us to find all (four) maximum common subgraphs (see 4b). To optimally make use of this ordering, we also employ a DFS algorithm adding multiple nodes in each step of the algorithm as outlined above, thereby using the ordering to determine which starting points to examine early in the search.
Using atom-types to create seeds Another bottleneck in previous approaches is that nodes are aligned based on atomspecies. This means, for example, that each carbon atom in the first input graph can be matched to any carbon atom in the second input graph. Since most compounds contain mainly C-atoms (H-atoms are ignored), this leads to a large number of possible alignments. Hatorri et al. [13] already pointed out that search-complexity can be significantly reduced by introducing atom-types. An atom-type does not only take into account the atom-species itself, but also its surrounding (e.g. type of bonds). However, aligning compounds solely based on atom-types is often too stringent. Our suggestion is therefore to first align on atom-types and use the resulting maximal cliques as seeds for further alignment on atom-species. Since we do not consider very small atom-type based maximal cliques (e.g. 1 atom) to be informative for the atom-species based MCS, we only use the atom-type based maximal cliques as seeds if the atom-type based MCS exceeds an (arbitrary) size of ten. We employ the same 68 atom-types as introduced by Hatorri et al. [13] .
Translating the MCS into a structural similarity score We utilize the Jaccard coefficient [17] , also known as the Tanimoto coefficient for measuring the structural similarity (SS) between two graphs G 1 and G 2 :
where G 1 and G 2 are the two input graphs, G 1 and G 2 their sizes and M CS(G 1 , G 2 ) the size of the maximum common subgraph. We employ this metric to account for the size of the input graphs. Of course, the larger the graphs G 1 and G 2 , the higher the likelihood that their M CS(G 1 , G 2 ) will be large.
Application of the MCS metric to predict gene transcription
We demonstrate the use of the MCS metric in an application predicting the genetranscriptional response of breast cancer cell lines to different drug-like compounds, at a scale until now infeasible due to the computational complexity involved. For this, we adopt the publicly available compound dataset of Lamb et al. [19] . This dataset, better known as the Connectivity Map, consists of more than 6000 microarrays, comprising the effect of approximately 1300 distinct small-compounds on different cell lines (see 1, columns 1-3). These compounds represent a broad range of activities, and include drug and non-drug bioactive compounds. As the optimal concentration was not known for most of these compounds, a relatively high concentration (10 mM) was applied in each experiment. We focused our attention on the high-throughput HG-U133A arrays corresponding to the breast cancer epithelial cell line MCF7. The molfiles of these compounds, needed for calculating the similarity measures, were downloaded from the Pubchem Website, when available (see 1, column 4).
Transcriptional response prediction
Our aim is to infer whether we can predict the microarray profile for a particular querycompound, q, based on the microarray profile of the most structural similar compound. The prediction protocol is outlined in 6. For each compound q we assessed which of the other drug-like compounds looks most similar according to our MCCES-based structural similarity measure. Let i denote this most similar compound. If the similarity between i and q was below a certain threshold, S thr , we did not make a prediction, since the compounds are too dissimilar. However, if i and q were reasonably similar, we made a prediction. For this, we first inferred whether i had an effect on gene expression (how this will be measured will be explained at the end of this section). If not, we predicted q to have no effect on gene expression as well. On the other hand, if i had an effect on gene expression, we predict q to have the same effect (i.e. same expression profile).
To assess whether compounds indeed have an effect on gene expression and what the specific effect is, we analyzed the microarray data. To this end, we first globally scaled all microarrays to a target value of 500 using Affymetrix MAS 5.0 [16] . For some compounds, multiple biological replicates had been measured. To obtain a single profile per compound, we averaged these replicates after normalization. Genes not affected by any compound only show variation over the arrays due to noise. To exclude these noisy features, we first removed genes that do not have expression values above 100 after MAS normalization. Next, we applied mean-variance normalization to the expression profile of each (remaining) gene separately, such that the average expression of each gene is zero and its variance one. This allows us to compare the expression of the different genes (see 7c-f). Noisy genes are not expected to have high absolute normalized expression values for any of the compounds (see 7a and b). On the other hand, genes that are strongly affected by a few of the drug-like compounds exhibit very high absolute normalized expression values for these particular compounds (see 7c-f). Subsequently, the expression profiles were discretized, such that the discrete value d gi equals one if compound i has a strong effect on the normalized expression of gene g, |e n gi | ≥ E, and zero otherwise (see 7, black dotted line). Next, we assessed the genes that were affected by at least two compounds (i.e. genes having at least two nonzero discrete values). Let us assume that we have N of these genes. These N genes were employed as a signature for measuring whether compounds indeed had an effect on gene expression (i.e. We employed two performance measures for determining the prediction performance. First of all, we compared the predicted binary label (effect [
) with the real binary label. Furthermore, we identified whether the arrays of i and q were indeed similar, if we predicted q to have an effect. For this, we employed the Euclidean distance (ED) between the signatures of i and q using the continuous normalized expression values, i.e. N g=1 (e n gi − e n gq ) 2 . We used the continuous instead of the discrete expression values, since we wanted to apply a very stringent value E for discretization, such that we can be certain that i really has an effect on gene expression if d gi equals one.
Benchmark
We compare our structural similarity measure (SS) to the commonly used ECFP4-based (F S) similarity. These binary ECFP4 fingerprints can be generated with SciTegic [1] . SciTegic checks the molecular structure for the existence of various functional groups and structural elements. This results in a binary vector in which a element i is one if a particular functional group f i is present in the compound and zero otherwise. The generated fingerprints for two compounds c 1 and c 2 can be compared using the Tanimoto coefficient: MCF7  3095  1344  714  PC3  1741  1208  650  HL60  1228  1083  632  SKMEL5  17  17  12  ssMCF7  18  16 11
in which F 1 and F 2 represent the binary fingerprints of c 1 and c 2 respectively. We employ the same prediction protocol (section 2.2-2.3) using F S instead of SS.
Results and Discussion
Efficiency of our MCS algorithm
In the first experiment, we analyzed the computational complexity of our MCS algorithm. To this end, we compared our algorithm with that of Cao et al. [5] . In both cases, our aim was to identify (only) the MCCIS between a pair of compounds without any progressive optimization (human intervention). We randomly selected 75 pairs of compounds differing in the size of their MCCIS. Both algorithms were implemented in MATLAB and experiments were performed on an Intel Xeon 2.33 GHz (EM64T Quad Core) processor and 16 Gb of RAM under Linux. 8 indicates that our algorithm is much more efficient for large MCCIS, especially if we use the seeds as generated by first aligning two compounds based on atom-types (see 8b). Since we were not able to calculate an MCCIS of size larger than or equal to 60 with the model of Cao et al. in reasonable computation time, we estimated the time required by extrapolation. To this end, we first estimated the parameters of a linear regression model describing the effect of the MCCIS size on log 10 -scale (computation time). The resulting parameters enable us to quite reliably estimate the computation time for the model of Cao et al. (R 2 = 0.80). As can be seen, the model of Cao et al. is faster for small MCCISs. A reason for this is that our algorithm requires more bookkeeping, which makes up a relatively large portion of the computation time for small MCCIS. On the other hand, our algorithm is an order of magnitude faster for large MCCIS. For example, we expect that two years of computation time is required to infer an MCCIS of 60 using the method of Cao et al., whereas it takes just half a day using our algorithm with no heuristics. Moreover, this reduces to a few minutes (see 8b) if we use the atom-type based maximal common subgraphs as seeds. There is a strong relationship between computation time and the size of the MCCIS as can be derived from the R 2 values. As for small MCCISs, the method of Cao et al. is faster, it would be beneficial if we could combine the two methods for finding small MCCISs, such that we switch at the point for which the method of Cao et al. becomes slower. However, beforehand we do not know how large the MCCIS will be. Since a low number of nodes in the association graph does not necessarily imply a small MCCIS (and the other way around) it is difficult to decide when to switch. Unlike Cao's method, our algorithm is also capable of finding the MCCES rather than just the MCCIS. 9 illustrates that although the MCCES is sometimes larger than the MCCIS (i.e. some points are shifted to the right: larger MCS), this does not lead to a significant increase in computation time. This also indicates the overhead due to the additional checks required in our algorithm to find MCCIS is relatively small, particularly for large MCSs.
Comparison of the similarity measures
In the second experiment, we examined the use of the structural similarity SS for predicting drug-responses. Here, we show the results when applying a threshold E of 6.5. This results in a set of 150 genes (i.e. N = 150) being affected by at least two compounds. 10 presents the prediction performance of both SS and F S for predicting whether or not a query-compound has an effect. It shows the partial ROC-curves for predicting the correct binary label of the query-compound. An ROC curve presents the number of correct predictions (true positives) as well as the incorrect ones (false negatives) as function of the similarity threshold S thr . We distinguish between the query compounds being predicted to be inactive and predicted to be active, since the numbers (i.e. number of positives and negatives) differ substantially. In 10a the results are shown for all cases that i had no effect on gene expression, such that q was predicted to have no effect. In this case, the positives are all query compounds that indeed have no effect on gene expression, whereas the negatives are the query compounds that do have an effect on gene expression. In 10b, the two are reversed. It shows the results for all examples in which i had an effect on gene expression, and thus q was predicted to have an effect. Now the positives are the query compounds having an effect on gene expression as well, whereas the negatives represent the query compounds having no effect on gene expression. 10 illustrates that for low false positive rates, the SS measures performs slightly better than the F S measure, especially for the case that i has no effect.
11 shows how well we can predict the effect, if an effect is predicted. The SS measure predicts more compounds to be active than F S if S thr equals zero, resulting in more blue than green squares being present in 11. This is caused by the fact that the most similar compound i based on SS is more often active than the most similar compound i based on FS.
The dotted lines in 11a and b represent the situation in which a threshold S thr is applied of 0.57 and 0.5 for the SS and F S respectively. At these thresholds, the number of compounds predicted to have an effect is the same for both similarity measures, namely sixteen. Since a further reduction of the threshold would lead to the incorporation of many compound-pairs having high array dissimilarity, i.e. large ED (see 11, left of the dotted lines), we prefer to employ this threshold. Apparently lowering S thr would include examples in which the most similar compound of a query compound q is still very dissimilar. In that case, the similarity measure would not be informative for array similarity anymore.
By applying our proposed thresholds, we can reliably predict the gene-transcriptional response for query-compound q based on i. 2 indicates the (correct) predictions made using the SS metric and applying the proposed threshold of 0.57. As can be seen, in almost all these sixteen cases not only the SS but also the F S is high, implying that there is a strong correlation between the two. Apparently SS is comparable in performance to the best working fingerprints (ECFP4), which is quite an achievement for a completely differently method. Interestingly, there is one exception. Galantamine is very similar to Lycorine according to SS, but not according to F S. Since the array profiles of these two compounds are very similar (low ED), we benefit from using SS instead of F S.
Conclusions
This paper introduced a novel method for determining the MCS between a pair of compounds. Based on finding the maximum common connected edge subgraph (MCCES), it can be trivially extended to finding maximum common edge subgraphs (MCES) and/or maximum common (connected) induced subgraphs (MC(C)ISs). Utilizing this approach, we were able to infer compound structural similarity an order of magnitude faster than previous methods. Our algorithm is especially faster if the MCS is large. We demonstrated this in an application that was, until now, infeasible due to the computational complexity. By estimating calculation times for the method of Cao et al. through extrapolation, we could derive that their method is approximately thirty times slower than our approach. As a result, it would take us more than a year to do the same experiment using their method. This speed up allows for future extensions to more flexible matching [11] , e.g. based on atom-properties instead of atom-species. This would result in more association nodes and larger MCSs. A step-wise procedure in which one first employs more stringent atom-types to create seeds is still recommended, since this further reduces the computation time. Interestingly, the SS approach performed quite similar to the F S approach, although the way in which similarity is calculated is quite different. F S expects two compounds to have similar biochemical properties if they share multiple small substructures, whereas the SS is based on only the largest maximal clique. Since our approach enables us to reveal all maximal cliques, it would also be interesting to examine what the benefit would be of using a structural similarity score based on all inferred maximal cliques. Table 2 . The array similarities between the query compound q (column 1) and the most similar compound in the database i (column 2), if the MCS-based similarity exceeds 0.55. All except the bold one can also be identified if the ECFP4 fingerprints are adopted using a threshold of 0.45. The third, fourth and fifth column represent the Euclidean distance (continuous array similarity), the SS and F S respectively. Here, the correspondences are defined based on atom-species. For example, the correspondence 5-1C:5C denotes a correspondence between two C-atoms, namely the first C-atom in limonoate D-ring-lactone and the fifth in limonoate. This corresponds to the fifth node in the association graph. Black edges (direct links) between two nodes in the association graph imply that in both limonoate D-ring-lactone and limonoate a bond exists between the corresponding nodes (atoms). For example, we have a direct link between association nodes 26-6O:6O and 5-1C:5C, since both the sixth and first atom in limonoate D-ring-lactone are connected as well as the sixth and fifth atom in limonate. In both cases, these bonds are connections between an oxygen and a carbon atom. Gray edges (indirect links) between two nodes in the association graph imply that neither in limonoate D-ring-lactone and limonoate there is a bond between the corresponding nodes (atoms). For example, we have an indirect link between association nodes 26-6O:6O and 9-2C:4C, since the sixth and second atom in limonoate D-ring-lactone are not connected, nor are the sixth and fourth atom in limonate. The problem of inferring the (induced) MCS reduces to finding the maximum clique in this association graph. To search for the maximum clique, we start with an empty set and greedily add an association node to this set, such that all nodes in this set are fully connected to each other in the association graph (by direct or indirect edges). c) Part of the tree is shown that is constructed based on the association graph for revealing the (induced) MCS. d) and e) Examples of leaves of the tree, that represent the maximal common subgraphs. The MCS is the largest of these maximal common subgraphs. The nodes in black and the thick edges together represent the MCS (or more specifically the MCCIS). We start with an empty set and greedily expand the current fully connected subgraph (or clique) by adding a candidate which, when added to the current subgraph, results in a new (larger) fully connected subgraph. c) The set of possible candidates (green and blue nodes) that can be added to the current subgraph (red nodes). The current subgraph consists of two correspondences, 25-5C:5C and 19-4C:4C, indicated in red. The candidates are the nodes that in combination with the current solution still result in a clique, i.e. a fully connected subgraph (on an individual basis). The association nodes in blue represent the direct candidates, having at least one direct link to any of the nodes in the current subgraph. For example, 13-3C:3C has a direct link with 19-4C:4C, since both in limonoate D-ring-lactone and limonoate a bond is present between the third and fourth carbon atom. The nodes that are colored green in the association graph represent indirect candidates, that do not have a direct connection to any of the nodes in the current subgraph. This means that adding these nodes to the current solution would not yield a connected subgraph, but still a clique. d) The six possible (direct and indirect) candidates correspond to four different atoms in limonoate D-ring-lactone and also four different atoms in limonoate. From this we can conclude that, since the current subgraph consists of two nodes, the upper bound for the size of the clique in this branch of the tree is six. This is known as the induced subgraph heuristic. e) A better estimate of the upper bound can be obtained by finding the maximum matching in the bipartite graph that can be constructed based on the six candidates (green and blue nodes). In this bipartite graph, on one side we have the atoms from limonoate D-ring-lactone and on the other side the atoms from limonoate in the candidate set. An edge in this bipartite graph represents a correspondence between an atom from limonoate D-ring-lactone and an atom from limonoate. A matching in this bipartite graph is a set of edges without common vertices. In this case, the maximal matching consists of four edges (indicated by the thick lines). In combination with the two nodes in the current subgraph, this also gives us an upper bound of six. For example, we can directly expand the subgraph consisting of association node 13-3C:3C by two nodes, e.g. 7-2C:2C and 19-4C:4C. We only impose that the new vertices have at least one direct link (black lines in association graph, see 1b) with the current subgraph. As a result, it is not necessary that the subgraph will be a clique in the association graph (since we ignore the gray lines, i.e. indirect edges in 1b), enabling us to infer the maximum common connected edge subgraph (MCCES). In this example, the MCCES consists of six nodes, whereas the MCCIS consisted of five nodes (see 3a and b). The MCCES seems to be more relevant, since it aligns the full ring structure of limonoate D-ring-lactone. Left of the tree, several invalid extensions are shown. In all these extensions, an atom from one of the compounds is aligned with multiple atoms from the other, which is not allowed. c). The way in which we can expand the current subgraph consisting of 13-3C:3C without generating invalid solutions. Green squares correspond to nodes in limonoate D-ring-lactone, whereas red squares correspond to nodes in limonoate. Black squares denote nodes from the association graph. Starting from our current subgraph (i.e. 13-3C:3C), we first identify which nodes from limonoate D-ring-lactone can be added, i.e. the second and the fourth atom, and which ones of limonoate, i.e. also the second and the fourth atom. Furthermore, we identify to which of the association nodes these possible extensions are connected. For example, the second atom of limonoate D-ring-lactone is connected to the already aligned third atom of limonoate D-ring-lactone, i.e. association node 13-3C:3C. In this case, all possible extensions are connected to association node 13-3C:3C. Subsequently, all combinations of possible nodes are constructed, imposing that each atom from one graph may only be connected to one atom of the other, that they should have the same atom-species and that they should have at least one direct link in the association graph with one of the association nodes in the current subgraph (i.e. 13-3C:3C). For example, a possible extension is the addition of association node 7-2C:2C, since both the 2C of limonoate D-ring-lactone and the 2C of limonoate are connected to the current subgraph by a direct connection, both are C-atoms and both are connected to association node 13-3C:3C. This addition of node 7-2C:2C can be combined with the addition of 19-4C:4C, since both these association nodes resemble different nodes in each of the individual graphs (i.e. 2C and 4C). If a particular combination of nodes is not possible, we split the combination such that it becomes valid. This is illustrated in d) in which we extend the subgraph consisting of the association nodes: 13-3C:3C, 7-2C:2C, 19-4C:4C, 1-1C:1C and 25-5C:5C. In first instance, an incorrect extension is suggested, since the sixth atom of limonoate D-ring-lactone is connected to two atoms of limonate, namely the sixth and seventh. We split this combination, such that we obtain two independent extensions instead, either 27-6O:7O or 26-6O:6O. e) The maximal (maximum) common subgraph that is identified when we start from association node 1-1C:1C. f) The maximal (maximum) common subgraph that is identified when we start from association node 5-5C:5C. Based on the direct edges in the association graph, we calculate the length of the shortest path from each association node to the other. We use the distances to assign weights to each pair of association nodes (correspondences) such that the smaller the distance, the higher the weight. If a square is black, this indicates that the two corresponding association nodes are not connected through any path. The smaller the distance between two nodes, the whiter the square representing the weight between these two nodes. c) Finally the weights of each row are added, such that we obtain a single weight per association node. A large weight indicates that the corresponding association node is a hub in the association graph. Fig. 6 . Scheme of the prediction protocol. If a query compound, q, is similar to any of the compounds in our database (SS(q,i)>S thr ), then we also expect the transcriptional response to be similar. This means that if i has no effect, we expect q to have no effect either. On the other hand, if the addition of i leads to a transcriptional response, then we expect that the addition of q leads to a similar response. This means that we expect the Euclidean distance between the expression profiles of i and q to be small. If multiple compounds are similar to query compound q (multiple i such that SS(q,i)>S thr ), we use the most similar one. Fig. 7 . Applying mean-variance normalization to remove noisy features. a) The expression levels of a gene as a result of the addition of drug-like compounds to the breast-cancer cell line. In this case, the gene is not affected by any of the compounds. The variation in expression levels is due to measurement noise. b) The z-scores obtained after mean-variance normalization. The black dotted line indicates the cutoff that we employed for discretizing the expression levels (E=6.5). Since the meanvariance normalized expression values never exceeds this cutoff, this gene is predicted to be not affected by any of the compounds. c) The expression levels for a gene that is affected by four of the drug-like compounds. The addition of any of these four compounds lead to a strong up-regulation of the gene. More specifically, the gene is expressed twice as high. d) Since only a few compounds (i.e. four) have an effect on the expression of the gene, the mean-variance normalized expression levels of the gene for these compounds exceed the cutoff value used for discretization. As a result, we predict these four compounds to have an effect on gene expression. e) The expression levels for a gene that is also affected by (the same) four drug-like compounds. Again, these compounds lead to the expression being twice as high. f) Although the average expression is much higher (ten times), we obtain the same mean-variance normalized expression values. This is exactly what we want, since the absolute expression levels of different genes are not comparable.
Fig. 8. Comparison of MC(CI)S finding algorithms.
Comparison of the computational requirements of our MC(CI)S-finding algorithm to those of previous algorithms. a) The red and purple points represent the calculation times as function of the size of the MCS for the algorithm of Cao et al. and our algorithm (without using atom-type seeds) , respectively. The dotted lines represent the calculation times as estimated using a regression model. The legend also includes the R 2 (denoted in brackets) as identified for the regression models. b) The red and blue points represent the calculation times as function of the size of the MCS for the algorithm of Cao et al. and our algorithm using atom-type seeds respectively. The blue squares represent the cases, where the size of the atom-type based MCS was larger than ten, such that the maximal common subgraphs were used as seeds. On the other hand, blue circles indicate examples, where the size of the atom-type based MCS was smaller than ten, such that our standard algorithm was applied without using atom-type based seeds to steer the search. The dotted lines represent the calculation times as estimated using a regression model. Actually, we estimated two regression models for our seed-based algorithm, one for the cases, where the size of the atom-type based MCS is smaller than ten, and one for the cases in which the size of the atom-type based MCS is larger than ten. The legend also includes the R 2 (denoted in brackets) as identified for the regression models. Fig. 9 . Comparison of MCCIS and MCCES. The purple and green points represent the calculation times for our algorithm as function of the size of the MCCIS and MCCES. The dotted lines represent the calculation times as estimated using a regression model. The legend also includes the R 2 (denoted in brackets) as identified for the regression models. Fig. 10 . Prediction performance (binary labels). a) Partial ROC-curve for query-compounds that are predicted to have no effect: true positives (query-compounds that indeed do not have an effect on gene expression) vs. false positives (query-compounds that actually have an effect on gene expression). b) The same as a), but now for the cases where the query compound is predicted to have an effect on gene expression: true positives (query-compounds that indeed have an effect on gene expression) vs. false positives (query-compounds that actually do not have an effect on gene expression). The square boxes indicate the performance if we employ an S thr of 0.57 for SS and an S thr of 0.50 for F S. In that case, the number of predicted active compounds is the same for both methods (SS and F S). Fig. 11 . Prediction performance (continuous microarray profile). The Euclidean distance, measuring array similarity, as function of the similarity measures SS (a) and F S (b). The dotted lines represent the similarity thresholds S thr that we used in our model.
