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We compute the total cross-section for direct Higgs boson production in hadron collisions at
NNLO in perturbative QCD. A new technique which allows us to perform an algorithmic evaluation
of inclusive phase-space integrals is introduced, based on the Cutkosky rules, integration by parts and
the differential equation method for computing master integrals. Finally, we discuss the numerical
impact of the O(α2s) QCD corrections to the Higgs boson production cross-section at the LHC and
the Tevatron.
I. INTRODUCTION
The Higgs boson is currently the only missing particle in the minimal Standard Model (SM) of electroweak inter-
actions. Its discovery will be one of the nal steps toward the experimental verication of the SM, and will provide
useful input for detailed studies of the mass generation mechanism and for physics beyond the SM.
Direct searches at LEP restrict the Higgs boson mass to be greater than 114.1 GeV [1], while a global t to
precision electroweak measurements [2] favors a value around 90 GeV. In addition, the requirement that the SM
remains perturbative up to relatively high energy scales sets an upper bound at approximately 1 TeV [3]. Although
the above evidence is not completely conclusive, it indicates a relatively light Higgs boson which could be observed
at either the Tevatron or the LHC. At both of these facilities, gluon fusion through top-quark loops is expected to be
the dominant Higgs production mechanism. All other channels, such as vector boson fusion qq ! Hqq and associated
Higgs production qq0 ! HW , are suppressed by about an order of magnitude (see Ref. [4] for a review). We therefore
focus upon the process gg ! H in this paper.
Currently, the Higgs hadroproduction cross-section is known through the next-to-leading order (NLO) in perturba-
tive QCD. As we explain below, this turns out to be insucient and the evaluation of terms beyond NLO is necessary.
The leading-order (LO) cross-section is proportional to α2s(µ
2), and for this reason exhibits a strong dependence on
the choice of the scale µ. Including the O(αs) corrections [5,6] decreases the scale dependence, but the cross-section
increases by a very large amount, approximately 70%. It is therefore important to evaluate the next order in the
perturbative expansion, since this is the only way to enhance the credibility of the theoretical predictions.
To compute the cross-section to next-to-next-to-leading order (NNLO), we must combine: the matrix elements
for the O(α2s) virtual corrections to gg ! H ; the matrix elements for the O(αs) virtual corrections to gg ! Hg,
qg ! Hq, and qq ! Hg; and nally the tree-level matrix elements for the processes gg ! Hgg, gg ! Hqq, qg ! Hqg,
qq ! Hgg, and qq ! Hqq. For the inclusive cross-section we must integrate over the loop-momenta in the virtual
amplitudes and the phase-space of the real particles in the nal state. Both real and virtual corrections are divergent
in four dimensions. We regularize the amplitudes using conventional dimensional regularization (d = 4 − 2), and
remove the ultraviolet divergences by renormalizing in the MS scheme. The remaining divergences arise from initial
state collinear radiation and are absorbed into the parton distribution functions, yielding a nite cross-section.
The calculation can be simplied substantially by considering the limit where the Higgs boson is much lighter
than twice the mass of the top-quark. In this limit, the top-quark loops are replaced by point-like vertices. The
corresponding eective Lagrangian is known to provide a satisfactory description of the cross-section for a light Higgs
boson at NLO [5,6].
In the heavy top-quark limit, the NNLO contributions to the direct Higgs production cross-section are topologically
similar to the O(α2s) corrections to the Drell-Yan process which have been calculated in the past [7]. The phase-
space and loop integrals required for the calculation of the Higgs boson production cross-section could in principle be




the larger number of Feynman diagrams with a considerably more complicated tensor structure. For a problem of this
complexity a highly automated algorithm which treats virtual and real corrections in a unied manner is desirable.
It is well known how to construct algorithms which in principle can perform multi-loop integrations. First, one
can employ the method of integration by parts (IBP) [8] in order to reduce the number of integrals involved in such
computations. Algorithms which nd the solutions of IBP identities in a process and topology independent manner
are available [9,10]. After the application of IBP, a small number of remaining integrals which are not reducible further
(master integrals), must be evaluated explicitly. Powerful techniques such as the dierential equation method [9] and
the Mellin-Barnes integral representation [11] can then be employed to derive an expansion of the master integrals
in . The above methods provide general purpose tools for the evaluation of virtual corrections. However, similar
methods do not exist for computing phase-space integrals; they are usually calculated manually and on a case by case
basis. In this paper we present an algorithmic procedure for evaluating phase-space integrals, based on the Cutkosky
rules [12], integration by parts [8] and the dierential equation method [9].
Partial results for the NNLO corrections to the Higgs boson production cross-section are available in the literature.
The NNLO virtual corrections were computed in [13] by Harlander. The \soft" part of the cross-section at NNLO
was derived in [14,15] by extracting contributions to the partonic cross-sections that are singular when the partonic
center of mass energy
p
s^ equals the mass of the Higgs boson mH . Recently, Harlander and Kilgore [16] obtained a
better approximation to the complete NNLO result by expanding the phase-space integrals around the kinematic point
s^ = m2H . In this paper we present the full analytic result for the NNLO corrections to the Higgs boson production
cross-section. In our derivation we do not need to resort to an expansion around a special kinematic point and our
expressions are therefore valid for an arbitrary ratio m2H/s^.
The paper is organized as follows. In Section II we briefly review the eective Lagrangian for describing gluon
interactions with the Higgs boson. We also introduce our notations and present all basic formulae and denitions for
the total cross-section. In Section III we describe our method for solving multi-particle phase-space integrals in an
algorithmic fashion and illustrate its application with a few typical examples. We present the analytic expressions for
the renormalized partonic cross-sections ij ! H + X in Section IV. In Section V we discuss the impact of the O(α2s)
corrections on the Higgs boson production cross-section at the Tevatron and at the LHC. We present our conclusions
in Section VI. Some useful formulae, including the complete list of master integrals, are collected in the Appendix.
II. EFFECTIVE LAGRANGIAN
The Higgs boson interaction with gluons is a loop induced process and is therefore sensitive to all colored particles
which get their masses through the Higgs mechanism. In this paper we restrict ourselves to the Standard Model where
the top-quark contribution dominates.
Although the Born cross-section is known as a function of the top mass mt and the Higgs boson mass mH , it is
much harder to obtain the exact analytic dependence of the cross-section on the mass of the top-quark in higher
orders of perturbation theory. However, since it is most probable that the Higgs boson is light, it is sucient to work
in the innite top-quark mass limit.
For Higgs boson masses in the range 100− 200 GeV, we can describe the Higgs gluon interaction by introducing
the eective Lagrangian [5,6]




where Gaµν is the gluon strength tensor, H is the Higgs eld and v  246 GeV is the Higgs boson vacuum expectation






























where αs(µ) is the MS strong coupling constant, nf = 5 is the number of active flavors and Lt = log(µ2/m2t ).
It is expected that the eective Lagrangian of Eq. (1) is a valid approximation to the Higgs gluon interaction for
small values (mH < 2mt) of the Higgs boson mass. It can be checked that at leading order and for mH  150 GeV,
the eective Lagrangian approximation is accurate within 5%, whereas for mH  200 GeV, the accuracy drops to
10%. The precision of the approximation improves for the Higgs boson production cross-section computed at NLO
accuracy [6]. The eective Lagrangian description therefore seems accurate in the entire range of phenomenologically
interesting Higgs boson masses, and we adopt it for the calculation of the NNLO corrections.
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The eective Lagrangian approach separates the short-distance ( m−1t ) and the long-distance ( m−1H ) scales,
simplifying the calculation of the Higgs boson production cross-section. For example, the original one-loop triangle
diagram of the gluon-gluon Higgs interaction vertex at LO is now replaced by the simple tree-level vertex derived
from Eq.(1). The eective Lagrangian approach also yields the correct Hggg and Hgggg interaction vertices, as a
consequence of gauge invariance. In addition, in the limit of vanishing fermion masses, there is no direct interaction
between massless quarks and the Higgs boson.
The partonic cross-sections for the production of the Higgs boson, up to NNLO in perturbation theory, receive
the following contributions: a) virtual corrections to gg ! H , up to O(α2s); b) virtual corrections to single real
emission processes gg ! Hg, qg ! Hq, qg ! H q, qq ! Hg, up to O(αs); and c) double real emission processes
gg ! Hgg, gg ! Hqq, qg ! Hqg, qg ! H qg, qq ! Hgg, qq ! Hqq to LO. The eective Lagrangian of Eq.(1) and
the corresponding matrix elements should be renormalized in the MS scheme by a global renormalization factor [17]:

























This additional renormalization, together with the standard renormalization of the strong coupling constant removes
all ultraviolet divergences in the cross-section. However, since we work in the approximation of massless colored
partons in the initial state, the total cross-section is not nite even after the ultraviolet renormalization has been
performed. The remaining singularities are associated with the collinear radiation o the colliding partons. It is well
known that these singularities factorize and can be removed by renormalizing the parton distribution functions in a
manner consistent with the DGLAP evolution equation.
The general factorization formula for the cross-section of the Higgs boson production from the collision of two












H , x1x2s), (5)
where f (h)i (x) is the standard distribution function for a parton i in the hadron h, σij is the partonic cross-section for
i+j ! H +X and s  (p1 +p2)2 is the square of the total center of mass energy of the hadron hadron collision. Using
dimensional analysis we can write the partonic cross-sections in terms of the single dimensionless variable z = m2H/s^,
σij  1/v2g(m2H/s^) (6)







i ⊗ f (h2)j ⊗ (σij(z)/z)
i
(x), (7)
where the standard convolution ⊗ is dened as
[f1 ⊗ f2] (x) =
1Z
0
dx1dx2f1(x1)f2(x2)δ(x − x1x2). (8)
The collinear singularities are factored out from the partonic cross-sections with the following procedure. Denoting
the unrenormalized (in the sense of collinear singularities) partonic cross-sections by σij , the MS renormalized partonic




[σ^kl(z)/z]⊗ Γki ⊗ Γlj , (9)
where the kernels Γij are
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+O (α3s . (10)
The standard space-like splitting functions Pij [18,19] are listed in the Appendix. We can easily solve Eq.(9) for
σ^ij(x)/x = ρ^ij(x) order by order in αs. It is convenient to introduce a matrix notation and rewrite Eq. (9) as
ρ = ΓT ⊗ ρ^⊗ Γ, (11)
where ρ is the matrix of partonic cross-sections in flavor space and Γ is the matrix with components Γij(x) as in
Eq.(10). We then write
















(−1) ⊗ ρ⊗ [Γ]−1 , (13)
and expanding ρ^ in αs









ρ^(0) = ρ(0), ρ^(1) = ρ(1) + ΓT1 ⊗ ρ(0) + ρ(0) ⊗ Γ1, (14)
ρ^(2) = ρ(2) − ΓT2 ⊗ ρ(0) − ρ(0) ⊗ Γ2 − ΓT1 ⊗ ρ(0) ⊗ Γ1 + ΓT1 ⊗ ρ^(1) + ρ^(1) ⊗ Γ1.
Having derived the nite partonic cross-sections σ^ij , we must convolute them with the MS parton distribution





f (h1)i ⊗ f (h2)j ⊗ (σ^ij(z)/z)
i
(x). (15)
We present our results for the partonic cross-sections σ^ij(z) in Section IV. In Section V we use Eq.(15) to calculate
the Higgs boson production cross-section at the Tevatron and at the LHC.
III. METHOD
In this Section we describe the method employed to compute the partonic cross-sections to NNLO. At this order
we must calculate three distinct contributions:
 double-virtual: the interference of the Born and the two-loop amplitude as well as the self-interference of the
one-loop amplitude for gg ! H ,
⊗ ⊗ + 148 terms;
 real-virtual: the interference of the one-loop and the Born amplitudes for gg ! Hg, gq ! Hq, and gq ! H q,
⊗ ⊗ + 635 terms;
 double-real: the self-interference of the Born amplitudes for gg ! Hgg, gg ! Hqq, gq ! Hgq, gq ! Hgq,
qq ! Hqq, and qq ! Hqq,
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⊗
⊗ + 594 terms.
The above interference terms are produced in a form convenient for further evaluation using the QGRAF package [20]
for generating Feynman graphs.
In the following subsections we briefly describe the available techniques for evaluating virtual corrections and explain
our method for integrating over the phase-space of the nal state particles.
A. Virtual corrections
There currently exists a general method which permits the systematic evaluation of multi-loop virtual corrections. In
order to calculate a multi-loop amplitude we must rst reduce the number of Feynman integrals. The hypergeometric
structure of Feynman integrals guarantees that simple algebraic relations between various scalar integrals exist, making
such a reduction possible. One method of producing these relations is the integration by parts (IBP) technique [8].
In cases where the system of equations is not complete, it can be supplemented with additional identities that exploit
the Lorentz invariance (LI) of scalar integrals [9].
In general, IBP and Lorentz Invariance (LI) identities relate integrals of diering complexity. For example, it
is possible that a single IBP equation relates an integral with an irreducible scalar product to integrals with no
irreducible scalar products or to integrals with fewer propagators. A typical situation however, involves multiple IBP
and LI identities relating several equally complicated integrals to a set of simpler ones. In such cases, every integral
must be written exclusively in terms of simpler ones and, eventually, expressed in terms of a few \master" integrals
which cannot be reduced further. Unfortunately, nding recursive solutions of the IBP and LI identities is tedious,
and may be impossible in complicated cases. Also, a separate treatment of each dierent topology in a Feynman
amplitude is required. Consequently, the whole procedure becomes increasingly cumbersome with the introduction of
more kinematic variables and loops.
We may alternatively consider a suciently large system of explicit IBP and LI equations which contains all the
integrals that contribute to the multi-loop amplitude of interest. It should then be possible to solve the system of
equations in terms of the master integrals [9,10] using standard linear algebra elimination algorithms. In this approach,
the number of loops, the topological details, and the number of kinematic variables, aect only the size of the system
of equations and the number of terms in each of the equations; they have no bearing on the construction of the
elimination algorithm. This in principle allows us to express any multi-loop amplitude in terms of master integrals.
One possible elimination algorithm has been proposed by Laporta [10]. This algorithm exploits the fact that
Feynman integrals can be ordered by their complexity; for example they can be arranged according to the number
of irreducible scalar products and the total number and powers of propagators. This observation distinguishes the
IBP and LI systems of equations from algebraic systems with no intrinsic ordering, and it becomes possible to solve
them iteratively, starting with the simpler equations and progressing to more complicated. We use a variant of this
algorithm, implemented in FORM [21] and MAPLE [22].
After the reduction we must compute the analytic expansion in  of the master integrals. The coecients of the
expansion are typically expressed in terms of polylogarithms whose rank and complexity depends on the number of
loops and kinematic variables of the integral in question. The Mellin-Barnes representation [11] and the dierential
equation method [9] can be used to evaluate master integrals explicitly.
B. Reduction of phase-space integrals
In this subsection we extend the application of the above techniques to calculate phase-space integrals for inclusive
cross-sections. To the best of our knowledge the method we present is new, however a somewhat related discussion
has been given earlier in [23].












dq2δ(q21)δ(q22)δ(q2H −m2H) [. . .]
[(qH − p1)2]2 [(q2 − p2)2]2
. (16)
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p2 −m2 + i0 −
1
p2 −m2 − i0 . (17)
The r.h.s. of Eq. (16) is now equal to a forward scattering diagram:







where a cut propagator should be replaced by the r.h.s. of Eq.(17).
We have exchanged the square of a Born amplitude for a two-loop diagram, in contrast to the usual application of
the Cutkosky rules. We do this in order to utilize IBP and LI relations between multi-loop integrals. The phase-space
integrals can then be evaluated in the same algorithmic fashion as the multi-loop integrals.
We begin our calculation by summing over the colors and spins of the external particles in the cut two-loop integral
on the right hand side of Eq.(18). The original diagram is then expressed in terms of a large number of scalar
two-loop integrals to which the same cutting rules apply. Crucially, we can use the IBP method to reduce the cut
scalar integrals. This is a consequence of the fact that the delta-function in Eq. (17) is represented in a very simple
manner by the dierence of two propagators with opposite prescriptions for their imaginary parts. We derive the
IBP equations by integrating over total derivatives which act on the propagators of the cut scalar integrals. The
prescription for the imaginary part of the two propagators in the r.h.s. of Eq. (17) is irrelevant for the dierentiation.
Therefore the IBP relations for the two descendants of these two terms have the same form as the IBP relations for
the original integral without the cut. It is then allowed to commute the application of IBP reduction algorithms with
the application of the Cutkosky rules.
After the IBP reduction, the original phase-space integral is expressed in terms of a small number of master integrals
cut through the same three propagators as the initial diagram1:
⊗ ⊗
= A1 + A2 + . . . .
(19)
During the reduction, integrals with one or more of the cut propagators eliminated are produced. From Eq. (17)
we observe that such terms do not contribute to the original phase-space integrals. Therefore, we can immediately
discard them simplifying the reduction process.
A similar procedure can be applied to the virtual-real contributions. In this case, since we perform the phase-space
integration over two nal state particles, the resulting master integrals should be cut through two of the propagators:
⊗ ⊗
= B1 + B2 + . . . (20)
In order to have a unied algorithm for all three types of interferences, we treat the double-virtual corrections as
integrals with a single cut through the propagator of the Higgs boson.
1Bold lines represent a massive Higgs propagator. Normal lines denote massless scalar propagators.
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⊗ ⊗ = C1 + C2 + . . . . (21)
Finally we must evaluate the master integrals as a series expansion in  = (4 − d)/2. Since each of the cut master
integrals represents a well-dened phase-space integral, we could compute them using brute force techniques similar
to the ones described in Ref. [7]. However, we can instead utilize the IBP reduction algorithm in order to produce
a set of coupled rst order dierential equations [9] that the master integrals satisfy. It is simpler to solve the
dierential equations than to reinstate the delta-functions for the cut propagators and perform the integrations over
the phase-space.
C. Evaluation of phase-space master integrals
To explain how the system of dierential equations for the master integrals is obtained, let us consider a two-loop








[k2 −m2H ]ν Aν11 . . . Aνnn
. (22)










[k2 −m2H ]ν+1 Aν11 . . . Aνnn
. (23)















These dierential equations can be solved up to a constant in terms of logarithms and generalized Nielsen polyloga-
rithms, order by order in . This constant is obtained by evaluating the master integral at a specic kinematic point.
This is typically simpler and can often be avoided using general arguments, as shown in an example below.
As an explicit example we discuss the calculation of the master integrals for the real-virtual corrections. The IBP
reduction produces six master integrals which depend on two variables: the mass of the Higgs boson, mH , and the
square of the sum of the incoming momenta, s^ = (p1 + p2)2. Note that the integrals depend on a single Mandelstam
variable, since they correspond to forward scattering diagrams with the same incoming and outgoing momenta. It is
convenient to express the master integrals in terms of the dimensionless ratio z = m2H/s^. We can further simplify our
results by setting s^ = 1. The full dependence on s^ can be restored by simple dimensional analysis.
Three of these master integrals are combinations of the one-loop massless bubble integral and the two-body phase-































, L = Γ()Γ(1− )
2
Γ(2− 2) . (29)
















have a more complicated dependence on z and we compute them using the method of dierential equations. As








= − (1− 2)
2
z(1− z) +
(1 − 2)(1− 3)
z(1− z) (31)





f(z) = β(z), (32)





























dxx−1−2(1 − x)−3 + C
)
. (34)
We compute the value of the integral at a specic kinematic point in order to determine the constant C. A convenient
choice is the threshold for Higgs production, z = 1, where the integral vanishes:
(z = 1) = 0. (35)
The value of the integral at z = 1 can be inferred without an explicit calculation by observing that, in the z ! 1 limit
the two particle phase-space scales like (1 − z), and the one-loop triangle diagram on the r.h.s. of the cut scales like








B(−, 1− 2) + Γ(1 − 2)
2
Γ(1 − 3)Γ(1− )B(−2, 1− 3)

. (36)
We now evaluate the integrals in Eq.(34). First, by changing the integration variables, we isolate the singularity at
x = 0: Z z
0



















logn−1(y) logp(1 − zy)
y
, (38)
which reduce to usual polylogarithms for p = 1:














Substituting this result in Eq.(34) and truncating the series at the order where polylogarithms of rank n+p > 3 start
to appear, we arrive at the result:
















+ 2ζ2 log(z)− ζ3 +O ()
)
. (41)
We repeat the same procedure for the dierential equations for the two remaining integrals in Eq.(30), where the
master integral we have just calculated enters as a boundary term. It is important to extract the singular behavior
of the master integrals around z = 1 before expanding in . This is essential since terms of the form (1 − z)−1+a in
the cross-section are expanded in  in terms of \plus" distributions,
(1− z)−1+a = 1
a























facilitating the cancellation between real and virtual soft and collinear singularities prior to integration over z.
Finally, we apply the same technique to compute the double real master integrals. Explicit formulae for the required
master integrals are given in the Appendix.
IV. PARTONIC CROSS-SECTIONS




























and αs is the MS strong coupling constant evaluated at the scale µr = mH . For simplicity, the factorization scale is
also set equal to the mass of the Higgs boson µf = mH .
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At leading order we nd
η
(0)
ij = δ(1− x)δigδjg. (44)













− 12x(−x + x2 + 2) ln(1 − x)
−6(x
2 + 1− x)2








1 + (1− x)2 ln x









The main result of this paper is the next-to-next-to-leading order corrections, which we separate according to their
























































2 − 20x3 + 18x− 39x4 + 14 + 7x5)
1− x2 Li3(x)−




9(4x4 + 8x3 + 21x2 + 14x + 7)
1 + x
S12(−x)− 92




(8x4 + 8x3 − 3x2 − 2x− 1)
1 + x
Li3(−x)− 92
(16 + 13x5 − 40x3 − 67x4 + 64x2 + 36x)




(2x4 − 15x2 − 10x− 5)
1 + x
Li2(−x) ln(x) − 94
(59 + 177x2 − 116x3 + 59x4 − 118x)
1− x ln(x) ln
2(1− x)
+
27(3x2 + 2x + 1)
1 + x
Li2(−x) ln(1 + x) + 9(6− 11x
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1− x Li2(x) ln(1− x)−
3
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(8x4 + 16x3 + 33x2 + 22x + 11)
1 + x
ζ2 ln(1 + x)− 36(x
2 + x + 1)2
1 + x
Li2(x) ln(1 + x)
−9
4
(4x4 + 8x3 + 27x2 + 18x + 9)
1 + x
ln(1 + x) ln2(x) + (−21 + 63
2
x2 − 18x + 33
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1− x ln(x) +
3
4
(495x4 − 886x3 + 564x2 − 200x + 16)
1− x ζ2
+
9(6x + 18x2 + 2 + 10x5 − 6x3 − 19x4)
1− x2 ζ2 ln(x) −
9
2
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(21x2 + 7x + 25x4 + 17− 61x3)
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ln(x)− (8 + 4x2 + 8x) ln(1 + x)

Li2(x)
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9
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Li3(x) − 329 (x + 2)
2S12(x) − 427(2 + x
2 − 2x) ln2(x) ln(1− x)
− 4
27
(x + 2)2 ln3(x)− 16
27





(x + 3)(1− x) ln(x) ln(1− x) + 4
27
(26x− 18 + 9x2) ln2(x) − 8
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ζ2 − 427(27x + 160)(1− x), (52)
and
(2)Fqq = 0. (53)




(x + 2)2 (Li3(x) − S12(x)) − 83(x + 2)




(4x− 6 + x2)Li2(x)− 329 (x + 3)(1− x) ln
2(1− x) + 16
3




(x2 + 4x− 3) ln2(x) + 8
9
ζ2(x + 2)2 ln(x) +
4
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ζ2 − 29(11x + 105)(1− x), (54)
and
(2)Fqq′ = 0. (55)
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(2 + 2x + x2) ln2(1 + x)− 8
3
(x + 2)2Li2(x) +
8
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(2 + 2x + x2)Li2(−x) ln(1 + x) + 3281(1− x)(13x
2 − 35x− 14) ln2(1− x)
−16
81
(1− x)(37x2 − 101x− 44) ln(x) ln(1− x)− 8
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(1− x)(41x2 − 88x + 23). (57)
The above results are valid if the renormalization and factorization scales are equal to the mass of the Higgs boson,
µr = µf = mH . It is easy to restore the complete functional dependence of the partonic cross-sections on these scales
using the fact that the total hadronic cross-section is independent of them.
We rst nd the dependence of the partonic cross-sections on a scale µ which is equal to both the renormalization





f (h1)i (µ)⊗ f (h2)j (µ)⊗ (σ^ij(z, µ)/z)
i
(x). (58)




σh1+h2!H+X = 0, (59)









Pij ⊗ fj(z, µ)

(x), (60)













⊗ f (h2)j . (61)
This equation should hold for arbitrary µ and x; therefore, the expression in the square brackets should be identically




(σ^ij(z, µ)/z) = −αs(µ)
pi
"
Pik ⊗ (σ^kj(z, µ)/z) + (σ^ik(z, µ)/z)⊗ Pkj
#
. (62)
We can solve Eq.(62) order by order in αs(µ) using the partonic cross-sections at µ = mH as the boundary condition.






















we can nd their dependence on two independent renormalization and factorization scales by expressing the strong
coupling constant αs(µ = µf ) through αs(µr).
We have checked that our expressions for the partonic cross-sections, derived by explicitly evaluating the Feynman
amplitudes with their full scale dependence, are in agreement with Eq. (62). Our results are also in complete agreement
with Ref. [16] where the rst sixteen terms of an expansion of the partonic cross-sections in 1 − x were computed.
In the limit, x ! 0, only the leading logarithmic corrections are known [24]. We can easily reproduce this result by
expanding our formulae for partonic cross-sections around x = 0.
V. NUMERICAL RESULTS
We can now discuss the numerical impact of the NNLO corrections on the Higgs boson production cross-section
at the LHC and the Tevatron. To calculate the cross-section we must convolute the hard scattering partonic cross-
sections of Section IV with the appropriate parton distribution functions. For a self-consistent calculation at NNLO,
we need the parton distribution functions at a given factorization scale at the same order. At present, the NNLO
evolution of the distribution functions can not be performed since the required three-loop splitting functions are not
known. Nevertheless, a signicant number of moments of the splitting functions is available [25], and this information
can be combined with the known behavior at small x [26], to obtain a useful approximation for the NNLO splitting
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functions [27]. In Ref. [28] this approach was used to determine the NNLO MRST parton distribution functions; we
use these for the numerical evaluation of the Higgs boson production cross-section.
To demonstrate the convergence properties of the perturbative series for the hadronic cross-section, we present the
LO, NLO and NNLO results for both the LHC and the Tevatron. We use the mode = 1 parton distribution functions
(see Ref. [28] for the notation). For the NNLO set, this mode provides the \average" of two extreme cases, the
so-called fast and slow evolutions. For the evaluation of the strong coupling constant we use LO, NLO and NNLO
running accordingly, with the Z-pole values used in the parton distribution functions as initial conditions (see [28] for
details). The total cross-section for the LHC is shown in Fig.1. We note that the NNLO cross-section does not vary
signicantly if we choose a dierent mode for the MRST parton distribution functions; the observed changes are less
than 1%.
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FIG. 1. The Higgs boson production cross-section at the LHC at leading (dotted), next-to-leading (dashed-dotted) and
next-to-next-to-leading (solid) order. The two curves for each case correspond to µr = µf = mH/2 (upper) and µr = µf = 2mH
(lower).
From Fig.1 we observe that the scale dependence of the Higgs production cross-section at NNLO is approximately
15%; this is a factor of two smaller than the NLO scale dependence and a factor of four smaller than the LO variation.
Despite the scale stabilization, the corrections are rather large; the NLO corrections increase the LO cross-section
by about 70%, and the NNLO corrections increase it further by approximately 30%. The K factor, dened as the
ratio of the NNLO cross section and the LO cross-section, is approximately two. In Fig.2 we plot the values of the
Higgs production cross-section at the Tevatron. The NNLO K factor is approximately three, and the residual scale
dependence is approximately 23%.
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FIG. 2. The Higgs boson production cross-section at the Tevatron at leading (dotted), next-to-leading (dashed-dotted) and
next-to-next-to-leading (solid) order. The two curves for each case correspond to µr = µf = mH/2 (upper) and µr = µf = 2mH
(lower).
A few remarks concerning the magnitude of the corrections are appropriate. Despite the fact that the mass of
the Higgs boson is much smaller than the total center of mass energy, the production cross-section is dominated by
14
partonic processes with s^  m2H , This is because the gluon gluon luminosity is a rapidly decreasing function of the
partonic center of mass energy. The agreement between our numerical results based on the complete expressions of
Section IV with the approximate results of [16], where an expansion in 1 −m2H/s^ was employed, demonstrates this
indirectly.
The dominance of the threshold region renders resummation methods applicable [29,30]. However, threshold dom-
inance should also aect the cross-section estimates based on xed order calculations where there is freedom in the
choice of the factorization scale. Since the production process is dominated by the region x ! 1, the appropriate
factorization scale should be parametrically smaller than the mass of the Higgs boson; choosing a factorization scale
near the Higgs boson mass may not capture the essential physics of the process.
We illustrate this point by considering the NLO correction to the Higgs production cross-section. Concentrating




















It is obvious from the above expression that if the dominant contribution to the integrated cross-section comes from
the region x  1, then choosing µ = mH leaves large logarithmic corrections of the form log(1 − x) in the hard
scattering cross-section. To avoid this problem, we should choose µ  mH(1 − x), which is parametrically smaller
than the mass of the Higgs boson. While it is not possible to use an x-dependent factorization scale without resorting
to a full resummation program, in the xed order calculation we can attempt to do this on average. This choice
decreases the NNLO corrections and the Higgs boson production cross-section increases as compared to conventional
choice of the scales, µr = µf = mH .
σ(pp ! H + X) [pb], ps = 14 TeV
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FIG. 3. The Higgs boson production cross-section at the LHC at leading (dotted), next-to-leading (dashed-dotted) and
next-to-next-to-leading (solid) order as the function of factorization and renormalization scale µ. The mass of the Higgs boson
is 115 GeV for the left and 275 GeV for the right plot.
We demonstrate this behavior with two examples in Fig. 3, where we plot the production cross-sections for mH =
115 GeV and mH = 275 GeV. We equate the renormalization and factorization scales and vary the factorization
scale from µ = 15 GeV up to the mass of the Higgs boson. These plots illustrate that for smaller values of µ, the
NLO cross-section increases more rapidly than the NNLO cross-section, and the dierence between the NLO and the
NNLO results becomes smaller. Therefore, the convergence of the perturbative series is improved for smaller values
of the factorization scale.
If we adopt this argument and restrict our analysis to small µ we nd a Higgs production cross-section of 55 5 pb
for mH = 115 GeV, a somewhat larger value than obtained with the conventional scale choice µ = mH . It is interesting
that recent studies [30] of the threshold resummed cross-section for Higgs boson production, matched to the NNLO
calculation, detect a similar increase as compared to xed order calculations with µ = mH .
VI. CONCLUSIONS
In this paper, we have studied the Higgs boson production cross-section in hadron-hadron collisions. The main
contribution to the hadronic cross-section originates from gluon-gluon fusion, which we have computed at NNLO
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(O (α4s) in perturbative QCD. The other partonic production channels, qg ! H + X , qq ! H + X , qq ! H + X
and qq0 ! H + X , were also studied to order α4s.
We have presented explicit analytic expressions for the partonic cross-sections valid within the heavy top-quark
approximation. While this calculation was in progress, Harlander and Kilgore [16] obtained an approximation of
the partonic cross-sections by expanding around the Higgs boson production threshold. Our results are in complete
agreement with their expansion.
Finally, we have calculated the cross-section for direct Higgs boson production at the Tevatron and the LHC by
performing a numerical convolution of the partonic cross-sections with the MRST 2002 NNLO set [28] of parton
distribution functions. The residual scale dependence of the NNLO cross-section is approximately  15% for the LHC
and  23% for the Tevatron. The NNLO K-factors are fairly large for both the LHC and the Tevatron. Nevertheless,
the cross-section increases less from NLO to NNLO than from LO to NLO, indicating a slow convergence of the
perturbative expansion.
In Section V, we have argued that it is more appropriate to choose smaller values of the factorization scale µ
than the conventional choice µ = mH . Then, the NNLO corrections decrease, indicating a better convergence of the
perturbative series. Moreover, with this choice, the xed order results are in better agreement with recent estimates
of the cross-section based on threshold resummation [30].
We have suggested a method for the algorithmic evaluation of inclusive phase-space integrals. This method combines
the Cutkosky rules with integration-by-parts reduction algorithms to achieve a systematic reduction of phase-space
integrals to a few master integrals. We have also shown how to compute these master integrals using dierential
equations produced with the IBP reduction algorithms.
The techniques discussed in this paper can be used to compute higher order corrections to other inclusive processes of
direct phenomenological interest. We are also condent that this approach can be generalized to enable the calculation
of dierential distributions. In fact, a connection between phase-space integrals with a modied measure, such as
the integrals that appear in the evaluation of invariant mass, energy and angular distributions, and loop integrals
with unconventional propagators exists. This connection can be used to automate the calculation of dierential
distributions following the lines of Section III. The above ideas will be the subject of more detailed studies in future
work.
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APPENDIX
In this Appendix, some formulae used in our calculation are given.
A. Splitting functions
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Below we list the master integrals required in this calculation. We denote s^ = p212 = (p1 + p2)
2, z = m2H/s^ and for
simplicity we set s^ = 1.
1. Double-Virtual
The master integrals for the double-virtual corrections can be expressed in terms of Gamma functions with the
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3. Double-Real
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