Abstract. Multifidelity Monte Carlo (MFMC) estimation combines low-and high-fidelity models to speedup the estimation of statistics of the high-fidelity model outputs. MFMC optimally samples the lowand high-fidelity models such that the MFMC estimator has minimal mean-squared error for a given computational budget. In the setup of MFMC, the low-fidelity models are static, i.e., they are given and fixed and cannot be changed and adapted. We introduce the adaptive MFMC (AMFMC) method that splits the computational budget between adapting the low-fidelity models to improve their approximation quality and sampling the low-and high-fidelity models to reduce the mean-squared error of the estimator. Our AMFMC approach derives the quasi-optimal balance between adaptation and sampling in the sense that our approach minimizes an upper bound of the mean-squared error, instead of the error directly. We show that the quasi-optimal number of adaptations of the lowfidelity models is bounded even in the limit case that an infinite budget is available. This shows that adapting low-fidelity models in MFMC beyond a certain approximation accuracy is unnecessary and can even be wasteful. Our AMFMC approach trades-off adaptation and sampling and so avoids over-adaptation of the low-fidelity models. Besides the costs of adapting low-fidelity models, our AMFMC approach can also take into account the costs of the initial construction of the low-fidelity models ("offline costs"), which is critical if low-fidelity models are computationally expensive to build such as reduced models and data-fit surrogate models. Numerical results demonstrate that our adaptive approach can achieve orders of magnitude speedups compared to MFMC estimators with static low-fidelity models and compared to Monte Carlo estimators that use the high-fidelity model alone.
1. Introduction. Low-fidelity models provide low-cost approximations of computationally expensive high-fidelity models and so have become a ubiquitous tool to enable the rapid approximation of the typically large number of high-fidelity model outputs required in uncertainty quantification and other outer-loop applications. There are many types of low-fidelity models, including projection-based reduced models [46, 23, 3, 12] , data-fit models [17, 45] , and simplified-physics models [31, 7] ; see also [43] . Model reduction is the task of constructing lowfidelity models by exploiting structure, e.g., smoothness and low-rankness, in the high-fidelity models.
In a typical model reduction setup, a low-fidelity model is first constructed and then used to rapidly approximate the computationally expensive high-fidelity model outputs. Thus, the goal of traditional model reduction is to construct a low-fidelity model that satisfies the accuracy requirements of the problem at hand and then to replace the high-fidelity model with the low-fidelity model. In contrast, multifidelity methods [43] combine, instead of replace, the high-fidelity model with one or multiple low-fidelity models. The low-fidelity models are leveraged for speedup and occasional recourse to the high-fidelity model establishes accuracy guarantees. Thus, in multifidelity methods, it is unnecessary that the low-fidelity model achieves the accuracy required by the problem at hand, because the occasional evaluations of the high-fidelity model correct the overall result and so establish accuracy guarantees even if the low-fidelity model provides only crude approximations of the high-fidelity model outputs [43, 42] . Here, we consider uncertainty propagation with the multifidelity Monte Carlo (MFMC) method [36, 42] and show how accurate the low-fidelity model has to be to obtain a multifidelity estimator with minimal mean-squared error (MSE) for a given computational budget. We show that there is a quasi-optimal trade-off between the share of the computational budget that is spent on constructing and adapting the low-fidelity model and the share of the budget that is spent on evaluating the low-and the high-fidelity models.
Multifidelity approaches have a long tradition in optimization. In multifidelity optimization, typically a low-fidelity model is adapted from high-fidelity model outputs in each optimization iteration and the optimum of the low-fidelity model is returned when the optimization process stops. One example of a class of multifidelity optimization methods is Bayesian optimization [32, 29] , which has been developed in many different directions, including lookahead strategies, use of gradient information, parallel implementations, and noisy objectives [20, 30, 51, 52, 6] . Many of these developments build on efficient global optimization (EGO) [28, 27] , where a Gaussian process model is adapted in each optimization iteration. In each iteration, the design point is selected at which the high-fidelity model is evaluated next to adapt the low-fidelity model. EGO provides the expected improvement criterion to select the next design point. Once the expected improvement drops below a threshold, the adaptation is stopped and the optimum of the low-fidelity model is returned. Stopping versus continuing adapting the model is referred to as "exploration versus exploitation" in the Bayesian and multifidelity optimization literature [18, 17] . While typically the available computational resources impose how many low-fidelity model adaptations can be performed, there are several strategies that derive the number of iterations, i.e., when to stop, in more principled ways. The work [4] provides an empirical study of several stopping rules. The work [19] combines the search for the next design point, at which the high-fidelity model is evaluated, with the number of iterations to perform, and solves the corresponding problem heuristically. The authors of [19] show that their stopping rule can stop too soon but that the incurred loss of stopping too soon is low. While a major challenge in stopping rules for Bayesian optimization is to forecast how much is gained by another adaptation, we will rely on rates that describe the error and costs behavior of our low-fidelity models to trade off costs and benefit.
For uncertainty propagation, there is the multilevel Monte Carlo method [22, 13, 9 ] that relies on a hierarchy of low-fidelity models. Typically, the low-fidelity models correspond to different discretizations of the partial differential equations (PDEs) underlying the highfidelity model. Rates describe the error and evaluation costs of the corresponding low-fidelity model with respect to the mesh width and are used to optimally distribute the computational budget among the low-fidelity models of the hierarchy. Extensions to the multilevel Monte Carlo method consider spatially-adaptive mesh refinements and optimal mesh hierarchies [14, 24, 16] . In [26, 21] , multilevel Monte Carlo is extended to adaptive meshes in time. However, in the setting where the low-fidelity models are coarse-grid approximations, the costs of constructing low-fidelity models are typically considered to be negligible and there-fore are ignored. In contrast, in our setup, we consider more general types of low-fidelity models, including reduced models [48, 46, 23, 3, 12] and data-fit surrogate models [17, 45] , which can incur high costs during construction and adaptation, and we therefore want to explicitly take these adaptation and construction costs into account. In [11] , reduced basis models are adaptively constructed via a multilevel greedy approach to efficiently approximate (finite element) high-fidelity systems in a stochastic collocation approach for optimal control, which leads to significant runtime speedups compared to traditional Monte Carlo methods that rely on high-fidelity models alone. The multilevel structure of sparse approximations in the stochastic space is exploited to adaptively select snapshots via a weighted a posteriori error bound. There is a body of literature that discusses the adaptation of reduced models and other types of low-and multifidelity models in the context of uncertainty propagation [10, 15, 41, 34, 54, 53, 25] ; however, these works consider the construction and adaptation of the models only and ignore trading off the adaptation and evaluation costs of models in multifidelity methods. We also note that optimal stopping criteria for iterative solvers for systems arising from stochastic Galerkin discretizations have been investigated in [47] .
Our adaptive multifidelity approach builds on MFMC [36, 42] to use controls variates stemming from the low-fidelity models to reduce the variance of Monte Carlo estimators. MFMC considers the low-fidelity models as given and then distributes the work among the low-and high-fidelity models such that the MFMC estimator has minimal MSE for a given computational budget; however, MFMC only takes the evaluation costs of the low-fidelity models into account and ignores the costs of constructing and adapting them. In fact, in many situations, the low-fidelity models are readily available and given and cannot be modified, in which case MFMC provides the optimal distribution of work [36, 42] . However, if the low-fidelity models can be adapted to improve their approximation quality with respect to the high-fidelity models, then the approximation quality of the low-fidelity models is an additional degree of freedom. Our adaptive approach quasi-optimally splits the computational budget between improving the low-fidelity models and evaluating the low-and high-fidelity models. We obtain a quasi-optimal trade-off in the sense that we minimize an upper bound of the MSE of the adaptive multifidelity estimator, instead of the actual MSE. Our analysis shows existence and uniqueness of the trade-off. We further prove that the quasi-optimal budget to spend on improving the low-fidelity models is bounded with respect to the computational budget. Thus, even in the limit of an infinite computational budget, the quasi-optimal share of the budget to spend on constructing and adapting the low-fidelity model is bounded. Our numerical experiments demonstrate the theoretical results and show that our adaptive multifidelity approach achieves orders of magnitude speedups compared to using multifidelity methods with static low-fidelity models and single-fidelity methods that use the high-fidelity model alone.
Section 2 introduces the problem setup and formulates the problem. Section 3 introduces our adaptive multifidelity approach, provides an analysis, and summarizes the computational procedure in Algorithm 1. Numerical experiments in Section 4 demonstrate our approach. Section 5 draws conclusions.
2. Control variates and multifidelity Monte Carlo estimation. This section introduces the problem setup and multifidelity Monte Carlo estimation with static low-fidelity models.
2.1. Preliminaries. We first define the symbol . For two positive quantities a and b, we define a b to hold if a/b is bounded by a constant whose value is independent of any parameters on which a and b depend on. Let now d ∈ N and let the function f : R d → R describe the system response of our system of interest. The function f is bounded and measurable with respect to the Lebesgue measure and the Borel σ-algebra on R. Consider a probability space with samples in Ω and let X : Ω → R d be a square-integrable random variable such that the expectation E[X] and the variance Var[X] exist in R. Since f is measurable and bounded, the expectation E[f (X)] and σ 2 = Var[f (X)] exist in R.
Let n ∈ N and let f (n) : R d → R be a measurable and bounded function. We assume that the variance σ 2 n = Var[f (n) ] of f (n) (X) is bounded from above and below. Assumption 1. There exist σ,σ ∈ R with 0 < σ ≤σ such that σ ≤ σ n ≤σ for n ∈ N.
The correlation coefficient ρ n of f (X) and f (n) (X) is defined as
where Cov[f, f (n) ] is the covariance of f (X) and f (n) (X). We assume that f (n) approximates f in the sense of Assumption 2.
Assumption 2. There exists a rate 0 < α ∈ Q such that
Note that we assume that the rate α and the coefficient c 1 are rational numbers. We refer to f as the high-fidelity model of the system of interest and to f (n) as a low-fidelity model. The costs of evaluating the low-fidelity model f (n) can be bounded from above as in Assumption 3.
Assumption 3.
There exists a rate 0 < β ∈ Q such that w n ≤ c 2 n β ,
Without loss of generality, the costs of evaluating f are w = 1. In case w = 1, consider w n = w n /w andw = 1 instead. Depending on the type of the low-fidelity model f (n) , the rates and constants in Assumption 2 and Assumption 3 are either available analytically, can be estimated from available samples via importance sampling, or have to be estimated numerically. For example, if f (n) interpolates f , then the rate α is often known and depends on the smoothness of f [50] . In many situations, however, the rates are unknown and have to be estimated. If outputs of f are available and outputs of low-fidelity models for at least two values of n are available too, then these outputs can be reused with importance sampling to estimate the rates in Assumption 2 and Assumption 3 for the given input random variable X at hand [1] , and no additional model evaluation costs are incurred. If no outputs are available that can be reused with importance sampling, then typically costs are incurred for estimating the rates. These costs can be taken into account explicitly in our approach; see Section 3.1 and the outlook in Section 5.
A common assumption made in the multilevel Monte Carlo literature [22] is that Var[f − f (n) ] is bounded from above, which is related to our Assumption 2 as the following lemma shows.
Obtain with the inequality of arithmetic and geometric means
which leads to
.
Therefore, we obtain 1 − ρ n n −α with Assumption 1. With 1 − x 2 = (1 − x)(1 + x) for x ∈ R and 1 + ρ n ≤ 2, we obtain 1 − ρ 2 n n −α . 
Multifidelity Monte
which use the samples (2). In particular,f m 1 andf (n) m 1 use the first X 1 , . . . , X m 1 samples of (2) andf (n) m 2 uses all m 2 samples X 1 , . . . , X m 2 of (2). The control variate estimator is
where the dependence on the number of samples m 1 and m 2 , and the dependence on the control variate coefficient γ ∈ R, is explicitly denoted in the superscript. The costs of the control variate estimatorŝ (m 1 ,m 2 ,γ) are
because m 1 evaluations of f and m 2 evaluations of f (n) are required. Consider now a computational budget 0 < p ∈ R. The budget p quantifies the computational effort that can be spent on estimating s with the estimatorŝ (m 1 ,m 2 ,γ) , which means that
Having given a budget, a choice has to be made for the number of samples m 1 , m 2 and the control variate coefficient γ used in the estimatorŝ (m 1 ,m 2 ,γ) . The work [36, 42] 
. We refer to [36, 42] for details on the choice of m 1 , m 2 , and γ. Following [42] , we refer toŝ (m * 1 ,m * 2 ,γ * ) , with the optimal m * 1 , m * 2 , and γ * , as the MFMC estimator and abbreviate it withŝ. The MFMC estimator is an unbiased estimator of s and therefore the MSE of the MFMC estimatorŝ equals the variance e(ŝ) = Var [ŝ] . The variance of the MFMC estimatorŝ is
see [42] . Equation (6) establishes the relationship between the budget p and the error e(ŝ), which can guide the choice of the budget p in practice. Note that e(ŝ) depends on the correlation coefficient ρ n of f (X) and f (n) (X), and the costs w n of evaluating the low-fidelity model f (n) . Note further that e(ŝ) depends on the costs w of evaluating f but since we have w.l.o.g. that w = 1, the costs of evaluating f do not explicitly show up in e(ŝ).
Problem formulation.
Given a computational budget p, the MFMC estimator selects the number of samples m 1 and m 2 such that the MSE of the MFMC estimator with costs p is minimized. MFMC relies on the costs c(ŝ) defined in (5), which take into account the costs of evaluating f and f (n) ; however, the costs of constructing and possibly adapting the low-fidelity model f (n) are ignored by the costs c(ŝ). In particular, there is a trade-off between investing computational time of the budget p to improve the accuracy of the low-fidelity model and investing time to evaluate the high-fidelity f and the low-fidelity model f (n) . If a large share of the budget p is spent on improving the low-fidelity model, only a small share of the budget remains to evaluate the models to reduce the variance of the estimator. At the same time, an accurate low-fidelity model means that only few recourse to the high-fidelity model is necessary. These considerations motivate the need to take the costs of constructing and adapting f (n) into account by balancing the budget p between improving the low-fidelity model f (n) and sampling f (X) and f (n) (X).
3. Multifidelity Monte Carlo estimation with adaptive low-fidelity models. We introduce an adaptive MFMC (AMFMC) approach that integrates the low-fidelity model construction and adaptation with the estimation of the statistic of interest s. Our AMFMC approach balances the budget p between the number n of evaluations of the high-fidelity model used for improving the low-fidelity model and the numbers of evaluations of the high-fidelity m 1 and the low-fidelity model m 2 for deriving the multifidelity estimate of s.
In Section 3.1, we formulate the optimization problem for determining the share of the budget p to spend on adapting the low-fidelity model that minimizes an upper bound of the MSE. We prove that a solution to the optimization problem exists and is unique. An analysis in Section 3.2 derives lower and upper bounds on the optimal share of the budget for adapting the low-fidelity model. In the limit with costs w n = 0, i.e., evaluating the low-fidelity model incurs no costs, we prove in Section 3.3 that the convergence rate of our AMFMC estimator with respect to costs is faster than the convergence rate of the standard Monte Carlo estimator and of the MFMC estimator with static low-fidelity models. Section 3.4 summarizes our AMFMC approach in Algorithm 1.
3.1. Quasi-optimal adaptation of low-fidelity models for variance reduction with multifidelity Monte Carlo estimation. Consider the low-fidelity model f (n) . Assumption 2 specifies that f (n) converges in a certain sense to f with n → ∞. Thus, we can consider n as a parameter that controls the accuracy of the low-fidelity model f (n) . In the following, we consider the case that n evaluations of the high-fidelity model are necessary to construct and adapt f (n) . For example, if f (n) is an interpolant of f on n points, then n evaluations of f are necessary to fit the interpolant. In case of projection-based model reduction, the number n can refer to the number of snapshots required to construct the reduced model.
The number n does not specify at which inputs to evaluate the high-fidelity model to construct the low-fidelity model. In particular, the inputs can be sampled differently than from the input random variable X. For example, in case of projection-based reduced models, deterministic greedy methods are commonly used to select at which inputs to evaluate the high-fidelity model [44, 5] . If f (n) is an interpolant, the number n specifies the number of interpolation points without making restrictions on where to put the interpolation points in the input domain. The rate α in Assumption 2, with which the correlation coefficient corresponding to f (n) and f converges to 1, reflects if the inputs-at which the high-fidelity model is evaluated to construct the low-fidelity model-are chosen well. The following analysis is thus independent of the particular way the high-fidelity model is sampled to construct the low-fidelity model. Note that even if the n inputs are sampled from the input random variable X, reusing the corresponding high-fidelity model outputs in the estimator of s after they have been used to construct the low-fidelity model would introduce a bias, see [42, proof of Lemma 3.3].
If we have given a budget p, and the costs of one evaluation of the high-fidelity model f are w = 1, and we spend n evaluations of the high-fidelity model on constructing and adapting the low-fidelity model, then the budget p − n is left for evaluating the low-and the high-fidelity model to estimate s. Thus, the MFMC estimatorŝ n , which uses n high-fidelity model evaluations for adapting the low-fidelity model f (n) , has variance
because the budget p − n is left for evaluating the low-and the high-fidelity model, cf. the variance of the static MFMC estimator in (6) . There are typically other costs involved in constructing low-fidelity models than the costs of evaluating the high-fidelity model. If the additional costs are independent of n, e.g., pre-processing costs to numerically estimate the rates in Assumption 2 and Assumption 3, then these costs can be subtracted as a constant from p in the denominator of (7). We do not consider these additional costs in the following and refer to the outlook in Section 5 for additional details. Consider now the optimization problem for finding n * ∈ N with 1 < n < p that minimizes the variance of the MFMC estimator Var[ŝ n ]
Instead of solving (8) directly, we bound the variance Var[ŝ n ] from above and then minimize the bound. Lemma 2. With Assumption 2 and Assumption 3, the variance ofŝ n is bounded as
Proof. We use that ρ 2 n ≤ 1 and obtain with Assumption 2 and Assumption 3 the bound
With the inequality of arithmetic and geometric means 2 √ xy ≤ (x + y) for 0 ≤ x, y ∈ R, we obtain the bound (9).
Instead of minimizing the variance Var[ŝ n ] with respect to n, we minimize the upper bound derived in (9) and relax the optimization problem to R instead of N. Define the function g : (0, p) → R as
We now prove that a unique global minimumn * ∈ (0, p) of g exists.
Proposition 3 (Existence and uniqueness).
Consider the function g : (0, p) → R defined in (10) . The function g is convex in the interval (0, p), which means that a unique global minimumn * of g exists in (0, p).
Proof. The derivative of g is
Transformations show that g (n) = 0 holds if n is a root of the function
Note that the coefficients of q are rational because we have c 1 , c 2 , α, β ∈ Q in Assumption 2 and Assumption 3. We rewrite q as q(n) = n −α−1q (n) with
and have for all n > 0 that q(n) = 0 ⇐⇒q(n) = 0. Furthermore, there exists ζ ∈ N such that ζ(β + α + 1), ζ(β + α) ∈ N because α, β ∈ Q are rational numbers, which leads to the polynomial
Consider now the ordering of the terms in (12) . If α + β > 1, then the terms in (12) are ordered descending with respect to their powers. If α + β = 1, then the second and third term can be combined. If α + β < 1, then the order of the second and the third term needs to be exchanged. In any case, applying Descartes' rule of sign [2] , we obtain thatq, and thus q, has 1 positive real root if β ≤ 1 and at most 2 positive real roots if β > 1. Sinceq(0) = −c 1 pα < 0 and
the polynomialq has at least one real root in the interval (0, p 1/ζ ). Additionally, sinceq(0) < 0 andq(p 1/ζ ) > 0, the number of real roots in (0, p 1/ζ ) has to be odd. Since at most 2 real positive roots exist, we obtain thatq has exactly one real root in (0, p 1/ζ ), and thusq has exactly one real rootn * in (0, p). Thus, the rootn * is the unique extremum point of g in (0, p). Furthermore, with the continuity of g andq(0) < 0 andq(p) > 0 follows that g is negative at least at one point in (0,n * ) and positive at least at one point in (n * , p). Since only one extremum point exists, we know that g is negative in (0,n * ) and positive in (n * , p), which shows thatn * is the global minimum of g in (0, p) and that g is convex in (0, p).
The existence and the uniqueness ofn * allows us to define the AMFMC estimatorŝ * n as the MFMC estimatorŝ n that uses n = n * evaluations of the high-fidelity model to construct and adapt the low-fidelity model. Note that the AMFMC estimator is undefined forn * > p−1. Note further that oncen * is obtained, Corollary 3.5 in [42] can be directly applied to determine if the AMFMC estimator gives a lower MSE than the standard Monte Carlo estimator (1) with budget p and m = p/w samples. This is useful in practice because [42, Corollary 3.5] can be applied before constructing the low-fidelity model f (n) .
Analysis of number of adaptation samples.
The number of adaptation samplesn * depends on the budget p. We now derive bounds forn * and show thatn * is bounded for p → ∞.
,
We first sketch the idea of the proof of Proposition 4: The number of adaptation sampleŝ n * is the root ofq defined in (11) in the interval [0, p]. Note thatq is defined in the closed interval [0, p], in contrast to g. We first show thatq is strictly monotonically increasing in [0, p], which means that the minimum ofq in [0, p] is attained at 0. We then derive the derivativeq ofq and define a linear function that equalsq(0) at 0 and that has slope equal to the minimum ofq . This linear function is a lower bound ofq. Correspondingly, the root of the linear function leads to an upper bound onn * . Similarly, a linear function with the maximal slope is used to derive the lower bounds.
Proof of Proposition 4. The proof of Proposition 3 showed thatn * is the real positive root of the functionq in the interval (0, p). Consider now the derivativeq ofq
To show thatq (n) ≥ c 1 α + c 1 for n ∈ [0, p], we make the following transformations
where we used that pn −1 ≥ 1 for n ∈ (0, p] and lim n→0 + pn −1 = +∞. Since c 1 α + c 1 > 0, we have shown thatq is strictly monotonically increasing. We now define a functionq low that is linear in n as
Becauseq is strictly monotonically increasing, we haveq(0) ≤q(n) for n ∈ [0, p]. Furthermore, q (n) ≥ c 1 α + c 1 , and thus we obtain
for whichq low (n) = 0 holds. Because of (18), we obtainn * ≤ n, which shows the upper bound in (13)- (15).
The root ofq (1) up is n = αc 1 p c 2 p α+β (α + 1) + αc 1 + c 1 , which leads to the lower bound ofn * in (13) . Consider now the case α + β ≥ 1 with β > 1. The second derivative ofq is
The second derivativeq has the real root
, in (0, ∞). Becauseq (r) < 0, the root r is whereq attains its maximum in (0, ∞). We define the functionq
which boundsq in the sense ofq(n) ≤q (2) up (n). The root ofq (2) up leads to the lower bound in (14) .
Consider now the case α + β < 1 with (1 + (p − 1)β)c 2 < ((p − 1)α − 1)c 1 . Thenq(1) < 0 and thereforen * ∈ (1, p). It therefore suffices to find the maximum ofq in [1, p] . We still have only one root r > 0 ofq but nowq (r) > 0, which means that r is the only extremum in (0, ∞) and it is the minimum ofq in (0, ∞). Therefore, the maximum ofq in [1, p] can be attained only at the interval boundaries. We definē
Note thatq (3) up (0) =q(1), instead ofq(0). The root ofq (3) up leads to the lower bound in (15) . Consider now the case α + β < 1 and (1 + (p − 1)β)c 2 ≥ ((p − 1)α − 1)c 1 . We then havē q(1) ≥ 0 and thereforen * ∈ (0, 1], which leads to the bound in (16).
Corollary 5. There existsn * ∈ N such thatn * ≤n * for p > 0. This means thatn * is bounded with respect to p.
First, consider the case withq(m) ≥ 0 for p > 0. Then, m is an upper bound forn * becauseq is monotonic, see proof of Proposition 4. Thus, m is an upper bound ofn * that is independent of p. Consider now the case thatq(m) < 0. Define the linear auxiliary function
With the same arguments as in the proof of Proposition 4 follows that the root ofq low is an upper bound forn * ; however,q(m) is independent of p. The budget p cancels inq(m). Therefore, the root ofq low , which is an upper bound ofn * , is independent of p as well.
3.3.
Convergence rate of AMFMC estimator in case of low-fidelity models with very low costs. In many situations, the low-fidelity model is significantly cheaper to evaluate than the high-fidelity model. For example, in [42] , results are reported for a high-fidelity model that corresponds to a finite-element discretization of the governing partial differential equations of the system of interest and a data-fit low-fidelity model that is six orders of magnitude cheaper to evaluate than the high-fidelity model. We therefore want to investigate in more detail the case where w n w, and, in particular, the limit case w n = 0. Consider Assumption 3 and assume c 2 = 0 to consider the limit case w n = 0. The following corollary shows that, in the limit case w n = 0, the convergence rate of our AMFMC estimator with respect to costs is faster than the convergence rate of standard Monte Carlo estimators.
Corollary 6. Assume that c 2 = 0, i.e., evaluating the low-fidelity model incurs no costs. Then, the variance Var[ŝ * n ] is bounded as
where O refers to the Big-O notation.
Proof. Because we assumed c 2 = 0, we havê
which follows from the bounds derived in Proposition 4 by setting, e.g., β > 1. Pluggingn * in the bound (9) of Var[ŝ * n ] derived in Lemma 2 and setting c 2 = 0 leads to
which shows the bound in (20) .
Corollary 6 shows that in the limit case where the low-fidelity model incurs no evaluation costs, the convergence rate of our AMFMC estimator is O(p −1−α ) with respect to the MSE, instead of O(p −1 ) as with standard Monte Carlo estimation and as with MFMC with static low-fidelity models. There are various interpretations of the result of Corollary 6. First, w n = 0 means that the expected value E[f (n) ] can be obtained with no costs, and therefore w n = 0 means that E[f (n) ] is available, instead of a Monte Carlo estimate only. We refer to [37] for a detailed treatment of control functionals where E[f (n) ] is known and where estimators with a faster convergence rate than standard Monte Carlo estimators are derived. Second, Corollary 6 helps to understand the behavior of our AMFMC estimator for 0 < w n 1. Consider the bound (10) of the variance that our AMFMC approach minimizes to obtain the number of adaptation samplesn * . If we have w n 1 and if the rate β is moderate, then the constant c 2 is (very) small, which means that a large number n is necessary for the term c 2 n β in the bound (10) to have an effect. Thus, for a small budget p, and thus for small n, the term c 2 n β is negligible in the bound (10) , which means that a faster decay of the variance than with p −1 is achieved; however, for large enough p, and thus for large enough n, the second term c 2 n β starts to dominate the variance and thus the faster decay is lost. Furthermore, it even is necessary to stop increasing n with p at some point, otherwise a lower convergence rate is obtained than O(p −1 ), which aligns with the finding thatn * is bounded from above for p → ∞, see Corollary 5. Corollary 6 further states that the AMFMC estimator in case of w n = 0 achieves a lower MSE than the standard Monte Carlo estimator (1) for p → ∞ because the MSE of the AMFMC estimator converges as p −1−α whereas the MSE of the standard Monte Carlo estimator converges as p −1 . In case of w n > 0, directly deriving conditions on the rates in Assumption 2 and Assumption 3 that guarantee that the MSE of the AMFMC estimator is lower than the MSE of the standard Monte Carlo estimator (1) with the same budget p remains future work because tighter upper bounds onn * than the ones presented in Proposition 4 are necessary to make sensible statements.
3.4. Computational procedure. Algorithm 1 summarizes our AMFMC approach. Inputs are the budget p, the high-fidelity model f , and the constants c 1 , c 2 and rates α, β from Assumption 2 and Assumption 3. The first step of Algorithm 1 is to numerically compute an approximationn ofn * that minimizes the function g defined in (10) . Next, the low-fidelity model is constructed fromn evaluations of the high-fidelity model. No assumptions are made on the type of the low-fidelity model. The correlation coefficient between the low-fidelity model f (n) and the high-fidelity model f is estimated with Assumption 2 asρ 2 n = 1 − c 1n −α . The costs of evaluating the low-fidelity model f (n) are estimated asŵn = c 2n β with Assumption 3. In line 6 of Algorithm 1, all ingredients are available for deriving the number of sampleŝ m 1 ,m 2 and the correlation coefficientγ following MFMC as in [42] . Note that we assume 
as in (3) 9: return AMFMC estimateŝn =fm 1 +γ f (n) and f (n) (X) are negatively correlated, i.e., ρ n < 0, thenγ = − ρ 2 n , instead ofγ = ρ 2 n . In lines 7-9, the multifidelity estimateŝn is obtained by evaluating the low-fidelity and the high-fidelity model atm 2 andm 1 realizations of X, respectively. The multifidelity estimatê sn is returned.
The computationally expensive steps of Algorithm 1 are the evaluations of low-fidelity and the high-fidelity models. The high-fidelity model is evaluated atn inputs in line 3 to construct the low-fidelity model and atm 1 realizations of X in line 8 for the AMFMC estimateŝn. The low-fidelity model is evaluated atm 2 realizations of X in line 8. The total costs of these evaluations is controlled by the budget p, which is an input to Algorithm 1. The numerical optimization of the function g to computen is typically cheap compared to the low-and high-fidelity model evaluations because the function g is given analytically, has a single input, and is convex in the interval of interest as shown in Proposition 3.
So far, we considered the budget p as a given quantity in the sense that the budget is assigned to us and we have no control over it. We find such a situation if the budget is given as a certain number of core hours on a shared compute cluster. In this situation, the goal is to optimally use the available budget. In a different setup, however, one might have control over the size of the budget, and then one wants to choose the budget such that the MSE of the AMFMC estimator is a below a given threshold. In case of MFMC, equation (6) states that there is a linear relationship between budget p and MSE, which can be used to select the budget for obtaining an MSE below a given threshold; see also [40] . In AMFMC, such a relationship is given by (7) . Since n depends on p, and because no closed-form n is available, the budget p that is necessary to reduce the MSE below a given threshold cannot be directly derived. However, because the numerical optimization is computationally cheap, the bound (9) of the variance (7) together with the numerical optimization discussed above is a computationally feasible way to find a budget p for given an error tolerance, see Figure 2c. 4. Numerical results. We demonstrate our AMFMC approach on two numerical examples. All computations are performed with Matlab on compute nodes with Intel Xeon E5-1660v4 with 64GB RAM. Time measurements are performed on a single core of Intel Xeon E5-1660v4.
4.1.
Anemometer. An anemometer is a flow sensing device for measuring the velocity of a fluid. A heater is placed in the flow. The convection of the flow introduces an asymmetry into the heat dissipation, which is measured by a sensor before and after the heater. From the asymmetry, the velocity of the fluid can be estimated, see [33] for details; however, properties of the setup such as thermal conductivity and temperature of the heat source are typically subject to small variations and uncertainties. One approach to take these uncertainties into account is to model the properties as random variables and to perform uncertainty propagation to estimate the expectation of the fluid velocity under these uncertain properties.
4.1.1. Problem setup and high-fidelity model. We use the anemometer model provided in the model reduction benchmark suite 1 . The model is based on a time-dependent convectiondiffusion equation that is discretized with finite elements into a discrete system of equations with 29008 degrees of freedom. An explicit time stepping scheme is used with a time-step size 10 −4 and end time 5 × 10 −2 . The time-step size is set to 10 −4 . The heater is controlled by a function u, which we set to a step function that evaluates to 1 at and after time 5 × 10 −4 
Construction and adaptation of low-fidelity model.
A low-fidelity model f (n) is derived with Gaussian process regression [45] from n high-fidelity model outputs f (x 1 ), . . . , f (x n ), where x 1 , . . . , x n ∈ R 3 are realizations of the random variable X. We use the implementation libsvm [8] to construct the low-fidelity model. The options of libsvm are set to "-s 3" for the " -SVM" model and to "-t 2" for using radial basis functions. The is set to = 10 −4 . The kernel bandwidth and the costs parameters are selected with five-fold cross validation. The inputs are first transformed into the unit cube [0, 1] 3 before the low-fidelity model is trained.
We numerically estimate the coefficients c 1 , c 2 and the rates α, β of Assumption 2 and Assumption 3 for our anemometer problem at hand. Figure 1 and Table 1 report the results that we obtained for the coefficients and the rates for n ∈ [10 2 , 10 4 ]. Even a low-fidelity model f (n) that is derived from n = 10 4 high-fidelity model outputs is about 5 orders of magnitude cheaper to evaluate than the high-fidelity model. Figure 1c shows (9) versus the budget p, which is helpful to determine the size of the budget p that is necessary to obtain an AMFMC estimator with a desired MSE. (7), which we want to minimize, with the objective function g that bounds the variance Var[ŝ n ] and that we actually minimize. The sample estimate Var[ŝ n ] is derived from the sample estimateσ of σ and the sample estimateρ n of the correlation coefficients ρ n . We used 1000 samples for the sample estimates and averaged over 30 runs to estimate the costs w n . Our objective g, scaled by 2σ, is in agreement with the estimate Var[ŝ n ] of Var[ŝ n ]. Plotting bound (9) versus the budget p is helpful in selecting the budget p that is required to achieve an MSE below a threshold, see Figure 2c . Note that the estimate of the bound in Figure 2c is obtained from the quantities reported in Table 1 , which means that no model evaluations are necessary to obtain a plot such as Figure 2c , if Table 1 is available. Note further, however, that because Table 1 is used to estimate bound (9), the results in Figure 2c give an indication of the required size of the budget only, rather than rigorously bounding the MSE of the AMFMC estimator.
Consider now Figure 3 that shows the estimated MSE of the standard Monte Carlo estimator and our AMFMC estimator. The MSE is estimated over 10 runs with respect to a The plot compares the AMFMC estimator to MFMC estimators with static low-fidelity models without adaptation. The AMFMC and static MFMC estimators coincide for budgets where the numerical approximationn of the quasi-optimal number of adaptation samplesn * equals the number of adaptation samples used for the static low-fidelity models. However, since MFMC keeps the low-fidelity models fixed as the budget p is increased, the static low-fidelity models become suboptimal and the estimated MSE of the static MFMC estimator becomes larger than the estimated MSE of the AMFMC estimator.
reference estimate. The reference estimate is the average over 10 AMFMC estimates with a budget that is equal to 10 5 evaluations of the high-fidelity model. The estimated MSE of the AMFMC estimator decays quicker than the estimated MSE of the standard Monte Carlo estimator for budget p < 10 6 . The AMFMC estimator achieves a rate of O(p −1−α ), which is in agreement with Corollary 6, while the standard Monte Carlo estimator achieves a rate O(p −1 ). Our AMFMC estimator achieves a speedup of up to two orders of magnitude for p = 10 5 . The results reported in Figure 3 are in agreement with the estimated bound in Figure 2c . Figure 4 compares the estimated MSE of the AMFMC estimator to the estimated MSEs of MFMC estimators with static low-fidelity models derived from n = 57 and n = 568 adaptation samples. The numerical approximation of the quasi-optimal number of adaptation samples iŝ n = 57 for a budget that equals the costs of 100 high-fidelity model evaluations, andn = 568 for a budget that equals 1000 high-fidelity model evaluations. The static MFMC estimators coincide with the AMFMC estimator for budgets where the numerical approximationn of the quasi-optimal number of adaptation samplesn * equals the number of adaptation samples used for the static models; however, as the budget is increased, the number of adaptation samples in the static low-fidelity model is kept fixed and therefore becomes suboptimal, which can be seen by the larger estimated MSE of the static MFMC estimators compared to AMFMC. Note that in situations where low-fidelity models are given and fixed and cannot be adapted, our AMFMC approach is not applicable while MFMC provides the optimal estimator in the sense outlined in Section 2.2 and [36, 42] ; see also Section 1. 
Beam.
In this example, we consider a beam as shown in Figure 5 . A force is applied at the tip of the beam, which leads to a displacement that oscillates over time and decays eventually. Manufacturing of the beam and material properties can lead to small variations in the length and height of the beam, which we model as random variables. We then estimate the expected displacement of the beam at time T for a beam with these uncertain properties. Figure 5 and as described in [38] . We use the high-fidelity finite-element model introduced in [38] and simulate its step response using the lsim command in Matlab. The low-fidelity model f (n) is derived via interpolation from n evaluations of the highfidelity model f . We use Matlab's TriScatteredInterp procedure to derive the interpolant from n outputs f (x 1 ), . . . , f (x n ) with realizations x 1 , . . . , x n of X.
Problem setup. Consider the cantilever beam as shown in

Estimation with AMFMC.
We first measure the coefficients and rates of Assumption 2 and Assumption 3. The measurements are reported in Figure 6 and Table 1. Figure 7 shows the numerical approximationn ofn * for a wide range of budgets p. Similarly to the results in Section 4.1.3, the lower and upper bounds of Proposition 4 are tight for low budgets. For large budgets, the number of adaptation stepsn * seems to be constant, which aligns with Corollary 5. Figure 8 compares the estimated MSE of the standard Monte Carlo estimator and our AMFMC estimator. The MSE is estimated from 10 runs with respect to a reference estimate. The reference estimate is the average over 10 estimates with the standard Monte Carlo es- timator derived from 10 7 evaluations of the high-fidelity model. The estimated MSE of the AMFMC estimator decays with a rate of about p −1−α for budgets of about p < 10 4 . For budgets of about p > 10 4 , the rate of the decay of the estimated MSE of the AMFMC estimator is O(p −1 ), which is in agreement with Corollary 6. For budgets p > 10 4 , the number of adaptation stepsn * seems to stay constant in this example, and therefore the rate of the decay of the estimated MSE equals the rate of the standard Monte Carlo estimator. The AMFMC estimator achieves about an order of magnitude speedup for budgets p > 10 4 in this example.
Conclusions.
We presented an adaptive multifidelity estimator that explicitly takes the costs of constructing and adapting the low-fidelity models into account. We derived an optimization problem that trades-off the adaptation of the low-fidelity models to improve their approximation quality with sampling the low-and high-fidelity models to reduce the mean-squared error of the estimator. Our analysis showed that a unique quasi-optimal tradeoff exists and provided lower and upper bounds for the trade-off with respect to the available computational budget. Numerical experiments demonstrated that orders of magnitude speedups can be obtained with our adaptive multifidelity approach compared to using the high-fidelity model alone.
Classical model reduction techniques replace the high-fidelity model with a low-fidelity model and therefore have to adapt the low-fidelity model until it satisfies the accuracy requirements of the problem at hand. In contrast, multifidelity methods combine low-and high-fidelity models. If the low-fidelity models are poor approximations of the high-fidelity model then typically more frequent recourse to the expensive high-fidelity model is necessary than in the case the low-fidelity models are accurate. At the same time, adapting a low-fidelity model to improve its approximation quality is typically expensive. Our analysis shows that the budget to spend on adapting the low-fidelity model is bounded even in the case the total computational budget is infinite. This means that improving the approximation quality of a low-fidelity model beyond a certain accuracy can be wasteful in multifidelity methods, which is avoided by our AMFMC approach.
Future work includes the integration of the estimation of the rates and constants from Assumption 2 and Assumption 3 into our AMFMC method. One approach is to estimate the rates on-the-fly during the optimization step in AMFMC. A challenge will be to avoid introducing a bias into the AMFMC estimator if the samples of the high-and low-fidelity models are reused for estimating the rates. Even if a bias is introduced, it might be possible to control the bias such that it becomes negligible relative to the other errors in the AMFMC estimator.
