Humans use a combination of gesture and speech to convey meaning, and usually do so without holding a device or pointer. We present a system that incorporates body tracking and gesture recognition for an untethered human-computer interface. This research focuses on a module that provides parameterized gesture recognition, using various machine learning techniques. We train the support vector classifier to model the boundary of the space of possible gestures, and train Hidden Markov Models on specific gestures. Given a sequence, we can find the start and end of various gestures using a support vector classifier, and find gesture likelihoods and parameters with a HMM. Finally multimodal recognition is performed using rank-order fusion to merge speech and vision hypotheses.
INTRODUCTION
By providing different input channels, multimodal interfaces allow a more natural and efficient interaction between user and machine. Recent years have seen the emergence of many systems using speech and gestures, where users interact with an application by talking to it, pointing (or looking) at icons and/or performing gestures. Research in multimodal interfaces and ubiquitous com-Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ICMI'03, November 5-7, 2003 , Vancouver, British Columbia, Canada. Copyright 2003 ACM 1-58113-621-8/03/0011 ...$5.00. puting aims at building the tools to implement these abilities, in as natural and unobtrusive a manner as possible.
Previous systems using speech and gesture inputs [10, 5] have taken advantage of the progress of the research in the corresponding fields and the advent of new devices and sensors. Although some approaches such as [10] integrate speech and gesture at an early stage, most systems perform the recognition of speech and gesture separately and use a unification mechanism [5] for fusing the different modalities. Several successful multimodal gesture systems have been developed which integrate speech input with pen and other haptic gestures [5, 10] ; these generally use a physical stylus, or just a user's fingertip. However, for interaction with a kiosk [11] , video wall [6] , or conversational robots [2] it is desirable to have untethered tracking of full-body gesture. In this paper, we use a vision-based tracking system developed in our group [8] .
Many body pose gesture recognition systems use techniques adapted from speech recognition research such as Hidden Markov Models (HMMs) or Finite-State Transducers (FSTs). However, these techniques encounter a number of difficulties. For instance, the inputs are very high dimensional (the dimensions of body poses are usually greater than 20), and the beginning and end of gestures are difficult to detect (contrary to speech where sentences are isolated by detecting surrounding silences). The system described in [1] was successfully applied to detecting and classifying hand gestures in a conversational system [16, 3] . While the system was in real-time, it could sense only coarse "blob" features. Hence it was of limited use in tracking natural pointing gestures, although it was able to recognize parametric gestures defined by the relative position of both hands, using a variation of Hidden Markov Models, [16] . Other HMM approaches to gesture recognition include [9, 15] . Another system [7] created a view-dependent approach to gesture recognition using temporal templates. While this approach tracks full body rigid gestures well, it does not do as well for less constrained gestures involving only parts of the body with wide variations in motion in other parts.
We demonstrate our techniques in a system for interpreting multimodal speech and gesture commands for window manipulation (selection, resizing, page turning). Our vision-based tracking system estimates body poses, that are used as inputs for the gesture recognition system to identify gestures. We use an SVM-based approach for gesture detection and an HMM-based approach for recognition. Speech is processed using the GALAXY system [14] ; speech and gesture commands are defined a priori in the examples in this paper but could be generalized to natural gestures. A rank order fusion algorithm is used to merge command recognition [5] ; parameters are estimated for each visual gesture (e.g., size or location.)
In the following sections we present the framework for gesture recognition. The architecture of our multimodal system is then described. Finally we demonstrate its use for recognizing typical gestures by reporting results from a small test set, and details on a specific sequence.
GESTURE RECOGNITION
We propose a three-step approach which efficiently and reliably recognizes a gesture. The system first tracks articulated body motion using a stereo-based technique. We use the algorithm described in [8] as the basic approach in our tracking system. This algorithm recovers the articulated pose of a user in real-time.
The system then uses the pose of the 3D body model to recognize full-body gestures of a user. Gesture recognition is performed in two stages. First, we detect if a gesture has occurred by determining whether or not a static pose corresponds to a gesture. Using the detection boundaries as the start and end, we then classify the gesture category and extract the relevant parameters of the gesture, as described in the following section.
Detection
We start with the simpler problem of detecting the occurrence of a gesture. Each gesture is made up of a series of static poses. We partition the space of valid poses into those that are part of gestures to be classified and those that are not. To detect the start and end of a gesture reliably, we need to be able to model the complex spaces of static poses that make up a gesture with a high degree of certainty. SVM classifiers [13] are ideal for our situation because they are capable of learning complex boundaries between classes. Given a data set {xi, yi} of examples xi with labels yi ∈ {+1, −1}, an SVM estimates a decision function f (x) such that:
where b is a scalar and αi some (non negative) weights estimated by the SVM. Only a subset of the weights αi are non null. Examples xi corresponding to non zero αi are the support vectors. Their corresponding αi defines its contribution to the shape of the boundary. k(x, xi) is the kernel function corresponding to the dot product of a possible non-linear mapping of x and xi in a (high dimensional) feature space. Linear, polynomial and Gaussian kernels are usually used. In this paper, we used a Gaussian kernel
In practice, an error cost C is introduced to account for outliers during the SVM training [13] . This allows it to find a solution to non-separable cases. Once the SVM has been trained, new test vectors x are classified based on the sign of the function f (x). In this work, we used the SVM implementation from the machine learning software library Torch [4] .
The space of static poses for different gestures may overlap. Because the similarity of these gestures gives contexts to our gesture space, we can create groups of gestures that are triggered by an SVM rather than individual gestures. For each gesture group, a SVM is trained, using the static poses corresponding to all gestures in that group as positive examples, and all static poses corresponding to non-gestures and other gesture groups. The examples xi used in the SVM classifier are the 3D poses generated by the articulated tracker. As the articulated tracker tracks the body, the pose is tested against all SVMs. When a SVM is triggered, meaning its decision function f (x) > 0, a SVM has detected that the current pose is one of the static poses in the gesture group it is responsible for, we note the detection.
Rapid oscillations in the signal (caused by noise in visual data 
Classification
Our recognizer is made up of continuous density Hidden Markov Models which model specific gestures. Hidden Markov Models can account for time varying gestures [12] , and are able to estimate the probability of an incomplete observation sequence given a particular model. This allows us to predict at any point in time what gesture might be occurring, and respond with the appropriate actions. Also we can identify various parts of a gesture, and easily extract various parameters.
Our recognizer runs only when a detection has occurred. When an SVM which models a specific gesture group triggers and starts passing 3D hand positions to the recognizer, the HMMs belonging to the gesture group starts computing the probability of that sequence being generated by that model. When the SVM stops triggering, our recognizer uses the probability of the sequence to classify the gesture. It orders the gestures within the gesture group according to the most probable, and calculates their corresponding parameters. This along with their associated probabilities are the input of the command recognizer.
APPLICATION
Not only can a vision interface supplement a speech interface, it can also provide an alternative way to convey the same information. Using gestures to do various actions like selecting an application, playing a video stream, or flipping through a photo album, the voice can be free for other tasks like carrying a conversation or giving a presentation.
A user can then select any application by pointing to the window or icon, and specify an action through speech, like saying "Open" while pointing at an icon. If a user wants to resize or shrink a window, they can simply frame the window with their hands and resize to its desired size, with or without the aid of speech. This same gesture can be used in various contexts to accomplish related tasks. For example, this gesture can be used to zoom in or out of an image or map. Rather than having to learn a new interface with different icons or ways of using the mouse, a user can do the most appropriate gesture or speech to get his/her point across.
The vision system consists of a stereo camera connected to a standard PC Pentium 4 (2GHz). The articulated body tracker uses images of the user captured by the stereo camera to estimate the corresponding body pose. Our implementation focused on the gesture recognition aspect of our multimodal interface. We narrowed down the actions a user can perform when interfacing with the computer to an experimental set that is small but maintains much of the complexity of the general problem. In Table 1 , the set of actions we experimented with are listed.
The data were collected from 25 sequences of each gesture from 8 people. We trained SVM classifiers to detect two groups of gestures; one for the single arm point or region selection gesture, and Table 3 : Classification error rates for two-handed SVM trained with Gaussian kernels with varying error cost C and kernal size σ one for the two handed gestures. The features xi used in the SVM are the relative orientation of the body with respect to the world coordinate system and the relative orientations of connected limbs. Each image in our data collection is labelled as either a pose that makes up a one-handed gesture, a two-handed gesture, or a neutral position. The SVMs have been evaluated using standard crossvalidation techniques. The classifiers have been trained using 90% of the training data, and the classification error on the remaining training data is calculated. This is repeated 10 times, removing a different 10% each time. Tables 2 and 3 report the average classification error rates for Gaussian kernels with varying kernel size σ and error cost C. The SVM used in the rest of the paper uses a Gaussian kernel with σ = 5 and C = 200.
We then used HMM models to recognize and segment each gesture. Each gesture was associated with a pre-determined state model, allowing for different ways of performing the gesture, different starting positions, and large spatial variations.
The feature vectors for both two-handed gestures and one-handed gestures are directly computed from the 3D hand positions given by the articulated tracker. Given a 3D hand position, we estimate velocity, − → v , by finding the difference between two frames. The To test which feature vectors were actually effective in distinguishing two-handed gestures, we ran four cross-validation tests and computed the classification rate: (F1) used all the features described above, (F2) used − → v , − → pr, and − → vr , (F3) used v, pr, and vr, and (F4) used both unit vectors, v, pr, and vr, and magnitudes, |v|, |pr| and |vr|. Table 4 shows the cross-validation error when trained with the four different feature vectors described above. Each model was trained 8 times, leaving out a few sequences of each type for each time. The error is to the ratio of how many times a sequence was classified as a different gesture versus how many sequences of each gesture was tested. This happens when the probability for that sequence is higher for a model that does not correspond to its actual gesture. We can see the best overall classifier is F1 with an average classification error of 7.76%, which used the feature vector with all calculated features. The results shown in Table 4 used a Gaussian model for their observation density. Mixtures of Gaussians were tested for each feature case, but resulted in poor classification rates.
A sample sequence
The results shown in figures 1, 2 show a sample run through our gesture detection system. The sequence is of a user performing the next gesture, the select gesture, and the resize gesture consecutively. At each frame, the SVM classifiers for one-handed and two-handed gestures determine whether or not it is a gesture. In figure 1, the ground truth of the sequence is shown with a solid line. A 0 corresponds to a neutral position, 1 to an occurrence of a one-handed gesture, and 2 to a two-handed gesture. The decision function of each SVM, f (x), is used to decide whether or not a gesture has been detected at each frame. The detection error for this sequence was 5.25%, but the error is not very significant, considering they occur at the transitions from rest to gesturing, where there is ambiguity in the boundary. When the SVM classifier for the two-handed gestures detects a gesture at frame numbers 40 and 265, our recognizer will test the collection of subsequent frames that the SVM classifier detects as part of a two-handed gesture. We test this sequence of frames using the HMMs that correspond to the two-handed gesture: next, previous, and resize. When the SVM classifier for the one-handed gesture detects a gesture at frame number 180, the system will parse the pointing gesture into its appropriate states.
At frame number 245, the two-handed gesture happens to be resize. In Figure 2 , the log probability for each model in the twohanded gesture group is shown. As time passes, we can see a sharp decrease in the log probability corresponding to the next and previous HMMs in contrast with the the resize HMM. Figure 2 also shows a large drop in probabilities for next and previous gestures correspond to shortly after the transition from state 0 to state 1 in the resize HMM. This allows us to start reacting to the gesture, by resizing the object while the user is resizing simultaneously.
Multimodal Recognition Results
In our multimodal system, vision hypotheses are produced as above and speech hypotheses are produced by a simple command recognizer implemented using components of the GALAXY [14] system. Table 5 shows preliminary results on a data set of about 25 examples per action. It shows how using different modes affect the classification error of our system. A speech utterance was captured along with each gesture in our data set. The speech consists of a range of possible utterances. The types of utterances we expect are shown in Table 1 . We allow for natural variations of these by utilizing the flexible grammar built into Speech Builder.
Both the speech recognizer and the gesture recognizer produce an n-best list of possible transcriptions and gestures, respectively. The overall score of each transcription/gesture is computed as the sum of its ranks on the two n-best lists. Then, the lowest-scoring hypothesis is chosen as the final answer. The Vision and Speech column of Table 5 shows the classification error using this integrated selection method. When using both vision and speech, the results are promising, although we expect the error to increase as we more thoroughly test the system. The importance of this result is only that the combination of both vision and speech results in improved recognition.
CONCLUSION
Multimodal interfaces allow users to interact with machines in a natural and intuitive manner. In order to explore this emerg-ing area of research, we developed an interface that incorporates recognition of both gestures and speech. We believe our system is flexible enough to cover a range of possible interactions for humancomputer interfaces and allows for easy additions of different modules.
