Iterative algorithm for generalized quasi-variational-like inclusions with fuzzy mappings in Banach spaces  by Kazmi, Kaleem Raza
Journal of Computational and Applied Mathematics 188 (2006) 1–11
www.elsevier.com/locate/cam
Iterative algorithm for generalized quasi-variational-like
inclusions with fuzzy mappings in Banach spaces
Kaleem Raza Kazmi∗
Department of Mathematics, Aligarh Muslim University, Aligarh 202002, India
Received 2 October 2003
Abstract
In this paper, we introduce and study a class of generalized quasi-variational-like inclusions with fuzzy mappings
in real Banach spaces and show its equivalence with a class of relations. Using this equivalence, we suggest and
analyze an iterative algorithm for ﬁnding the approximate solution of this class of inclusions. Further, we prove the
existence of solution of this class of inclusions and discuss the convergence criteria of iterative sequences generated
by the iterative algorithm.
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1. Introduction
Variational inequality theory has emerged as a powerful tool for wide class of unrelated problems
arising in various branches of physical, engineering, pure and applied sciences in a uniﬁed and general
framework. Variational inequalities have been extended and generalized in different directions by using
novel and innovative technique and idea, both for their own sake and for their applications. An important
and useful generalization of various classes of variational (-like) and quasi-variational (-like) inequalities
is variational (-like) and quasi-variational (-like) inclusion.
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In recent years, much attention has been given to develop efﬁcient and implementable numerical
methods including projection method and its variant forms, linear approximation, auxiliary principle
method, descent and Newton’s methods. In 1994, Hassouni and Moudaﬁ [10] introduced and studied a
class of variational inclusions and discussed the convergence criteria for iterative algorithm for this class
of inclusions. Since then, Adly [1], Haung [11], Kazmi [14], Ding [6], Ding and Lou [8], Noor [17] and
Yuan [21] have obtained some important extensions of the results given in [10].
In 1989, Chang and Zhu [4] ﬁrst introduced and studied a class of variational inequalities with fuzzy
mappings. Since then several classes of variational inequalities with fuzzy mappings were considered by
Chang and Haung [3], Noor [16], Haung [12], Park and Jeoug [18,19], Ding and Park [9] and Ding [7]
in Hilbert spaces. Note that most of results in this direction for variational inclusions (inequalities) has
been done in the setting of Hilbert spaces.
Variational inequalities with fuzzy mappings have been useful in the study of equilibrium and optimal
control problem, see [2].
Very recently, He [13] has shown that if a multi-valued self-mapping deﬁned on a Banach space is
lower semi-continuous and -strongly accretive then the value of this mapping at any point of its domain
is a singleton set.
In view of above result of He [13], the conditions on multi-valued mappings used in establishing the
results for the existence of solution and the convergence criteria of the iterative algorithms for multi-
valued variational inclusions (see for example Noor [17] and relevent references cited therein) made
them, in reality, to be for single-valued variational inclusions inspite of involving multi-valued mappings.
Therefore, methods used previously by many authors, see for example [17], to study the existence of
solution and the convergence criteria of the iterative algorithms for monotone variational multi-valued
variational inclusions (inequalities) need improvement.
In this paper, we shall introduce and study a class of generalized quasi-variational-like inclusions with
fuzzy mappings in real Banach spaces, which includes as special cases, many new and known classes of
variational-like and quasi-variational-like inclusions (inequalities) in Banach spaces and inHilbert spaces.
We propose and analyze an iterative algorithm for this class of inclusions. Further, we prove the existence
of solution and discuss the convergence criteria for the iterative sequences generated by proposed iterative
algorithm. The theorems presented in this paper generalize, improve and unify the results given in [7,9].
The method developed in this paper can be used to improve and unify the results in [1,3–12,14–18,21].
2. Preliminaries
Throughout this paper, we assume that E is a real Banach space equipped with norm ‖ · ‖; E∗ is the
topological dual space of E equipped with norm |‖ · ‖|; CB(E) is the family of all non-empty closed and
bounded subsets of E; 2E is a power set of E; H˜ (·, ·) is the Hausdroff metric on CB(E) deﬁned by
H˜ (A,B) = max
{
sup
x∈A
inf
y∈B d(x, y), supy∈B
inf
x∈A d(x, y)
}
, A, B ∈ CB(E);
〈·, ·〉 is the dual pair between E and E∗; J : E −→ 2E∗ is the normalized duality mapping deﬁned by
J (x) = {f ∈ E∗ : 〈x, f 〉 = ‖x‖2, ‖x‖ = |‖f ‖|}, x ∈ E
and j is a selection of normalized duality mapping J.
K.R. Kazmi / Journal of Computational and Applied Mathematics 188 (2006) 1–11 3
We observe immediately that if M ≡ H , a Hilbert space, then J is the identity mapping on H.
First, we recall the following deﬁnitions.
Deﬁnition 2.1. A single-valued mapping g : E → E is said to be -strongly accretive if, ∀u, v ∈ E,
∃j (u − v) ∈ J (u − v) and > 0 such that
〈gu − gv, j (u − v)〉‖u − v‖2.
Deﬁnition 2.2 (Chidume et al. [5]). A mapping  : E × E → E is said to be
(i) accretive if, ∀u, v ∈ E, ∃j(u, v) ∈ J (u, v) such that
〈u − v, j(u, v)〉0;
(ii) strictly accretive if, ∀u, v ∈ E, ∃j(u, v) ∈ J (u, v) such that
〈u − v, j(u, v)〉0,
and equality holds if and only if u = v;
(iii) -strongly accretive if, ∀u, v ∈ E, ∃j(u, v) ∈ J (u, v) and > 0 such that
〈u − v, j(u, v)〉‖u − v‖2;
(iv) -Lipschitz continuous if, ∀u, v ∈ E, ∃j(u, v) ∈ J (u, v) and > 0 such that
|‖j(u, v)‖|‖u − v‖.
Deﬁnition 2.3 (Chidume et al. [5]). Let  : E×E → E be a single-valuedmapping. Then amulti-valued
mapping M : E → 2E is said to be
(i) -accretive if, ∀u, v ∈ E, ∃j(u, v) ∈ J (u, v) such that
〈x − y, j(u, v)〉0, ∀x ∈ Mu, y ∈ Mv;
(ii) strictly -accretive if, ∀u, v ∈ E, ∃j(u, v) ∈ J (u, v) such that
〈x − y, j(u, v)〉0, ∀x ∈ Mu, y ∈ Mv
and equality holds if and only if u = v;
(iii) -strongly -accretive if, ∀u, v ∈ E, ∃j(u, v) ∈ J (u, v) and > 0 such that
〈x − y, j(u, v)〉‖u − v‖2, ∀x ∈ Mu, y ∈ Mv;
(iv) m--accretive if M is -accretive and (I + M)(E) = E for any > 0, where I stands for identity
mapping.
Remark 2.1. In Deﬁnition 2.3, if (u, v) = u − v, ∀u, v ∈ E, we recover the usual deﬁnitions of
accretiveness of the multi-valued mapping E.
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Deﬁnition 2.4. A multi-valued mapping A:E→2E is said to be A-H˜ -Lipschitz continuous if ∃A>0
such that
H˜ (Au,Av)A‖u − v‖, ∀u, v ∈ E.
We need the following lemmas in the sequel.
Lemma 2.1 (Petryshyn [20]). Let E be a real Banach space and J : E → 2E∗ be the normalized duality
mapping. Then for any x, y ∈ E,
‖x + y‖2‖x‖2 + 2〈y, j (x + y)〉, ∀j (x + y) ∈ J (x + y).
Lemma2.2 (Chidume et al. [5]). Let  : E×E → E be a strictly accretivemapping and letM : E → 2E
be m--accretive multivalued mapping. Then
(a) 〈x − y, j(u, v)〉0, ∀(y, v) ∈ Graph(M) implies (x, u) ∈ Graph(M), where Graph(M) :=
{(x, u) ∈ E × E : x ∈ Mu};
(b) the mapping (I + M)−1 is single valued ∀> 0.
Remark 2.2. By Lemma 2.2, we can deﬁne -proximal point mapping for an m--accretive mapping M
as follows:
JM (z) = (I + M)−1(z), ∀z ∈ E,
where > 0 is a constant and  : E × E → E is a strictly accretive mapping.
Lemma2.3 (Chidume et al. [5]). Let  : E×E → E be a -strongly accretive and -Lipschitz continuous
mapping and let M : E → 2E be a m--accretive mapping. Then the -proximal point mapping JM is
/-Lipschitz continuous, i.e.,
‖JM (u) − JM (v)‖


‖u − v‖, ∀u, v ∈ E.
Now letF(E) be a collection of all fuzzy sets over E. A mapping F : E → F(E) is said to be fuzzy
mapping. For each x ∈ E, F(x) (denote it by Fx , in the sequel) is a fuzzy set on E and Fx(y) is the
membership function of y in Fx .
Following [9], a fuzzy mapping F : E → F(E) is said to be closed if for each x ∈ E, the function
y → Fx(y) is upper semi-continuous, i.e., for any given net {y	} ⊂ E satisfying y	 → y0 ∈ E,
lim sup	 Fx(y	)Fx(y0).
For A ∈ F(E) and  ∈ [0, 1], the set (A) = {x ∈ E : Ax} is called a -cut set of A.
A closed fuzzy mapping A : E → F(E) is said to satisfy the condition (*) if there exists a function
a : E → [0, 1] such that for each x ∈ E, (Ax)a(x) is a non-empty bounded subset of E. It is clear that if
A is a closed fuzzy mapping satisfying the condition (*), then for each x ∈ E, the set (Ax)a(x) ∈ CB(E).
In fact, let {y	}	∈
 ⊂ (Ax)a(x) be a net and y	 → y0 ∈ E. Then (Ax)y	a(x) for each 	 ∈ 
. Since
A is closed, we have
(Ax)(y0) lim sup
	∈

Ax(y	)a(x).
This implies that y0 ∈ (Ax)a(x) and so (Ax)a(x) ∈ CB(E).
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LetA,B,C,D,L : E → F(E) be ﬁve closed fuzzymappings satisfying condition (*). Then there ex-
ist ﬁve functions a, b, c, d, l : E → [0, 1] such that for each x ∈ E, we have (Ax)a(x), (Bx)b(x), (Cx)c(x),
(Dx)d(x), (Lx)l(x) ∈ CB(E). Therefore we can deﬁne ﬁve multi-valued mappings A˜, B˜, C˜, D˜, L˜ :→
CB(E) by A˜(x) = (Ax)a(x), B˜(x) = (Bx)b(x), C˜(x) = (Cx)c(x), D˜(x) = (Dx)d(x), L˜(x) = (Lx)l(x), for
each x ∈ E. In the sequel, A˜, B˜, C˜, D˜ and L˜ are called the multi-valued mappings induced by the fuzzy
mappings A,B,C,D and L, respectively.
Let N : E × E → E and f,m : E → E be three single-valued mappings; let g : E → E be
a single-valued mapping such that g /≡ 0; let A,B,C,D,L : E → F(E) be fuzzy mappings. Let
a, b, c, d, l : E → [0, 1] be given functions. Let M : E ×E → 2E be a multi-valued mapping such that
for each z ∈ E,M(·, z) is a m--accretive mapping with g(x)−m(y) ∈ dom(M(·, z)) ∀x, y ∈ E. Now,
we consider the following generalized quasi-variational-like inclusion problem with fuzzy mappings
(GQVILIPFM):
Find x, u, v,w, y, z ∈ E such that Ax(u)a(x), Bx(v)b(x), Cx(w)c(x),Dx(z)d(x), Lx(y)
l(x) and
0 ∈ M(g(x) − m(y), z) + f (w) − N(u, v). (2.1)
2.1. Some special cases of GQVLIPFM
1. If E ≡ H , a real Hilbert space, and (x, y) = x − y, ∀x, y ∈ E, then GQVLIPFM reduces to the
problem studied by Ding and Park [9].
2. If m ≡ 0, f ≡ g and, Cx and Lx are both the characteristic function {x} of {x} and c(x) = l(x) = 1
for each x ∈ E, then GQVLIPFM reduces to the following problem:
Find x, u, v, z ∈ E such that Ax(u)a(x), Bx(v)b(x),Dx(z)d(x) and
0 ∈ M(g(x), z) + g(x) − N(u, v). (2.2)
The problem (2.2) is new one. Moreover if E ≡ H , a Hilbert space, and (x, y)= x − y, ∀x, y ∈ H ,
then problem (2.2) reduces to the problem studied by Ding [7].
We remark that for suitable choices of N,A,B,C,D,L, f, g,m, a, b, c, d, l and M, GQVLIPFM
reduces to various new as well as known classes of variational inclusions and variational inequalities
(e.g., [9] and the references therein), studied by various authors in Hilbert spaces. Our problem (2.1) is
also set in a more general real Banach spaces.
3. Iterative algorithm
The following lemma which will be used in the sequel, is an immediate consequence of the deﬁnition
of JM(·,z) .
Lemma 3.1. (x, u, v,w, z, y) is a solution of GQVLIPFM if and only if it satisﬁes the relation
g(x) = m(y) + JM(·,z) (g(x) − m(y) − [f (w) − N(u, v)]), (3.1)
where u∈A˜(x), v∈B˜(x), w∈C˜(x), z∈D˜(x), y∈L˜(x), JM(·,z) :=(I+M(·, z))−1 and >0 is a constant.
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Now, we introduce the following deﬁnitions.
Deﬁnition 3.1. Let  : E × E → E be a single-valued mapping and let A : E → 2E be a multi-valued
mapping. Then N : E × E → E is said to be:
(i) 	--relaxed Lipschitzwith respect toA in the ﬁrst argument if, ∀x1, x2 ∈ E, ∃j(x1, x2) ∈ J (x1, x2)
and 	> 0 such that
〈N(u1, ·) − N(u2, ·), j(x1, x2)〉 − 	‖x1 − x2‖2,
∀u1 ∈ A(x1), u2 ∈ A(x2);
(ii) -Lipschitz continuous in the ﬁrst argument if, ∀x1, x2 ∈ E, ∃> 0 such that
‖N(u1, ·) − N(u2, ·)‖‖u1 − u2‖.
Using Lemma 3.1 and Nadler’s technique [14], we develop an iterative algorithm for ﬁnding the
approximate solution of GQVLIPFM as follows.
Iterative Algorithm 3.1. Let A,B,C,D,L : E → F(E) be closed fuzzy mappings satisfying the
condition (*) and let A˜, B˜, C˜, D˜, L˜ : E → CB(E) be the multi-valued mappings induced by the fuzzy
mappingsA,B,C,D and L, respectively. Let , N : E×E → E and g, f,m : E → E be single-valued
mappings where g /≡ 0 and let M : E × E → 2E be a multi-valued mapping such that for each ﬁxed
z ∈ E, M(·, z) is m--accretive satisfying g(x) − m(y) ∈ dom(M(·, z)) ∀x, y ∈ E.
Let Q : E → 2E be a multi-valued mapping such that for each x ∈ E, Q(u) ⊆ G(E), where Q is
deﬁned by
Q(u) =
⋃
u∈A˜(x)
⋃
v∈B˜(x)
⋃
w∈C˜(x)
⋃
z∈D˜(x)
⋃
y∈L˜(x)
(m(y) + JM(.,z) (g(x) − m(y) − [f (w) − N(u, v)])).
(3.2)
For given x0 ∈ E, u0 ∈ A˜(x0), v0 ∈ B˜(x0), w0 ∈ C˜(x0), z0 ∈ D˜(x0) and y0 ∈ L˜(x0), and let
p0 = m(y0) + JM(.,z0) (g(x0) − m(y0) − [f (w0) − N(u0, v0)]) ∈ Q(x0) ⊆ g(E).
Hence, there exists x1 ∈ E such that p0 = g(x1). Further, since A˜(x0), B˜(x0), C˜(x0), D˜(x0), L˜(x0) ∈
CB(E), by Nadler [14], there exist u1 ∈ A˜(x1), v1 ∈ B˜(x1), w1 ∈ C˜(x1), z1∈D˜(x1) and y1 ∈ L˜(x1)
such that
‖u1 − u0‖(1 + (1 + 0)−1)H˜ (A˜(x1), A˜(x0)),
‖v1 − v0‖(1 + (1 + 0)−1)H˜ (B˜(x1), B˜(x0)),
‖w1 − w0‖(1 + (1 + 0)−1)H˜ (C˜(x1), C˜(x0)),
‖z1 − z0‖(1 + (1 + 0)−1)H˜ (D˜(x1), D˜(x0)),
‖y1 − y0‖(1 + (1 + 0)−1)H˜ (L˜(x1), L˜(x0)).
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Let
p1 = m(y1) + JM(.,z1) (g(x1) − m(y1) − [f (w1) − N(u1, v1)]) ∈ Q(x1) ⊆ g(E).
Hence, there exists x2 ∈ E such that p1 = g(x2). By induction, we can deﬁne iterative sequences
{xn}, {un}, {vn}, {wn}, {zn} and {yn} satisfying
g(xn+1) = m(yn) + JM(.,zn) (g(xn) − m(yn) − [f (wn) − N(un, vn)]), (3.3)
un ∈ A˜(xn) : ‖un+1 − un‖(1 + (1 + n)−1)H˜ (A˜(xn+1), A˜(xn)),
vn ∈ B˜(xn) : ‖vn+1 − vn‖(1 + (1 + n)−1)H˜ (B˜(xn+1), B˜(xn)),
wn ∈ C˜(xn) : ‖wn+1 − wn‖(1 + (1 + n)−1)H˜ (C˜(xn+1), C˜(xn)),
zn ∈ D˜(xn) : ‖zn+1 − zn‖(1 + (1 + n)−1)H˜ (D˜(xn+1), D˜(xn)),
yn ∈ H˜ (xn) : ‖yn+1 − yn‖(1 + (1 + n)−1)H˜ (L˜(xn+1), L˜(xn)),
n = 0, 1, 2, 3, . . . , where > 0 is a constant.
We remark that Iterative Algorithm 3.1 includes as special cases many known iterative algorithms in
Hilbert spaces, see [9] and the references therein.
In the next section, we prove the existence of solution of GQVLIPFM and discuss the convergence
criteria for the iterative sequences generated by Iterative Algorithm 3.1.
4. Existence of solution and convergence criteria
Theorem 4.1. Let E be a real Banach space;  : E × E → E be a -strongly accretive and -Lipschitz
continuous mapping. Let M : E × E → 2E be such that for each ﬁxed z ∈ E, M(., z) is m--accretive
mapping and let for each u ∈ E,Q(u) ⊆ g(E), where Q is deﬁned by (3.1). Let A,B,C,D,L :
E → F(E) be closed fuzzy mappings satisfying the condition (*) and let A˜, B˜, C˜, D˜, L˜ : E →
CB(E) be the multi-valued mappings induced by the fuzzy mappings A,B,C,D and L, respectively.
Let A˜, B˜, C˜, D˜ and L˜ be A-Lipschitz continuous, B-Lipschitz continuous, C-Lipschitz continuous,
D-Lipschitz continuous and L-Lipschitz continuous, respectively. Let m, f, g : E → E be -Lipschitz
continuous, -Lipschitz continuous and -Lipschitz continuous mappings, respectively, let (g − I ) :
E → E be -strongly accretive mapping, where I is identity mapping on E and let N : E × E → E
be 	--relaxed Lipschitz with respect to A˜ and -Lipschitz continuous in the ﬁrst argument, and -
Lipschitz continuous in the second argument. Suppose that there exist > 0 and > 0 such that for each
x, y, z ∈ E,
‖JM(.,x) (z) − JM(.,y) (z)‖‖x − y‖ (4.1)
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and ∣∣∣∣∣ − 	 − A( + ) − ((1/t) − r)k/s222A − k2
∣∣∣∣∣
<
√
[	 + A( + ) − ((1/t) − r)k/s]2 − (222A − k2)[2 − ((1/t) − r)2(1/s2)]
222A − k2
; (4.2)
[
	 + A( + ) −
(
1
t
− r
)
k
s
]2
− (222A − k2)
[
2 −
(
1
t
− r
)2 1
s2
]
> 0;
√
2A >k;
where t = 1/√2 + 1; s = /; r = (1 + s)L + D; k = C + B .
Then the iterative sequences {xn}, {un}, {vn}, {wn}, {zn} and {yn} generated by Iterative Algorithm 3.1
converge strongly to x∗, u∗, v∗, w∗, z∗ and y∗, respectively, and (x∗, u∗, v∗, w∗, z∗, y∗) is a solution of
GQVLIPFM.
Proof. Since (g − I ) is -strongly accretive mapping, we have
‖xn+2 − xn+1‖2 = ‖g(xn+2) − g(xn+1) + xn+2 − xn+1 − (g(xn+2) − g(xn+1))‖2
‖g(xn+2) − g(xn+1)‖2 − 2〈(g − I )(xn+2) − (g − I )(xn+1), j (xn+2 − xn+1)〉
‖g(xn+2) − g(xn+1)‖2 − 2‖xn+2 − xn+1‖2,
which implies
‖xn+2 − xn+1‖ 1√2 + 1‖g(xn+2) − g(xn+1)‖. (4.3)
It follows from Lemma 2.3, Iterative Algorithm 3.1 and (4.1) that
‖g(xn+2) − g(xn+1)‖
= ‖m(yn+1) − m(yn)‖ + ‖JM(.,zn+1) (g(xn+1) − m(yn+1) − [f (wn+1) − N(un+1, vn+1)])
− JM(.,zn) (g(un) − m(yn) − [f (wn) − N(un, vn)])‖

(
1 + 

)
‖m(yn+1) − m(yn)‖ + ‖zn+1 − zn‖
+ 

‖g(xn+1)−g(xn)+[N(un+1, vn+1)−N(un, vn)]‖+ 

‖f (wn+1)−f (wn)‖. (4.4)
Since m is -Lipschitz continuous and L˜ is L-H˜ -Lipschitz continuous, we have
‖m(yn+1) − m(yn)‖‖yn+1 − yn‖
(1 + (1 + n)−1)H˜ (L˜(xn+1), L˜(xn))
L(1 + (1 + n)−1)‖xn+1 − xn‖. (4.5)
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Since f is -Lipschitz continuous and C˜ is C-H˜ -Lipschitz continuous, we have
‖f (wn+1) − f (wn)‖‖wn+1 − wn‖
(1 + (1 + n)−1)H˜ (C˜(xn+1), C˜(xn))
C(1 + (1 + n)−1)‖xn+1 − xn‖. (4.6)
Since D˜ is D-H˜ -Lipschitz continuous, we have
‖zn+1 − zn‖(1 + (1 + n)1)H˜ (D˜(xn+1), D˜(xn))
D(1 + (1 + n)−1)‖xn+1 − xn‖. (4.7)
Now, we estimate,
‖g(xn+1) − g(xn) + [N(un+1, vn+1) − N(un, vn)]‖
‖g(xn+1)−g(xn)+[N(un+1, vn+1)−N(un, vn+1)]‖+‖N(un, vn+1)−N(un, vn)‖. (4.8)
Now, using Lemma 2.1,
‖g(xn+1) − g(xn) + [N(un+1, vn+1) − N(un, vn+1)]‖2
‖g(xn+1) − g(xn)‖2 + 2〈N(un+1, vn+1) − N(un, vn+1), j (g(xn+1) − g(xn)
− [N(un+1, vn+1) − N(un, vn+1)])〉.
Since themappings g, A˜ andN are -Lipschitz continuous, A-H˜ -Lipschitz continuous and -Lipschitz
continuous in the ﬁrst argument, respectively, and N is 	--relaxed Lipschitz with respect to A˜ in the ﬁrst
argument, there exists j(xn+1, xn) ∈ J (xn+1, xn) such that the preceding inequality reduces to
‖g(xn+1) − g(xn) + [N(un+1, vn+1) − N(un, vn+1)]‖2
2‖xn+1 − xn‖2 + 2〈N(un+1, vn+1) − N(un, vn+1), j(xn+1, xn)〉
+ 2〈N(un+1, vn+1) − N(un, vn+1), j (g(xn+1) − g(xn) − [N(un+1, vn+1)
− N(un, vn+1)]) − j(xn+1, xn)〉
(2 − 2	)‖xn+1 − xn‖2 + 2‖N(un+1, vn+1) − N(un, vn+1)‖
× [‖g(xn+1) − g(xn)‖ + ‖N(un+1, vn+1) − N(un, vn+1)‖ + ‖(xn+1, xn)‖]
(2−2	)‖un+1−un‖2+2‖un+1−un‖[(+)‖xn+1−xn‖+‖un+1−un‖]
= [(2−2	+2[A(1+(1+n)−1){+A(1+(1+n)−1)+}])]‖xn+1−xn‖2. (4.9)
Since N is -Lipschitz continuous in the second argument and B˜ is B-H˜ -Lipschitz continuous,
we have
‖N(un, vn+1) − N(un, vn)‖‖vn+1 − vn‖
(1 + (1 + n)−1)H˜ (B˜(xn+1), B˜(xn))
B(1 + (1 + n)−1)‖xn+1 − xn‖. (4.10)
Combining (4.3)–(4.10), we have
‖xn+2 − xn+1‖n‖xn+1 − xn‖, (4.11)
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where
n := 1√2 + 1
[ (
1 + 

)
L(1 + (1 + n)−1) + D(1 + (1 + n)−1)
+ 

C(1 + (1 + n)−1) + 

B(1 + (1 + n)−1)
+ 

√
[2 − 2	 + 2A(1 + (1 + n)−1){ + A(1 + (1 + n)−1) + }]
]
. (4.12)
Letting n → ∞, we obtain that n → , where
 := 1√
2+1
[(
1+ 

)
L+D+ 

{(C+B)+
√
[2−2	+2A{+A+}]}
]
. (4.13)
Since < 1 by condition (4.2), n < 1 for n sufﬁciently large. Therefore, (4.11) implies that {xn} is
a Cauchy sequence in E, and hence there exists x∗ ∈ E such that xn → x∗ as n → ∞. By Lipschitz
continuity of A˜ and Iterative Algorithm 3.1, we have
‖un+1 − un‖(1 + (1 + n)−1)H˜ (A˜(xn+1), A˜(xn))(1 + (1 + n)−1)A‖xn+1 − xn‖.
It follows that {un} is also a Cauchy sequence. Similarly, we can show that {vn}, {wn}, {zn} and {yn}
are Cauchy sequences in E. Hence there exist v∗, w∗, z∗, y∗ ∈ E such that un → u∗, vn → v∗, zn → z∗
and yn → y∗ as n → ∞. Furthermore, since un ∈ A˜(xn), we have
d(u∗, A˜(x∗))‖u∗ − un‖ + d(un, A˜(x∗))
‖u∗ − un‖ + H˜ (A˜(xn), A˜(x∗))
‖u∗ − un‖ + A‖xn − x∗‖ → 0
and hence u∗ ∈ A˜(x∗). Similarly, v∗ ∈ B˜(x∗), w∗ ∈ C˜(x∗), z∗ ∈ D˜(x∗) and y∗ ∈ L˜(x∗). Hence
we have Ax∗(u∗)a(x∗), Bx∗(v∗)b(x∗), Cx∗(w∗)c(x∗),Dx∗(z∗)d(x∗) and Lx∗(y∗) l(x∗). It
follows fromAlgorithm 3.1 that
g(x∗) = m(y∗) + JM(.,z∗) (g(x∗) − m(y∗) − [f (w∗) − N(u∗, v∗)]).
By Theorem 3.1, it follows that (x∗, u∗, v∗, w∗, z∗, y∗) is a solution of GQVLIPFM.
Remark 4.1. It is clear that . Further condition (4.2) is true for suitable values of constants, for
example, = =	===1; ==0.5; A=B =C =D =L=1; == =0.1, and  ∈ (0, 0.1].
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