Abstract. We introduce a variable exponent version of the Hardy space of analytic functions on the unit disk, we show some properties of the space, and give an example of a variable exponent p(·) that satisfies the log-Hölder condition such that H p(·) = H q for any constant exponent 1 < q < ∞. We also consider the variable exponent version of the Hardy space on the upper-half plane.
Introduction
Variable Exponent Lebesgue spaces are a generalization of classical Lebesgue spaces L p in which the exponent p is a measurable function. Such spaces where introduced by Orlicz [19] and developed by Kováčik and Rákosník [14] . Although such spaces have received a considerable amount of attention, little is known about their analytic version. Recently, the research subject has received increasing interest and some progress has been made. For example, in [9] a version of BM O spaces with variable exponents is considered. Bergman spaces with variable exponents have been studied in [1, 2, 3] and a different approach has been taken in [10] and [11] , much of the research done in the area assume the log-Hölder condition on the exponent, which is a growth condition that usually guarantees the boundedness of a Hardy-Littlewood maximal operator in a related space. One case of function spaces on unbounded domains have been studied in [18] . The theory of Orlicz spaces of analytic functions has also received recent interest, see for example [15] and [16] . Little is known about a variable exponent version of Hardy spaces on the unit disk. A first approach was taken in [12] The research has been partially supported by research project 2015004: "Contribuciones a la teoría de operadores en espacios de funciones analíticas". Universidad Antonio Nariño and [13] . In this article, we introduce a version of variable exponent Hardy spaces on the unit disk and on the upper half-plane, we prove a Poisson-type representation in both cases, and show an estimate for the norm of the reproducing kernels. We also show an an example of a variable exponent p(·) such that H p(·) = H q for any constant exponent 1 < q < ∞. Most of the result presented in this article are analogous to the classical case, we include detailed proofs for the sake of completeness. The article is distributed as follows. In the next section, we consider the case of the unit disk by first introducing the harmonic version of the spaces, and showing a representation in terms of the Poisson kernel and the boundary values of the functions. We also prove an estimate for the norm of the reproducing kernels on the variable exponent Hardy spaces. In Section 3 we show through an example that variable exponent Hardy spaces do not coincide with the classical counterparts, even under the usual regularity conditions of the exponent (the Log-Hölder condition). Finally, section 4 is devoted to study variable exponent Hardy spaces on the upper half-plane.
While preparing this article, the authors found the preprint [6] in which similar questions are studied. However, the techniques and results obtained here are different and have little overlapping.
Variable exponent Hardy spaces in the unit disk
We begin this section by introducing the preliminary concepts of variable exponent spaces.
is defined as the space of all
Such space is a Banach space with respect to the norm:
We will use a regularity condition on the exponent p(·) which is common in the study of variable exponent spaces: Definition 2.3. For each z in the unit disk D, the Poisson kernel P (z, ζ) is defined as
We will use the following result from [21] :
We are now ready to define the harmonic Hardy spaces with variable exponents.
is bounded. Moreover, we have the following theorem analogous to the constant exponent context. We follow the ideas in [17] .
Proof. Suppose that U ∈ h p(·) (D) and for n ≥ 2 define the dilations
then U n is harmonic in a neighborhood of D and consequently
By Hölder's inequality, we have that
We now use Banach-Alaoglu's Theorem to find Λ ∈ L q(·) (T) * and a subsequence
Moreover, putting the previous estimates of U h p(·) (D) together with Theorem 2.4 we get that
and moreover, the inclusion is continuous.
and apply the previous result to conclude that
The result follows similarly as before for general f ∈ h p(·) (D).
As a consequence of Theorems 2.6 and 2.7, we obtain the following result.
Proof. This follows since h 
In an analogous way to the classical setting (see for example [5] ) it is shown that H p(·) (D) can be identified with the subspace of functions in L p(·) (T) whose negative
Fourier coefficients are zero, and as such, H p(·) (D) is a Banach space.
Recall that for functions in f ∈ H 1 (D), we have the reproducing formula:
For each z ∈ D, the functions K z : D → C defined as
are called reproducing kernels. They are bounded on D and consequently belong to every space H p(·) (D). Moreover, as a consequence of the reproducing formula and Hanh-Banach theorem, the linear span of
Consequently, the set of polynomials is also dense in H p(·) (D).
Then γ z is a bounded operator for every z = |z|e iθ ∈ D and
Consequently, the convergence in the H p(·) (D)-norm implies the uniform convergence on compact subsets of D.
Before proving the Theorem, we will need the following technical Lemma, which is a version of a Forelli-Rudin inequality, adapted to our context. |1 − |z|re i(t−θ) | .
Then if ϕ(t) > 1, it holds that
Proof. We use the estimate 1 − |z|re i(t−θ) ∼ |t − θ| + 1 − r|z| that holds for every 1/2 < r < 1. With this in hand, we get that for 1/2 < r < 1,
Now, notice that since p(·) is log-Hölder continuous, then there exists C > 0 such that
Proof of Theorem 2.10. Fix z ∈ D and let f ∈ H p(·) (D), then f ∈ H 1 (D) and we can use the reproducing formula (2.1), and Hölder's inequality to conclude that
,
]. We will estimate K z H q(·) (D) . Let 1/2 < r < 1, and define
We now use Forelli-Rudin estimates (See for example, [8] , Theorem 1.7) to conclude that
(1−|z|) 1/p(θ) for 1/2 < r < 1. Now, if 0 ≤ r ≤ 1/2, then ϕ(t) 1 for every t ∈ [0, 2π] and consequently it also holds that
It is known (see for example [7] ) that K is onto for 1 < p < ∞. 
and if
On the other hand, let g q,ε : D → C be defined as g q,ε (z) = (1 − z)
(1 − re iθ )
This example can be generalized to prove the following.
Variable exponent Hardy spaces on the upper half-plane
In this section, we will consider variable exponents Hardy spaces defined on the upper half-plane C + = {z ∈ C : Re(z) > 0}. We say that a measurable function p : R + → (1, +∞) is log-Hölder continuous if there exists a positive constant C log such that
for all x, y ∈ R., |x − y| < 1/2. We will say that p belongs to the class LH if it is log −Hölder continuous and there exist constants r ∞ ∈ R and C ∞ > 0 such that for every x, y ∈ R,
.
In this section, we will assume that p belongs to the class LH. We denote as p + = ess sup x∈R p(x) and p − = ess inf x∈R p(x).
h(C + ) will denote the space of harmonic functions on C + . Similarly, we will denote as H(C + ), the space of analytic functions in C + . With this notation in hand, we are ready to define the main concept of this section. 
Similarly, the variable exponent Hardy space H p(·) (C + ) is defined as the space of functions U ∈ H(C + ) that satisfy equation (4.1).
For x ∈ R and y > 0, the Poisson kernel of the upper half-plane is defined as
Notice that if we define Φ : R → R as
and let Φ y (x) = 1 y Φ( x y ), then P y (x) = Φ y (x) with Φ y L 1 (R) = 1 for every y > 0. Thus, the family {Φ y } y>0 is an approximate identity. We will use several results from [4] with this notation that we put together here. 
and
Theorem 4.3. Let p : R + → (1, +∞) be a measurable function in the class LH.
Proof. Let z 0 = a + ib, with b > 0 and let U ∈ h p(·) (C + ). Since U is harmonic, for r ≤ R < b, we have that
where U y : R → R denotes the function U y (x) = U (x + iy) and χ (a−R,a+R) denotes the characteristic function on the interval (a − R, a + R). It is shown in [20] , Lemma 2.5 that
Thus,
which proves the result since U ∈ h p(·) (C + ).
Now, lets denote as h(C + ) as the space of harmonic functions on an open halfplane containing C + . Suppose U ∈ h(C + ) and for β > 0 define U β (z) = U (z + iβ). Then U β ∈ h(C + ) and it is bounded on C + . The following representation for U β is proven in [17] , Theorem 11.2. For y > 0,
We will use such representation to prove the following. Proof. The uniqueness follows from Theorem 4.2 and the pointwise convergence P y * u → u, as y → 0.
To prove the existence, suppose U ∈ h p(·) (C + ) and for β > 0 define U β (z) = U (z + iβ) as before. By Theorem 4.3 U β is bounded on C + . Also, since U β ∈ h(C + ) we have that by equation (4.2) that for every x ∈ R, and y > 0
Let q(·) be the conjugate od p(·). For each positive integer n, let's define Λ n : L q(·) (R) → R as
Notice that by Hölder's inequality,
Hence, Λ n sup y > 0 U y L p(·) (R) .
By Banach-Alaoglu's Theorem, there exists a subsequence {Λ n k } that converges to a bounded linear functional Λ ∈ (L q(·) (R)) * in the weak- * topology. Using the duality among L p (R) and L q(·) (R), we can choose u ∈ L p(·) (R) such that for every f ∈ L q(·) (R), Λ(f ) = 
