We present a new method of segmentation in which images are segmented by partitions with connected components. For this, rst we de ne two di erent types of neighborhoods on the space of partitions with connected components of a general graph; neighborhoods of the rst type are simple but small, while those of the second type are large but complex; second, we give algorithms which are not computationally costly, for probability simulation and simulated annealing on such spaces using the neighborhoods. In particular Hastings algorithms and generalized Metropolis algorithms are de ned to avoid heavy computations in the case of the second type of neighborhoods. To realize segmentation, we propose a hierarchical approach which at each step minimizes a cost function on the space of partitions with connected components of a graph.
I Introduction
Image segmentation is a basic step in digital image processing. It consists in partitioning the given image into regions according to a criterion based on similarity of pixels and regularity of regions. Various methods have been proposed in the literature : split-and-merge approach 21 28] etc. This paper is concerned with Markov random elds (MRF). These models have been widely considered in computer vision 14] 4] 2]. MRF methods of segmentation consist in modeling the labeling of image pixels by a MRF based on the local a priori regularities of the regions and the observed image in homogeneous regions by a second MRF 12] 27], the image is then segmented by maximizing the a posteriori probability of the labeling given the image data (MAP estimate) 16] 12] 22]. Other authors model directly the interaction energy between the labeling of image pixels and the image data such that pixels of similar (texture) attributes tend to be grouped in This work was supported in part by the SUDIMAGE research group. a same region 15] 24]. For obtaining the MAP, di erent approaches have been used : dynamic programming 12], stochastic simulation, simulated annealing 14] 1], deterministic relaxation 4] .
In this paper we focus our attention on a special space of partitions of the image grid, which are partitions with connected components (PCC), and on probability distribution simulation and simulated annealing over that space. A PCC is a segmentation where each homogeneous region is connected (see Section III-A for the precise de nition). This establishes a new methodology for image segmentation. Moreover, the fundamental de nitions and results are based on arbitrary graph of sites, so that the extension of this approach to other applications of image analysis is easy. A. Why partitions with connected components ?
In most of the model-based segmentation algorithms using MRF, the segmentation space which is the space of all possible partitions of image pixels, is the space of pixel labelings. It is : = L S = f(l s ) s : s 2 S; l s 2 Lg, where S is the image grid, L = f1; 2; :::; mg with m the number of labels representing di erent types of homogeneous regions. MRF modeling and stochastic relaxation on can be performed in a classic way like for intensity images 14] 1] 4]. However the fundamental drawback of this modeling is that it requires the number of labels. This number is supposed known in supervised segmentation 12] 26]. But in unsupervised segmentation, it must be estimated from an estimation-learning phase 6] 22] 32]. Most estimation methods of this number are based on clustering technique. However in general this estimation requires prior information or hypothesis, and is usually unreliable and in particular for real images containing complex scene. Also, m could be taken as an upper-bound of the number of labels instead of an exact estimation, but in this case, is much greater than the segmentation space with the exact number of labels. So there are many partitions in which are not wanted, this will probably in uence the quality of result and slow down the segmentation process. In the third case where m is under-estimated, needless to say, any partition in is not desirable.
In this paper, we de ne the segmentation space by the set of all PCCs of the image grid. This segmentation model does not require the knowledge of the number of labels, and is particularly suitable for unsupervised cases.
Second, the space of the PCCs is \small" in comparison with general segmentation spaces . In fact, let S be the image lattice and C(S) be the space of PCCs of S, since we can color connected regions by four di erent colors (this is the famous four-color problem : the connected regions of an arbitrary partition of a 2D lattice can be colored only by four colors such that two neighbors have di erent colors), C(S) can then be regarded as a subset of f1; 2; 3; 4g S . This means that the PCC space contains less elements than the classic segmentation space with only four labels. (The conjecture of four-color problem has not been mathematically proven, anyway, it is proven that connected components can be colored by ve colors). In this way C(S) can be regarded as a subset of (if m 4). Third, there is a natural relation between the product space = L S and C(S) : the boundaries of a partition in divide S into connected regions which constitute a partition in C(S), and two partitions in having the same boundaries correspond to a same partition in C(S). Often the optimal segmentation(s) with a model is a PCC. For instance the piecewise constant (or smooth) model of Mumford and Shah 30] 29] : an arbitrary partition in has cost function value greater than the corresponding partition in C(S). Then in these cases, it would be better to segment images directly in the space of the PCCs, in particular in the case where the image represents a complex scene, since the classic segmentation space is very large. (See Section V-B for a comparison of segmentation directly in the PCC space with segmentation in the classic labeling space .) Moreover, if we employ boundary detection techniques under the constraint that the boundaries are closed curves, any possible partition is equivalent to a PCC.
Finally, segmentation by PCC, being a low-level treatment of images, provides primitive information for high-level treatment such as object or pattern recognition. B. Stochastic relaxation on space of partitions with connected components.
PCC space has its own interest in random eld modeling from both theoretical and practical point of view, as we will see.
A PCC space with respect to an image grid (or a general graph of sites), is complex, unlike a general product space such as classic segmentation space = L S where there is simple product structure. However stochastic relaxations such as probability distribution simulation, simulated annealing which are important stochastic algorithms in image segmentation, require an elementary structure, say neighborhoods in the space, to ensure irreducibility and feasibility of the algorithms. In fact, at each step of stochastic relaxation, a sampling of a new state is restricted to a small subset called neighborhood which is determined by current state. On the one hand, neighborhoods must be large enough such that the algorithm is irreducible (which means any element of the space can be reached from an arbitrary initial point within a nite time). On the other hand, neighborhoods should be simple and small enough in order to reduce computation time. We have to solve this dilemma to construct neighborhoods over PCC spaces.
In this paper, we propose two kinds of neighborhoods which both lead to feasible and irreducible algorithms. The rst does not ask much computation and makes small change at each iteration; the second, more complex, allows to visit more e ciently di erent possible partitions at each iteration. Our purpose is also centered on the choice of stochastic dynamics by which the sampling in an arbitrary neighborhood is realized and makes the algorithm feasible. In particular, for the second kind of neighborhoods, we use Hastings dynamics and generalized Metropolis algorithm for which we present a practical implementation-realization to avoid expensive calculation.
The organization of the paper is as follows. In Section II, we rst brie y present the general approach of segmentation with classic segmentation space , the segmentation model on which our method of segmentation with PCCs has been tested is given, a hierarchical segmentation algorithm is developed even though the complete segmentation description with this model is presented in 38] . From this we state problems with PCCs that will be treated in the following sections. In Section III, we de ne the neighborhood structures on PCC space of an arbitrary graph, the irreducibility of the structures is proven. In Section IV, feasible algorithms of stochastic relaxation are de ned with the neighborhood structures and their practical implementations are given. In Section V we demonstrate applications of PCCs to image segmentation including boundary smoothing and multi-scale segmentation. Experimental results are presented. Comparison of this segmentation method using PCCs with classic labeling method is shown. Concluding remarks are drawn in Section VI.
II General approach of segmentation
In this section we present the general segmentation approach using random eld modeling, simulated annealing and hierarchical method. A modi ed version of Mumford and Shah's cost function is given, in order to clarify the statement of problems of segmentation with PCCs. This leads to general studies for stochastic relaxation on PCC space described in Sections III and IV, and a new segmentation approach presented in Section V.
II-A General segmentation model
Markov random elds have the ability to characterize spatial relations among image pixels by conditional probabilities over small neighborhoods of pixels. This provides random eld models with restricted complexity for observed intensity images as well as for region distributions of classi cation of image pixels. Then we can formulate the segmentation as a statistical problem like maximum a posteriori estimation given the intensity images.
We follow the general modeling using random elds. Let Y be the observed intensity image on a rectangular lattice S = f(i; j) j 1 i N 1 ; 1 j N 2 g. The intensity of Y at a pixel s 2 S is written Y s . Let X be the random eld representing the partition of the grid S into di erent homogeneous regions. The segmentation space is the set of all possible realizations of X. In this section we rst recall the general approach of segmentation with generally being a product of label space : = f1; 2; :::; mg S = L S . Segmentation over the PCC space C(S) may be regarded for the moment, as the segmentation over under a constraint, since C(S) can be considered as a subset of (cf. Section I).
There are two essential ways to model segmentation, both lead to MAP estimate realized by minimizing a cost function which is also called energy. In the rst, the model is doubly stochastic : X is a Markov Random eld de ned by a priori regularities of the distribution of the regions, the texture features or natures of homogeneous regions are described by the conditional distribution P(Y = y j X = x) of the intensity image given homogeneous regions, 12], 6], 22], 26], 32]. The image is segmented by maximizing the conditional probability of X given the intensity image Y , i.e., the MAP estimate :x = arg max x P(X = x j Y = y): Using Bayes' rule, we havex = arg max x P(Y = y j X = x)P(X = x):
Let U y (x) = ? log P(Y = y j X = x) ? log P(X = x), thenx = arg min x U y (x):
In the second kind of modeling, one models directly the interaction energy U y (x) between the segmentation and the observed image, so that the minimization of U y tends to group pixels of similar natures into homogeneous region, 15], 38], 24]. In all cases the segmentation becomes a problem of minimization of the cost function U y on . In the following we denote U(x) = U y (x) to simplify the notation.
In (1) where (R i ) is the centroid of features of the region R i such that (R i ) = arg min P s2R i D( ; (s)); @ x = f< s; t >2 @x : D( (s); (t)) > g, < s; t >2 @x indicates that the two pixels s and t are neighbors and separated by an edge, j@ xj is the number of such pairs of pixels such that the distance between features is greater than ; j@xj is the length of the boundaries of x; 1 , term which limits the length of the boundaries.
Model (1) can be regarded as a variant of Mumford and Shah's piecewise constant model 30] in the discrete case : Mumford and Shah's model is the model (1) for gray level images with the quadratic distance and without the second term (i.e., 1 = 0). For the quadratic distance between gray levels D( ; 0 ) = ( ? 0 ) 2 , the centroid (R) of a region R is the average of the gray levels in R. For quadratic distance for vectors of attributes, the centroid (R) is the vector average calculated over R. For the Kullback distance above, let (s) = f ! (s)g be the (texture) features of a pixel s, then the centroid (R) = f ! g is calculated by
The complete development of a multi-scale segmentation of (textured) images with this energy including the estimation of the parameters is presented in 38] and will be published elsewhere. Experimental results of segmentation with this energy model are given in Section V.
For any x 2 , let x c denote the partition in C(S) for which connected regions are obtained by dividing the image grid with the boundaries in x. We can easily see that for any segmentation x = fR 1 ; R 2 ; :::g 2 , with even being the largest space : = f1; 2; :::; jSjg S , the corresponding partition with connected components x c = fC 1 ; C 2 ; :::g has cost value U(x c ) smaller than U(x).
In fact, the last two terms of U(x) concerning only the boundaries and the local contrasts along the boundaries, are then the same for x and x c ; each region R i of x is divided into connected components denoted by C i 1 ; :::; C i l , since
, then we have U(x) U(x c ). So that the minima of U are in the PCC space C(S).
The minimization of U(x) is a di cult problem, since in general U(x) is not convex and the segmentation space is huge although it is discrete in practice. We focus our attention on simulated annealing for minimizing U. Roughly speaking, simulated annealing is a stochastic gradient algorithm which at each step allows to jump from an element to another having higher value of cost function, in order to leave the valley of a local minimum. The amplitude of jump is controlled by the temperature which decreases slowly to zero.
More precisely, simulated annealing is realized by a non-stationary Markov chain (X n ) associated with a stochastic dynamic and a temperature schedule (T n ). At each time n, the conditional distribution P(X n = x 0 j X n?1 = x) given an element x obtained at the previous step, is the stochastic dynamic of the annealing and is written as Q n (x; x 0 ). (Q n ) is the family of the transition probabilities of (X n ). In the domain of image analysis there are two essential stochastic dynamics : Metropolis dynamics 18] and dynamics of Gibbs sampler 14].
We present brie y these dynamics in the general case in which U is an arbitrary energy function on a nite space .
Gibbs sampler dynamics Q n (x; ) are conditional probabilities of the Gibbs distribution G Tn over suitable subsets N(n; x) of called neighborhoods : Q n (x; x 0 ) = G Tn (x 0 j N(n; x)): (2) For Metropolis dynamics Q n (x; ), a irreducible symmetric transition probability (or Markov kernel) q(x; ) is used to choose an element x 0 , this element is either accepted or rejected with a probability which depends on the di erence of the energies and the temperature T n : Q n (x; x 0 ) = ; symmetric and insuring that 0 n (x; x 0 ) 1 for all x; x 0 .
Remarks for the classic segmentation = L S :
At step n, let s = s(n) be the pixel taken from a xed pixel-visitation schedule, a classic choice of neighborhood is N(n; x) = x Sns , where x Sns = fy 2 : y t = x t 8t 6 = sg: (5) For Metropolis dynamics, at each step n, a pixel s = s(n) 2 S is selected at random, then take x 0 with the uniform distribution in the subset x Sns nfxg. In this case, if there exists s such that x 0 2 x Sns , q(x; x 0 ) = (jSj(jLj ? 1)) ?1 , and otherwise q(x; x 0 ) = 0.
Note that Hastings dynamics are quite useful in the case when a symmetric Markov kernel is impossible or computation demanding to realize in practice. This will be the case in PCC space (cf. Section III).
It has been proven in 14] that if T n decreases to zero su ciently slowly, X n will converge to the uniform distribution over the minimums of U. For algorithm of simulated annealing, the condition and optimal rate convergence, the optimal cooling schedule, etc, are beyond the scope of this paper, we refer the reader to 14] 17] 9] 10] 7] 37]. Our goal is to construct algorithms to minimize U on C(S) (and simulate Gibbs distribution over C(S), cf. Section IV) as we can do on .
We can draw inspiration from the simulated annealing over . The previous dynamics are realized through the subsets x Sns , which are considered as the neighborhoods associated with s 2 S and x 2 : at each time we update the element X n in a x Sns . In the same way, for minimizing over C(S), we need to de ne neighborhoods N(s; z) for all s 2 S and z 2 C(S).
Once N(s; z) de ned, we can use the preceding dynamics on C(S).
A rst idea to de ne N(s; z) might be to use x Sns and the relation between and C(S) : let x 2 such that x c = z, then we could de ne N(s; z) by the subset x c Sns = fy c : y 2 x Sns g: if the label at s is 2, then the two pixels of label 2 in x are merged with s, this corresponding partition can not be obtained from y by modifying the label at s. A second idea is to consider the subset S
x:x c =z x c Sns . Although this de nition is complex and this subset is large, we will de ne, in Section III, two di erent neighborhoods written as A(s; z) and B(s; z) which both are subsets of it, (here N(s; z) then signi es A(s; z) and B(s; z)), and the two neighborhoods verify the reversibility property which is required in simulated annealing and also in simulation of probability II-C Segmentation with progressive graphs
Theoretically the annealing schedule has to be too slow to reach to a global minimum, in practice because of limited computation time, a faster schedule is used, for instance an exponential schedule as T n = T 0 n with 0:95. Moreover, it has been proven 7] that any annealing schedule leading to minima at in nity is not an optimal schedule of annealing within nite time. The schedule is a compromise between the computation and the performance. For example, the ICM 4] algorithm converges rapidly, it is equivalent to simulated annealing with T n = 0.
However the result of the minimization with ICM is the closest local minimum to the initial segmentation, and it depends strongly on the initial segmentation. In our application of segmentation, we have used an exponential cooling schedule associated with progressive graphs which is a hierarchical procedure : the algorithm begins with the simulated annealing (X n ) minimizing U(z) over C(S) associated with a suitable stochastic dynamic (see Sections III and IV for stochastic dynamics on C(S)), it converges to a local minimum z 0 ; then we make the regions of z 0 grow in grouping them with simulated annealing to minimize the same energy U. For that, we consider z 0 as a graph S 1 whose sites are the regions of z 0 , two sites of S 1 are neighbors if the corresponding regions are neighbors. Let C(S 1 ) be the set of the partitions with connected components of the graph S 1 (see also Section III for rigorous de nition), C(S 1 ) is simply the subset of partitions in C(S) which do not divide any region of z 0 . In this stage, we minimize U restricted to C(S 1 ) by a suitable simulated annealing algorithm on C(S 1 ). The algorithm will reach to a (local) minimum z 1 ; in the same way, to group the regions in z 1 , we consider z 1 as a graph written as S 2 , and we minimize the same energy U restricted to C(S 2 ) using simulated annealing over C(S 2 ), we continue so on. The procedure is ended when the algorithm can no longer yield any change even if it works on the new graph generated by the segmentation. Fig. 2 is an example of such a hierarchical segmentation for a color image. The principle of this hierarchical approach is simple : at the beginning, highly uniform regions are obtained, then they are assembled to form greater regions according to the minimization of U (under the constraint that these uniform regions cannot be divided), and so on. On each graph S k , the algorithm is an annealing, the next graph S k+1 makes it escape from the local minimum where it stayed, and favors grouping of similar regions. Although the algorithm is not guaranteed to converge to global minima, it can avoid many undesirable local minima, and yields satisfying segmentation; moreover the rate of convergence is rapid, since we can use fast schedule of annealing such as exponential schedules, and the number of sites in the graph falls quickly while the algorithm advances. This method is unlike a general fast annealing or ICM for which the algorithm must begin with a good initial partition to get satisfactory segmentation, nor an annealing with an optimal or slow schedule which is computation demanding.
This hierarchical technique of progressive graphs is di erent from region growing 21] 8] 35] 29] : at the start of a region growing algorithm, a partition with small uniform regions is created, then these regions grow by merging adjacent regions according to some similarity criterion. The problem with region growing is that it can only merge regions at any time and it does not yield optimal growing of regions with respect to a unique global criterion.
The problem now is that S k , unlike the image grid S, is a general graph : the number of neighbors of a site is not xed, it contains complex relations among the sites. As we have seen in the previous paragraph, for simulated annealing on C(S k ), we need to de ne neighborhoods N(s; z) for all s 2 S; z 2 C(S k ). For these reasons, in Sections III and IV, the fundamental denitions including neighborhoods N(s; z), the properties of relaxation with these neighborhoods, the implementation of stochastic dynamics are given for general graphs of sites.
The concept of graphs introduced in this paper is di erent of the one used in some approaches of perceptual organization 28] 36]. In 28], edge curves are represented by a graph structure with the curves considered as arcs, the curve terminations and junctions being nodes of the graph. To form enclosed regions, for any pair of nodes corresponding to the two terminations of two symmetric curves, a curve is proposed to join them. The segmentation is then achieved by rejecting wrong closures on the graph structure under some conditions. In 36], the authors proposed a hierarchical approach to detect structures in images by constructing graphs using voting methods, the nodes of graphs are edge tokens and the arcs represent association under some compatibility relation based on proximity, parallelism, collinearity etc. At any level, each connected component of the graph is replaced by a single edge curve. But in our approach of segmentation, the sites (or nodes) of a graph represent pixels and/or regions, neighborhoods are the relationships between sites; all partitions (with connected components) of a graph are considered with the aim of minimizing a unique energy and simulating the corresponding probability distribution on the whole space of these partitions.
III Neighborhood structures on partitions with connected components of a graph
In this section we de ne neighborhoods on the space of PCCs of a general graph of sites to minimize energy function or to simulate Gibbs distribution using the preceding stochastic dynamics (cf. Section II).
III-A PCC of a general graph 
III-B De nitions of neighborhoods on C (S)
For the de nition of neighborhood on C(S), we need to de ne a particular partition written as x] s associated with x 2 C(S), s 2 S : De nition 2 Let s 2 S; x = fR; R 1 ; R 2 ; :::; R n g 2 C(S), where R is the region containing s. Suppose that isolating s from R, R is partitioned into connected components fsg; C 1 ; C 2 ; :::; C l , (i.e., C 1 ; C 2 ; :::; C l are connected components of Rns), then we de ne the PCC x] s :
x] s = ffsg; C 1 ; C 2 ; :::; C l ; R 1 ; R 2 ; :::; R n g:
Note that x] s is simply the PCC obtained from x by isolating s, the other regions remaining unchanged. If s is already isolated in x, then x] s = x; if Rns is connected, x] s = ffsg; Rns; R 1 ; R 2 ; :::; R n g. Fig. 3(a) shows an example of partition x where the points represent the sites, two sites which are neighbors are linked by a line, the regions are represented by ellipses and circles. Fig.   3(b) and Fig. 3 (c) present x] s and x] t respectively with respect to the sites s, t. In Fig. 3(b) , Rns is divided by s into two connected components C 1 and C 2 ; in Fig. 3(c) Neighborhoods indicate all possible evolutions at each step of the algorithm. A(s; x) is small neighborhood : through A(s; x), only s can be united with one of the neighboring regions if s does not divide its region into several parts, otherwise x cannot be changed since A(s; x) contains only x. The de nition of A( ; ) is natural, the algorithm modi es only locally the partition in distributing the site to the neighboring regions. Thus an algorithm which works with A( ; ) evolves gradually with small change at each iteration, and it does not require heavy computation using the previous dynamics. However this neighborhood is large enough to ensure the irreducibility of the algorithm (cf. Section III-C).
Note that the reversibility property y 2 A(s; x) () x 2 A(s; y); is respected. In fact, if y 2 A(s; x), then y] s = x] s , therefore x 2 A(s; y) following the de nition.
The reversibility property simply means that if x can become y at a step of the algorithm, then inversely y can also become x at the same step.
If ( x] s ; fs; C 1 ; R 4 g), ( x] s ; fs; C 2 ; R 3 g), ( x] s ; fs; C 2 ; R 4 g), ( x] s ; fs; C 1 ; C 2 ; R 3 g), ( x] s ; fs; C 1 ; C 2 ; R 4 g).
In this example R 3 and R 4 are neighbors, so they can not be grouped in a region through s. 2 B(s; y) resp.), then A(s; x) = A(s; y) (B(s; x) = B(s; y) resp.), if x 2 A(s; y) (x 2 B(s; y) resp.), there may be sites t other than s such that x 2 A(t; y) (x 2 B(t; y) resp.). The second property is stronger than the reversibility: x 2 A(s; y) (x 2 B(s; y) resp.) implies x] s = y] s , moreover x] s uniquely determines the neighborhood A(s; x) (B(s; x) resp.) as well as y] s , thus A(s; x) = A(s; y) (B(s; x) = B(s; y) resp.). The third is a speci c property of these neighborhoods which is not veri ed for the classic neighborhoods de ned on a product space.
In the construction of B(s; x), s can not merge with two regions which are neighbors. The reason of this consideration is that, in the other case, to satisfy the reversibility property, B(s; x) would have to contain all partitions which subdivide neighboring regions of s in x] s into connected parts which are neighbors of s. Such B(s; x) would be huge and of infeasible use.
III-C Stochastic dynamics with the neighborhoods A(s;x) and B(s;x), irreducibility
To de ne Markov chains (X n ) on C(S) to simulate Gibbs distribution or minimize energy function with the neighborhood A(s; x) (B(s; x) resp.), it su ces to specify the stochastic dynamics (cf. Section II-B) using the neighborhood A(s; x) (B(s; x) resp.) which replaces the neighborhood x Sns used to de ne dynamics on product space of labelings. The Markov chain (X n ) is required be irreducible in the sense that any element x is reachable from any other element y, that is, suppose that Q n is the transition probability at the time n, for any m there exist a nite number of elements x m = x; x m+1 ; :::; x m+k = y such that Q m+i (x m+i ; x m+i+1 ) > 0 for each 0 i < k. We can show the irreducibility of a Markov chain de ned with neighborhood A(s; x) (B(s; x) resp.) by the following proposition.
Proposition 1 For any x; y 2 C(S) with S a general graph, there exists a sequence of partitions x 0 = x; x 1 ; x 2 ; :::; x k = y and a sequence of sites s 1 ; s 2 ; :::; s k , such that x i 2 A(s i+1 ; x i+1 ) (x i 2 B(s i+1 ; x i+1 ) resp.) for each 0 i < k.
The proof is given in Appendix.
Using the Markov chain de ned with the neighborhood A(s; x), even though any element of C(S) can be reached from any other element, at each step of the algorithm we cannot cut a region into several parts, neither can we merge two (or more) regions. The change of the state of the chain is much small, and thus requires many steps to reach an element from another.
However, in general the neighborhood A(s; x) is small and simple, in fact, at a step, once a site s has been chosen, it su ces to choose one of the neighboring regions of s which is to be merged with s. Thus the choice of the partition at a step of the algorithm does not need much real computation, it is then rapid. On the contrary, the neighborhood B(s; x) is large and complex. At a step of a Markov chain de ned with B(s; x), a region can be cut into several connected parts and regions such that there are not two neighbors among them can be merged, then the one-step change of the chain may be great. Therefore we can visit more e ciently partitions at each iteration, it then requires fewer steps to reach a partition from another. where x c Sns is de ned from x Sns by (6).
IV Algorithms of probability distribution simulation and simulated annealing on C(S)
Suppose that U is an energy function de ned on C(S), let G T denote the associated Gibbs distribution at temperature T. In this section we construct feasible algorithms using neighborhoods A(s; x) and B(s; x) to simulate G T and minimize U.
IV-A Probability simulation by Gibbs sampler and Metropolis dynamics
We use Gibbs sampler and Metropolis dynamics associated with the neighborhoods A(s; x) (B(s; x) resp.) to simulate the distribution G T . We brie y present the algorithms only for neighborhoods of the rst type A(s; x); the algorithms with B(s; x) are the same except the neighborhoods B(s; x) that are to be replaced with A(s; x). For Gibbs sampler, it su ces to replace the neighborhoods N(n; x) in (2) with A(s(n); x) where s(n) is the site taken at step n.
Similarly, for Metropolis dynamics, at each step n, we choose a partition y in A(s(n); x)nfxg by the uniform distribution if A(s(n); x)nfxg is not empty, where s(n) is a site taken at random. In this case the Markov kernel q (cf. (3)) is as follows : let I(x; y) = fs 2 S : y 2 A(s; x)g, then if I(x; y) is empty or x = y, q(x; y) = 0; if I(x; y) is not empty and x 6 = y, q(x; y) = 1 jSj P s2I(x;y) (jA(s; x)j ? 1) ?1 . q is symmetric : rst, since y 2 A(s; x) implies x 2 A(s; y), then I(x; y) = I(y; x); second, y 2 A(s; x) implies A(s; x) = A(s; y), so that we have q(x; y) = q(y; x).
Note that by Proposition 1, the irreducibility of the algorithms is satis ed.
It must be noted that the Gibbs sampler and Metropolis dynamics using B(s; x) are expensive, because they require to know all the elements of the neighborhood. In the next subsection, a feasible algorithm of Hastings dynamics using B(s; x) is presented.
IV-B Probability simulation using Hastings dynamics and neighborhoods B(s;x)
Hastings dynamics are generalization of Metropolis dynamics. The main di culty to use
Metropolis dynamics with B(s; x) is that de ning symmetric q, requires calculating all the partitions in the neighborhood B(s; x). The idea of our method consists in selecting a partition in the neighborhood in a simple way, with a transition probability h(x; y) which is not symmetric in general. Then we accept the partition with the probability which is calculated according to
Hastings dynamics such that G T remains the invariant distribution of the transition probabilities of the Markov chain.
More precisely, at any step n, given X n?1 = x, X n will be determined as follows : (i) take a site s with the uniform distribution in S, (ii) choose a partition y in B(s; x)nfxg by a distribution h s (x; ) (which is not symmetric in general), (iii) set X n = y with probability s (x; y) and set X n = x with probability 1 ? s (x; y). Choose a region with the uniform distribution in the set of the neighboring regions of s in x] s , this region is denoted by R 1 . Then we choose a second region at random in the set comprising s itself and the remaining p ?1 neighboring regions of s; if this region is neighbor of R 1 , the sampling is ended and the region is not retained; if the region is not neighbor of R 1 , it is denoted by R 2 , and we continue ... Suppose that l regions (l 1) R 1 ; :::; R l have been chosen, then we choose a region at random in the set comprising s and the remaining p ? l neighboring regions of s; if the region is neighbor of at least one of the regions R 1 ; :::; R l , we stop the sampling of regions and this region is not retained; otherwise, we write it as R l+1 , and we continue so on.
At the end, let R 1 ; :::; R r be the chosen regions (r p) which determine a partition 
Note that in this formula, the rst term 1 p is the probability that the rst region R 1 is chosen in the set of the p neighboring regions of s; the second term 1 p is the probability that the second region R 2 is chosen in the set comprising s and the remaining p?1 neighboring regions of s, etc.
The term d+1 p?r+1 is the probability that one region which is neighbor of at least one of R 1 ; :::; R r , is chosen. r! indicates the number of the permutations of the regions R 1 ; :::; R r .
If x] s 6 = x, h s (x; x] s ) is also given by (7) where r, d are the numbers with respect to x expressed under the form x = ( x] s ; fs; R 1 ; :::; R r g).
Note that h s (x; y) is simple to compute by (7), it su ces to know the number r of the regions which are merged with s in y (in x if y = x] s ) and count the neighboring regions of these r united regions.
We now de ne s (x; y) which is the probability to accept the partition y that is the realization of w s;x . < 1. (4)) associated with transition probabilities h s (x; y) and s (x; y). X n converges to G T since the chain (X n ) is irreducible by Proposition 1, aperiodic, and G T is the invariant measure. The dynamic of (X n ) is an average of Hastings dynamics.
(iv) The implementation of this algorithm is simple. In fact at each iteration, the calculation concerns only one partition y in B(s; x) instead of all partitions in B(s; x) for Gibbs samplers and Metropolis dynamics. This makes the simulation with the large neighborhoods B(s; x) feasible.
IV-C Simulated annealing on C (S)
Algorithms of simulated annealing derived from simulation The Markov chains of Sections IV-A and IV-B simulate the distribution G T at the xed temperature T. From 14] , for any Markov chain (X n ) de ned previously, i.e., the Metropolis or Gibbs sampling algorithm, or the algorithm using Hastings dynamics and B(s; x), if at each step n we replace the temperature with a temperature T n decreasing to 0 slowly enough : if n large, T n C ln n such that C is bigger than a xed constant , then X n converges to the uniform distribution on the set of the global minima of U.
Generalized Metropolis algorithm using B(s; x) We will construct an algorithm, using the neighborhoods B(s; x), which is even simpler than the previous Hastings algorithm, however it does not simulate the distribution G T at xed temperature. A generalized Metropolis algorithm is a Metropolis algorithm (cf. (3)) with the transition probability q(x; y) not symmetric.
Let (T n ) be a temperature schedule, starting with an arbitrary partition X 0 , at each step n, given X n?1 = x, the state of the algorithm X n is determined by carrying out the following steps:
(1) Select a site s at random in S. U(x)), and set X n = x with probability 1 ? exp ? 1 Tn (U(y) ? U(x)). Then the transition probability Q(x; y) = P(X n = y j X n?1 = x) can be written as Q(x; y) = 
where I(x; y) = fs 2 S : y 2 B(s; x)g. Proposition 2 For any temperature schedule (T n ) decreasing to 0 and satisfying T n c ln n for large n, if c large enough, the probability that X n is a global minimum tends to 1 as n ! 1.
Remark that this algorithm is similar to the Hastings algorithm using B(s; x), except that for this algorithm we do not need to calculate h s (x; y) in the implementation, so that it is simpler.
V Application of simulated annealing algorithms on the PCC space to image segmentation V-A Unsupervised image segmentation using neighborhoods A(s;x) and B(s;x)
We present brie y our approach of image segmentation using the algorithms of simulated annealing developed in Section IV. S is the rectangular image lattice, the segmentation space is C(S).
Given Y the observed intensity image, U(x) is the cost function (or energy) of segmentations given by the model (1) Alternating boundary smoothing and region grouping In addition, we can alternate boundary smoothing using simulated annealing with A(s; x) and region regrouping using simulated annealing with B(s; x). Having obtained a partition by the hierarchical segmentation, in order to regularize boundaries of the partition, we reorganize the distribution of the pixels which are close to the boundaries into existing regions (i.e., the interior areas of the regions remain unchanged) in minimizing the same cost function. For this, we de ne a new graph by freeing the pixels which are close to the boundaries, these pixels become sites of the new graph, the other sites of the graph are the existing regions with these pixels removed. We then minimize the same energy with the new graph using A(s; x), since the number of sites can be large, under the constraint that only these pixels are visited. This technique smoothes the boundaries. After the boundary smoothing, a new graph is generated from the obtained partition, and we continue the hierarchical segmentation with neighborhoods B(s; x) to regroup the smoothed regions, and so on. This alternating is usually performed two or three times during the segmentation. Our experiments illustrate that this alternative method improve the quality of the segmentation.
Multi-scale segmentation The method can also be extended without di culty, to multiscale segmentation. At a xed resolution, a lattice point represents a pixel block of the original image, each segmentation is a PCC of the coarse grid at the resolution. First we segment the image at the coarsest resolution by the approach described above. The result of segmentation will be regularized at the second resolution. For this, at the second resolution we de ne a graph from the segmentation result : the sites are the lattice points which are close to the boundaries of the regions, and the regions with these lattice points removed. The segmentation at the resolution is the minimization of the cost function on the PCC space of the graph. This technique is similar to the boundary smoothing presented above except that here the lattice points of the new graph are at ner resolution and there is no constraint of site-visitation. (However we could impose other constraint on the segmentation such that sites representing di erent large regions of the previous segmentation result can not be merged.) In this way, the algorithm progresses to ner resolutions until the resolution of image pixels.
The further details of our approach of segmentation, including multi-scale segmentation and parameter estimation are presented in 38], and will be published elsewhere. Fig.  4(b) shows that almost all the regions are correctly segmented and the boundaries are correctly detected, except the desk which is misclassi ed with the background because its color is close to that of the background. This segmentation takes about 130 seconds of CPU time on a PC Pentium/133. Remark that we have tried the segmentation using RGB components of colors, the result is less satisfying, it seems that LUV components are more suitable for quadratic distance 34]. The segmentation result of a real gray level image of 256 256 pixels is shown in Fig. 5 . The quadratic distance of gray levels is used. This segmentation takes about 90 seconds : it is less expensive than color image segmentation, since color contains three components. Note that a great deal of computing time is spent on boundary smoothing, we can save much computing time in taking fewer passages to boundary smoothing or reducing the number of iteration for boundary smoothing. Fig. 7 illustrate the segmentation results for real textured images of sizes 300 300 and 200 400 respectively, using multi-scale approach. For the segmentation of image Fig. 6(a) , four resolutions are used, and three resolutions for Fig. 7(a) . At each of the two most coarsest resolutions, the texture attributes of a lattice point are extracted within a window centered at the point using Gabor lters, the distance between textures is a symmetrized Kullback distance 3]. At the nest resolutions, the attributes are only gray level information.
The algorithm successfully segments these textured images, it takes about 49 and 44 seconds of CPU time respectively.
V-B Comparison with labeling method
In this subsection we will compare our approach of segmentation using PCCs with the classic labeling method.
Segmentation by labeling We suppose that the number m of labels is known. The segmentation space is the con guration space of pixel labeling : = L S = f(l s ) s : s 2 S; l s 2 Lg, where S is the image lattice, L = f1; 2; :::; mg. The segmentation is performed with the same cost function U with the same parameters 1 , 2 and as for the segmentation by connected components. To minimize U over , we also use hierarchical approach : let P 1 be the result of segmentation by a classic simulated annealing algorithm over the product space (for example Gibbs sampler algorithm), and let P c 1 be the graph whose sites are the connected components of pixels of the image grid separated by the boundaries of P 1 . Then we minimize U on the subspace , and so on. The algorithm is stopped if it can no longer yield any change. The nal segmentation is the corresponding PCC of the nal labeling result. In addition the hierarchical region grouping is alternated with the boundary smoothing to improve segmentation in the same way as for segmentation with PCCs. Note that in general the algorithm of hierarchical segmentation fails if at each step the new graph is not de ned by the connected components but the labels of the previous segmentation result. Fig. 8 summarizes the segmentation of the image Fig. 4(a) , using the labeling method given the number of labels m = 20. The segmentation is achieved exactly with the same cost function and the same minimization procedure as the segmentation with PCCs. Fig. 8(a) is the labeling P 1 obtained with the rst simulated annealing (directly on the image grid). Fig. 8(b) is the corresponding PCC P c 1 of P 1 . Fig. 8(c) is the nal segmentation. This segmentation result is much poorer than Fig. 4(b) . We now compare the two algorithms in terms of energy. Fig. 9(a) shows the plot of the energy U(X n ) of partitions X n obtained during the segmentation with PCCs for the image Fig.  4(a) . (An iteration corresponds to M visits to sites with M the number of the sites in the graph). A brutal descent of the curve corresponds to a change of graph, however towards the end a change of graph does not produce great change of energy any more. The two humps of the curve correspond to the boundary smoothing.
Let Y n be the labeling obtained at iteration n of the preceding segmentation with the labeling method, and let Y c n denote the PCC determined by Y n (i.e., the connected components of Y c n are separated by the boundaries of Y n ). U(Y c n ) is lower than U(Y n ). Fig. 9(b) shows the plots of U(Y c n ) and U(Y n ). The energy curves U(X n ) and U(Y c n ) are shown in Fig. 9 (c) again to compare the two minimizations. Fig. 9(d) is a zoom towards the end of Fig. 9(c) . We see that algorithm with PCCs leads to better minimization than labeling algorithm. The energy of the minimization result using PCCs (i.e., the segmentation shown by Fig. 4(b) ), is 11379331.68; the energy of the minimization result with labelings (i.e., the segmentation converted into PCC, shown by Fig. 8(c) ) is 14827319.38. Fig. 8(a) and Fig. 8(b) show that from the beginning, many pixels are misclassi ed and many errors can not be recti ed by the algorithm later, though the energy of P 1 is low compared with the partition obtained with the rst simulated annealing by PCCs (see Fig. 9(c) ). This means that the algorithm falls into a valley of local minima from which it can not escape. Fig.  8 (b) also shows that even if we take a mixed segmentation approach which begins with labelings until the rst local minimum P 1 and continues with algorithm of PCCs, misclassi cation errors in P 1 can not be corrected.
Moreover the algorithm with labeling is expensive : it takes about 360 seconds of CPU times.
The reason is that at each time and for each site, the algorithm examines m possible groupings corresponding to the m labels. The larger the number of labels, the more the algorithm requires computation. It must be noted that m = 20 is a reasonable estimation of the number of labels for image Fig. 4(a) , any way we have obtained similar segmentation results with m varying around 20. With m = 30, the segmentation result we have obtained is not better than the segmentation with m = 20, however it requires much more computation time.
Finally, in an unsupervised segmentation with labeling method, the estimation of the number of labels is much delicate, this increases the di culty of this approach.
VI Conclusion
We have proposed a new segmentation approach in which each possible segmentation is a PCC of the image grid. The advantage of this purpose is clear : it does not require the number of labels, the segmentation space is a small set compared with the classic space of pixel labelings, and optimal segmentation with respect to a model (like Mumford and Shah's model) must often be a PCC. This approach is particularly suitable for unsupervised segmentation. In addition, to accelerate the minimization of the cost function, we have used a hierarchical method of progressive graphs which consists in generating a new graph by the result of segmentation on the previous graph and continuing to segment the image on the new graph. Segmentation is then based on stochastic relaxation on spaces of PCCs of general graphs. It must be noted that unlike numerous hierarchical approaches, our hierarchical algorithm always minimizes a unique energy, this yields the stabilization of the algorithm and ensures the convergence.
To construct algorithms of probability distribution simulation and simulated annealing over such spaces, we have de ned two types of neighborhoods on PCC space of an arbitrary graph of sites, the rst yields small change at each iteration of algorithms, but it is simple, whereas the second can bring about large change, but it is complex. In order to be able to handle the second type of neighborhoods, we have constructed a Hastings algorithm and a generalized Metropolis algorithm. Both use the second type of neighborhoods and are not computationally costly.
The experimental results of segmentation using these algorithms on PCC space have shown the e ciency of this approach. Experiments of comparison with the classic labeling method of segmentation show that algorithm with PCCs yields better segmentation and requires less computation.
Although the presented algorithms with the neighborhoods on PCC spaces are illustrated for the problem of image segmentation, they can be applied to a variety of other problems.
show that for any region R of a partition z containing more than one site, there exists a site s in R such that Rns is connected; then z] s 2 A(s; z), so we can reduce the size of R by isolating s from R. In this way, by recurrence we can subdivide all regions of the partition until that each site is isolated, this means that P is reached.
To prove this, let, for each t 2 R, O(t) denote the set of the sites of R which are neighbors of t, and let O(t) = O(t) ftg. If u 2 R, C R are such that C is connected, u 6 2 C and O(u) C, then Rnfug is connected : for any t; t 0 2 Rnfug, since R is connected, then there exists a sequence t 0 = t; t 1 ; t 2 ; :::; t n?1 ; t n = t 0 in R such that t i and t i+1 are neighbors for each 0 i < n; suppose 90 < k < n such that t k = u, the condition that O(u) C implies that t k?1 ; t k+1 2 C; since C is connected, then there exists a sequence c 0 = t k?1 ; c 1 ; :::; c m = t k+1 in C such that c j and c j+1 are neighbors, so if we replace the element t k of the rst sequence (t i ) by the sequence (c j ), we obtain a sequence in Rnfug in which any element and its next are neighbors, this shows that Rnfug is connected.
Let s 1 Proof of Proposition 2: We will use a result of simulated annealing in 17]. First, we say that y is reachable at height from x if x = y and U(x) , or if there exists a sequence x = x 0 ; :::; x l = y such that x i for 0 i l and q(x k ; x k+1 ) > 0 for 0 k < l. we say that U and q satisfy the weak reversibility condition, if for any real number and any elements x and y, x is reachable at height if and only if y is reachable at height from x.
The weak reversibility is weaker than the reversibility condition for neighborhoods. The energy U and the kernel q of our Markov chain (X n ) satisfy the weak reversibility condition. In fact, the neighborhoods B(s; x) satisfy the reversibility condition, this implies that q(x; y) > 0 , q(y; x) > 0. If y is reachable at height from x and x 6 = y, then there exists a sequence x = x 0 ; x 1 ; :::; x p = y, such that x i for 0 i p and q(x k ; x k+1 ) > 0 for 0 k < p. Thus q(x k+1 ; x k ) > 0 for 0 k < p, and the sequence (y = x p ; x p?1 ; :::; x 0 = x) implies the reachability from y to x at height .
Moreover q is irreducible from Proposition 1, we can then use the result developed by Hajek 17] to deduce Proposition 2. The constant c can be the maximum of the depths of the local minima (cf. 17]).
