Abstract In Al2O3 suspensions, depending on the experimental conditions very different microstructures can be found, comprising fluid like suspensions, a repulsive structure, and a clustered microstructure. For technical processing in ceramics, the knowledge of the microstructure is of big importance, since it essentially determines the stability of a workpiece to be produced. To enlighten this topic, we investigate these suspensions by means of a coupled Stochastic Rotation Dynamics (SRD) and Molecular Dynamics (MD) simulation. In the present paper we utilize the structure factor and the pair correlation function as analysis tools to observe cluster formation. The first one observes on the length scale of the system size, whereas the latter focuses on short discances to the nearest neighbours. Both observation tools show good agreement among each other. The repulsive microstructure can be identified by means of the mean squared displacement of the particles. The results from different evaluation tools are summarized in a stability diagram.
Introduction
Colloidal suspensions are present everywhere in our daily life. Paintings, cosmetic products, and different kinds of food are some examples. According to their importance a considerable amount of research has been done to describe colloidal suspensions from a theoretical point of view and by simulations [1, 2, 3, 4, 5] and to understand the particle-particle interactions [6, 7, 8, 9, 10, 11] , the phase behavior [12, 13, 14, 15] , the relevant processes on the microscale and their influence on macroscopic parameters [16, 17, 18] . Many interesting questions raise and colloid science is a large field of research, with various books reviewing the topic [19, 20, 21, 22] . Colloidal suspensions are in fact complicated systems, since different time and length scales are involved. The particle sizes are on a mesoscopic length scale, i.e. in the range of nanometers up to micrometers. On this length scale observations are easier than on the atomistic length scale. Some effects can already be treated by mean field theories. Brownian motion, often cannot be neglected. Depending on the particle sizes, materials, and concentrations different interactions are of relevance and often several of them are in a subtle interplay: electrostatic repulsion, depletion forces, van der Waals attraction, hydrodynamic interaction, Brownian motion, and gravity are the most important influences. The properties of the suspension are strongly depending on the balance of the microscopic forces between the particles. Especially for industrial processes a detailed understanding of the relevant influences is needed, when one needs to optimize certain material properties. The stability of different microstructures and especially the clustering process are key properties which are of interest.
In our work we investigate these properties, focusing on Al 2 O 3 particles of diameter 0.37 µm suspended in water. This is a widely used material in ceramics [23, 24] . We have developed a simulation code for a Brownian suspension [25] . We have adjusted the simulation parameters so that the simulation corresponds quantitatively to a real suspension and experimental data can be compared directly. The diffusion coefficient, sedimentation velocity [25] , and the viscosity of the suspension can be reproduced [26] . For Al 2 O 3 suspensions attractive van der Waals forces are important for the behavior of this material. Electrostatic repulsion of the charged par-ticles counteracts the attraction and can prevent clustering depending on the particle surface charge. In Ref. [26] we have presented how one can relate parameters of DLVO potentials [6, 7] with experimental conditions. In the experiment one can control the pH-value and the salt concentration. The latter can be expressed by the ionic strength I, which is an effective concentration of all ions present in the solution. Both, the pH-value and the ionic strength, influence the charge of the colloidal particles. We have shown that for not too strongly attractive forces one can obtain reasonable quantitative agreement with experimental results [26] .
On these grounds we have explored the stability diagram of Al 2 O 3 suspensions. The particles are uncharged close to the so called "isoelectric point" at pH = 8.7. There, for all ionic strengths the particles form clusters. For lower pH-values particles can be stabilized in solution, because they are charged. For low pH-values, low salt concentrations, and high volume fractions a repulsive structure can be found.
The particle size is on a mesoscopic length scale, where Brownian motion is relevant for a correct description. Long range hydrodynamic interactions are important, at least if dynamic effects like shear flow or sedimentation are of interest. A newly developed simulation method, called "Stochastic Rotation Dynamics" (SRD), which includes both, hydrodynamics and Brownian motion, was proposed by Malevanets and Kapral [27, 28] . In Ref. [25] we have shown how one can adjust the simulation parameters in a way that quantitative equivalence to a real fluid (like water in our case) can be obtained.
In this paper we extend our investigations to different pH-values, deeper in the clustered regime, and to the repulsive structure. We know that our model works well, even quantitatively, in the suspended regime of the stability diagram and close to the borders between the different microstructures [26] . Apart from that we expect to gain insight to the microscopic structure on a qualitative level.
In the following section we shortly describe our simulation method. After that we discuss the pair correlation function and the structure factor. The pair correlation function is not directly accessible in experiments, whereas the structure factor can in principle be extracted from scattering data. However, for our suspension scattering experiments are difficult: due to the high volume fraction the beam is multiply scattered. The intensity in light scattering experiments becomes low since the particles are not transparent. For X-ray scattering the particles are large, so that a very small scattering angle has to be chosen. In contrast to that in our simulation, evaluation of the structure factor can easily be done to quantify information about the internal structure, which then can be compared to other works on different materials, where similar effects can be observed more easily. Additionally, we evaluate the so-called demixing parameter Ψ [29] . To characterize the repulsive region we evaluate the mean squared displacement (MSD), which shows a plateau, if the particle motion consists of different processes acting on well separated time scales. Finally, the results are summarized in a stability diagram for our Al 2 O 3 -suspension. It shows the behavior of the suspension in an intuitive way and helps to design industrial processes using this material.
Simulation method
Our simulation method consists of two parts: a Molecular Dynamics (MD) code, which treats the colloidal particles, and a Stochastic Rotation Dynamics (SRD) simulation for the fluid solvent. In the MD part of our simulation we include effective electrostatic interactions and van der Waals attraction, known as DLVO potentials [6, 7] , a lubrication force and Hertzian contact forces. DLVO potentials are composed of two terms, the first one being an exponentially screened Coulomb potential due to the surface charge of the suspended particles
where d denotes the particle diameter and r is the distance between the particle centers. e is the elementary charge, T the temperature, k B the Boltzmann constant, and z is the valency of the ions of added salt. ε 0 is the permittivity of the vacuum, ε r = 81 the relative dielectric constant of the solvent. κ is the inverse Debye length defined by κ 2 = 8πℓ B I, with the ionic strength I and the Bjerrum length ℓ B = 7Å. The effective surface potential ζ is the electrostatic potential at the border between the diffuse layer and the compact layer. Smoluchowski related it to the electrokinetic mobility of the particle as µ = ζε 0 ε r /η [30] . The ζ potential can be related to the pH-value of the solvent [26] .
The Coulomb term competes with the second part of the DLVO potential which is given by the attractive van der Waals interaction
A H = 4.76 · 10 −20 J is the Hamaker constant [31] . The DLVO potentials exhibit two minima, one primary minimum, where the particles touch each other. Eq. (2) does not describe this minimum, therefore we model the primary minimum by a parabola. The primary minimum is separated by a potential barrier from the secondary minimum, which occurs at larger particle distances and which is less deep. For low salt concentrations, i.e., large Debye screening lengths, the electrostatic repulsion overcompensates the van der Waals attraction and the secondary minimum disappeares.
Long range hydrodynamic interactions are taken into account in the simulation for the fluid as described below. This can only reproduce interactions correctly down to a certain length scale. On shorter distances, a lubrication force has to be introduced explicitly in the Molecular Dynamics simulation:
with the relative velocity v rel,⊥ projected on the connecting line of the particle centers. η is the dynamic viscosity of the fluid. To avoid that the particles penetrate each other, we are using a Hertz force described by the potential
where K is an interaction constant and additionally a damping term
with a damping constant β. For the integration of the translational motion we utilize a velocity Verlet algorithm [32] . For the simulation of a fluid solvent, many different simulation methods have been proposed: Stokesian Dynamics (SD) [33, 34, 3] , Accelerated Stokesian Dynamics (ASD) [35, 36] , pair drag simulations [4] , Brownian Dynamics (BD) [31, 37] , Lattice Boltzmann (LB) [1, 2, 38, 39] , and Stochastic Rotation Dynamics (SRD) [40, 41, 25] . These mesoscopic fluid simulation methods have in common that they make certain approximations to reduce the computational effort. Some of them include thermal noise intrinsically, or it can be included consistently. They scale differently with the number of embedded particles and the complexity of the algorithm differs largely.
We apply the Stochastic Rotation Dynamics method (SRD) introduced by Malevanets and Kapral [27, 28] . It intrinsically contains fluctuations, is easy to implement, and has been shown to be well suitable for simulations of colloidal and polymer suspensions [40, 41, 42, 43, 44, 25, 26] and very recently for star-polymers in shear flow [45] . The method is also known as "Real-coded Lattice Gas" [40] or as "multi-particle-collision dynamics" (MPCD) [46] . It is based on so-called fluid particles with continuous positions and velocities. A streaming step and an interaction step are performed alternately. In the streaming step, each particle i is moved according to
where r i (t) denotes the position of the particle i at time t and τ is the time step. In the interaction step the fluid particles are sorted into cubic cells of a regular lattice and only the particles within the same cell interact among each other. Interaction means, momentum is exchanged among the particles, but total energy and momentum have to be conserved. The artificial interaction is designed to obey these constraints and to be very simple, i.e., computationally cheap: each cell j is treated independently. First, the mean velocity
is the number of fluid particles contained in cell j at time t ′ = t + τ . Then, the velocities of each fluid particle in cell j are rotated according to
Ω j (t ′ ) is a rotation matrix, which is independently chosen at random for each time step and each cell. We use rotations about one of the coordinate axes by an angle ±α, with α fixed. The coordinate axis as well as the sign of the rotation are chosen at random, resulting in 6 possible rotation matrices. To remove anomalies introduced by the regular grid, one can either choose a mean free path of the order of the cell size or shift the whole grid by a random vector once per SRD time step as proposed by Ihle and Kroll [47, 48] .
Three different methods to couple the SRD and the MD simulation have been introduced in the literature. Inoue et al. proposed a way to implement no slip boundary conditions on the particle surface [40] . Padding and Louis very recently came up with full slip boundaries, where the fluid particles interact via Lennard-Jones potentials with the colloidal particles [49] . Falck et al. [50] have developed a "more coarse grained" method which we use for the simulations of the present paper and which we descibe shortly in the following.
To couple the colloidal particles to the fluid, the colloidal particles are sorted into the SRD cells and their velocities are included in the rotation step. One has to use the mass of each particle-colloidal or fluid particle-as a weight factor when calculating the mean velocity
with
where we sum over all colloidal and fluid particles in the cell, so that N j (t ′ ) is the total number of both particles, fluid plus colloidal ones. m k is the mass of the particle with index i and M j (t ′ ) gives the total mass contained in cell j at time t ′ = t + τ . In summary, the algorithm for the fluid simulation is described by Eqns. (6)- (9). To some of our simulations we apply shear. This is realized by explicitly setting the mean velocity u j to the shear velocity in the cells close to the border of the system. Both, colloidal and fluid particles, are involved in this additional step. A thermostat is applied to remove the energy introduced to the system by the shear force. We have described the simulation method in more detail in Ref. [25, 26] .
Simulation Setup
In this study the colloidal particles are represented by three dimensional spheres of d = 0.37 µm in diameter. This is the mean diameter of the particles used in the experiments to which we refer in Ref. [26] . We have simulated a small volume, 24d = 8.88 µm long in x-direction, which is the shear direction, and 12d = 4.44 µm long in y-and z-direction. We have varied the volume fraction between Φ = 10% (660 particles) and Φ = 40% (2640 particles). Most of the simulations were performed at Φ = 35% (2310 particles). We use periodic boundaries in x-and ydirection and closed boundaries in z-direction.
The xy-plane is our shear plane. For simulations without shear, to achieve the best comparability, we use the same boundary conditions and just set the shear rate toγ = 0. In addition we have performed simulations with two different shear rates: withγ = 100/s and withγ = 500/s. The dimensionless Peclét numbers are P e = 3 and P e = 15, respectively.
Results and Discussion

Correlation function
First, we focus on simulations without shear. The pair correlation function
(see Ref. [32] p.55), where V is the volume, N the number of particles and r ij the distance of two particles i and j, can be used for a first characterization of the system. Depending on the pH-value the behavior of the system changes from a repulsive structure around pH = 4, I = 3 mmol/l to a stable suspension around pH = 6, I = 3 mmol/l towards a clustered region if the pH-value is increased, until the isoelectric point is reached at pH = 8.7, where clustering occurs in any case, independent on the ionic strength. Electrostatic repulsion prevents clustering (at pH = 4). Particles are suspended, and there is no fixed long range ordering in the system. The correlation function ( Fig. 1) shows a maximum at a typical nearest neighbor distance slightly above r d = 1 with d denoting the particle diameter, then in the layer of next neighbors small correlations can be found (at r d = 2). For larger distances the correlation function is rather constant.
When the pH-value is increased, the surface charge is lower, which at first causes the particles to approach each other more closely. The maximum of the correlation function is shifted to smaller distances (see Fig. 1 , note that the curves are shifted vertically in the plot by a factor of 3 for better visibility.). Then, van der Waals attraction becomes more important and clustering begins. One can see this in the correlation function where a sharp structure at particle distances between 1.5 and 2 particle diameters occurs. In a solid like cluster the position of the next neighbor is fixed more sharply than in the suspension, consequently the nearest neighbor peak becomes sharper, too, and its height is increased. Close to the isoelectric point (pH = 8.7) the barrier between primary and secondary minimum disappeares. The particles, once clustered, cannot rearrange anymore, and therefore the correlations to the next neighbors become less sharp again.
Instead of varying the pH-value, one can also vary the ionic strength to achieve similar effects. Increasing the ionic strength, experimentally speaking "adding salt" decreases the screening length 1/κ and therefore the attractive forces become more important: the particles start to form clusters. On the contrary, if the ionic strength is decreased-experimentally speaking a dialysis step is performed-the electrostatic repulsion prevents cluster formation and, for sufficiently strong repulsion, long range correlations occur starting at a certain volume fraction.
In Fig. 2 one can see clustering in the primary minimum of the potential as well as in the very shallow secondary minimum. The correlation function plotted there is evaluated after 1000 SRD time steps in a simulation for pH = 7 and I = 3 mmol/l at a voloume fraction of Φ = 35% sheared withγ = 100/s. Note that the shear flow is not of essential importance here, but it supports the particles to overcome the potential barrier between the primary and the secondary minimum. The dotted lines in Fig. 2 denote the zero line.
A secondary minimum only exists if the screening length of the electrostatic repulsion is short enough, i.e., if the ionic strength is large enough. According to the depth of the potential, clustering in the primary minimum is associated with much stronger forces than in the secondary minimum.
The effects described up to here can be seen with or without shear qualitatively in an analogous manner. If the suspension is sheared clustering occurs at higher pH-values and the peaks found in the correlation function are slightly broadened, because the relative particle positions are less fixed. But a new feature appeares, if a stable suspension at not too high volume fraction is sheared. Induced by the shear particles arrange themselves in layers. Regular nearest neighbor distances in the shear plane cause the correlation function to become more structured even for large distances (see Fig. 3 ). The long range structure of the pair correlation function appears after a transient time the particles need to ar- range themselves in the layered structure. The curves in Fig. 3 correspond to the same simulation, but for increasing time from bottom to top. The arrows from the bottom indicate the position of the next-neighbor peak and the nextnext-neighbors (Since the particles do not touch each other, the peaks are located not exactly at r d = 1, 2, 3, . . . ). Within one layer which moves as a whole, a hexagonal particle order appears, which can be seen in the occurence of a peak at r d = √ 3 times the position of the nearest neighbor peak, i.e., the next neighbor peak splits, as indicated by the arrows from above. The same applies to the next-next neighbor peak marked by the second set of arrows at 3 < r/d < 4.
We have integrated over the nearest neighbor peaks, both, the peaks of the primary and the secondary minimum, and plotted the integral versus pH-value in Fig. 4 . We have chosen I = 3 mmol/l and Φ = 35 % and three different shear rates:γ = 0, 100 and 500/s. We have integrated the correlation function for r < 1.215d, where for all pH-values the potential in the secondary minimum has a value of − 1 2 k B T . In other words, we have captured the primary and the secondary minimum of the potential for this plot. For low pH-values clustering (in the secondary minimum) is only possible for low shear rates. For high shear rates, the hydrodynamic forces do not allow the formation of stable clusters. For rising pH-values the clustering increases, first for the unsheared suspension, at higher pH-values for low shear rates (γ = 100/s) and finally for high shear rates (γ = 500/s). Remarkably, for pH > 7.5 the curve forγ = 100/s shows stronger cluster formation than the other ones. Particles are For high pH-values the particles form clusters, which is reflected by an increased nearest neighbor peak. First, shear prevents clustering, then depending on the shear rate, cluster formation takes place. Low shear rates even support cluster formation at high pH-values.
brought together by the shear flow, so that compared to the case of no shear, the clustering process is supported here. On the other hand, the shear stress may not be too strong, because otherwise the clustering process is limited by the shear flow again (forγ = 500/s the clustering is less pronounced than forγ = 100/s).
Structure Factor
Closely related to the pair correlation function is another important analysis tool: the structure factor, defined by
where N is the number of particles, and r lm is the vector from particle l to particle m. i denotes the imaginary unit here. The structure factor is defined in k-space and it is related to the pair correlation function in real space by a three dimensional Fourier transform:
with the density ρ. In scattering experiments it can be extracted from the scattered intensity I ′ [51] , which is propotional to the incident intensity I(k), to the volume fraction Φ, and to S(q), where q = k ′ − k is the so called scattering vector:
) P (q) is the form factor, which describes the influence of the particle shape. In diluted suspensions the form factor dominates the dependency I ′ (k ′ ), whereas in dense suspensions, where particles influence each other, the information about the local order is expressed by the additional structure factor S(q). Unfortunately scattering experiments of suspensions like we focus on, face severe problems. The suspension is not transparent enough for light scattering and the particles are too large for X-ray scattering experiments. Additionaly separating the different influences to the scattering intensity poses difficulties. Especially the form factor has to be divided out. Therefore excellent measurements of the scattering intensity would be necessary.
However, from our simulations we can extract the structure information directly. In this sense the structure factor can be seen as a tool for quantitative analysis of the simulated system without facing the problems which arise when analyzing experimental scattering data. For illustration we can qualitatively compare our simulations to experimental results for different materials or to different simulation results in the literature. Similar peaks of the structure factor are reported by many authors, e.g., in Ref. [52] for a 2D system of Lennard Jones disks, and in Ref. [53] for a 3D system at low volume fractions.
In simulations one can directly evaluate S(k) according to Eq. (11) . A peak at a certain k-vector corresponds to a typical particle center center distance r ij = 2π k occuring frequently in the system. One typical length for dense systems is about one particle diameter, the distance particle centers have to keep so that they do not overlap. The corresponding peak of the structure factor is the nearest neighbor peak at k = 2π d . In a single crystal the peak would be sharp, since the particle positions are well defined, whereas in our case of a suspension there is a certain disorder, which broadens the peak. Similar to the nearest neighbor peak another peak can be detected at twice the k-vector, which corresponds to a distance of one particle radius. This does not necessarily mean that there are particles whose centers are only one particle radius apart. It only means that for a certain k-vector the addends in Eq. (11) do not cancel out each other. In fact, this peak can be seen in experiments with latex particles [54, 55] , where the interactions can be described by DLVO theory, too. As in our case, the particle suspensions are stabillized by a surface charge, which can be screened by increasing the ionic strength of the solvent. The samples can be observed via light scattering. For small k-vectors there is another peak, or in our case an increase of the structure factor towards low k-vectors. The length scale corresponds to the size of the whole system. If large clusters are formed, this can be seen in an increase of the low-k-peak, since the contributions on this length scale do not cancel out each other anymore. This can be used in experiments to detect clustering or gelation, provided that the resolution of the measuring device allows to detect the respective k-vectors. In Ref. [56] and [57] Shah et al. report on their observations of depletion driven gelation of a colloid polymer mixture using X-ray scattering. Their samples show a strong increase of the low-k-peak as soon as it undergoes the sol-gel transition.
Even though the mechanism for the attractive interaction is different from our system, the resulting structure is comparable to what we find. Fig. 5 illustrates the similarities of the structure factor of one of our simulations (pH = 6, I = 15 mmol/l, Φ = 35%,γ = 100/s) with experimental data taken from Ref. [57] . The structure factor was extracted from ultra small angle x-ray scattering at silica colloidal particles of R = 59 ± 3 nm in a polystyrene solution. The measurements show a nearest neighbor peak at the same position (marked by the arrow) as our data, which is typical for dense solutions. The "lift-up" at low k-vectors as well can be seen in both, simulation and measurements. Of course, the agreement is not perfect, since we did not adjust our simulation parameters explicitly to this experimental siutation. Fig. 5 is meant as an illustration only. Figure 5 . Comparison with literature and experimental data: main figure: Our simulation for pH = 6, I = 15 mmol/l, Φ = 35%. The triangles are ultra small angle x-ray scattering data taken from Ref. [57] , Fig. 7b ). The sample was a depletion induced gel of silica colloidal particles of R = 59 ± 3 nm in a polystyrene solution. The arrows mark the position of the nearest neighbor peak and the 2 nd -order-peak respectively. The same arrows are shown again in the inset, where we have plotted structure factor data taken from the literature: The dashed line is a Newtonian simulation of a binary mixture of spheres interacting with square well potentials taken from Ref. [58] , Fig. 9b ). The circles are experimental data extracted from small angle neutron scattering (SANS) experiments (taken from Ref. [59] , Fig. 2b) ). The system was a three-component microemulsion consisting of small water droplets (radius R = 60Å) coated with a layer of surfactant and suspended in oil. The volume fraction was Φ = 7.5%. The squares represent SANS data taken from Ref. [60] , Fig. 4 ) for starlike block copolymer micelles.
It is difficult to gain accurate structure factors on the whole range from low k-vectors corresponding to cluster sizes or even the size of the whole system up to higher order peaks. Therefore we have collected two more examples for the measurement of structure factors in the inset of Fig. 5 : The low-k-peak can be seen in small angle neutron scattering (SANS) data of a microemulsion taken from Ref. [59] . Small water droplets (radius R = 60Å) coated with a layer of surfactant were suspended in oil at a volume fraction of Φ = 7.5%. The nearest neighbor peak and the 2 nd -order-peak can be seen in SANS data taken from Ref. [60] where structures formed by starlike block copolymer micelles were investigated. The shift to smaller k-vectors (compare the position of the peaks relative to the arrows) reflects the larger inter particle distances caused by the polymers attached to the core. To finish with this illustration, the dashed line finally is data of a Newtonian simulation taken from Ref. [58] .
In this case a binary mixture of spheres interacting with square well potentials has been investi- In case a) ten layers can be identified in the system, resulting in the strong peak close to 5. But, since the particles in the layers can still move freely, there is no 2 nd -order-peak. In case b) layers are formed, but particles are moving from one layer to the other, disturbing the flow. As a result the nearest neighbor peak is much broader. Due to the structure in the layers, a 2 nd -order-peak appears. In case c) the interaction is strongly attractive, hence the particles approach each other and the nearest neighbor peak is shifted to higher k-vectors. In case d) the volume fraction is much less. The slope of the low-k-peak is much flatter, which means that the cluster is fractal.
gated. All the previously discussed features are present in the structure factor of this simulation.
In Fig. 6 we have plotted several typical structure factors of our simulations. For these plots the pH-value is fixed to pH = 6. The cases a) and b) are sheared withγ = 500/s at an ionic strength of I = 0.3 mmol/l. In case a) the volume fraction Φ = 20% is relatively low. Therefore the particles can arrange themselves in layers parallel to the shear plane, which move relatively independently in the shear flow. They have a certain distance fixed in space and time. This can be seen in a sharp peak at a dimensionless k-vector of k = 5.2, which corresponds to a distance of 1.2 particle diameters. In fact, this is exactly the discance between two neighboring layers, as one can easily verify by counting the layers in a snapshot of the system (Fig. 7a) ). The particles in the layers do not have a fixed distance and therefore no 2 nd -order-peak can be observed. For case b) the volume fraction is increased to Φ = 35%. The particle layers are packed more densely and therefore the interactions between one layer and the neighboring one become relevant. Particles jump from one layer to the other, which disturbs the flow and therefore the dis- Figure 7 . Images of the systems for Fig. 6 : In case a) one can see the layers resulting in the sharp peak in the structure factor. In case b) the layers are packed closer due to the higher volume fraction. Collisions between particles of neighbouring layers happen more frequently. In case c) one big cluster is formed. The particles are packed densely. In case d) the fractal nature of the system can bee seen directly.
tance between the layers is not fixed anymore. The sharp peak on the nearest neighbor peak disappears. Instead of that, in each layer a regular hexagonal order appears and therefore the 2 nd -order-peak is much more pronounced. In case c) the ionic strength is increased to I = 25 mmol/l. The inter-particle potentials are attractive, hence cluster formation takes place. In this simulation we did not apply shear, therefore one finds only one big cluster in the system (compare Fig. 7c) ). In the cluster the particles are packed more densely and consistently the nearest neighbor peak in the structure factor is shifted to larger k-vectors. The volume fraction is Φ = 40% in this case. In case d) the volume fraction is decreased to Φ = 10%. The particles still form clusters, but their mobility is not high enough to create one compact cluster. The system is rather fractal (see Fig. 7d) ). This can be seen in the structure factor as well: The slope of the low-k-peak is flatter in this case compared to the cases a)-c). A flatter slope of the low-k-peak is typical for structure factors of fractal objects. Lattuada et al. [51] have evaluated the fractal dimension of agglomerates of latex particles from the slope of the structure factor. McCarhy et al. [61] give an introduction to scattering intensities at fractal objects, without mentioning the structure factor, but their arguments refer to the contribution of the structure factor on the scattering intensity.
Differing from experiments and from other simulations, we can always find a low-k-peak, not only if the system clusters. The reason for this is that we have closed boundary conditions in z direction which confines the particle positions in z direction so that the particles do not stick out of the system in z direction. In Fig. 8 we have shown the dependence of the low-k-peak of the structure factor on the pH-value. Here we have integrated over dimensionless k-vectors smaller than 3 which means, we have captured structures larger than twice a particle diameter. A large integral over the low-k-peak is due to a large inhomogeneity in the system. In one part of the system particles are present and in the other part not. In other words, we observe the process of cluster formation on a length scale of the system size. Without shear, particles cluster in the secondary minimum for all pH-values. If the system is slightly sheared (γ = 100/s) clustering is suppressed for low pH-values. Starting at pH = 6 the cluster formation starts and is even supported by the shear flow for pH-values larger than 7.5. For large shear rates (γ = 500/s) the cluster formation is suppressed by the shear flow. By analyzing the low-k-peak of the structure factor one observes on the length scale of the system size. The same behavior of the system can be seen by analyzing the pair correlation function, as we have already shown in Fig. 4 . In that case one analyzes the number of nearest neighbors, that means, one observes the length scale of a particle diameter. Nevertheless, both graphs show the same behavior of the system, i.e., we have a consistent picture of the cluster formation process on the length scale of the nearest neighbors and on the length scale of the system size.
Density Inhomogeneity
Another way to observe the cluster formation process is provided by the "demixing parameter" defined in Ref. [29] . The system is divided into n 3 cubes and the particle density ρ k is evaluated in each cube. The demixing parameter is the mean squared deviation of the density
whereρ is the mean density. For our elongated system we modify this definition and use 2n cubes in x-direction, resulting in 2n 3 cubes in total. In Fig. 9 we have plotted the demixing parameter Ψ 4 versus time for three different shear rates and four different ionic strengths in each plot. The pH-value is kept constant at pH = 6 and the volume fraction at Φ = 35%. Without shear Ψ 4 is nearly constant. Even if a cluster is formed, it does not move, so that the average density in the boxes does not change much. For lower volume fractions the time dependence without shear is stronger. If shear is applied the clusters are deformed so that stronger inhomogeneities appear. Depending on the ionic strength the demixing parameter increases with cluster formation (high ionic strength) or still stays constant when the interactions are repulsive (low ionic strenth). Foṙ γ = 100/s the strongest cluster formation is achieved for the highest ionic strength I = 20 mmol/l. If the ionic strengths is decreased, the clustering effect decreases as well, until it disappeares completely at I = 1 mmol/l, where the repulsive regime is reached. To see the shear rate dependence, compare the plots forγ = 100/s and 500/s. If the shear rate is increased, the cluster formation starts faster because the shear flow brings the particles faster in contact, but the resulting inhomogeneity of the final state is less than for lower shear rates. This shows again the crossover for nonzero shear rates in Fig. 4 and Fig. 8. Additionally, Fig. 9 shows the time evolution.
Repulsive Regime
To characterize the repulsive regime, we have evaluated the mean squared displacement for the particles. In Fig. 10 we have plotted the mean squared displacement for different ionic strengths. The pH-value is kept constant at pH = 6 and the volume fraction is Φ = 35% for this plot. Three different regimes can be identified. For very short times, the ballistic regime: particles move on short distances without a notable influence by their neighbors. The distances are in Figure 9 . Demixing parameter for constant pH = 6 and volume fraction Φ = 35% for three different shear rates:γ = 0/s (left), 100/s (center) and 500/s (right). Without shear only very weak demixing takes place. Forγ = 100/s the strongest demixing can be observed for the system with the highest ionic strength I = 20 mmol/l. For lower ionic strengths the effect decreases until it disappeares completely at I = 1 mmol/l, where the repulsive regime is reached. If the shear rate is further increased (γ = 500/s), the clusters are less stable so that the system becomes less inhomogeneous. For I = 5 mmol/l the demixing is even suppressed completely.
the order of some percent of the particle diameter and the times are a few SRD time steps. For larger times the particles interact with their neighbors and therefore their mobility is limited. Collisions with the neighbors reduce the slope of the mean squared displacement. For even larger time scales collective motion starts, i.e., clusters or groups of particles move, or single particles can escape from a cage formed by its neighbors. Depending on the ionic strength the shape of the curve is different. For large ionic strengths the particles form clusters and these clusters may drift or rotate in the system. Then the collective motion is more dominant and the mean squared displacement grows faster than in single particle diffusion. The mean squared displacement does not show a plateau, then. But in the repulsive regime, the neighbors limit the motion of the particles, and the slope of the plateau is flatter, i.e., the plateau is even more pronounced, compared to the suspended case.
Stability Diagram
The results of the investigations presented in this paper can be summarized in a stability diagram for our Al 2 O 3 -suspension (Fig. 11) . Three different microstructures can be identified: a repulsive structure, a suspended region and a clustered region. In contrast to our previous work [25, 26] , we have explored the parameter space more in the repulsive regime and deeper in the clustered region. We use the mean squared displacement, the demixing parameter Ψ [29] , the correlation function, and the structure factor, to decide to which of the three microstructures a certain point in the stability diagram belongs. However, since the borders are not sharp, the assignment is not always totally clear, and one has to consider several criteria. To decide if a state is in the suspended region or in the repulsive Figure 10 . Mean squared displacement at pH = 6 for different ionic strengths, without shear. One can see a ballistic regime for short times, a central plateau and a collective long time movement, which can be a movement of a whole cluster or cage escape events of single particles. Depending on the ionic strength, the central plateau is more or less pronounced. A comparison of the plateau for different simulations can be used to decide, if a certain state belongs to the repulsive region of the stability diagram. A state well in the liquid microstructure should be used as a reference for the comparison.
region of the stability diagram, we have compared the plots of the mean squared displacement by eye. If the plateau was pronounced, we have counted the state among the replulsive regime. To achieve reliable results from the calculation of the mean squared displacement one has to restrict oneself to the unsheared case. However, without shear weak clustering can be seen in the suspended case as well, since there is no barrier for the particles to enter the secondary minimum, but the clusters can be broken up again very easily. Therefore, we also look at the density of the clusters and the time it takes to form them. These values are indications for their stability, and so we allow slight clustering in the suspended regime. If one compares with the simulations with shear flow, as in Fig. 4 and Fig. 8 it is reasonable to draw the border this way, keeping in mind that it is shifted slightly according to the applied shear rate.
Summary and Outlook
We have simulated colloidal particles in shear flow and investigated how the clustering process due to attractive DLVO potentials is affected by the hydrodynamic forces. We find a consistent behavior on different length scales. The pair correlation function has been used to observe the direct neighborhood of the particles and the structure factor to keep track of the length scales up to the system size. In both cases a supression of the cluster formation by the shear flow can be seen at low pH-values. For large pH-values low shear rates even support the clustering process. In contrast, for high shear rates it supresses the cluster formation. We have evaluated the mean squared displacement and the demixing parameter Ψ [29] in order to draw the stability diagram as given in Fig. 11 . This stability diagram is reproduced quantitatively for the first time from simulations. It helps to predict the behavior of a real suspension. Our findings on the cluster formation process suggest that soft stirring can enhance the cluster formation in industrial processing of this material. The structure factor can experimentally be measured only with difficulties for our system, but from our simulations we can extract it and analyze the structure of the suspension. Further investigations can be carried out on the fractal dimension and its dependence on the experimental conditions. The cluster size distribution could as well deliver interesting insights useful to design industrial processes.
