Geometric twist decomposition off the light--cone for nonlocal QCD
  operators by Eilers, Joerg
ar
X
iv
:h
ep
-th
/0
60
81
73
v1
  2
4 
A
ug
 2
00
6
Geometric twist decomposition off the light–cone for nonlocal QCD
operators
Jo¨rg Eilers∗
Center for Theoretical Studies and Institute of Theoretical Physics,
Leipzig University, Augustusplatz 10, D-04109 Leipzig, Germany
(Dated: August 19, 2018)
A general procedure is introduced allowing for the infinite decomposition of nonlocal opera-
tors off the light–cone into operators of definite geometric twist.
PACS: 24.85.+p, 13.88.+e, 11.30.Cp
Keywords: Twist decomposition, Nonlocal off–cone operators, Tensor harmonic polynomials,
Target mass corrections
I. INTRODUCTION
Nonperturbative parton distributions together with appropriate kinematical factors
parametrize the matrix elements of quark–antiquark and gluon operators. These QCD operators
enter hadronic processes via the nonlocal light cone expansion [1, 2]. In fact, many different
scattering processes are governed by one and the same set of light cone operators. For deeply
virtual Compton scattering, for example, the so–called double distributions parametrize the cor-
responding nonforward matrix elements. For deep inelastic forward scattering and Drell–Yan
processes the parton distributions parametrize forward matrix elements of light cone operators.
It is therefore convincing to focus on the nonlocal operators. Here, Gross and Treiman in Ref. [3]
have shown using Wilson short–distance expansion [4] that in the kinematic regime where fac-
torization holds, i.e. for large space–like virtualities, the dominant contributions to the physical
scattering amplitudes come from leading twist operators. The notion of (geometric) twist is de-
fined as twist = (canonical) dimension − (Lorentz) spin and makes use of the irreducible tensor
representations of the orthochronous Lorentz group. These representations are characterized
by their Young symmetry which has to be realized on the space of traceless tensors. A classi-
fication of nonlocal QCD operators according to their (geometric) twist naturally leads to an
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2expansion into dominant and sub–dominant light cone contributions. The leading twist contri-
butions thereby correspond to the dominant part of the scattering process where the quark and
nucleon mass can be neglected. Higher twist effects describe contributions proportional to the
quark and nucleon mass but also yield information about the quark–gluon correlations inside the
hadrons. Beyond leading order one also has to take care of radiative corrections. Experimental
precision allows the determination of nonleading contributions to physical scattering amplitudes
and therefore a reliable treatment of the various sub–dominant effects is required.
Higher twist effects being related to target–mass effects again split up into two parts. First,
there are higher twist contributions stemming from the subtraction of the traces in leading
twist operators. Here we address these contributions as geometrical twist effects which are
sometimes also called kinematical twist effects in the literature [5]. Second, there are higher
twist contributions including total derivatives of operators of lower geometrical twist. These
contributions are present in all exclusive processes but are absent in forward–like situations;
see Refs. [6, 7] and [8] for a treatment of this problem. We also remark that the separation of
geometrical and dynamical contributions is not translation invariant, since the total derivative
acts on the reference point chosen for the light cone expansion. One therefore always needs
both parts for a decent treatment of power corrections in off–forward situations. Using a purely
group theoretical procedure the (finite) twist decomposition of nonlocal light cone operators in
configuration space, as far as they are relevant for light cone dominated hadronic processes, has
been performed in Ref. [9, 10] for QCD operators up to second rank. However, if one wants to
calculate target–mass corrections for scattering processes one is forced to consider the (infinite)
twist decomposition off the light cone thereby taking into account all trace terms which, after
Fourier transformation into momentum space, lead to contributions suppressed by powers of the
relevant variable M2/Q2, where M is the nucleon/target mass.
The target–mass corrections resulting from leading and, eventually, next–to–leading twist
contributions have first been discussed by Nachtmann [11] in unpolarized deep–inelastic scat-
tering by expanding into a series of Gegenbauer polynomials. Later on, this method has been
applied to polarized deep–inelastic scattering in Refs. [12, 13, 14, 15, 16]. Another method for the
determination of target–mass effects was first given by Georgi and Politzer [17] for unpolarized
deep–inelastic scattering and then extended to polarized scattering and to general electro–weak
couplings by Refs. [18, 19]. Ref. [20] treats twist–2 target–mass corrections in deeply virtual
Compton scattering.
3However, all the above mentioned articles treated only the leading twist contributions since,
up to now, a complete off–cone decomposition for nonlocal operators carrying free tensor indices
in x–space has been possible only when their nth moments are totally symmetric allowing for
the application of the group theoretical results of Bargmann and Todorov [21]. Especially, this
holds for all scalar operators; see Ref. [22] for the infinite twist decomposition of such objects.
But once free indices are involved nontrivial Young patterns (including antisymmetries) occur.
In this paper we will develop a general algorithm which allows one to perform a complete twist
decomposition of, in principle, any local and nonlocal operator off as well as on the light cone.
We thereby extend previous work on the twist decomposition of nonlocal operators in Ref. [9,
10, 22, 23, 24].
This paper is organized as follows. In Section II we give certain nonlocal QCD operators
appearing in the Compton amplitude for nonforward virtual Compton scattering via the non-
local light cone expansion and explain the concept of geometric twist. The process of twist
decomposition is sketched in three steps. The following two Sections III and IV explain in detail
how a local tensor is decomposed into SO(2h;C)–irreducible components. Section III treats all
problems related to the tracelessness of these tensors, whereas Section IV treats the problem of
Young symmetry. In Section V we apply our results to various local QCD operators.
II. COMPTON AMPLITUDE AND THE CONCEPT OF GEOMETRIC TWIST
Let us now discuss Compton scattering of a virtual photon off a hadron,
γ∗(q1) + H(P1) −→ γ
∗(q2) + H(P2) , (1)
which is an important process in Quantum Chromodynamics. This general process covers a
series of different reactions through which a variety of inclusive informations on the short–
distance structure of nucleons become accessible at large space–like virtualities. It is also closely
connected to the spin problem of the nucleon. The case of forward scattering P1 = P2 = P
describes deep inelastic scattering (DIS) off unpolarized or polarized targets which is widely
discussed in the literature, see e.g. [25, 26, 27, 28], and P1 6= P2 corresponds to the generic
nonforward virtual Compton scattering, see References [29, 30, 31, 32].
The Compton amplitude for the process (1) is given by
Tµν (P+, P−; q) = i
∫
d4x eiqx
〈
P2, S2
∣∣∣ RT [Jµ (x
2
)
Jν
(
−
x
2
)
S
] ∣∣∣P1, S1〉 (2)
4where
P± = P2 ± P1, q =
1
2 (q1 + q2) , (3)
are chosen as independent kinematic variables. As usual, P1 (P2) and q1 (q2) denote the four–
momenta of the incoming (outgoing) nucleons and photons, respectively, where S1 and S2 are
the spins of these nucleons.
The renormalized, time–ordered product of two electromagnetic currents
RT
[
Jµ
(
x
2
)
Jν
(
−x2
)
S
]
contained in the Compton amplitude (2) can be decomposed via
the nonlocal light cone expansion which we give here including a reference point y
RT
[
Jµ
(
y +
x
2
)
Jν
(
y −
x
2
)
S
]
(4)
=
∫ 1
−1
dκ1
∫ 1
−1
dκ2 C
Γ
µν
(
x2, κ1 x˜, κ2 x˜;µ
2
)
RT
[
OΓ(y + κ1 x˜, y + κ2 x˜)S
]
+ higher order terms .
Here, Γ denotes the tensor structure as well as the flavor structure of the nonlocal QCD oper-
ators OΓ(y + κ1 x˜, y + κ2 x˜). Examples for nonlocal QCD operators appearing in the expansion
(4) are the operators Oaα1 (κ1 x˜, κ2 x˜) and O
5 a
α1
(κ1 x˜, κ2 x˜) as well as M
a
[α1α2]
(κ1 x˜, κ2 x˜) and
Na (κ1 x˜, κ2 x˜).
In the following we will give these operators in explicit form.
Oaα1 (κ1 x˜, κ2 x˜) = ψ¯ (κ1 x˜) γα1 λ
a
f U (κ1 x˜, κ2 x˜) ψ (κ2 x˜) (5)
− ψ¯ (κ2 x˜) γα1 λ
a
f U (κ2 x˜, κ1 x˜) ψ (κ1 x˜)
O5 aα1 (κ1 x˜, κ2 x˜) = ψ¯ (κ1 x˜) γ
5γα1 λ
a
f U (κ1 x˜, κ2 x˜) ψ (κ2 x˜) (6)
+ ψ¯ (κ2 x˜) γ
5γα1 λ
a
f U (κ2 x˜, κ1 x˜) ψ (κ1 x˜) .
5In the nonsinglet case λaf 6= 1, it is sufficient to consider the above vector operators
Oaα1 (κ1 x˜, κ2 x˜) and O
5 a
α1
(κ1 x˜, κ2 x˜). In the flavor singlet case λ
0
f = 1 however, these opera-
tors mix under renormalization with the gluon operators
Gα1 (κ1 x˜, κ2 x˜) = δ
(β1
α1
x˜β2)
(
F a ρβ1 (κ1 x˜) U
ab (κ1 x˜, κ2 x˜) F
b
ρβ2
(κ2 x˜) (7)
+ F a ρβ1 (κ2 x˜) U
ab (κ2 x˜, κ1 x˜) F
b
ρβ2
(κ1 x˜)
)
G5α1 (κ1 x˜, κ2 x˜) = δ
(β1
α1
x˜β2)
(
F a ρβ1 (κ1 x˜) U
ab (κ1 x˜, κ2 x˜) F˜
b
ρβ2
(κ2 x˜) (8)
− F a ρβ1 (κ2 x˜) U
ab (κ2 x˜, κ1 x˜) F˜
b
ρβ2
(κ1 x˜)
)
,
where
Fµν = F
a
µν t
a and F˜µν =
1
2
εµναβ F
αβ (9)
is the gluon field strength and the dual field strength, respectively. The leading quark–mass
contributions are determined by the operators Ma[α1α2] (κ1 x˜, κ2 x˜) and N
a (κ1 x˜, κ2 x˜) which we
now give for general values of κ1 and κ2 including the phase factor U (κ1 x˜, κ2 x˜)
Ma[α1α2] (κ1 x˜, κ2 x˜) = ψ¯ (κ1 x˜) σ[α1α2] λ
a
f U (κ1 x˜, κ2 x˜) ψ (κ2 x˜) (10)
− ψ¯ (κ2 x˜) σ[α1α2] λ
a
f U (κ2 x˜, κ1 x˜) ψ (κ1 x˜)
Na (κ1 x˜, κ2 x˜) = ψ¯ (κ1 x˜) λ
a
f U (κ1 x˜, κ2 x˜) ψ (κ2 x˜) (11)
+ ψ¯ (κ2 x˜) λ
a
f U (κ2 x˜, κ1 x˜) ψ (κ1 x˜) .
In the flavor singlet case, these two operators mix with the gluon operators
G5[α1α2] (κ1 x˜, κ2 x˜) = F
a ρ
[α1 (κ1 x˜) U
ab (κ1 x˜, κ2 x˜) F˜
b
α2]ρ
(κ2 x˜) (12)
+ F a ρ[α1 (κ2 x˜) U
ab (κ2 x˜, κ1 x˜) F˜
b
α2]ρ
(κ1 x˜)
G (κ1 x˜, κ2 x˜) = F
aσρ (κ1 x˜) U
ab (κ1 x˜, κ2 x˜) F
b
σρ (κ2 x˜) (13)
− F a σρ (κ2 x˜) U
ab (κ2 x˜, κ1 x˜) F
b
σρ (κ1 x˜) .
6A. The concept of geometric twist
Now, we will discuss a method for the decomposition of local QCD operators into operators
with definite geometric twist. The method is essentially based upon the application of represen-
tation theory of the Lorentz group to an infinite tower of local operators OΓ|n (x). Thereby, we
decompose these local operators into components carrying an irreducible tensor representation
of the Lorentz group. In four space–time dimensions these irreducible tensors carry an integer
Lorentz spin jn which allows us to define the geometric twist according to Ref. [3] as
twist (τ) = canonical dimension (dn)− Lorentz spin (jn) . (14)
Since the twist τ is not n–dependent, we can sum the infinite tower of local operators O
tw(τ)
Γ|n (x)
of definite geometric twist to nonlocal operators of (definite) geometric twist which yields two
advantages. First, these nonlocal twist operators are Lorentz covariant tensors and second, the
twist decomposition is process– and model–independent since the geometric twist is defined for
the nonlocal operators and not for their matrix elements.
Here, it is important to demarcate the notion of geometric twist from the notion of dynamical
twist which has been proposed by Jaffe and Ji [33]. This dynamical twist (t) counts powers
Q2−t of the energy–momentum transfer Q and is directly related to the power by which the
corresponding distribution amplitudes contribute to the scattering amplitude. Since distribution
amplitudes can only be defined for matrix elements of nonlocal operators, the notion of dynamical
twist is not independent of the specific process and also not Lorentz covariant. Therefore, we
are using the concept of geometric twist.
To explain the procedure of twist decomposition we generically denote the nonlocal QCD
operators by
OΓ (κ1 x, κ2 x) = Φ
′ (κ1 x) Γ U (κ1 x, κ2 x) Φ (κ2 x) , (15)
where we understand the operatorsOΓ (κ1 x, κ2 x) to be unrenormalized quantities. Φ generically
denotes the different local fields contained in the bilocal operators and Γ like in (4) denotes the
free indices of the nonlocal operators.
For d = 2h space–time dimensions these fields are the scalar field φ with canonical dimension
dφ = h− 1, the Dirac spinor ψ with canonical dimension dψ = h− 1/2 as well as the gauge field
strength F[µν] with canonical dimension dF = h. The covariant derivative Dµ = ∂µ + i g Aµ has
a dimension of one in any space–time dimension 2h since dg = 2− h and dA = h− 1.
7The complete (infinite) twist decomposition of the nonlocal operators (15) off the light cone
basically proceeds in three steps.
First step
We take the operators OΓ (κ1 x, κ2 x) off the light cone and perform a Taylor expansion for
arbitrary values of x at the expansion point y = 0:
OΓ (κ1 x, κ2 x) =
∞∑
n=0
1
n!
xζ1 · · · xζn
[
Φ′(y) Γ
↔
Dζ1(κ1, κ2) · · ·
↔
Dζn(κ1, κ2)Φ(y)
]
y=0
(16)
with the generalized covariant derivatives
↔
Dµ (κ1, κ2) = κ1
←
Dµ + κ2
→
Dµ (17)
←
Dµ =
←
∂yµ − i g Aµ (y) (18)
→
Dµ =
→
∂yµ + i g Aµ (y) . (19)
By defining the variables
κ+ :=
1
2
(κ2 + κ1) (20)
κ− :=
1
2
(κ2 − κ1) (21)
and the derivatives
∂+µ :=
→
Dµ +
←
Dµ =
→
∂yµ +
←
∂yµ (22)
↔
Dµ :=
→
Dµ −
←
Dµ =
→
∂yµ −
←
∂yµ + 2 i g Aµ (y) (23)
we can re–express
↔
Dµ (κ1, κ2) by
↔
Dµ (κ1, κ2) = κ−
↔
Dµ + κ+ ∂
+
µ . (24)
If we now restrict our considerations to the centered bilocal operators OΓ (−κx, κ x) with κ = κ−
and κ+ = 0, we obtain a much simpler expression for the Taylor expansion (16)[41],
OΓ (−κx, κ x) =
∞∑
n=0
κn
n!
OΓ|n (x) (25)
8with the local operators
OΓ|n (x) = x
ζ1 · · · xζn OΓ(ζ1...ζn) (y)
∣∣∣
y=0
(26)
= Xζ1...ζn Φ′ (y) Γ
↔
D(ζ1 · · ·
↔
Dζn)Φ (y)
∣∣∣
y=0
(27)
= Φ′ (y) Γ
(
x
↔
D
)n
Φ (y)
∣∣∣
y=0
. (28)
Obviously, the operators OΓ|n (x) are homogeneous polynomials of degree n in x ∈ M
2h and
constitute an infinite tower of local operators. Here and in the following, we will denote the
symmetric tensor xζ1 · · · xζn by Xζ1...ζn .
Second step
This tower of local operators OΓ|n (x) is now decomposed into tensors which carry an irre-
ducible tensor representation of the 2h–dimensional Lorentz group SO(1, 2h− 1;R). From (26)
we see that OΓ|n (x) is irreducible if and only if OΓ(ζ1...ζn) (y) is irreducible and we know from
representation theory of classical Lie groups (see Ref. [34] Chapter 8 and Ref. [35] Chapter 16)
that the irreducible (finite dimensional) tensor representations of SO(1, 2h−1;R) are related to
the irreducible (finite dimensional) tensor representations of SO(2h;C) by complex extension.
Any complex–analytic irreducible representation TGC of a semi–simple Lie group GC subduces
a real irreducible representation TG˜R of a real form[42] G˜R of GC. On the other hand, any
irreducible representation TG˜R of a real semi–simple Lie group induces a complex irreducible
representation TGC of the complex extension GC of G˜R. Therefore, in order to investigate the
irreducible tensor representations of the Lorentz group SO(1, 2h−1;R) we may consider equally
well the irreducible tensor representations of the complex group SO(2h;C).
These representations are realized on the space of traceless tensors of rank m = n + k (k
denotes the number of indices of Γ), whose symmetry class is determined by (orthogonal) Young
operators Yˆ[m] = f(m)/m! q[m]Q[m] P[m]. Here, (m) = (m1, . . . ,mr) with
m1 > m2 > . . . > mr and
r∑
i=1
= m (29)
denotes the corresponding Young pattern and [m] denotes a standard Young tableau obtained
from the pattern (m) by inserting the m indices in lexicographic order. P[m] and Q[m] denote
symmetrization and antisymmetrization with respect to the tableau [m], whereas the operation
9q[m] ensures the orthogonality of the Young operators Yˆ[m]; see Section IV for details about the
construction of Yˆ[m].
Since the indices ζ1 to ζn of the operators OΓ(ζ1...ζn) (y) are symmetric, they must necessarily
by inserted into the first row of the Young pattern (m). If we first restrict our considerations to
a generic nonlocal second rank tensor, i.e. k = 2, we find four possible patterns
(I) · · ·
(II) · · ·
(III) · · ·
(IV) · · ·
Since all the above Young symmetries are to be realized on traceless tensors, all patterns must
fulfill the relation ℓ1+ ℓ2 6 d = 2h or will vanish. Here, ℓi is the length of the ith column of the
pattern (m). This has a major impact on the complete decomposition into irreducible tensors.
For d = 2, for example, only the complete symmetric Young pattern (I) contributes. The most
important case from the point of view of twist decomposition is of course d = 4. Here, the
Young patterns (I) to (IV) contribute to irreducible tensors with definite geometric twist.
In four dimensions we have the possibility to label the irreducible representations of the
Lorentz group by the Lorentz spin j. For the contributing Young patterns (I) to (IV) we find
the spins
(I) j = m,m− 2,m− 4, . . . (30)
(II) j = m− 1,m− 2,m− 3, . . . (31)
(III) j = m− 2,m− 3,m− 4, . . . (32)
(IV) j = m− 2,m− 3,m− 4, . . . (33)
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The highest spins correspond to irreducible (traceless) tensors of the respective Young symmetry
(m) while the lower spins are related to trace terms containing irreducible tensors which do not
necessarily carry the symmetry (m). This quite complicated interplay between trace terms and
irreducible tensors will become clear in the Sections III and IV where we perform the complete
decomposition of generic local operators into irreducible tensors. In fact, it is the major challenge
in this decomposition to find all irreducible contributions inside the trace terms.
For the local QCD operator OΓ(ζ1...ζn) (y) this problem is solvable only due to the fact that
the n indices ζ1 to ζn are totally symmetric because of their multiplication with the symmetric
tensor Xζ1...ζn . We emphasize that it would be impossible to find a closed form for the complete
decomposition into irreducible tensors without this symmetrization, i.e. for the (unsymmetric)
local operator OΓζ1...ζn (y) with unrestricted n. For the (generic) local QCD operators OΓ|n (x)
given by (26) the tensor Xζ1...ζn is naturally contained due to the Taylor expansion (16) and
it is compelling to use this tensor as a tool to obtain the desired decompositions. Thereby, we
express, loosely speaking, all operations performed on the local operators OΓ(ζ1...ζn) (y)[43] by
differential operators acting on Xζ1...ζn . We will refer to this technique as polynomial technique.
We have already remarked that the tensor Xζ1...ζn is naturally generated for local QCD opera-
tors. But on the other hand, this tensor can as well be introduced by hand as an auxiliary device
if a decomposition of the uncontracted tensor OΓ(ζ1...ζn) (y) shall be obtained. Via the polyno-
mial technique we first obtain the complete decomposition for OΓ|n (x; y) = X
ζ1...ζn OΓ(ζ1...ζn) (y)
and then remove all vectors xζi in a second step by the simple replacements x2 → δζiζj and
xαi → δαiζk [44]. A final symmetrization of ζ1 to ζn then yields the decomposition ofOΓ(ζ1...ζn) (y).
A generic form for the complete decomposition of OΓ|n (x) into irreducible tensors is given
by
OΓ|n (x) =
⊕
[m]
⊕
i
⊕
t
c
i|[m]
Γt|nt (δ, x, n, d) · O
i|[m]
Γ\Γt|n−nt (x) , (34)
where Γ\Γt is the complement of Γt in Γ. First, we have to sum over all contributing Young
symmetries [m] which define the irreducible local operatorsO
i|[m]
Γ′|n′ (x). The second direct sum over
i denotes that one and the same Young symmetry is in general realized by different (independent)
irreducible operators with a different ”internal” structure. Furthermore, these operators can
appear in different types of trace terms (for example x2 δαiαj and xαixαj ) which we indicate by
the third sum over t.
The coefficient functions[45] c
i|[m]
Γt|nt (δ, x, n, d) can depend on the traces δαiαj , xαi and x
2 and
11
are proportional to fractions of polynomials in n and h. These weights thereby depend upon the
order n of the local operator OΓ|n (x), the space–time dimension d = 2h as well as the Young
symmetry [m]. If the coefficient c
i|[m]
Γt|nt (δ, x, n, d) depends on δ or x the respective term is a trace
term.
After the restriction of the operators O
i|[m]
Γ′|n′ (x) to the real Lorentz group SO(1, 3;R) the sum
over the contributing Young tableaux [m] can be replaced by a sum over the respective twist of
the irreducible local operators O
i|[m]
Γ′|n′ (x) and we obtain for d = 4
OΓ|n (x) =
τmax⊕
τ=τmin
⊕
j
⊕
t
c
j|τ
Γt|nt (δ, x, n) · O
j|tw(τ)
Γ\Γt|n−nt (x) . (35)
Thereby, we also have to enlarge the sum over i since two irreducible tensor operators which
carry different inequivalent Young symmetries [m] and [m′] can, in general, have the same spin
and twist and we therefore replaced the sum over i by a (in general larger) sum over j. τmax is
restricted by the order n of the local operator OΓ|n (x) and it holds
τmax 6 dim
(
Φ
)
+ dim
(
Φ′
)
+ n . (36)
The content of the formal decomposition (34) will become clearer in the Sections III and IV where
we discuss explicit examples. Further examples for the generic local twist decomposition (35)
will be given in Section V.
Third step
As a third and last step, one has to perform a resummation of the local operators belonging
to the same symmetry class and thereby having the same twist according to
O
i|tw(τ)
Γ (−κx, κ x) =
∞⊕
n=0
κn
n!
O
i|tw(τ)
Γ|n (x) . (37)
At this point, an important remark is in order. Since the nonlocal operators O
i|tw(τ)
Γ (−κx, κ x)
of definite geometric twist are an infinite sum of different local operators O
i|tw(τ)
Γ|n (x) whose
Lorentz spins jn are proportional to the order n of the local operator (see the spin content of
the Young patterns (I) to (IV) given by (30) to (33)), the nonlocal operator does not carry a
definite Lorentz spin and is not irreducible under SO(1, 3;R). Therefore, the notion of twist
is much weaker in the nonlocal setting then in the local setting. However, only the geometric
twist τ defined according to (14) is invariant under the summation (37) and can be used for the
classification of nonlocal operators.
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After the summation (37) to nonlocal operators, the local version (35) of the twist decompo-
sition obtains the form
OΓ (−κx, κ x) =
∞⊕
τ=τmin
⊕
j
⊕
t
∫ 1
0
dλ c
j|τ
Γt (δ, x, ∂, λ, κ) · O
j|tw(τ)
Γ\Γt (−λκx, λκx) . (38)
In contrast to the local coefficients c
j|τ
Γt|nt (δ, x, n), the coefficients c
j|τ
Γt (δ, x, ∂, λ, κ) are differential
operators acting on the nonlocal operators O
j|tw(τ)
Γ\Γt (−λκx, λκx) of definite geometric twist. The
λ–integration in (38) stems from the nonlocal representation of the denominators of the local
coefficients c
j|τ
Γt|nt (δ, x, n) whereas the differentiations in (38) are related to nonlocal represen-
tations of the respective numerators. Since n is no longer restricted, the complete local twist
decomposition (35) turns into an infinite twist decomposition after the nonlocal summation; see
relation (36).
Unfortunately, this third and last step in the process of twist decomposition is very problem-
atic for two reasons.
• Although the infinite twist decomposition for each nonlocal operator is of the form (38)
there is no generic nonlocal twist decomposition covering all operator of one and the same
rank. Off the light cone such a generic decomposition exists only in local form.
• The single integral representation for the coefficient functions c
j|τ
Γt (δ, x, ∂, λ, κ) yields hy-
pergeometric functions F[p,q]
(
[a1, . . . , ap], [b1, . . . , bq], z
)
, which can only be avoided by
choosing a multiple integral representation for the local coefficients c
j|τ
Γt|nt (δ, x, n). This
multiple integral representation however is no longer unique.
To avoid these problems we will not perform summations to nonlocal operators in this paper.
The generic decompositions into SO(2h;C)–irreducible tensors given in Section IVC are given
in local form only. This also holds for the twist decompositions of various QCD operators in
Section V. If a decomposition is given in nonlocal form in the literature we will refer to the
respective references.
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III. TRACE PART
Now that we have generalized the problem of twist decomposition of nonlocal QCD operators
to the problem of the complete decomposition of a general tensor Oα1...αk(ζ1...ζn) into irreducible
SO(2h,C)–tensors we will treat all problems related to tracelessness of these irreducible tensors
in this Section. The k free indices contained in Γ are now denoted by α1 to αk. In principle,
two problems have to be treated.
• First, we have to describe a method that can render any tensor Oα1...αk(ζ1...ζn) traceless;
this problem is treated in Subsection IIIA.
• Second, we have to separate all trace terms from all traceless contributions in these tensors,
i.e. we have to construct a complete trace decomposition. This is done in Subsection IIIB.
The remaining problems related to Young symmetry including the construction of spin projectors
and the final spin decompositions are treated in Section IV.
A. The subtraction of all traces of Oα1...αk|n
Since an irreducible SO(2h,C)–tensor must be traceless, the construction of a projector
H
α′1...α
′
k
α1...αk |n
which subtracts all traces of the partly contracted tensor
Oα1...αk|n := X
ζ1...ζn Oα1...αk(ζ1...ζn) (39)
is a natural starting point for the discussion. The resulting traceless tensor will be denoted by
O◦
α1...αk |n
and is given by
O◦α1...αk|n := H
α′1...α
′
k
α1...αk |n
Oα′1...α′k|n . (40)
Here, we postulate the existence of such a projector H
α′1...α
′
k
α1...αk |n
and will now deduce it properties.
If we join both sets of indices {α} and {ζ} to
{ξ} := {ζ} ∪ {α} and m := n+ k (41)
we can, of course, formulate the condition of tracelessness for O◦
α1...αk(ζ1...ζn)
by
δξiξj O◦α1...αk(ζ1...ζn) = 0 ∀ 1 6 i < j 6 m , (42)
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which then implies the tracelessness of O◦
α1...αk|n
. Here, O◦
α1...αk(ζ1...ζn)
in analogy to O◦
α1...αk|n
is made traceless by a constant projector H
ξ′1...ξ
′
m
ξ1...ξm|0
O◦α1...αk(ζ1...ζn) = H
ξ′1...ξ
′
m
ξ1...ξm|0
O
α′1...α
′
k(ζ
′
1...ζ
′
n)
. (43)
If we contract O◦
α1...αk(ζ1...ζn)
withXζ1...ζn we arrive at O◦
α1...αk |n
, which means that the projectors
H
ξ′1...ξ
′
m
ξ1...ξm|0
and H
α′1...α
′
k
α1...αk |n
must obey the relation
Xζ1...ζn H
ξ′1...ξ
′
m
ξ1...ξm|0
= H
α′1...α
′
k
α1...αk|n
Xζ
′
1...ζ
′
n . (44)
This relation expresses the fact that the projector H
α′1...α
′
k
α1...αk|n
must be a differential operator which
reproduces the partly contracted projector Xζ1...ζn H
ξ′1...ξ
′
m
ξ1...ξm|0
by acting on the symmetric tensor
Xζ
′
1...ζ
′
n . Furthermore we can deduce an important consistency condition for H
α′1...α
′
k
α1...αk|n
from the
latter relation (44), namely it holds
xαi H
α′1...α
′
k
α1...αk |n
= H
α′1...α
′
i−1α
′
i+1...α
′
k
α1...αi−1αi+1...αk |n+1
xα
′
i ∀ 1 6 i 6 k . (45)
This relation however does not yet encode the condition of tracelessness (42). To find suitable
conditions for the contracted traceless tensor O◦
α1...αk |n
let us formulate condition (42) for the
respective projector
δξiξj H
ξ′1...ξ
′
m
ξ1...ξm|0
= 0 ∀ 1 6 i < j 6 m . (46)
Since any trace contained in Oα1...αk(ζ1...ζn) is proportional to some δξ′iξ′j , the relation (46) can
analogously be formulated as
H
ξ′1...ξ
′
m
ξ1...ξm|0
δξ′iξ′j = 0 ∀ 1 6 i < j 6 m . (47)
The latter relation (47) expresses the simple fact that H
ξ′1...ξ
′
m
ξ1...ξm|0
projects out all trace terms.
To transform these two general conditions of tracelessness (46) and (47) into a set of conditions
for the differential operatorH
α′1...α
′
k
α1...αk |n
we have to distinguish three different cases for the indices ξi
and ξj. In the following, On denotes some fully contracted tensor of order n, i.e. a homogeneous
polynomial.
1. ξi, ξj ∈ {α}: In this case the general condition (46) is expressed by the same condition
δαiαj H
α′1...α
′
k
α1...αk |n
= 0 for 1 6 i < j 6 k and for all n.
For primed indices ξ′i, ξ
′
j ∈ {α
′} we get, in analogy to (47), H
α′1...α
′
k
α1...αk|n
δα′
i
α′
j
= 0.
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2. ξi, ξj ∈ {ζ}: Since ∆x
ζixζj = 2 δζiζj holds, condition (46) transforms into the condition
∆H
α′1...α
′
k
α1...αk |n
On = 0 for all n in this case. For n indices ζi the Laplacian generates all
possible contractions in {ζ}.
For primed indices ξ′i, ξ
′
j ∈ {ζ
′} we get, according to the relations (44) and (47), the
analogous condition H
α′1...α
′
k
α1...αk |n
x2On−2 = 0 for n > 2 since x
ζ′ixζ
′
j δζ′iζ′j = x
2.
3. ξi ∈ {α} and ξj ∈ {ζ}: Now, the general condition of tracelessness (46) is realized through
∂αl H
α′1...α
′
k
α1...αk|n
On = 0 for 1 6 l 6 k and all n since ∂
αl xζixζj = δαlζixζj + xζiδαlζj holds.
For n indices ζi the derivative ∂
αl of course generates all possible contractions of αl and
indices contained in {ζ}.
For primed indices ξ′i ∈ {α
′} and ξ′j ∈ {ζ
′} we get an analogous relation
H
α′1...α
′
k
α1...αk |n
xα′
l
On−1 = 0 for n > 1 since x
ζ′j δα′
l
ζ′j
= xα′
l
. Again, this holds because of
relations (44) and (47).
Let us collect the six derived relations into two blocks. The first three relations encode condi-
tion (46) after the contraction with Xζ1...ζn
δαiαj H
α′1...α
′
k
α1...αk|n
On = 0 ∀ 1 6 i < j 6 k (48)
∆H
α′1...α
′
k
α1...αk|n
On = 0 (49)
∂αi H
α′1...α
′
k
α1...αk|n
On = 0 ∀ 1 6 i 6 k . (50)
The following three relations encode condition (47) and describe the action of H
α′1...α
′
k
α1...αk |n
on pure
trace terms
H
α′1...α
′
k
α1...αk|n
δα′iα′j On = 0 ∀ 1 6 i < j 6 k, n > 0 (51)
H
α′1...α
′
k
α1...αk |n
x2 On−2 = 0 ∀ n > 2 (52)
H
α′1...α
′
k
α1...αk|n
xα′i On−1 = 0 ∀ 1 6 i 6 k, n > 1 . (53)
The latter relations (51) to (53) are equivalent to the relations (48), (49) and (50).
With this polynomial technique we have been able to transform the conditions (46) and (47)
which we cannot solve for arbitrary n into the six conditions of tracelessness (48) to (53) which
we can solve for a fixed number of free indices k.
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Connection to the complex cone
Relation (52) reveals an important view onto the limit of Hρ1...ρk
α1...αk |n
[46] onto the complex cone.
To follow this path let us first define the complex cone K2h (C) by
K
2h (C) =
{
x˜ ∈ C2h
∣∣∣x˜2 = x˜21 + x˜22 + · · ·+ x˜22h = 0} (54)
and a related graded algebra P
(
K
2h
)
by
P
(
K
2h
)
:=
∞⊕
n=0
K2hn , (55)
whereK2hn denote the spaces of homogeneous polynomials fn(x˜) of degree n on the complex cone
K
2h (C). According to Ref. [21] a differential operator Q˜ is called an interior differential operator
on the cone if it satisfies
Q˜
[
x2 fn(x)
]∣∣∣
x=x˜
= 0 . (56)
If we restrict relation (52) to the complex cone we get
H˜ρ1...ρk
α1...αk|n
[
x2 O˜n−2
]∣∣∣
x=x˜
= 0 (57)
which of course means that H˜ρ1...ρk
α1...αk |n
must be an interior differential operator on K2h (C) since
O˜n−2 is a homogeneous polynomial. This observation gives us the building blocks for the on–cone
projector H˜ρ1...ρk
α1...αk |n
because Ref. [21] establishes a representation of the conformal Lie algebra
so (2, 2h) in terms of interior differential operators. A basis of this representation then also serves
as a basis for the interior operators Q˜ and this basis of interior differential operators reads
x˜α = xα
∣∣∣
x=x˜
(58)
d˜α = X ∂α −
1
2
xα∆
∣∣∣∣
x=x˜
(59)
X˜ = x∂ + h− 1
∣∣∣
x=x˜
(60)
X˜[αβ] = −xα ∂β + xβ ∂α
∣∣∣
x=x˜
(61)
and δαβ .
One can easily see that these operators are interior operators on the complex cone since the only
non vanishing commutators with x2 are proportional to x2 and therefore vanish in the on–cone
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limit
[
dα, x
2
]
= 2x2 ∂α (62)[
X, x2
]
= 2x2 . (63)
The non vanishing commutators of the basis elements
{
x˜α, d˜α, X˜, X˜[αβ], δαβ
}
read
[
d˜α, x˜β
]
= δαβ X˜+ X˜[αβ] (64)[
X˜[αβ], x˜µ
]
= δαµ x˜β − δβµ x˜α (65)[
X˜[αβ], d˜µ
]
= δαµ d˜β − δβµ d˜α (66)[
d˜α, X˜
]
= d˜α (67)[
x˜α, X˜
]
= −x˜α . (68)
All basis elements can be used in an ansatz for H˜ρ1...ρk
α1...αk |n
but it is reasonable to further reduce
the number of possible elements. Since the projector H˜ρ1...ρk
α1...αk |n
acts on local tensors which are
homogeneous polynomials of order n, the action of X˜ on such a tensor will return the number
n + h − 1 as a result. Such factors can be absorbed into respective coefficients in our ansatz.
Moreover, the action of X˜[αβ] on a homogeneous polynomial can be expressed via x˜α and d˜α
and it holds
X˜[αβ] On = −
2
n+ h− 2
· x˜[α d˜β] On . (69)
Accordingly, the operators X˜ and X˜[αβ] are not used in an ansatz for H˜
ρ1...ρk
α1...αk|n
. Additionally,
H˜ρ1...ρk
α1...αk |n
obeys the factorization
H˜ρ1...ρk
α1...αk|n
= Hβ1...βk
α1...αk |0
H˜
′σ1...σk
β1...βk|n
Hρ1...ρk
σ1...σk |0
, (70)
for which the conditions (48) and (51) are already manifest due to the two projectors Hβ1...βk
α1...αk |0
and Hρ1...ρk
σ1...σk |0
. This means that H˜
′σ1...σk
β1...βk|n
cannot include terms proportional to δβiβj or δ
σiσj .
A general ansatz for H˜
′σ1...σk
β1...βk|n
then contains all terms of dimension zero which can be con-
structed out of the elements x˜βi , x˜
σi , d˜βi , d˜
σi and δ
σj
βi
together with an undetermined coeffi-
cient. By construction H˜ρ1...ρk
α1...αk|n
therefore is an interior differential operator on the complex cone
K
2h (C) and manifestly fulfills the relations (48), (51) and (57).
An ansatz for H˜
′σ1...σk
β1...βk|n
is generated purely by combinatorial rules. The unknown coefficients
contained in this ansatz are determined in three steps
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1. One has to perform the {β, σ}–contractions in (70). This generates all terms in H˜ρ1...ρk
α1...αk|n
which are proportional to the metric δαiαj or δ
ρiρj .
2. One applies the condition of tracelessness (53) to H˜ρ1...ρk
α1...αk |n
. After this operation the
resulting object is completely traceless but it still contains undetermined coefficients and
is therefore not unique. This is due to the fact that all spin projectors carrying a definite
extended Young symmetry must also be traceless. See Section IV for the details.
3. The coefficient of δρ1α1 · · · δ
ρk
αk is set to one and the consistency condition (45) is applied to
H˜ρ1...ρk
α1...αk |n
; this step requires the knowledge of H˜
ρ1...ρk−1
α1...αk−1|n
. Now the projector H˜ρ1...ρk
α1...αk|n
is
fully determined and unique.
The construction of H˜ρ1...ρk
α1...αk |n
on the complex light cone K2h (C) is now finished and the relations
(51) to (53) are fulfilled for this projector. However, if we take H˜ρ1...ρk
α1...αk|n
off the complex cone,
the relations (49) and (50) are not valid. We have to construct the harmonic extension of this
projector.
Harmonic extension
According to Reference [21] each homogeneous polynomial fn(x˜) ∈ K
2h
n of degree n on the
complex light cone K2h (C) has a unique harmonic extension off the cone given by fHn (x) :=
Hn fn(x) with ∆f
H
n (x) = 0 and Hn defined as
Hn =
[n2 ]∑
k=0
(−1)k (n + h− 2− k)!
4k k! (n + h− 2)!
(
x2
)k
∆k . (71)
The projector Hn therefore establishes an isomorphism between the space K
2h
n of homogeneous
polynomials on the complex cone and the space of their harmonic extensions off the cone.
Accordingly, the off–cone projector Hρ1...ρk
α1...αk |n
and the on–cone projector H˜ρ1...ρk
α1...αk|n
are in a
one to one correspondence and Hρ1...ρk
α1...αk|n
is the unique harmonic extension of H˜ρ1...ρk
α1...αk|n
given by
Hρ1...ρk
α1...αk |n
= Hn H˜
ρ1...ρk
α1...αk |n
. (72)
Furthermore, we can conclude that the interior derivatives on the complex cone denoted by Q˜
and characterized by (56) must correspond to another set of differential operators which preserve
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the harmonicity off the complex cone. These operators are denoted by Q and must fulfill the
relation
∆ Q fHn (x) = 0 , (73)
where fHn (x) is a harmonic polynomial fulfilling the Laplace equation ∆ f
H
n (x) = 0. To find a
suitable basis for the operators Q, we simply calculate the harmonic extension of the operators{
x˜α, d˜α, X˜, X˜[αβ], δαβ
}
and find
Hn+1 xαX = xαHn (74)
Hn−1 dα = X ∂αHn (75)
HnX = XHn (76)
HnX[αβ] = X[αβ]Hn (77)
with xα defined as
xα = xαX−
1
2
x2 ∂α . (78)
δαβ off course also commutes with Hn. The operators
{
xα, ∂α,X,X[αβ], δαβ
}
preserve the har-
monicity off the complex cone, i.e. they fulfill the relation (73), since the only non vanishing
commutators with ∆ are proportional to the Laplacian
[
∆,xα
]
= 2xα∆ (79)[
∆,X
]
= 2∆ . (80)
The two latter relations (79) and (80) are the off–cone version of the communtators (62) and (63).
Since Hn establishes an isomorphism between the spaces of homogeneous polynomials on the
complex cone and their harmonic extensions, the on–cone representation of so (2, 2h) spanned
by
{
x˜α, d˜α, X˜, X˜[αβ], δαβ
}
is mapped to an equivalent off–cone representation. The operators{
xα, ∂α,X,X[αβ], δαβ
}
therefore fulfill the commutation relations
[
∂α,xβ
]
= δαβ X+X[αβ] (81)[
X[αβ],xµ
]
= δαµ xβ − δβµ xα (82)[
X[αβ], ∂µ
]
= δαµ ∂β − δβµ ∂α (83)[
∂α,X
]
= ∂α (84)[
xα,X
]
= −xα . (85)
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This second off–cone representation will be important for the determination of the complete
trace decomposition in Subsection IIIB.
Relation (75) also gives us the form of the conditions of tracelessness (49) and (50) on the
complex cone. The condition of harmonicity ∆H
α′1...α
′
k
α1...αk |n
= 0 vanishes on the cone since the
square of the interior derivative dα is proportional to x
2
d2 =
1
4
x2∆2 . (86)
The condition ∂αi H
α′1...α
′
k
α1...αk|n
= 0 on the other hand is turned into
d˜αi H˜
α′1...α
′
k
α1...αk |n
= 0 ∀ 1 6 i 6 k (87)
on the complex cone. Here, the interior derivative d˜αi must be used to formulate the condition
of tracelessness.
Results for Hρ1...ρk
α1...αk|n
We will now list results for the projectors Hρ1...ρk
α1...αk|n
for k = 1 and k = 2 for all Young sym-
metries. These results have been calculated in Ref. [37] by a Java application which implements
all rules explained in the above Sections.
Vector
We start with the vector case where the result for Hρ1
α1|n
reads
Hρ1
α1|n
= Hn
{
δρ1α1 −
1
(n+ h− 1)(n + 2h− 3)
· xα1 d
ρ1
}
. (88)
This result has first been given in Ref. [9] for h = 2 and for general space–time dimension d = 2h
in Ref. [10].
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Antisymmetric second rank tensor
The result in the antisymmetric second rank tensor case reads
H
[ρ1ρ2]
[α1α2]|n
= Hn
{
δ
[ρ1
[α1
δ
ρ2]
α2]
+
2
(n+ h− 1)(n + 2h− 4)
(
x
[α1
δ
[ρ1
α2]
d
ρ2] (89)
−
1
(n+ h− 2)2(n+ 2h− 2)
· x[α1dα2] x
[ρ1dρ2]
)}
= Hn
{
δ
[ρ1
[α1
δ
ρ2]
α2]
+
2
(n+ h− 1)(n + 2h− 4)
(
x[α1δ
[ρ1
α2]
d
ρ2]
−
1
4(n + 2h− 2)
·X[α1α2] X
[ρ1ρ2]
)}
.
The second form has been obtained using relation (69). The result (89) for H
[ρ1ρ2]
[α1α2]|n
has also
first been given in Ref. [9] for h = 2 and for general h in Ref. [10] in an equivalent form.
Symmetric second rank tensor
In the symmetric second rank tensor case we find
Hρ1ρ2
α1α2|0
= δρ1α1δ
ρ2
α2
−
1
2h
· δα1α2δ
ρ1ρ2 (90)
H
(ρ1ρ2)
(α1α2)|n
= Hn H
β1β2
α1α2|0
H˜
′(σ1σ2)
(β1β2)|n
Hρ1ρ2
σ1σ2|0
= Hn
{
H˜
′(ρ1ρ2)
(α1α2)|n
−
1
2(h− 1)
· δα1α2δ
ρ1ρ2 (91)
+
1
(h− 1)(n + h)(n + 2h− 2)
(
x(α1dα2) δ
ρ1ρ2 + δα1α2 d
(ρ1xρ2)
)}
with H˜
′(ρ1ρ2)
(α1α2)|n
given by
H˜
′(ρ1ρ2)
(α1α2)|n
= δ
(ρ1
(α1
δ
ρ2)
α2)
−
1
(n+ h− 1)(n + 2h− 2)
(
2 · x(α1δ
(ρ1
α2)
d
ρ2) (92)
+
1
n+ h− 2
[
2
(h− 1)(n + h)
· x(α1dα2) x
(ρ1dρ2) −
1
n+ 2h− 3
· xα1xα2 d
ρ1dρ2
])
.
This result for H
(ρ1ρ2)
(α1α2)|n
has also first been given in an equivalent form in Ref. [10] for general
h.
The reader can check that the above results fulfill the relations (50) and (53) by using the
following two contractions
dα xα = ∂
α xα = (X+ h− 1) (X+ 1)−
1
2
x2∆ . (93)
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All the above results for the projectors Hρ1
α1|n
, H
[ρ1ρ2]
[α1α2]|n
and H
(ρ1ρ2)
(α1α2)|n
can be easily restricted
onto the complex cone by taking x˜αi and d˜αi on the cone and observing that H˜n = I.
B. The construction of the complete trace decomposition
In this Section we determine the complete trace decomposition of local operators Oα1...αk|n
which is denoted here by Trdρ1...ρk
α1...αk |n
; it’s on–cone limit will be denoted by T˜rd
ρ1...ρk
α1...αk|n
. These
decompositions determine all traceless parts contained in the local operator under consideration
and separate them from the connected pure trace parts. In Ref. [38] we have already given an
extensive discussions for the deduction of the complete trace decomposition in the vector case.
There, we made an ansatz for Trdρ1
α1|n
and then used a complicated method based on coupled
equations containing the unknown coefficients. These equations had to be solved iteratively
and the proof of correctness for the determined coefficients was done by induction. The same
method has also successfully been applied to the (antisymmetric and symmetric) second rank
tensor case.
In both cases the operator structure of the complete trace decomposition can also be deduced
directly from the result for Hρ1...ρk
α1...αk |n
by performing the replacement
δρ1α1 · · · δ
ρl
αl
Hn → H
ρ1...ρl
α1...αl|n
with 1 6 l 6 k (94)
in each term of Hρ1...ρk
α1...αk|n
. After this replacement we sandwich each term with the operators(
x2
)j−t
and ∆j−t where t counts the number of interior derivatives dρi and Kronecker deltas
δρiρj . j thereby picks up the number of traces taken of the local operator Oα1...αk|n.
Each term which is generated by this rule is attached with an undetermined coefficient
fi (n, h, j) being proportional to
c (n, h, j) =
(n+ h− 1− 2j)!
4j j! (n + h− 1− j)!
. (95)
These unknown coefficients fi (n, h, j) being contained in the ansatz for Trd
ρ1...ρk
α1...αk|n
can then
simply be determined by the relation
xαl Trdρ1...ρk
α1...αk |n
= Trd
ρ1...ρl−1ρl+1...ρk
α1...αl−1αl+1...αk|n+1
xρl for 1 6 l 6 k , (96)
which follows directly from the fact that the complete trace decomposition must a decomposition
of the identity in the respective tensor space, i.e. it must hold
Trd
ρ1...ρk
α1...αk |n
!
=
k∏
i=1
δρiαi . (97)
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A discussion of the replacement rule (94) can be found in Ref. [37] Section 6.5. Here, we use
this rule as a simple device to deduce the complete trace decompositions for local operators of
the respective rank. For the vector and second rank tensor case the following results have also
been proven by induction.
Results for Trdρ1...ρk
α1...αk|n
In this Subsection we will give the result for the complete trace decompositions Trdρ1...ρk
α1...αk|n
for k = 1 and also for k = 2 on and also off the complex cone. The following results have been
calculated by the Java application developed in Ref. [37] implementing the replacement rule
(94).
Vector
We start with the vector case where the result for Trdρ1
α1|n
is
Trd
ρ1
α1|n
=
[n+12 ]∑
j=0
(n+ h− 1− 2j)!
4jj! (n+ h− 1− j)!
{(
x2
)j
Hρ1
α1|n−2j
∆j (98)
+
4j
(n+ h− j)(n + 2h− 1− 2j)
·
(
x2
)j−1
xα1 Hn+1−2j d
ρ1 ∆j−1
}
.
Strictly speaking, the separation of traceless parts form pure traces proportional to xα1 and/or x
2
is not complete in the above result. According to relation (78), the operator xα1 contains a
contribution which is proportional to x2 ∂α1 . The condition of tracelessness is unaltered by the
action of this derivative. This means that we have to decompose the operator xα1 according
to (78) into its parts to obtain a complete separation of the traceless contributions from the
trace terms. However, in the following we will stick to the form (98) for the complete trace
decomposition since the results are more compact in this form. We will return to this topic in
Section IVC where we discuss the complete decompositions into irreducible components.
Taking the on–cone limit of Trdρ1
α1|n
given by (98) we get
T˜rd
ρ1
α1|n = H˜
ρ1
α1|n
+
1
(n+ h− 1)(n + 2h− 3)
· x˜α1 d˜
ρ1 . (99)
A quick comparison with H˜ρ1
α1|n
given by the on–cone limit of (88) shows that T˜rd
ρ1
α1|n is a
decomposition of δρ1α1 . In contrast to the off–cone decomposition (98) the separation of traces is
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always complete in the on–cone limit. This holds for all following on–cone trace decompositions.
The above results for Trdρ1
α1|n
and T˜rd
ρ1
α1|n have first been given in Reference [38] but the following
trace decompositions are all new results.
Antisymmetric second rank tensor
In the antisymmetric second rank tensor case we find the result
Trd
[ρ1ρ2]
[α1α2]|n
=
[n+12 ]∑
j=0
(n+ h− 1− 2j)!
4jj! (n+ h− 1− j)!
{(
x2
)j
H
[ρ1ρ2]
[α1α2]|n−2j
∆j (100)
−
8j
(n+ h− j)(n + 2h− 2− 2j)
·
(
x2
)j−1(
x[α1
H
[ρ1
α2]|n+1−2j
d
ρ2]
−
1
(n+ h− 2j)(n + 2h− 2j)
· x[α1∂α2]Hn+2−2j x
[ρ1dρ2]
)
∆j−1
}
.
On the complex cone we get
T˜rd
[ρ1ρ2]
[α1α2]|n = H˜
[ρ1ρ2]
[α1α2]|n
−
2
(n+ h− 1)(n + 2h− 4)
(
x˜[α1H˜
[ρ1
α2]|n−1
d˜
ρ2] (101)
−
1
(n+ h− 2)2(n+ 2h− 2)
· x˜[α1d˜α2] x˜
[ρ1d˜ρ2]
)
= H˜
[ρ1ρ2]
[α1α2]|n
−
2
(n+ h− 1)(n + 2h− 4)
(
x˜[α1H˜
[ρ1
α2]|n−1
d˜
ρ2]
−
1
4(n+ 2h− 2)
· X˜[α1α2] X˜
[ρ1ρ2]
)
.
Again, a quick comparison with H˜ρ1
α1|n
and H˜
[ρ1ρ2]
[α1α2]|n
given by the on–cone limits of (88) and (89)
shows that T˜rd
[ρ1ρ2]
[α1α2]|n decomposes δ
[ρ1
[α1
δ
ρ2]
α2]
.
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Symmetric second rank tensor
In the symmetric second rank tensor case the complete trace decomposition Trd
(ρ1ρ2)
(α1α2)|n
has
the form
Trd
(ρ1ρ2)
(α1α2)|n
(102)
=
[n+22 ]∑
j=0
(n+ h− 1− 2j)!
4j j! (n+ h− 1− j)!
{(
x2
)j
H
(ρ1ρ2)
(α1α2)|n−2j
∆j
+
8j
(n+ h− j) (n+ 2h− 2j)
·
(
x2
)j−1
x(α1
H
(ρ1
α2)|n+1−2j
d
ρ2) ∆j−1
+
4j
(h− 1) (n+ h− j) (n+ h+ 2− 2j) (n+ 2h− 2j)
(
2 ·
(
x2
)j−1
x(α1∂α2) Hn+2−2j x
(ρ1dρ2) ∆j−1
− (n+ h− 2j) (n+ h+ 1− 2j) ·
(
x2
)j−1 [
x(α1∂α2) Hn+2−2j δ
ρ1ρ2 + δα1α2 Hn+2−2j d
(ρ1xρ2)
]
∆j−1
+
4 (h− 1) (j − 1) (n+ h− 2j)
(n+ h+ 1− j) (n+ 2h+ 1− 2j)
·
(
x2
)j−2
xα1xα2 Hn+2−2j d
ρ1dρ2 ∆j−2
)
+
2j (n+ h− 2j) (n+ h+ 1− 2j)
(h− 1) (n+ h− j)
·
(
x2
)j−1
δα1α2 Hn+2−2j δ
ρ1ρ2∆j−1
}
.
In the on–cone limit this reduces to
T˜rd
(ρ1ρ2)
(α1α2)|n = H˜
(ρ1ρ2)
(α1α2)|n
+
1
2(h− 1)
· δα1α2 δ
ρ1ρ2 (103)
+
2
(n+ h− 1) (n+ 2h− 2)
· x˜(α1H˜
(ρ1
α2)|n−1
d˜
ρ2)
+
1
(n+ h− 1) (n+ h− 2) (n+ 2h− 3) (n+ 2h− 4)
· x˜α1 x˜α2 d˜
ρ1d˜ρ2
+
2
(h− 1) (n+ h) (n+ h− 1) (n+ h− 2) (n+ 2h− 2)
· x˜(α1 d˜α2) x˜
(ρ1d˜ρ2)
−
1
(h− 1) (n+ h) (n+ 2h− 2)
[
x˜(α1d˜α2) δ
ρ1ρ2 + δα1α2 d˜
(ρ1 x˜ρ2)
]
.
Taking the on–cone limit of Trd
(ρ1ρ2)
(α1α2)|n
one has to pay attention to additional factors coming
from the relations (74) and (75). The operators xα and ∂α must be shifted through the harmonic
extension Hn contained in H
(ρ1ρ2)
(α1α2)|n
and Hρ1
α1|n
; see relation (72).
It is a good exercise to check that T˜rd
(ρ1ρ2)
(α1α2)|n given by (103) really is a decomposition of
δ
(ρ1
(α1
δ
ρ2)
α2)
. On has to use H˜ρ1
α1|n
and H˜
(ρ1ρ2)
(α1α2)|n
given by the on–cone limits of (88) and (91).
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IV. SYMMETRY PART
In Section III we have given methods for the construction of a unique projector Hρ1...ρk
α1...αk|n
subtracting all traces of the local operator Oρ1...ρk|n and for the related complete trace de-
composition Trdρ1...ρk
α1...αk|n
. But since our local operators shall be decomposed into irreducible
SO(2h,C)–tensors we have only solved half of the problem up to now. To make a traceless ten-
sor O◦
α1...αk(ζ1...ζn)
irreducible under this group it must carry a definite Young symmetry in all m
indices {ξ} = {ζ}∪{α} which determines the behavior of this tensor under index permutations.
This requirement of irreducibility for the group SO(2h,C) is inherited from the GL(2h,C).
The irreducible representations of the general linear groupGL(2h,C) are uniquely determined
by the idempotent Young operators
Y[m] =
f(m)
m!
Q[m]P[m] with P[m] =
∑
p∈H[m]
p and Q[m] =
∑
q∈V[m]
δq q , (104)
where δq is the parity of the permutation q. The Young operators are related to corresponding
Young tableaux being denoted by [m]. These Young tableaux are obtained from corresponding
Young patterns (m) defined by
(m) = (m1, . . . ,mr) with m1 > m2 > . . . > mr and
r∑
i=1
mi = m (105)
by inserting, without repetition, the indices ξ1, . . . , ξk. H[m] and V[m] in (104) denote the hori-
zontal and vertical permutations defined by [m]. The coefficient f(m) in (104) is given by
f(m) = k!
∏
i<j (li − lj)∏r
i=1 li!
with li = mi + r − i ,
∑
(m)
f2(m) = m! (106)
and depends only on the given pattern (m) but not on the related Young tableaux [m]. It gives
the number of different, but equivalent, irreducible representations belonging to the same Young
pattern (m) and determines the dimension of these representations. The number of irreducible
representations is also given by the number of standard Young tableaux which are obtained by
inserting the indices ξ1, . . . , ξm lexicographically into a given Young pattern. This means that
the indices are increasing from left to right and from top to bottom.
The construction of irreducible representations of the group GL(2h,C) and their interrelation
with the irreducible representation of the symmetric group Sk is explained in many standard
text books. Here, we refer to [34, 36, 39].
In the following we will denote specific Young tableaux by [m]j where m will denote the
different patterns (m) and j the different tableaux belonging to this pattern. Unfortunately,
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the form (104) of the Young projectors Y[m]j does not fully supply us with what we need. For
k > 5 the Young projectors Y[m]j are neither orthogonal nor are they a decomposition of the
identity in the respective tensor space. To obtain the desired orthogonal decomposition in terms
of symmetry projectors one has to follow the procedure given in Ref. [39] Chapter IV.5 and in
Ref. [37]. There, an additional operator q[m]j is constructed which orthogonalizes the projectors
Y[m]j given by (104). These new Young operators are defined as
Yˆ[m]j := q[m]j Y[m]j . (107)
The projectors Yˆ[m]j now fulfill the desired orthogonality condition
Yˆ[m]j Yˆ[m′]j′ = δ[m]j [m′]j′ Yˆ[m]j and
∑
[m]j
Yˆ[m]j = I . (108)
Since all projectors Yˆ[m] are orthogonal, we can also construct an orthogonal decomposition
on the level of Young patterns (m). We just have to sum all standard Young projectors Yˆ[m]j
belonging to the same pattern
Yˆ(m) :=
f(m)∑
j=1
Yˆ[m]j . (109)
The projectors Yˆ(m) then also fulfill an orthogonality relation and decompose the identity
Yˆ(m)Yˆ(m′) = δ(m)(m′) Yˆ(m) and
∑
(m)
Yˆ(m) = I . (110)
A. The construction of Extended Young projectors
To obtain the desired irreducible parts of Oα1...αk|n we must now construct extended Young
projectors operating on α1 to αk and ζ1 to ζn. For a fixed integer n this can, in principle, be
done in a straightforward manner just by building all standard Young projectors Yˆ
ξ′1...ξ
′
m
ξ1...ξm|[m]j
where {ξ} is the joint set of the indices given by (41). The problem is that n is not restricted
and that the standard Young projectors Yˆ
ξ′1...ξ
′
m
ξ1...ξm|[m]j
, in general, cannot be constructed in closed
form for m = n+ k indices if n is not a fixed integer number.
Fortunately, we do not need to know these full projectors Yˆ
ξ′1...ξ
′
m
ξ1...ξm|[m]j
since they are to be con-
tracted with the symmetric tensor Xζ1...ζn . It is therefore sufficient to determine the contracted
Young projectors
Xζ1...ζn Yˆ
ξ′1...ξ
′
m
ξ1...ξm|[m]j
. (111)
28
Figure 1 shows such a general Young tableau [m]j related to Yˆ
ξ′1...ξ
′
m
ξ1...ξm|[m]j
.
α1
k1
...
α11
α2
k2
...
α21
αaka
...
αa1
ζ1 ζ2 . . . ζa . . . ζn α01 . . . α
0
k0
. . .
mr
...
...
...
m2
m1 = n+ k
0
with k1 > k2 > . . . > ka > 1
and k = k0 +
a∑
i=1
ki
and n+ k =
r∑
i=1
mi
FIG. 1: General Young tableau [m]j = [m1, . . . ,mr]j constructed out of {α} and {ζ}
To fill this tableaux lexicographically we enumerate the indices ξi according to the definition (41).
We therefore have ξ1 = ζ1, ξn = ζn and ξn+1 = α1, ξn+k = αk. In the following we will develop
a polynomial technique to determine Xζ1...ζnYˆ
ξ′1...ξ
′
m
ξ1...ξm|[m]j
. This is again done by constructing a
differential operator Yˆ
[m]j |α
′
1...α
′
k
α1...αk|n
having the property
Xζ1...ζn Yˆ
ξ′1...ξ
′
m
ξ1...ξm|[m]j
= Yˆ
[m]j |α
′
1...α
′
k
α1...αk |n
Xζ
′
1...ζ
′
n . (112)
Here, two cases are to be treated:
1. A subset {α˜} ⊂ {α} is symmetrized together with the internal indices ζ1 to ζn, i.e. all
indices contained in {α˜} and {ζ} are put into a completely symmetric Young tableaux[
m
]
=
[
n+ k
]
given by
ζ1 . . . ζn α˜1 . . . α˜k
.
The contracted standard Young projector related to this tableau is given by
Xζ1...ζn Yˆ
{ζ′}{α˜′}
{ζ}{α˜}|[m] =
n!
m!
·Y
S|{α˜′}
{α˜} X
ζ′1...ζ
′
n (113)
with Y
S|{α˜′}
{α˜} given by
Y
S|{α˜′}
{α˜} (∂, x) =
k∏
i=1
∂xα˜i
k∏
j=1
xα˜
′
j . (114)
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The complete structure of the contracted standard Young projector on the left hand
side of (113) is reproduced by the differential operator Y
S|{α˜′}
{α˜}
acting on the symmetric
tensor Xζ
′
1...ζ
′
n . The normalizing factor in (113) is determined by the normalizing factor
f(m) defined through (106).
2. A subset {α˜} ⊂ {α} of l indices is antisymmetrized with the internal indices ζ1 to ζn,
i.e. all indices contained in {ζ} and {α˜} are inserted into the Young tableaux [n, 1, . . . , 1]
according to
α˜l
...
α˜1
ζ1 ζ2 . . . ζn
.
The contracted Young projector related to this tableau obtains the form
Xζ1...ζn Yˆ
{ζ′}{α˜′}
{ζ}{α˜}|[n,1,...,1] =
1 + l
n+ l
· xσ Y
A|{α˜′}
{α˜}σ X
ζ′1...ζ
′
n (115)
with Y
A|{α˜′}
{α˜}σ given by
Y
A|{α˜′}
{α˜}σ = ∂
y1
[α˜1
· · · ∂ylα˜l ∂
x
σ] y
α˜′1
1 · · · y
α˜′
l
l (116)
=: D{α˜}σY
{α˜′} . (117)
The normalizing factor in (115) is determined by the normalizing factor f(n,1,...,1) defined
through (106). Again, we reproduce the complete structure of the contracted standard
Young projector on the left hand side of (115) with the help of the differential opera-
tor xσ Y
A|{α˜′}
{α˜}σ acting on the tensor X
ζ′1...ζ
′
n .
A Young pattern (n, 1, . . . , 1) of course leads to many different lexicographically filled
standard tableaux but only the one where all indices {ζ} are put into the first row survives
the symmetrization of ζ1 to ζn which follows from the definition (104) of Y[m]. All other
standard tableaux cancel under this symmetrization.
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With these pre–requisites we can now discuss all standard Young tableaux which can be con-
structed out of {α} and {ζ} under the constraint that all indices ζi are symmetric. The con-
tracted Young projector related to the general Young tableaux shown in Figure 1 can be obtained
with the help of the differential operators Y
S|{α′}0
{α}0
and Y
A|{α′}i
{α}iσ
. First, we perform the sym-
metrization of {α}0 followed by an antisymmetrization of all subsets {α}i with i = 1, ..., a.
To this purpose we define the following commutative product of Y
A|{α′}i
{α}iσi
and Y
A|{α′}j
{α}jσj
Y
A|{α′}i
{α}iσi
·Y
A|{α′}j
{α}jσj
:= D{α}iσiD{α}jσj ·Y
{α′}iY{α
′}j (118)
and can now perform all antisymmetrizations in Figure 1 by successively taking products of
Y
A|{α′}i
{α}iσi
. The key point is that these products automatically perform the remaining symmetriza-
tions in m2 to mr.
To realize the orthogonalization q[m]j of [m]j we have to apply a standard Young projector
Yˆ
{α′}a
{α}a|[m2,...,mr]j
which we obtain from Figure 1 by removing the first row, where {α}a is given by
{α}a = ∪ai=1 {α}
i and is the complement of {α}0. Up to a normalizing factor f (m) (n), we get
Xζ1...ζn Yˆ
{ζ′}{α′}
{ζ}{α}|[m1,...,mr]j
(119)
= f (m) (n) · Yˆ
{β}a
{α}a|[m2,...,mr]j
Xσ1...σa
a∏
i=1
Y
A|{α′}i
{β}iσi
Y
S|{α′}0
{α}0
Xζ
′
1...ζ
′
n
The action of q[m]j can be reduced to the rows m2 to mr due to the symmetrization of the indices
ζ1 to ζn. We refer to the References [37, 39] for further details about this operator. The operator
Yˆ
[m]j |α
′
1...α
′
k
α1...αk|n
can now be read off from (119).
To obtain an extended Young projector for the Young pattern (m) = (m1, . . . ,mr) we have
to evaluate two sums. First, we have to sum over all possible subsets {α}0 and second, over
all lexicographically filled standard tableaux [m2, . . . ,mr]j according to relation (109). The
extended Young projector for the pattern (m) = (m1, . . . ,mr) then obtains the form
Yˆ
(m)|{α′}
{α}|n = f
(m) (n) ·
∑
{α}0
Yˆ
{β}a
{α}a|(m2,...,mr)
Xσ1...σa
a∏
i=1
Y
A|{α′}i
{β}iσi
Y
S|{α′}0
{α}0
. (120)
In the above construction f (m) (n) is an undetermined normalizing coefficient which will be
determined by the projector condition Yˆ
(m)|{σ}
{α}|n Yˆ
(m)|{α′}
{σ}|n = Yˆ
(m)|{α′}
{α}|n . By taking the sum over
all Young tableaux we have summed over all equivalent irreducible representations belonging to
that pattern. Due to relation (110) we obtain the identity, if the summation over all extended
Young patterns (m) is performed ∑
(m)
Yˆ
(m)|ρ1...ρk
α1...αk|n
= I . (121)
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The symmetry of the indices α1 to αk will be determined by the application of a standard Young
projector.
Results for the extended Young projectors
We will now give the results for extended Young projectors for k = 1 and for k = 2. The
results will be presented in two versions. The first version gives the results in the form (120)
and in a second form we will perform all σ–contractions. This second version of the results is
very useful to check that the extended Young projectors are an orthogonal decomposition of the
identity.
Vector
In the vector case we get the results
(I) ζ1 · · · ζn
α1
Yˆ
(n+1)|ρ1
α1|n
=
n!
(n+ 1)!
·YS|ρ1α1 ∀ n (122)
=
1
n+ 1
· ∂α1 x
ρ1 (123)
(II) ζ1 · · · ζn
α1
Yˆ
(n,1)|ρ1
α1|n
=
2
n+ 1
· xσ1 YA|ρ1α1σ1 ∀ n > 1 (124)
=
2
n+ 1
· xσ1 δρ1[α1∂σ1] (125)
= δρ1α1 −
1
n+ 1
· ∂α1 x
ρ1 . (126)
Due to the differentiation in (124) the extended Young projector Yˆ
(n,1)|ρ1
α1|n
annihilates a con-
stant tensor with n = 0.
To perform the σ–contraction, we assumed that these projectors act on a homogeneous
polynomial On of the order n. It is obvious that (122) and (124) are orthonormal projectors
and decompose δρ1α1 .
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Antisymmetric second rank tensor
In the antisymmetric second rank tensor case we find the results
(II) ζ1 · · · ζn
α2
α1
Yˆ
(n+1,1)|[ρ1ρ2]
[α1α2]|n
=
4
n(n+ 2)
· δ
[β1
[α1
δ
β2]
α2]
xσ1 Y
A|[ρ1
β1σ1
Y
S|ρ2]
β2
∀ n > 1 (127)
=
4
n(n+ 2)
· δ
[β1
[α1
δ
β2]
α2]
xσ1 δ
[ρ1
[β1
∂
σ1]
∂β2x
ρ2] (128)
= −
2
n+ 2
· ∂[α1δ
[ρ1
α2]
x
ρ2] (129)
(III) ζ1 · · · ζn
α1
α2
Yˆ
(n+1,1)|[ρ1ρ2]
[α1α2]|n
=
3
n+ 2
· xσ1 YA|ρ1ρ2α1α2σ1 ∀ n > 1 (130)
=
3
n+ 2
· xσ1 δ
[ρ1
[α1
δ
ρ2]
α2
∂
σ1]
(131)
= δ
[ρ1
[α1
δ
ρ2]
α2]
+
2
n+ 2
· ∂[α1δ
[ρ1
α2]
x
ρ2] . (132)
Again, the orthogonal decomposition of δ
[ρ1
[α1
δ
ρ2]
α2]
is obvious.
Symmetric second rank tensor
For the symmetric tensor case we obtain
(I) ζ1 · · · ζn
α1 α2
Yˆ
(n+2)|(ρ1ρ2)
(α1α2)|n
=
n!
(n+ 2)!
·YS|ρ1ρ2α1α2 ∀ n (133)
=
1
(n+ 2)(n + 1)
· ∂α1∂α2x
ρ1xρ2 (134)
(II) ζ1 · · · ζn
α2
α1
Yˆ
(n+1,1)|(ρ1ρ2)
(α1α2)|n
=
4
n(n+ 2)
· δ
(β1
(α1
δ
β2)
α2)
xσ1 Y
A|(ρ1
β1σ1
Y
S|ρ2)
β2
∀ n > 1 (135)
=
4
n(n+ 2)
· δ
(β1
(α1
δ
β2)
α2)
xσ1 δ
(ρ1
[β1
∂
σ1]
∂β2x
ρ2) (136)
=
2
n
(
∂(α1δ
(ρ1
α2)
x
ρ2) −
1
n+ 2
· ∂α1∂α2x
ρ1xρ2
)
(137)
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(IV) ζ1 ζ2 · · · ζn
α1 α2
Yˆ
(n,2)|(ρ1ρ2)
(α1α2)|n
=
4
n(n+ 1)
· δ
(β1
(α1
δ
β2)
α2)
xσ1xσ2 Y
A|(ρ1
β1σ1
Y
A|ρ2)
β2σ2
∀ n > 2 (138)
=
4
n(n+ 1)
· δ
(β1
(α1
δ
β2)
α2)
xσ1xσ2 δ
(ρ1
[β1
∂
σ1]
δ
ρ2)
[β2
∂
σ2]
(139)
= δ
(ρ1
(α1
δ
ρ2)
α2)
−
2
n
(
∂(α1δ
(ρ1
α2)
x
ρ2) −
1
2(n + 1)
· ∂α1∂α2x
ρ1xρ2
)
. (140)
Here, one only has to sum the coefficients of the term ∂α1∂α2x
ρ1xρ2 in Yˆ
(n+2)|(ρ1ρ2)
(α1α2)|n
, Yˆ
(n+1,1)|(ρ1ρ2)
(α1α2)|n
and Yˆ
(n,2)|(ρ1ρ2)
(α1α2)|n
to see that these three extended Young projectors decompose δ
(ρ1
(α1
δ
ρ2)
α2)
.
B. The construction of spin projectors
In this Section we will construct all spin projectors for k = 1 and k = 2 free indices and will
thereby make use of the previous results obtained for the extended Young projectors Yˆ
(m)|ρ1...ρk
α1...αk|n
and for the projector onto traceless tensor polynomials Hρ1...ρk
α1...αk|n
. Here, we remark that the
name of the spin projectors is borrowed from the notion of Lorentz spin which is defined in four
dimensional space–time only.
Irreducible tensor representations of the group SO(2h;C) are realized in the space of trace-
less tensors carrying a proper Young symmetry. In the Sections IVA and IIIA we have given
an algorithm for the explicit determination of all extended Young projectors and for the deter-
mination of Hρ1...ρk
α1...αk|n
including all possible Young symmetrizations of these objects. We can
therefore dispose of all pre–requisites for the construction of projectors onto irreducible tensor
representations of the group SO(2h;C).
To obtain an irreducible tensor we first apply the projector onto traceless tensor polynomials
Hρ1...ρk
α1...αk |n
followed by a projection onto extended Young symmetry with the help of the extended
Young projectors Yˆ
(m)|ρ1...ρk
α1...αk|n
. The product of these two projectors is then called a spin projector
defined as
S
(m)|ρ1...ρk
α1...αk|n
:= Yˆ
(m)|β1...βk
α1...αk |n
Hρ1...ρk
β1...βk|n
(141)
projecting onto a local irreducible tensor given by
O
(m)
α1...αk |n
:= S
(m)|ρ1...ρk
α1...αk|n
Oρ1...ρk|n . (142)
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Results for the spin projectors
To obtain the results for the spin projectors we have to apply all Young projectors that were
found in the respective tensor case to the related projector onto traceless tensor polynomials.
Vector
In the vector case we have found two relevant Young patterns (I) and (II). The extended
Young projectors (122) and (124) belonging to these patterns lead to two spin projectors. For
the first Young symmetry (n+ 1) we get
S
(n+1)|ρ1
α1|n
= Yˆ
(n+1)|β1
α1|n
Hρ1
β1|n
(143)
=
1
(n+ 1)(n + h− 1)
·Hn dα1 x
ρ1 (144)
and for the second Young symmetry (n, 1) we obtain
S
(n,1)|ρ1
α1|n
= Yˆ
(n,1)|β1
α1|n
Hρ1
β1|n
(145)
= Hn
(
δρ1α1 −
1
n+ h− 1
{
1
n+ 2h − 3
· xα1 d
ρ1 +
1
n+ 1
· dα1 x
ρ1
})
. (146)
Antisymmetric Tensor
In this case we have to apply the extended Young projectors (127) and (130) belonging to
the pattern (II) and (III). Again we get two spin projectors. For the Young symmetry (n+1, 1)
we find
S
(n+1,1)|[ρ1ρ2]
[α1α2]|n
= Yˆ
(n+1,1)|[β1β2]
[α1α2]|n
H
[ρ1ρ2]
[β1β2]|n
(147)
= −
2
(n+ 2)(n + h− 1)
·Hn
{
d
[α1
δ
[ρ1
α2]
x
ρ2]
−
n+ h
(n+ h− 2)2(n+ 2h− 2)
· x[α1dα2]x
[ρ1dρ2]
}
.
For the Young symmetry (n, 1, 1) we get
S
(n,1,1)|[ρ1ρ2]
[α1α2]|n
= Yˆ
(n,1,1)|[β1β2]
[α1α2]|n
H
[ρ1ρ2]
[β1β2]|n
(148)
= Hn
{
δ
[ρ1
[α1
δ
ρ2]
α2]
+
2
n+ h− 1
[
1
n+ 2h− 4
· x[α1δ
[ρ1
α2]
d
ρ2] +
1
n+ 2
· d[α1δ
[ρ1
α2]
x
ρ2]
]
−
2
(n+ 2)(n+ h− 2)2(n+ 2h− 4)
· x[α1dα2]x
[ρ1dρ2]
}
.
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Symmetric Tensor
Here, we apply the extended Young projectors (133), (135) and (138) belonging to the pattern
(I), (II) and (IV); we obtain three spin projectors. For the Young pattern (n+ 2) we get
S
(n+2)|(ρ1ρ2)
(α1α2)|n
= Yˆ
(n+2)|(β1β2)
(α1α2)|n
H
(ρ1ρ2)
(β1β2)|n
(149)
=
1
(n+ 1)(n + 2)(n + h− 1)(n + h)
·Hn dα1dα2 x
ρ1xρ2
and for the pattern (n+ 1, 1) we obtain
S
(n+1,1)|(ρ1ρ2)
(α1α2)|n
= Yˆ
(n+1,1)|(β1β2)
(α1α2)|n
H
(ρ1ρ2)
(β1β2)|n
(150)
= HnH
β1β2
α1α2|0
S˜
′(n+1,1)|(σ1σ2)
(β1β2)|n
Hρ1ρ2
σ1σ2|0
= Hn
{
S˜
′(n+1,1)|(ρ1ρ2)
(α1α2)|n
−
2
n(n+ h)(n + 2h− 2)
[
x(α1dα2) δ
ρ1ρ2 + δα1α2 d
(ρ1xρ2)
]}
with
S˜
′(n+1,1)|(ρ1ρ2)
(α1α2)|n
=
2
n(n+ h− 1)
· (151)(
d(α1
δ
(ρ1
α2)
x
ρ2) −
1
n+ h
[
1
n+ 2h− 2
· x(α1dα2)x
(ρ1dρ2) +
1
n+ 2
· dα1dα2 x
ρ1xρ2
])
(152)
and Hβ1β2
α1α2|0
given by (90). For the third and last Young pattern (n, 2) we find
S
(n,2)|(ρ1ρ2)
(α1α2)|n
= Yˆ
(n,2)|(β1β2)
(α1α2)|n
H
(ρ1ρ2)
(β1β2)|n
(153)
= HnH
β1β2
α1α2|0
S˜
′(n,2)|(σ1σ2)
(β1β2)|n
Hρ1ρ2
σ1σ2|0
= Hn
{
S˜
′(n,2)|(ρ1ρ2)
(α1α2)|n
−
1
2 (h− 1)
· δα1α2δ
ρ1ρ2
+
1
n(h− 1)(n + h)
[
x(α1dα2) δ
ρ1ρ2 + δα1α2 d
(ρ1xρ2)
]}
with
S˜
′(n,2)|ρ1ρ2
α1α2|n
= δ
(ρ1
(α1
δ
ρ2)
α2)
−
2
n+ h− 1
[
1
n+ 2h− 2
· x(α1δ
(ρ1
α2)
d
ρ2) +
1
n
· d(α1δ
(ρ1
α2)
x
ρ2)
]
(154)
+
1
(n+ h− 2)(n + 2h− 2)
[
2(h− 2)
n(h− 1)(n + h)
· x(α1dα2) x
(ρ1dρ2)
+
1
(n+ h− 1)(n + 2h− 3)
· xα1xα2 d
ρ1dρ2
]
+
1
n(n+ 1)(n + h)(n + h− 1)
· dα1dα2 x
ρ1xρ2 .
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In this form, the spin projectors (147), (148) and (149) to (153) are given here for the first time.
Different representations in local and nonlocal form can be found in the Refs. [9, 10, 23]. The
key point is, that we have consequently used the interior derivative dα in the above results which
shows the deep relations to the conformal Lie algebra so(2, 2h) and makes them more compact.
Since any spin projector S
(m)|ρ1...ρk
α1...αk|n
projects onto local traceless tensor polynomials, it fulfills
the factorization (70). In the above results this holds especially for S
(n+1,1)|(ρ1ρ2)
(α1α2)|n
and S
(n,2)|(ρ1ρ2)
(α1α2)|n
.
The on–cone limit of the spin projectors can be obtained by H˜n = I and taking x˜α and d˜α
on the complex cone.
C. The construction of complete spin decompositions
We are now able to deduce our main results, namely the complete decomposition of local
tensors Oα1...αk(ζ1...ζn) into irreducible components, from the complete trace decompositions ob-
tained in Section IIIB. There, we isolated all traceless contributions from the trace terms x2,
xαi and δαiαj and can now transform these traceless parts into irreducible tensors by replacing
the projectors onto traceless polynomials Hρ1...ρk
α1...αk |n
by their representations in terms of spin
projectors.
According to relation (121) and Section IVB we find the following representations for Hn,
Hρ1
α1|n
, H
[ρ1ρ2]
[α1α2]|n
and H
(ρ1ρ2)
(α1α2)|n
Hn = S
(n)
n (155)
Hρ1
α1|n
= S
(n+1)|ρ1
α1|n
+ S
(n,1)|ρ1
α1|n
(156)
H
[ρ1ρ2]
[α1α2]|n
= S
(n+1,1)|[ρ1ρ2]
[α1α2]|n
+ S
(n,1,1)|[ρ1ρ2]
[α1α2]|n
(157)
H
(ρ1ρ2)
(α1α2)|n
= S
(n+2)|(ρ1ρ2)
(α1α2)|n
+ S
(n+1,1)|(ρ1ρ2)
(α1α2)|n
+ S
(n,2)|(ρ1ρ2)
(α1α2)|n
. (158)
These representations can now be inserted into the complete trace decompositions (98), (100)
and (102) to obtain complete decompositions into irreducible components.
Scalar
To begin the list of complete decompositions into irreducible components, we reformulate the
result of Bargmann and Todorov [21] for the scalar case
Spdn =
[n2 ]∑
j=0
(n+ h− 1− 2j)!
4jj! (n+ h− 1− j)!
·
(
x2
)j
S
(n−2j)
n−2j (x, j) (159)
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with
S
(n−2j)
n−2j (x, j) := S
(n−2j)
n−2j ∆
j . (160)
On the complex cone the scalar decomposition reduces to the identity which means that any
fully contracted scalar local tensor on the cone is irreducible under SO(2h;C).
Vector
In the vector case we insert the relations (155) and (156) into the trace decomposition (98)
and find
Spd
ρ1
α1|n
=
[n+12 ]∑
j=0
(n+ h− 1− 2j)!
4jj! (n+ h− 1− j)!
{(
x2
)j [
S
2|(n−2j+1)|ρ1
α1|n−2j
(x, j) +S
3|(n−2j,1)|ρ1
α1|n−2j
(x, j)
]
+
4j
(n+ h− j)(n + 2h− 1− 2j)
·
(
x2
)j−1
xα1 S
1|(n−2j+1)|ρ1
n+1−2j (x, j)
}
(161)
The operators S
i|(m)|ρ1
α1|n
(x, j) are irreducible under the group SO(2h,C). For the vector case
they are given by one scalar operator
S
1|(n−2j+1)|ρ1
n+1−2j (x, j) := S
(n−2j+1)
n+1−2j d
ρ1 ∆j−1 (162)
and two vector operators
S
2|(n−2j+1)|ρ1
α1|n−2j
(x, j) := S
(n−2j+1)|ρ1
α1|n−2j
∆j (163)
S
3|(n−2j,1)|ρ1
α1|n−2j
(x, j) := S
(n−2j,1)|ρ1
α1|n−2j
∆j . (164)
According to (78) the operator xα1 still contains a derivative ∂α1 which can be applied in (161)
to the following operator S
1|(n−2j+1)|ρ1
n+1−2j without destroying its irreducibility. Decomposing xα1
we get the complete decomposition
Spd
ρ1
α1|n
=
[n+12 ]∑
j=0
(n+ h− 1− 2j)!
4jj! (n+ h− 1− j)!
{(
x2
)j [
S
2|(n−2j+1)|ρ1
α1|n−2j
(x, j) +S
3|(n−2j,1)|ρ1
α1|n−2j
(x, j)
]
−
2j
(n+ h− j)(n + 2h− 1− 2j)
·
(
x2
)j−1
(165)
×
[
x2S
1|(n−2j+1)|ρ1
α1|n−2j
(x, j) − 2 (n+ h− 2j) · xα1 S
1|(n−2j+1)|ρ1
n+1−2j (x, j)
]}
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with S
1|(n−2j+1)|ρ1
α1|n−2j
given by
S
1|(n−2j+1)|ρ1
α1|n−2j
(x, j) := ∂α1 S
1|(n−2j+1)|ρ1
n+1−2j (x, j) . (166)
For h = 2 this complete decomposition (165) has first been given in Ref. [38] for the quark–
antiquark vector operator; see also Section V for the twist decomposition of this operator. Taking
the on–cone limit of (165) we get
S˜pd
ρ1
α1|n = S˜
2|(n+1)|ρ1
α1|n
(x˜, 0) + S˜
3|(n,1)|ρ1
α1|n
(x˜, 0) (167)
+
1
(n+ h− 1)(n + 2h− 3)
· x˜α1 S˜
1|(n−1)|ρ1
n−1 (x˜, 1) .
If we contract the results (161) or (165) with xα1 we arrive at the scalar decomposition (159) with
n→ n+ 1 after some calculation. This also holds for the respective on–cone decompositions.
Antisymmetric tensor
To obtain the complete decomposition into irreducible tensors in the antisymmetric tensor
case, we insert the representations (155) to (157) into the complete trace decomposition (100)
and find the result
Spd
[ρ1ρ2]
[α1α2]|n
=
[n+22 ]∑
j=0
(n+ h− 1− 2j)!
4j j! (n + h− 1− j)!
{
(168)
(
x2
)j [
S
3|(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j) +S
4|(n−2j,1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j)
]
−
8j
(n+ h− j)(n + 2h− 2− 2j)
·
(
x2
)j−1
x[α1
S
2|(n−2j+1,1)|[ρ1ρ2]
α2]|n+1−2j
(x, j)
−
8j(n + h+ 1− 2j)
(n+ h− j)(n + h− 2j)(n + 2h− 2j)
·
(
x2
)j−1
x[α1
S
1|(n−2j+2)|[ρ1ρ2]
α2]|n+1−2j
(x, j)
}
with two vector operators
S
1|(n−2j+2)|[ρ1ρ2]
α2|n+1−2j
(x, j) := S
(n−2j+2)|[ρ1
α2|n+1−2j
d
ρ2]∆j−1 (169)
S
2|(n−2j+1,1)|[ρ1ρ2]
α2|n+1−2j
(x, j) := S
(n−2j+1,1)|[ρ1
α2|n+1−2j
d
ρ2]∆j−1 (170)
and two antisymmetric tensor operators
S
3|(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j) := S
(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
∆j (171)
S
4|(n−2j,1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j) := S
(n−2j,1,1)|[ρ1ρ2]
[α1α2]|n−2j
∆j . (172)
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The last term in the decomposition (168) receives two contributions. Again, we decompose the
operator xα1 to expand the above result and get a decomposition with five contributions
Spd
[ρ1ρ2]
[α1α2]|n
= (173)
[n+22 ]∑
j=0
(n+ h− 1− 2j)!
4j j! (n + h− 1− j)!
{
(
x2
)j [
S
3|(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j) +S
4|(n−2j,1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j)
]
+
4j
(n+ h− j)(n + 2h− 2− 2j)
·
(
x2
)j−1 [
x2S
2|(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j)
−2(n + h− 2j) · x[α1S
2|(n−2j+1,1)|[ρ1ρ2]
α2]|n+1−2j
(x, j)
]
−
8j(n + h+ 1− 2j)
(n+ h− j)(n + 2h− 2j)
·
(
x2
)j−1
x[α1S
1|(n−2j+2)|[ρ1ρ2]
α2]|n+1−2j
(x, j)
}
with
S
2|(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
(x, j) := ∂[α1S
2|(n−2j+1,1)|[ρ1ρ2]
α2]|n+1−2j
(x, j) . (174)
On the complex cone we find the result
S˜pd
[ρ1ρ2]
[α1α2]|n = S˜
3|(n+1,1)|[ρ1ρ2]
[α1α2]|n
(x˜, 0) + S˜
4|(n,1,1)|[ρ1ρ2]
[α1α2]|n
(x˜, 0) (175)
−
2
(n+ h− 1)(n + 2h− 4)
· x˜[α1S˜
2|(n−1,1)|[ρ1ρ2]
α2]|n−1
(x˜, 1)
−
2
(n+ h− 2)(n + 2h− 2)
· x˜[α1S˜
1|(n)|[ρ1ρ2]
α2]|n−1
(x˜, 1) .
Symmetric tensor
To obtain the final spin decomposition in the symmetric tensor case we insert the representa-
tions (155), (156) and (158) into the complete trace decomposition (102). After some calculation
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the result is
Spd
(ρ1ρ2)
(α1α2)|n
= (176)
[n+22 ]∑
j=0
(n+ h− 1− 2j)!
4jj! (n+ h− 1− j)!
{
(
x2
)j [
S
5|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
+S
6|(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
+S
7|(n−2j,2)|(ρ1ρ2)
(α1α2)|n−2j
]
+
8j
(n+ h− j)(n + 2h− 2j)
·
(
x2
)j−1
x(α1
S
4|(n−2j+1,1)|(ρ1ρ2)
α2)|n+1−2j
−
4j(n + h+ 1− 2j)
(h− 1)(n + h− j)(n + h+ 2− 2j)(n + 2h− 2j)
·
(
x2
)j−1 [
(n+ h− 2j)
(
x(α1
S
1|(n−2j+2)|(ρ1ρ2)
α2)|n+1−2j
+ δα1α2 S
0|(n−2j+2)|(ρ1ρ2)
n+2−2j
)
− 2h · x(α1S
3|(n−2j+2)|(ρ1ρ2)
α2)|n+1−2j
]
+
2j(n + h− 2j)(n + h+ 1− 2j)
(h− 1)(n + h− j)
·
(
x2
)j−1
δα1α2 S
1|(n−2j+2)|(ρ1ρ2)
n+2−2j
+
16j(j − 1)(n + h− 2j)(n + h− j)−1(n+ 2h− 2j)−1
(n+ h+ 1− j)(n + h+ 2− 2j)(n + 2h+ 1− 2j)
·
(
x2
)j−2
xα1xα2 S
2|(n−2j+2)|(ρ1ρ2)
n+2−2j
}
with three scalar operators
S
0|(n−2j+2)|(ρ1ρ2)
n+2−2j (x, j) := S
(n−2j+2)
n+2−2j d
(ρ1xρ2) ∆j−1 (177)
S
1|(n−2j+2)|(ρ1ρ2)
n+2−2j (x, j) := S
(n−2j+2)
n+2−2j δ
ρ1ρ2 ∆j−1 (178)
S
2|(n−2j+2)|(ρ1ρ2)
n+2−2j (x, j) := S
(n−2j+2)
n+2−2j d
ρ1dρ2 ∆j−2 , (179)
three vector operators
S
1|(n−2j+2)|(ρ1ρ2)
α1|n+1−2j
(x, j) := ∂
α1
S
1|(n−2j+2)|(ρ1ρ2)
n+2−2j (x, j) (180)
S
3|(n−2j+2)|(ρ1ρ2)
α1|n+1−2j
(x, j) := S
(n−2j+2)|(ρ1
α1|n+1−2j
d
ρ2) ∆j−1 (181)
S
4|(n−2j+1,1)|(ρ1ρ2)
α1|n+1−2j
(x, j) := S
(n−2j+1,1)|(ρ1
α1|n+1−2j
d
ρ2) ∆j−1 (182)
and three tensor operators
S
5|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
(x, j) := S
(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
∆j (183)
S
6|(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
(x, j) := S
(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
∆j (184)
S
7|(n−2j,2)|(ρ1ρ2)
(α1α2)|n−2j
(x, j) := S
(n−2j,2)|(ρ1ρ2)
(α1α2)|n−2j
∆j . (185)
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Expanding all operators xα in the latter decomposition (176) we get
Spd
(ρ1ρ2)
(α1α2)|n
= (186)
[n+22 ]∑
j=0
(n+ h− 1− 2j)!
4jj! (n+ h− 1− j)!
{
(
x2
)j [
S
5|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
+S
6|(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
+S
7|(n−2j,2)|(ρ1ρ2)
(α1α2)|n−2j
]
−
4j
(n+ h− j)(n + 2h− 2j)
·
(
x2
)j−1 [
x2S
4|(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
− 2 (n+ h− 2j) · x(α1S
4|(n−2j+1,1)|(ρ1ρ2)
α2)|n+1−2j
]
+
2j(n + h+ 1− 2j)
(h− 1)(n + h− j)(n + h+ 2− 2j)(n + 2h− 2j)
·
(
x2
)j−1 [
(n + h− 2j) · x2S
1|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
−2(n+ h− 2j)
(
(n+ h− 2j) · x(α1S
1|(n−2j+2)|(ρ1ρ2)
α2)|n+1−2j
+ δα1α2 S
0|(n−2j+2)|(ρ1ρ2)
n+2−2j
)
−2h
(
x2 S
3|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
− 2 (n+ h− 2j) · x(α1S
3|(n−2j+2)|(ρ1ρ2)
α2)|n+1−2j
)]
+
2j(n + h− 2j)(n + h+ 1− 2j)
(h− 1)(n + h− j)
·
(
x2
)j−1
δα1α2 S
1|(n−2j+2)|(ρ1ρ2)
n+2−2j
+
4j(j − 1)(n + h− 2j)(n + h− j)−1(n+ 2h− 2j)−1
(n+ h+ 1− j)(n + h+ 2− 2j)(n + 2h+ 1− 2j)
·
(
x2
)j−2 [
(
x2
)2
S
2|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
−2 (n+ h+ 1− 2j) · x2
(
2 · x(α1S
2|(n−2j+2)|(ρ1ρ2)
α2)|n+1−2j
+ δα1α2S
2|(n−2j+2)|(ρ1ρ2)
n+2−2j
)
+4 (n+ h+ 1− 2j) (n+ h+ 2− 2j) · xα1xα2S
2|(n−2j+2)|(ρ1ρ2)
n+2−2j
]}
with the additional differentiated operators
S
2|(n−2j+2)|(ρ1ρ2)
α2|n+1−2j
(x, j) := ∂
α2
S
2|(n−2j+2)|(ρ1ρ2)
n+2−2j (x, j) (187)
S
1−3|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
(x, j) := ∂(α1S
1−3|(n−2j+2)|(ρ1ρ2)
α2)|n+1−2j
(x, j) (188)
S
4|(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
(x, j) := ∂(α1S
4|(n−2j+1,1)|(ρ1ρ2)
α2)|n+1−2j
(x, j) . (189)
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Taking the on–cone limit of the result (186) we obtain the complete spin decomposition on the
complex cone for symmetric second rank tensors
S˜pd
(ρ1ρ2)
(α1α2)|n = S˜
5|(n+2)|(ρ1ρ2)
(α1α2)|n
(x˜, 0) + S˜
6|(n+1,1)|(ρ1ρ2)
(α1α2)|n
(x˜, 0) + S˜
7|(n,2)|(ρ1ρ2)
(α1α2)|n
(x˜, 0) (190)
+
2
(n+ h− 1)(n + 2h− 2)
· x˜(α1S˜
4|(n−1,1)|(ρ1ρ2)
α2)|n−1
(x˜, 1)
−
1
(h− 1)(n + h)(n + 2h− 2)
(
(n+ h− 2) · x˜(α1S˜
1|(n)|(ρ1ρ2)
α2)|n−1
(x˜, 1)
+ δα1α2S˜
0|(n)|(ρ1ρ2)
n (x˜, 1) − 2h · x˜(α1S˜
3|(n)|(ρ1ρ2)
α2)|n−1
(x˜, 1)
)
+
1
2 (h− 1)
· δα1α2S˜
1|(n)|(ρ1ρ2)
n (x˜, 1)
+
1
(n+ h− 1)(n + h− 2)(n + 2h− 3)(n + 2h− 4)
· x˜α1 x˜α2S˜
2|(n−2)|(ρ1ρ2)
n−2 (x˜, 2) .
If we sum the antisymmetric decompositionSpd
[ρ1ρ2]
[α1α2]|n
given by (173) and the symmetric decom-
position Spd
(ρ1ρ2)
(α1α2)|n
given by (186) and contract with xα2 we reobtain the vector decomposition
(165) with n → n + 1 after some calculation. Contacting the symmetric decomposition (186)
with δα1α2 we arrive at the scalar decomposition (159). This holds also for the respective on–cone
decompositions (175), (190) and (167).
The application of our algorithm is not limited by k = 2 indices. The complete decomposition
into irreducible components for the generic local tensor Oα1α2α3(ζ1...ζn) can be found in Ref. [37].
There, all Young symmetries (1, 1, 1), (2, 1) and (3) of the indices α1 to α3 are treated.
V. APPLICATION TO QCD OPERATORS
In our final Section we will return to the initial task of constructing complete twist decom-
positions for the different QCD operators given in Section II. We will thereby suppress the
flavour and axial structures of these operators since they are not relevant for the respective
decompositions. Furthermore, we will restrict our considerations to the first part of the centered
operators. The second part can be obtained by substituting κ by −κ.
The equivalent group theoretical problem of decomposing these local operators into
SO(1, 3;R)–irreducible components has been solved in the two preceeding Sections. According to
Ref. [34] Chapter 8 any complex–analytic irreducible representation of SO(2h;C) subduces a real
irreducible representation of any real form of this group. Since the Lorentz group SO(1, 2h−1;R)
is such a real form of the complex orthogonal group we can straightforwardly apply all results
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of the preceeding sections to obtain complete decompositions into SO(1, 2h − 1;R)–irreducible
tensor components.
The change of the metric from δαiαj to gαiαj also changes the Laplacian ∆ to the d’Alembert
operator ✷. In a second step we reduce to four space–time dimensions, i.e. we set h = 2.
Scalar
As a first and simple application of complete decompositions into irreducible components we
will decompose the contracted local quark–antiquark operator On+1 given by
On+1 = x
α1 Xζ1···ζn ψ¯ (y) γ(α1
↔
Dζ1 · · ·
↔
Dζn)ψ (y)
∣∣∣
y=0
(191)
into its twist parts. To obtain the respective nonlocal operator O(−κx, κ x) we have to sum
according to (25) and obtain
O(−κx, κ x) = ψ¯ (−κx) (xγ) U (−κx, κ x)ψ (κx) . (192)
In four space–time dimensions the complete twist decomposition off the light cone reads
On+1 =
[n+12 ]∑
j=0
(n+ 2− 2j)!
4jj! (n+ 2− j)!
·
(
x2
)j
O
tw(2+2j)
n+1−2j (193)
with
O
tw(2+2j)
n+1−2j := S
(n−2j+1)
n+1−2j On+1 (194)
= Hn+1−2j ✷
j On+1 . (195)
According to the definition (14) of geometric twist as canonical dimension minus Lorentz spin
the twist of O
tw(2+2j)
n+1−2j is calculated as τ = dn − jn = (n+ 3)− (n − 2j + 1) = 2 + 2j.
The decomposition (191) is a direct consequence of the results of Bargmann and Todorov [21]
and has first been formulated in Ref. [22] in this form. The local operator Nn =
Xζ1···ζn ψ¯ (y)
↔
D(ζ1 · · ·
↔
Dζn)ψ (y)
∣∣∣
y=0
possesses a twist decomposition which is completely analo-
gous to (193). All twists are to be shifted by plus one since the order of the operator is reduced
by one. The result is
Nn =
[n2 ]∑
j=0
(n+ 1− 2j)!
4jj! (n+ 1− j)!
·
(
x2
)j
N
tw(3+2j)
n−2j (196)
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with
N
tw(3+2j)
n−2j := S
(n−2j)
n−2j Nn (197)
= Hn−2j ✷
j Nn . (198)
This decomposition for Nn can also be found in Ref. [22]. A final example for the scalar twist
decomposition is the local operator Gn = X
ζ1···ζn F σρ (y)
↔
D(ζ1 · · ·
↔
Dζn)Fσρ (y)
∣∣∣
y=0
. Due to the
canonical dimension of n+ 4 of Gn all twists are to be shifted by plus one in (196) and (197) if
N is replaced by G.
The complete (infinite) twist decompositions of the operators O(−κx, κ x) and N(−κx, κ x)
are given in nonlocal form in Ref. [22].
Vector
As an example for the vector decomposition we will now apply the results of the Section IVC
to the local quark–antiquark operator Oα1|n given by
Oα1|n = X
ζ1···ζn ψ¯ (y) γα1
↔
D(ζ1 · · ·
↔
Dζn)ψ (y)
∣∣∣
y=0
. (199)
This local operator generates, when summed according to (25), the nonlocal QCD operator
Oα1 (−κx, κ x) given by
Oα1 (−κx, κ x) = ψ¯ (−κx) γα1 U (−κx, κ x)ψ (κx) . (200)
To obtain the complete twist decomposition for Oα1|n we have to restrict all relevant results
of Section IVC to four space–time dimensions and define local operators of definite geometric
twist with the help of the spin operators S
i|(m)|ρ1
α1...αl|n
with 0 6 l 6 1.
If we observe that the canonical dimension of the local operator (199) (without the xζi ’s) is
given by n+3 and read off the Lorentz spin of the Young pattern (m) according to (30) to (32)
we can immediately define local operators of definite geometric twist off the light cone. This is
done by applying the operators given S by (162) to (164) and (166) to Oα1|n. Accordingly, we
get one scalar part
O
1|tw(2+2j)
n+1−2j := S
1|(n−2j+1)|ρ1
n+1−2j Oρ1|n (201)
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and three vector parts
O
1|tw(2+2j)
α1|n−2j
:= S
1|(n−2j+1)|ρ1
α1|n−2j
Oρ1|n (202)
O
2|tw(2+2j)
α1|n−2j
:= S
2|(n−2j+1)|ρ1
α1|n−2j
Oρ1|n (203)
O
3|tw(3+2j)
α1|n−2j
:= S
3|(n−2j,1)|ρ1
α1|n−2j
Oρ1|n . (204)
Here, one has to replace the Laplacian ∆ by the d’Alembert operator ✷ and set h = 2 in the
spin operators S
i|(m)|ρ1
α1...αl|n
. In explicit form the above four operators read
O
1|tw(2+2j)
n+1−2j = Hn+1−2j d
ρ1
✷
j−1Oρ1|n (205)
O
1|tw(2+2j)
α1|n−2j
= ∂α1 Hn+1−2j d
ρ1 ✷
j−1Oρ1|n (206)
O
2|tw(2+2j)
α1|n−2j
=
1
(n+ 1− 2j)2
·Hn−2j dα1 x
ρ1 ✷
j Oρ1|n (207)
O
3|tw(3+2j)
α1|n−2j
= Hn−2j
(
δρ1α1 −
1
(n+ 1− 2j)2
{
xα1 d
ρ1 + dα1 x
ρ1
})
✷
j Oρ1|n (208)
The complete twist decomposition of Oα1|n can now be directly obtained from (165) for h = 2
and reads
Oα1|n =
[n+12 ]∑
j=0
(n+ 1− 2j)!
4jj! (n+ 1− j)!
{(
x2
)j [
O
2|tw(2+2j)
α1|n−2j
+O
3|tw(3+2j)
α1|n−2j
]
(209)
−
2j
(n+ 2− j)(n + 3− 2j)
·
(
x2
)j−1 [
x2O
1|tw(2+2j)
α1|n−2j
− 2 (n+ 2− 2j) · xα1 O
1|tw(2+2j)
n+1−2j
]}
.
This complete twist decomposition off the light cone for the local quark–antiquark operator
Oα1|n has first been given in an equivalent form by the relation (84) in Ref. [38]. There, also
a summation to a nonlocal form is performed. Contracting the vector decomposition (209)
with xα1 we, of course, arrive at the scalar decomposition of On+1 given by (193) after some
calculation.
On the light cone we define operators of definite geometric twist in complete analogy to (201)
to (204). For h = 2 we can read off from (167) the related complete twist decomposition on the
light cone
O˜α1|n = O˜
2|tw(2)
α1|n
+ O˜
3|tw(3)
α1|n
+
1
(n+ 1)2
· x˜α1 O˜
1|tw(4)
n−1 (210)
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with the operators
O˜
1|tw(4)
n−1 = d˜
ρ1 O˜ρ1|n (211)
O˜
2|tw(2)
α1|n
=
1
(n + 1)2
· d˜α1 x˜
ρ1 O˜ρ1|n (212)
O˜
3|tw(3)
α1|n
=
(
δρ1α1 −
1
(n+ 1)2
{
x˜α1 d˜
ρ1 + d˜α1 x˜
ρ1
})
O˜ρ1|n . (213)
The on–cone decomposition (210) of O˜α1|n was first given in Ref. [23] in this form. A preliminary
form not making use of the interior derivative dα1 can be found in Ref. [9].
The complete decompositions off and on the light cone for the partly contracted local Gluon
operator
Gα1|n+1 = δ
(β1
α1
xβ2)Xζ1···ζn F σβ1 (y)
↔
D(ζ1 · · ·
↔
Dζn)Fβ2σ (y)
∣∣∣
y=0
(214)
can be read off from the respective decompositions for the quark–antiquark operator given by
(209) and (210) with n→ n+1. The twists of the different operators are unchanged since both
the canonical dimension and the spins are shifted by plus one if Oα1|n is replaced by Gα1|n+1.
As a third example for the complete vector decomposition (165) we will apply it to the local
operator Mα1|n+1 given by
Mα1|n+1 = x
α2 Xζ1···ζn ψ¯ (y) σ[α1(α2]
↔
Dζ1 · · ·
↔
Dζn)ψ (y)
∣∣∣
y=0
. (215)
This local operator generates, when summed up, the nonlocal QCD operator Mα1 (−κx, κ x)
given by
Mα1 (−κx, κ x) = x
α2 ψ¯ (−κx) σ[α1α2] U (−κx, κ x)ψ (κx) . (216)
The canonical dimension of the local operator (215) is again given by n + 3. We read off the
Lorentz spin of the involved Young patterns and define in complete analogy to (201) to (204)
local operators of definite geometric twist off the light cone by
M
1|tw(1+2j)
n+2−2j := S
1|(n−2j+2)|ρ1
n+2−2j Mρ1|n+1 (217)
M
1|tw(1+2j)
α1|n+1−2j
:= S
1|(n−2j+2)|ρ1
α1|n+1−2j
Mρ1|n+1 (218)
M
2|tw(1+2j)
α1|n+1−2j
:= S
2|(n−2j+2)|ρ1
α1|n+1−2j
Mρ1|n+1 (219)
M
3|tw(2+2j)
α1|n+1−2j
:= S
3|(n−2j+1,1)|ρ1
α1|n+1−2j
Mρ1|n+1 . (220)
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Comparing with (201) to (204) all spins are shifted by plus one which results from the additional
symmetrized index α2. Accordingly, all twists in (217) to (220) are to be shifted by minus one
since the canonical dimensions of the local operators Oα1|n and Mα1|n+1 are equal.
Due to the internal antisymmetry of Mα1|n+1 it holds x
α1Mα1|n+1 = 0. As a consequence,
the operators M
1|tw(1+2j)
α1|n+1−2j
and M
2|tw(1+2j)
α1|n+1−2j
are equal up to a factor
M
2|tw(1+2j)
α1|n+1−2j
= −
2j
(n+ 3− j)(n + 2− 2j)
·M
1|tw(1+2j)
α1|n+1−2j
. (221)
With respect to the latter relation (221) the complete twist decomposition of the local operator
Mα1|n+1 is obtained from the generic decomposition (165) for n→ n+ 1 and h = 2 and reads
Mα1|n+1 =
[n+22 ]∑
j=0
(n+ 2− 2j)!
4jj! (n+ 2− j)!
{(
x2
)j
M
3|tw(2+2j)
α1|n+1−2j
(222)
−
4j (n+ 3− 2j)
(n+ 3− j) (n+ 4− 2j)
·
(
x2
)j−1 [ 1
n+ 2− 2j
· x2M
1|tw(1+2j)
α1|n+1−2j
− xα1 M
1|tw(1+2j)
n+2−2j
]}
This complete twist decomposition off the light cone for Mα1|n+1 has first been given in an
equivalent form by the relation (120) in Ref. [38] together with a summation to nonlocal oper-
ators. Differences to this reference appear due to the usage of the interior derivative dρ1 in the
operators M
1|tw(1+2j)
n+2−2j and M
1|tw(1+2j)
α1|n+1−2j
.
On the light cone the complete decomposition into operators of definite geometric twist is
easily obtained from the off–cone decomposition (222) or the generic form (167) and reads
M˜α1|n+1 = M˜
3|tw(2)
α1|n+1
+
1
(n + 2)2
· x˜α1 M˜
1|tw(3)
n (223)
with the on–cone operators
M˜1|tw(3)n = d˜
ρ1 M˜ρ1|n+1 (224)
M˜
3|tw(2)
α1|n+1
=
(
δρ1α1 −
1
(n+ 2)2
· x˜α1 d˜
ρ1
)
M˜ρ1|n+1 . (225)
In this form, the decomposition of M˜α1|n+1 on the light cone was first given in Ref. [23]. A
preliminary form can be found in Ref. [9].
Antisymmetric second rank tensor
We will now apply the generic decomposition in the antisymmetric second rank tensor case
given by (173) to the local quark mass operator M[α1α2] given by
M[α1α2]|n = X
ζ1···ζn ψ¯ (y) σ[α1α2]
↔
D(ζ1 · · ·
↔
Dζn)ψ (y)
∣∣∣
y=0
. (226)
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This local operator is the uncontracted form of Mα1|n+1 given by (215) and generates, when
summed up, the nonlocal QCD operator M[α1α2] (−κx, κ x) given by
M[α1α2] (−κx, κ x) = ψ¯ (−κx) σ[α1α2] U (−κx, κ x)ψ (κx) . (227)
We define two vector operators of definite geometric twist
M
1|tw(1+2j)
α2|n+1−2j
:= S
1|(n−2j+2)|[ρ1ρ2]
α2|n+1−2j
M[ρ1ρ2]|n (228)
M
2|tw(2+2j)
α2|n+1−2j
:= S
2|(n−2j+1,1)|[ρ1ρ2]
α2|n+1−2j
M[ρ1ρ2]|n (229)
and three antisymmetric tensor operators
M
2|tw(2+2j)
[α1α2]|n−2j
:= S
2|(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
M[ρ1ρ2]|n (230)
M
3|tw(2+2j)
[α1α2]|n−2j
:= S
3|(n−2j+1,1)|[ρ1ρ2]
[α1α2]|n−2j
M[ρ1ρ2]|n (231)
M
4|tw(3+2j)
[α1α2]|n−2j
:= S
4|(n−2j,1,1)|[ρ1ρ2]
[α1α2]|n−2j
M[ρ1ρ2]|n . (232)
In explicit form the two vector operators read
M
1|tw(1+2j)
α2|n+1−2j
=
1
(n+ 2− 2j)2
·Hn+1−2j dα2 x
[ρ1dρ2]✷j−1M[ρ1ρ2]|n (233)
M
2|tw(2+2j)
α2|n+1−2j
= Hn+1−2j
(
δ[ρ1α2 −
1
(n+ 2− 2j)2
· dα2 x
[ρ1
)
dρ2]✷j−1M[ρ1ρ2]|n , (234)
whereas the three tensor operators are of the form
M
2|tw(2+2j)
[α1α2]|n−2j
= ∂[α1Hn+1−2j
(
δ
[ρ1
α2]
−
1
(n+ 2− 2j)2
· d
α2]
x[ρ1
)
dρ2]✷j−1M[ρ1ρ2]|n (235)
M
3|tw(2+2j)
[α1α2]|n−2j
= −
2
(n+ 2− 2j)(n + 1− 2j)
·Hn−2j
{
d[α1
δ
[ρ1
α2]
x
ρ2] (236)
−
1
(n− 2j)2
· x[α1dα2]x
[ρ1dρ2]
}
✷
jM[ρ1ρ2]|n
M
4|tw(3+2j)
[α1α2]|n−2j
= Hn−2j
{
δ
[ρ1
[α1
δ
ρ2]
α2]
+
2
n+ 1− 2j
[
1
n− 2j
· x
[α1
δ
[ρ1
α2]
d
ρ2] +
1
n+ 2− 2j
· d
[α1
δ
[ρ1
α2]
x
ρ2]
]
(237)
−
2
(n+ 2− 2j)(n − 2j)3
· x[α1dα2]x
[ρ1dρ2]
}
✷
jM[ρ1ρ2]|n.
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The final complete twist decomposition of the local operator M[α1α2]|n can now be read off for
h = 2 from (173)
M[α1α2]|n =
[n+22 ]∑
j=0
(n+ 1− 2j)!
4j j! (n + 1− j)!
{
(238)
(
x2
)j [
M
3|tw(2+2j)
[α1α2]|n−2j
+M
4|tw(3+2j)
[α1α2]|n−2j
]
+
8j
n+ 2− j
·
(
x2
)j−1 [ 1
2(n + 2− 2j)
· x2M
2|tw(2+2j)
[α1α2]|n−2j
− x[α1M
2|tw(2+2j)
α2]|n+1−2j
−
n+ 3− 2j
n+ 4− 2j
· x[α1M
1|tw(1+2j)
α2]|n+1−2j
]}
.
On the light cone we deduce the result from the generic on–cone decomposition (175) or take
the on–cone limit of (238) and get
M˜[α1α2]|n = M˜
3|tw(2)
[α1α2]|n
+ M˜
4|tw(3)
[α1α2]|n
−
2
n
[
1
n+ 1
· x˜[α1M˜
2|tw(4)
α2]|n−1
+
1
n+ 2
· x˜[α1M˜
1|tw(3)
α2]|n−1
]
(239)
with
M˜
1|tw(3)
α2|n−1
=
1
n2
· d˜α2 x˜
[ρ1 d˜ρ2] M˜[ρ1ρ2]|n
M˜
2|tw(4)
α2|n−1
=
(
δ[ρ1α2 −
1
n2
· d˜α2 x˜
[ρ1
)
d˜ρ2] M˜[ρ1ρ2]|n
and
M˜
3|tw(2)
[α1α2]|n
= −
2
(n+ 2)(n + 1)
{
d˜
[α1
δ
[ρ1
α2]
x˜
ρ2] −
1
n2
· x˜[α1d˜α2]x˜
[ρ1d˜ρ2]
}
M˜[ρ1ρ2]|n (240)
M˜
4|tw(3)
[α1α2]|n
=
{
δ
[ρ1
[α1
δ
ρ2]
α2]
+
2
n+ 1
[
1
n
· x˜[α1δ
[ρ1
α2]
d˜
ρ2] +
1
n+ 2
· d˜[α1δ
[ρ1
α2]
x˜
ρ2]
]
(241)
−
2
n3(n+ 2)
· x˜[α1d˜α2]x˜
[ρ1d˜ρ2]
}
M˜[ρ1ρ2]|n.
The antisymmetric part of the local gluon operator Gα1α2|n given by
G[α1α2]|n = δ
[β1
[α1
δ
β2]
α2]
Xζ1···ζn F σβ1 (y)
↔
D(ζ1 · · ·
↔
Dζn)Fβ2σ (y)
∣∣∣
y=0
. (242)
possesses a twist decomposition which is completely analogous to (238) and (239). One only
has to observe that the canonical dimension of Gα1α2|n is n + 4. Thereby, all twists in the
decompositions (238) and (239) are shifted by plus one if M is replaced by G.
The on–cone twist decomposition (239) has already been obtained in Ref. [9, 24] together
with the related summation to nonlocal operators. The new result (238) extends this known
twist decomposition of M˜[α1α2]|n on the light cone to the complete twist decomposition of the
local operators M[α1α2]|n and G[α1α2]|n off the light cone.
50
Symmetric second rank tensor
In our final example we will apply the complete decomposition into irreducible tensors given
by (186) in the symmetric second rank tensor case to the symmetric part of the gluon operator
given by
G(α1α2)|n = δ
(β1
(α1
δ
β2)
α2)
Xζ1···ζn F σβ1 (y)
↔
D(ζ1 · · ·
↔
Dζn)Fβ2σ (y)
∣∣∣
y=0
. (243)
After the summation this operator generates the nonlocal QCD operator
G(α1α2) (−κx, κ x) = F
σ
(α1 (−κx) U(−κx, κ x) Fα2)σ (κx) . (244)
Again, we restrict all relevant results of Section IVC to four space–time dimensions and define
local operators of definite geometric twist with the help of the spin operators S
i|(m)|(ρ1ρ2)
α1...αl|n
with
0 6 l 6 2. Since the canonical dimension of the local Gluon operator (243) is given by n + 4
and the Lorentz spin of the Young patterns (m) is defined by (30) to (33) we can immediately
define local operators of definite geometric twist off the light cone.
First, we define three scalar operators
G
0|tw(2+2j)
n+2−2j := S
0|(n−2j+2)|(ρ1ρ2)
n+2−2j G(ρ1ρ2)|n (245)
G
1|tw(2+2j)
n+2−2j := S
1|(n−2j+2)|(ρ1ρ2)
n+2−2j G(ρ1ρ2)|n (246)
G
2|tw(2+2j)
n+2−2j := S
2|(n−2j+2)|(ρ1ρ2)
n+2−2j G(ρ1ρ2)|n , (247)
two vector operators
G
3|tw(2+2j)
α1|n+1−2j
:= S
3|(n−2j+2)|(ρ1ρ2)
α1|n+1−2j
G(ρ1ρ2)|n (248)
G
4|tw(3+2j)
α1|n+1−2j
:= S
4|(n−2j+1,1)|(ρ1ρ2)
α1|n+1−2j
G(ρ1ρ2)|n (249)
and three tensor operators
G
5|tw(2+2j)
(α1α2)|n−2j
:= S
5|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
G(ρ1ρ2)|n (250)
G
6|tw(3+2j)
(α1α2)|n−2j
:= S
6|(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
G(ρ1ρ2)|n (251)
G
7|tw(4+2j)
(α1α2)|n−2j
:= S
7|(n−2j,2)|(ρ1ρ2)
(α1α2)|n−2j
G(ρ1ρ2)|n (252)
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of definite geometric twist. Six additional differentiated operators are given by
G
1−2|tw(2+2j)
α2|n+1−2j
:= S
1−2|(n−2j+2)|(ρ1ρ2)
α2|n+1−2j
G(ρ1ρ2)|n (253)
G
1−3|tw(2+2j)
(α1α2)|n−2j
:= S
1−3|(n−2j+2)|(ρ1ρ2)
(α1α2)|n−2j
G(ρ1ρ2)|n (254)
G
4|tw(3+2j)
(α1α2)|n−2j
:= S
4|(n−2j+1,1)|(ρ1ρ2)
(α1α2)|n−2j
G(ρ1ρ2)|n . (255)
In the following we will give the eight operators (245) to (252) in explicit form. The remaining
ones (253) to (255) are obtained by differentiation.
The three scalar operator are given by
G
0|tw(2+2j)
n+2−2j = Hn+2−2j d
(ρ1xρ2) ✷j−1 G(ρ1ρ2)|n (256)
G
1|tw(2+2j)
n+2−2j = Hn+2−2j g
ρ1ρ2 ✷
j−1 G(ρ1ρ2)|n (257)
G
2|tw(2+2j)
n+2−2j = Hn+2−2j d
ρ1dρ2 ✷j−2 G(ρ1ρ2)|n . (258)
The two vector operators read
G
3|tw(2+2j)
α2|n+1−2j
=
1
(n + 2− 2j)2
·Hn+1−2j dα2 x
(ρ1dρ2) ✷j−1G(ρ1ρ2)|n
G
4|tw(3+2j)
α2|n+1−2j
= Hn+1−2j
(
δ(ρ1α2 −
1
(n+ 2− 2j)2
{
xα2 d
(ρ1 + dα2 x
(ρ1
})
dρ2) ✷j−1G(ρ1ρ2)|n
and the three tensor operators are of the form
G
5|tw(2+2j)
(α1α2)|n−2j
=
1
(n + 1− 2j)2(n+ 2− 2j)2
·Hn−2j dα1dα2 x
ρ1xρ2 ✷j G(ρ1ρ2)|n
G
6|tw(3+2j)
(α1α2)|n−2j
=
1
n− 2j
·Hn−2j
{
2
n+ 1− 2j
(
d(α1
δ
(ρ1
α2)
x
ρ2)
−
1
(n+ 2− 2j)2
[
x(α1dα2)x
(ρ1dρ2) + dα1dα2 x
ρ1xρ2
])
−
2
(n+ 2− 2j)2
[
x(α1dα2) g
ρ1ρ2 + gα1α2 d
(ρ1xρ2)
]}
✷
j G(ρ1ρ2)|n
G
7|tw(4+2j)
(α1α2)|n−2j
= Hn−2j
{
δ
(ρ1
(α1
δ
ρ2)
α2)
−
2
n+ 1− 2j
[
1
n+ 2− 2j
· x(α1δ
(ρ1
α2)
d
ρ2) +
1
n− 2j
· d(α1δ
(ρ1
α2)
x
ρ2)
]
+
1
(n− 2j)(n + 1− 2j)2(n+ 2− 2j)
[
xα1xα2 d
ρ1dρ2 + dα1dα2 x
ρ1xρ2
]
−
1
2
· gα1α2 g
ρ1ρ2
+
1
(n− 2j)(n + 2− 2j)
[
x(α1dα2) g
ρ1ρ2 + gα1α2 d
(ρ1xρ2)
]}
✷
j G(ρ1ρ2)|n
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The final decomposition off the light cone reads
G(α1α2)|n = (259)
[n+22 ]∑
j=0
(n+ 1− 2j)!
4jj! (n+ 1− j)!
{
(
x2
)j [
G
5|tw(2+2j)
(α1α2)|n−2j
+G
6|tw(3+2j)
(α1α2)|n−2j
+G
7|tw(4+2j)
(α1α2)|n−2j
]
−
4j
(n+ 2− j)(n + 4− 2j)
·
(
x2
)j−1 [
x2G
4|tw(3+2j)
(α1α2)|n−2j
− 2 (n+ 2− 2j) · x(α1G
4|tw(3+2j)
α2)|n+1−2j
]
+
2j(n + 3− 2j)
(n+ 2− j)(n + 4− 2j)2
·
(
x2
)j−1 [
(n+ 2− 2j) · x2G
1|tw(2+2j)
(α1α2)|n−2j
−2(n+ 2− 2j)
(
(n+ 2− 2j) · x
(α1
G
1|tw(2+2j)
α2)|n+1−2j
+ gα1α2 G
0|tw(2+2j)
n+2−2j
)
−4
(
x2 G
3|tw(2+2j)
(α1α2)|n−2j
− 2 (n+ 2− 2j) · x(α1G
3|tw(2+2j)
α2)|n+1−2j
)]
+
2j(n + 2− 2j)(n + 3− 2j)
(n+ 2− j)
·
(
x2
)j−1
gα1α2 G
1|tw(2+2j)
n+2−2j
+
4j(j − 1)(n + 2− 2j)
(n+ 2− j)(n + 3− j)(n + 4− 2j)2(n+ 5− 2j)
·
(
x2
)j−2 [
(
x2
)2
G
2|tw(2+2j)
(α1α2)|n−2j
−2 (n+ 3− 2j) · x2
(
2 · x(α1 G
2|tw(2+2j)
α2)|n+1−2j
+ gα1α2 G
2|tw(2+2j)
n+2−2j
)
+4 (n+ 3− 2j) (n+ 4− 2j) · xα1xα2 G
2|tw(2+2j)
n+2−2j
]}
Taking the on–cone limit of (259) we find the result
G˜(α1α2)|n = G˜
5|tw(2)
(α1α2)|n
+ G˜
6|tw(3)
(α1α2)|n
+ G˜
7|tw(4)
(α1α2)|n
(260)
+
2
(n+ 1)(n + 2)
· x˜(α1G˜
4|tw(5)
α2)|n−1
−
1
(n+ 2)2
(
n · x˜(α1G˜
1|tw(4)
α2)|n−1
+ gα1α2 G˜
0|tw(4)
n − 4 · x˜(α1G˜
3|tw(4)
α2)|n−1
)
+
1
2
· gα1α2 G˜
1|tw(4)
n
+
1
n2(n+ 1)2
· x˜α1 x˜α2G˜
2|tw(6)
n−2
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with the three scalar operators
G˜0|tw(4)n = d˜
(ρ1 x˜ρ2) G˜(ρ1ρ2)|n (261)
G˜1|tw(4)n = g
ρ1ρ2 G˜(ρ1ρ2)|n (262)
G˜
2|tw(6)
n−2 = d˜
ρ1d˜ρ2 G˜(ρ1ρ2)|n (263)
three vector operators
G˜
1|tw(4)
α2|n−1
=
1
n
· d˜α2 g
ρ1ρ2 G˜(ρ1ρ2)|n (264)
G˜
3|tw(4)
α2|n−1
=
1
n2
· d˜α2 x˜
(ρ1d˜ρ2) G˜(ρ1ρ2)|n (265)
G˜
4|tw(5)
α2|n−1
=
(
δ(ρ1α2 −
1
n2
{
x˜α2 d˜
(ρ1 + d˜α2 x˜
(ρ1
})
d˜ρ2) G˜(ρ1ρ2)|n (266)
and three tensor operators
G˜
5|tw(2)
(α1α2)|n
=
1
(n+ 1)2(n+ 2)2
· d˜α1d˜α2 x˜
ρ1 x˜ρ2 G˜(ρ1ρ2)|n (267)
G˜
6|tw(3)
(α1α2)|n
=
1
n
{
2
n+ 1
(
d˜
(α1
δ
(ρ1
α2)
x˜
ρ2) −
1
(n+ 2)2
[
x˜(α1d˜α2)x˜
(ρ1d˜ρ2) + d˜α1d˜α2 x˜
ρ1 x˜ρ2
])
−
2
(n + 2)2
[
x˜(α1d˜α2) g
ρ1ρ2 + gα1α2 d˜
(ρ1 x˜ρ2)
]}
G˜(ρ1ρ2)|n (268)
G˜
7|tw(4)
(α1α2)|n
=
{
δ
(ρ1
(α1
δ
ρ2)
α2)
−
2
n+ 1
[
1
n+ 2
· x˜(α1δ
(ρ1
α2)
d˜
ρ2) +
1
n
· d˜(α1δ
(ρ1
α2)
x˜
ρ2)
]
(269)
+
1
n(n+ 1)2(n+ 2)
[
x˜α1 x˜α2 d˜
ρ1d˜ρ2 + d˜α1d˜α2 x˜
ρ1x˜ρ2
]
−
1
2
· gα1α2 g
ρ1ρ2 +
1
n(n+ 2)
[
x˜(α1d˜α2) g
ρ1ρ2 + gα1α2 d˜
(ρ1 x˜ρ2)
]}
G˜(ρ1ρ2)|n .
In nonlocal representation the complete twist decomposition of the operator G˜(α1α2)|n on the
light–cone can be found in Ref. [10]. Here, however, we have consequently used the interior
derivative dα to find compact representations for the operators of pure geometric twist. The
complete twist decomposition of G(α1α2)|n off the light–cone given by (259) is a new result
extending the respective on–cone decomposition.
VI. CONCLUSIONS
The main focus of this work is the complete twist decomposition of local and nonlocal QCD
operators. To this purpose we have introduced a unique group theoretical procedure which
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is essentially based on the complete decomposition of (generic) local operators Oα1...αk(ζ1...ζn)
into components carrying an irreducible tensor representation of the Lie group SO(2h;C).
These irreducible tensor representations remain irreducible when restricted to the real subgroup
SO(1, 3;R) of SO(4;C) and can therefore be labeled by a definite spin and twist according to
the original definition of Gross and Treiman: twist τ = canonical dimension dn minus Lorentz
spin jn. The central tool to obtain the decompositions of Oα1...αk(ζ1...ζn) into irreducible tensors
is the polynomial technique and our procedure of twist decomposition thereby has to be viewed
as an extension of the procedure used in Refs. [9, 10, 24]. Here, we have to emphasize two
points. First, we have introduced an off–cone representation of the conformal algebra so (2, 2h)
which turned out to be very useful for the formulation of traceless as well as irreducible local
and nonlocal tensor operators off the light cone. In Ref. [38] this representation has been used
for the first time in the course of twist decomposition. The second crucial point is the deduc-
tion of the complete trace decomposition from the projectors onto traceless tensor polynomials
Hρ1...ρk
α1...αk |n
thereby making use of both representations (on–cone as well as off–cone) of the con-
formal algebra. From this trace decomposition we deduced the complete twist decomposition
of the (generic) local operators Oα1...αk|n (x) on the light cone as well as off the light cone.
Furthermore, the decomposition into irreducible tensors is formulated for general space–time
dimensions 2h for the Lie group SO(2h;C).
Since we have formulated the twist decomposition for generic operators, it can be applied to
many different QCD operators. In the present work, we obtained the respective twist decom-
positions for the QCD quark operators Oµ|n and Mµ|n+1 as well as the complete twist decom-
positions for the local quark tensor operator M[µν]|n (x) and the local gluon operator Gµν|n (x).
The application to more complicated multilocal QCD operators containing many quark and
gluon fields, e.g., Shuryak–Vainshtein [40] type operators, is straightforward and makes use of
the same generic twist decomposition related to the respective rank and symmetry of the (mul-
tilocal) operator. One only has to adopt the Taylor expansion for multilocal operators given in
Refs. [10, 24].
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