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Dynamical patterns in complex networks of coupled oscillators are both of theoretical and practical interest,
yet to fully reveal and understand the interplay between pattern emergence and network structure remains to be
an outstanding problem. A fundamental issue is the effect of network structure on the stability of the patterns.
We address this issue by using the setting where random links are systematically added to a regular lattice and
focusing on the dynamical evolution of spiral wave patterns. As the network structure deviates more from the
regular topology (so that it becomes increasingly more complex), the original stable spiral wave pattern can
disappear and a different type of pattern can emerge. Our main findings are the following. (1) Short-distance
links added to a small region containing the spiral tip can have a more significant effect on the wave pattern than
long-distance connections. (2) As more random links are introduced into the network, distinct pattern transitions
can occur, which include the transition of spiral wave to global synchronization, to a chimera-like state, and then
to a pinned spiral wave. (3) Around the transitions the network dynamics is highly sensitive to small variations
in the network structure in the sense that the addition of even a single link can change the pattern from one type
to another. These findings provide insights into the pattern dynamics in complex networks, a problem that is
relevant to many physical, chemical, and biological systems.
PACS numbers: 05.45.Xt, 89.75.Hc
I. INTRODUCTION
Pattern formation is ubiquitous in spatiotemporal dynam-
ical systems in nature [1–3] ranging from granular materi-
als [4] to ecosystems [5] and plants [6]. Complex dynamical
networks, such as networks of coupled oscillators, are natu-
rally spatiotemporal systems. The past two decades have wit-
nessed a rapid growth of research on various types of dynam-
ical processes in complex networks [7, 8], which include syn-
chronization [9–18], virus spreading [19–26], traffic flow [27–
33], and cascading failures [34–43]. In these studies, a pri-
mary issue was to address the interplay between the dynamical
processes and the network structure. An interesting problem
thus concerns pattern formation in complex networks, where
a basic question is how the network structure affects the dy-
namical patterns. To our knowledge, in spite of the vast litera-
ture on dynamics in complex networks, a systematic study of
the interplay between pattern formation and network structure
is lacking. The purpose of this paper is to fill this knowledge
gap by presenting results on pattern emergence, evolution, and
transitions on networks undergoing systematic random struc-
tural perturbations.
To probe into the interplay between network structure and
dynamical patterns in a concrete manner, we focus on cou-
pled oscillator networks. An interesting phenomenon in such
dynamical networks is that, under certain conditions, the os-
cillators can be self-organized to form spatial patterns [2]. As
the formation of the patterns relies heavily on the symmetry
of the coupling structure of the network, an intuitive think-
ing would suggest that it is unlikely for complex networks
∗ Email address: wangxg@snnu.edu.cn
to generate dynamical patterns [44, 45]. Yet, in natural and
man-made systems, there are situations where well-organized
patterns can form on complex networks, such as the firing
patterns in the human brain [46]. A paradox was then how
spatially ordered patterns can emerge from random or dis-
ordered coupling structures associated with a complex net-
work. There have been previous efforts devoted to resolving
this paradox. For example, pattern formation in complex net-
work of coupled activators and inhibitors was studied, where
Turing-like patterns were observed [47]. Complex networks
of coupled excitable nodes were also studied [48] with re-
spect to pattern formation in which the technique of dominant
phase advanced driving was introduced, leading to the dis-
covery of target-like wave patterns. Desynchronization pat-
terns in complex network of coupled chaotic oscillators were
subsequently studied [49], where it was found that reordering
network nodes according to the eigenvector of the unstable
mode can be effective at identifying the stable synchronous
pattern from an asynchronous state. Recently, computational
graph algorithms were introduced into the field of network
synchronization to study synchronous patterns in large-size
complex networks [50], where the important role of network
symmetry in pattern formation was elucidated. In spite of the
existing works, many questions concerning pattern formation
and transition in complex networks remain, especially with
respect to relatively more sophisticated patterns with complex
spatial structures such as spiral waves [51].
The starting point of our study is then spiral waves in cou-
pled oscillator networks, which are patterns observed ubiqui-
tously in physical, chemical and biological systems [2]. Dif-
ferent from other types of patterns such as Turing patterns, the
stability of a spiral wave depends crucially on the motion of
the spiral tip [52, 53], leading to the specially designed meth-
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2ods for analyzing and controlling spiral waves [2]. In most
previous works, spiral waves are studied for networks with a
regular spatial structure, such as a periodic lattice. Neverthe-
less, there were works on spiral waves in systems with an ir-
regular spatial structure [54–57]. For example, the formation
of spiral waves in a medium possessing random (small-world)
connections was studied [55] with the finding that, while the
structural irregularity is detrimental to forming and sustain-
ing a spiral wave, a small number of random links can coun-
terintuitively enhance the wave stability. Another work [56]
revealed that, random connections added locally to a regular
medium can cause the meandering motion of the spiral tip to
approach a fixed point. It was later found [57] that random
connections introduced globally into a regular medium can
lead to rich behaviors in the transition of the system dynamics
among global synchronization state, steady state, and multi-
ple spirals. These previous works indicated that the network
structure can have a significant effect on pattern formation and
transition, calling a systematic study of this issue.
To facilitate computation, we use coupled map lattices
(CML) [58] to investigate the dynamical responses of spiral
waves to structural perturbations. Historically, CMLs were
used to understand patterns including spiral waves in complex
media such as granular materials [59–61]. In our work, staring
from a two-dimensional regular lattice capable of generating
stable spiral waves, we systematically introduce random links
into the network and study the transitions in the pattern dy-
namics as the network structure becomes increasingly random
(complex). We uncover dynamical patterns and richer bifur-
cations that were not seen in previous works [55–57], such as
chimera-like states where two synchronization clusters coex-
ist with many asynchronous oscillators and the pinned multi-
armed spirals in which the arms of the spiral are pinned to a
square-shape boundary. An intriguing finding is that, in the
region where pattern transitions occur, the dynamics is ex-
tremely sensitive to small changes in the network structure.
These findings shed new lights on pattern behaviors in com-
plex networks, which may lead to effective methods of pattern
control.
In Sec. II, we introduce our CML system that is capable of
generating spiral waves, and describe our strategy to supply
random links. In Sec. III, we investigate pattern transitions as
induced by a systematic change in the network structure, and
present evidence of two types of patterns that have not been
uncovered previously. In Sec. IV, we demonstrate the sensi-
tivity of the patterns in the transition regions to small struc-
tural perturbations and elucidate the topological properties of
the critical links. A discussion is presented in Sec. V.
II. MODEL AND METHOD
Network model. Our CML model with a general network
structure reads [58, 62]
xi(n+ 1) = (1− ε)f [xi(n)] + ε
ki
N∑
j=1
aijf [xj(n)], (1)
FIG. 1. (Color online) An example of spiral wave in the regular
lattice. For ε = 0.166, a three-armed spiral wave generated by the
system [Eqs. (1) and (2)]: (a) a snapshot of the system dynamics
taken at n = 3× 103, (b) random motion of the spiral tip inside the
central area marked by the (red) square.
with i, j = 1, . . . , N are the nodal indices, N2 is the system
size, xi is the state of the ith node at time n, and ε is the cou-
pling parameter. The isolated dynamics of node i is governed
by the nonlinear equation xi(n+1) = f [xi(n)]. The coupling
structure of the system is characterized by the adjacency ma-
trix A whose elements are given as: aij = 1 if maps i and j
are directly connected and aij = 0 otherwise. The degree of
node i, the total number of links attached to it, is ki =
∑
j aij .
Initially, the network is a two-dimensional regular lattice,
where each interior node is coupled to its four nearest neigh-
bors. We assume the free boundary condition and fix the sys-
tem size to be 300 × 300. The spatial location of a node in
the network is (lx, ly), where 1 ≤ lx, ly ≤ N . For nodal
dynamics, we adopt the piecewise linear map:
f(x) =
{
ax, x < xg,
b, x ≥ xg, (2)
where x ∈ (0, 1), xg = 1/a, a and b are independent pa-
rameters. Equation (2) is the discrete version of the differen-
tial Chay model used widely in computational neuroscience,
and is capable of generating the similar bifurcation scenario
of inter-spike interval (ISI) observed from experiments [63].
To be concrete, we fix (a, b) = (2.5, 0.1), for which an iso-
3lated node possesses a super-stable period-three orbit [64, 65]:
x∗1 = b ≡ A, x∗2 = ab ≡ B, and x∗3 = a2b ≡ C.
Generation of spiral waves. For a CML system, spi-
ral waves can be stimulated through special initial condi-
tions [62]. For example, we can choose the initial states of
the nodes randomly within a narrow strip in the lattice, say
lx ∈ [130, 170], with values uniformly distributed in the unit
interval, while nodes outside the strip are set to have the ini-
tial value zero. For ε = 0.166, after a transient period of
n = 2.5 × 103 iterations, a stable three-armed spiral pattern
is generated, as shown in Fig. 1(a), which is a snapshot of the
system state. As the system evolves, the spiral arms rotate in a
synchronous fashion and propagate outward from the tip. This
feature of wave propagation is similar to that of spiral waves
observed in other contexts, e.g., excitable media [2]. A close
examination of the motion of the spiral tip reveals a difference:
in an excitable medium the tip trajectory is often regular [66],
but in our system it moves randomly inside the central region
100 < lx, ly < 200, as shown in Fig. 1(b). In addition, in
regions separated by the spiral arms, the nodes are synchro-
nized into three distinct clusters, with nodes in each cluster
being synchronized to the trajectory of a periodic point of the
period-three orbit. The synchronous clusters have approxi-
mately the same size. The spiral arms themselves comprise
asynchronous nodes, which constitute the cluster boundaries.
We use the spiral pattern in Fig. 1(a) as the initial state and
investigate the effect of randomly added links into the regular
lattice.
Effect of adding random links on spiral wave patterns. As
the dynamics of the spiral wave is slaved to the tip, applying
random structural perturbations to the tip region can induce
characteristic changes in the wave pattern [52, 53]. To gain
insights, we first supply links between randomly chosen, un-
connected pairs of nodes over the entire network [55–57]. The
total number of such links is M , with the same coupling func-
tion and parameter as the regular links. For a fixed value of
M , the network is initialized with the spiral wave pattern in
Fig. 1(a) and the network state is recorded after 5× 103 itera-
tions. To characterize the deterioration of the perturbed spiral,
we introduce the quantities ρmax = max{NA, NB , NC}/N2
and ρmin = min{NA, NB , NC}/N2, with NA (NB , NC)
being the number of nodes with state A (B,C), which repre-
sent, respectively, the normalized size of the largest and the
smallest synchronous clusters associated with the spiral pat-
tern. For the initial spiral [Fig. 1(a)], as the three clusters have
approximately the same size, we have ρmax ≈ ρmin ≈ 1/3.
If the sizes of the clusters are different, we have ρmax > 1/3
and 0 < ρmin < 1/3, indicating a deformed but still sus-
tained spiral. When a cluster disappears, we have ρmin ≈ 0,
but the value of ρmax may either be close to unity (if the sys-
tem reaches global synchronization) or 1/2 (if two equal-size
clusters coexist). In this case, the original spiral has been de-
stroyed. A simple criterion to determine the destruction of the
spiral wave thus is ρmin ≈ 0. Figure 2(a) shows the variation
of ρmin with M (strategy 1). We see that, as M is increased
from 0 to 150, ρmin decreases from the value of about 0.27 to
0.05. Statistically, the spiral wave can sustain with less than
150 random links.
FIG. 2. (Color online) Sustainability of spiral wave subject to dif-
ferent types of network structural perturbations. (a) The varia-
tion in the normalized size of the smallest synchronous cluster, ρmin,
with M , the number of random links. Strategy 1: adding random
links over the entire network (filled squares); Strategy 2: introduc-
ing long-distance random links (filled upper triangles); Strategy 3:
supplying random links only in the central area (filled circles); Strat-
egy 4: distributing random links between the central and peripheral
regions (filled downward triangles). (b-d) Schematic illustrations of
strategies 2, 3 and 4. Results in (a) are averaged over 200 network
realizations.
In order to understand the role played by the spiral tip
in the pattern stability, we study three alternative perturba-
tion strategies [55–57]: introducing long-distance random
links (Strategy 2), supplying random links only in the cen-
tral area (Strategy 3), and distributing random links between
the central and peripheral regions (Strategy 4). These three
strategies are schematically illustrated in Figs. 2(b-d), re-
spectively. For strategies 2 and 3, the pairs of nodes con-
nected by the new links are randomly chosen from the regions
(0, 100)× (200, 300) and (200, 300)× (0, 100) on the lattice,
and from the central area (100, 200)×(100, 200), respectively.
For strategy 4, one map is randomly chosen from the central
area while another is chosen from the peripheral region. The
results of applying perturbation strategies 2-4 are shown in
Fig. 2(a), where we see that, strategies 3 and 4 are more ef-
fective at suppressing the spiral wave pattern than strategies 1
and 2. For example, the value of ρmin is reduced to 0 at about
M = 140 for strategy 2; while for strategies 3 and 4, this oc-
curs at about M = 100. For the rest of the paper we focus on
strategy 3.
III. PATTERN TRANSITIONS
To uncover and understand the pattern transitions as the
network topology deviates from that of a regular lattice and
becomes increasingly random, we calculate the variations of
ρmax and ρmin with M (the total number of randomly added
links according to perturbation strategy 3). As shown in Fig.
3, for a few randomly added links, say M < 10, we have
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FIG. 3. (Color online) Pattern transitions as the network struc-
ture becomes increasingly random. Shown are ρmax and ρmin (the
normalized sizes of the largest and the smallest synchronous cluster,
respectively) versus M , the total number of randomly added links
according to perturbation strategy 3. Spiral wave (SW) patterns ex-
ist in the parameter interval M ∈ [0, 10]. Global synchronization
(SY) occurs for M ∈ [100, 550]. Chimera-like state (CS) arises in
M ∈ [850, 1100]. For M > 1400, there is pinned spiral (PS). En-
semble average of 200 network realizations is used.
ρmax ≈ ρmin ≈ 1/3. In this region, the network exhibits
a stable spiral wave similar to that in Fig. 1(a). As M is in-
creased from 10, the value of ρmax increases but ρmin de-
creases. For M ≈ 100, we have ρmax = 1 and ρmin = 0,
signifying that the network has reached a uniform synchro-
nization state without any spatial pattern. Figure 4(a) shows,
for M = 100, with time the spiral tip shifts from the cen-
tral to the peripheral area [Fig. 4(a2)]. The spiral tip vanishes
when it reaches the lattice boundary. Subsequently, one of
the synchronous clusters expands while the other two clusters
are pushed toward the boundary, leading finally to the state of
global synchronization, as shown in Fig. 4(a3).
Figure 3 indicates that the global synchronization state is
stable for M . 550. As M is increased further, ρmax de-
creases gradually but the value of ρmin remains about 0. For
M ≈ 850, another platform emerges in the variation of ρmax
with M , where ρmax ≈ 0.9 for M ∈ [850, 1100]. Since
ρmin ≈ 0 still holds, there is no spiral wave. In fact, in this
region the system contains at most two synchronous clusters.
Because the value of ρmax is close to unity, most nodes in
the network are synchronized into a giant cluster. To provide
evidence for this scenario, we calculate a series of snapshots
of the system dynamics for M = 1000, which are shown in
Fig. 4(b). We see that, the original spiral wave first breaks into
a pair of anti-spiral waves [Fig. 4(b2)] that move gradually to
the system boundary and disappear after reaching it. In the
meantime, two synchronous clusters emerge: a small cluster
consisting of nodes in the central area (except for the nodes
connected by the randomly added links) and a large cluster
comprising nodes in the peripheral area. There is a narrow
boundary of asynchronous nodes separating the two clusters,
FIG. 4. (Color online) Characteristically distinct dynamical states
in the network system that structurally becomes increasingly
random for (a1-a3) M = 100 (global synchronization) (b1-b3)
M = 1000 (chimera-like state) and (c1-c3) M = 1500 (pinned
spiral wave). The left, middle and right columns are snapshots of the
system dynamics taken, respectively, at the initial, middle and end of
the evolution. Black dots in the central area mark the ending nodes
of the randomly added links.
as shown in Fig. 4(b3). The distinct synchronous clusters
represent effectively a chimera state observed previously in
systems of non-locally coupled oscillators [67–70], which be-
comes unstable as M is increased through 1100, since ρmax
and ρmin tend to decrease and increase, respectively. For
M & 1400, the values of ρmax and ρmin are stabilized about
1/3 and 1/4, respectively. Figure 4(c) shows, for M = 1400,
the typical states emerged during the system evolution. Due
to the added random links, the spiral tip first drifts from the
central to the peripheral area [Fig. 4(c1)], but the drift stops at
the boundary of the central area after which the tip disappears.
During this time interval, the spiral arms are separated from
each other. As will be demonstrated below, the three arms
are attached to the boundary of the central area and rotate in
a synchronous fashion, signifying the phenomenon of pinned
spirals [71]. As M is increased further, the pinned spiral state
can be maintained (even for M = 1× 104).
Figures 3 and 4 suggest the following transition scenario as
more random links are added to the network: spiral wave→
global synchronization → chimera-like state → pinned spi-
ral wave, where each state exists in a finite parameter region.
Within each region, the values of ρmax and ρmin are hardly
changed, suggesting that the respective patterns are stable to
random structural perturbations. A transition region is asso-
ciated with dramatic changes in the value of ρmax or ρmin,
in which one type of pattern is destroyed and a new type is
born. To better characterize the transition regions, we calcu-
late the probability of certain pattern, pstate, as a function of
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FIG. 5. (Color online) Continuous nature of pattern transition.
Shown is pstate versus M , which denotes the probability of gen-
erating a specific pattern for M randomly added links. The terms
SW, SY, CS and PS stand for, respectively, spiral wave, global syn-
chronization, chimera-like state, and pinned spiral wave. Results are
averaged over 200 network realizations.
M . The results are shown in Fig. 5. Comparing Figs. 3 and
5, we see that two different patterns coexist in each transition
region. Taking M = 30 as an example, we see that, over 200
independent network realizations, about 80% of these lead to
a spiral wave (psp ≈ 0.8) whereas the remaining cases corre-
spond to the global synchronization state (pgs ≈ 0.2). In the
transition region between spiral wave and global synchroniza-
tion (10 < M < 100), psp deceases from unity to zero, which
is accompanied by an increase in pgs in the opposite direction.
This feature of gradual and continuous transition appears also
in other transition regions, as shown in Fig. 5.
IV. PATTERN SENSITIVITY IN THE TRANSITION
REGIONS
In the transition regions the system dynamics is sensitive
to random structural perturbations in the sense that a single
added random link is able to switch the system dynamics
from one pattern to another. For example, for a network with
M = 49 random links, the stable state of the system is a spi-
ral wave pattern. With a new random link, the state of global
synchronization emerges and becomes stable, as exemplified
in Figs. 6(a-d), where the time evolutions of different pattern
states, δX = XM=49−XM=50, are shown, withXM = {xi}
denoting the pattern state for the network with M random
links. Initially [Fig. 6(a)], except for the pair of nodes con-
nected by the 50th link, the two patterns are essentially iden-
tical as the two networks (one with 49 and another with 50
random links) start from the same initial condition [the spiral
wave in Fig. 1(a)]. Then, as the two system evolves, the differ-
ence at one of the ending node of the 50th link is disappeared,
whereas the difference of the other ending node is kept and
gradually propagated to its neighboring region [Fig. 6(b)]. At
a later time the difference switches to a remote ending node
of a random link in the lattice [Fig. 6(c)]. This propagation
and switching process occurs repeatedly in the central area,
resulting in the formation of a three-armed spiral, as shown
in Fig. 6(d). Finally, a spiral wave similar to that in Fig. 1 is
generated. Similar behaviors arise in other transitional regions
[M ∈ (550, 850) and M ∈ (1100, 1400)].
Do the critical connections possess any special topologi-
cal property? To address this question, in the first transition
region, we add the 50th link in the central area randomly. If
the system evolves finally into the state of global synchroniza-
tion, we mark this link as critical and record the locations of
the ending nodes, denoted by (lx, ly) and (l′x, l
′
y). For com-
parison, we also record the ending nodes of non-critical links
that do not lead to the destruction of the spiral wave. We first
examine the Euclidean distances of the critical links, defined
as d = [(lx − l′x)2 + (ly − l′y)2]1/2. Previous studies [72, 73]
revealed that long distance links have a more significant ef-
fect on the network dynamics than short range links. A higher
probability for a critical link to be long ranged can then be
intuitively expected. Figure 6(e) shows the normalized distri-
bution of the distances of the critical links. Surprisingly, the
distribution is unimodal with the maximum probability occur-
ring at about d = 50. For comparison, the distance distribu-
tion of the non-critical is also shown, where we see that the
two distributions are nearly identical. This analysis indicates
that the critical links are uncorrelated with the distance.
The local connectivity of the ending nodes associated with
the critical links represents another topological feature. To
examine it, for each ending node, we count the number nr of
nodes of degree larger than 4within the distance dr = 10 from
it, for the reason that there is at least one random link attached
to such a node. If the critical links were attached to the ex-
isting nodes following the preferential attachment rule, such
links would be more likely to lie in regions containing large
degree nodes. In this case, the distribution of nr should ex-
hibit a heavy tail. A representative distribution of kr, the sum
of the critical links of the ending nodes, is shown in Fig. 6(f),
which exhibits a unimodal feature. For comparison, the kr
distribution of the non-critical links is also shown, which is
indistinguishable from that associated with critical links. We
find that the distance dr has no effect on the unimodal feature.
The results thus suggest that local connectivity is uncorrelated
with the critical links.
Examination of additional topological properties [7] such
as the degree assortativity, network modularity, and average
network diameter revealed no clear difference between the
critical and non-critical links. Topological analyses have also
been carried out for other transition regions, with the results
essentially the same. Our conclusion is that there is little dif-
ference between the critical and non-critical links.
V. DISCUSSION
In a regular lattice of coupled nonlinear oscillators, a typi-
cal (or default) pattern is spiral wave. A sufficient number of
random links will destroy the spiral wave, but how? This pa-
6FIG. 6. (Color online) Pattern sensitivity in the transition regions.
(a-d) Time evolution of the difference δX between the spiral wave
(M = 49) and the global synchronization state (M = 50). (e)
Normalized distance distribution of the critical (filled squares) and
non-critical links (filled circles). (f) Normalized distribution of the
local connectivity of the critical (filled squares) and non-critical links
(filled circles). Results in (e) and (f) are averaged over 500 realiza-
tions of the 50th link.
per addresses this question through a detailed computational
study of the effect of random links on a dynamical pattern
as their number is systematically increased. From the point
of view of network structure, adding random links to a regu-
lar network makes it complex, thus our work effectively ad-
dresses the general problem of pattern formation and transi-
tion in complex networks. We find, as the number of randomly
added links is increased, the underlying networked system can
exhibit distinct types of dynamical patterns and rich transi-
tions among them. Our study has revealed two types of pat-
terns in complex networks, which to our knowledge have not
been reported previously: a chimera-like pattern and pinned
multi-armed spiral waves. We also find that a transition be-
tween two distinct types of patterns can be triggered through
only a single, critical random link. The topological properties
of the set of critical links are found to be no different from
those of the non-critical links. With respect to spiral waves,
our study reveals that random links added into the region of
the spiral tip can have a devastating effect on the pattern, a re-
sult that is consistent with those from previous works [55–57].
A key difference from previous studies is that in our sys-
tem the motion of the spiral tip is random in a limited area
(the central area), which leads to the sensitivity of the sys-
tem pattern in the transition regions. This has a consequence.
In particular, a previous result in the study of synchroniza-
tion transitions in complex networks was that, as the network
becomes increasingly complex, an order parameter character-
izing the degree of network synchronization can increase con-
tinuously [74]. As demonstrated in this work, for spiral wave
patterns a properly defined order parameter would exhibit a
non-monotonous behavior because, as the number of random
links is increased, the state of the network can become per-
fectly ordered (global synchronization) and then become less
ordered with a chimera-like state and a pinned multi-armed
spiral. This peculiar phenomenon may be specific to spiral-
wave patterns where we supply random links only to the tip
region. Indeed, when random links are added to the network
on a global scale (as with the Newman-Watts small-world net-
work model [75]), we find a monotonic change in the degree
of the order of the system state. Nonetheless, our study sheds
new lights on the pattern dynamics in complex networks and
our results provide insights into the issue of pattern control on
networks.
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