In this paper we compare ruin functions for two risk processes with respect to stochastic ordering, stop-loss ordering and ordering of adjustment coe cients. The risk processes are as follows: in the Markov-modulated environment and the associated averaged compound Poisson model. In the latter case the arrival rate is obtained by averaging over time the arrival rate in the Markov modulated model and the distribution of the claim size is obtained by averaging the ones over consecutive claim sizes.
Introduction
This paper is concerned with ordering of risks, more precisely with comparing the ruin functions of two related risk processes fR(t)g, fR (t) g. This topic is of obvious actuarial interest and has been studied, for example, in Goovaerts et al. (1990) , van Heerwarden (1991) , Kl uppelberg (1993) and Asmussen (1994) .
Much of the literature concentrates on assessing whether a given claim size distribution B is more dangerous than another one B in the sense that (u) (u); for every u 0 (1:2) when B, B are the claim size distributions of two standard compound Poisson risk processes fR(t)g, fR (t)g with the same arrival intensity = and the same premium rate p = p ; the ordering (1.2) is referred to as stochastic ordering and we write so (more generally, the ordering relations studied in this paper are de ned for functions in R, the class of monotone functions de ned on 0; 1), decreasing to zero at in nity and assuming values between zero and one). In the compound Poisson setting, it is easy to show that if B is stochastically larger than B (that is, if B so B where B(x) = 1 ? B(x) is the tail), then (1.2) holds. This follows immediately from the fact that in this case one can assume that the trajectories of the risk processes fR(t)g, fR (t)g satisfy the inequality R (t) R(t) for every t 0. A somewhat more substantial result which can be found in Daley and Rolski (1984) , see also Makowski (1994) , states that (1.2) remains true if B so B is weakened to B sl B where, for any two functions (1) ; (2) 2 R, the stop-loss ordering (1) sl (2) is de ned by
(u) du
(u) du; for every x 0 :
(1:3)
This paper concentrates on the study of the role of deviations from the Poisson arrival pattern. Rather than looking at renewal processes which are mathematically nice but hard to motivate practically, our framework is that of Markov{modulated Poisson arrivals, see Janssen (1980) , Reinhard (1984) , Janssen and Reinhard (1985) , Asmussen (1989) , Rolski (1991, 1994) , Grigelionis (1993) and Asmussen et al. (1994) for some relevant references. Roughly, the model states that there is an underlying Markov process fJ(t)g with p < 1 states, such that arrivals occur as in a Poisson process with rate i when J(t) = i, and that the corresponding claims have distributions B i with means i (the premium rate may also depend on i but by an operational time argument we may and shall assume that it is 1 in all environmental states). The corresponding risk process is denoted by fR(t)g in the following. The motivation for this type of modeling is in part descriptive because of the exibility, allowing in particular to model arrival streams which are more bursty than any renewal process, but in part also that at least in some cases, one can interpret the model in a natural way. E.g. Asmussen (1989 Asmussen ( , 1994 discusses car insurance where the states of fJ(t)g describe weather conditions. The model of Janssen and Reinhard (1985) is mathematically slightly di erent but has a similar avour from the modeling point of view.
If the i and B i do not uctuate too much around some average values , B , one can see the model as a perturbation of a classical compound Poisson risk process fR (t)g with arrival rate and claim size distribution B . The rigorous de nition of , B (which also makes sense and is interesting if the Markov{modulation is more clear-cut) is as follows: We assume that fJ(t)g is irreducible and time{homogeneous with intensity matrix = ( jk ) and stationary initial distribution = ( 1 ; . . .; p ), i.e. = 0. Then, The initial purpose of the present research was to show that it is always the case that so where the ruin functions ; correspond to the Markov{modulated risk process fR(t)g and its averaged compound Poisson counterpart fR (t)g, respectively. The conjecture that such a result could be true came in part from numerical studies, in part from the folklore principle that any added stochastic variation increases the risk, and nally in part from queueing theory, where it has been observed repeatedly that Markov modulation increases several queueing characteristics, see e.g. Ross (1978) , Rolski (1981 Rolski ( , 1989 ), Chang et al. (1991) , Chang and Nelson (1993) . In fact, in the present paper we give a partial solution to our original conjecture showing that so holds under an additional monotonicity condition on the Markov-modulated environment, but also counterexamples showing that at least some conditions are needed.
Without loss of generality we can enumerate the p states of the environment such that 1 2 . . . p :
(1:6)
The monotonicity conditions which play an important role in our paper are the following: Assume that, for the numbering of environmental states given by (1.6), we have B 1 so B 2 so . . . so B p ; (1:7) and stochastic monotonicity of the underlying Markov process (cf. Stoyan (1983) ) which with nitely many states can be stated as X n l jn X n l kn for all j; k; l with j k; and l j or l > k: (1:8) To avoid trivialities, we also assume that there exist i 6 = j such that either i < j or B i 6 = B j .
Occasionally we strengthen (1.7) to B B i ; . From a result of Rolski (1981) it follows that the weaker ordering sl always holds when claim sizes are i.i.d.; we give a self-contained proof in Section 4. The rest of the paper then deals with the adjustment coe cients. We say that a function 2 R admits an exponential tail with adjustment coe cient if, for u ! 1, we have (u) C exp(? u) for some C > 0. In the subset of functions (1) ; (2) 2 R admitting an exponential tail we de ne (1) et (2) i (1) > (2) ; this ordering criterion is used in a more or less explicit way in much of the actuarial literature (see e.g. Kl uppelberg (1993)). Section 5 studies the problem of et . We show that this ordering holds at least in the cases when p = 2 or when (1.6), (1.7) and (1.8) are ful lled. Section 6 then gives some perturbation analysis for the adjustment coe cient. For example, we compute the rst error term in the approximation which is valid when the degree of Markov{modulation is small.
Stochastic Ordering
Consider the irreducible Markov process fJ(t)g described in the preceding section. Let fJ i (t)g be the Markov process with the same intensity matrix as fJ(t)g, but starting in state i, i.e. J i (0) = i, and fN i (t)g be the counting process with intensity process f J i (t) g. As before, de ne fS i (t)g t 0 = n P N i (t)
as the associated surplus process with arrival process fN i (t)g and claim sizes U i;k , respectively, and with the ruin function i (u) = IP(sup t 0 S i (t) > u).
Lemma 2.1 Assume that conditions (1.6), (1.7) and (1.8) are ful lled. Then, for i < j, it holds that i so j .
Proof. Let i < j. Because of (1.8), using Theorem 4.2.8 and Proposition 1.10.4 of Stoyan (1983), we can assume that J i (t) J j (t) for all t 0, which implies that the intensities of N i and N j are pathwise ordered. Therefore, we can assume that any jump epoch, say the kth occurring at time t k , for N i is also a jump epoch for N j , say the lth, where we use the notation l = l k . Since J i (t k ) J j (t k ), it follows from (1.7) that the claim sizes can be chosen in such a way that U i;k U j;l k with probability one and hence
From this the ordering i so j easily follows. 
where the inequality in (2.2) follows by considering the increasing functions i B i (x) and i (u?x) of i and using Lemma 2.3. Comparing (2.2) and (2.1), it follows by a standard argument from renewal theory that dominates the solution of the renewal equation (2.1).
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The following result shows that so may fail if (1.7) is violated. (2:3) and that has the form 0 for some xed intensity matrix 0 
Proposition 2.1 Assume that
This nishes the proof. Then the left side of (2.3) is of order 10 ?4 , whereas the right side of (2.3) is of order 10 ?1 .
We nally remark that, besides Theorem 1.1, a further related result holds. Consider the sequence of consecutive ladder epochs (1) + ; (2) + ; . . . of the surplus process fS(t)g. Note that provided that the consecutive sojourn times of the environment process in its two states form an alternating renewal process and that the sojourn times in the state with positive arrival intensity are exponentially distributed. Furthermore, it is easy to see that then the distribution of interarrival times has the property NWUE. Thus, from the remark above, so follows. In Rolski (1981) this was noticed under the additional assumption that the distribution of sojourn times in the zero state has the stronger aging property DFR.
Exponential Claim Sizes
Now we discuss the role of the monotonicity condition (1.8) considering the special case (1.9), i.e. the distribution function B of claim sizes does not depend on the actual state of the environmental process fJ(t)g. Moreover, we assume that the claim sizes are exponentially distributed with expectation one, i.e.
B(x) = 1 ? e ?x for every x 0:
Note that, in this case, a di erent proof of Theorem 1.1 can be given by using Proposition 2.2. This follows from the fact that, for claim sizes with the standard exponential distribution, the ruin function (u) can be represented in the form is the p p diagonal matrix with diagonal elements 1 ; . . .; p , I = ( ij ) the p p identity matrix, e the p-dimensional column vector of ones, and C the intensity matrix of the stationary Markov process fJ(t)g obtained, after reversion of time, from the stationary Markov process fJ(t)g governed by , i.e.J(t) = J(?t). From Computations as in the following example even leads to the conjecture that R k (x)e is a convex function of x taking its minimum at x = 0. However, it seems to be impossible to evaluate the second derivative of g k (x) explicitly. where S is a certain p p matrix which is determined by C and (or, equivalently, by and ). The question is whether it is possible to nd an example such that S e < 0. In that case, IEL(0) < 1? for su ciently large and hence (3.6) would not be true. Moreover, from Little's and Takacs' formulas (see (4.4)), it would follow that then
Thus, also so would not be true in general. Chang and Nelson (1993) proved that S e 0 provided that fJ(t)g is dynamically reversible, where a stationary Markov process with intensity matrix is dynamically reversible if there exists a permutation of f1; 2; . . .; mg, denoted by j ! j + , j = 1; 2; . . .; m, such that (i) j = j + , (ii) jj = j + j + and (iii) i ij = j + j + i + .
Therefore, we tried to nd an example such that S e < 0 for neither fJ(t)g stochastically monotone nor fJ(t)g dynamically reversible but we could not get it in none of the 20 million di erent con gurations which we calculated numerically. Moreover, our computations (see also Example 3.2) yield the conjecture that the expected queue length IEL(0) is always strictly decreasing in , at least for su ciently large where no additional assumptions are needed (like dynamical reversibility of fJ(t)g or stochastic monotonicity of fJ(t)g). Example 3. In this section we consider the case that claims arrive according to a doubly stochastic Poisson process fN(t)g with an arbitrary stationary ergodic intensity process f (t)g such that = IE (0) < 1. In particular, we do not assume that f (t)g is generated by a Markov process as it was assumed in the preceding sections. By some authors, such a more general counting process fN(t)g is called a Cox process. Let the sequence fU k g of consecutive claim sizes consist of i.i.d. random variables with distribution function B and assume that they are also independent of arrivals and that IEU k < 1. Under these assumptions an interesting comparability property was derived in Rolski (1981) concerning convex ordering of virtual waiting times in single-server queues. We restate this result here, but now in the risk theoretical setting, and we give a selfcontained proof. Like in Sections 1 to 3, by (u) we denote the ruin probability de ned in (1.1) and (1.4) and by (u) the corresponding ruin probability for the associated averaged compound Poisson model, that is with Poisson arrivals with rate and with the same claim sizes U k .
Theorem 4.1 Let the claim arrival process fN(t)g be an arbitrary Cox process with stationary ergodic intensity process f (t)g, let the claim sizes U k be i.i.d. and independent of fN(t)g, and IE (t) IEU k < 1. Then, sl : (4:1) In the proof of Theorem 4.1 we use the following lemma, which seems to be also of independent interest and where the ruin function (u) appearing in (4.1) is replaced by a Palm-type analogue. By (u) we denote the ruin function given by
where fN (t)g is the (reduced) Palm version of the stationary Cox process fN(t)g. It is wellknown that fN (t)g again is a Cox process. Its intensity process we denote by f (t)g. Moreover, 
Ordering of Adjustment Coe cients
We now consider the subset of ruin functions admitting an exponential tail, i.e. ruin functions (u) such that there exists a 2 (0; 1) with 0 < lim u!1 (u)e u < 1. The constant is called the adjustment coe cient of (u). It turns out that, for such functions, stop-loss ordering implies ordering of their adjustment coe cients.
Proposition 5.1 Assume that the functions (1) ; (2) 2 R admit exponential tails with adjustment coe cients (1) ; (2) > 0, respectively. Then,
. Proof. Clearly, Furthermore, because of
, we have for all x 0 0 Z 1
e ? (2) x ? C
e ? (1) 
(u) ? r (1) (u)) du
and hence e (1) x Z 1 x (r (2) (u) ? r (1) (u)) du C
? C
e ?(
? (1) (i) x ). Assume for the moment that (1) < (2) . Then, for x ! 1, the left side of (5.1) would converge to zero, but the right side to C (1) = (1) > 0. By this contradiction (2) (
follows.
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Note that, in general, we do not know whether the ruin function induced by a Coxian claim arrival process has an exponential tail. However, in some special cases like periodic environment or Markov modulated environment, this is known (see Asmussen (1989) , Asmussen and Rolski (1994) ).
Hence we return to the ruin functions (u) and (u) de ned in (1.1) and induced by a Markov-modulated environment and by the associated averaged compound Poisson input, respectively. From Theorem 1.1 and Proposition 5.1 we know that for the adjustment coe cients and of (u) and (u), and we prove that even the strict inequality is true under the assumption that (1.6), (1.7) and (1. For s = we write simply h = (h 1 ; . . .; h p ). Note that h is a positive vector. Clearly ( + K( ))h = 0 , so that the rst zero is in (0; ). The cases where one of the inequalities is an equality are easily treated in a similar way. 
.
