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ADIABATIC DECOMPOSITION OF THE ζ-DETERMINANT
AND SCATTERING THEORY.
JINSUNG PARK AND KRZYSZTOF P. WOJCIECHOWSKI
1. Introduction and Statement of the Results
Let D : C∞(M,S) → C∞(M,S) be a compatible Dirac operator acting on
sections of a Clifford bundle S over a closed manifold M of dimension n. The
operator D is a self-adjoint operator, with discrete spectrum {λk}k∈Z. The ζ-
determinant of the Dirac Laplacian D2 is given by the formula
(1.1) detζD2 = e−ζ
′
D2
(0) ,
where ζD2(s) is defined as follows:
(1.2) ζD2(s) =
∑
λk 6=0
(λ2k)
−s =
1
Γ(s)
∫ ∞
0
ts−1[ Tr (e−tD
2
)− dimkerD ] dt .
This is a holomorphic function of s for ℜ(s) ≫ 0 and has the meromorphic
extension to the complex plane with s = 0 as a regular point.
Let us consider a decomposition of M as M1 ∪M2 , where M1 and M2 are
compact manifolds with boundaries such that
(1.3) M =M1 ∪M2 , M1 ∩M2 = Y = ∂M1 = ∂M2 .
In this paper, we study the adiabatic decomposition of the ζ-determinant of
D2, which describes the contributions in detζD2 coming from the submanifolds
M1 and M2. Throughout the paper, we assume that the manifold M and the
operator D have product structures in a neighborhood of the cutting hypersurface
Y . Hence, there is a bicollar neighborhood N ∼= [−1, 1]u × Y of Y ∼= {0} × Y in
M such that the Riemannian structure on M and the Hermitian structure on S
are products of the corresponding structures over [−1, 1]u and Y when restricted
to N , so that D has the following form,
(1.4) D = G(∂u +B) over N .
Here u denotes the normal variable, G : S|Y → S|Y is a bundle automorphism,
and B is a corresponding Dirac operator on Y . Moreover, G and B do not depend
on u and they satisfy
(1.5) G∗ = −G , G2 = −Id , B = B∗ and GB = −BG .
To prove the adiabatic decomposition formula of detζD2, we follow the original
Douglas-Wojciechowski proof of the decomposition formula for the η-invariant in
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[10]. However, we face two new problems, not present in the case of the η-
invariant. First, detζD2 is a much more non-local invariant than the η-invariant.
This results, for instance, in the fact that the value of detζD2 varies with the
length of the cylinder. Second, the contribution of detζD2 over the cylindrical
part is now non-trivial. We still follow the idea of the paper [10] and we stretch
our manifold M to separate M1 and M2. For this, let us introduce a manifold
MR equal to the manifold M with N replaced by NR ∼= [−R,R]u × Y . By
assumption of product structures over N , we can extend the bundle S to MR.
Furthermore, using (1.4), we can extend D to the Dirac operator DR over MR.
Now we decomposeMR by the hypersurface {0}×Y into two submanifoldsM1,R,
M2,R and we obtain D1,R, D2,R by restricting DR to M1,R, M2,R respectively.
To formulate the decomposition formula for the ζ-determinant, we have to
describe the invariant on a manifold with boundary which enters the picture
at this point. The tangential operator B has discrete spectrum with infinitely
many positive and infinitely many negative eigenvalues. Let Π>, Π< denote
the Atiyah-Patodi-Singer (APS) spectral projections onto the subspaces spanned
by the eigensections of B corresponding to the positive, negative eigenvalues
respectively. We select two involutions σ1, σ2 on kernel of B, which satisfy Gσi =
−σiG and define πi = 1−σi2 the orthogonal projections onto −1 eigenspaces of σi
. We define
(1.6) P1 = Π< + π1 , P2 = Π> + π2 ,
which provides us with the ideal boundary condition introduced by Cheeger in
[6], [7]. The projection Pi imposes an elliptic boundary condition for Di,R (see
[1]; see [2] for an exposition of the theory of elliptic boundary problems for Dirac
operators). This means that the associated operator
(Di,R)Pi = Di,R : dom (Di,R)Pi → L2(Mi,R, S)
where
dom (Di,R)Pi = {s ∈ H1(Mi,R, S) | Pi(s|Y ) = 0}
is a self-adjoint Fredholm operator with ker(Di,R)Pi ⊂ C∞(Mi,R, S) and discrete
spectrum.
The main concern of this paper is to consider the limit of the following ratio
of the ζ-determinants,
(1.7)
detζD2R
detζ(D1,R)2P1 ·detζ(D2,R)2P2
as R→∞ ,
which we call as the adiabatic decomposition of the ζ-determinant of D2.
The eigenvalues of DR fall into three different categories as R→∞. There are
infinitely many large eigenvalues (l-values) bounded away from 0 and infinitely
many small eigenvalues (s-values) of the size O(R−1) . Besides these, there
are finitely many eigenvalues which decay exponentially with R (e-values). The
number hM of e-values is given by
(1.8) hM = dimkerL2 D1,∞ + dimkerL2 D2,∞ + dimL1 ∩ L2 ,
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where Di,∞ is the operator defined from D in a natural way over the manifold
Mi,∞ , which is equal toMi with the half infinite cylinder [0,∞)×Y or (−∞, 0]×Y
attached. More precisely, the operator Di = D|Mi extends in a natural way to
the manifold Mi,∞ . It has a unique closed self-adjoint extension in L2(Mi,∞, S)
, which we denote by Di,∞ . The subspaces Li ⊂ kerB are the spaces of limiting
values of extended L2-solutions of Di,∞. The decomposition of the eigenvalues of
the operator DR into different classes was discussed by Cappell, Lee and Miller
(see [5]). The corresponding analysis for the operator (Di,R)Pi was provided by
Mu¨ller (see [17]). The spectrum of the operators (Di,R)Pi splits in the same way
as the spectrum of DR . The only difference is that the operators (Di,R)Pi do not
have nonzero e-values and the dimension of the space of the solutions of (Di,R)Pi
is equal to
(1.9) hi = dimker(Di,R)Pi = dimkerL2 Di,∞ + dimLi ∩ ker(σi − 1) .
In the adiabatic limit process, the different types of eigenvalues make their
contribution at different time intervals of the integral representation of ζD2(s) in
(1.2). The contribution made by l-values comes from the time interval [0, R2−ε]
, where ε is a sufficiently small positive number, and we fix ε from now on. More
precisely, it is not difficult to show that the l-values contribution to the adiabatic
limit of (1.7) from the time interval [R2−ε,∞] disappears as R→∞ (see Section
2). The contribution made by l-values was discussed in [19]. To be more precise,
in [19] we discussed the case of the operator D , such that Di,∞ and B have trivial
kernels. These conditions imply that there are no e-values and s-values. This
allows us to reduce the computation of the quotient in (1.7) to the corresponding
quotient on the cylinder, hence one can show that the limit of (1.7) as R → ∞
is equal to 2−ζB2 (0) . Actually, even in the presence of e-values and s-values, we
are able to show that in the adiabatic limit the contribution of l-values comes
only from the time interval [0, R2−ε] so that we can reduce to the cylinder as
in [19]. The method we use to prove this combines Duhamel’s principle and
Finite propagation speed property of the wave operators. Details are presented
in Section 2.
The s-values contribution comes from the time interval [R2−ε, R2+ε]. The
computation of the s-values contribution is the main achievement of this paper.
We follow Mu¨ller (see [17]) and use the Scattering theory to get a description of
the s-values. The operators Di,∞ on Mi,∞ determine scattering matrices Ci(λ) .
It turned out that the matrix C12 = C1(0)◦C2(0) on kerB∩ker(G+i) determines
the contribution of s-values of the operator DR in the adiabatic limit. Similarly
the finite-dimensional unitary matrix Sσi on ker(σi + 1), which is defined by the
scattering matrix Ci(0) and the involution σi, determines the contribution of s-
values of the operators (Di,R)Pi . The exact correspondence is stated in Section
3.
Finally we have to discuss e-values of DR . The number of e-values is equal
to hM which, as remarked above, is constant. On the other hand, the set of zero
eigenvalues of DR, which is a subset of e-values by definition, is very unstable
with respect to R . Hence, without making additional assumptions we are not
able to control the adiabatic limit of the determinant of D2R due to the finite
4 JINSUNG PARK AND KRZYSZTOF P. WOJCIECHOWSKI
number of nonzero e-values. Hence, we assume that all the e-values are zero
eigenvalues in order to avoid the technical difficulty of the nonzero e-values. One
of the important examples of such situation is the case of the operator
dρ + d
∗
ρ : ⊕ni=0Ωi(M,Vρ) → ⊕ni=0Ωi(M,Vρ)
where Vρ denotes the flat vector bundle defined by the unitary representation ρ
of π1(M) (see Proposition 3.9). For the operator L : W → W acting on a finite
dimensional vector spaceW , we denote by det∗L the determinant of the operator
L restricted to the subspace (kerL)⊥. Now we are ready to formulate the main
result of the paper.
Theorem 1.1. When all the e-values of DR are zero eigenvalues, the following
formula holds:
(1.10) lim
R→∞
R−2h · detζD
2
R
detζ(D1,R)2P1 ·detζ(D2,R)2P2
= 2−ζB2 (0)−hY +2hM ·det∗
(
2 Id− C12 − C−112
4
)
·
2∏
i=1
det∗
(
2 Id− Sσi − S−1σi
4
)−1
where h = hM − h1 − h2 and hY = dimkerB .
Remark 1.2. In [12] and [11], the reduced normal operators corresponding to
our operators C12, Sσi were introduced in the framework of b-calculus and used
in the analysis of s-values for the analytic surgery of the η-invariant and analytic
torsion.
To prove Theorem 1.1, we consider the following relative ζ-function and its
derivative at s = 0,
1
Γ(s)
∫ ∞
0
ts−1[ Tr (e−tD
2
R − e−t(D1,R)2P1 − e−t(D2,R)2P2 )− h ] dt ,
which we decompose into two parts,
ζRs (s) =
1
Γ(s)
∫ R2−ε
0
(·) dt , ζRl (s) =
1
Γ(s)
∫ ∞
R2−ε
(·) dt ,
where ε is the fixed sufficiently small positive number. The derivatives of ζRs (s)
and ζRl (s) at s = 0 give the small and large time contribution in (1.10).
In Section 2 we deal with the small time contribution and prove that this equal
2−ζB2 (0), which gives the first factor on the right side of (1.10). In Section 3 we
explain some basic description of the small eigenvalues. We follow [17] and use
scattering theory in order to get a description of the s-values of DR and (Di,R)Pi
, which allows us to make a comparison of s-values of those operators with the
eigenvalues of certain model operators over S1 . This is the central part of this
paper. In Section 4 we use the results of Section 3 to show that, in the adiabatic
limit, the large time contribution to the quotient (1.7) is equal to
2−hY +2hM ·det∗
(
2Id− C12 − C−112
4
)
·
2∏
i=1
det∗
(
2Id− Sσi − S−1σi
4
)−1
.
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This is the second factor on the right side of (1.10). The zero eigenvalues make
their presence via the factor R−2h on the left side of (1.10).
In Section 5 we review the decomposition formula for the η-invariant and offer
a new proof based on the method developed in order to prove Theorem 1.1. This
proof is more complicated than other proofs presented in [4], [9], [12], [18], [23],
[3], [13], [16]. However, it is a nice illustration of the differences we encounter
when we deal with the ζ-determinant instead of the η-invariant.
Acknowledgments. The authors want to express their gratitude to Werner
Mu¨ller for his helpful comments on the content of this paper and for the more
general remarks on the theory of the ζ-determinant. A part of this work was
done during the first author’s stay at ICTP and MPI. He wishes to express his
gratitude to ICTP and MPI for their financial support and hospitality.
2. Small Time Contribution
In this section we determine the small time contribution, which is done in two
steps. First, we use Duhamel’s principle and Finite propagation speed property
of the wave operator to show that we can reduce the problem to computations
on the cylinder. Then, we perform the explicit calculations on the cylinder. Both
parts are fairly standard. The cylinder contribution has been recently computed
in [19]. Therefore, we only discuss the reduction scheme and refer to [19] for the
explicit computation on the cylinder.
Let ER(t;x, y) denote the kernel of the operator e−tD2R . We introduce the
specific parametrix for ER(t;x, y) , which fits our main purpose to localize the
contribution coming from the cylinder [−R,R]u × Y and the interior of MR .
In fact, the interesting point here is that we use ER(t;x, y) to construct this
parametrix. Let Ec(t;x, y) denote the kernel of the operator e−t(−∂2u+B2) on the
infinite cylinder R × Y . We introduce a smooth, increasing function ρ(a, b) :
[0,∞) → [0, 1] equal to 0 for 0 ≤ u ≤ a and equal to 1 for b ≤ u . We use
ρ(a, b)(u) to define
φ1,R = 1− ρ(5
7
R,
6
7
R) , ψ1,R = 1− ψ2,R ,
φ2,R = ρ(
1
7
R,
2
7
R) , ψ2,R = ρ(
3
7
R,
4
7
R) .
We extend these functions to symmetric functions on the whole real line. These
functions are constant outside the interval [−R,R]u and we use them to define
the corresponding functions on a manifold MR, which are denoted by the same
notations. Now, we define QR(t;x, y) a parametrix for the kernel ER(t;x, y) by
(2.1) QR(t;x, y) = φ1,R(x)Ec(t;x, y)ψ1,R(y) + φ2,R(x)ER(t;x, y)ψ2,R(y) .
It follows from the Duhamel’s principle that
(2.2) ER(t;x, y) = QR(t;x, y) + (ER ∗ CR)(t;x, y) ,
where ER ∗ CR is the convolution given by
(ER ∗ CR)(t;x, y) =
∫ t
0
ds
∫
MR
dz ER(s;x, z) CR(t− s; z, y) ,
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and the error term CR(t;x, y) is given by the formula
CR(t;x, y) =− ∂2uφ1,R(x) Ec(t;x, y)ψ1,R(y)− ∂u φ1,R(x) ∂uEc(t;x, y)ψ1,R(y)
− ∂2uφ2,R(x) ER(t;x, y)ψ2,R(y)− ∂uφ2,R(x) ∂uER(t;x, y)ψ2,R(y) .
The following elementary lemma follows from the construction of QR(t;x, y),
Lemma 2.1. For a fixed y, the support of the error term CR(t;x, y) as a function
of x is a subset of
(
[−67R,−17R]u ∪ [17R, 67R]u
)× Y . Moreover it is equal to 0 if
the distance between x and y is smaller than R7 .
Now, following Cheeger, Gromov and Taylor (see [8]; see also Section 3 of
[4]), we use the Finite propagation speed property for the wave operator. The
technique introduced in [8] allows us to compare the heat kernel of the operator
D2R over MR with the heat kernel of the operator −∂2u+B2 on the cylinder R×Y
. We describe the case we need in our work. Let X1 and X2 be Riemannian
manifolds of dimension n and Si be spinors bundle with Dirac operators Di
over Xi. Assume that there exists a decomposition Xi = Ki ∪ Ui , where Ui
is an open subset of Xi . Moreover, we assume that there exists an isometry
h : U1 → U2 covered by the unitary bundle isomorphism Φh : S1|U1 → S2|U2 ,
which intertwines Dirac operators D1|U1 and D2|U2 . We identify
U ∼= U1 ∼= U2 ,
so thatX1 andX2 have a common open subset U . Let Ei(t;x, y) denote the kernel
of the operator e−tD2i . Then we have the following estimate on the difference of
the heat kernels on U as in Lemma 3.6 in [4],
Proposition 2.2. For x, y ∈ U and t > 0, there exist positive constants c1, c2
such that
(2.3) ‖∂juE1(t;x, y)− ∂juE2(t;x, y)‖ ≤ c1e−c2
r2
t
where j = 0, 1 and r = min(d(x,K1), d(y,K1)).
In our situation, X1 =MR, X2 = R×Y and U = [−R,R]u×Y . Note that the
heat kernel Ec(t;x, y) over R× Y satisfies the standard estimate. More precisely,
for t > 0 we have
(2.4) ‖∂juEc(t; (u,w), (v, z))‖ ≤ c1|u− v|jt−
n
2
−je−c3
(u−v)2
t ,
where j = 0, 1, u, v ∈ R and w, z ∈ Y . This follows from the corresponding
estimate for the heat kernel of B2 over the closed manifold Y (see Proposition
4.1 in [21]) and explicit form of the heat kernel of −∂2u over R. We are going to
use (2.3) and (2.4) in the following proposition.
Proposition 2.3. There exist constants c1, c2 > 0 such that for any t with 0 <
t < R2−ε and ((u,w), (v, z)) ∈ supp CR(t; ·, ·),
‖ER(t; (u,w), (v, z))‖ ≤ c1e−c2
R2
t , ‖CR(t; (u,w), (v, z))‖ ≤ c1e−c2
R2
t .(2.5)
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Proof. For j = 0, 1, we have
‖∂juER(t; (u,w), (v, z))‖ ≤ ‖∂juEc(t; (u,w), (v, z))‖
+ ‖∂juER(t; (u,w), (v, z)) − ∂juEc(t; (u,w), (v, z))‖ .
By Lemma 2.1 and (2.3), (2.4), there exist some constants c1, c2 > 0 such that for
(u,w), (v, z) ∈ suppCR(t; ·, ·), both summands on the right side satisfy the desired
estimate. This estimate for j = 0 (j = 1) implies the first (second) estimate in
(2.5). 
Now we are ready to prove the following technical result,
Proposition 2.4.
(2.6) lim
R→∞
d
ds
∣∣∣
s=0
1
Γ(s)
∫ R2−ε
0
ts−1dt
∫
MR
tr (ER ∗ CR)(t;x, x) dx = 0 .
Proof. By Lemma 2.1 and Proposition 2.3,
| tr (ER ∗ CR)(t;x, x) | ≤ ‖(ER ∗ CR)(t;x, x)‖
≤
∫ t
0
ds
∫
[− 6
7
R, 6
7
R]u×Y
‖ER(s;x, z) CR(t− s; z, x)‖ dz
≤ c21·
∫ t
0
ds
∫
[− 6
7
R, 6
7
R]u×Y
e−c2
R2
s e−c2
R2
t−s dz
≤ c3R·
∫ t
0
e
−c2 tR
2
s(t−s)ds ≤ c3R·
∫ t
2
0
e−2c2
R2
s ds ≤ c3R t
2
e−4c2
R2
t ,
where the last estimate is a consequence of the elementary inequality∫ t
0
e−
c
sds ≤ t e− ct .
Hence we have proved
(2.7) | tr (ER ∗ CR)(t;x, x) | ≤ c4R t e−c5
R2
t .
This allows us to estimate as follows∣∣∣ 1
Γ(s)
∫ R2−ε
0
ts−1dt
∫
MR
tr (ER ∗ CR)(t;x, x) dx
∣∣∣
≤ c6R2·
∣∣∣ 1
Γ(s)
∣∣∣ ∫ R2−ε
0
|ts|e−c5 R
2
t dt .
As R→∞, the function of s on the right side uniformly converges to zero for s in
any compact set in C. Hence, the derivative at s = 0 of the meromorphic function
on the left side converges to zero as R→∞. This completes the proof. 
The corresponding result for the operator (Di,R)2Pi to Proposition 2.4 can be
carried out in exactly the same manner. First, as for DR over MR, we can
construct the parametrices for the heat kernels of e
−t(Di,R)2Pi using ER(t;x, y) and
the heat kernels of
(
G(∂u+B)
)2
Pi
over [0,∞)u×Y or (−∞, 0]u×Y . Second, one
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can obtain the corresponding estimate to (2.3) using the explicit form of the heat
kernel of (G(∂u +B))
2
Pi
. Third, one can also have the corresponding estimate to
Proposition 2.3 for (Di,R)2Pi since the similar estimate as in Proposition 2.2 holds
over the support of the error terms. (see Lemma 3.6 in [4]). All these imply that
the similar estimate to Proposition 2.4 holds for (Di,R)2Pi . Now we are ready to
prove the following main result of this section,
Proposition 2.5.
(2.8) lim
R→∞
( d
ds
∣∣∣
s=0
ζRs (s) + h(γ + (2− ε)· logR)
)
= ζB2(0) · log 2 .
Proof. First we observe
d
ds
∣∣∣
s=0
(
h
Γ(s)
∫ R2−ε
0
ts−1 dt
)
= h(γ + (2− ε) logR) .(2.9)
Hence we need to compute the limit as R → ∞ of the following remaining part
of ζRs (s),
d
ds
∣∣∣
s=0
1
Γ(s)
∫ R2−ε
0
ts−1Tr (e−tD
2
R − e−t(D1,R)2P1 − e−t(D2,R)2P2 ) dt.
By Proposition 2.4 and corresponding results for (Di,R)2Pi , it is sufficient to con-
sider the limit as R→∞ of
d
ds
∣∣∣
s=0
1
Γ(s)
∫ R2−ε
0
ts−1dt
∫
MR
tr
(
QR(t;x, x) −Q1,R(t;x, x)−Q2,R(t;x, x)
)
dx
where Qi,R(t;x, y) denotes the parametrix for e
−t(Di,R)2Pi . Now, the interior con-
tributions to the different parametrices, all determined by the kernel ER(t;x, y) ,
cancel out and we are left only with the cylinder contribution. Hence we have to
deal with the limit as R→∞ of
(2.10)
d
ds
∣∣∣
s=0
1
Γ(s)
∫ R2−ε
0
ts−1dt
∫
MR
tr
(
ψ1,REc(t;x, x)
− ψ1,REc,1(t;x, x)− ψ1,REc,2(t;x, x)
)
dx
where Ec,i(t;x, y) denotes the heat kernel of (G(∂u+B))2Pi over the half cylinder.
We repeat computations in Section 2 of [19] where we assumed the conditions
that B is invertible and Y is even dimensional. But we can easily derive the same
formula following Section 2 of [19] without these assumptions. So we can show
that for s in a compact subset of C the integral part in (2.10) uniformly converges
to the following function as R→∞ ,
2
(Γ(s)
4
− Γ(s+
1
2)
4s
√
π
)
·ζB2(s) .
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Hence, we obtain
lim
R→∞
d
ds
∣∣∣
s=0
1
Γ(s)
∫ R2−ε
0
ts−1Tr (e−tD
2
R − e−t(D1,R)2P1 − e−t(D2,R)2P2 ) dt(2.11)
=
d
ds
∣∣∣
s=0
2
Γ(s)
(Γ(s)
4
− Γ(s+
1
2)
4s
√
π
)
·ζB2(s) = ζB2(0) · log 2 .
Combining (2.9) and (2.11) completes the proof.

3. small eigenvalues and scattering matrices
In this section we investigate the relation between the s-values of the operators
DR, (Di,R)Pi and the scattering matrices Ci(λ) determined by the operators Di,∞
onMi,∞ for i = 1, 2. We refer to Section 4 and Section 8 in [17] for a more detailed
exposition of the elements of Scattering theory that we use in this paper.
Let us recall that MR has the cylindrical part NR = [−R,R]u × Y . Hence
M1,R,M2,R have the cylindrical part [−R, 0]u × Y , [0, R]u × Y respectively. But,
in order to considerMi,R as a submanifold ofMi,∞ which is obtained by attaching
[0,∞)v×Y or (−∞, 0]v×Y toMi, we change the variable by v = u+R or v = u−R
so that the cylindrical part of Mi,R is given by [0, R]v × Y or [−R, 0]v × Y .
Throughout this section, we will use this convention when it is needed.
For any ψ ∈ kerB and λ ∈ C − (−∞,−µ1] ∪ [µ1,+∞) where µ1 denotes the
lowest positive eigenvalue of the tangential operator B, there exists a generalized
eigensection E(ψ, λ) of D1,∞ over M1,∞ determined by the couple (ψ, λ) (see
Section 4 in [17] ) in the following sense,
D1,∞E(ψ, λ) = λE(ψ, λ) .
The section E(ψ, λ) has the following form over [0,∞)v × Y ,
(3.1) E(ψ, λ) = e−iλv(ψ − iGψ) + eiλvC1(λ)(ψ − iGψ) + θ(ψ, λ)
where θ is a square integrable section such that, for each v , θ(ψ, λ, (v, ·)) is
orthogonal to kerB. The operator C1(λ) : kerB → kerB is regular and unitary
for |λ| < µ1 and equals the Scattering matrix such that
C1(λ)C1(−λ) = Id , C1(λ)G = −GC1(λ) ,
which imply
C1(0)
2 = Id , C1(0)G = −GC1(0) .
Therefore C1(0) gives a distinguished unitary involution of kerB. In fact, the
space of the limiting values of the extended L2-solutions of D1,∞, L1 ⊂ kerB is
equal to the (+1)-eigenspace of C1(0), that is, L1 = ker(C1(0)−1). The following
proposition is a basic tool to deal with E(ψ, λ),
Proposition 3.1. (Maass-Selberg) The following equality holds,
〈E(φ, λ), E(ψ, λ)〉M1,R
= 4R〈φ,ψ〉Y − i〈C1(−λ)C ′1(λ)(φ− iGφ), ψ − iGψ〉Y +O(e−cR)
where φ,ψ ∈ kerB.
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Proof. By Green’s formula, we have
h〈E(φ, λ + h), E(ψ, λ)〉M1,R(3.2)
= 〈D1,RE(φ, λ + h), E(ψ, λ)〉M1,R − 〈E(φ, λ+ h),D1,RE(ψ, λ)〉M1,R
= 〈GE(φ, λ + h)|∂(M1,R), E(ψ, λ)|∂(M1,R)〉∂(M1,R) .
Using (3.1), the last line has the following form,
i e−ihR〈φ− iGφ, ψ − iGψ〉Y
− i eihR〈C1(λ+ h)(φ − iGφ), C1(λ)(ψ − iGψ)〉Y +O(e−cR)
= i e−ihR〈φ− iGφ, ψ − iGψ〉Y − i eihR〈φ− iGφ, ψ − iGψ〉Y
+ i eihR〈C1(λ)(φ− iGφ), C1(λ)(ψ − iGψ)〉Y
− i eihR〈C1(λ+ h)(φ − iGφ), C1(λ)(ψ − iGψ)〉Y +O(e−cR) .
Now, dividing the right side by h and taking the limit h→ 0, we obtain
2R〈φ− iGφ, ψ − iGψ〉Y − i〈C ′1(λ)(φ − iGφ), C1(λ)(ψ − iGψ)〉Y +O(e−cR)
= 4R〈φ,ψ〉Y − i〈C1(−λ)C ′1(λ)(φ− iGφ), (ψ − iGψ)〉Y +O(e−cR) .
Comparing this with (3.2) (divided by h) completes the proof.

Now we shall analyze the s-values of DR over MR. Let us consider a s-value
λ = λ(R) of DR such that
|λ(R)| ≤ R−κ for sufficiently large R
where κ is a fixed constant with 0 < κ < 1. Let ΨR denote a normalized
eigensection of DR corresponding to s-value λ, that is,
DRΨR = λΨR , ‖ΨR‖ = 1 .
Over the cylindrical part [−R,R]u×Y inMR, the eigensection ΨR corresponding
to s-value λ of DR has the following form,
(3.3) ΨR = e
−iλuψ1 + eiλuψ2 + ΨˆR
where ψ1 ∈ kerB ∩ ker(G − i), ψ2 ∈ kerB ∩ ker(G + i) and ΨˆR is orthogonal to
kerB.
Lemma 3.2. We have the following estimates
||ΨˆR|{u}×Y ||Y ≤ c1e−c2R for −
3
4
R ≤ u ≤ 3
4
R
where c1, c2 are positive constants independent of R .
The proof of this lemma is same as the one of Lemma 2.1 in [22]. Now we can
prove
Proposition 3.3. The zero eigenmode e−iλuψ1 + eiλuψ2 of the eigensection ΨR
of s-value λ(R) of DR is non-trivial.
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Proof. We follow the proof of Theorem 2.2 in [22], so we assume that the zero
eigenmode of ΨR is trivial, which will contradict to the fact λ(R) is a s-value.
Throughout the proof, we regardM1,R as a submanifold ofM1,∞ using the change
of variable v = u+R. We define a section ΦR on M1,∞ by
ΦR =
{
hR(x)ΨR(x) for x ∈M1,R
0 for x ∈M1,∞ \M1,R
where hR is a smooth function on M1,∞, equal to 1 for x ∈ M1 ∪ [0, R2 ]v × Y
and equal to 0 for x ∈ [34R,∞)v × Y with |∂
jh
∂vj
| ≤ CR−j for a constant C > 0.
Let H1(M1,∞, S) denote the first Sobolev space. For any a ≥ 0, we introduce a
closed subspace of H1(M1,∞, S) by
H1a(M1,∞, S)
= {Φ ∈ H1(M1,∞, S) | 〈Φ(v, ·), φk〉 = 0 for v ≥ a, k = 1, . . . , hY }
where φ1, . . . , φhY denotes an orthonormal basis of kerB. Consider the quadratic
form,
Q(Φ) = ‖DΦ‖ for Φ ∈ H1a(M1,∞, S)
where D denotes the differential operator over M1,∞ whose self adjoint extension
isD1,∞. Then this quadratic form is represented by a positive self adjoint operator
Ha in the closure of H
1
a(M1,∞, S) in L2(M1,∞, S). Then Ha has pure point
spectrum near 0 and kerHa = kerL2 D1,∞ for any a ≥ 0 by Proposition 8.7 in
[17]. Following the proof of Proposition 2.4 in [22], we can prove that there exist
positive constants c1, c2 such that
(3.4) |〈ΦR, s〉| ≤ c1e−c2R‖s‖
for s ∈ kerHa. Now let Φ˜R := ΦR −
∑h1,∞
k=1 〈ΦR, sk〉sk where {sk}
h1,∞
k=1 denotes an
orthonormal basis of kerHa with h1,∞ := dimkerHa. Hence, Φ˜R is orthogonal
to kerHa, and by (3.4) there is a positive constant C independent of R such that
‖Φ˜R‖ ≥ 12‖ΦR‖ ≥ C > 0 for sufficiently large R. Noting that Φ˜R ∈ domHa, and
by the mini-max principle, we have
(3.5) 〈HaΦ˜R, Φ˜R〉 ≥ ν2C2
where ν2 is the smallest nonzero eigenvalue of Ha. Now we have
λ(R)2 = 〈D2RΨR,ΨR〉 =
∫
MR
‖DRΨR(x)‖2 dx
≥
∫
M1,R
‖DRΨR(x)‖2 dx =
∫
M1,R
‖DR
(
hRΨR + (1− hR)ΨR
)
(x)‖2 dx
≥
∫
M1,∞
‖HaΦR(x)‖ dx−
∫
M1,R
‖DR(1− hR)ΨR(x)‖2 dx .
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By (3.5), the first term has the lower bound ν2C2 since HaΦR = HaΦ˜R. For the
second term, we have∫
M1,R
‖DR(1− hR)ΨR(x)‖2 dx
=
∫
M1,R
‖(1 − hR)(x)DRΨR(x)−G(∂uhR)(x)ΨR(x)‖2 dx
≤ 2
∫
M1,R
‖λ(R)(1 − hR)(x)ΨR(x)‖2 + ‖G(∂uhR)(x)ΨR(x)‖2 dx .
By applying Lemma 3.2 with v = u+R to each term of the last line, we have∫
M1,R
‖DR(1− hR)ΨR(x)‖2 dx ≤ c3e−c4R
for positive constants c3, c4. Hence these inequalities imply that λ(R)
2 ≥ 12ν2C2
for sufficiently large R. This completes the proof.

Changing to the variable v = u+R, we regard that the cylindrical part NR of
MR is given by [0, 2R]v × Y . In particular, we have the new expression for ΨR
from (3.3),
(3.6) ΨR = e
−iλvφ11 + e
iλvφ12 + ΨˆR
where φ11 = e
iλRψ1, φ
1
2 = e
−iλRψ2. Let (kerB)± denote the ±i eigenspace of
G : kerB → kerB. We need the following lemma,
Lemma 3.4. Let σ be an involution over kerB such that Gσ = −σG. Then for
any element φ ∈ (kerB)±, there exists a unique ψ ∈ Im(σ + 1) such that
φ = ψ ∓ iGψ.
Proof. For a given φ ∈ (kerB)+, let ψ := 12(1 + σ)φ, which lies in Im(σ + 1) by
definition. Then we have
ψ − iGψ =1
2
(
(1− iG)φ + (σ − iGσ)φ)
=
1
2
(
(1− iG)φ + (σ + iσG)φ) = 1
2
· 2φ = φ .
This completes the proof for the case of (+) and the other case of (−) can be
proved in the same way. 
By Proposition 3.3, one of φ11 and φ
1
2 in (3.6) is nontrivial. First we assume
that φ11 is nontrivial. Now, since L1 = Im(C1(0) + 1) and C1(0) is an involution
over kerB, by Lemma 3.4 we can choose ψ ∈ L1 such that φ11 = ψ − iGψ. Then
the generalized eigensection E(ψ, λ) over M1,∞ associated to ψ has the following
expression
E(ψ, λ) = e−iλv(ψ − iGψ) + eiλvC1(λ)(ψ − iGψ) + θ(ψ, λ)
over [0,∞)v × Y . Following [17], we introduce
F = ΨR|M1,R −E(ψ, λ)|M1,R .
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Green’s formula gives
0 = 〈D1,RF,F 〉M1,R − 〈F,D1,RF 〉M1,R =
∫
∂(M1,R)
〈GF |∂(M1,R), F |∂(M1,R)〉 dy.
On the other hand, Lemma 3.2 shows that∫
∂(M1,R)
〈GF |∂(M1,R), F |∂(M1,R)〉 dy = −i‖ C1(λ)φ11 − φ12‖2 +O(e−c3R)
for some positive constant c3. This produces the estimate
(3.7) ‖C1(λ)φ11 − φ12 ‖ ≤ e−cR
for a positive constant c. Therefore, for R≫ 0, if φ11 is nontrivial, then φ12 is also
nontrivial. In the same way, one can show its inverse. Hence we can conclude
that both φ11, φ
1
2 in (3.6) are nontrivial for R≫ 0.
Now we want to get the corresponding estimate involving the scattering matrix
C2(λ). For this, we change the variable by v = u−R and regard the cylindrical
part as [−2R, 0]v × Y . Then we have the corresponding expression for ΨR,
ΨR = e
−iλvφ21 + e
iλvφ22 + ΨˆR
where φ21 = e
−iλRψ1, φ22 = e
iλRψ2. For the given φ
2
2 ∈ (kerB)−, using Lemma
3.4, we choose ψ ∈ L2 = Im(C2(0)+ 1) such that φ22 = ψ+ iGψ. The generalized
eigensection E(ψ, λ) over M2,∞ attached to the couple (ψ, λ) has the following
expression
E(ψ, λ) = eiλv(ψ + iGψ) + e−iλvC2(λ)(ψ + iGψ) + θ(ψ, λ)
over (−∞, 0]v × Y . As above, comparing ΨR and E(ψ, λ), we obtain
(3.8) ‖C2(λ)φ22 − φ21 ‖ ≤ e−cR
for a positive constant c. By definition, we have
(3.9) φ11 = e
2iλRφ21 , φ
1
2 = e
−2iλRφ22 .
Now, combining (3.7), (3.8) and (3.9), we get
(3.10) ‖ e4iλRC1(λ) ◦ C2(λ)φ12 − φ12 ‖ ≤ e−cR .
We define the operator C12(λ) by
C12(λ) := C1(λ) ◦ C2(λ)|(kerB)− : (kerB)− → (kerB)− .
The operator C12(λ) is a unitary operator and is an analytic function of λ for
λ ∈ (−δ, δ) for a small δ > 0 since the unitary operators C1(λ), C2(λ) are analytic
functions of λ for λ ∈ (−δ, δ). Furthermore, there exist real analytic functions
αj(λ) for 1 ≤ j ≤ hY2 of λ ∈ (−δ, δ) such that exp(iαj(λ)) are the corresponding
eigenvalues of C12(λ) and αj(λ) has the following expansion at λ = 0,
(3.11) αj(λ) = αj0 + αj1λ+ αj2λ
2 + αj3λ
3 + . . . .
We now introduce
(3.12) Ω(R) := { ρ ∈ R− {0} | det(e4iρRC12(ρ)− Id) = 0 , |ρ| ≤ R−κ } .
The following theorem is a main result of this section,
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Theorem 3.5. Assume that all the e-values of DR are zero eigenvalues. Let
λ1(R) ≤ λ2(R) ≤ . . . ≤ λp(R)(R) be the nonzero eigenvalues, counted to multi-
plicity, of DR satisfying |λk(R)| ≤ R−κ, and let ρ1(R) ≤ ρ2(R) ≤ . . . ≤ ρm(R)(R)
be the nonzero element , counted to multiplicity, of Ω(R). Then there exist R0
and c > 0, independent of R, such that for R ≥ R0, p(R) = m(R) and
|λk(R)− ρk(R)| ≤ e−cR for k = 1, . . . , p(R) .
Proof. The proof of this theorem consists of two steps.
Step I: Let λ = λ(R) be a given s-value with the multiplicity m(λ). By Propo-
sition 3.3, we get m(λ) linearly independent vectors φ1, . . . , φm(λ) in (kerB)−,
which satisfies (3.10). Since C12(λ) is unitary, the eigenvalues of e
4iλRC12(λ)− Id
have the form eiθ − 1 for θ ∈ R. Let 0 ≤ ζ be the smallest eigenvalue of
(e4iλRC12(λ)− Id)(e4iλRC12(λ)− Id)∗; then
ζ = min
φ∈(kerB)−
‖(e4iλRC12(λ)− Id)φ‖2
‖φ‖2 .
Combined with (3.10), this implies that ζ ≤ e−cR. Hence e4iλRC12(λ) has an
eigenvalue eiθ satisfying |1 − cos θ| ≤ e−cR, and there exists k ∈ Z such that
|2πk − θ| ≤ e−cR. Therefore, by definition of αj(λ), the following holds
(3.13) | 4λR + αj(λ)− 2πk | ≤ e−cR
for pairwise distinct branches α1, . . . , αm(λ). Now, let us fix δ1 with 0 < δ1 < δ
and let
mj = max
λ∈(−δ1,δ1)
|α′j(λ)| .
Then the function f(λ) = 4λR + αj(λ) is strictly increasing for |λ| < δ1 and
R ≥ mj. Choose R1 such that R1 ≥ max(mj , δ−
1
κ
1 ) for any j = 1, . . . ,
hY
2 . For
R ≥ R1 and k ∈ Z, there exists at most one solution ρj,k of
(3.14) 4λR+ αj(λ) = 2πk , |λ| ≤ R−κ .
Let kj,max be the maximal k for which (3.14) has a solution; then by (3.14),
(3.15) |kj,max| ≤ 2R
1−κ
π
+ C ≤ R1−κ .
Then, for R ≥ R1, any element ρ in Ω(R) is given by ρ = ρj,k for some 1 ≤ j ≤ hY2 ,
and |k| ≤ kj,max. Therefore, if R ≥ R1, for a given λ satisfying (3.13) with
|λ| ≤ R−κ, there is a unique solution ρj,k of (3.14) such that
(3.16) |λ− ρj,k| ≤ e−cR .
In conclusion, if R ≥ R1, for a given s-value λ = λ(R) of DR with the multiplicity
m(λ) satisfying |λ| ≤ R−κ, there exist m(λ)-number of elements ρj,k’s in Ω(R)
with the relation (3.16), in particular, p(R) ≤ m(R).
Step II: To complete the proof, we need to prove that m(R) ≤ p(R). For k with
1 ≤ k ≤ m(R), we choose ψk ∈ (kerB)− with the following properties,
(1) e4iρkRC12(ρk)ψk = ψk , |ρk| ≤ R−κ ,
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(2) When ρk = ρk+1 = . . . = ρk+ℓ, ψk, ψk+1 . . . , ψk+ℓ form an orthonormal
system of vectors of (kerB)− .
For a given pair (ψk, ρk) for some k, we put
(3.17) φ1k = e
−iρkRC1(−ρk)ψk , φ2k = eiρkRψk .
Now we consider the generalized eigensection E(φ1k, ρk) over M1,∞ and E(φ
2
k, ρk)
over M2,∞, which have the following forms,
E(φ1k, ρk) = e
−iρkvφ1k + e
iρkvC1(ρk)φ
1
k +O(e
−cv) over [0,∞)v × Y ⊂M1,∞ ,
E(φ2k, ρk) = e
iρkvφ2k + e
−iρkvC2(ρk)φ2k +O(e
−cv) over (−∞, 0]v × Y ⊂M2,∞ .
(Here we use abuse notations for simplicity since the correct notation for E(φik, ρk)
is E(φ˜ik, ρk) with φ
i
k = φ˜
i
k+(−1)i
√−1Gφ˜ik by Lemma 3.4.) Restricting E(φik, ρk)
to Mi,R, we obtain sections over Mi,R. Let f1,R be the restriction to M1,R of the
smooth function hR over M1,∞ defined in the proof of Proposition 3.3 and f2,R
be a smooth function over M2,R defined in a similar way. These functions have
the obvious extension over MR. Denoting by E0(φ
i
k, ρk) the zero eigenmode of
E(φik, ρk) and using (3.17) and e
4iρkRC12(ρk)ψk = ψk, we have
(3.18) E0(φ
1
k, ρk) = e
−iρkue−2iρkRC1(−ρk)ψk + eiρkuψk
= eiρkuψk + e
−iρkue2iρkRC2(ρk)ψk = E0(φ2k, ρk) .
Hence we can see that E0(φ
1
k, ρk) and E0(φ
2
k, ρk) define a smooth section over
NR, which we denote by E0(ψk, ρk). Let us define
(3.19) Ψ˜k := f1,R(E(φ
1
k, ρk)− χ[−R,0]uE0(φ1k, ρk))
+ f2,R(E(φ
2
k, ρk)− χ[0,R]uE0(φ2k, ρk)) + χ[−R,R]uE(ψk, ρk)
where χ[a,b]u is the characteristic function of the u-variable over [a, b]u×Y ⊂ NR.
By (3.18), Ψ˜k is a smooth section over MR. Put Ψk := Ψ˜k/‖Ψ˜k‖ and
Ψˆk = Ψk − πRΨk, for k = 1, . . . ,m(R) ,
where πR denote the orthogonal projection of L
2(MR, S) onto kerDR. Let us
recall that kerDR equals the space spanned by eigensections of e-values by our
assumption, so that the dimension of this space is constant with respect to R.
Combining this fact and Lemma 3.6, we have
|〈Ψˆk, Ψˆℓ〉 − δkℓ| ≤ e−cR for k, ℓ = 1, . . . ,m(R) .
From this and (3.15), it follows that {Ψˆk}m(R)k=1 are linearly independent for R≫ 0.
Now let 0 < λ˜1 ≤ λ˜2 ≤ . . . ≤ λ˜p(R) denote the nonzero eigenvalues, counted with
multiplicity, of D2R, which are ≤ R−2κ. Let k1, . . . , km(R) be a permutation of
{1, . . . ,m(R)} such that 0 < ρ2k1 ≤ . . . ≤ ρ2km(R) . By the mini-max principle, we
have
λ˜ℓ = min
W
max
φ∈W
‖DRφ‖2
‖φ‖2
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whereW runs over all ℓ-dimensional subspaces of L2(MR, S) which are orthogonal
to ker(DR). LetWℓ be the subspace of L2(MR, S) spanned by Ψˆk1 , . . . , Ψˆkℓ . Then,
by Lemma 3.6, we have
λ˜ℓ ≤ max
φ∈Wℓ
‖DRφ‖2
‖φ‖2 ≤ ρ
2
kℓ
(1 + Ce−cR)
for some constants C, c > 0. Hence, there exists R2 such that m(R) ≤ p(R)
for R ≥ R2. Putting R0 = max(R1, R2), this completes the proof of Theorem
3.5. 
Lemma 3.6. Assume that all the e-values of DR are zero eigenvalues. Then
there exist c1, c2 > 0 such that
|〈Ψk,Ψℓ〉| ≤ c1e−c2R for k 6= ℓ, k, ℓ = 1, . . . ,m(R) ,
|〈Ψk,Ψ〉| ≤ c1e−c2R for k = 1, . . . ,m(R), and Ψ ∈ kerDR with ||Ψ|| = 1 .
Proof. For a couple (ψk, ρk) and φ
i
k satisfying (3.17), we put
E⊥k =E(φ
1
k, ρk)|M1,R − χ[−R,0]uE0(φ1k, ρk) + E(φ2k, ρ)|M2,R − χ[0,R]uE0(φ2k, ρk) ,
Ek,0 =E(ψk, ρk) = χ[−R,0]uE0(φ
1
k, ρk) + χ[0,R]uE0(φ
2
k, ρk) .
Putting fR = f1,R + f2,R, it is easy to see that Ψ˜k defined in (3.19) has the form
fRE
⊥
k + χ[−R,R]uEk,0. Now we have
〈Ψ˜k, Ψ˜ℓ〉 = 〈fE⊥k + χEk,0, fE⊥ℓ + χEℓ,0〉
= 〈fE⊥k , fE⊥ℓ 〉+ 〈χEk,0, χEℓ,0〉
= 〈E⊥k − (1− f)E⊥k , E⊥ℓ − (1− f)E⊥ℓ 〉+ 〈χEk,0, χEℓ,0〉
= 〈E⊥k , E⊥ℓ 〉 − 〈E⊥k , (1− f)E⊥ℓ 〉 − 〈(1− f)E⊥k , E⊥ℓ 〉
+ 〈(1− f)E⊥k , (1 − f)E⊥ℓ 〉+ 〈χEk,0, χEℓ,0〉
= 〈Ek, Eℓ〉 − 〈E⊥k , (1− f)E⊥ℓ 〉 − 〈(1− f)E⊥k , E⊥ℓ 〉(3.20)
+ 〈(1− f)E⊥k , (1 − f)E⊥ℓ 〉
where f = fR, χ = χ[−R,R]u. Since supp(1− fR) ⊂ [−R2 , R2 ]u × Y , where E⊥k , E⊥ℓ
are O(e−cR), the last three terms in (3.20) are O(e−cR). Now we consider the
first term in (3.20), which can be written as
(3.21) 〈Ek, Eℓ〉 = 〈E(φ1k, ρk), E(φ1ℓ , ρℓ)〉M1,R + 〈E(φ2k, ρk), E(φ2ℓ , ρℓ)〉M2,R .
When ρk 6= ρℓ, as in the proof of Proposition 3.1, we apply Green formula to each
term on the right side of (3.21), then these equal
(ρk − ρℓ)−1〈GE(φ1k, ρk)|∂(M1,R), E(φ1ℓ , ρℓ)|∂(M1,R)〉∂(M1,R)
− (ρk − ρℓ)−1〈GE(φ2k , ρk)|∂(M2,R), E(φ2ℓ , ρℓ)|∂(M2,R)〉∂(M2,R) .
Now using (3.18), the restrictions of constant terms over ∂(Mi,R) cancel each
other out and the remaining terms are O(e−cR). Hence, in this case, the left side
of (3.21) is O(e−cR), so all the terms in (3.20) are O(e−cR). When ρk = ρl, note
DECOMPOSITION OF THE ζ-DETERMINANT AND SCATTERING THEORY 17
that 〈φik, φiℓ〉 = 0 for i = 1, 2, so applying Proposition 3.1, we can see that all the
terms are O(e−cR) except the following terms,
(3.22) 〈C1(−ρk)C ′1(ρk)φ1k, φ1ℓ 〉+ 〈C2(−ρk)C ′2(ρk)φ2k, φ2ℓ 〉 .
Using the conditions in (3.17) for φik, φ
i
ℓ and the relation
(3.23) e4iρkRC2(ρk)ψk = C1(−ρk)ψk , e4iρkRC2(ρk)ψℓ = C1(−ρk)ψℓ ,
one can show that the terms in (3.22) equal
(3.24) 〈e4iρkRC ′1(ρk)C2(ρk)ψk, ψℓ〉+ 〈e4iρkRC1(ρk)C ′2(ρk)ψk, ψℓ〉 .
Now we choose a family of sections ψk(t) with ψk(0) = ψk for t ∈ (−ǫ, ǫ) such
that
a(t)C1(ρk + t)C2(ρk + t)ψk(t) = ψk(t)
where a(0) = e4iρkR. Taking the derivative of this at t = 0, we obtain
e4iρkRC ′1(ρk)C2(ρk)ψk + e
4iρkRC1(ρk)C
′
2(ρk)ψk
= −a′(0)C1(ρk)C2(ρk)ψk − e4iρkRC1(ρk)C2(ρk)ψ′k(0) + ψ′k(0) .
Using this, (3.23) and 〈ψk, ψℓ〉 = 0, we can see that (3.24) equals
〈−e4iρkRC1(ρk)C2(ρk)ψ′k(0) + ψ′k(0), ψℓ〉
= 〈ψ′k(0), ψℓ〉 − 〈ψ′k(0), e−4iρkRC2(−ρk)C1(−ρk)ψℓ〉 = 0 .
Hence, in the case of ρk = ρl, all the terms in (3.20) are O(e
−cR). This completes
the proof of the first claim recalling Ψk = Ψ˜k/||Ψ˜k||.
For the second claim, let us recall that the eigenspaces of the e-values are
spanned by the sections defined by gluing (as in (3.19)) the elements in kerL2 Di,∞
for i = 1, 2 or the extended L2-solutions of Di,∞ whose limiting values lying in
L1 ∩ L2. By our assumption, this space is the same as kerDR. For a section
Ψ given by gluing elements in kerL2 Di,∞, the claim follows easily by applying
Green’s formula as above. For a section Ψ given by gluing the extended L2-
solutions of Di,∞ whose limiting values lying in L1 ∩ L2, we use Theorem 3.8,
which implies that such a Ψ is actually given by (3.19) for the couple (ψk, ρk)
with ρk = 0. Hence, the claim for this case can be proved as in the previous case
of ρk 6= ρℓ. This completes the proof of the second claim.

In general, the map C12 := C12(0) : (kerB)− → (kerB)− does not equal the
identity map, but it is not difficult to see that
C1(0) ◦ C2(0)φ = φ if and only if φ ∈ (L1 ∩ L2)⊕ (GL1 ∩GL2) .
Putting
I+ = 1 + iG : kerB → (kerB)− ,
we can see that I+(L1∩L2) and I+(GL1∩GL2) are the same subspace in (kerB)−.
Proposition 3.7. The map C12 equals the identity map when restricted to the
subspace I+(L1 ∩ L2) and the multiplicity of the eigenvalue (+1) of the operator
C12 is dim(L1 ∩ L2) = dim(I+(L1 ∩ L2)).
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Proof. Using the following diagram
L1 ∩ L2 I+−−−−→ (kerB)−
C1(0)◦C2(0)
y yC1(0)◦C2(0)
L1 ∩ L2 I+−−−−→ (kerB)− ,
we can easily see that the first claim holds. To complete the proof, it is sufficient
to show that if C1(0) ◦ C2(0)φ = φ, then φ ∈ (L1 ∩L2)⊕ (GL1 ∩GL2). For this,
choose φ+ ∈ L1, then C1(0) ◦ C2(0)φ+ = φ+ implies φ+ = C1(0)φ+ = C2(0)φ+
since C1(0)
2 = Id. Hence, this means that φ+ ∈ L2, so φ+ ∈ L1 ∩ L2. Repeating
the same argument, if φ− ∈ GL1 and C1(0)◦C2(0)φ− = φ−, then φ− ∈ GL1∩GL2.
Since kerB = L1 ⊕GL1, this completes the proof.

Now let us consider the eigenvalues λ(R) , which correspond to αj(0) = 0 and
k = 0 in the following equality equivalent to (3.13),
4λR+ αj(λ) = 2πk +O(e
−cR) .
It is easy to see that such eigenvalues must be e-values. Hence, by Lemma 3.7
this provides another proof of the following result, originally shown in [5].
Theorem 3.8. The space of eigensections corresponding to e-values, which are
not determined by kerL2(Di,∞) for i = 1, 2, is given by the space L1 ∩ L2.
Now let us consider the following Dirac type operator
(3.25) DR = dρ + d∗ρ : ⊕ni=0Ωi(MR, Vρ) → ⊕ni=0Ωi(MR, Vρ)
where Vρ denotes the flat vector bundle defined by a unitary representation ρ of
π1(MR). The dimension of kerDR is constant with respect to R since kerDR is the
space of the twisted harmonic forms over MR and this space is always isomorphic
to de Rham cohomology H∗(MR, Vρ) by the Hodge theorem. Moreover, one can
show that all the e-values of the operator DR in (3.25) are the zero eigenvalues
using the argument in Section 4 of [11].
Proposition 3.9. For the operator DR in (3.25), all the e-values of DR are the
zero eigenvalues.
Proof. First let us observe that Di,∞ is self adjoint, so kerL2 Di,∞ = kerL2 D2i,∞
and Li is also the limiting value of extended L
2-solutions of D2i,∞. Let ∆qi,∞ be
the restriction of D2i,∞ to Ωq(MR, Vρ) and
(3.26) hqM := dimkerL2 ∆
q
1,∞ + dimkerL2 ∆
q
2,∞ + dimL
q
1 ∩ Lq2
where Lqi is the limiting values of the extended L
2-solutions of ∆qi,∞. Then, it is
sufficient to show that βq := dim(kerD2R ∩ Ωq(MR, Vρ)) ≥ hqM since βq ≤ hqM by
definition. For this, we use the following Mayer-Vietoris sequence
(3.27) . . .→ Hq−1(Y )→ Hq(MR)→ Hqa(M1,R)⊕Hqa(M2,R)→ Hq(Y )→ . . .
where Hqa(Mi,R) denotes the absolute cohomology. (Here, for simplicity, the
bundle Vρ is dropped in the notation.) The space ⊕nq=0Hqa(Mi,R) can be identified
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with the kernel of the operator Di,R with the absolute boundary condition. In
more detail, the operator DR = dρ + d∗ρ has the following form over NR,
(3.28) DR = dρ + d∗ρ =
(
0 −1
1 0
)(
∂u +
(
0 dY + d
∗
Y
dY + d
∗
Y 0
))
with respect to
(3.29) Ω∗(NR) ∼= (Ω∗(Y )⊕ Ω∗(Y ))⊗C∞([−R,R]u).
Here dY , d
∗
Y denote the restricted operator to Y of dρ and its adjoint respectively.
The operator Di,R has the same form near the boundary and with respect to
(3.29). A section Ψ in Ω∗(Mi,R) over the cylinder near the boundary Y has the
following form,
Ψ = Ψ0 +Ψ1 ∧ du
where Ψi has no factor du. Then the absolute boundary condition for Di,R is given
by Ψ1 = 0. Similarly the relative boundary condition for Di,R is given by Ψ0 = 0.
We denote by Dai,R, Dri,R the resulting operators. Now let us recall that the
Cauchy data spaces H(Di,R) of Di,R are Lagrangian subspaces in Ω∗(Y )⊕Ω∗(Y )
with respect to the symplectic form 〈G , 〉 where G =
(
0 −1
1 0
)
and 〈 , 〉 are
the inner product over Ω∗(Y ) ⊕ Ω∗(Y ). Then, this implies that H0(Di,R) :=
H(Di,R) ∩ (H∗(Y ) ⊕H∗(Y )) are also Lagrangian subspaces in H∗(Y ) ⊕H∗(Y ).
Moreover, the space H0(Di,R) has the following decomposition,
H0(Di,R) = Ai ⊕Ri
where Ai, Ri the spaces spanned by the boundary values of kerDai,R, kerDri,R
in H∗(Y ) ⊕ H∗(Y ). Decomposing Ai = ⊕n−1q=0Aqi , Ri = ⊕n−1q=0Rqi where Aqi , Rqi
are spaces of q-form parts, the Lagrangian subspace property of H0(Di,R) in
H∗(Y )⊕H∗(Y ) implies
(3.30) Hq(Y ) ∼= Aqi ⊕Rqi .
By the exactness of (3.27), we also have
Hq(MR) ∼= Im(Hq−1(Y )→ Hq(MR))⊕ Im(Hq(MR)→ Hqa(M1,R)⊕Hqa(M2,R))
∼= (Im kq−1)⊥ ⊕ ker kq
where kq is the boundary map from Hqa(M1,R) ⊕Hqa(M2,R) to Hq(Y ). Now we
summarize the consequences of the previous considerations. First, by (3.30), we
have
(Im kq−1)⊥ = (Aq−11 +A
q−1
2 )
⊥ = Rq−11 ∩Rq−12 .
Second, we note that ker kq contains the harmonic sections whose boundary values
are lying in Aq1 ∩ Aq2 and the harmonic sections that can be extended as L2-
solutions of ∆qi,∞. Hence,
dimker kq ≥ dim(Aq1 ∩Aq2) + dimkerL2 ∆q1,∞ + dimkerL2 ∆q2,∞ .
By these facts and the following equality
dim(Lq1 ∩ Lq2) = dim(Aq1 ∩Aq2) + dim(Rq−11 ∩Rq−12 ),
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we can conclude that βq ≥ hqM recalling (3.26). This completes the proof.

Let ΨR be a normalized eigensection of (D1,R)P1 , which corresponds to the
s-value λ = λ(R) with |λ(R)| ≤ R−κ where κ is the fixed constant such that
0 < κ < 1 . Then we have
(3.31) D1,RΨR = λΨR , ‖ΨR‖ = 1 , P1(ΨR|{v=R}×Y ) = 0 .
The section ΨR can be represented in the following way on [0, R]v × Y ⊂M1,R
(3.32) ΨR = e
−iλvψ1 + eiλvψ2 + ΨˆR
where ψ1 ∈ (kerB)+, ψ2 ∈ (kerB)− and ΨˆR is a smooth L2-section orthogonal
to kerB. The next result corresponds to Proposition 3.3, which can be proved in
the same way as Proposition 8.14 of [17],
Proposition 3.10. The zero-eigenmode e−iλvψ1+ eiλvψ2 of the eigensection ΨR
of s-value λ(R) of (D1,R)P1 is a non-trivial.
Now we define
I± = 1± iG : kerB → (kerB)∓ ,
Iσ1 = I−|ker(σ1+1) : ker(σ1 + 1)→ (kerB)+ ,
Pσ1 =
1
2
(1− σ1) : kerB → ker(σ1 + 1)
and
Sσ1(λ) = −Pσ1 ◦ C1(λ) ◦ Iσ1 : ker(σ1 + 1)→ ker(σ1 + 1) .
For ψ1 in (3.32), by Lemma 3.4, there exists a unique φ ∈ ker(σ1 + 1) such that
ψ1 = φ − iGφ. As in the derivation of (3.7), we compare ΨR with E(φ, λ) and
using Proposition 3.10 we obtain
(3.33) ‖C1(λ)ψ1 − ψ2‖ ≤ e−cR .
By the boundary condition in (3.31), we have
e−2iλRPσ1(ψ1) = −Pσ1(ψ2) .
Combining this equation and (3.33), we derive
‖e2iλRSσ1(λ)φ− φ‖ ≤ e−cR
for φ ∈ ker(σ1 + 1). We also define
Iσ2 = I+|ker(σ2+1) : ker(σ2 + 1)→ (kerB)− ,
Pσ2 =
1
2
(1− σ2) : kerB → ker(σ2 + 1)
and
Sσ2(λ) := −Pσ2 ◦ C2(λ) ◦ Iσ2 : ker(σ2 + 1)→ ker(σ2 + 1) ,
where C2(λ) is the scattering matrix defined from the generalized eigensection
over M2,∞. By the same way as above we can derive
‖e2iλRSσ2(λ)φ− φ‖ ≤ e−cR
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for φ ∈ ker(σ2 + 1) . Now we introduce
Ωi(R) := { ρ ∈ R− {0} | det(e2iρRSσi(ρ)− Id) = 0 , |ρ| ≤ R−κ }
for i = 1, 2. We repeat the argument used in [17] to prove the corresponding
result for s-values of (Di,R)Pi noting all the argument for the involution Ci(0) in
[17] holds for the involution σi, and we obtain
Theorem 3.11. For i = 1, 2, let λ1(R) ≤ λ2(R) ≤ . . . ≤ λp(R)(R) be the nonzero
eigenvalues, counted to multiplicity, of (Di,R)Pi satisfying |λk(R)| ≤ R−κ, and let
ρ1(R) ≤ ρ2(R) ≤ . . . ≤ ρm(R)(R) be the nonzero element , counted to multiplicity,
of Ωi(R). Then there exist R0 and c > 0, independent of R, such that for R ≥ R0,
p(R) = m(R) and
|λk(R)− ρk(R)| ≤ e−cR for k = 1, . . . , p(R) .
We now have the following proposition
Proposition 3.12. There is a natural isomorphism
ker(Di,R)Pi ∼= kerL2 Di,∞ ⊕ ker(σi − 1) ∩ Li
for i = 1, 2.
Proof. Let Ψ ∈ ker(D1,R)P1 . Then the section Ψ satisfies G(∂v +B)Ψ = 0 on the
cylinder [0, R]v × Y , and it has the following representation when restricted to
this cylinder
Ψ = φ0 +
∑
µj>0
cje
−µjvφj
where (σi − 1)(φ0) = 0 . We use this expansion to extend Ψ to a smooth section
Ψ˜ on M1,∞ satisfying D1,∞Ψ˜ = 0. This means that Ψ˜ belongs to the space of
the extended L2-solutions of D1,∞. Hence φ0 is an element of L1 . Let E(φ0, λ)
be the generalized eigensection attached to φ0. Then Ψ˜ − 12E(φ0, 0) is square
integrable and D1,∞(Ψ˜ − 12E(φ0, 0)) = 0 , and the map
Ψ −→ (Ψ˜− 1
2
E(φ0, 0), φ0)
gives the expected isomorphism. 
The restriction of Sσi := Sσi(0) to ker(σi + 1) ∩ ker(Ci(0) + 1) is equal to the
identity map and
dim(ker(σi + 1) ∩ ker(Ci(0) + 1)) = dim(ker(σi − 1) ∩ ker(Ci(0) − 1)) .
It follows from Proposition 3.12 that the number of (+1)–eigenspace of Sσi :=
Sσi(0) is equal to the dimension of the subspace of ker(Di,R)Pi complementary to
the subspace kerL2 Di,∞ for i = 1, 2 .
Now we define our model operator. Let C : W → W denote a unitary operator
acting on a d-dimensional vector space W with eigenvalues eiαj for j = 1, . . . , d.
We introduce the operator D(C),
(3.34) D(C) := −i1
2
d
du
: C∞(S1, EC)→ C∞(S1, EC)
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where EC is the flat vector bundle over S
1 = R/Z defined by the holonomy C ,
the complex conjugate of C . The spectrum of D(C) is equal to
(3.35) { πk − 1
2
αj | k ∈ Z, j = 1, . . . , d } .
The operators C12 , Sσ1 and Sσ2 are the unitary operators acting on finite di-
mensional vector spaces. Hence we can define self-adjoint, elliptic operators
D(C12),D(Sσ1),D(Sσ2) on S
1.
Theorem 3.13. Assume that all the e-values of DR are zero eigenvalues. Let
λ1(R) ≤ λ2(R) ≤ . . . ≤ λp(R)(R) be the nonzero eigenvalues, counted to multiplic-
ity, of DR satisfying |λk(R)| ≤ R−κ, and let λ1 ≤ λ2 ≤ . . . ≤ λn(R) be the nonzero
eigenvalues, counted to multiplicity, of D(C12) satisfying |λk| ≤ 2R1−κ. Then
there exist R0 and C > 0, independent of R, such that for R ≥ R0, p(R) = n(R)
and
|2Rλk(R)− λk| ≤ C R−κ for k = 1, . . . , p(R) .
The similar statement holds for (Di,R)Pi and D(Sσi) with the relation
|Rλk(R)− λk| ≤ C R−κ for k = 1, . . . , pi(R)
where pi(R) is the number of s-values of (Di,R)Pi with |λk(R)| ≤ R−κ.
Proof. First we introduce
Ω∗(R) := { ρ ∈ R− {0} | det(e4iρRC12 − Id) = 0 , |ρ| ≤ R−κ } .
By definition, this set consists of the nonzero solution ρ∗j,k of
(3.36) 4λR + αj(0) = 2πk with |λ| ≤ R−κ
where eiαj(0) for j = 1, . . . , hY2 are the eigenvalues of C12 = C12(0). Now, for
an element ρj,k in Ω(R) defined in (3.12), one can show (as near (3.14)) that if
R≫ 0 there is the corresponding solution ρ∗j,k of
4λR + αj(0) = 2πk with |λ| ≤ R−κ +R−1−κ ,
noting |αj(λ) − αj(0)| ≤ cR−κ for a positive constant c. Since |ρj,k − ρ∗j,k| ≤
cR−1−κ, this gives a one to one correspondence from Ω(R) to Ω∗(R0) with R−κ0 =
R−κ +R−1−κ for R≫ 0. Now, let us observe that for any pair of ρ∗j,k 6= ρ∗j′,k′ in
Ω∗(R), |ρ∗j,k − ρ∗j′,k′ | ≥ a0R−1 for a positive constant a0. Hence, for R ≫ 0, this
implies that Ω∗(R) = Ω∗(R0) with R−κ0 = R
−κ+R−1−κ. In conclusion, there is a
one to one correspondence between Ω(R) and Ω∗(R) for R≫ 0 with the relation
|ρk − ρ∗k| ≤ cR−1−κ
where ρ1 ≤ . . . ≤ ρm(R) (ρ∗1 ≤ . . . ≤ ρ∗n(R)) denotes the elements, counted to
multiplicity, of Ω(R) (Ω∗(R)). For ρ∗ ∈ Ω∗(R), the map ρ∗ → 2Rρ∗ gives a one
to one correspondence from Ω∗(R) to the subset of the eigenvalues λk of D(C12)
with |λk| ≤ 2R1−κ. Now, applying Theorem 3.5 completes the proof for s-values
for DR. The case of (Di,R)Pi can be proved in the same way.

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4. Large time contribution
In this section, we prove the following proposition
Proposition 4.1.
lim
R→∞
∫ ∞
R2−ε
t−1[Tr (e−tD
2
R − e−t(D1,R)2P1 − e−t(D2,R)2P2 )− h] dt− h(γ − ε· logR)
=
d
ds
∣∣∣
s=0
1
Γ(s)
∫ ∞
0
ts−1[Tr (e−t
1
4
D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2)− h] dt
where h = dim(L1 ∩ L2)− dim(L1 ∩ ker(σ1 − 1))− dim(L2 ∩ ker(σ2 − 1)) .
Recalling
d
ds
∣∣∣
s=0
ζRl (s) =
∫ ∞
R2−ε
t−1[ Tr (e−tD
2
R − e−t(D1,R)2P1 − e−t(D2,R)2P2 )− h ] dt ,
Proposition 4.1 immediately implies that the large time contribution to the adi-
abatic decomposition formula for the ζ-determinant is equal to
detζ
1
4D(C12)
2
detζD(Sσ1)
2·detζD(Sσ2)2
.
We start with the following result,
Proposition 4.2. The following equality holds,
lim
R→∞
( d
ds
∣∣∣
s=0
1
Γ(s)
∫ R−ε
0
ts−1[Tr (e−t
1
4
D(C12)2
− e−tD(Sσ1 )2 − e−tD(Sσ2 )2)− h] dt+ h(γ − ε· logR)
)
= 0 .
Proof. Recalling the definition of D(C) in (3.34), we can see that if L is one of
D(C12)
2 , D(Sσ1)
2, D(Sσ1)
2, then
Tr (e−tL) ∼
√
π
t
hY
2
+O(
√
t) near t = 0
since hY = 2dim (kerB)− = 2dim ker(σi + 1). Hence there exists a constant c1
such that
(4.1) |Tr (e−t 14D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2)| < c1
√
t near t = 0 .
This allows us to estimate∣∣∣ d
ds
∣∣∣
s=0
1
Γ(s)
∫ R−ε
0
ts−1Tr (e−t
1
4
D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2) dt
∣∣∣
≤ c2·
∫ R−ε
0
dt√
t
= 2c2·R−
ε
2 .
Combining this with
d
ds
∣∣∣
s=0
h
Γ(s)
∫ R−ε
0
ts−1dt = h(γ − ε · logR)
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completes the proof. 
It follows from Proposition 4.2 that Proposition 4.1 is equivalent to the follow-
ing equation
(4.2) lim
R→∞
∫ ∞
R2−ε
t−1[ Tr (e−tD
2
R − e−t(D1,R)2P1 − e−t(D2,R)2P2 )− h ] dt
= lim
R→∞
d
ds
∣∣∣
s=0
1
Γ(s)
∫ ∞
R−ε
ts−1[ Tr (e−t
1
4
D(C12)2−e−tD(Sσ1 )2−e−tD(Sσ2 )2)−h ] dt.
Now using change variables we obtain∫ ∞
R2−ε
t−1[ Tr (e−tD
2
R − e−t(D1,R)2P1 − e−t(D2,R)2P2 )− h ] dt
=
∫ ∞
R−ε
t−1[ Tr (e−tR
2D2
R − e−tR2(D1,R)2P1 − e−tR2(D2,R)2P2 )− h ] dt .
Then the equality (4.2) is equivalent to
(4.3) lim
R→∞
∫ ∞
R−ε
t−1[ Tr (e−tR
2D2R − e−tR2(D1,R)2P1 − e−tR2(D2,R)2P2 )− h ] dt
= lim
R→∞
d
ds
∣∣∣
s=0
1
Γ(s)
∫ ∞
R−ε
ts−1[ Tr (e−t
1
4
D(C12)2−e−tD(Sσ1 )2−e−tD(Sσ2 )2)−h ] dt.
Now we split
Tr (e−tR
2D2
R − e−tR2(D1,R)2P1 − e−tR2(D2,R)2P2 )− h
into two parts
Tr I,R(e
−tR2D2
R − e−tR2(D1,R)2P1 − e−tR2(D2,R)2P2 ) ,
Tr II,R(e
−tR2D2R − e−tR2(D1,R)2P1 − e−tR2(D2,R)2P2 )
where Tr I,R(·) (Tr II,R(·)) is the part of the trace restricted to the eigenvalues of
R2D2R , R2(D1,R)2P1 , R2(D2,R)2P2 which are larger (smaller or equal to) than R
1
2 .
The next proposition shows that Tr I,R(·) can be neglected as R→∞,
Proposition 4.3. We have the following estimate∫ ∞
R−ε
t−1Tr I,R(e−tR
2D2R − e−tR2(D1,R)2P1 − e−tR2(D2,R)2P2 ) dt ≤ c1e−c2R
1
2−ε
for some positive constants c1, c2.
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Proof. Let λk0(R)
2 denote the smallest large eigenvalue of D2R, that is, the small-
est one with λk0(R)
2 > R−
3
2 . We now estimate Tr I,R(e
−tR2D2
R) as follows;
Tr I,R(e
−tR2D2R) =
∑
λ2
k
>R
− 32
e−tR
2λ2
k =
∑
λ2
k
>R
− 32
e−(tR
2−1)λ2
ke−λ
2
k
≤ e−(tR2−1)λ2k0
∑
λ2
k
>R−
3
2
e−λ
2
k ≤ e−(tR2−1)λ2k0Tr (e−D2R)
≤ b1Re−(tR2−1)R
− 32 ≤ b1Re−b2t
√
R ,
for some positive constants b1, b2 . Hence we have∫ ∞
R−ε
t−1Tr I,R(e−tR
2D2R) dt ≤
∫ ∞
R−ε
t−1b1Re−b2t
√
R dt
≤ b1
b2
R
1
2
+ε
∫ ∞
b2R
1
2−ε
e−vdv ≤ b3e−b4R
1
2−ε .
The trace Tr I,R(e
−tR2(Di,R)2Pi ) for i = 1, 2 can be estimated in the same way. This
completes the proof.

We also split Tr (e−t
1
4
D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2)− h into two parts
Tr I,R(e
−t 1
4
D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2) ,
Tr II,R(e
−t 1
4
D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2)
where Tr I,R(·) (Tr II,R(·)) is taken over the nonzero eigenvalues of 14D(C12)2,
D(Sσ1)
2, D(Sσ2)
2 which are larger (smaller or equal to) than R
1
2 . The following
proposition corresponds to Proposition 4.3 and its proof is essentially the same
as the proof of Proposition 4.3.
Proposition 4.4. There exist positive constants c1, c2 such that∫ ∞
R−ε
t−1Tr I,R(e−t
1
4
D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2) ≤ c1e−c2R
1
2−ε .
By Propositions 4.3 and 4.4, we can see that the equality (4.3) is equivalent to
(4.4) lim
R→∞
(∫ ∞
R−ε
t−1Tr II,R(e−tR
2D2R − e−tR2(D1,R)2P1 − e−tR2(D2,R)2P2 ) dt
−
∫ ∞
R−ε
t−1Tr II,R(e−t
1
4
D(C12)2−e−tD(Sσ1 )2−e−tD(Sσ2 )2) dt
)
= 0 .
The equation (4.4) is a consequence of the next result
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Proposition 4.5. For sufficiently large R, there exist positive constants c1, c2
independent of R and t, such that
| Tr II,R(e−tR2D2R)− Tr II,R(e−t
1
4
D(C12)2) | ≤ c1tR−
1
4 e−c2t ,
| Tr II,R(e−tR
2(Di,R)2Pi )− Tr II,R(e−tD(Sσi )2) | ≤ c1tR−
1
4 e−c2t
for any t > 0.
Proof. We use the analysis of s-values developed in Section 3. We fix κ = 34 . It
follows from Theorem 3.13 that, for any eigenvalue λ(R) of DR with |λ(R)| ≤ R− 34
there exists an analytic function α(λ) such that
Rλ(R) = λj +
1
4
λ(R)α(λ(R)) +O(e−cR)
where λj is an eigenvalue of
1
2D(C12) with |λj | ≤ R
1
4 . Therefore, there exist
functions c(R), d(R) and a constant C > 0 such that
R2λ(R)2 = λ2j + λj
c(R)
R
3
4
+
d(R)
R
3
2
with |c(R)| ≤ C , |d(R)| ≤ C ,
for any sufficiently large R . We use the elementary inequality |e−λ − 1| ≤ |λ|e|λ|
to get
|e−tR2λ(R)2 − e−tλ2j | = |e−tλ2j (e−t[R2λ(R)2−λ2j ] − 1)|
≤
( |λjc(R)|
R
3
4
+
|d(R)|
R
3
2
)
t e
−(λ2j−
|λjc(R)|
R
3
4
− |d(R)|
R
3
2
)t
≤ C
R
1
2
t e−
1
2
λ2j t
for R ≫ 0. In the last inequality we used the fact that |λj | ≤ R 14 . Let us
fix a sufficiently large R. We take the sum over finitely many eigenvalues λ2j of
1
4D(C12)
2 with λ2j ≤ R
1
2 , and obtain
|Tr II,R(e−tR2D2R)− Tr II,R(e−t
1
4
D(C12)2)| ≤ C t
R
1
2
∑
λ2j≤R
1
2
e−
1
2
λ2j t .
The operator 14D(C12)
2 is a Laplace type operator over S1 , hence the number
of eigenvalues λ2j of
1
4D(C12)
2 with λ2j ≤ R
1
2 can be estimated by R
1
4 . Therefore,
we have
C
t
R
1
2
∑
λ2j≤R
1
2
e−
1
2
λ2j t ≤ c1 t
R
1
2
R
1
4 e−
1
2
λ21t
where λ21 denotes the first nonzero eigenvalue of
1
4D(C12)
2 . Note that c1 and λ
2
1
are independent of R. This proves the first claim putting c2 =
1
2λ
2
1. The proof of
the second claim goes in the same way. 
The proof of Proposition 4.1 is now complete.
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Proof of Theorem 1.1: Now Proposition 2.5 and Proposition 4.1 give us the
following equality,
lim
R→∞
(
ζRs
′
(0) + h(γ + (2− ε)· logR) + ζRl
′
(0)− h(γ − ε· logR)
)
=
d
ds
∣∣∣
s=0
1
Γ(s)
∫ ∞
0
ts−1[ Tr (e−t
1
4
D(C12)2 − e−tD(Sσ1 )2 − e−tD(Sσ2 )2)− h ] dt
+ ζB2(0) · log 2 .
By an elementary computation (for instance, see Proposition 2.2 in [15]), we can
derive
detζ
1
4
D(C12)
2 = 2hY +2hM det∗
(2 Id− C12 − C−112
4
)
,
detζD(Sσi)
2 = 2hY det∗
(2 Id− Sσi − S−1σi
4
)
.(4.5)
Combining all these equalities provides us with the final formula (1.10) in Theo-
rem 1.1.
5. A proof of the decomposition formula of the η-invariant
In this section we offer a new proof of the decomposition formula for the η-
invariant. This formula has been proved by several authors (see [4], [9], [12], [18],
[23], [3], [13], [16]) and the proof we discuss in this section is not the simplest
one. Still we believe that it is worthy to present the scattering approach to
the decomposition of the η-invariant. The key in our proof is to show that
the scattering data provides us with the contribution given by the boundary
conditions in the decomposition formula for the η-invariant.
Let us remind the reader that the η-function of a Dirac operator D on a closed
manifold M , introduced in [1], is defined as
ηD(s) =
∑
λk 6=0
sign (λk)|λk|−s ,
where the sum is taken over all nonzero eigenvalues of D . The η-function is well-
defined for ℜ(s) large and it has a meromorphic extension to the whole complex
plane and s = 0 is a regular point, hence ηD(0) is well-defined. Following [1] we
introduce the η-invariant of D as
(5.1) η(D) = 1
2
·(ηD(0) + dimkerD) .
Now, let us assume that we have a decomposition of a closed odd-dimensional
manifold M to M1 ∪M2 in the way described in the introduction. For Di :=
D|Mi , we impose the boundary conditions given by the generalized APS spectral
projections Pi defined in (1.6). Then the η-function of (Di)Pi is also well-defined
and it has the same properties as the η-function of the Dirac operator on a closed
manifold, in particular, the η-function of (Di)Pi is regular at s = 0. Hence, we
can define the η-invariant of (Di)Pi as in (5.1). The following result was proved
by several authors as we remarked above,
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Theorem 5.1. The following formula holds,
(5.2) η(D) = η((D1)P1) + η((D2)P2) + η(D;σ1, σ2) mod Z ,
where η(D;σ1, σ2) denotes the η-invariant of the operator D = G(∂u + B) over
N ∼= [−1, 1]×Y , subject to the boundary condition P2 at u = −1 and P1 at u = 1.
For the involution σi which defines Pi in (1.6), let us observe that
U = σ1σ2 : kerB → kerB
is the unitary operator, such that UG = GU , detU = 1 and U∗ = σ1Uσ1. It
follows that the spectrum of U is invariant under complex conjugation. Moreover,
the maps U± = U |(kerB)± : (kerB)± → (kerB)± are well-defined. The following
result proved in Section 2 of [14] was the key ingredient in the proof of Theorem
5.1.
Proposition 5.2. We have the following formulas
(5.3) η(D;σ1, σ2) = − 1
2πi
log det(−U+) mod Z .
One way to prove the decomposition formula (5.2) is to use the adiabatic anal-
ysis we developed in the proof of Theorem 1.1. This analysis easily gives us the
following theorem,
Theorem 5.3. The following formula for the η-invariant holds,
(5.4) η(D)− η((D1)P1)− η((D2)P2)
= η(D(C12))− η(D(Sσ1))− η(D(Sσ2)) mod Z .
Proof. We repeat the corresponding argument to derive Theorem 1.1 for the η-
invariant to obtain the expected formula
lim
R→∞
{η(DR)− η((D1,R)P1)− η((D2,R)P2)}
= η(D(C12))− η(D(Sσ1))− η(D(Sσ2)) mod Z.
Now, we use the fact that η(DR), η((Di,R)Pi) are independent of R modulo integer
(see Proposition 2.16 of [17]) to complete the proof. 
Now we need to show
η(D;σ1, σ2) = η(D(C12))− η(D(Sσ1))− η(D(Sσ2)) mod Z .
For this, we observe the followings: The scattering matrix Ci = Ci(0) can be
represented in the following way,
Ci =
(
0 C(i)−
C(i)+ 0
)
where C(i)±C(i)∓ = Id ,
with respect to the decomposition kerB = (kerB)+ ⊕ (kerB)−. We see that
(5.5) C12 = C(1)+C(2)− : (kerB)− → (kerB)− .
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Similar formulas hold for the involutions σi and we have
Sσ1 =− Pσ1 ◦ C1 ◦ Iσ1 = −
1
2
(
Id −σ(1)−
−σ(1)+ Id
)(
0 C(1)−
C(1)+ 0
)(
2Id 0
0 0
)
=
(
σ(1)−C(1)+ 0
−C(1)+ 0
)
.
We can also see that each element of ker(σ1 + 1) is represented in the form(
f
−σ(1)+f
)
for some f ∈ (kerB)+ . This allows us to represent the map Sσ1
over ker(σ1 + 1) as
Sσ1
(
f
−σ(1)+f
)
=
(
σ(1)−C(1)+ 0
−C(1)+ 0
)(
f
−σ(1)+f
)
=
(
σ(1)−C(1)+f
−σ(1)+σ(1)−C(1)+f
)
.
Therefore, from the spectral point of view, the operator Sσ1 is equal to the oper-
ator
σ(1)−C(1)+ : (kerB)+ → (kerB)+ ,
or equivalently to the operator
C(1)+σ(1)− : (kerB)− → (kerB)− .
The corresponding analysis for the operator Sσ2 implies that Sσ2 is equivalent to
C(2)−σ(2)+ : (kerB)+ → (kerB)+ or σ(2)+C(2)− : (kerB)− → (kerB)− .
Combining (5.5) and these, we obtain
det(C12)
det(Sσ1) det(Sσ2)
= det(σ(1)+σ(2)−) .(5.6)
For the operator D(C) on S1 defined by a unitary map C in (3.34),
(5.7) η(D(C)) = − 1
2πi
log det(−C) mod Z .
(see Theorem 2.1 and Lemma 2.3 in [14]). If we combine (5.6) and (5.7), we have
η(D(C12))− η(D(Sσ1))− η(D(Sσ2)) = −
1
2πi
log det(−σ(1)+σ(2)−) mod Z .
Noting det(−σ(1)+σ(2)−) = det(−σ(1)−σ(2)+), this and Proposition 5.2 end the
proof of the following theorem,
Theorem 5.4.
(5.8) η(D;σ1, σ2) = η(D(C12))− η(D(Sσ1))− η(D(Sσ2)) mod Z .
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