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INTRODUCTION
The Ba¨cklund–Darboux transformations (BDTs) are named after the
pioneering discoveries by Ba¨cklund [6] and Darboux [14, 15] in differen-
tial geometry. The problems under consideration were related to the sine-
Gordon equation ∂2u/∂t ∂x = sinu. In particular, a transformation produc-
ing a new solution of the sine-Gordon equation from a given solution was
introduced. After being an active research area for some time after the turn
of the (previous) century, Ba¨cklund transformations were mostly forgotten
until they came back with a vengeance in the 1970s following the discov-
ery of complete integrability of nonlinear PDEs such as the sine-Gordon
equation, the Korteweg–de Vries equation, and the nonlinear Schro¨dinger
equation, of their soliton solutions and of the inverse scattering method.
See [2, 13, 30, 31, 45] for the achievements of the last few decades. The
name Ba¨cklund transformation refers sometimes to any system of func-
tional equations involving two functions u and u˜ and their derivatives, such
that if u satisﬁes one given PDE then u˜ will satisfy another given PDE
(often coinciding with the ﬁrst PDE) and conversely (see, e.g., [2]). The
functional equations typically contain a constant playing the role of a “spec-
tral parameter.” On the other hand a similar transformation is essential in
the spectral theory of the ODE: Crum–Krein–Agranovich–Marchenko for-
mulas, insertion of additional bound states, trace formulas, commutation
methods, and bispectrality (see [4, 17–19, 21, 31]). An eigenvalue λ0 can be
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removed, for instance, from the spectrum of the Sturm–Liouville operator
L = −d2 + ux [15, 17, 18]. The transformed operator L˜ = −d2 + u˜x,
i.e., the potential u˜ in L˜, is constructed explicitly via the initial potential
u and the eigenfunction χ of the equation Lχ = λ0χ. The fundamental
solution y˜ of the equation L˜y˜ = λy˜ is obtained from the initial fundamen-
tal solution. The generalized Ba¨cklund–Darboux transformation (GBDT)
studied in this paper develops this approach. The methods of the charac-
teristic function theory [10, 28, 39, 44] and of the system theory [7–9, 26,
40, 43] are used for this purpose.
We consider here the ﬁrst order systems w′x λ = Gx λwx λw′ =
d
dx
w. The solutions w˜ of the transformed systems w˜′x λ = G˜x λ
w˜x λ are connected with the solutions w by the relation w˜ = wAw.
The matrix function wA (the so-called gauge transformation) is writ-
ten down for each x in the form of the transfer matrix function
wAx λ = I + CxλI − A−1Bx that goes back to Kallman [26].
In various examples wA proves to be a characteristic matrix function by
Livsˇic [28]. The particular form of the transfer matrix function and at the
same time a generalization of the characteristic matrix function that is
used here was introduced by L. Sakhnovich in [40] (see also [41, 43] and
references therein). Parameter matrices and the corresponding “general-
ized” eigenfunctions are used in constructing wA instead of the eigenvalues
and eigenfunctions in the standard BDTs. The transfer matrix function
type representation of wA allows one, in particular, to separate the depen-
dence on the variable x and spectral parameter λ. In this way the explicit
solutions of the spectral problems and matrix nonlinear equations are
expressed in a general and analytically and computationally optimal form.
Such a representation proves to be important also in the study of the
algebraic surfaces [12] and bispectrality [48]. The GBDT approach was
developed in the papers [33–37] (see also the related papers [22–24]).
This paper is dedicated to the detailed proofs and new applications of the
GBDT. For simplicity we shall consider Gx λ polynomial in the spectral
parameter λ and in λ−1.
In Section 1 the GBDT is constructed. In Section 2 spectral properties
of the GBDT are studied. Applications to nonlinear equations are given in
Section 3.
1. GENERALIZED BA¨CKLUND–DARBOUX TRANSFORMATION
Consider an m×m ﬁrst order system
w′x λ = Gx λwx λ
(1.1)
Gx λ = −
r∑
k=−r
λkqkx
(
w′ = d
dx
w x ∈ 
)
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where the coefﬁcients qkx are m×m matrix functions locally summable
in , which will always denote either 
0 c or −c c or −c 0 c ≤ ∞.
The results stated in the paper for  are true for each of these domains. The
function w in (1.1) is an absolutely continuous matrix function (it may be
either fundamental solution or vector function, in particular). The GBDT
of the system will be determined by the three square matrices A1, A2, and
S0 (det S0 = 0) of order n and by the two n ×m matrices 10 and
20, satisfying the operator identity
A1S0 − S0A2 = 1020∗ (1.2)
Suppose that such parameter matrices are ﬁxed. Then we can introduce
matrix functions Sx, 1x, and 2x with the values 10, 20, and
S0 at x = 0 as the solutions of the linear differential equations
′1x =
r∑
p=−r
A
p
11xqpx ′2x = −
r∑
p=−r
A∗2p2xqpx∗
S′x =
r∑
p=1
p∑
j=1
A
p−j
1 1xqpx2x∗Aj−12 (1.3)
−
−1∑
p=−r
0∑
j=p+1
A
p−j
1 1xqpx2x∗Aj−12 
Notice that Eqs. (1.3) are chosen in such a way that the identity
A1Sx − SxA2 = 1x2x∗ (1.4)
follows from (1.2) and (1.3) for all x in the domain , where the coefﬁcients
qk are deﬁned. (The relation is obtained by the direct differentiation of the
both sides of (1.4).) Assuming that det Sx ≡ 0 we can deﬁne a matrix
function
wAx λ = Im −2x∗Sx−1A1 − λIn−11x (1.5)
where Im is an m×m identity matrix. The matrix wA is the so-called trans-
fer matrix function, which is a well known tool in system theory. Matrices
of the form (1.5) with the additional property (1.4) were introduced by
L. Sakhnovich in the context of his method of operator identities [40–43].
Theorem 1.1. Let the parameter matrices A1 and A2 be invertible:
detA1 = 0 detA2 = 0 (1.6)
Suppose that matrix functions w, 1, 2, and S satisfy equations (1.1)–(1.3).
Then in the points of invertibility of S the matrix function
w˜x λ = wAx λwx λ (1.7)
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satisﬁes the system
w˜′x λ = G˜x λw˜x λ G˜x λ = −
r∑
k=−r
λkq˜kx (1.8)
with coefﬁcients
q˜kx= qkx −
r∑
p=k+1
(
qpxYp−k−1x −Xp−k−1xqpx
+
p∑
j=k+2
Xp−jxqpxYj−k−2x
)
for k ≥ 0
q˜kx= qkx +
k∑
p=−r
(
qpxYp−k−1x −Xp−k−1xqpx
−
k+1∑
j=p+1
Xp−jxqpxYj−k−2x
)
for k < 0
(1.9)
where
Xkx=2x∗Sx−1Ak11x
Ykx=2x∗Ak2Sx−11x
(1.10)
Proof. From (1.4) it follows that
Sx−1A1 −A2Sx−1= Sx−11x2x∗Sx−1
A−12 Sx−1 − Sx−1A−11 =A−12 Sx−11x2x∗Sx−1A−11 
(1.11)
By induction, taking into account (1.11), we obtain
Ak2Sx−1= Sx−1Ak1 −
k−1∑
p=0
A
k−p−1
2
× Sx−11x2x∗Sx−1Ap1 k ≥ 0
Ak2Sx−1= Sx−1Ak1 −
−1∑
p=k
A
k−p−1
2
× Sx−11x2x∗Sx−1Ap1 k < 0
(1.12)
Now we shall differentiate ∗2S
−1. By (1.3) and (1.10) we have(
∗2S
−1)′x = −2x∗Sx−1S′xSx−1 − r∑
p=−r
qpx2x∗Ap2 Sx−1
= R1x + R2x (1.13)
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where
R1x=−
r∑
p=1
p∑
j=1
Xp−jxqpx2x∗Aj−12 Sx−1
−
r∑
p=0
qpx2x∗Ap2 Sx−1
R2x=
−1∑
p=−r
0∑
j=p+1
Xp−jxqpx2x∗Aj−12 Sx−1
−
−1∑
p=−r
qpx2x∗Ap2 Sx−1
(1.14)
In view of (1.10) and (1.12) we rewrite (1.14) in the form
R1x = −
r∑
p=1
p∑
j=1
Xp−jxqpx2x∗Sx−1Aj−11
+
r∑
p=1
p∑
j=1
j−2∑
t=0
Xp−jxqpxYj−t−2x2x∗Sx−1At1
−
r∑
p=0
qpx2x∗Sx−1Ap1
+
r∑
p=0
p−1∑
t=0
qpxYp−t−1x2x∗Sx−1At1 (1.15)
R2x =
−1∑
p=−r
0∑
j=p+1
Xp−jxqpx2x∗Sx−1Aj−11
+
−1∑
p=−r
0∑
j=p+1
−1∑
t=j−1
Xp−jxqpxYj−t−2x2x∗Sx−1At1
−
−1∑
p=−r
qpx2x∗Sx−1Ap1
−
−1∑
p=−r
−1∑
t=p
qpxYp−t−1x2x∗Sx−1At1 (1.16)
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Calculate now the coefﬁcients before the terms ∗2S
−1Ak1 −r ≤ k ≤ r in
(1.15) and (1.16):
R1x = −
r∑
k=0
(
qkx −
r∑
p=k+1
(
qpxYp−k−1x −Xp−k−1xqpx
+
p∑
j=k+2
Xp−jxqpxYj−k−2x
))
2x∗Sx−1Ak1 
R2x = −
−1∑
k=−r
(
qkx +
k∑
p=−r
(
qpxYp−k−1x −Xp−k−1xqpx
−
k+1∑
j=p+1
Xp−jxqpxYj−k−2x
))
2x∗Sx−1Ak1 
In view of (1.9) and (1.13) the last relations yield the result(
∗2S
−1)′x = − r∑
p=−r
q˜px2x∗Sx−1Ap1  (1.17)
Taking into account (1.3) and (1.17) and using the equality Ak1 = Ak1 −
λkIn + λkIn, differentiate the right-hand side of (1.5):
w′Ax λ =
r∑
k=−r
{
λkq˜kx2x∗Sx−1A1 − λIn−11x + q˜kx2x∗
× Sx−1(Ak1 − λkIn)A1 − λIn−11x − λk2x∗
× Sx−1A1 − λIn−11xqkx −2x∗Sx−1
× (Ak1 − λkIn)A1 − λIn−11xqkx} (1.18)
Recall now that
Gx λ = −
r∑
k=−r
λkqkx G˜x λ = −
r∑
k=−r
λkq˜kx (1.19)
By (1.10), (1.18), and (1.19) we get
w′Ax λ = G˜x λwAx λ − Im − wAx λ − ImGx λ
+
r∑
k=0
(
q˜kx
k−1∑
j=0
λjXk−j−1x −
(k−1∑
j=0
λjXk−j−1x
)
qkx
)
−
−1∑
k=−r
(
q˜kx
−1∑
j=k
λjXk−j−1x −
( −1∑
j=k
λjXk−j−1x
)
qkx
)
= G˜x λwAx λ −wAx λGx λ +
r∑
p=−r
λpcpx (1.20)
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where
cpx = q˜px − qpx +
r∑
k=p+1
(
q˜kxXk−p−1x −Xk−p−1xqkx
)
for p ≥ 0 (1.21)
cpx = q˜px − qpx −
p∑
k=−r
(
q˜kxXk−p−1x −Xk−p−1xqkx
)
for p < 0 (1.22)
We shall show that cpx = 0 −r ≤ p ≤ r. To simplify the formulas
we shall omit the variable x during these calculations and shall write, for
instance, just cp. According to (1.9) and (1.21) we have for p ≥ 0
cp = −
r∑
k=p+1
(
qkYk−p−1 −Xk−p−1qp +
k∑
j=p+2
Xk−jqkYj−p−2
)
+
r∑
k=p+1
q˜kXk−p−1 −Xk−p−1qk
=
r∑
k=p+1
{(
qk −
r∑
j=k+1
(
qjYj−k−1 −Xj−k−1qj +
j∑
i=k+2
Xj−iqjYi−k−2
))
×Xk−p−1 − qkYk−p−1 −
k∑
j=p+2
Xk−jqkYj−p−2
}
 (1.23)
Notice now that by (1.10) and (1.11) the equality
Yt−lXl = ∗2At−l2 S−11∗2S−1Al11
= ∗2At−l2 S−1Al+11 1 −∗2At−l+12 S−1Al11 t ≥ l ≥ 0 (1.24)
is true. Taking into account (1.24) one easily gets
t∑
l=0
Yt−lXl = ∗2S−1At+11 1 −∗2At+12 S−11
= Xt+1 − Yt+1 t ≥ 0 (1.25)
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Changing the order of the summation and using (1.25) we obtain
r∑
k=p+1
r∑
j=k+1
qjYj−k+1Xk−p−1 =
r∑
j=p+2
qjXj−p−1 − Yj−p−1
r∑
k=p+1
r∑
j=k+1
j∑
i=k+2
Xj−iqjYi−k−2Xk−p−1
=
r∑
j=p+2
j∑
i=p+3
Xj−iqjXi−p−2 − Yi−p−2
(1.26)
By virtue of (1.26) and taking into account X0 = Y0 we transform (1.23)
into the equality
cp =
r∑
k=p+1
( r∑
j=k+1
Xj−k−1qjXk−p−1 −
k∑
j=p+2
Xk−jqkYj−p−2
)
−
r∑
k=p+2
k∑
j=p+2
Xk−jqkXj−p−2 − Yj−p−2 (1.27)
Changing the order of the summation we see also that
r∑
k=p+1
r∑
j=k+1
Xj−k−1qjXk−p−1 =
r∑
j=p+2
j−1∑
k=p+1
Xj−k−1qjXk−p−1
=
r∑
k=p+2
k∑
j=p+2
Xk−jqkXj−p−2 (1.28)
Formulas (1.27) and (1.28) yield the result
cp ≡ 0 p ≥ 0 (1.29)
Consider now analogously the case p < 0. From (1.22) and the second
equality in (1.9) we obtain
cp = −
p∑
k=−r
{(
qk +
k∑
j=−r
(
qjYj−k−1 −Xj−k−1qj −
k+1∑
i=j+1
Xj−iqjYi−k−2
))
×Xk−p−1 − qkYk−p−1 +
p+1∑
j=k+1
Xk−jqkYj−p−2
}
p < 0 (1.30)
From the second equality in (1.11) we get
Yt−lXl = ∗2At−l2 S−1Al+11 1 −∗2At−l+12 S−1Al11 t < l < 0
282 alexander sakhnovich
Hence the equality
−1∑
l=t+1
Yt−lXl = Yt+1 −Xt+1 t < −1 (1.31)
is true. By (1.31) we have
p∑
k=−r
k∑
j=−r
qjYj−k+1Xk−p−1 =
p∑
j=−r
qj
p∑
k=j
Yj−k−1Xk−p−1
= −
p∑
j=−r
qjXj−p−1 − Yj−p−1
p∑
k=−r
k∑
j=−r
k+1∑
i=j+1
Xj−iqjYi−k−2Xk−p−1
= −
p∑
j=−r
p+1∑
i=j+1
Xj−iqjXi−p−2 − Yi−p−2 (1.32)
From (1.30) and (1.32) it follows that
cp =
p∑
k=−r
k∑
j=−r
Xj−k−1qjXk−p−1 −
p∑
j=−r
p+1∑
i=j+1
Xj−iqjXi−p−2
= 0 p < 0 (1.33)
According to (1.20), (1.29), and (1.33) we write down the ﬁnal expression
for the derivative of the transfer matrix function:
w′Ax λ = G˜x λwAx λ −wAx λGx λ (1.34)
Formulas (1.1), (1.7), and (1.34) immediately yield (1.8).
The transformation (1.7) and (1.9) of the solution and coefﬁcients of sys-
tem (1.1) is called the GBDT. We shall refer to it as the GBDT generated
by A1, A2, 10, 20, and S0. Notice that G˜ in the transformed system
is polynomial in λ and λ−1 also. Moreover, in Section 3, we shall see that
the structure of the coefﬁcients qk holds under the transformation (1.9).
This makes wA the so-called gauge transformation. We can obtain standard
BDTs when A1 and A2 are scalars and iterated BDTs when A1 and A2 are
diagonal matrices. The well-known n-soliton solutions of the sine-Gordon
equation (and their singular analogs from [42] for the sinh-Gordon equa-
tion) are obtained in Section 3 of [33] in this way. An interesting approach
using nondiagonal parameter matrices was proposed in [29].
From (1.9) one can see that if the leading coefﬁcients qk turn into zero,
i.e., qkx ≡ 0 for all the values 0 ≤ r1 ≤ k ≤ r, then q˜kx ≡ 0 for all
0 ≤ r1 ≤ k ≤ r. If qkx ≡ 0 for all the values −r ≤ k ≤ −r1 < 0, then
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q˜kx ≡ 0 for all −r ≤ k ≤ −r1 < 0. In particular, starting with Gx λ
polynomial in λ we can relax the condition (1.6).
Theorem 1.2. Let matrix functions w, 1, 2, and S satisfy the identity
(1.2) and the equations
w′x λ = Gx λwx λ
Gx λ = −
r∑
k=0
λkqkx
(
w′ = d
dx
w x ∈ 
)
 (1.35)
′1x =
r∑
p=0
A
p
11xqpx
′2x = −
r∑
p=0
A∗2p2xqpx∗ (1.36)
S′x =
r∑
p=1
p∑
j=1
A
p−j
1 1xqpx2x∗Aj−12 
Then in the points of invertibility of S the matrix function w˜x λ =
wAx λwx λ satisﬁes the system
w˜′x λ = G˜x λw˜x λ G˜x λ = −
r∑
k=0
λkq˜kx (1.37)
where the coefﬁcients q˜k are given by the ﬁrst formula in (1.9) (the case k ≥ 0).
With the restrictions (1.6) ignored, we can consider nilpotent matrices A1
and A2 and construct rational solutions of the nonlinear equations. (See
[22–24, 38] for a detailed discussion on rational solutions and bispectral
property.)
Remark. In many important examples in this paper as well as in [22, 33,
34] we have r = 1, q−1 ≡ 0, q1 = −1lij j = j∗ = j−1 l = 0 1,A = A1 =
A∗2, and  = 1 = i2j. Therefore (1.3) yields −1l+1S′ = 2∗2 ≥ 0.
Starting with S0 > 0 we have Sx > 0 on −∞ 0 for l = 0 and Sx > 0
on 
0∞ for l = 1. Then Sx is invertible and moreover wA is the char-
acteristic function corresponding to the matrix Sx−1/2ASx1/2. We get
S′ ≥ 0 for the GBDT of the canonical system w′ = iλjHw, H ≥ 0 also [37].
In some other examples the identity (1.4) takes the formASx− SxA∗ =
ixx∗ and hence A∗ ker Sx ⊆ ker Sx, x∗ ker Sx = 0. These
relations can be used to derive the invertibility of Sx as well (see Section 4
of [33]). Finally notice that the singularities of the potentials (zeros of
det Sx) are of mathematical and physical interest also (see [5, 42] and
references therein).
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One can easily invert the GBDT
Theorem 1.3. Let system (1.1) with the locally summable on  matrix
coefﬁcients qkx be given. Let also the parameter matrices A1, A2, 10,
20, and S0 be chosen so that identity (1.2) is true and the inequalities
detA1 = 0, detA2 = 0, and det Sx = 0 x ∈  hold. Then the GBDT
of the transformed system (1.8), generated by matrices A2, A1, S0−110,
S0−1∗20, and −S0−1, turns the transformed system (1.8) back into
the initial one (1.1).
Proof. Let us show at ﬁrst that
(
S−11
)′x = r∑
p=−r
A
p
2 Sx−11xq˜px (1.38)
For this purpose consider the GBDT of system w′ = Ĝw with
Ĝx λ = −
r∑
k=−r
λkqˆkx qˆkx = −qkx∗ (1.39)
generated by
Â1 = A∗2 Â2 = A∗1 ̂10 = 20
̂20 = 10 Ŝ0 = −S0∗ (1.40)
From (1.3), (1.39), and (1.40) it follows that
̂1x = 2x ̂2x = 1x Ŝx = −Sx∗ (1.41)
According to (1.10) and (1.41) we have X̂k = −Y ∗k , Ŷk = −X∗k. Hence from
(1.9) and (1.39) we obtain
˜ˆqkx = −q˜kx∗ (1.42)
Notice now that by (1.17) the equation
(
̂∗2Ŝ
−1)′x = − r∑
p=−r
˜ˆqpx̂2x∗Ŝx−1Âp1 (1.43)
is true. In view of (1.40)–(1.42) taking adjoint for both sides of (1.43)
we get (1.38). Let us denote by ˜1 ˜2 S˜, and w˜A matrix functions cor-
responding to the GBDT of the transformed system (1.8), generated by
the parameter matrices A˜1 = A2, A˜2 = A1, ˜10 = S0−110, ˜20 =
S0−1∗20, and S˜0 = −S0−1. The doubly transformed solutions
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and coefﬁcients we shall denote by ˜˜w and ˜˜qk. Taking into account (1.3),
(1.17), and (1.38) we obtain
˜1x = Sx−11x ˜2x = Sx−1∗2x (1.44)
and hence S˜x satisﬁes the operator identity
A2S˜x − S˜xA1 = Sx−11x2x∗Sx−1 (1.45)
Compare (1.4) and (1.45). If σA1 ∩ σA2 =  (σ is spectrum), then
both identities (1.4) and (1.45) have unique solutions. On the other hand
by (1.4) the matrix function −Sx−1 satisﬁes (1.45); i.e.,
S˜x = −Sx−1 (1.46)
If σA1 ∩ σA2 = , we can always choose sequences of matrices
A1 l∞l=0, A2 l∞l=0, 1 l0∞l=0, and 2 l0∞l=0 such that
lim
l→∞
Ak −Ak l = 0
(1.47)
lim
l→∞
k0 −k l0 = 0 k = 1 2
A1 lS0 − S0A2 l = 1 l02 l0∗
σA1 l ∩ σA2 l =  (1.48)
As det S0 = 0 we start to prove that in any neighbourhood of Ak
and k0 there exist matrices Ak l and k l0, satisfying the operator
identity and (1.48), by rewriting (1.2) in the form A1 − S0A2S0−1 =
1020∗S0−1. Then we consequently perturb A1 and S0A2S0−1,
reducing algebraic multiplicities of common eigenvalues to one, and
obtain A1 l and Â2 l, satisfying the identity A1 l − S0Â2 lS0−1 =
1020∗S0−1. Afterwards we remove common eigenvalues of A1 l
and Â2 l of multiplicity one by small perturbations of 10, 20∗S0−1
and corresponding additional perturbations of S0Â2 lS0−1 and get
A1 l − S0A2 lS0−1 = 1 l02 l0∗S0−1
σA1 l ∩ σ
(
S0A2 lS0−1
) = 
We take also into account that σS0AS0−1 = σA. Apply now the
GBDTs generated by these matrices to system (1.1) and the GBDTs gener-
ated by A2 l, A1 l, S0−11 l0, S0−1∗2 l0, and −S0−1 to the cor-
responding transformed ones. According to (1.47), the matrix function Slx
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tends to Sx and S˜lx tends to S˜x. By (1.48) we have S˜lx = −Slx−1.
Hence (1.46) is true again. From (1.5), (1.44), and (1.46) it follows that
w˜Ax λ = Im − ˜2x∗S˜x−1
(
A˜1 − λIn
)−1
˜1x
= Im +2x∗A2 − λIn−1Sx−11x (1.49)
In view of the identity (1.4) equality (1.49) yields [40] the equality
w˜Ax λ = wAx λ−1 (1.50)
Formulas (1.7) and (1.50) show that ˜˜w = w and therefore ˜˜qk = qk.
Some important restrictions on the structure of the coefﬁcients qk of
system (1.35) hold under GBDT. We shall need
Proposition 1.4. Let the coefﬁcients qk of system (1.35) satisfy the
restrictions
qkx∗ = −JqkxJ−1 0 ≤ k ≤ r J∗ = −J (1.51)
Let also the parameter matrices be chosen so that
A1 = A∗2 10 = 20J S0 = S0∗ (1.52)
Then the transformed coefﬁcients q˜k given by (1.9) satisfy the same restrictions
q˜kx∗ = −Jq˜kxJ−1 0 ≤ k ≤ r (1.53)
Proof. From (1.36), (1.51), and (1.52) it follows that
1x = 2xJ Sx = Sx∗ (1.54)
By (1.10), (1.52), and (1.54) we have
Xkx∗ = J∗YkxJ−1 = −JYkxJ−1 Ykx∗ = −JXkxJ−1 (1.55)
Taking into account (1.9), (1.51), and (1.55) we see that (1.53) is true.
Example. Consider the Dirac type system
w′x λ = −λq1 + q0xwx λ
q1 = ij j =
[
Ih 0
0 −Ih
]
 q0x =
[
0 ux∗
ux 0
]

(1.56)
m = 2h. According to (1.56) this system has property (1.51) with J = ij.
From (1.9) and (1.56) it follows that
q˜0x=
[
0 u˜x∗
u˜x 0
]

u˜x=ux + 2i(2x∗Sx−11x)21
(1.57)
where
(
∗2S
−11
)
21 is the h× h block of ∗2S−11.
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2. THE SPECTRUM AND THE SCATTERING MATRIX
We call a vector function f an eigenfunction (bound state) of system
(1.37) with eigenvalue λ if
f ′x = G˜x λf x f ∈ L2m (2.1)
In the next theorem we shall consider the cases  = −∞ 0 and  =

0∞. The related explicit and detailed results on the bound states of the
Dirac type systems with the so-called pseudoexponential potentials one can
ﬁnd in [25].
Theorem 2.1. Let the system (1.35) be chosen to have matrix coefﬁcients
qkx locally summable on  and choose the parameter matrices A1, A2,
10, 20, and S0 so that identity (1.2) is true, the matrix function Sx
is invertible, qr ≡ const, and the transformed coefﬁcients given by (1.9) tend
to zero, i.e.,
lim
x→∞q˜kx = 0 0 ≤ k < r (2.2)
in the case  = 
0∞ and
lim
x→−∞q˜kx = 0 0 ≤ k < r (2.3)
in case  = −∞ 0. Suppose also that g is an eigenvector of A1 with an
eigenvalue a and
arqr + a¯rq∗r > 0 (2.4)
in the case  = 
0∞ and
arqr + a¯rq∗r < 0 (2.5)
in the case  = −∞ 0. Then f = ∗2S−1g is an eigenvector of system (1.37)
considered either on  = 
0∞ or on  = −∞ 0, respectively.
Proof. Equality (1.17) in the case of system (1.35) turns into(
∗2S
−1)′x = − r∑
p=0
q˜px2x∗Sx−1Ap1  (2.6)
According to (2.6) we have(
∗2S
−1)′xg = G˜x a2x∗Sx−1g∗ (2.7)
i.e., the ﬁrst relation in the conditions (2.1) is true. Moreover for Rx =
g∗Sx−12x2x∗Sx−1g from (2.7) it follows that
R′x = g∗Sx−12xG˜x a + G˜x a∗2x∗Sx−1g (2.8)
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In view of (2.8) there exist the values ε > 0 and x0 such that
R′x ≤ −εRx for all x > x0 (2.9)
if (2.2) and (2.4) hold, and
R′x ≥ εRx for all x < x0 (2.10)
if (2.3) and (2.5) hold. Inequality (2.9) means that eεxRx mono-
tonically decreases; i.e., Rx ≤ e−εx−x0Rx0 for x > x0. Therefore∫∞
x0
Rxdx < ∞ and ∗2S−1g ∈ L2m
0∞. Quite analogously (2.10) yields
Rx ≤ eεx−x0Rx0 for x < x0 and ∗2S−1g ∈ L2m−∞ 0.
Consider system (1.35) on the real axis  = −∞∞. Suppose
qrx ≡ iD D = diagd1 d2     dm
d1 > d2 > · · · > dm > 0
qkx = −qkx∗ 0 ≤ k ≤ r
(2.11)
Here diag means diagonal matrix. The scattering matrix of system (1.35) is
deﬁned by the equality
λ = w+x λ−1w−x λ λ = λ¯ (2.12)
where w± satisfy (1.35) and have the following asymptotics on the real axis:
w+x λ= Im + o1e−iλrxD x→∞
w−x λ= Im + o1e−iλrxD x→−∞
(2.13)
There is a simple connection between the scattering matrix of the initial
and transformed systems. We shall denote by πp the pth row of 1, by 
the complex plane, and by ek ∈ m the vector with only one kth nonzero
entry, which equals 1.
Theorem 2.2. Let the system (1.35) be chosen to have matrix coefﬁcients
satisfying (2.11) on  = −∞∞. Suppose the parameter matrices are chosen
so that
A1 = A∗2 10 = i20 S0 = S0∗ (2.14)
and det Sx = 0. Then q˜k = −q˜∗k 0 ≤ k ≤ r. Suppose additionally that the
scattering matrix λ exists,
A1 = diaga1     an ak = aj k = j
ak = a¯j ark < 0 1 ≤ k ≤ l ark > 0 k > l
(2.15)
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and
qkx ∈ L1m×m−∞∞ π±p = 0 1 ≤ p ≤ m (2.16)
where a = a− a¯/2i,
π±p = lim
x→±∞
e−ia
r
pdp±xπpxep± (2.17)
p+ = 1 for p ≤ l, p+ = m for p > l, p− = m for p ≤ l, p− = 1 for p > l.
Then the scattering matrix ˜λ of the transformed system (1.37) has the form
˜λ = +λλ−λ−1 (2.18)
where
±λ = diagα±λ 1     1 α∓λ
(2.19)
α+λ =
l∏
p=1
λ− a¯p
λ− ap
 α−λ =
n∏
p=l+1
λ− a¯p
λ− ap

Proof. The property q˜k = −q˜∗k is immediate from (2.11), (2.14), and
Proposition 1.4. By (1.9) and (2.11) we have also q˜r = qr = iD. Hence,
taking into account (1.36) we see that the pth row πp of 1 satisﬁes the
equation
π ′px = πpx
(
iarpD+
r−1∑
k=0
akpqkx
)
 (2.20)
Notice that arpdk = arpdj k = j and qkx ∈ L1m×m−∞∞. Thus
(2.20) belongs to the class of systems with thoroughly investigated asymp-
totics (see, for instance, [32]), and we easily obtain the existence of the limit
on the right-hand side of (2.17) and the representation
πpx = eia
r
pdp±x
(
π±pe∗p± + o1
) x→±∞ (2.21)
As π±p = 0, relations (1.54) for the case J = iIm and formula (2.21)
yield
1x=D±x
({
e∗p±
}n
p=1 + o1
)

1x2x∗ = iD±x
([
g1g
∗
1 0
0 g2g
∗
2
]
+ o1
)
×D±x∗ x→±∞
(2.22)
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where D±x = diagπ±1eia
r
1d1±x     π±neia
r
ndn±x, g1 = col
1 · · · 1 ∈
l, g2 = col
1 · · · 1 ∈ n−l; col means column. From (1.4), (2.14), (2.15),
and (2.22) it follows that
Sx= iD±x
([
S1 0
0 S2
]
+ o1
)
D±x∗ x→±∞
S1=
{
1
ak − a¯j
}l
k j=1
 S2 =
{
1
ak+l − a¯j+l
}n−l
k j=1

(2.23)
Under the condition ak = aj k = j the invertibility of the matrices Sk is
a well established fact. In view of (1.5), (2.22), and (2.23) now we get
wAx λ= diagα1λ 1     1 α2λ + o1 x→∞
wAx λ= diagα2λ 1     1 α1λ + o1 x→−∞
(2.24)
where
αkλ = 1− g∗kS−1k A1k − λI−1gk (2.25)
and A1k k = 1 2 are the blocks of
A1 =
[
A11 0
0 A12
]

Notice that the functions αk have poles at each eigenvalue of A1k. Indeed,
it is easily seen that the operator identity
A1kSk − SkA∗1k = gkg∗k k = 1 2 (2.26)
is true. Consider α1λ and suppose that α1 has no singularity at λ = ap
p ≤ l. It means that g∗1S−11 ep = 0. On the other hand from (2.26) it
follows that (
S−11 A11 −A∗11S−11
)
ep = S−11 g1g∗1S−11 eP
Therefore we have S−11 A11 − A∗11S−11 ep = 0, i.e., apIl − A∗11S−11 ep =
0, which contradicts the inequality ap = a¯j . The case of α2λ is quite
analogous. Hence functions αkλ are rational functions with poles of the
ﬁrst order and precisely at the eigenvalues of A1k. Analogously to (1.50)
from (2.26) we get also that αkλαkλ¯ = 1. So the zeros of αkλ coincide
with the poles of αkλ¯, i.e., with the eigenvalues of A∗1k. Finally we obtain
α1λ =
l∏
p=1
λ− a¯p
λ− ap
= α+λ α2λ =
n∏
p=l+1
λ− a¯p
λ− ap
= α−λ (2.27)
According to (2.19), (2.24), and (2.27) we have
wAx λ = ±λ + o1 x→±∞ (2.28)
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From Theorem 1.2 and formulas (2.13) and (2.28) it follows that the matrix
functions
w˜±x λ = wAx λw±x λ±λ−1 (2.29)
satisfy the transformed system (1.37) and tend to e−iλ
rxD when x tends
to ±∞, respectively. Hence the scattering matrix ˜λ equals
w˜+x λ−1w˜− x λ and by (2.12) and (2.29) satisﬁes (2.18).
Consider now system (1.35) and put m = 2h, r = 1,
q1 =
[
0 0
Ih 0
]
 q0x = −
[
0 Ih
ux 0
]
 (2.30)
Solution w of system (1.35) with the coefﬁcients given by (2.30) can be writ-
ten down in the block form w = 
 y
yˆ
. Hence we rewrite (1.35) as y ′x λ =
yˆx λ, yˆ ′x λ = −λyx λ + uxyx λ; i.e.,
y ′′x λ − uxyx λ + λyx λ = 0 (2.31)
So system (1.35), (2.30) is equivalent to the Sturm–Liouville system (2.31).
Proposition 2.3. Let a matrix function yx λ satisfy the Sturm–Liouville
system (2.31) and put
y˜x λ = 
 Ih 0 w˜x λ (2.32)
where w˜ is the GBDT of the solution w = 
 y
y ′  of system (1.35), (2.30). Then
y˜ satisﬁes the Sturm–Liouville system
y˜ ′′x λ − u˜xy˜x λ + λy˜x λ = 0 (2.33)
where
u˜x = ux + 2(X011x −X022x +X012x2) (2.34)
and X0kj are the h× h blocks of the matrix X0 given by (1.10).
Proof. According to (1.9) we have q˜1 = q1,
q˜0x = q0x +X0xq1 − q1X0x
= q0x +
[
X012x 0
X022x −X011x −X012x
]
 (2.35)
By Theorem 1.2 and relations (1.37) and (2.35) the matrix function y˜
of the form (2.32) satisﬁes the equation y˜ ′x λ = 
 0 Ih w˜x λ −
X012xy˜x λ; i.e.,
y˜ ′′x λ = −λy˜x λ + ux +X011x −X022xy˜x λ
+X012x
 0 Ih w˜x λ −X012x
 0 Ih w˜x λ
+X012x2y˜x λ −X ′012xy˜x λ
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This means that y˜ satisﬁes (2.33) with
u˜x = ux +X011x −X022x +X012x2 −X ′012x (2.36)
Moreover from (1.10), (1.17), and (1.36) if follows that
X ′0x = −q˜0xX0x − q1Y1x +X0xq0x + Y1xq1 (2.37)
Therefore we obtain
X ′012x = X022x −X011x −X012x2 (2.38)
Relations (2.36) and (2.38) yield (2.34).
Remark. Consider now the GBDT of system (2.31) with A1 = A2 =
λ0Ih. From (1.36) we obtain
′1x=λ01xq1 +1xq0x
′2x∗ =−λ0q12x∗ − q0x2x∗
(2.39)
In view of (2.30) and (2.39) we get the block representations
1x = 
−Z′x Zx  2x∗ =
[
4x
4′x
]
 (2.40)
with Z and 4 satisfying the equations
Z′′x − Zxux + λ0Zx= 0
4′′x − ux4x + λ04x= 0
(2.41)
Taking into account (1.36) and (2.40) we obtain
S′x = 1xq12x∗ = Zx4x (2.42)
As A1S − SA2 = λ0S − λ0S = 0, we need
Z04′0 − Z′040 = 0 (2.43)
i.e., 1020∗ = 0, for the identity (1.2) to be true. By (2.34), (2.40), and
(2.43) we have
u˜x = ux + 2(4xSx−1Zx2 −4′xSx−1Zx
−4xSx−1Z′x) (2.44)
Formula (2.44) with 4, Z, and S given by (2.41) and (2.42) deﬁnes under
condition (2.43) the transformation from [4, Theorem 6.2.1], which was
used there to remove singularity from the potential u at some point x = x0.
(See also [3] on BDT and regularization of isospectral operators.)
Some inverse spectral problems are treated in a way related to GBDT in
[22–24, 37].
generalized ba¨cklund–darboux transformation 293
3. NONLINEAR EQUATIONS
Various integrable nonlinear equations may be considered (see [1, 46]
and references in [45]) in the form
Gtx t λ − Fxx t λ + 
Gx t λ Fx t λ = 0
(3.1)(
Gt =
∂
∂t
G 
GF = GF − FG
)

which is equivalent to the famous Lax equality. We shall suppose in this
section again that G and F are polynomial in λ and λ−1,
Gx t λ = −
r∑
k=−r
λkqkx t Fx t λ = −
l∑
k=−l
λkQkx t (3.2)
and that the coefﬁcients qk and Qk are continuous together with their
ﬁrst derivatives, x ∈ 1, t ∈ 2, the sets k are either −ck ck or 
0 ck.
Equation (3.1) is the condition of compatibility for the auxiliary systems
wxx t λ=Gx t λwx t λ
wtx t λ=Fx t λwx t λ
(3.3)
Formulas (3.2) and (3.3) show that now we have to add variable t in the
considerations of Section 1. The matrix functions 1x t, 2x t, and
Sx t (and the corresponding GBDT) will be deﬁned by the ﬁve param-
eter matrices and by the coefﬁcients qkx t and Qkx t depending on
the variables x and t. Five parameter matrices are now A1, A2, 10 0,
20 0, and S0 0 det S0 0 = 0, satisfying the operator identity
A1S0 0 − S0 0A2 = 10 020 0∗ (3.4)
The matrix functions 1x t, 2x t, and Sx t are given by their initial
values at x = 0, t = 0, by the differential equations (1.3) with respect to x,
and by the differential equations
∂
∂t
1x t=
l∑
p=−l
A
p
11x tQpx t
∂
∂t
2x t=−
l∑
p=−l
A∗2p2x tQpx t∗
Stx t=
l∑
p=1
p∑
j=1
A
p−j
1 1x tQpx t2x t∗Aj−12
−
−1∑
p=−l
0∑
j=p+1
A
p−j
1 1x tQpx t2x t∗Aj−12
(3.5)
with respect to t.
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Proposition 3.1. Suppose compatibility condition (3.1), where G and F
are given by relations (3.2), is valid. Let also the parameter matrices satisfy
(3.4) and det S0 0 = 0. Then the ﬁrst, second, and third equations, respec-
tively, in formulas (1.3) and (3.5) are compatible.
Proof. Equation (3.1) is equivalent to the system
∂
∂x
Qkx t −
∂
∂t
qkx t +
∑
p+s=k

qpx tQsx t = 0 (3.6)
where we put qk ≡ 0 in the case  k > r and Qk ≡ 0 in the case  k > l.
From (3.6) the compatibility of the equations deﬁning 1 and 2, respec-
tively, follows. The matrix function Sx t is uniquely deﬁned by the third
equation in (1.3),
Sxx t =
r∑
p=1
p∑
j=1
A
p−j
1 1x tqpx t2x t∗Aj−12
−
−1∑
p=−r
0∑
j=p+1
A
p−j
1 1x tqpx t2x t∗Aj−12 (3.7)
for t = 0, and by the third equation in (3.5),
Stx t =
l∑
p=1
p∑
j=1
A
p−j
1 1x tQpx t2x t∗Aj−12
−
−1∑
p=−l
0∑
j=p+1
A
p−j
1 1x tQpx t2x t∗Aj−12  (3.8)
Moveover in view of (3.4) we have for S deﬁned in this way the operator
identity
A1Sx t − Sx tA2 = 1x t2x t∗ x t ∈ 1 × 2 (3.9)
On the other hand the solution Ŝ of the operator identity (3.9) may be
obtained from the equations
Ŝ0 t = S0 t
Ŝxx t =
r∑
p=1
p∑
j=1
A
p−j
1 1x tqpx t2x t∗Aj−12
−
−1∑
p=−r
0∑
j=p+1
A
p−j
1 1x tqpx t2x t∗Aj−12
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for each ﬁxed t. If
σA1 ∩ σA2 =  (3.10)
identity (3.9) had a unique solution and Sx t = Ŝx t; i.e., Sx t, given
by (3.7) for t = 0 and by (3.8), satisﬁes (3.7) for each t. Hence Eqs. (3.7)
and (3.8) in the case (3.10) are compatible. The compatibility in the general
case is obtained by the approximation of the parameter matrices by the
matrices A1 l, A2 l, 1 l0 0, and 2 l0 0, where σA1 l ∩ σA2 l =
, similarly to the proof of Theorem 1.3. Then we have
k lx t→kx t k = 1 2
Slx t→ Sx t l →∞
(3.11)
uniformly on compact subsets of the interior of 1 × 2, where Sx t is
deﬁned by (3.7) t = 0 and by (3.8). As Sl satisﬁes (3.7) for each t we
obtain for Sl the equality
Slx t = Sl0 t +
∫ x
0
r∑
p=1
p∑
j=1
A
p−j
1 l 1 ly tqpy t2 ly t∗Aj−12 l
−
−1∑
p=−r
0∑
j=p+1
A
p−j
1 l 1 ly tqpy t2 ly t∗Aj−12 l dy (3.12)
From (3.11) and (3.12) it follows that
Sx t = lim
l→∞
Slx t
= S0 t +
∫ x
0
r∑
p=1
p∑
j=1
A
p−j
1 1y tqpy t2y t∗Aj−12
−
−1∑
p=−r
0∑
j=p+1
A
p−j
1 1y tqpy t2y t∗Aj−12 dy
Therefore (3.7) is valid for S again.
The immediate corollary of Theorem 1.1 and Proposition 3.1 is
Theorem 3.2. Suppose matrix functions G and F of the form (3.2) satisfy
Eq. (3.1). Let also the parameter matrices satisfy (3.4) and let det S0 0 = 0.
Then systems (3.3) are compatible and systems (1.3) and (3.5) are compatible.
Moreover in the points of invertibility of Sx t the matrix function
w˜x t λ = wAx t λwx t λ (3.13)
with w satisfying (3.3) and
wAx t λ = Im −2x t∗Sx t−1A1 − λIn−11x t (3.14)
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satisﬁes the differential equations in partial derivatives
w˜xx t λ= G˜x t λw˜x t λ
w˜tx t λ= F˜x t λw˜x t λ
(3.15)
where
G˜x t λ = −
r∑
k=−r
λkq˜kx t F˜x t λ = −
l∑
k=−l
λkQ˜kx t (3.16)
q˜kxt=qkxt
−
r∑
p=k+1
(
qpxtYp−k−1xt−Xp−k−1xtqpxt
+
p∑
j=k+2
Xp−jxtqpxtYj−k−2xt
)
for k≥0
q˜kxt=qkxt
+
k∑
p=−r
(
qpxtYp−k−1xt−Xp−k−1xtqpxt
−
k+1∑
j=p+1
Xp−jxtqpxtYj−k−2xt
)
for k<0
Q˜kxt=Qkxt
−
l∑
p=k+1
(
QpxtYp−k−1xt−Xp−k−1xtQpxt
+
p∑
j=k+2
Xp−jxtQpxtYj−k−2xt
)
for k≥0
Q˜kxt=Qkxt
+
k∑
p=−l
(
QpxtYp−k−1xt−Xp−k−1xtQpxt
−
k+1∑
j=p+1
Xp−jxtQpxtYj−k−2xt
)
for k<0
(3.17)
Xkx t = 2x t∗Sx t−1Ak11x t
Ykx t = 2x t∗Ak2Sx t−11x t
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The matrix functions G˜ and F˜ deﬁned in this way satisfy the equation
G˜tx t λ − F˜xx t λ + 
G˜x t λ F˜x t λ = 0 (3.18)
Proof. The compatibility of systems (1.3) and (3.5) follows from Propo-
sition 3.1. Relations (3.15)–(3.17) follow from Theorem 1.1 applied to both
variables x and t. Finally differentiate the ﬁrst system in (3.15) with respect
to t and the second with respect to x:
w˜xtx t λ=
(
G˜tx t λ + G˜x t λF˜x t λ
)
w˜x t λ
w˜txx t λ=
(
F˜xx t λ + F˜x t λG˜x t λ
)
w˜x t λ
(3.19)
Now let w be the fundamental solution of (3.3) to derive (3.18) from the
equality w˜xt = w˜tx and from the formula (3.19).
Theorem 3.2 allows us to construct new solutions of the integrable non-
linear equations from the initial ones.
Example 1. The nonlinear Schro¨dinger equation (NSE)
2utx t = i
(
uxxx t + 2−1pux t
×ux t∗ux t) p = 0 1 (3.20)
with an h2 × h1 matrix function u is equivalent [47] to the compatibility
conditions (3.1) for systems (3.3) with polynomial in λ matrix functions G
and F , where r = 1, l = 2,
q1=−Q2 = ij q0x t = −Q1x t = jp+1V x t
Q0x t=
i
2
(−1pjV x t2 − jpVxx t)
j=
[
Ih1 0
0 −Ih2
]
 V x t =
[
0 ux t∗
ux t 0
]

(3.21)
The parameter matrices should satisfy the additional conditions
A1 = A∗2 10 0 = i20 0jp S0 0 = S0 0∗ (3.22)
According to (3.21) the coefﬁcients qk and Qk satisfy relations (1.51) with
J = ijp. From (1.51) and (3.22) by Proposition 1.4 we obtain
1x t = i2x tjp Sx t = Sx t∗ (3.23)
We shall omit here indices “1” in the matrices A1 and 1. The operator
identity (3.9) now takes the form
ASx t − Sx tA∗ = ix tjpx t∗ x t ∈ 1 × 2 (3.24)
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By (3.17) we have q˜1 = −Q˜2 = ij. Analogously to the example after Propo-
sition 1.4 we see
q˜0x t = −Q˜1x t = jp+1V˜ x t
V˜ x t = V x t + ijp+1
X0x t j
=
[
0 u˜x t∗
u˜x t 0
]
 (3.25)
where
u˜x t = ux t + 2x t∗Sx t−1x t21 (3.26)
Let us now show that
Q˜0x t =
i
2
(−1pjV˜ x t2 − jpV˜xx t) (3.27)
Sometimes we shall omit mentioning dependence on x and t in the calcu-
lations of this section. By (3.17) (and in view of the property jV = −Vj,
jV˜ = −V˜ j) we have
Q˜0 = Q0 + 
X0Q1 +X1Q2 −Q2Y1 −X0Q2Y0
= i
2
(−1pjV 2 − jpVx)−X0jp+1V + jp+1VX0
− iX1j − jY1 + iX0jX0 (3.28)
As by (1.25) the equality Y1 = X1 −X20 holds, we rewrite (3.28) in the form
Q˜0 =
i
2
(−1pjV 2 − jpVx)−X0jp+1V + jp+1VX0
− i
X1 j + i
X0 jX0 (3.29)
Notice now from (1.3) and (1.17) it follows that
∂
∂x
X0 = −q1X1 − q˜0X0 +X1q1 +X0q0 (3.30)
In view of (3.25) and (3.30) we get
− i
2
jpV˜x = −
i
2
jpVx +
1
2
× j(i

X1 j j + [X0jp+1V j]− [jp+1V˜ X0 j])
= − i
2
jpVx − i
X1 j −
1
2
X0j + jX0jpV
− 1
2
jpV˜ X0j + jX0 (3.31)
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Relations (3.29) and (3.31) after the change of the order of the summation
yield
Q˜0 = −
i
2
jpV˜x +
i
2
−1pjV 2 +
(
1
2
X0j + jX0jpV −X0jp+1V
)
+ (jp+1VX0 + i
X0 jX0)+ 12 jpV˜ X0j + jX0
i.e.,
Q˜0 = −
i
2
jpV˜x +
i
2
−1pjV 2 + i
2
−1pjV˜ − V V
− jpV˜jX0 +
1
2
jpV˜ X0j + jX0
= − i
2
jpV˜x +
i
2
−1pjV 2 + i
2
−1pjV˜ − V V
+ i
2
−1pjV˜ V˜ − V 
and (3.27) is true. From (3.25) and (3.27) we see that the transformed
coefﬁcients have the same structure as the initial ones and are obtained by
substitution of u˜ instead of u in the right-hand sides of formulas (3.21).
Therefore (3.18) is equivalent to the NSE as well as (3.1). From Theorem
3.2 it follows now:
Corollary 3.1. Let an h2 × h1 matrix function u satisfy NSE (3.20) and
be continuous together with its derivatives ux, ut , and uxt . Let also the parame-
ter matrices satisfy relations (3.4), (3.22), and det S0 0 = 0. Then the trans-
formed matrix function u˜ given by (3.26) satisﬁes the NSE also.
Put now h1 = h2 = 1, n = 1, u ≡ 0, A = !A, and 0 0 = 
 c1 c2  to
construct the scalar soliton solution for p = 0 and its analog with singularity
for p = 1. According to (1.36) and (3.5) the entries of  = 
91 92  are
given by 91x t = c1eiAx−A2t, 92x t = c2e−iAx−A2t. By (3.24) we get
Sx t = iA− !A−1x tjpx t∗
Then (3.26) takes the form
u˜ = −2iA− !A9∗291
( 91 2 + −1p 92 2)−1
Suppose for simplicity c2 = 0 and put θ = c1/c2, A = ξ + iη ξ = ξ¯,
η = η¯. Then
exp−iAx−A2t = exp−iξx+ η2 − ξ2t expηx− 2ξt
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So the expression for u˜ can be rewritten as
u˜x t = 4ηθe2iξx+η2−ξ2te2ηx−2ξt θ 2 + −1pe4ηx−2ξt−1
The maximum (hump) of the  u˜ in the case p = 0 and the singularity of u˜
in the case p = 1 are achieved when x− 2ξt = 4η−1 ln  θ .
In the same way as Corollary 3.1 the following corollaries and proposi-
tions in Examples 2–5 are proved.
Example 2. The modiﬁed nonlinear Schro¨dinger equation (MNSE)
utx t + iuxxx t + 2−1pux tux t∗ux tx = 0 (3.32)
with an h2 × h1 matrix function u m = h1 + h2 is equivalent [27] to the
compatibility condition (3.1), where r = 2, l = 4,
qk ≡ 0 k ≥ 0 Qk ≡ 0 k ≥ 0 (3.33)
q−2x t=Q−4x t/4 = 2ij
q−1x t=Q−3x t/2 = −2V x tjp+1
Q−2x t= −1p+14iV x t2j
Q−1x t= 2
(
iVxx tjp − 2jp+1V x t3
)

(3.34)
According to (3.17) and (3.33) we have
q˜k ≡ 0 k ≥ 0 Q˜k ≡ 0 k ≥ 0 (3.35)
Put Ux t = Im − X−1x t. By (1.31) it is true that Im + Y−1 Im −
X−1 = Im; i.e.,
U−1 = Im −X−1−1 = Im + Y−1 (3.36)
We shall suppose that equalities (3.4) and (3.22) are fulﬁlled. Suppose also
that matrix A = A1 detA = 0 is similar to −A and there exists a matrix
T such that
TAT−1=−A T0 0j = 0 0
TS0 0T ∗ =−S0 0
(3.37)
Then it may be shown that U is unitary and block diagonal:
U =
[
U1 0
0 U2
]
 U∗1U1 = Ih1 U∗2U2 = Ih2  (3.38)
Moreover the following Corollary 3.2 is valid.
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Corollary 3.2. Let an h2 × h1 matrix function u satisfy MNSE (3.32)
and be continuous together with its derivatives ux, ut , and uxt . Let also the
parameter matrices satisfy relations (3.4), (3.22), (3.37), and det S0 0 = 0.
Then the transformed matrix function u˜ given by the relation
u˜x t = U2x tux tU1x t∗ + 2iX−2x t21U1x t∗
= U2x tux tU1x t∗ + 2iU2x tY−2x t21 (3.39)
satisﬁes the MNSE also.
Example 3. The system
utx t = uxx t + 2iD−1
vx t∗Bvx tD
vx t∗Bvxx t + vtx t + 2ivx tDux t
+ (vxx t∗ + vtx t∗ − 2iux t∗Dvx t∗)Bvx t = 0
(3.40)
with self-adjoint m × m matrices D = D∗ = diagd1   , B = B∗, and
m×m matrix functions u and v such that
ux t∗D = Dux t (3.41)
is a completely integrable model of classical ﬁeld theory with nontrivial
particle interaction [11]. This system is equivalent [11] to the compatibility
condition (3.1) for systems (3.3), where l = r = 1,
q1 = Q1 = −iD q0x t = Q0x t = −iDux t
q−1x t = −Q−1x t = ivx t∗Bvx t
(3.42)
Let the parameter matrices satisfy (3.22) with p = 0, i.e.,
A1 = A∗2 10 0 = i20 0 S0 0 = S0 0∗ (3.43)
and put
u˜x t=ux t −D−1
DX0x t
v˜x t= vx tIm + Y−1x t
(3.44)
In view of (3.17) and (3.44) we obtain coefﬁcients q˜k and Q˜k −1 ≤ k ≤ 1
after the substitution of u˜ and v˜ instead of u and v into the right-hand sides
of formulas (3.42). Similar to the considerations of Example 1, according to
(3.43) relation (3.23) with p = 0 may be drawn. Taking into account (1.10),
(3.23), and (3.43) we see X∗k = −Yk. In particular, X∗0 = −X0 and by (3.44)
u˜ has property (3.41): u˜∗D = Du˜.
302 alexander sakhnovich
Corollary 3.3. Let m ×m matrix functions u and v satisfy (3.40) and
(3.41) and be continuous together with the derivatives ux ut vx, and vt . Let
also the parameter matrices satisfy relations (3.4) and (3.43) and det S0 0 =
0. Then the transformed matrix functions u˜ and v˜ given by (3.44) satisfy the
same equations (3.40) and (3.41) also.
Moreover one can easily check
Proposition 3.3. Suppose the conditions of Corollary 3.3 are fulﬁlled and
u and v satisfy the equation
vtx t + vxx t + 2ivx tDux t = 0 (3.45)
from which the second of equations (3.40) follows. Then u˜ and v˜ satisfy (3.45)
also.
Remark. In the case where the initial solution v is unitary, formula
(3.45) can be rewritten as
ux t = i
2
D−1vx t∗vxx t + vtx t (3.46)
and the ﬁrst of equations (3.40) takes the Budagov–Takhtadzhyan form
v∗vtt − v∗vxx + 
v∗vx v∗vt = 4
v∗BvD (3.47)
Taking into account Y ∗k = −Xk and (3.36) we see that the matrix function
Im + Y−1 is unitary and therefore if v is unitary, then v˜ is unitary and
satisﬁes (3.47) also.
It is important that matrices Y−1 and v˜ in [11] have the real-valued
entries.
Suppose additionally to the conditions of Proposition 3.3 that
v = v¯ B = !B (3.48)
and there exists T such that
TAT−1 = − !A T0 0 = 0 0 S0 0 = TS0 0T ∗ (3.49)
(Here !A is the matrix with the entries complexly conjugated to the entries
of A.) From (3.46) and (3.48) we draw u = −u¯ and in view of (1.3), (3.5),
and (3.49) the formulas T = !!S = TST ∗ are true. Hence we obtain
!Yk = −1k+1Yk ¯˜v = v˜ (3.50)
Example 4. The famous Korteweg–de Vries (KdV) equation
utx t − 3ux tuxx t − 3uxx tux t + uxxxx t = 0 (3.51)
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is equivalent to the compatibility condition (3.1) with matrix functions G
and F equal to polynomials in λ, where r = 1, the coefﬁcients q0 and q1
are given by (2.30), and
Q2 = 4q1=
[
0 0
4Ih 0
]
 Q1x t = −
[
0 4Ih
2ux t 0
]

Q0x t=
[
uxx t −2ux t
uxxx t − 2ux t2 −uxx t
]

(3.52)
u is an h× h matrix function. By (3.17) we have
Q˜2=Q2 Q˜1 = Q1 + 4
[
X012 0
X022 −X011 −X012
]

Q˜0=Q0 +X1Q2 −Q2Y1 + 
X0Q1 −X0Q2X0
(3.53)
Consider the GBDT w˜ = wAw of w. From the proof of Proposition 2.3 it
follows that

0 Ihw˜ = y˜x −X012y˜ y˜ = 
Ih 0w˜ (3.54)
Relations (3.53) and (3.54) yield
y˜t = 4λy˜x + 2
[
u+ 2(X011 −X022 +X2012)]y˜x − uxy˜ + 4λX012y˜
− 4λX012y˜ + 2
(
uX012 − 2X112 +X012u+ 2X011X012
− 2X021 − 2X022X012 + 2X012X011 + 2X3012
)
y˜ (3.55)
In view of (2.34), (2.37), and (2.38) after some calculations we can rewrite
(3.55) as
y˜t = 4λy˜x + 2u˜y˜x − u˜xy˜ (3.56)
KdV equation (3.51) is equivalent to the compatibility condition of (2.33)
and (3.56) (see [45] and references therein).
Corollary 3.4. Let an h × h matrix function u satisfy KdV equation
(3.51) and be continuous together with its derivatives ux uxx uxt uxxx, and
uxxt . Let also the parameter matrices satisfy operator identity (3.4) and let
det S0 0 = 0. Then the transformed matrix function
u˜x t = ux t + 2(X011x t −X022x t +X012x t2) (3.57)
satisﬁes the KdV equation also.
The particular case of (3.57), when u = 0 and explicit solutions may be
obtained, was treated in [24].
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Example 5. A hierarchy of nonlinear equations is generated [20] by the
2 × 2 matrix function G of the form
Gx t λ = −λq1 + q0x t q1 = ij
j =
[
1 0
0 −1
]
 q0x t =
[
0 u1x t
u2x t 0
]
(3.58)
and by the 2 × 2 matrix functions Fl of the form
Flx t λ = −
l∑
k=0
λkQklx t Tr Qklx t ≡ 0 (3.59)
where Tr means matrix trace.
Proposition 3.4. For the hierarchy of equations generated by (3.58) and
(3.59) the GBDT preserves the structure of coefﬁcients qk and Qkl; i.e.,
Tr q˜kx t ≡ 0 and Tr Q˜klx t ≡ 0.
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