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Preface 
 The protein kinase family is a large and diverse family of enzymes that regulate 
almost all facets of cellular signaling. Protein kinases function as molecular switches by 
attaching a phosphate group to a Ser/Thr/Tyr hydroxyl group by using ATP as a co-
factor to increase or decrease the activity of their protein substrates. Over 500 kinases 
have been discovered, including pseudo-kinases that share the same fold but are 
catalytic inactive, and the kinome comprises of 2% of the human genome [1]. As such 
this family of enzymes has attracted much interest for understanding cellular signaling 
and for disease therapeutics. Of these kinases, the catalytic-subunit of cAMP-dependent 
Protein Kinase A (PKA-C) has been a benchmark for the study of conserved features of 
eukaryotic protein kinases [2-4]. This was one of the earliest kinases discovered [5], the 
first to have recombinant prokaryotic expression [6], the first to have its structure solved 
using X-ray crystallography, the one used to evaluate the kinetic mechanism of all 
kinases [7] and more recently extensively studied using NMR spectroscopy. Using PKA-
C as a prototype for the entire kinome much has been learned about the chemical 
mechanism, regulation and assembly of active protein kinases.  
 Despite such outstanding work, there is much we still do not understand about 
protein kinases. The most significant issue is simply that a static structural perspective is 
insufficient to explain the function of not only PKA-C, but of enzymes in general. There 
have been many structures of PKA-C with various ligands and mutants but the 
structures are unable to provide a defined answer for the functional change. A novel 
example of this is in the work involving the Tyr204Ala mutant of PKA-C. This mutant had 
been found to be a mutant that was fully assembled and properly regulated but lacked 
catalytic activity [8, 9]. The crystal structure of this mutant was identical to the wild type 
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enzyme, and in this author’s opinion could not explain the loss of activity [10]. 
Furthermore there are almost no structural studies of kinases with their substrates. The 
difficulty of such was explained elegantly in a recent review by the late Louise Johnson, 
who emphasized the weak affinity of substrates to kinases hampers the ability of study 
them using X-ray crystallography [11]. Much of the crystallographic work studies the 
regulation of protein kinases but their structural interaction with substrates is largely 
guessed. Cooperativity is a universal biothermodynamic phenomenon that allows for 
protein function that otherwise wouldn’t exist. Extensive structural and spectroscopic 
studies have revealed the allosteric nature of protein kinases [12, 13]. What is the 
relationship between cooperativity and allostery in protein kinases is still largely 
unexplored. 
 The difficulties presented here have already been discussed at length by leaders 
in enzymology, and succinctly summarized by Hammes and Benkovic [14]. A modern 
view of looking at enzymes is to understand the free energy landscape and how enzyme 
toggles between different states along the landscape. This view contrasts with the 
crystallographic view which sees enzymes as toggling between a few static states much 
like bad 1980’s animation, but rather as fluid, flexible, cooperative and almost life-like 
entities (similar to the stunning animation from a Miyazaki film). As such studying 
molecular motion and the free energy of their states is essential for a critical 
understanding of enzyme function. Nuclear magnetic resonance (NMR) has emerged as 
the most widely used experimental tool to study protein dynamics due to its ability to 
probe a wide range of timescale at atomic resolution. Already several outstanding works 
have been performed demonstrating that enzyme dynamics are correlated with function 
[15-17], although the relationship between protein dynamics and catalysis remains a 
hotly debated topic [18, 19]. However, experimental, evidence demonstrates that 
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enzymes exist in a series of states; the free energy landscape and dynamically toggles 
between different distributions of states. Understanding the role of these dynamics and 
the free energy landscape remains an outstanding challenge for protein kinases.  
 The overall goal of this thesis is to understand the conformational landscape, 
dynamics and cooperativity present in protein kinases by using PKA-C as a 
representative enzyme. I have accomplished this work by utilizing two different 
techniques; NMR spectroscopy and isothermal titration calorimetry (ITC). NMR 
spectroscopy was used to define the conformational landscape of PKA-C by using 
backbone and methyl side chain chemical shifts (Chapter 6, 7, 9, 10). The 
conformational dynamics of each of the states have been studied by using relaxation 
studies (Chapters 7,9). The role of binding cooperativity was studied extensively using 
ITC for mutants (Chapter 7, 9) as well as for different nucleotides and ATP-competitive 
inhibitors (Chapter 10).  
In chapters 1-3 I will outline the background and theory on PKA-C, cooperativity, binding 
using isothermal titration calorimetry (ITC) and solution state nuclear magnetic 
resonance spectroscopy (NMR). The following chapters consist of reprints with 
permission of the following per-reviewed articles, where I was involved in: 
Chaper 4: “FLAMEnGO 2.0: an Enhanced Fuzzy Logic Algorithm for Structure-Based 
Assignment of Methyl Group Resonances.” Chao FA, Kim J, Xia Y, Milligan M, Rowe N, 
Veglia G. (2014) Journal of Magnetic Resonance. 245:17-23 
Chapter 5: “A Semi-Automated Assignment Protocol for Methyl Group Side-Chains in 
Large Proteins.” Kim J, Li G, Wang Y, Veglia G. (2015) Methods in Enzymology 
(submitted) 
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Chapter 6: “NMR Mapping of Protein Conformational Landscapes using Coordinated 
Behavior of Chemical Shifts upon Ligand Binding.” Cembran A, Kim J, Gao J, Veglia G. 
(2014) Physical Chemistry Chemical Physics, 16(14);6508-18 
Chapter 7: “Synchronous Opening and Closing Motions Are Essential for cAMP-
Dependent Protein Kinase A Signalling.” Srivastava AK, McDonald LR, Cembran A, Kim 
J, Masterson LR, McCLendon CL, Taylor SS, Veglia G. (2014) Structure, 22(12);1735-
43 
Chapter 8: “Mapping the Hydrogen Bond Network in the Catalytic Subunit of Protein 
Kinase A using H/D fractionation factors” Li G, Srivastava AK, Kim J, Taylor SS, Veglia 
G. (2015) Biochemistry, 54(26);4042-49 
Chapter 9: “Dysfunctional conformational dynamics of protein kinase A induced by a 
lethal mutant of phospholamban hinder phosphorylation.” Kim J, Masterson LR, 
Cembran A, Veradi R, Shi L, Gao J, Taylor SS, Veglia G. (2015) Proc Natl Aca Sci USA, 
112(12);3716-21 
Chapter 10: “Uncoupling Catalytic and Binding Functions in the cAMP-Dependent 
Protein Kinase A.” Kim J, Walters MA, Taylor SS, Veglia G. (2015) (submitted) 
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Chapter I  
Overview of the catalytic subunit of the cAMP-
dependent Protein Kinase A 
1.1 Architecture of PKA-C 
 The protein kinase family is a large and diverse family of enzymes that regulate 
almost all facets of cellular signaling. Over 500 kinases have been discovered, including 
pseudo-kinases that share the same fold but are catalytic inactive, and the kinome 
comprises of 2% of the human genome [1]. Despite their diversity in sequence and 
regulation they are all share a highly conserved catalytic core. The sequence homology 
has been described initially by Hanks and Hunter where they aligned all available kinase 
sequences available [20] totaling 65 at the time. They identified several key residues that 
were invariant through all kinases and several sequence “subdomains” that are 
conserved through the kinome. The residues Gly52, Lys72, Glu91, Asp166, Asn171, 
Asp184, G186, E208 and R280 of PKA-C were found to be completely conserved while 
residues Gly50, Val57, Phe185, Asp220, and Gly225 were highly conserved. These 
residues were believed to be critical for catalysis and the subdomains identified are now 
known as the catalytic core of the kinase. 
To understand the overall architecture of the catalytic core the first crystal 
structure of PKA-C, and soon after other protein kinases, revealed the arrangement of 
the subdomains and the invariant residues [21, 22] (Figure 1.1). The structure is bilobal 
with ATP sandwiched deep within a hydrophobic core between the small and large 
lobes. The small N terminal lobe has largely -sheet character with a few helices, and is 
responsible for the binding of nucleotide. The highly conserved glycine rich loop (Gly-X-
6 
 
Gly-X--Gly, where  is an aromatic amino acid) containing Gly52 and Gly50 was 
identified as having a classic Rossman fold, positioning the phosphates of ATP for 
catalysis. Two other conserved residues, Lys72 and Glu91 were arranged in salt bridge 
with each other and positions the - phosphates in the active site. The large lobe is 
primarily helical, extending out to Arg280 in the primary sequence of PKA-C. These 
contain many important residues for substrate positioning and, later, integrated signaling 
within the kinase [13]. The conserved Asp184 coordinates with Mg2+ ions and is part of 
the conserved DFG loop including Phe185 and Gly186 which is now known to be highly 
critical in defining active and inactive states of kinases [23, 24] . A loop was also found 
which contains the invariant Asp166 (which orients the hydroxyl acceptor for catalysis) 
and Asn171 (which helps coordinate Mg2+ in the active site) and is now coined the 
catalytic loop [2]. Also one of the phosphorylation sites required for activity, T197, was 
found and the loop it resides in is called the activation loop. The last two conserved 
residues, Glu208 and Argy280, were found to form a salt bridge together, connecting the 
APE motif of active site to the X and XI subdomains.   
Outside of the conserved catalytic core, two additional motifs were discovered in 
PKA-C. The first is an N-terminal helix, A, comprising of approximately 40 amino acids 
that sits adjacent to C and E and a myristoylation group on the N-terminus. The exact 
role of these residues in catalysis are unknown but have been proposed to help link the 
N-and C-lobes together [25]. The C-terminal tail contains the last sixty amino acids and 
wraps around the kinase from the bottom of the C-lobe all the way up behind the C-helix. 
Although this C-terminal tail is not shared between all kinases, these have been found to 
be the hallmark of the AGC kinase family [26].These comprise of a phosphorylation site, 
Ser338, along a conserved motif, as well as two phenylalanines (Phe347 and Phe350) 
that are highly conserved within the family [27]. 
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1.2 Substrate Specificity of PKA-C 
 The initial in vitro studies on cAMP-dependent protein kinase A (PKA) seemingly 
displayed a lack of substrate specificity. For example it was known that a denatured 
fragment of chicken egg white lysozyme was a substrate for PKA-C [28] but not the 
folded protein. As of 2001 there are over 100 unique substrates for PKA [29] and more 
still are being discovered today. For example, the phosphorylation on Serine 16 of 
Phospholamban was discovered by stimulating intact ventricles with Isoproterenol (a -
adrenergeic receptor agonist) and undergoing tryptic digest of the resultant protein [30]. 
Chemical determinants for substrate specificity of PKA were investigated by using 
peptide fragments of known in vivo substrates. The first indication of the importance of 
the local primary sequence was discovered in a work by Kemp and Krebs. The 
Michealis-Menten kinetics of peptide fragments of variants of  casein and peptide 
variants of chicken egg white lysozyme pointed toward the importance of arginine near 
the primary sequence [31, 32]. Soon, after a synthetic peptide fragment corresponding to 
seven amino acids in the phosphorylation site from porcine liver pyruvate kinase was 
found to have the identical kinetics as the full length protein [33] with an apparent Km of 
16 M and a Vmax of 20 mol·min-1·mg-1 and This peptide, Leu-Arg-Arg-Ala-Ser(P)-Leu-
Gly (Figure 1.2), is now commonly called Kemptide. A systematic study of the amino 
acids in the linear sequence demonstrated that two basic residues, P-2 and P-3, from 
the phosphorylation site were required for optimal Km and Vmax. These residues could 
also be substituted by other basic residues, namely with Lys, but only Arg gave optimal 
Km. Deletion of the Leu after the phosphorylation site resulted in negligible kinetics, 
indicating that a hydrophobic residue in the P+1 site gave optimal kinetics. Finally the 
kinetics of various peptide fragments were compared with phosphorylase kinase. 
Peptide fragments specific to PKA were not for phosphorylase kinase and vice versa. 
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These works founded idea that the linear sequence of the protein is the primary 
determinant of kinase substrate specificity. Furthermore, the determinant of substrate 
specificity was from two basic residues neighboring the phosphorylation site. 
 The serendipitous discovery of an inhibitor of PKA was discovered by co-
purification of PKA from crude skeletal muscle extracts [34]. This protein was found to 
inhibit the catalytic subunit with high affinity (Ki = 2.1 nM) competitive with respect to 
substrates and noncompetitive with respect to ATP [35]. Furthermore this protein was 
found to be independent of cAMP control, and was named Protein Kinase Inhibitor (PKI). 
The observation of the high propensity of Arg and competitive inhibition with respect to 
substrates hinted at a primary sequence similar to that of native substrates. This was 
confirmed by the discovery of a 20 amino acid fragment that recapitulated the high 
affinity binding of PKI, Thr-Thr-Tyr-Ala-Asp-Phe-Ile-Ala-Ser-Gly-Arg-Arg-Asn-Ala-Ile-His-
Asp (PKI5-24, Figure 1.2) [36]. This fragment found that PKI has the same determinant 
for substrate specificity with Kemptide, Arg-Arg-X-Ala- ( as a hydrophobic residues), 
with the same high affinity as the full length protein [37]. The contribution to inhibition by 
different amino acids was systematically investigated using variants of PKI5-24 [38, 39]. 
Although several residues were identified as important for binding, two in particular were 
discovered as essential for high affinity binding. The Arg that is P-6 to the 
phosphorylation site is a critical residue for inhibition (Ki changed from 57 nM to 0.36 M 
upon mutation of Arg15Lys for a truncated form of PKI5-24) [38] and is also shared in 
other substrates. Also the Phe10 residue makes a significant contribution to affinity (Ki 
from 3.1 nM to 270 nM) [39]. Further investigation on this site using other hydrophobic 
and aromatic residues identified this region as interacting through aromatic binding to a 
hydrophobic cleft [40].  
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 When the first crystal structure of PKA-C, complexed with ATP and PKI5-24, was 
solved, the mechanism in which the critical residues for substrate specificity was 
uncovered [21] (Figure 1.2). The P-3 Arg makes electrostatic contacts with Y330, E127 
of the small lobe and the hydroxyl group of ATP while the P-2 Arg makes completes the 
electrostatic node created by Y204, E230, and R133. The structure suggests that the 
two basic residues “latch” onto each lobe of the kinase and bring the active site together 
for catalysis. The hydrophobic residue at the P+1 position makes contacts with L205 and 
L198 making a small hydrophobic pocket (Section 1.4). The other two residues, the P-6 
Arg from PKI5-24 makes an electrostatic bridge with E203 and the P-11 Phe encounters 
aromatic  - stacking with F239. Overall the P-2 and P-3 Arg requirement for catalysis 
is uniquely positioned to bring the lobes together and facilitate catalysis. The P+1, P-6 
and P-11 residues are present for allow for high affinity binding to the kinase.  
1.3 Chemical Mechanism of PKA-C 
 As one of the first kinases isolated and characterized, the kinetic mechanism of 
PKA-C has emerged as the model for catalysis by a protein kinase [7] and is still the 
most well catalytically characterized kinase. The first systematic study of the mechanism 
of PKA-C was first performed by Cook et. al. in 1982 [41] by using an enzyme coupled 
activity assay that is still widely used today. A series of initial velocity studies were 
performed using ATP and Kemptide as the substrates and ADP and phospho-Kemptide 
(Kemptide with the serine phosphorylated) as competitive inhibitors. It was concluded 
the products bound in a random bi-bi mechanism. After phosphorylation, the release of 
products was sequential, first the peptide followed by ADP. It was also found that high 
concentrations of Mg2+ was inhibitory and PKA-C possessed a secondary Mg2+ binding 
site, with an estimated Kd of 2-3mM. This Kd would later be confirmed by competitive 
fluorescence measurements [42]. 
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 Soon this mechanism was challenged by Whitehouse and Walsh who, along with 
competitive inhibition by ADP and phosphor-Kemptide, used two dead-end inhibitors, 
ATPN (5’-adenylimidodiphosphate) and PKI [43]. The paper used characteristics of PKI; 
was shown to be a competitive inhibitor to Kemptide but noncompetitive with respect to 
ATP and required ATP, not ATPN, for high affinity [44]. From the product inhibition 
pattern (with ADP being competitive with ATP varied) and dead-end inhibition (the 
observation of PKI with respect to ATP was found to be uncompetitive rather than 
noncompetitive), the authors proposed an ordered bi-bi mechanism in which ATP binds 
first, followed by binding of substrate (for catalysis) or PKI (for inhibition). This 
discrepancy between the two mechanisms existed. This was later resolved by 
discovering that the true pure mechanism was random bi-bi however PKA-C 
preferentially binds first to ATP [45] (Figure 1.3). This has been supported by 
subsequent binding experiment using NMR spectroscopy which showed that ATP has 
over an order of magnitude higher affinity for the apo enzyme compared to Kemptide 
[12]. 
 All protein kinases require Mg2+ to perform catalysis. In the structure of PKA-C 
there are two Mg+2 binding sites that have been identified (Figure 1.4). The first, 
chelated between the - phosphates and Asp184, is considered the primary Mg2+ 
binding site. This ion is visible under low concentrations and is believed to bind with 
ATP. The second site, between the - phosphates and held by Asp184 and Asn171, is 
only visible under high concentrations. This secondary site has an estimated Kd of 2.8 
mM [42]. As alluded to earlier, under high Mg2+ concentrations the kcat decreases four 
fold, however, this is accompanied by a decrease of the Km of ATP (with the Km of 
Kemptide unaffected) [41, 46]. The moniker of “inhibitory” for high concentrations of Mg2+ 
is misleading as the rate under low ATP concentrations is higher due to the offsetting 
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lowering of the Km.  The molecular details of Mg2+ during the catalytic cycle were recently 
elucidated through using a high affinity substrate derived from PKI5-24, PKS5-24, (Figure 
1.2) and ATPN. The Michealis complex, partial phosphorylation and product complex 
were isolated in crystal structures [47], providing snapshots of the chemical steps. In the 
structures the Michealis complex and partial phosphorylated state both have Mg2+ 
present in the structure. However, with the product complex the Mg2+ in the first site is 
absent, suggesting that the removal of this Mg2+ is required prior to the rate limiting 
removal of ADP. These were predicted by a transition path ensemble study which 
demonstrated that Mg2+ acts as a linchpin for ADP, requiring to be removed first before 
ADP is released [48]. All of these observations would suggest that Mg2+ acts as a 
catalytic base, however QM/MM calculations demonstrate that this is not the case, rather 
Mg2+ serves to position the phosphates for transfer [49]. All of these observations 
conclude that Mg2+ plays a critical role in phosphoryl transfer and the turnover of the 
enzyme.  
 The determination of the chemical step and the rate limiting step was initially 
studied using viscosogens to measure the effect of viscosity on kcat and kcat/Km. The 
principle lies in the assumption for a bimolecular event viscosity should dramatically 
affect the kinetic value while a unimolecular rate, such as phosphoryl transfer would be 
unaffected [7]. Viscosity experiments varying Kemptide concentration was analyzed 
using a simplified kinetic mechanism (Figure 1.3). It was found that the apparent second 
order rate, kcat/Km was relatively unaffected by viscosity while kcat was full affected by 
viscosity [50]. These results suggest that Kemptide binds in a rapid equilibrium fashion, 
unaffecting the observed rate limiting step. The rate limiting step was implied to be the 
dissociation of ADP under high concentrations of Mg2+ due to the full viscosity effect. 
Given the low Km for Kemptide (Km = 31.1 M [9] ) compared to the Kd of Kemptide (Kd 
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~200 M [43]). This suggests that the chemical step is very fast compared to the 
dissociation of ADP. 
 Although application of viscosity to determine the rates were very successful, the 
assumption that unimolecular events are unaffected by viscosity is often incorrect. 
Protein conformational changes are strongly dependent on solvent environment and 
would also be affected despite being unimolecular. Also, these measurements only give 
an upper limit to the chemical step. Consequently, direct measurement of the chemical 
step was performed by using pre-steady-state quenched flow techniques. The data is 
marked by a burst phase, representing the first turnover of the enzyme, followed by a 
linear phase which shows the steady-state rate. Application of quenched flow to PKA-C 
gives a value of kchem = 500 ± 60 s-1 [51] and a measured kcat = 21 ±1 s-1. For a low 
affinity substrate, such as Kemptide, these studies demonstrated that the phosphoryl 
transfer is extremely fast and is solely rate limiting with the release of ADP. With other 
higher affinity substrates this is less so. A study using a fragment of PKS5-24 (amino 
acids 14-22) found that ADP release was only partially rate limiting [52]. Due to the high 
affinity of this substrate, it was suggested that the mechanism of release was first 
initiated by the release of ADP and followed by the phospho-peptide. However, most in 
vivo substrates exhibit low affinity to kinases [11], suggesting that the mechanism 
devised by using Kemptide reflects the native mechanism. 
 All the pre-steady-state kinetics that was discussed involved studying the 
mechanism of phosphoryl transfer under high (10 mM) Mg2+ concentrations. Once the 
Mg2+ concentration is lowered to more physiological conditions the kinetic picture is not 
as simple. At low Mg2+ concentrations, when PKA-C is pre-equilibrated with ATP, the 
burst phase is unaffected. However when the reaction is initiated using ATP, there is a 
marked attenuation of the burst phase that was independent of ATP concentration [53]. 
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The authors interpreted this delay with a conformational change with ATP binding 
preceding phosphoryl transfer. The same authors, in another work, studied the effect 
that Mg2+ had on the rate determining step: ADP release [54]. Under low Mg2+ 
concentrations, the burst phase was sigmodal prior to the linear phase, which is 
indicative of multiple rapid steps in the burst phase. This was due to a conformational 
change of the protein which was partially rate limiting under these conditions [54]. These 
kinetic trapping experiments with nucleotides illustrate the subtle interplay between 
nucleotide and the Mg2+ ion. Under low Mg2+ concentration, kinetics that is not 
associated with a chemical step were observed, most likely from conformational 
changes during the enzymatic cycle These conformational changes are very likely to be 
present under high Mg2+ concentrations but likely too fast to be observed using pre-
steady-state kinetics. Indeed, when NMR spectroscopy was applied to study the effect of 
Mg2+, a marked reduction of conformational dynamics was found under high Mg2+ 
conditions [55]. 
 Overall the steady state kinetics for PKA-C indicate that the enzyme is most likely 
is saturated first with ATP, especially given the high concentration of ATP in vivo and the 
low affinity of most native substrates, followed by substrate binding. The phosphoryl 
transfer step is very fast, allowing for a very efficient enzyme resulting in a low Km value, 
and with rate limiting turnover from the dissociation of ADP. However when placed in 
lower Mg2+ concentration the picture is more muddled. The pre-steady-state results 
predicted that significant conformational changes accompany nucleotide binding and 
release in the enzyme. These would later be validated by NMR studies that highlight the 
flexibility of PKA-C when nucleotide is bound [56, 57].  
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1.4 Major Conformational States of PKA-C during the Catalytic Cycle 
 By identifying conformational changes that occur throughout the catalytic cycle, 
one would have a structural basis of catalysis and substrate specificity. Snapshots of the 
three main structural states of PKA-C have been identified using X-ray crystallography 
[2, 58] and they show that PKA-C does not undergo large significant conformational 
changes during its catalytic cycle. This contrasts with other kinases which have 
significant conformational changes upon activation by a regulatory subunit or 
phosphorylation [24], that assembles the kinase into an active conformation (Section 
1.5). Rather the conformational changes described as an “open” to “closed” arrangement 
of the active site. The extent between these states is described by the distance between 
Ser53 of the glycine rich loop and Gly186 of the DFG loop [2]. The open state, where 
ATP is fully accessible for the active site cleft, has a distance between Ser53-Gly186 of 
13.4 Å [59]. In the closed form the glycine rich loop folds over the phosphates in ATP 
and the distance between Ser53-Gly186 is at a minimum at 10.4 Å. During catalysis the 
enzyme toggles between these two extremes and have been captured 
crystallographically, the intermediate state with nucleotide binding being an example 
[60]. Along with the glycine-rich loop, the C-terminal tail also undergoes a large spatial 
shift from the open to closed transition while moving with the small lobe. For instance, 
Tyr330 moves from 10 Å from the active site in the open state with the apo enzyme to 3 
Å in the closed state, coordinating the P-3 Arg from the substrate.  
Over thirty structures of PKA-C have been solved with various inhibitors, pseudo-
substrates, substrates and mutations after the initial structure, and are too numerous to 
discuss in detail [2, 58, 61]. Only a two of the structures and their importance for 
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catalysis will be discussed here. The structural consequences of important residues will 
be explored in section 1.5. A structure with ADP, aluminum fluoride and using PKS5-24 as 
a substrate (PDB: 1L3R) provided molecular details of the transition state of phosphoryl 
transfer [62]. Although PKS5-24 is not a native substrate, the high affinity allows for this 
substrate trapped in the crystal lattice [63, 64]. The overall conformation is nearly 
identical to the fully closed conformation defined by ATP and PKI5-24 (PDB: 1ATP) with a 
root mean square deviation of 0.36 Å. Based on enzyme-transition state 
complementarity, PKI traps PKA-C in a transition state analogue. This is further 
supported by the requirement of ATP for high affinity binding of PKI and the same 
sequence specificity of native substrates. As such, after ATP and substrate binding only 
minor side-chain rearrangements are necessary for catalysis. The carboxylic acid of 
Asp166 swings and orients the hydroxyl acceptor for catalysis while the backbone of 
Ser53 and the amino group of Lys168 follows the -phosphate during catalysis. The 
totality of these observations implies that the active-site is pre-organized immediately 
prior to catalysis, but conformational changes to reach such a state. 
Another structure, depicting the kinase after phosphoryl transfer has also been 
isolated using ADP and PKS5-24 phosphorylated on Ser21 as the product peptide [65] 
(PDB: 4IAD). Interestingly this state adopts the same overall conformation as the closed 
form with ATP and PKI5-24 (PDB:1ATP) with a distance of 10.7 Å between Ser53 and 
Gly186 (Figure 1.6). These structures show the overall architecture of the enzyme does 
dramatically change between just prior to phosphorylation, during phosphorylation and 
immediately after. However there are subtle changes in the side chain orientation with 
the product complex. Lys168 no longer interacts with the -phosphate and Asp166 is no 
longer positioning the acceptor hydroxyl group. Ser53 interacts with the transferred 
phosphate group with backbone carbonyl group, not the backbone amide in the closed 
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form (PDB:1ATP). From these structures we can confirm structurally there are only 
minimal changes, largely resulting from reorientation of critical side-chain groups in the 
active site. 
1.5 Function of critical residues of PKA-C and insights into kinase function 
After the discovery of the overall structure of the catalytic core of the kinase from 
the first crystal structure, significant work has been performed to ascertain the function of 
catalytically important regions and highly conserved motifs [20, 66]. Here we will first 
break the discussion down between specific important amino acids in the small and 
large lobe of the conserved catalytic core, then followed by a discussion of the N and C-
terminus. This will be concluded by a discussion of the allosteric assembly of the 
hydrophobic core of the protein kinase and how assembly of this produces an active 
protein kinase.  
1.5.1: Small Lobe 
 As described earlier the G-X-G-X--G motif is nearly completely conserved 
amongst all known protein kinases. Structurally these position the phosphates in the 
active-site (Figure 1.7) and kinetic studies have looked at the role these have in 
catalysis [67]. Gly50 and Gly52 were found to be critical for the apparent affinity of ATP 
(Km) with an increase of over a factor of 10 with a mutation to Ser. Although the Gly-rich 
loop dies not directly interact with the substrate, these mutants were also accompanied 
by a decrease in Km and Kd for Kemptide. The rapid phosphoryl transfer step was also 
altered with mutations on the Gly residues. The Gly55Ser mutation the burst phase was 
attenuated with respect to the wild type enzyme and completely abolished for the 
Gly50Ser and Gly52Ser mutants. These observations suggest that the glycines are 
required for a highly flexible loop to help position the phosphates and promote the 
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hydrogen bonding with Ser53. Subsequently another study focusing on the role of Ser53 
was undertaken [67]. Mutation of Ser53 to Gly or Thr did not dramatically alter the 
steady-state kinetics, nucleotide and inhibitor binding, indicating the side-chain of Ser53 
does not have a catalytic role. Rather with substrates where Thr is the acceptor, the 
Ser53Gly mutant exhibited identical kinetics as with substrates with Ser as the acceptor. 
In all the role of the side-chain is not catalytic but demonstrates a level of substrate 
specificity and also must remain flexible to allow for the backbone amide to hydrogen 
bond with the -phosphate.  
 Lys72 is universally conserved amongst all active kinases, making a highly 
conserved salt bridge with Glu91 and the - phosphates of ATP (Figure 1.7). The loss 
of this residue is a common feature for pseudo-kinases, proteins that share the same 
homology as active kinases and functions but lack catalytic activity [68, 69]. Initially 
thought to be evolutionary dead-ends, these have found to serve critical roles in cell 
signaling as scaffolds to modulate kinase activity and anchor catalytic domains, direct 
competitors for critical substrates, and to integrate different signaling pathways. A 
systematic study of the role of Lys72 in PKA-C has been carried out using a Lys72His 
mutant that is phosphorylated in the activation loop by phosphoinositide-dependent 
kinase-1, PDK-1 (to be discussed more in the next section). This mutant variant of PKA-
C was shown to bind to ATP, substrates and endogenous inhibitors of PKA-C once 
phosphorylated on the activation loop. Hence the loss of Lys72 does not significantly 
impact the assembly of the kinase and can act as a pseudo-kinase. Interestingly the 
Lys72His mutant even with phosphorylation on the activation loop is still less 
thermostable and more dynamic than WT enzyme. The correlation of these observations 
to the role of the residue is still unknown, but hints that Lys72 may do more than simply 
position ATP for catalysis. 
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1.5.2: Large Lobe 
 The large lobe contains several residues that were either highly conserved or 
hypothesized to be involved in substrate binding. Phosphorylation of protein kinases is a 
highly conserved mechanism for controlling kinase activity and can be found in all 
families of protein kinases [11]. Especially phosphorylation on the activation loop (which 
spans from Ala188 to Thr197 in PKA-C) is highly conserved amongst all eukaryotic 
protein kinases. When one glances at the positioning of phosphorylation at Thr197 in the 
structure of PKA-C, we can observe that phosphorylation links together the activation 
loop through Thr195 and Lys168, C through His87 and the catalytic loop with Arg165 
(Figure 1.8). Thr197 is auto-phosphorylated by PKA-C [70] or by PDK-1 [71]. The 
mechanism for regulation of PKA-C via activation loop phosphorylation in vivo is 
unknown. However, PDK-1 is the enzyme that phosphorylates on the activation loop for 
the entire AGC kinase family, with a conserved Phe-X-X-Phe motif at the C-terminus 
coined the hydrophobic motif [27]. This motif is required for phosphorylation by PDK-1 
and has been modeled as being recruited by PDK-1 for phosphorylation of kinase 
substrates [72, 73]. A PKA-C variant with Arg194Ala has been produced that knocks out 
auto-phosphorylation but may be phosphorylated by PDK-1 [74]. Biophysical 
characterization only revealed that phosphorylation is required for function, which was 
easily predicted from studies on other kinases [24], but did not reveal much of why. 
However once a structure of Arg194Ala was released, the function of phosphorylation 
was more evident [75]. This structure revealed that loss of phosphorylation resulted in a 
disordered activation loop and DFG loop, explaining the loss of catalytic function. 
Furthermore, as will be detailed further, the R-spine was also found to be broken in the 
structure. The loss of catalytic function was also examined using pre-steady-state 
kinetics and no burst kinetics observed for the mutant. The residual phosphorylation rate 
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observed in the phosphorylation null mutant is from a conformational change of the 
enzyme moving from a DFG out (inactive) to DFG in state[24, 76].Future work with this 
phospholation-free variant would be to examine whether the conformationally selective 
inhibitors would be selective for those “DFG out” states with PKA-C, as well as with Src 
and other tyrosine kinases [76]. 
 Along with examining phosphorylation on the activation loop, it was discovered 
that the sequence of the peptide positioning loop, or P+1 loop (Leu198-Glu208), is 
critical for recognition by PDK-1 [8]. As discussed earlier, Glu208 is highly conserved 
amongst all protein kinases. A systematic study of the role of these residues was taken 
by examining phosphorylation on Thr197, their activity and their ability to bind to the 
regulatory subunit RII [8]. Gly200 and T201 were unable to auto-phosphorylate and 
consequently were unable to exhibit activity and regulation. Subsequent work 
demonstrated that, even with phosphorylation on Thr197, mutation of Gly200 and 
Thr201 abolishes activity [9]. Due to the consistency of these residues in the AGC 
kinase family and their proximity to the active site, these residues may be critical for 
substrate recognition for the AGC family of kinases. Indeed, mutations along this region 
have been recently discovered to be associated with onset of adrenal cushing’s 
syndrome [77, 78]. However, the Tyr204Ala mutant was phosphorylated and exhibited 
binding to RII, while was found to be an inactive kinase. This is a striking result since 
activation loop phosphorylation and regulatory subunit binding are hallmarks of an active 
protein kinase. When one observes the structure around Tyr204, there is a complex 
electrostatic network of interactions with Glu230, Arg133, Glu170 from the kinase and P-
2 Arg from the substrate. These residues are not conserved through the kinome and 
may serve as a means of differentiating the substrate specificity of PKA-C from other 
kinases. 
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 Due to its unique and the allosteric nature of the electrostatic node (aka not 
involved directly in assembly of the active site of the enzyme), Tyr204 and Glu230 has 
been the focus of directed investigation. The kcat and Km of ATP are not dramatically 
altered in the Glu230Gln mutant (only two fold lower). However the Km for Kemptide is 
significnatly increased to 1.4mM and with a Kd of 4.6 mM. This is dramatically lower than 
the values for WT PKA-C (Km = 31.1 M and Kd ≈ 200 M) [9], indicating that the altered 
kinetics are from dramatically reduced substrate binding. This hypothesis is supported 
by the crystal structure of Glu230Gln, which unexpectedly gave an apo structure even 
though it was grown in the presence of ATP and PKI5-24 [79]. 
 This is contrasted with Tyr204Ala mutant. Kinetically although Km for Kemptide 
was increased by a factor of 10 (Km = 341 ± 40 M) there was dramatic decrease in kcat 
(kcat = 0.9 ± 0.5 s-1), virtually making a dead kinase. This also is accompanied by a 
significant decrease of substrate affinity for Tyr204Ala (Kd of Kemptide was found to be 
7.87 ± 0.7 mM). Unlike with the Glu230Gln mutant, it appears the dramatic decrease in 
turnover is not from the loss of the electrostatic contact, rather from the aromatic group 
from Tyr204. Mutation of Tyr204 to Phe retained kcat of the WT enzyme. When the 
structure of Tyr204Ala bound with ATP and PKI5-24 was solved (PDB: 1RDQ), it was 
evidente that the structure was identical to the WT structure (PDB: 1ATP) with RMSD of 
0.4 Å2 [10]. The NMR spectral signature for Tyr204Ala with respect to the WT enzyme in 
the apo, nucleotide bound and closed with PKI were also found to be virtually identical 
[12, 57]. Glu230 and Tyr204 appear to both affect catalysis through disruption of 
substrate binding (consistent with the notion that the large lobe is responsible for 
substrate binding), however the exact mechanism appears to be distinct. A temperature 
melting study of these mutants bound to ATP, PKI5-24 only and to both ATP and PKI5-24 
was performed [80]. Glu230Gln had a similar melting temperature (Tm) to the WT 
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enzyme for the apo, ATP bound and PKI5-24 bound states. However the synergistic 
increase in the melting temperature in the presence of both ligands was absent (Tm for 
WT PKA-C was found to be 61.2 ± 0.5°C verses 53.5 ± 1.0°C for Glu230Gln). The 
melting data indicates that that Glu230 is a critical residue for modulating K-type binding 
cooperativity in PKA-C. For Tyr204Ala, the synergistic interaction between PKI5-24 and 
ATP is maintained, however the Tm is consistently lower with respect to the WT enzyme. 
This result pointed toward a change in dynamics for the loss of function. H/D exchange 
MS performed on both mutants. There was no change in dynamics for Glu230Gln 
mutant; however the Tyr204Ala mutant was significantly more accessible to solvent, 
indicating increased conformational dynamics. Consequently, Tyr204 is considered an 
allosteric “hot spot” for PKA-C, for modulating function through dynamics. As such this 
mutant has been the focus of several NMR relaxation studies to understand the link 
between dynamics and catalysis [12, 57].  
 The salt bridge between Glu208 and Arg280 is universally conserved through the 
kinome [81]. Structurally this connection links the active site, via the conserved APE 
motif at the end of the peptide positioning loop and the helical GHI subdomains through 
the H-I linker. The loss of this salt bridge results in Michealis-Menten kinetics that 
have 1/10th of the kcat and an apparent ATP affinity four times larger compared to the WT 
enzyme. Interestingly, substrate Km is identical to the WT. However structurally loss of 
this salt bridge did not significantly alter the structure, the only change were high B-
factors found in the H-I linker [82]. The role of this conserved salt bridge is still largely 
unknown and more studies will be required to elucidate significance of this evolutionary 
conserved connection. 
1.5.3: N and C-terminal Tails 
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 The N and C-terminal tails of PKA-C are not part of the catalytic core shared 
amongst the kinome. It is largely believed that the presence of these two elements is 
what enables PKA-C to be a “constitutively active” kinase [11, 24]. The N-terminal of 
PKA-C largely consists of an -helix buttressed next to C and E of the small and large 
lobe respectively and is capped by an N-myristoyl group. PKA-C from recombinant 
expression lacks the N-terminal myristoyl group but was shown to have identical activity 
and regulation as native PKA-C [6]. The only immediate biophysical impact that the N-
terminal myristoyl group has is to provide thermostability. Recombinant incorporation of 
the myristoyl group with co-expression of N-myristoyltransferase (NMT) provided a 
means of expression of full mammalian enzyme to attach a eukaryotic post-translational 
modification in a prokaryotic system [83] and also confirmed the earlier work with 
regards to thermostability. The myristoyl group sits on hydrophobic pocket formed by 
Phe18, Phe100, Phe102, Tyr306, Trp302, Ile303 and Val15 as revealed by X-ray 
crystallography [22, 84] (Figure 1.10). Furthermore several studies have suggested that 
the myristoyl group plays a more subtle role in regulation of the kinase. Other proteins 
that are myristoylated, [85-87] demonstrate an affinity for membrane surfaces and the 
myristoyl group inserts into the membrane bilayer. This was first anticipated by using a 
peptide fragment of PKA-C with myristoylation [88] and was later confirmed with full 
length protein [89] using 2H solid state NMR. The same study as well as a computational 
study [90] demonstrated the presence of interplay between Ser10 phosphorylation and 
myristoylation. Although Ser10 phosphorylation is not observed from tissue extracts, it is 
found in PKA-C from recombinant expression [70]. Using NMR it was demonstrated 
thatthe myristoylation group undergoes a transition from sequestered in the hydrophobic 
pocket (“myr-in”) to solvent exposed (“myr-out”), where the myr-out state binds to 
membrane surfaces, allowing phosphorylation as a means to regulate membrane 
affinity. Similar switches have been found in other kinases as well [86]. Computational 
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simulations and NMR chemical shifts from the same studies also show that coupling 
between the A and the active site occurs through several key residues centered on 
Trp30 (Figure 1.10). These experience correlated motions as seen through MD 
simulations and are suggested to be an allosteric hot spot. However, mutational studies 
on Trp30 gave a mixed picture compared to the computational work [91]. Trp30Tyr and 
Trp30Ala mutants did not exhibit altered kinetics from the WT enzyme, however had 
altered binding profiles with RI and RII regulatory subunits. In summary the role of the 
A and myristoylation with regards to kinase function has been demonstrated to be 
important, but the exact functional role still remains to be elucidated. 
 Since the N-terminal segment of PKA-C is the most varied between different 
isoforms and is specific to PKA-C, a yeast two-hybrid screen using the first forty amino 
acids as bait was used to find novel interacting partners with PKA-C [92]. A small ~200 
amino acid protein was found in a human fetal brain library and was coined as A-kinase 
interacting protein (AKIP). Immunoblotting results indicate that this small protein acts as 
a scaffold with PKA-C, interacting specifically to the N-terminal residues, and 
translocates PKA-C into the nucleus, independent of the regulatory subunit. Later AKIP 
was shown to be responsible for allowing for phosphorylation of NF-kB, the protein 
complex most critical for cytokine production and cell survival, on Ser 276 
[93]supposedly by tethering NF-kB and PKA-C together [94]. Perhaps more interestingly, 
AKIP was found to be upregulated during cardiac stress, especially from oxidative 
stress. AKIP was found to interact with mitochondrial apoptosis inducing factor protein 
and together would decrease oxidative stress [95]. The discovery of this protein shows 
that the N-terminal helix allows for PKA-C to have distinct localization and function with 
respect to other kinases separate from the regulatory subunits and AKAP proteins. 
Especially with such scaffolding proteins, kinase function is enhanced and diversified. 
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Clearly more work has to be performed to understand the function of AKIP specifically, 
especially since there is no structure of this protein let alone a model with PKA-C. 
However these early results with AKIP indicate that scaffolding presents another coin for 
regulation and localization of kinases separate from their regulatory domains. 
 The C-terminal tail of PKA-C is comprised of approximately fifty amino acids and 
wraps around the kinase from the bottom of the large lobe all the way up to the back of 
C. The C-terminal tail is conserved throughout the AGC kinase family [26]. There are 
functionally important residues along the C-terminal tail. The first is the Hydrophobic 
Motif with the sequence Phe-X-X-Phe. Earlier this was implicated in the importance for 
phosphorylation by PDK-1 and most other AGC kinases have a phosphorylation site 
immediately after the last Phe residue [27, 96] which is required for activity, however 
PKA-C does not contain this (Figure 1.8 and 1.11) . These residues sit on a 
hydrophobic pocket formed by C, 4 and 5 of the small lobe and has been used as an 
allosteric druggable target for other kinases [97, 98]. Mutational studies have shown that 
Phe350Ala abolishes activity and Phe347Ala demonstrated significantly reduced activity, 
keying their role for a functional kinase [99]. Structurally these phenylalanines may help 
hold the significant C in place to position critical amino acids for catalysis. Another set 
of aromatic residues that were unexpectedly critical for function were Tyr330 and 
Phe327 in a region of the C-terminal tail called the active-site tether [26]. In the Open 
conformation these residues are not attached to the kinase, and unobserved in the 
crystal structure. Upon nucleotide binding in the intermediate and closed state, these are 
found buttressed against the hydrophobic adenine ring of ATP. The hydroxyl side chain 
of Tyr330 makes a salt bridge with the substrate and loss of this interaction makes a 
slightly less active kinase (a six fold larger Km for Kemptide) however loss of the 
aromatic significantly reduces activity [100]. The loss of Phe327 has a more dramatic 
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effect, with a fifty fold loss of activity. A structure solved with the Phe327Ala mutant 
confirmed that without the hydrophobic interaction the active-site tether is very dynamic 
(with very high B-factors) [101]. The structure also gave a few hints on the role of 
Phe327 in catalysis as well. The kinase was found in the open conformation and the 
nucleotide is not positioned properly like in other structures of PKA-C. No observation of 
density for two critical elements for catalysis, Mg2+ and the catalytically critical Lys72 
suggests that these elements are either dynamic (in the case of Lys72) or not-present. 
The active-site tether element of the C-terminal tail actively engages in positioning of 
substrates in the active site, both through Tyr330 and Phe327, allowing for efficient 
catalysis.  
 A phosphorylation site also resides on Ser338 and is auto-phosphorylated during 
the maturation cycle in a cis mechanism and is required prior to Thr197 phosphorylation 
[102, 103] and is one of the two phosphorylation sites that have been found in vivo from 
tissue extracts. This phosphate makes electrostatic contacts with the side chains of 
Arg336, Asn340, and Lys342, making a small turn on the top of the small lobe called the 
turn motif [26]. In other kinases phosphorylation at this site is critical for association with 
scaffolding proteins [104, 105] Loss of this slightly reduces function and significantly 
reduces the thermostability (Tm reduced by approximately by 5°C) [99]. However if 
phosphorylation at this site is blocked during while PKA-C is maturing in the ribozyme no 
active kinase is produced [102], indicating that the importance of this phosphate isn’t 
kinetic rather is a key step in the final maturation of the kinase    
1.5.4: Hydrophobic Assembly of Kinase Core 
 Many residues and different motifs amongst all the different structural elements 
have been studied as discussed. Although many of these explain how kinases perform 
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chemistry, this does not explain the regulation of kinase activity through conformational 
changes. The catalytic core is highly conserved throughout the entire kinase family. 
Typically, kinases are usually in an “off” state where there is a conformational change 
from the defined catalytic core found from PKA-C. After a biochemical trigger, either by 
phosphorylation or by binding of another protein, the catalytic domain undergoes a 
conformational change and adopts a full catalytic active conformation in the “on” state 
with a conformation almost identical to that of PKA-C [24]. Two classic examples of this 
would be from the tyrosine insulin receptor kinase (IRK) [106, 107] and cyclin dependent 
kinase-2 (CDK2) [108, 109]. In IRK in the inactive form the activation loop slides into the 
active site, blocking both substrate and ATP binding, dislodges the C helix and breaks 
the conserved Lys72-Glu91 salt bridge. Upon phosphorylation on three Tyr residues in 
the activation loop, the activation loop is pulled out, the active site is available for 
substrates and the conserved salt bridge is restored. In the case of CDK2 the C is 
rotated outward from the kinase and is shifted away from the catalytic domain with 
respect to PKA-C. This breaks the conserved Lys72-Glu91 salt bridge required for 
activity. Cyclin binds directly on aC and pushes the helix back into a similar conformation 
found in PKA-C and creates an active kinase. The mutational and structural studies 
outlined so far does not explain why the conformation of PKA-C is that of an active 
kinase.  
 In an important bioinformatics work performed by Kornev et. al. [13, 110] looked 
at not the primary sequence of protein kinases, but the similarity of their spatial structure 
and motifs and their involvement of the motif by an algorithm called “local spatial 
patterns”. Comparing structures from all the kinase families, they discovered many 
residues and motifs that were highly conserved but not appreciated before. From the 
analysis they authors proposed a series of hydrophobic “spines,” who’s assembly were 
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required for an active kinase (Figure 1.12). The regulatory spine, or R-spine, comprises 
of residues Leu106, Leu95, Phe185 and Tyr164 of PKA-C. Completion of the R-spine 
requires phosphorylation on the activation loop and assembles the R-spine by making 
the critical electrostatic bridge with His87 (Figure 1.7). Another spine, the catalytic, or C-
spine, is comprised of residues Ala70, Val57, Leu172, Leu173, Ile174, Met128, Met231 
and Leu227 of PKA-C. This motif is completed by the binding of the adenine ring of ATP. 
These two signaling elements are linked together through F, where Asp220 tethers the 
R-spine to F. These two spines traverse the two conserved lobes and mediate 
signaling between the nucleotide and substrate. Subsequent bioinformatics and 
biochemical work have expanded the spine concept and suggested the “shell” motif 
which surrounds the R-spine. Mutagenesis and activity assays show that these residues, 
with the R-spine, are required for a functional kinase [111]. As more work on the role of 
conserved hydrophobic core residues are performed, it is expected that more conserved 
motifs that expand on the hydrophobic spine will be discovered, not only in protein 
kinases but other signaling enzymes as well. 
 The proposal of the hydrophobic spines was initially proposed by a structural 
analysis without any biochemical data. Subsequently this has been shown to explain 
many aspects of inactive kinases. Two notable examples of the spines explaining kinase 
function can be with the mutant variant of c-Abl and c-Src kinase that exhibits resistance 
to imatinib (a Src kinase specific inhibitor that binds to an inactive conformation of the 
kinase) [112] and transformation of Raf kinases into pseudo-kinases that lacks ATP 
binding but perform signal cascades [113]. Imatinib is a kinase inhibitor that specifically 
binds to an inactive conformation of Src-kinase in the DFG out state [76]. In Src a 
Thr334Ile mutant, corresponding to a residue on the R-spine Shell motif, enhances the 
stability of the R-spine and stabilizes the active conformation of the kinase, hence 
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prevents imatinib binding. Mutations of this residue to glycine abolish activity and 
renders the kinase readily accessible to imatinib. With B-raf it was found that small 
molecular inhibitor paradoxically activates mitogen-activated protein kinase (MEK) and 
extracellular signal regulated kinase (ERK) in cells [114, 115]. It was discovered that 
another kinase, kinase suppressor of Ras (KSR1), using the “inhibitor” dimerizes with 
and activates B-raf. This effect was also accomplished by a mutation on the C-spine on 
C-raf kinase (Ala373Phe, the equivalent mutation is Ala70Phe in PKA-C). This mutant 
could not bind ATP, hence could not perform catalysis, but still functioned as a scaffold 
by dimerization with other kinase domains and continued to activate signaling in cells 
[113]. These studies both illustrate the importance of both hydrophobic spines in order to 
have an active protein kinase. Misregulation can be achieved by mutation in either spine 
and result in kinases that are constitutively active, both in terms of catalytic activity and 
binding. Future work will use the hydrophobic spine concept in developing targeted 
therapy that targets allosteric sites that disrupt the formation of an active kinase. 
1.6 Dynamic nature of PKA-C 
 As is clear from studies on specific conserved motifs and residues, a structural 
perspective from crystallography alone is insufficient to explain the function of many of 
the functionally critical elements. Despite the static pictures provided from 
crystallography, it has long been recognized that proteins are flexible entities stretching 
as far back from then equilibrium H/D exchange studies were available [116]. Nuclear 
magnetic resonance (NMR) has been the experimental technique of choice to study 
enzyme conformational dynamics due to its ability a wide timescale from ps to the s 
timescale [16, 117, 118] at equilibrium and its ability to extract quantitative dynamics. 
NMR and other techniques have highlighted the importance of flexibility to protein 
function. To date only a few protein kinases have been studied using NMR: catalytic 
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subunit of protein kinase A [12, 55, 56], Extracellular receptor kinase 2 (ERK2) [119], 
p38 kinase [120], and Abl-kinase [121, 122]. The paucity of kinases studied by NMR 
spectroscopy is reflective on the difficult biochemical requirement for high resolution 
NMR studies, often requiring recombinant expression in E. coil., incorporation of 2H, 
relatively high concentration and stability for assignment and relaxation experiments.  
 As well as structurally, PKA-C is perhaps most well characterized kinase by NMR 
spectroscopy. The three major forms of PKA-C; apo, nucleotide bound and ternary 
complex of PKA-C have been studied [55, 56] using the TROSY Hahn-Echo experiment 
[123] to measure their conformational dynamics in the s-ms timescale (Figure 1.13). 
These studies showed the apo form is dynamic but uncommitted to catalysis. Once 
nucleotide binds the enzyme becomes highly dynamic. There is large conformational 
exchange in regions directly involved in phoshoryl transfer, such as the glycine rich loop, 
activation loop, DFG loop and peptide positioning loop, indicating dynamics in the s-ms 
timescale. With the addition of PKI5-24 these conformational dynamics are quenched, 
locking the enzyme in the closed state. As predicted with pre-steady state kinetics, there 
are significant conformational changes associated with the nucleotide bound state. Since 
this is the primary state immediately before substrate binding, these dynamics are critical 
for substrate recognition. PKI5-24 locks the enzyme in the closed state most likely 
resulting from the high affinity of the peptide for the kinase.  
 As mentioned earlier, PKA-C phosphorylates over 100 substrates in vivo [29]. 
One of the substrates is the membrane protein Phospholamban (PLN). Phospholamban 
is a single pass membrane protein with a cycloplasmic domain and has an L shaped 
structure solved from NMR spectroscopy [124]. PLN regulates magnitude of Ca2+ 
reuptake into the sarcoplasmic reticulum that defines the rate of cardiomyocyte 
relaxation by inhibiting the apparently Ca2+ of the Sarcoplasmic Reticulum Ca2+ ATPase 
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(SERCA) [125, 126]. Once phosphorylated by PKA-C at Ser16 the inhibitory function of 
PLN is relieved, increasing the apparent affinity of Ca2+ of SERCA resulting in increased 
muscle contraction. Although PLN is primarily membrane bound, the cytoplasmic domain 
undergoes a structural transition from membrane bound (T state) to a solvent exposed 
conformation (R state) [56, 127, 128]. It is this R state which PKA-C is able to select and 
perform phosphorylation on PLN [129]. By using the cytoplasmic domain of PLN, 
mechanism of substrate recognition by PKA-C was studied using NMR spectroscopy. 
Unlike with PKI5-24, PKA-C in a Michaelis complex with PLN was found to be highly 
dynamic in the s-ms timescale [56]. With these states of PKA-C characterized, a 
general model for the dynamics for kinase activation was proposed. In the apo form the 
kinase is dynamic, but exhibits a signature that is uncommitted for catalysis. Upon 
nucleotide binding the dynamics become committed toward catalysis. These dynamics 
are used to drive substrate binding in a conformational selection mechanism and PKA-C 
remains dynamic to facilitate catalysis. PKI5-24 quenches the productive conformational 
dynamics and locks the enzyme in a closed conformation. By locking the enzyme in a 
transition-state like conformation, the inhibitor is also able to utilize the intrinsic free 
energy [130] provided by conformational dynamics, i.e. conformational entropy, for high 
affinity binding. Building off of these works we look forward for other kinases to be 
characterized extensively as well as further studies on PKA-C revealing kinetics of 
chemical exchange at atomistic detail. 
 While NMR spectroscopy is the method of choice for experimental determination 
of molecular motion, molecular dynamic (MD) simulations have been the primary method 
for investigating dynamics for many groups. As such the number of simulations 
performed on kinases are too numerous to discuss here, only a few works will be 
highlighted. An early example of the utility of MD simulations for understanding the 
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functional role of dynamics in proteins was applied to full length Src-kinase [131]. Src-
kinase kinase consists of a catalytic core, an SH2 and SH3 domain. The kinase is 
typically kept in an inactive form by phosphorylation on Tyr527 that locks the SH2 and 
SH3 domains together and creates conformational changes that inactive the kinase 
core. Upon dephosphorylation, the SH2 and SH3 domains are free and no longer alter 
the kinase core, reassembling the active core of the kinase. Short (4ns) MD simulations 
were undertaken to understand how these three domains work together to create this 
molecular switch. In the inactive form with phosphorylation on Tyr527 at the C-terminal 
tail the SH2 and SH3 domains, the dynamics are coupled together. Upon 
dephosphorylation, the SH domains exhibit uncorrelated dynamics. The interaction of 
the SH domains with the C-terminal tail functions as a “snap-lock” mechanism to hold 
the kinase in an inactive conformation and this constraint is released upon 
dephosphorylation.  
Traditional MD simulation technologies were able to only sample dynamics in the 
ns time regime. With modern computers this timescale has been extended out to the s 
timescale with the current Anton computers [132]. Anton has been applied to PKA-C in 
its apo and nucleotide bound form to study the dynamics in the s timescale and 
subsequently a community map analysis was performed [25]. A community map analysis 
looks at proteins as if they were structurally distinct regions that move in a correlated 
fashion. The work divided up the kinase into nine different “community maps”, and 
performed a tentative assignment of the function of each of the communities of PKA-C 
based on decades of structural and biochemical studies on PKA-C. Interesting many of 
the conserved hydrophobic motifs, such as the R-spine, are split between several 
different communities and which communities contribute to each conserved motif 
changes upon ligand binding. Although this reflects the correlated motions that were 
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found in NMR relaxation studies, the difficulty of assigning functionality to each of the 
communities still remains a longstanding challenge and this methodology must be 
further developed and supplemented with biophysical experiments to elucidate 
biochemical meaning for each of the communities. 
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Chapter II 
Theory and Application of Solution NMR Spectroscopy 
2.1 The Semi-classical Bloch model 
All atomic nuclei, along with their translational, rotational and vibrational states, 
experience a quantum mechanical state that has been denoted as spin. Although 
analogues to orbital angular momentum (i.e. electronic orbitals for bonding), spin has no 
classical basis. It has been observed that all nuclei, even paramagnetic molecules have 
a net spin, which is now known as nuclear spin. The existence of nuclear spin was first 
demonstrated by the Stern-Gerlach experiment performed in the early 20th century [133]. 
This nuclear spin exhibits a magnetic dipole defined by the following: 
 𝝁 = 𝛾𝑰 (2.1) 
Where  is the magnetic dipole vector, I is the spin angular momentum vector and  is 
the gyromagnetic ratio. In the presence of a magnetic field the magnetic dipole interacts 
with the field and acquires energy by the following: 
 𝐸 = −𝝁 ∙ 𝑩 (2.2) 
In NMR spectroscopy, the direction of the static field is by convention designated along 
in the z-axis and in equilibrium, is the only magnetic field. As a result only the z-
component of the angular momentum interacts with the magnetic field (B0) and the 
energy of a spin is given by the following where m is the magnetic quantum number, 
which describes the possible states of the nuclear spin and ћ is the reduced Planck’s 
constant (Figure 2.1): 
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 𝐸 = −𝑚𝛾ћ𝐵0 (2.3) 
For a particle with I = ½ (for the most commonly studied NMR nuclei) the values of m are 
±½, commonly called spin up (m = ½ or ) and spin down (m = -½ ). The sample will 
have a magnetic moment parallel to the magnetic field governed by the Boltzmann 
distribution: 
𝑝𝛼 =
exp⁡(−
𝐸𝛼
𝑘𝐵𝑇
⁄ )
exp (−
𝐸𝛼
𝑘𝐵𝑇
⁄ ) + exp⁡(−
𝐸𝛽
𝑘𝐵𝑇
⁄ )
 
𝑝𝛼 =
exp⁡(
𝛾ћ𝐵0
2𝑘𝐵𝑇
⁄ )
exp⁡(
𝛾ћ𝐵0
2𝑘𝐵𝑇
⁄ ) + exp⁡(−
𝛾ћ𝐵0
2𝑘𝐵𝑇
⁄ )
 
 
𝑝𝛼 ≈ 1 +
𝛾ћ𝐵0
2𝑘𝐵𝑇
 
(2.4) 
where kB is the Boltzmann constant. Due to the small energy difference between the  
and  states, there is a very small polarization of nuclear spin parallel to the magnetic 
field. Even in the highest magnetic field currently available at the Minnesota NMR center 
only an excess of one out of 104 protons will be aligned with the magnetic field at room 
temperature. Hence, the classic and most straightforward method of increasing 
sensitivity of NMR experiments is to increase the external magnetic field strength. 
Classically the evolution a magnetic dipole experiences a torque in the presence of a 
magnetic field which can be described as: 
 𝑑𝑰(𝑡)
𝑑𝑡
= 𝑴(𝑡) × 𝑩(𝑡) 
(2.4) 
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Where M is the bulk magnetic dipole, I is the vector describing the angular momentum 
and B(t) is the time dependent magnetic field. Using the quantum mechanical 
relationship of spin the equation reduces into the following: 
 𝑑𝑴
𝑑𝑡
= 𝛾𝑴(𝑡) × 𝑩(𝑡) 
(2.4) 
This equation has been coined the Bloch equation, which describes the evolution of 
isolated nuclear spins under a magnetic field [134]. After rotation of the magnetic field to 
the xy plane (transverse) using an rf pulse the magnetization must return back to 
equilibrium. Bloch had observed that the longitudinal magnetization returned to 
equilibrium with an exponential rate and had postulated that the transverse 
magnetization also decayed in a first order manner [134]. The relaxation of longitudinal 
(R1) and transverse magnetization (R2) is described as follows: 
𝑑𝑀𝑧
𝑑𝑡
= −𝑅1(𝑀𝑧(𝑡) − 𝑀0) 
𝑑𝑀𝑥,𝑦
𝑑𝑡
= −𝑅2𝑀𝑥,𝑦(𝑡) 
With Mz representing the longitudinal magnetization and Mx,y the magnetization on the 
transverse plane. With the relaxation rate of longitudinal and transverse magnetization, 
the Bloch equation can be decomposed into their Cartesian coordinates: 
 𝑑𝑀𝑧
𝑑𝑡
= 𝛾[𝑀𝑥(𝑡)𝐵𝑦(𝑡) − 𝑀𝑦(𝑡)𝐵𝑥(𝑡)] − 𝑅1(𝑀𝑧(𝑡) − 𝑀0) 
(2.5a) 
 𝑑𝑀𝑦
𝑑𝑡
= 𝛾[𝑀𝑧(𝑡)𝐵𝑥(𝑡) − 𝑀𝑥(𝑡)𝐵𝑧(𝑡)] − 𝑅2𝑀𝑦(𝑡) 
(2.5b) 
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 𝑑𝑀𝑥
𝑑𝑡
= 𝛾[𝑀𝑦(𝑡)𝐵𝑧(𝑡) − 𝑀𝑧(𝑡)𝐵𝑦(𝑡)] − 𝑅2𝑀𝑥(𝑡) 
(2.5b) 
The usefulness of the Bloch equations can be appreciated by observing the evolution of 
a nuclear spin after the application of a 90° pulse the magnetization is rotated to the 
transverse plane (Figure 2A). The magnetization around the z-axis with an angular 
frequency, Ω: 
 𝑑𝑀𝑧
𝑑𝑡
= −𝑅1(𝑀𝑧(𝑡) − 𝑀0) 
(2.6a) 
 𝑑𝑀𝑦
𝑑𝑡
= 𝛺𝑀𝑥(𝑡) − 𝑅2𝑀𝑦(𝑡) 
(2.6b) 
 𝑑𝑀𝑥
𝑑𝑡
= 𝛺𝑀𝑦(𝑡) − 𝑅2𝑀𝑥(𝑡) 
(2.6c) 
The angular frequency, as we will see later is chemical shift of the nuclei and defines the 
frequency of the NMR signal describing its chemical environment. NMR spectrometers 
only detect the in-phase element of the magnetization during acquisition. This is 
represented by the real part of the complex spectrum, M+(t), and the evolution of the in-
phase magnetization can be described as follows: 
 𝑀+(𝑡) = 𝑀𝑥(𝑡) + 𝑖𝑀𝑦(𝑡) (2.7a) 
 𝑑𝑀+
𝑑𝑡
= 𝛺𝑀+(𝑡) − 𝑅2𝑀
+(𝑡) 
(2.7b) 
This equation can be solved using first order differential equations to give the following: 
 𝑀+(𝑡) = 𝑀0𝑒𝑖𝛺−𝑅2𝑡 (2.8) 
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This expression describes the resultant NMR signal from a single isolated spin, often 
called the free induction decay (FID). Converting the FID to the frequency domain using 
Fourier transformation gives the mathematical description of an NMR signal. 
 
𝑆(𝜔) = ∫ 𝑀+(𝑡)𝑒(−𝑖𝜔𝑡)𝑑𝑡
∞
0
 
(2.9) 
The transformation is performed with respect to the center of the spectrum,  (often 
called the offset). The absorptive part of the transformation is taken as the NMR signal 
and is given by the following: 
 
𝐴(𝜔) =
𝑀0𝑅2
𝑅2
2 + (𝛺 − 𝜔)2
 
(2.10) 
The Bloch semi-classical model correctly predicts that the line-shape of a NMR signal 
will be a Lorentzian with a linewidth of R2 (Figure 2.2). The latter point is of utmost 
importance in protein NMR spectroscopy. Typically for larger systems and for those 
undergoing conformational dynamics, the R2 becomes considerably large, hindering the 
application of NMR to macromolecules. Many clever methods have been devised, both 
chemically and spectroscopically, to reduce R2 and some of those will be discussed. 
However the fact that R2 is affected by conformational dynamics allows us to study 
protein motion spectroscopically through a wide range of timescales from the 
picoseconds to milliseconds [135] (discussed in Chapter 2.8) 
2.2 Density Matrix Approach 
In the previous section we provided a classical description of spins. This approach is 
useful for many applications, such as analysis of the effect of pulses and chemical 
exchange. However this fails when applied to coupled spin systems. Accordingly, 
description of phenomenon such as coherence transfer, dipolar coupling, and relaxation, 
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both which are instrumental to modern NMR studies, require the use of quantum 
mechanics. The quantum mechanical description for nuclear spins is commonly 
performed using the density matrix. This treatment allows for the description of states. 
The density matrix is defined as the following:   
 
𝜎 = |𝜑(𝑡) >< 𝜑(𝑡)| = ⁡∑∑𝑐𝑖(𝑡)𝑐𝑗
∗(𝑡)|𝑖 >< 𝑗|
𝑗𝑖
 (2.11) 
where (t) is the wavefunction describing the quantum mechanical state while ci(t) are 
the coefficients of the orthonormal eigenvectors |i> which make up the wavefunction. 
The diagonal elements can be described by the following: 
< 𝑟|𝜎|𝑟 >⁡= |𝑐𝑟(𝑡)|
2 = 𝑃𝑟 
The diagonal elements are merely the square of the coefficients and give the the 
probability, hence the population, of the system in the state r. The off-diagonal elements 
can be described as the following: 
< 𝑟|𝜎|𝑠 >⁡= ⁡ 𝑐𝑟(𝑡)𝑐𝑠
∗(𝑡) 
This result gives rise to a coherent superposition of states. This means is the time-
dependence between the two states, r and s, is correlated within the entire spin 
ensemble. The time evolution of the density matrix, which is what gives rise to NMR 
spectral lines is given by the Liouville-von-Neumann equation:  
 𝑑𝜎
𝑑𝑡
= −𝑖(𝐻𝜎 − 𝜎𝐻) = −𝑖[𝐻, 𝜎] 
 
(2.11) 
In which the evolution of the density matrix is governed by the commutator between the 
density matrix () and the Hamiltonian describing the energy of the system (H). A 
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description of the most important Hamiltonians in NMR will be described later. A general 
solution of the equation when the Hamiltonian is time independent can be given by the 
following: 
 𝜎(𝑡) = ⁡ 𝑒−𝑖𝐻𝑡𝜎(0)𝑒𝑖𝐻𝑡 
 
(2.12) 
Where H is the Hamiltonian of the effector and (0) is the initial state of the density 
matrix. Commonly, density matrix values are expressed in their analogues angular 
momentum operator forms. For a simple single spin system the most commonly used 
are the Pauli spin matrices and some of these are pictorially described in Figure 2.3: 
𝜎𝑧 = 𝐼𝑧 = [
1 0
0 −1
]   𝜎𝑥 = 𝐼𝑥 = [
0 1
1 0
] 
𝜎𝑦 = 𝐼𝑦 = [
0 −𝑖
𝑖 0
] 
These can be compared to equation 2.1 which relates the magnetic moment to the 
angular momentum of the spin. Because only detection of an oscillating magnetic 
moment is our means of detection Ix or Iy is often called “transverse magnetization.” The 
expected observable of an operator from the density matrix is the trace of the product of 
the density matrix and the operator, Op, is described as follows [136]: 
 〈𝑶𝒑〉 = 𝑡𝑟(𝜎(𝑡)𝑶𝒑) (2.13) 
As described in Section 2.1 the detectable in-phase magnetization is M+: 
〈𝑴+〉 = 𝛾〈𝑰+〉 
〈𝑰+〉 = 𝑡𝑟(𝜎(𝑡)𝑰+) 
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I+ and I- are called the raising and lowering operator, respectively. They are called this 
because they represent the coherent raising or lower of the magnetic quantum number. 
Applying the expected in-phase value to x we can validate Ix, and Iy to be proportional to 
transverse magnetization: 
〈𝑴+〉 = 𝛾〈𝑰+〉 = 𝑡𝑟 [
0 1
1 0
] [
0 1
0 0
] = 𝛾 
And using equation 2.2 we can determine the frequency of the magnetization to be the 
following: 
 𝐸 = −𝝁 ∙ 𝑩 = ⁡−𝛾〈𝑰+〉𝐵0 = −𝛾𝐵0 = ⁡𝛺 (2.14) 
Giving the same result as from the Bloch model for the precession of magnetization in 
the transverse plane.The utility of the density matrix is apparent when one is working 
with a coupled spin system. Here we will use the two spin weakly coupled spin system 
(|I-S| >> JIS), commonly denoted as IS. This is not merely a convenience; the most 
commonly used probe in protein NMR spectroscopy is the 1H-15N groups of the 
backbone amides, a prototypical IS spin system. The density matrix for an IS system is 
given by a 4x4 matrix with four possible quantum mechanical states, , , , and . 
 
The density matrix describes all the possible transitions and population states that a IS 
spin system can undergo. The manipulation and evolution of coherences for an IS spin 
system will be covered more in detail in Section 2.4 after the introduction of the 
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Hamiltonians required for coherence transfer. However, some discussion of the density 
matrix in terms of product operators and their physical relevance will be done. 
There are two operators for single quantum transition, or “transverse magnetization” per 
nuclei in an IS system, Sx and 2IzSx. 
𝑆𝑥 = [
0 1
1 0
0 0
0 0
0 0
0 0
0 1
1 0
] 2𝐼𝑧𝑆𝑥 = [
0 1
1 0
0 0
0 0
0 0
0 0
0 −1
−1 0
] 
The transitions and their respective spectroscopic results are shown in Figure 2.4. With 
the single quantum Sx there are two resonances that are coherently in-phase with each 
other, giving rise to the double. In 2IzSx, the two resonances are coherent, but they are 
out of phase by 180° of each other.  
For the longitudinal operators, there are two different operators describing the state of z-
magnetization, Sz and 2IzSz (Figure 2.5). 
𝑆𝑧 = [
1 0
0 −1
0 0
0 0
0 0
0 0
1 0
0 −1
] 2𝐼𝑧𝑆𝑧 = [
1 0
0 −1
0 0
0 0
0 0
0 0
−1 0
0 1
] 
Sz, analogues with the single spin system, corresponds to longitudinal magnetization 
aligned with the magnetic field. This is the state that corresponds to the equilibrium 
state.  However, 2IzSz (longitudinal two-spin order) describes a non-equilibrium state that 
has no polarization along the magnetic field and is unobservable. This state has been 
used for its favorable relaxation properties[137], its ability to measure cross-correlation 
(covered in section 2.5) properties[138, 139], the fact that this state does not evolve 
under scalar coupling and serves as a “filter” for many COSY-type experiments [140].  
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The last group of operators is the multiple-quantum operators, 2IxSx and 2IxSy (Figure 
2.6): 
2𝐼𝑥𝑆𝑥 = [
0 0
0 0
0 1
1 0
0 1
1 0
0 0
0 0
]  2𝐼𝑥𝑆𝑦 = [
0 0
0 0
0 −𝑖
𝑖 0
0 −𝑖
𝑖 0
0 0
0 0
] 
These encompass a mix of double and zero-quantum transitions, amounting to whether 
the two spins have a transition in the same sense (double quantum) or in the opposite 
sense (zero-quantum). To see the transitions each multiple-quantum operator 
encompasses it is commonly expressed in terms of raising and lowering operators: 
2𝐼𝑥𝑆𝑥 = [𝐼
+𝑆+ + 𝐼+𝑆− + 𝐼−𝑆+ + 𝐼−𝑆−] 
2𝐼𝑥𝑆𝑦 = −𝑖[𝐼
+𝑆+ − 𝐼+𝑆− + 𝐼−𝑆+ − 𝐼−𝑆−] 
𝐼+𝑆− = [
0 0
0 0
0 0
1 0
0 0
0 0
0 0
0 0
]  𝐼+𝑆+ = [
0 0
0 0
0 1
0 0
0 0
0 0
0 0
0 0
] 
For the 2IxSx operator the double and zero quantum transitions all share the same sense 
while the 2IxSy operator the double and zero quantum transitions the sense has inverted. 
Multiple quantum coherences are very useful in the design of NMR experiments. Earliest 
uses of multiple quantum coherences used their property the order of the multiple-
quantum experiment required that spins to be coupled together (i.e. for a triple quantum 
coherence you need three spins coupled together) and be used to simplify NMR spectra 
[141, 142]. 
2.3 Hamiltonians of NMR 
The Hamiltonians of solution NMR spectroscopy can be largely divided into two 
categories. One component leads to observable spectrum while the other components 
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are stochastically averaged to zero due to molecular tumbling. For the latter case these 
do not directly contribute to the spectra however are manifested in the relaxation of NMR 
signal. The most important of the Hamiltonians that lead to observable spectra are the rf 
field, the isotropic chemical shift and the scalar coupling. Of the two Hamiltonians that 
directly contribute to relaxation, the dipolar coupling and the anisotropic chemical shift 
are the two of the greatest importance.  
The isotropic chemical shift can be expressed as the following: 
 𝐻𝐶𝑆 = 𝛾𝜎𝑖𝑠𝑜𝑰𝒛𝐵0 (2.15) 
Where  is the gyromagnetic ratio of the nuclei and iso is the isotropic chemical shift. 
Note that the isotropic chemical shift merely scales the resonance with respect to the 
larmor frequency by a factor iso. Chemical shift arises from the unique electronic 
shielding around the nuclei, dictated by the chemical environment. Hence, the chemical 
shift is often used as a reporter for the chemical environment of a state of a 
macromolecule[143].  
Since the chemical shift is field dependent, the value measured on different 
spectrometers will give varying chemical shift values, complicating comparison of 
experimental data. In the literature the chemical shift () is typically expressed in parts 
per million (ppm) with respect to a standard. 
 
𝛿 =
𝛺𝑆𝑖𝑔𝑛𝑎𝑙 − 𝛺𝑟𝑒𝑓
𝜔0
× 106 
(2.16) 
0 is the Larmor frequency of the measured nuclei and Ωref is the frequency of the 
reference. For an external magnetic field strength of 9.4T, the larmor frequency of 1H is 
400 MHz. 
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Chemical shifts, since they are a universal measurable in NMR, are indicative of 
structure and conformational dynamics. After the systematic acquisition of backbone 1H 
and 13C chemical shifts using triple resonance experiments (Section 2.4), it was realized 
that the backbone chemical shifts were highly dependent on the secondary structure 
[144]. A systematic approach is used called the chemical shift index (CSI), in which the 
measured chemical shift is compared to the value measured in a random coil [145-147]. 
The CSI for secondary structure was defined as follows: 
 ∆𝛿𝐶𝑆𝐼 = 𝛿𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 − 𝛿𝑅𝑎𝑛𝑑𝑜𝑚⁡𝐶𝑜𝑖𝑙 (2.17) 
When CSI is greater than zero, this is an indicator of -helical content while a CSI 
value less than zero indicates a -sheet structure. This approach has been extended to 
use measured backbone chemical shifts, compared to assignments of known structures, 
predict the backbone torsion angles[148-150] and also as restraints for molecular 
dynamics simulations[151, 152] and structure calculations[153]. 
The other isotropic Hamiltonian is scalar, or J, coupling between nuclei. The scalar 
coupling was first observed by Gutowsky and Slichter[154] as evenly spaced multiplets 
when the nuclei was directly bonded with another nuclei with a different chemical shift. It 
was deduced that this interaction was mediated by an indirect dipolar coupling mediated 
by the magnetic field created by the shared electrons in the chemical bonds. The 
general function form of isotropic scalar coupling is given by the following: 
 𝐻𝐽𝐼𝑆 = 𝜋𝐽𝐼𝑆𝑰 ∙ 𝑺 (2.18) 
For protein NMR spectroscopy a convenient simplification can be made. In almost all 
cases scalar couplings in NMR spectroscopy fall under the “weak coupling” limit, 
meaning the chemical shift difference between the two nuclei is much greater than the 
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scalar coupling between the two nuclei, |I-S| >> JIS. With this condition the 
Hamiltonian for the scalar coupling reduces as follows: 
 𝐻𝐽𝐼𝑆 = 𝜋𝐽𝐼𝑆𝑰𝒛𝑺𝒛 (2.19) 
As we will see later, this interaction is what allows us to perform coherence transfer in 
protein NMR spectroscopy, and design multi-dimensional experiments. 
Of the Hamiltonians that contribute to relaxation, dipolar coupling is the most important. 
Although this can be reintroduced into solution NMR as residual dipolar couplings, this 
will not be discussed here and has been covered extensively in other reviews [155, 156]. 
The quantum mechanical analogue of the Hamiltonian of two spins dipolar coupled to 
each other is given by the following: 
 
𝐻𝐷 = −
𝛾𝐼𝛾𝑆ћ
2
𝑟6
[3(𝑰 ∙ 𝒓)(𝑺 ∙ 𝒓) − 𝑰 ∙ 𝑺] 
(2.20) 
The interaction depends on the orientation between the two spins (Spins I and S) as well 
as the distance between them (Figure 2.7). The dipolar Hamiltonian is often expressed 
in irreducible spherical tensors. The spherical tensors have convenient transformation 
properties that are often utilized in NMR spectroscopy (i.e. they are rotationally 
invariant). The Hamiltonians are composed of a spatial orientation of the Hamiltonian (F) 
and a spin tensor operator (A). 
 
𝐻 = ∑ 𝐹𝑙
𝑚(𝑡)𝐴𝑙
𝑚
𝑙
𝑚=−𝑙
 
(2.21) 
For all Hamiltonians in NMR, l, or the number of interacting partners, is always one or 
two. The spatial coordinates are similar to the molecular orbitals found describing the 
spatial distribution of the electron. These are commonly expressed in polar coordinates 
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(Figure 2.6) and are summarized down below for dipolar coupling and chemical shift 
anisotropy.  
𝐹2
0 = 1 − 3 cos2 𝜃  𝐹2
±1 = sin 𝜃 cos 𝜃⁡exp⁡(∓𝑖𝜑)  𝐹2
±2 =
𝑠𝑖𝑛2θ⁡exp⁡(∓2𝑖𝜑) 
The description of the spin tensor operators is a little less straightforward. To obtain 
some insight on these spin tensors let us consider the first component: 
 
𝐴2
0 =
1
√6
(3𝐼𝑍𝑆𝑍 − 𝐼+𝑆− + 𝐼−𝑆+) 
(2.22) 
The net effect of this tensor as an operator is a net zero-quantum transition; hence this 
tensor component reflects a zero-quantum transition caused by two spin systems. This 
is also reflected in the magnetic quantum number, m. The remaining four tensor 
components for the dipolar Hamiltonian is as follows: 
 𝐴2
±1 = ∓
1
2
(𝐼𝑍𝑆± + 𝐼±𝑆𝑍) 𝐴2
±2 =
1
2
𝐼±𝑆± (2.23) 
The chemical shift, as alluded to earlier, is not isotropic but rather is better described as 
a shielding tensor: 
𝜎𝐶𝑆 = [
𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑥𝑦 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑥𝑧 𝜎𝑧𝑦 𝜎𝑧𝑧
] 
The chemical shift tensor is often expressed in its principle axis system, diagonalizing 
the tensor to its component values[157].  
𝜎𝐶𝑆 = [
𝜎11 0 0
0 𝜎22 0
0 0 𝜎33
] 
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These values are most commonly measured using solid state NMR spectroscopy on 
sampled aligned with the magnetic field (Figure 2.7). In fact this approach has been 
used to determine structure and orientation of proteins in context of crystalline and lipid 
associated environments [158]. By convention these values are defined with the 
following order [157]: 
𝜎33 > 𝜎22 > 𝜎11 
It can be seen from molecular tumbling that the isotropic chemical shift is given by the 
average of the three principle components: 
 
𝜎𝑖𝑠𝑜 =
𝜎11 + 𝜎22 + 𝜎33
3
 (2.24) 
The anisotropy of the overall chemical shift tensor, the chemical shift anisotropy, (CSA) 
is defined as the following [159]: 
 
∆𝜎 = 𝜎11 −
1
2
(𝜎22 + 𝜎33) 
(2.25) 
The CSA describes the overall width of chemical shift distribution that the nuclei can 
undergo. The CSA parameter will become very important later (Section 2.5) for the 
discussion of 15N relaxation in backbone nuclei and for cross-correlation effects in IS 
spin systems. The corresponding complete Hamiltonian for the chemical shift is given 
as: 
 𝐻𝐶𝑆 = 𝑰 ∙ 𝝈𝑪𝑺 ∙ 𝑩 (2.26) 
The Hamiltonian can also be deconstructed into their spin operators similarly to the 
dipolar Hamiltonian as follows: 
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 𝐴20 =
1
√6
(3𝐼𝑍𝐵0) 𝐴2
±1 = ∓
1
2
𝐼±𝐵0 (2.27) 
There is no A2±2 component for the chemical shift as there is no second spin to make a 
double quantum transition with. The final Hamiltonian that is of importance to NMR is the 
quadrupolar interaction. Nuclei with I > ½ interact with the quadrupolar electric field 
gradient of the nuclei. Direct detection of quadrupolar nuclei is typically not performed 
because of poor sensitivity and rapid relaxation of the signal and is only performed in 
specialized cases [89, 160, 161]. The components of the spherical spin tensors are 
provided by the following:  
 
𝐴2
0 =
1
√6
(3𝐼𝑧
2 − 𝐼(𝐼 + 1)) 
(2.28a) 
 
𝐴2
±1 = ∓
1
2
(𝐼𝑍𝐼± + 𝐼±𝐼𝑍) 
(2.28b) 
 
𝐴2
±2 =
1
2
𝐼±𝐼± 
(2.28c) 
 
In solution NMR the most commonly used quadrupolar nuclei is deuterium, especially in 
the study of dynamics in side chains. Theory and application for deuterium relaxation will 
be described more in detail in Section 2.5. 
2.4 Coherence Transfer and Multi-dimensional NMR 
 With descriptions of the density matrix and the Hamiltonians of interest we can 
now describe one of the important facets of NMR spectroscopy, coherence transfer. This 
is what enables us to correlate different nuclei together, transfer polarization from an 
abundant spin to another less sensitive nucleus, and to generate the increased 
resolution provided by multi-dimensional NMR. In solution NMR spectroscopy, the 
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observable Hamiltonians are the isotropic chemical shift and weak scalar coupling 
(Section 2.3). Although a full description using the density matrix to evaluate the effect of 
rf pulses, chemical shift and scalar coupling evolution can be carried out this is often 
unnecessary. It has been noted that under evolution under these affects only a subset of 
density matrix elements evolve and can be described by the operators of choice. This 
approach to understanding NMR experiments, now coined the product operator 
formalism, was first championed by Sorensen and Ernst [162] and is now the preferred 
approach to analyze NMR pulse sequences. Its strength is the relative simplicity of use 
and the intuitive results that the experimenter can correlate with spectroscopic results. 
However, this approach often fails under strong coupling conditions and often obscures 
the effect of relaxation. The product operator formalism divides up the density matrix in a 
linear set of operators: 
 𝜎(𝑡) =∑𝑏(𝑡)𝑩 (2.29) 
And these operators evolve analogously to the evolution of the density matrix under a 
Hamiltonian. As such an operator, A, will evolve under another operator, C, as the 
following: 
 𝑒−𝑖𝜃𝑪𝑨𝑒𝑖𝜃𝑪 = 𝑨cos 𝜃 + 𝑩 sin 𝜃 (2.30) 
And the three operators, A, B, and C must be related by the following: 
 [𝑨, 𝑩] = 𝑖𝑪 (2.31) 
Geometrically this can be seen as rotating around the axis, C, between A and B (Figure 
2.8). This is identical to the non-commutivity of angular momentum operators and the 
same relationship holds here. The two commutator relationships that are of importance 
for the evolution of product operators are: 
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 [𝐼𝑥 , 𝐼𝑦] = 𝑖𝐼𝑧  [𝐼𝑥 , 2𝐼𝑦𝑆𝑧] = 𝑖2𝐼𝑧𝑆𝑧 (2.32) 
The permutations of these commutators can be performed to confirm they hold for other 
Cartesian operators as well. Here we will briefly describe the effect of rf pulses, free 
precession with chemical shift and scalar coupling. Then we will describe two important 
NMR “building” blocks using the product operator formalism and discuss their 
importance. 
The effect of rf pulses are described by the Hamiltonians: 
𝐻𝑟𝑓 = 𝛼𝑰𝒙  𝐻𝑟𝑓 = 𝛼𝑰𝒚 
This describes the rotation of the nuclear spin around the x-axis (x-pulse) or the y-axis. 
This is schematically described in Figure 2.9. The most common pulses in NMR 
spectroscopy are 90° and 180° pulses and their effects on different spin operators are 
described as follows: 
 
 
(2.33) 
The chemical shift evolution can be described with a frequency Ω, being the offset of the 
chemical shift, around the Iz operator and is described for all three Cartesian operators 
as follows: 
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(2.34) 
This is also consistent with the Bloch model where longitudinal magnetization does not 
precess. Since we are considering a weakly coupled system (|wI-wS| >> JIS) the 
operator describing evolution under scalar coupling is 2IzSz. Since the operator is bilinear 
with respect to both spins, this Hamiltonian evolves single spin operators into two-spin 
operators and vise versa This allows, as we will see later, allow for the transfer of 
coherence between coupled spins. 
 
 
(2.34) 
Multiple quantum coherence does not evolve under the effect of scalar coupling because 
these operators commute with the 2IzSz operator: 
[2𝐼𝑦𝑆𝑥 , 2𝐼𝑧𝑆𝑧] = 0  [2𝐼𝑥𝑆𝑥 , 2𝐼𝑧𝑆𝑧] = 0 
We will use the product operator to investigate two pulse sequence motifs used widely in 
solution NMR. The most common and powerful motif used to transfer magnetization 
from I to S (1H to 15N for amide groups) is the INEPT (Insensitive Nuclei Enhanced by 
Polarization Transfer) sequence (Figure 2.10) [163, 164]. This sequence performs a full 
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transfer of magnetization from I to S spin with the only loss coming from T2 relaxation 
during coherence transfer. By using the product operator notation starting from 
equilibrium 1H magnetization we can analyze the effect of the sequence: 
 
 
(2.35) 
The chemical shift evolution is suppressed by the simultaneous 180° pulses leaving only 
scalar coupling active. If we set  to 1/4JIS, evolution under scalar coupling converts the 
coherence anti-phase with respect to 1H (-2IxSz) and the subsequent 90° pulses convert 
this coherence to anti-phase with respect to 15N. The INEPT sequence has completely 
converted all the I (1H) magnetization to S (15N) but also the S signal has been scaled by 
the I spin. The effect of this is enormous for insensitive nuclei such as 15N which has a 
gyromagnetic ratio 1:10 of 1H. Of all the methods to perform coherence transfer in NMR, 
this is the only method available to perform complete, or adiabatic, coherence transfer. 
The INEPT sequence has become the core building block for multi-dimensional 
experiments. The heteronuclear single-quantum coherence (HSQC) is the simplest two-
dimensional experiment that has been constructed around the INEPT sequence [165-
167]. The experiment uses an INEPT sequence to transfer the magnetization to the 
heteronuclei (most commonly 15N), records the chemical shift and then back transfers 
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the magnetization with a reverse INEPT sequence to 1H (Figure 2.11). The spin system 
at the end can be described as: 
 𝜎 = 𝐼𝑥cos⁡(𝛺𝑆𝑡1) (2.36) 
This produces a correlation map of 1H and -N chemical shift on two axes. In protein NMR 
spectroscopy the [1H-15N], HSQC is the basic building block for many experiments and 
has found almost uniform application due to  straightforward incorporation of 15N through 
prokaryotic expression in minimal media. This experiment allows for the simultaneous 
mapping of the chemical shifts of all the backbone amides in a protein at atomic 
resolution and this spectral pattern has been dubbed the “protein fingerprint.” Two 
examples of [1H,15N],-HSQC spectra are shown in Figure 2.11, one for a 21kDa 
phosphatidylethanolamine binding protein and another for ubiquitin (8.6 kDa). of The 
[1H,15N],-HSQC experiment is the basis for chemical shift perturbation experiments used 
to determine location and affinity of ligand binding[143], and structural calculations[168].  
The most straightforward extension of the [1H,15N]-HSQC is to use the INEPT type 
transfer to extend the correlation to a 3rd dimension. The polymeric protein backbone 
generates distinct one and two bond scalar coupling values between the atoms in the 
backbone (Figure 2.12) but the scalar coupling between characteristic atoms is 
homogenous throughout the protein. This allows for the design of experiments to 
correlate the 1H-15N resonances to the backbone 13C chemical shifts, allowing for a 
sequential walk through the protein backbone using cleverly designed triple resonance 
experiments that select out specific correlations along the backbone 13C chemical shifts. 
This approach was pioneered by Ikura, Kay and Ad Bax and demonstrated its 
applicability to Ca2+ bound calmodulin [169, 170]. A typical scheme is to record one 
experiment with 13C correlations with the current and preceding residue (i and i-1) and 
54 
 
another with just the preceding residue (i -1, Figure 2.12), allowing the spectroscopist to 
perform the “backbone walk.” Higher dimension variants of these experiments have 
been devised and performed [171-173], however the 3D version remains the most 
common because of the deleterious length required for 4D/5D experiments. 
The second motif, the spin-state selective transfer (S3CT) will be briefly described. In 
traditional solution NMR spectroscopy specific transitions were manipulated by selective 
inversion of the resolved multiplet (Figure 2.13). However these sorts of operations are 
not feasible for macromolecules and sequences, such as S3CT and spin-state excitation 
(S3E) have been developed [174]. This motif has been used to measure three bond 
scalar couplings [174, 175] and to manipulate cross-correlation effects (Section 2.6) in 
1H-15N groups [139, 176, 177]. For simplicity, analysis of the pulse sequence will be 
performed starting on equilibrium Sz: 
 
 
(2.37) 
The effect of the sequence is to selectively invert one of the S spins, the one with the I 
spin at the  state. This is more easily seen when the I spin is decomposed into the 
follows: 
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(2.38) 
The ability to manipulate specific transitions has allowed for TROSY-based (section 2.6) 
experiments to expand from traditional triple resonance experiments [178, 179],allowed 
for relaxation optimized relaxation experiments and for chemical exchange experiments 
[180-182], and for directly measuring cross-correlation effects [139]. 
2.5 Nuclear Spin Relaxation 
 As discussed in Section 2.1, the energy levels of nuclear transitions are small 
and result in low sensitivity, requiring a number of technical advances to improve 
sensitivity. The small nuclear energies also mean that we can selectively manipulate 
Hamiltonians in NMR spectroscopy (discussed in part in Section 2.4) but also this leads 
to relatively long living quantum states. This can be seen from a classic expression 
relating the lifetime and the energy of a transition derived from time-dependent 
perturbation theory [183]: 
 ∆𝑡∆𝐸⁡~ћ (2.38) 
One of the features in the creation of coherent quantum states by use of rf pulses is the 
slow relaxation of NMR signal compared to other fields of spectroscopy. The study of 
nuclear spin relaxation is critical for NMR spectroscopy for two reasons. Understanding 
of the relaxation processes enables the researcher to design experiments to maximize 
the precious signal available. Secondly, is that nuclear spin relaxation directly provides 
information on molecular motion and intramolecular distances. The latter is of direct 
importance for studies of macromolecules, as it is one of the best experimental 
techniques that provide atomic resolution of molecular motion in the ps-ns timescale.  
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 Unlike other fields of spectroscopy, relaxation is not caused by spontaneous or 
stimulated emission of a photon. Rather, due to the small nuclear energy levels, 
relaxation is caused by coupling of the spin system to the environment. For example let 
us examine the effect of a nuclear spin with a neighboring spin. Along with the external 
magnetic field from the spectrometer, the spin also experiences an external local field 
from the neighboring spin (Figure 2.14). As the external spin rotates, the effective 
magnetic field is altered based on the orientation of the second spin. This causes the 
energy levels to fluctuate and induces a transition if this fluctuation is near the Larmor 
frequency. This mechanism is the primary driver for longitudinal relaxation, or T1. If a 
neighboring spin is parallel and on resonance to the spin system then another 
phenomenon can occur in which the magnetization between the two spins are 
exchanged (Figure 2.14) This mechanism is the one primarily responsible for transverse 
relaxation, or T2.  
The Hamiltonians that contribute to relaxation randomly fluctuate and average to 
zero. This can be mathematically expressed as the following:    
 ⟨𝐻(𝑡)⟩ = 0 (2.39) 
 
The angular brackets represent the time averaged value. However the Liouville-von-
Neumann equation can be expanded to first order to take into account the time-
dependence of the fluctuating Hamiltonians: 
𝑖𝑑𝜎(𝑡) = [𝐻, 𝜎(𝑡)]𝑑𝑡 
𝑖 ∫ 𝑑𝜎 = 𝑖ℏ(𝜎(𝑡) − 𝜎(𝑡0)) = ∫ [𝐻(𝑡
′), 𝜎(𝑡′)]
𝑡
0
𝑑𝑡′
𝑡
𝑡0
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𝜎(𝑡) = 𝜎(𝑡0) − 𝑖 ∫ [𝐻(𝑡
′), 𝜎(𝑡′)]
𝑡
0
𝑑𝑡′ 
To evaluate the evolution of the evolution of the density matrix including the effects of 
relaxation, the time-dependence of the above term is evaluated to give the following: 
 𝑑𝜎(𝑡)
𝑑𝑡
= −𝑖[𝐻(𝑡), 𝜎(𝑡)] − ∫ [𝐻𝑡), [𝐻(𝑡 − 𝜏), 𝜎(𝑡 − 𝜏)]]𝑑𝜏
𝜏
0
 
(2.40) 
where  is the correlation time of the time-dependent Hamiltonian. A couple assumptions 
are made of the system. First is that ensemble time average of the Hamiltonians is zero, 
save the observable isotropic chemical shift and scalar coupling. Second is that the time-
dependency of the Hamiltonians () is uncorrelated and is much shorter than the 
evolution of the density matrix (t), allows us to transform 𝜎(𝑡 − 𝜏) to⁡𝜎(𝑡). Third is that the 
correlation time of the Hamiltonians are much shorter than the relaxation time. This 
allows us to extend the integral to infinity. Lastly an ad hoc correction is made to allow 
the magnetization return to equilibrium. These assumptions are made to make the 
problem tractable and are reasonable for the system in interest. Discussions of the 
validity of these assumptions are made by Abragam [184]. With these substitutions in 
mind the expression of the time evolution of the density matrix becomes the following: 
 𝑑𝜎(𝑡)
𝑑𝑡
= −𝑖[𝐻0, 𝜎(𝑡)] − ∫ [𝐻(𝑡), [𝐻(𝑡 − 𝜏), 𝜎(𝑡) − 𝜎0]]𝑑𝜏
∞
0
 
(2.41) 
The motion most responsible for nuclear spin relaxation is molecular rotation. As such it 
is most convenient to express the time-dependent Hamiltonian using irreducible 
spherical tensors as described in Section 2.3: 
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𝐻(𝑡) = ⁡∑ ∑ 𝐹𝑙
𝑚(𝑡)𝑨𝑙
𝑚
𝑙
𝑚=−1
2
𝑙=0
 
(2.42) 
Where F(t) describes the random time-dependent spatial fluctuations of the Hamiltonian 
and Al are the spin operators acting on the density matrix. With some substitution the 
evolution of the density matrix can be expressed as the following: 
 𝑑𝜎(𝑡)
𝑑𝑡
= −𝑖[𝐻0, 𝜎(𝑡)] −
1
2
⁡∑ ∑ [𝑨𝑙
−𝑚, [𝑨𝑙
𝑚, 𝜎(𝑡) − 𝜎0]]
𝑙
𝑚=−1
2
𝑙=0
𝐽(𝜔𝑚) 
(2.43) 
The random spatial fluctuations are imbedded in the function, J(m), called the spectral 
density function. This function describes the distribution of states in at each frequency of 
motion. More precisely, it is the Fourier transform of the auto-correlation function of the 
spatial variables of the Hamiltonian     
 
𝐽(𝜔𝑚) = ∫ 〈𝐹𝑙
−𝑚(𝑡)𝐹𝑙
𝑚(𝑡 − 𝜏)〉𝑒𝑖𝜔𝑡𝑑𝜏
∞
0
 
(2.44) 
The expression above for the evolution of the density matrix has often been called the 
master equation [184, 185]. This is often expressed in a convenient form: 
 𝑑𝜎(𝑡)
𝑑𝑡
= −𝑖[𝐻0, 𝜎(𝑡)] − 𝜞[𝜎(𝑡) − 𝜎0] 
(2.44) 
Γ is often called the relaxation superoperator [185]. As discussed earlier it is more 
convenient to express the density matrix in terms of operators, which have spectroscopic 
observables. As such the relaxation term is expressed as the following: 
 𝑑〈𝑶𝒑〉
𝑑𝑡
= −
1
2
⁡∑ ∑ [𝑨𝑙
−𝑚, [𝑨𝑙
𝑚, 𝑶𝒑]]
𝑙
𝑚=−1
2
𝑙=0
𝐽(𝜔𝑚) 
(2.45) 
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Inspection of the master equation reveals a few insights on the mechanism of relaxation. 
First is that the double commutator must be non-zero for a Hamiltonian to contribute to 
relaxation. This states that the time-dependent magnetic fluctuations from the 
Hamiltonians must be able to induce a transition in the density matrix. Secondly is that 
the frequency of the random spatial variations (in macromolecules is typically molecular 
rotation) must have significant contributions of in the frequency of the spin transitions. 
This contribution is embedded in the spectral density functions. The stochastic 
fluctuations from molecular tumbling must be on resonance with the spin transitions to 
promote relaxation. As will be discussed, transitions that involve no exchange of energy 
dominate relaxation in protein NMR spectroscopy. 
Spectral Density Function 
 Before describing the relaxation rates expressed in spectral density function, a 
brief description of the auto-correlation function and the various expressions of spectral 
density functions will be given. Although the spectral density function in itself is exact, 
parlaying the function into a physical system requires a model. In particular two models 
will be discussed in detail. The first is that of an isotropic rigid rotor (Figure 2.15). This 
situation can be likened to that of a rigid bond rotating within an isotropic protein. The 
auto-correlation function (expressed as G()) is described as follows: 
 
𝐺(𝜏) = 〈𝐹𝑙
−𝑚(𝑡)𝐹𝑙
𝑚(𝑡 − 𝜏)〉 =
1
5
exp⁡(|𝜏|/𝜏𝑐) 
(2.46) 
c is a constant called the rotational correlation time, which is the average time required 
for a full rotation. The corresponding spectral density function is given as the 
following[186]: 
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𝐽(𝜔) =
2
5
𝜏𝑐
1 + 𝜔2𝜏𝑐
2 
(2.47) 
Where  is the frequency of the transition associated with the relaxation phenomenon. 
Although this is a simplistic model, the characteristic behavior of spectral density 
functions at different motional regimes can be evaluated with this model. The first 
extreme, where (c)2 << 1, is denoted in the literature as the extreme narrowing limit 
(Figure 2.16) experienced with small molecules. In this motional scale all spectral 
density functions contribute equally [186, 187]: 
 
𝐽(0) = 𝐽(𝜔) = 𝐽(2𝜔) =
2
5
𝜏𝑐 
(2.48) 
In the other extreme, called the macromolecular or spin diffusion limit, is where (c)2 >> 
1 (Figure 2.16). This is the motional regime that all macromolecules, including proteins, 
reside at. If (c)2 >> 1 the denominator approaches infinity resulting in the following 
[186, 187]: 
 
𝐽(0) =
2
5
𝜏𝑐 
(2.49a) 
 𝐽(𝜔) = 𝐽(2𝜔) = 0 (2.49b) 
This states that there are no motions that are near single and double quantum transition 
frequency, and only transitions that produce no net change in quantum states are 
involved in relaxation. Furthermore this effect scales as the molecular weight increases 
with c.  
The description of a rigid bond vector is not reflective of the physical phenomenon 
because stochastic modulation of bond vectors also contributes to relaxation. Although 
specific motional models had been considered previously [188, 189], the most widely 
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used approach is the so called “model-free” Lipari-Szabo formalism [190, 191]. The only 
explicit assumption of the model is that the extremely rapid motion of the bond vector is 
uncorrelated with macromolecular tumbling [190] and does not formally assume a 
motional model. For proteins with well folded structure this assumption holds well. For 
spectral density function is expressed as the following: 
 
𝐽(𝜔) =
2
5
(
𝑆2𝜏𝑐
1 + 𝜔2𝜏𝑐
2 +
(1 − 𝑆2)
1 + 𝜔2𝜏2
) 
(2.50a) 
 1
𝜏
=
1
𝜏𝑐
+
1
𝜏𝑒
 
(2.50b) 
In the model-free formalism e is the lifetime of the fast internal motion and S2 is the 
generalized order parameter describing the amplitude of motion. Several studies have 
suggested the e derived from least-squares fitting is physically unreasonable [192, 193], 
however S2, describing the amplitude of the motion, has found widespread acceptance 
in the field [186]. 
 Although the model-free formalism is not directly tied to a motional model, 
widespread interpretation of the motion has been done within the framework of the 
diffusion in a cone model[186]. In this model the bond vector is assumed to move 
stochastically within a cone in an angle, , around its symmetry axis (Figure 2.15). The 
relationship between S2 and angle of motion in the diffusion in a cone model is as 
follows: 
 
𝑆2 = [
1
2
cos 𝜃 (1 + cos 𝜃)]
2
 (2.51) 
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Where S2 = 1 describes a perfectly rigid bond vector and S2 = 0 undergoes free diffusion 
around a hemisphere. It can be seen that when S2 = 1 and e approaches infinity, the 
model free approach reduces back to the isotropic rigid rotor. 
Relaxation Rates of NMR Observables  
 The most common relaxation experiments performed on proteins are on the 15N 
backbone amide groups [186, 194]. These groups predominantly rely on the 1H-15N 
dipolar coupling and 15N chemical shift anisotropy for relaxation. The three experiments 
performed are to measure the lifetime of the longitudinal (T1), transverse (T2) elements 
and steady-state NOE (Figure 2.17). The calculations of using the master equation for 
relaxation have been covered extensively in the literature [184, 194-196] and only the 
results will be reported here. The longitudinal relaxation for 15N in an amide group is 
given by the following: 
 1
𝑇1
=
𝑑
4
[𝐽(𝜔𝐻 −𝜔𝑁) + 3𝐽(𝜔𝑁) + 6𝐽(𝜔𝐻 + 𝜔𝑁)] + 𝑐𝐽(𝜔𝑁) 
(2.52a) 
 
𝑑 = (
𝜇0
4𝜋
)
2
(
𝛾𝑁
2 𝛾𝐻
2 ћ2
𝑟𝑁𝐻
6 ) 
(2.52b) 
 
𝑐 =
∆𝜎2𝜔𝑁
2
3
 
(2.52c) 
0 is the permeability of free space, N is the Larmor frequency of 15N, N and H are the 
gyromagnetic ratio of nitrogen and proton respectively, ћ is the reduced planck’s 
constant, rNH is the length of the NH bond vector[197] (<rNH> = 1.02 Å) and  is the 
chemical shift anisotropy of 15N (value is determined to be ~-160 ppm from solid state 
NMR[198] and -170ppm from relaxation measurements[199]).  
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Since the longitudinal magnetization does not evolve under evolution, this stays invariant 
over time. However with transverse magnetization for a scalar coupled system the 
magnetization evolves between the in-phase (Ix) and anti-phase (2IySz) state and the 
relaxation rate are different between the two operators, with the anti-phase operator 
relaxing faster. To measure the relaxation of the in-phase transverse operator a series of 
180° pulses are applied (Carr-Purcell-Meiboom-Gill, CPMG sequence[200, 201]) with 
the period between 180° pulses (2) set to less than 1/4JNH to prevent the magnetization 
from evolving into the anti-phase operator. The transverse relaxation for the in-phase (Ix) 
operator is: 
 1
𝑇2
=
𝑑
8
[4𝐽(0) + 𝐽(𝜔𝐻 −𝜔𝑁) + 3𝐽(𝜔𝑁) + 6𝐽(𝜔𝐻) + 6𝐽(𝜔𝐻 + 𝜔𝑁)]
+
𝑐
6
[4𝐽(0) + 3𝐽(𝜔𝑁)] 
(2.53) 
The constants are defined the same as with T1. It should be noted that for small 
molecules that are under the extreme narrowing limit T1 = T2 while for the spin diffusion 
limit T2 << T1. This is due to the fact that T2 possess a J(0) spectral density function 
which increases in contribution with molecular weight while the other components 
decrease in their contribution. 
The last fast relaxation experiment performed on backbone amides is the steady state 
nuclear overhauser effect (NOE) [202] experiment. The NOE predicts that the 
longitudinal magnetization of two dipolar coupled spins are coupled together, hence they 
relax biexponentially. In the steady state NOE experiment two sets of experiments are 
performed, first applies a weak rf field on the 1H spins prior to 15N evolution and another 
without the weak rf field (Figure 2.17). The ratio of the two spectra is called the NOE 
enhancement (NH) and is related to the spectral density function by the following:    
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𝜎𝑁𝐻 =
𝐼𝑠𝑎𝑡
𝐼𝑟𝑒𝑓
 
(2.54a) 
 
𝜎𝑁𝐻 = 1 + (
𝛾𝐻
𝛾𝑁
)
𝑑2
4
[6𝐽(𝜔𝐻 + 𝜔𝑁) − 𝐽(𝜔𝐻 −𝜔𝑁)]𝑇1 
(2.54b) 
For a 1H-15N amide group the maximum theoretical value is one (in the spin diffusion 
limit) and the minimal value (at the extreme narrowing limit) is -4. These measurements 
are frequently used to determine the degree of secondary structural character in a 
polypeptide chain [127, 203], which has found germane use in the study of intrinsically 
disordered proteins [204, 205]. 
Until now the description of relaxation experiments has largely been tied to backbone 
amide groups. The study of side-chain dynamics has typically been performed using 
methyl-bearing side chain groups and predominately using relaxation of quadrupolar 
nuclei because the relaxation rate is at least an order of magnitude larger than the 
dipolar coupling [184]. This considerably simplifies the analysis of the relaxation data. 
However experiments are currently being developed to circumvent this limitation [206-
208]. Using recombinant expression at 40-60% D2O[209] or deuterium labeled metabolic 
precursors [210] methyl isotopomers of deuterium can be incorporated by CH2D and 
CHD2 isotopomers. Experiments have been devised to measure the quadrupolar 
relaxation rate (RQ) of all five spin tensors [211, 212] : 
 
𝑅𝑄(𝐷𝑍) =
3
40
𝑄2[𝐽(𝜔𝐷) + 4𝐽(2𝜔𝐷)] 
(2.55a) 
 
𝑅𝑄(3𝐷𝑍
2 − 2) =
3
40
𝑄2[3𝐽(𝜔𝐷)] 
(2.55b) 
 
𝑅𝑄(𝐷+) =
1
80
𝑄2[9𝐽(0) + 15𝐽(𝜔𝐷) + 6(2𝜔𝐷)] 
(2.55c) 
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𝑅𝑄(𝐷+𝐷𝑧 + 𝐷𝑧𝐷+) =
1
80
𝑄2[9𝐽(0) + 3𝐽(𝜔𝐷) + 6(2𝜔𝐷)] 
(2.55d) 
 
𝑅𝑄(𝐷+
2) =
3
40
𝑄2[𝐽(𝜔𝐷) + 2(2𝜔𝐷)] 
(2.55e) 
 
𝑄 = (
𝑒2𝑞𝑄
ћ
)
2
 
(2.55f) 
The value e2qQ/h is called the quadrupolar coupling constant and has been found to be 
167 ±1 kHz for deuterium [213]. The In the limit of large proteins in the macromolecular 
limit, both transverse relaxation operators (D+ and D+Dz + DzD+) are identical. Assuming 
a physical model in which the methyl group rotates extremely quickly with respect to 
molecular rotation (c) the deuterium transverse rates reduce to the following (see also 
Section 2.7): 
 
𝑅2 ≈ 𝑅
𝑄(𝐷+𝐷𝑧 + 𝐷𝑧𝐷+) ≈ 𝑅
𝑄(𝐷+) =
1
80
𝑄2𝑆2𝜏𝑐 
(2.56) 
This approximation is used primarily for 13CHD2 probes. For 13CHD2 probes only a state 
with a single quantum relaxation rate can be generated unlike with 13CH2D probes [210]. 
Although longitudinal relaxation can be used, it has been shown that transverse 
relaxation (T2) is a more direct probe of the magnitude of the order parameter while the 
longitudinal relaxation is a better reporter for the fast internal motion (e) [193, 214]. 
2.6 Cross-correlation and TROSY 
 All the relaxation rates that have been described earlier are derived from a single 
Hamiltonian affecting a spin system. The derivations were made under the assumption 
that each of the Hamiltonians effected relaxation independently, or are auto-correlated. 
However there is a relaxation phenomenon called cross-correlation where the relaxation 
of a spin is dependent on another spin. This can arise from one of two ways. The first is 
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where the fixed symmetry of a molecular group can give rise to either constructive or 
destructive dipolar interactions that affect the environment around a nuclear spin. As a 
result whether the other nuclei in the molecular group are in the spin up or spin down 
state will affect the relaxation rate. This factors into the relaxation of methyl groups 
considerably and is discussed in Section 2.7. The second instance when this can 
happen is when two different Hamiltonians on the same spin system interact together. In 
this instance the nuclear spin can either interact constructively or destructively with 
another Hamiltonian contributing to relaxation, resulting in differential relaxation rates for 
different transitions. This was first observed in tRNAMet with a series of studies which 
observed that an isolated 15N imino doublet with different linewidths. A series of elegant 
experiments[215] and theoretical treatment using the master equation[216] determined 
the differential linewidth for a 1H-15N (IS) system was due to cross-correlation between 
the 1H-15N dipolar coupling and the chemical shift anisotropy. The cross-correlation term 
() in terms of their spectral density functions was found to be the following: 
 𝜂𝑧 = √3𝑐𝑑[3𝑐𝑜𝑠2𝜃 − 1]𝐽(𝜔𝐼) (2.57a) 
 
𝜂𝑥𝑦 =
√3
6
𝑐𝑑[3𝑐𝑜𝑠2𝜃 − 1]{4𝐽(0) + 3𝐽(𝜔𝐼)] 
(2.57b) 
The constants, c and d, are identical from the T1 T2 measurements and  is the angle 
between the 1H-15N bond vector and the CSA tensor. was found experimentally to be 
approximately 20° [217]. Spectroscopically the cross-correlated relaxation is manifested 
in the transverse relaxation rates of each of the doublet resonances (Figure 2.17): 
 𝑑(𝐼𝛼𝑆+)
𝑑𝑡
= −(𝑅2 + 𝜂𝑥𝑦)𝐼
𝛼𝑆+ = −𝑅2
𝛼𝐼𝛼𝑆+ 
(2.58a) 
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 𝑑(𝐼𝛽𝑆+)
𝑑𝑡
= −(𝑅2 − 𝜂𝑥𝑦)𝐼
𝛽𝑆+ = −𝑅2
𝛼𝐼𝛼𝑆+ 
(2.58b) 
The resonance in which the passive spin (I in this case) is in the  (or spin down state), 
the cross-correlated relaxation adds destructively with the intrinsic transverse relaxation 
rate, resulting in an increase of resolution and sensitivity for this transition. It is also 
noted here that an analogous effect is observed for longitudinal magnetization, 
converting the Iz operator to 2IzSz [218]. This can be seen graphically (Figure 2.17), 
when the neighboring spin is at the  state (spin up) the dipole is co-linear with the CSA, 
and these two interactions work together. However when the spin is spin down (), the 
dipolar interaction counteracts the CSA, resulting in relaxation interference and a slower 
relaxation of the transition. As the cross-correlation rate scales with magnetic field 
(through the CSA term) and the molecular weight (from the increase of c) the cross-
correlation term starts completing with the auto-relaxation term (R2) and exploitation of 
this effect has been dubbed the TROSY-effect (transverse-relaxation optimized 
spectroscopy) [176]. Theoretical calculations demonstrate that at a magnetic field 
strength of 1000 MHz (using a CSA value of -155 ppm) achieves complete cancelation 
of the auto-relaxation term via cross-correlation [219].   
Although we treat the 1H-15N backbone amides as isolated spin systems, this is not a 
reasonable situation. A network of neighboring protons within the protein is dipolar 
coupled with the 1H of the backbone amide and may exchange magnetization (Figure 
2.17). When this happens the sign of 1H flips back to  (spin up) and the neighboring 
proton is in the  state. The presence of external protons attenuates the effectiveness of 
the TROSY-effect. This can be eliminated by incorporating 2H in place of 1H for all the 
non-exchangeable protons during recombinant expression [219].  
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In the “early” days of protein NMR spectroscopy the cross-correlation rate was either 
seen as a nuisance that hindered measurements of accurate relaxation rates [220, 221] 
or as a mechanism to transfer coherence between two spins [222]. The systematic use 
of relaxation interference to increase sensitivity and resolution in spectroscopy was first 
performed by Wüthrich and co-workers [176]. To obtain “relaxation optimized” 2D 
spectra by correlating the two transitions that experience relaxation interference and 
filtering the other transitions [223]: 
 𝐼𝛽𝑆± → 𝐼±𝑆𝛽 (2.58) 
This is achieved by first encoding coupled 15N single quantum coherence during the t1 
period, followed up a two spin-state selective transfers; the first inverting the  and  
states and the second inverting the  and  states. This results in two correlations: 
𝐼𝛽𝑆± → 𝐼±𝑆𝛽⁡(𝑇𝑅𝑂𝑆𝑌)   𝐼𝛼𝑆± → 𝐼±𝑆𝛼⁡(𝑎𝑛𝑡𝑖 − 𝑇𝑅𝑂𝑆𝑌) 
Where the TROSY resonance the cross-correlation adds destructively and the anti-
TROSY the relaxation adds constructively. To separate out these two signals the key 
was to recognize that the transfer of 15N to 1H for the TROSY resonance is through a 
double quantum intermediate (Figure 2.19) while the anti-TROSY resonance is 
transferred through a zero-quantum state[175]. As a result the anti-TROSY resonance 
can be actively suppressed by phase cycling or gradients. Other transfer schemes have 
been developed to increase the sensitivity of the experiment [224-226] but the double 
spin-state selective transfer scheme is still widely used. The improvement in spectral 
quality can be seen for a section of the [1H,15N]-HSQC and [1H,15N]-TROSY-HSQC 
spectrum of apo PKA-C (Figure 2.19). The dramatic increase in sensitivity and 
resolution from TROSY allows for structural studies of macromolecules over 30 kDa, 
including PKA-C.   
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Successful application of TROSY to backbone amides have allowed for systematic 
structural and dynamic studies of macromolecules up to 100 kDa in weight [227]. This 
author would also like to point out the impressive application of TROSY-NMR to the full 
backbone assignment of the monomeric Malate Synthase G, a 723 residue metabolic 
enzyme [172]. However the efficiency of TROSY-based approaches fails considerably at 
higher molecular weights, even with theoretical perfect cancelation of transverse 
relaxation. This occurs because during the coherence transfer from 1H to 15N and then 
back to 1H there is no TROSY effect and for very large systems after coherence transfer 
using INEPT (duration is approximately 5.4 ms for an INEPT element for backbone 1H-
15N groups) the magnetization has completely relaxed. Pulse sequences have been 
used to exploit the cross-correlation to transfer magnetization [228, 229]; however, these 
have found limited applicability due to their inherent transfer inefficiency. Subsequently 
the application of NMR to larger molecular systems necessitated the development of 
novel labeling and pulse sequence techniques. 
2.7 Cross-Correlation in Methyl Groups 
 After the initial success of TROSY spectroscopy on 1H-15N based spin systems, 
other groups explored whether other spin systems would be amenable to TROSY-based 
approaches. This has led to the development of the methyl-TROSY which now allows for 
structural and dynamic studies on large supramolecular systems several hundred 
kilodaltons in size [230] using specifically side-chain labeled methyl groups. The 
development of specifically labeled metabolic a-ketobutyrate and a-ketovalerate allows 
for specific labeling of Ile, Leu and Val side chains at will, creating isolated 13CH3 groups 
in a highly deuterated background [231-233]. Approaches to labeling will be discussed at 
length in Chapter V. 
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For this discussion we will be making the following assumptions with regards to 
the form of the relaxation. First is that we are at the macromolecular limit, meaning (c) 
>> 1. This is readily achieved in our system and most other protein systems in aqueous 
buffer. Second is the methyl groups rotates extremely quickly around its rotational axis, 
meaning (e) >> 1. This is a valid assumption considering that methyl groups 
experience rotation even at -77°C [234, 235]. This will enable us to write the spectral 
density functions in a compact form expressed in terms of the model-free order 
parameter. The last assumption we will make is that the methyl group is an isolated spin 
system and the predominant contributions to relaxation are the intra-methyl 1H-1H dipolar 
and 1H-1C dipolar interactions. Experiments have shown this is a reasonable assumption 
[236] and other relaxation contributions can be added ad hoc to the final rates. 
 The energy levels of a 13CH3 methyl groups is shown in Figure 2.20. Since the 
protons within a methyl groups are strongly coupled (wH = 0 in this case), we cannot 
use the weakly coupled basis set to calculate the resonances. Instead we express the 1H 
spins using a set of eigenfunctions that describe the total angular momentum (S2, not to 
be confused with the order parameter) of the three 1H spin states. We express the 13CH3 
spin system in terms of the total 1H spins and 13C in terms of the weakly coupled basis 
(since 13C is weakly coupled to the protons) using the following eigenfunctions: 
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(2.59) 
The spectroscopic meaning of these transitions can be appreciated by looking at the 
uncoupled 13C and 1H 1D spectra of a methyl group (Figure 2.20). For an uncoupled 1D 
13C spectrum we would expect a quartet pattern from the three coupled protons and for 
the 1D 1H spectra we expect a doublet from the one bond scalar coupling with 13C. The 
carbon transitions all contribute to the quartet splitting of a 13C resonance, where the 
most upfield resonance is given by the (1,5) transition and the lowest field is given by the 
(4.8) transition. Since there are three times as many transitions for the other two energy 
levels (Figure 2.20), this gives rise to the characteristic 1:3:3:1 intensity. For the 1H 
spins there are only two possible states, H-JCH or H+JCH, and these each contain 
five of the 1H transitions given in Figure 2.20. 
 For the design of TROSY based experiments, the relaxation of all the quantum 
transitions must be considered in designing experiments to optimize the relaxation 
properties of the spin system. Work from the literature, particularly from Kay[237-239] 
and Ernst[240], has demonstrated for macromolecules the relaxation of the 1H 
transitions shown in Figure 2.20 are given by the following: 
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 𝑅2,𝐻
𝑓
=
81
4
𝑞𝐻𝐻𝐽𝐻𝐻(0) + 𝑞𝐶𝐻𝐽𝐶𝐻(0) (2.60a) 
 𝑅2,𝐻
𝑠 = 𝑞𝐶𝐻𝐽𝐶𝐻(0) (2.60b) 
 
𝑞𝐻𝐻 =
1
5
(
𝜇0
4𝜋
)
2 𝛾𝐻
4ћ2
𝑟𝐻𝐻
6  
(2.60c) 
 
𝑞𝐶𝐻 =
1
5
(
𝜇0
4𝜋
)
2 𝛾𝐶
2𝛾𝐻
2ћ2
𝑟𝐶𝐻
6  
(2.60d) 
qHH and qCH are the dipolar coupling constants between 1H-1H and 1H-13C respectively. 
The first term, JHH(0) is from the sum of the auto and cross-relaxation terms of the intra-
methyl protons and the JCH(0) is the contribution from the 1H-13C dipolar interaction. For 
the central transition the auto and cross-relaxation terms from the 1H-1H interaction 
cancel out the J(0) contribution to relaxation, making the 1H-13C interaction the only 
contributor to relaxation. A reasonable physical picture is from the fixed geometry of the 
methyl group and the possible spin orientations. When one 1H has transverse 
magnetization on one spin and the other spins are either spin up or two down then two 
possible arrangements of the two other 1H spins can occur (Figure 2.21). Either the 
spins can align parallel to each other, i.e. the dipolar fields add constructively, or they 
are anti-parallel to each other, cancelling their dipolar field. Hence when they are anti-
parallel to one another then the cross-correlation term adds destructively and reduces 
the relaxation rate. 
The transverse relaxation of the 13C transitions are contributed by the 1H-13C 
dipolar interaction and have been calculated previously by Kay and Werbelow[241]. 
 𝑅2,𝐶
𝑓
= 9𝑞𝐶𝐻𝐽𝐶𝐻(0) (2.61a) 
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 𝑅2,𝐶
𝑠 = 𝑞𝐶𝐻𝐽𝐶𝐻(0) (2.61b) 
 
𝑞𝐶𝐻 =
1
5
(
𝜇0
4𝜋
)
2 𝛾𝐶
2𝛾𝐻
2ћ2
𝑟𝐶𝐻
6  
(2.61c) 
Again the manifestation of a slower relaxation rate for the central transition is from the 
destructive interference between the auto-correlation (caused by the libration of the 1H-
13C bond) and the cross-correlation (influence from a neighboring 1H-13C bond).  
The spectral density functions for methyl groups are frequently expressed in terms of the 
Lipari-Szabo order parameter [190, 191]. For methyl groups, assuming standard 
tetrahedral geometry, describes the amplitude of motion of the group around its C-C 
bond (3-fold symmetrical axis). With the assumption that the rotation of the methyl group 
is extremely rapid (e >> 1), we can make the following simplification to the Lipari-
Szabo formalism (Equations 2.50) [190, 191]: 
 
𝐽(𝜔) =
1
9
[
𝑆2𝜏𝑐
1 + (𝜔𝜏𝑐)2
+
(1 − 𝑆2)𝜏
1 + (𝜔𝜏)2
] ≈
2
5
[
𝑆2𝜏𝑐
1 + (𝜔𝜏𝑐)2
] 
(2.62a) 
 
𝐽(0) ≈
2
5
[𝑆2𝜏𝑐] 
(2.62b) 
The factor of 1/9 used for methyl groups instead of 2/5 is because of the three- fold 
symmetry of the methyl group [212]. We can place this in the relaxation rates described 
earlier for all the 1H and 13C transitions to obtain the following in terms of the model-free 
order parameter. 
 
𝑅2,𝐻
𝑓
=
9
20
(
𝜇0
4𝜋
)
2 𝑆2𝛾𝐻
4ћ2𝜏𝑐
𝑟𝐻𝐻
6 +
1
45
(
𝜇0
4𝜋
)
2 𝑆2𝛾𝐶
2𝛾𝐻
2ћ2𝜏𝑐
𝑟𝐶𝐻
6  
(2.63a) 
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𝑅2,𝐻
𝑠 =
1
45
(
𝜇0
4𝜋
)
2 𝑆2𝛾𝐶
2𝛾𝐻
2ћ2𝜏𝑐
𝑟𝐶𝐻
6  
(2.63b) 
 
𝑅2,𝐶
𝑓
=
1
5
(
𝜇0
4𝜋
)
2 𝑆2𝛾𝐶
2𝛾𝐻
2ћ2𝜏𝑐
𝑟𝐶𝐻
6  
(2.63c) 
 
𝑅2,𝐶
𝑠 =
1
45
(
𝜇0
4𝜋
)
2 𝑆2𝛾𝐶
2𝛾𝐻
2ћ2𝜏𝑐
𝑟𝐶𝐻
6  
(2.63d) 
To accomplish a relaxation optimized 1H-13C heteronuclear experiment, the pulse 
sequence must be designed to select out slowly relaxation quantum transitions from the 
remaining transitions. Kay and coworkers discovered that the standard heteronuclear 
multiple quantum correlation (HMQC) pulse sequence achieved all of these aims. From 
analyzing the fate of all the spin density matrix elements of a methyl group it was 
theoretically determined that in the HMQC experiment the slowly and rapidly relaxing 
components are not mixed, leading to sensitivity gains without the use of selection as in 
1H-15N based TROSY experiments [176, 178].  
A brief overview of the HMQC and its features for relaxation optimized experiments will 
be discussed. The detailed calculations of the density matrix components have been 
extensively described elsewhere [242, 243]. To facilitate discussion we will mark the 
slowly relaxing components as A and the rapid relaxing components as B. In Figure 
2.22 a general pulse scheme for a 1H-13C HMQC experiment is shown. After a 90° pulse 
on 1H the magnetization can be described as follows: 
 𝜎𝑎 = −𝐼𝑦𝑨 − 𝐼𝑦𝑩 (2.64) 
After evolution under scalar coupling for a period, , is taken for a duration of 1/2JCH ( 
~3.5 ms for 1JCH = 140 Hz for methyl groups). After the 90° pulse on 13C the 
magnetization can be described as follows: 
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 𝜎𝑏 = −2𝐼𝑥𝑨𝑆𝑦exp⁡(−∆𝑅2,𝐻𝑠 ) − 2𝐼𝑥𝑩𝑆𝑦exp⁡(−∆𝑅2,𝐻
𝑓
) (2.65) 
The relaxation of each component, A and B, has been explicitly taken into account. To 
understand the relaxation of the multiple-quantum system we will first decompose the 
operator, to first approximation, to the contribution from each of the proton spins: 
 −2𝐼𝑥𝑆𝑦 = −2𝐼𝑥𝟏𝑆𝑦 − 2𝐼𝑥𝟐𝑆𝑦 − 2𝐼𝑥𝟑𝑆𝑦 (2.66) 
For purposes of discussion we will explore what proton 1 experience from the other two 
protons (only considering the 2Ix1Sy of the 2IxSy manifold). The evolution of the 
magnetization under multiple-quantum period results in a 1:2:1 triplet pattern from scalar 
coupling with the neighboring protons (Figure 2.22). The central 1H 180° pulse 
interconverts the two outer lines and leaves the central resonance unaffected. To 
understand the dipolar coupling of the neighboring protons we will decompose the 2Ix1Sy 
operator: 
 −2𝐼𝑥𝟏𝑆𝑦 = −2𝐼𝑥𝟏𝑆𝑦{|𝛽𝛽 >< 𝛽𝛽| + |𝛽𝛼 >< 𝛽𝛼| + |𝛼𝛽 >< 𝛼𝛽| + |𝛼𝛼 >
< 𝛼𝛼|} 
(2.67) 
Note that the sum of the proton spin states is equal to one. The first and last terms of the 
expanded operator gives rise to L1 and L3, respectively, while the two central terms 
gives rise to L2 (Figure 2.22). On Figure 2.22 one can observe that for the central line 
the orientations of the dipoles are opposite of each other cancel the dipolar field from 
each other. The dipolar field for the outer transitions are additive [243, 244]. A more 
quantitative description of the dipolar cancellation has been presented elsewhere [245]. 
Using the model-free formalism described earlier the relaxation rates of these two lines 
can be described as the following [243, 245]: 
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𝑅2,𝐶𝐻
𝑓
(𝐿1, 𝐿3) =
9
20
(
𝜇0
4𝜋
)
2 𝑆2𝛾𝐻
4 ћ2𝜏𝑐
𝑟𝐻𝐻
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4
45
(
𝜇0
4𝜋
)
2 𝑆2𝛾𝐶
2𝛾𝐻
2 ћ2𝜏𝑐
𝑟𝐶𝐻
6  
(2.68a) 
 𝑅2,𝐶𝐻
𝑆 (𝐿2) = 0 (2.68b) 
Incredibly the central line does not relax at all due to 1H-1H and 1H-13C dipolar coupling. 
This is because the auto-correlation and cross-correlation terms of the relaxation 
completely cancel each other out while for the outer lines these are additive. This 
characteristic slow relaxation for the central transition was also realized for methylene 
(13CH2) groups in macromolecules by Prestegard and Grant[246]. In essence the 
multiple-quantum experiment has performed a spectroscopic conversion of a methyl 
group into a methylene. 
After chemical shift evolution in 13C and subsequent 90° pulse on 13C the density 
matrix can be described as follows, retaining only the observable terms: 
 𝜎𝑐 = −2𝐼𝑥𝑨𝑆𝑧exp⁡(−(∆𝑅2,𝐻𝑠 + 𝑅2,𝐶𝐻
𝑆 𝑡1))cos⁡(𝛺𝑐𝑡1)
− 2𝐼𝑥
𝑩𝑆𝑧exp⁡(−(∆𝑅2,𝐻
𝑓
+𝑅2,𝐶𝐻
𝑓
𝑡1))cos⁡(𝛺𝑐𝑡1) 
(2.69) 
The relaxation rates are described in Figure 2.20 and ΩC is the chemical shift of 13C. 
After refocusing under scalar coupling, immediately prior to detection the density matrix 
can be described as follows: 
 𝜎𝑑 = −𝐼𝑦𝑨exp⁡(−(2∆𝑅2,𝐻𝑠 + 𝑅2,𝐶𝐻
𝑆 𝑡1))cos⁡(𝛺𝑐𝑡1) − 𝐼𝑦
𝑩exp⁡(−(2∆𝑅2,𝐻
𝑓
+ 𝑅2,𝐶𝐻
𝑓
𝑡1))cos⁡(𝛺𝑐𝑡1) 
(2.69) 
It can be seen that magnetization arising from the slowly relaxing coherences decay 
through the experiment by the term exp(2Rs2,H + Rs2,CHt1) while the rapidly relaxing 
coherences decay through a rate of exp(2Rf2,H + Rf2,CHt1). The rapid and slowly relaxing 
77 
 
components are completely separate in the HMQC experiment. Slowly relaxing 1H 
coherences generated by the initial 90° 1H pulse are transformed into slowly relaxing 
multiple quantum coherence during the t1 period. This magnetization is converted back 
to slowly relaxing 1H coherence for detection. The HMQC sequence attains transverse 
relaxation optimization without sacrificing sensitivity as is performed using the 1H-15N 
based TROSY experiments[176], allowing it to retain much more sensitivity. Furthermore 
unlike with 1H-15N TROSY experiments, the entirety of the experiment is relaxation 
optimized. This facet is what has allowed the methyl-TROSY effect to be utilized for 
molecular systems an order of magnitude larger than for 1H-15N TROSY approaches. 
The methyl-TROSY approach however can only be retained if the only 90° 1H pulse is at 
the start of the experiment [242, 243]. It has been shown that additional 90° pulses on 
the 1H break the complete separation of the two classes of relaxation, breaking the 
TROSY effect from the HMQC. This has resulted in some limitation of the number of 
possible experiments using the methyl-TROSY effect. 
2.8 Chemical Exchange: Study of molecular dynamics in the s-s timescale 
 Studies of motions of macromolecules along the s-ms timescale are all based 
on the phenomenon of chemical exchange. Chemical exchange, often called 
conformational exchange, occurs where a nucleus is rapidly undergoing a reversible 
conformational or chemical transformation [135] at equilibrium. NMR has emerged as 
the most powerful technique to study chemical exchange due to its ability to perturb the 
nuclear spins without altering the chemical environment; consequently much of what we 
understand through chemical exchange comes from NMR. An early example was the 
determination that the rearrangement of heptamethyl-benzenonium ion occurs through 
an 1-2 alkyl shift that makes all the methyl groups spectroscopically identical at 
sufficiently high temperature [247]. Common examples of these can be proton transfer 
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with solvent, bond rotation, movement of a catalytic loop and domain rearrangements. 
This leads to magnetization transfer between the two resonances and dephasing, or 
additional relaxation, or transverse magnetization. These are the foundation for a series 
of experiments that probe molecular motion along a wide timescale of motions. Most 
critically the timescale of these motions are able to probe motions that are most 
interesting for enzyme function, including protein folding, domain movement and 
allostery (Figure 2.23).  
The most straightforward analysis of chemical exchange is performed using a 
two-site exchange model without any scalar couplings using a modified set of the Bloch 
equations [248]. Although approaches using the modified form of the Master equation 
have been developed [249, 250], the classical model has found the most universal 
application due to its simplicity and its application to powerful biological models related 
to cooperativity and allostery (Chapter 3): 
 
 
(2.70) 
Where A and B are the two states, k1 is the forward rate and k-1 is the reverse rate. 
Using this one can construct a matrix describing the kinetics as the following: 
 
[
𝑑𝐴1(𝑡)
𝑑𝑡
𝑑𝐴2(𝑡)
𝑑𝑡
] = [
−𝑘1 𝑘−1
𝑘1 −𝑘−1
] [
𝐴1(𝑡)
𝐴2(𝑡)
] = 𝑲𝑨 
(2.71a) 
 𝑘𝑒𝑥 = 𝑘1 + 𝑘−1 (2.71b) 
 𝑘1𝑝𝐴 = 𝑘−1𝑝𝐵 (2.71c) 
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Where K is called the kinetic matrix, where all the kinetic relationships between all the 
states are located. The total exchange, kex, is the sum of all the kinetic rates and the 
populations, pA and pB, are directly proportional to the rates due to microscopic 
reversibility (Equation 2.71c). If we consider the states to be proportional to their 
magnetization then the chemical exchange can be included into the Bloch equations as 
demonstrated by McConnell [248].  
 𝑑𝑀𝑥𝐴
𝑑𝑡
= 𝛾(1 − 𝜎)[𝑴𝐴(𝑡) × 𝑩(𝑡)]𝑥 − 𝑅2
𝐴𝑀𝑥
𝐴(𝑡) − 𝑘1𝑀𝑥
𝐴(𝑡) + 𝑘−1𝑀𝑥
𝐵(𝑡) 
(2.72a) 
 𝑑𝑀𝑥𝐵
𝑑𝑡
= 𝛾(1 − 𝜎)[𝑴𝐵(𝑡) × 𝑩(𝑡)]𝑥 − 𝑅2
𝐵𝑀𝑥
𝐵(𝑡) + 𝑘1𝑀𝑥
𝐴(𝑡) − 𝑘−1𝑀𝑥
𝐵(𝑡) 
(2.72b) 
 𝑑𝑀𝑦𝐴
𝑑𝑡
= 𝛾(1 − 𝜎)[𝑴𝐴(𝑡) × 𝑩(𝑡)]𝑦 − 𝑅2
𝐴𝑀𝑦
𝐴(𝑡) − 𝑘1𝑀𝑦
𝐴(𝑡) + 𝑘−1𝑀𝑦
𝐵(𝑡) 
(2.72c) 
 𝑑𝑀𝑦𝐵
𝑑𝑡
= 𝛾(1 − 𝜎)[𝑴𝐵(𝑡) × 𝑩(𝑡)]𝑦 − 𝑅2
𝐵𝑀𝑦
𝐵(𝑡) + 𝑘1𝑀𝑦
𝐴(𝑡) − 𝑘−1𝑀𝑦
𝐵(𝑡) 
(2.72d) 
 𝑑𝑀𝑧𝐴
𝑑𝑡
= 𝛾(1 − 𝜎)[𝑴𝐴(𝑡) × 𝑩(𝑡)]𝑧 − 𝑅1
𝐴∆𝑀𝑧
𝐴(𝑡) − 𝑘1∆𝑀𝑧
𝐴(𝑡) + 𝑘−1∆𝑀𝑧
𝐵(𝑡) 
(2.72e) 
 𝑑𝑀𝑧𝐵
𝑑𝑡
= 𝛾(1 − 𝜎)[𝑴𝐵(𝑡) × 𝑩(𝑡)]𝑧 − 𝑅1
𝐵∆𝑀𝑧
𝐵(𝑡) + 𝑘1∆𝑀𝑧
𝐴(𝑡) − 𝑘−1∆𝑀𝑧
𝐵(𝑡) 
(2.72f) 
 ∆𝑀𝑧(𝑡) = 𝑀𝑧(𝑡) − 𝑀0 (2.72g) 
The superscripts A and B denote the different states in chemical exchange. We will first 
examine the effect of chemical exchange on longitudinal magnetization. Using the 
simplifications from Section 2.1 (Equations 2.5-2.7) the longitudinal magnetization can 
be recast as  
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 𝑑𝑀𝑧𝐴
𝑑𝑡
= −𝑅1
𝐴∆𝑀𝑧
𝐴(𝑡) − 𝑘1∆𝑀𝑧
𝐴(𝑡) + 𝑘−1∆𝑀𝑧
𝐵(𝑡) 
(2.73a) 
 𝑑𝑀𝑧𝐵
𝑑𝑡
= −𝑅1
𝐵∆𝑀𝑧
𝐵(𝑡) + 𝑘1∆𝑀𝑧
𝐴(𝑡) − 𝑘−1∆𝑀𝑧
𝐵(𝑡) 
(2.73b) 
Recast in matrix form in the following: 
 𝑑
𝑑𝑡
[
∆𝑀𝑧
𝐴(𝑡)
∆𝑀𝑧
𝐵(𝑡)
] = [
−𝑅1
𝐴 − 𝑘1 𝑘−1
𝑘1 −𝑅1
𝐵 − 𝑘−1
] [
∆𝑀𝑧
𝐴(𝑡)
∆𝑀𝑧
𝐵(𝑡)
] 
(2.74) 
In a more general form [185]: 
 𝑑
𝑑𝑡
∆𝑴𝒛 = (−𝑹 + 𝑲)∆𝑴𝒛 
(2.75) 
∆𝑴𝒛 = [
∆𝑀𝑧
𝐴(𝑡)
∆𝑀𝑧
𝐵(𝑡)
⋮
]  𝑹 = [
𝑅1
𝐴 0 …
0 𝑅1
𝐵 …
⋮ ⋮ ⋱
]  𝑲 = [
−𝑘1 𝑘−1 …
𝑘1 −𝑘−1 …
⋮ ⋮ ⋱
] 
Mz is a column matrix describing the longitudinal magnetization of all the state, R is a 
diagonal matrix describing the longitudinal relaxation of all the states and K is the matrix 
describing the entire kinetic process. The solution consists of solving a set of coupled 
differential equations using standard matrix algebra techniques. The functional form of 
longitudinal chemical exchange is identical to cross-relaxation through the NOE effect 
[187]. In fact these effects are spectroscopically indistinguishable, and studies of 
dynamics using longitudinal relaxation were not widespread until the application of 
heteronuclear 2D experiments [251, 252]. The general solution is given by the following 
[135, 253]: 
 ∆𝑀𝑧𝐴(𝑡) = 𝑎𝐴𝐴(𝑡)𝑀𝑧𝐴(0) + 𝑎𝐴𝐵𝑀𝑍𝐵(0) (2.76a) 
 ∆𝑀𝑧𝐵(𝑡) = 𝑎𝐵𝐴(𝑡)𝑀𝑧𝐴(0) + 𝑎𝐵𝐵𝑀𝑍𝐵(0) (2.76b) 
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𝑎𝐴𝐴(𝑡) =
1
2
[(1 −
𝑅1
𝐴 − 𝑅1
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp(−𝜆−𝑡)
+ (1 +
𝑅1
𝐴 − 𝑅1
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp⁡(−𝜆+𝑡)] 
(2.76c) 
 
𝑎𝐵𝐵(𝑡) =
1
2
[(1 +
𝑅1
𝐴 − 𝑅1
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp(−𝜆−𝑡)
+ (1 −
𝑅1
𝐴 − 𝑅1
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp⁡(−𝜆+𝑡)] 
(2.76d) 
 
𝑎𝐴𝐵(𝑡) =
𝑘−1
𝜆+ − 𝜆−
[exp(−𝜆−𝑡) − exp⁡(−𝜆+𝑡)] 
(2.76e) 
 
𝑎𝐵𝐴(𝑡) =
𝑘1
𝜆+ − 𝜆−
[exp(−𝜆−𝑡) − exp⁡(−𝜆+𝑡)] 
(2.76f) 
 
𝜆± =
1
2
[𝑅1
𝐴 + 𝑅1
𝐵 + 𝑘𝑒𝑥[(𝑅1
𝐴 − 𝑅1
𝐵 + 𝑘𝑒𝑥(𝑝𝐵 − 𝑝𝐴)
2 + 4𝑝𝐴𝑝𝐵𝑘𝑒𝑥
2 ]] 
(2.76g) 
MzA and MzB are the intensities of state A and B respectively. The coefficients of the 
exchange matrix (aAA, aAB, aBA, aBB) can be observed directly through the zz-exchange 
experiment (Figure 2.24). By inspection of the equations it can be seen that only visible 
exchange crosspeaks occurs under slow chemical exchange. To simplify the equation, 
we will assume that R1A = R1B. Doing so simplifies the coefficients into the following: 
 𝑎𝐴𝐴(𝑡) = [𝑝𝐴 + 𝑝𝐵 exp(−𝑘𝑒𝑥𝑡)] exp(−𝑅1𝑡) (2.77a) 
 𝑎𝐵𝐵(𝑡) = [𝑝𝐵 + 𝑝𝐴 exp(−𝑘𝑒𝑥𝑡)] exp(−𝑅1𝑡) (2.77b) 
 𝑎𝐴𝐵(𝑡) = 𝑝𝐴[1 + exp(−𝑘𝑒𝑥𝑡)] exp(−𝑅1𝑡) (2.77c) 
 𝑎𝐵𝐴(𝑡) = 𝑝𝐵[1 + exp(−𝑘𝑒𝑥𝑡)] exp(−𝑅1𝑡) (2.77d) 
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In case of even populations, aAA and aBB relax evenly and also the exchange 
resonances, aAB and aBA, relax equally as well (Figure 2.24). However as the 
populations become unequal (pA= 0.75 in Figure 2.24) the build-up and the relaxation of 
the four resonances are different. The aAB resonance builds up significantly more than 
aBA due to the increased population of state A and also the relaxation of aAA and aAB is 
much slower. Studies on chemical exchange using longitudinal relaxation not only 
provide the exchange rate between two states (kex) but also the relative populations of 
each of the states and these are directly manifested in the intensity of the resonances. 
Studies of chemical exchange using longitudinal magnetization are limited to slow 
processes. However, faster processes can be studied observing the effect of exchange 
on transverse magnetization. First the Mx and My components will be combined in terms 
of complex notation, M+ (Equation 2.7): 
 𝑑𝑀+,𝐴
𝑑𝑡
= −𝛿𝐴𝑀
+,𝐴(𝑡) − 𝑅2
𝐴∆𝑀𝑧
𝐴(𝑡) − 𝑘1∆𝑀𝑧
𝐴(𝑡) + 𝑘−1∆𝑀𝑧
𝐵(𝑡) 
(2.78a) 
 𝑑𝑀+,𝐵
𝑑𝑡
= −𝛿𝐵𝑀
+,𝐵(𝑡) − 𝑅2
𝐵∆𝑀𝑧
𝐵(𝑡) + 𝑘1∆𝑀𝑧
𝐴(𝑡) − 𝑘−1∆𝑀𝑧
𝐵(𝑡) 
(2.78b) 
The evolution of the transverse magnetization is due to the chemical shift (), transverse 
relaxation (R) as well as the exchange between the two states (k1 and k-1). The evolution 
of the two states (M+,A and M+,B) is linked together through chemical exchange. By 
observing the relaxation and chemical shift of one resonance, one can observe the 
presence of the second state because these are coupled together through chemical 
exchange. This is important for bio-macromolecules, as the second state are often called 
“excited” states due to their low population. In fact, a state that is 2kbT higher in energy 
(1.2 kcal/mol at room temperature) will only be populated 13% [254].  
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The transverse magnetization can be cast in a general matrix form similar to that with 
longitudinal magnetization [157, 185, 255]: 
 𝑑
𝑑𝑡
𝑴+ = (𝑖𝜴 − 𝜦 +𝑲)𝑴+ 
(2.79) 
Where: 
𝑴+ = [
𝑀𝐴
+(𝑡)
𝑀𝐵
+(𝑡)
⋮
]  𝜴 = [
−𝛿𝐴 0 …
0 −𝛿𝐵 …
⋮ ⋮ ⋱
] 
𝜦 = [
𝑅2
𝐴 0 …
0 𝑅2
𝐵 …
⋮ ⋮ ⋱
]  𝑲 = [
−𝑘1 𝑘−1 …
𝑘1 −𝑘−1 …
⋮ ⋮ ⋱
] 
M+ is a column vector describing the transverse magnetization for all the states, Ω is a 
diagonal matrix containing the chemical shift, in units of frequency, of all the states, Λ is 
a diagonal matrix with the transverse relaxation rate (R2) of all the states and K is the 
kinetic matrix as described previously. The precession is described by: 
 𝑴+ = 𝟏exp( 𝑖𝜴 − 𝜦 + 𝑲)𝑴+(0) = 𝑨𝑴+(0) (2.80) 
The NMR spectrum is given by the real part of the Fourier transformation of M+. The 
solution has been solved for the basic two-site exchange in the literature [135, 253]:  
 𝑨 = [
𝑎11 𝑎12
𝑎21 𝑎22
] (2.81a) 
 
𝑎11(𝑡) =
1
2
[(1 −
−𝑖∆𝜔 + 𝑅2
𝐴 − 𝑅2
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp(−𝜆−𝑡)
+ (1 +
−𝑖∆𝜔 + 𝑅2
𝐴 − 𝑅2
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp(−𝜆+𝑡)] 
(2.81b) 
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𝑎22(𝑡) =
1
2
[(1 +
−𝑖∆𝜔 + 𝑅2
𝐴 − 𝑅2
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp(−𝜆−𝑡)
+ (1 −
−𝑖∆𝜔 + 𝑅2
𝐴 − 𝑅2
𝐵 + 𝑘1 − 𝑘−1
𝜆+ − 𝜆−
) exp(−𝜆+𝑡)] 
(2.81c) 
 
𝑎12(𝑡) =
𝑘−1
𝜆+ − 𝜆−
[exp(−𝜆−𝑡) − exp(−𝜆+𝑡)] 
(2.81d) 
 
𝑎21(𝑡) =
𝑘1
𝜆+ − 𝜆−
[exp(−𝜆−𝑡) − exp(−𝜆+𝑡)] 
(2.81e) 
 ∆𝜔 = 𝛿𝐴 − 𝛿𝐵 (2.81f) 
 
𝜆± =
1
2
[(−𝑖𝛿𝐴 − 𝑖𝛿𝐴 + 𝑅2
𝐴 + 𝑅2
𝐵 + 𝑘𝑒𝑥)
± [(−𝑖∆𝜔 + 𝑅2
𝐴 − 𝑅2
𝐵 + 𝑘1 − 𝑘−1)
2
+ 4𝑝𝐴𝑝𝐵𝑘𝑒𝑥
2 ]
1/2
] 
(2.81g) 
Where  is the chemical shift difference between the two states. The NMR spectrum is 
given by the Fourier transform of the signals: 
 
𝑆(𝜔) = 𝑅𝑒 |∫ 𝑀+(𝑡)𝑒(−𝑖𝜔𝑡)𝑑𝑡
∞
0
| 
(2.80) 
Although the resultant mathematics is complex, under limiting conditions some physical 
insight can be drawn. Typically for macromolecules the observation and quantification of 
chemical exchange is typically done by quantifying the contribution to transverse 
magnetization. The transverse magnetization can be decomposed into the component 
from nuclear spin relaxation (previously denoted as R2A and R2B, now denoted as R2,0) 
and from chemical exchange (Rex):  
 𝑅2(𝑡𝑜𝑡𝑎𝑙) = 𝑅2,0 + 𝑅𝑒𝑥 (2.81) 
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Under the condition of slow exchange ( << kex) there corresponds two resonances (A 
and B), with their intensity proportional to their population and the transverse relaxation 
from chemical exchange is given by: 
 𝑅𝑒𝑥𝐴 = 𝑘1 = 𝑝𝐵𝑘𝑒𝑥  𝑅𝑒𝑥𝐵 = 𝑘−1 = 𝑝𝐴𝑘𝑒𝑥 (2.82) 
Under conditions of fast exchange ( << kex) there is one resonance corresponding to 
the weighted average of the two states (both R2,0 and ). The exchange contribution to 
transverse relaxation is given by: 
 
𝑅𝑒𝑥 =
𝑝𝐴𝑝𝐵∆𝜔
2
𝑘𝑒𝑥
 
(2.83) 
The last limiting case is intermediate exchange (kex ≈ in which chemical exchange 
provides the most contribution to transverse relaxation. These have low sensitivity and 
often unobservable in protein NMR spectroscopy. As a result these residues are often 
unobservable and are often coined as “exchange broadened.” Simulation of exchange 
for a resonance in two states (Figure 2.25) shows many of the features involved in 
chemical exchange. For systems when the populations are highly asymmetric, which is 
very common for proteins, the minor population will experience a significantly larger 
degree of relaxation from the exchange (esp. for slow exchange as the populations 
become more asymmetric) and often is unobservable (note Figure 2.25B). In fact it has 
well noted in the literature that a single resonance should be taken as an indication of 
fast exchange [256].  
Additional transverse relaxation due to chemical exchange arises from stochastic 
fluctuations of the chemical shift; Rex is also dependent on the external magnetic field 
strength. From inspection of the dependence of Rex on the slow and fast exchange 
timescale, it is evident that there is no field dependence in the slow exchange regime. In 
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the fast regime Rex has a quadratic dependence with the magnetic field (from the 2 
term). For highly asymmetric cases of exchange (pA > 0.7) and equivalent R2,0 for both 
states, Millet and Palmer [257] estimated Rex as the following:  
 
𝑅𝑒𝑥 ≈
𝑝𝐴𝑝𝐵𝑘𝑒𝑥
1 + (𝑘𝑒𝑥 ∆𝜔⁄ )2
 
(2.84) 
Since for skewed populations the observation of one resonance cannot determine the 
timescale of exchange a constant of proportionality, , which indicates the timescale of 
exchange was defined [257]: 
 
𝛼 =
𝑑 ln𝑅𝑒𝑥
𝑑 ln ∆𝜔
 
(2.85) 
As long as pA > 0.7 for two-state exchange then the timescale of chemical exchange is 
defined as follows: 
0 ≤ 𝛼 < 1⁡(𝑠𝑙𝑜𝑤⁡𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒) 
𝛼 = 1⁡(𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒⁡𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒) 
1 < 𝛼 ≤ 1⁡(𝑓𝑎𝑠𝑡⁡𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒) 
For pA=pB=0.5 the transition between slow to intermediate to fast exchange can be easily 
recognized by inspection (Figure 2.25). However for the asymmetric case, where 
pA=0.75 the transition is not as obvious. It can be observed that a situation in slow 
exchange, the minor population is not observable and is more dramatically affected by 
the exchange phenomenon (Figure 2.25). In both cases when the dynamics are in the 
intermediate timescale there is a severe reduction in intensity compared to either the 
slow or fast exchange timescales. This, combined with low sensitivity from large systems 
due to nuclear spin relaxation, makes for dynamic systems, like PKA-C, difficulty to 
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study using NMR spectroscopy. However, the mere presence of exchange on the 
intermediate scale indicates exchange on the s-ms timescale which alone is informative 
on the dynamics of the system. 
To extract out kinetics, rates and populations, from chemical exchange the experimenter 
must induce a perturbation in the system and measure the change in transverse 
relaxation from the system. Several methods have been developed over the years, 
including inducing an rf field to tilt the magnetic field (R1 experiments)[258-261] to 
shaped pulses to manipulate the magnetization[262, 263]. The most widely used method 
is the Carr-Purcell-Meiboom-Gill (CPMG) spin echo method [200, 201]. In this approach 
(Figure 2.26) the magnetization is brought to the transverse plane with a 90° pulse 
along the x-axis and then a series of 180° pulses are applied along the y-axis in a fixed 
time interval. The 180° pulse will invert the direction of evolution of nuclear spins, 
including chemical exchange. If the time between 180° is equivalent this will refocus the 
evolution of chemical shift, scalar coupling and chemical exchange, but not nuclear spin 
relaxation coming from dynamics in the ps-ns timescale. When the pulsing rate is 
increased the degree in which Rex is refocused is increased, leading to a smaller 
measured R2 and increase in signal intensity (Figure 2.26). Measuring the systematic 
change in observed R2 with respect to the pulsing rate allows for the spectroscopist to 
determine the kinetics and population of the chemical exchange phenomenon.  
The inversion of procession by a 180° pulse can be mathematically written as the 
following: 
 𝑴+(𝜏𝑐𝑝) = 𝑨𝑨†𝑴+(0) (2.86) 
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A is the same matrix as defined earlier and A† is the complex conjugate of A (inverted 
around the diagonal with all complex numbers multiplied by -1). After a general n 
number of 180° pulses the magnetization is expressed as the following: 
 𝑴+(𝑇) = (𝑨𝑨†)
𝑛
𝑴+(0) (2.87) 
Where T is the total time of the CPMG duration and is cp = T/2n. Note that the total time 
of procession for each A element is cp/2. For the case for two-site exchange an 
analytical solution has been solved, first by Allerhand and Gutowsky [264, 265] 
subsequently recast in a more general form by Carver and Richards [266] (often called 
the Carver-Richards equation): 
 
𝑅2 (
1
𝜏𝑐
) = 𝑅2,0 +
1
2
(𝑘𝑒𝑥 −
1
𝜏𝑐
𝑐𝑜𝑠ℎ−1[𝐷+ cosh(𝜂+) − 𝐷−cosh⁡(𝜂−)]) 
(2.88a) 
 
𝐷± =
1
2
(±1 +
𝜓 + 2∆𝜔2
(𝜓2 + 𝜉2)1 2⁄
) 
 
(2.88b) 
 𝜂± =
𝜏𝑐𝑝
√2
((𝜓2 + 𝜉2)1 2⁄ )
1 2⁄
 
 
(2.88c) 
 𝜓 = 𝑘𝑒𝑥2 − ∆𝜔2, 𝜉 = −2∆𝜔(𝑝𝐴 − 𝑝𝐵) (2.88d) 
The analytical solution is a non-linear fit of the observed R2 with respect to different 
pulsing rates (1/cp). The equation is extremely non-linear, creating highly degenerate 
solutions. Several investigations have been performed regarding the robustness of the 
“fitting” of the Carver-Richards equation to extract accurate kinetic parameters. Ishima 
and Torchia [267] had both demonstrated that explicit fitting of the R2,0 of both states are 
required to extract accurate population and kinetics. To address the highly degenerate 
nature of the solution to the Carver-Richards equation it is standard to carry out 
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experiments in different magnetic fields, as many fields as there are states (for a two-
state exchange at least two magnetic fields) [268]. The kinetic parameters are all 
interdependent on each other; however a change in magnetic field alters  but not the 
rate or the populations, allowing for an accurate evaluation of the chemical exchange 
using CPMG experiments. 
The constant time CPMG experiment for 15N edited experiments is shown in Figure 
2.27. The experiment transfers transverse magnetization via INEPT to 15N and performs 
a CPMG sequence on 15N. As described earlier in section 2.4 and 2.5, the transverse 
magnetization for a coupled spin system will evolve between an in-phase (Sx/Sz) and 
anti-phase (2IzIx/2IzSy) operator and the relaxation of the in-phase and anti-phase 
operators are different (Equation 2.53). This will create a situation in which the observed 
nuclear spin relaxation will vary not because of the modulation of the Rex but the 
differential relaxation of the in-phase and anti-phase operators during the CPMG period. 
The effective relaxation during the period is given by the following [220, 221, 269]: 
 
𝑅2,0 =
1
2
(1 +
sin 𝜋𝐽𝑁𝐻𝜏𝑐𝑝
𝜋𝐽𝑁𝐻𝜏𝑐𝑝
)𝑅2,𝐼𝑆 +
1
2
(1 −
sin 𝜋𝐽𝑁𝐻𝜏𝑐𝑝
𝜋𝐽𝑁𝐻𝜏𝑐𝑝
)𝑅2,𝑆 
(2.89) 
R2,0 is the observed transverse relaxation rate in the absence of chemical exchange, 
R2,IS is the relaxation of the anti-phase operator and R2,S is the relaxation of the in-phase 
operator. The relative contribution to relaxation of each operator in the CPMG element is 
plotted on Figure 2.27B. It can be observed for very fast pulsing rates (cp <1/2JNH) the 
scalar coupling evolution is effectively eliminated and the transverse magnetization will 
only relax with R2,IS (or with R2,S, if a refocused INEPT is used instead of an INEPT), 
restricting the use of CPMG to studies of faster timescale dynamics. It is noted that when 
cp = N/JNH, where N is an integer, the observed transverse relaxation rate is equally 
weighed by the in-phase and anti-phase components. To overcome this limitation, Loria 
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and Palmer devised the U element in the middle of the CPMG pulse train [270]. This 
element converts the 2IzSy magnetization into Ix magnetization in the middle of the 
CPMG pulse sequence, averaging the relaxation contribution from the in-phase and anti-
phase operators. The final R2,0 in a constant time CPMG is the average between R2,IS 
and R2,S. This eliminates the dependence on the CPMG pulsing rate on the relaxation 
and allows for straightforward extraction of chemical exchange values using the Carver-
Richards equation. This U element is now nearly universally applied to all heteronuclear 
CPMG experiments and has been shown to be universally applicable for various coupled 
spin systems [271-273].  
 As can be observed in Figure 2.23, the CPMG experiment does not cover a wide 
range of timescales, but does cover many of the biologically important functions within 
its range. Consequently the CPMG experiment has been the workhorse for applying 
chemical exchange to protein dynamics. Several enzymes have already been 
extensively studied using the CPMG pulse sequences, such as Dihydrofolate Reductase 
[118, 274], Protein Tyrosine Phosphatase I [16], and the 20S Proteosome [275]. Another 
approach to measure Rex is to measure the total transverse relaxation and the nuclear 
spin relaxation rates and measure the difference between the two. Although, in theory, a 
traditional T2 experiment (section 2.5, Equation 2.53) would allow for measurement of 
the “intrinsic” transverse relaxation rate, a traditional T2 does not alter the CPMG 
frequency, hence the effect of Rex is also included in the final measurement. Another 
approach is to recognize in macromolecules the J(0) term dominates relaxation and the 
intrinsic transverse relaxation is proportional to the cross-correlation term between 
dipolar coupling and CSA: 
 𝑅2,0 = 𝜅𝜂𝑥𝑦 (2.90) 
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κ is a proportionality constant that can be calculated [276, 277] or extracted from the 
trimmed mean of residues that do not experience chemical exchange [278]. This 
approach does not take into account the variability of the CSA between residues. This 
approach is useful because ηxy is not affected by chemical exchange and provides an 
unbiased reporter for transverse nuclear spin relaxation in the absence of chemical 
exchange. Each of the multiplets a 1H-15N single quantum transition is modified 
differently by the cross-correlation rate (Figure 2.18). The total transverse relaxation of 
each of the single quantum 15N transitions is then given as the following:  
 𝑅2𝛼 = 𝑅2,0 + 𝜂𝑥𝑦 + 𝑅1𝐻 2⁄ + 𝑅𝑒𝑥 (2.91a) 
 𝑅2
𝛽
= 𝑅2,0 − 𝜂𝑥𝑦 + 𝑅1
𝐻 2⁄ + 𝑅𝑒𝑥 (2.91b) 
R1H is the longitudinal relaxation of the scalar coupled 1H spin caused by neighboring 
protons. An approximation for the measurement of R1H is used as the following: 
 𝑅1𝐻 ≈ 𝑅1
2𝐻𝑍𝑁 − 𝑅1
𝑁 (2.92) 
R12HzNz is the longitudinal relaxation of the two-spin order state of the amide group and 
R1N is the longitudinal relaxation of 15N. For large proteins (>30 kDa) R1N is negligible 
and is often ignored. Making the substitutions for R2,0 and R1H the Rex can be expressed 
as the following: 
 𝑅𝑒𝑥 ≈ 𝑅2
𝛽
− 𝑅1
2𝐼𝑍𝑆𝑍/2 − 𝜂𝑥𝑦(𝜅 − 1) (2.93) 
This expression shows that if one can measure the R2, R2 and R12HzNz relaxation rates 
then the chemical exchange contribution to transverse relaxation can be determined. 
These rates are measured by the TROSY Hahn-Echo experiment developed by Palmer 
and co-workers. Using the TROSY Hahn-Echo Experiment (Figure 2.28) the relaxation 
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rate of R2a and R2b is measured during the time T. T = N/JNH where N is an integer to 
prevent the cross-relaxation between the two multiplets during the relaxation period (see 
also equation 2.89). The cross-correlation rate can be measured by the following: 
 
𝜂𝑥𝑦 =
1
2𝑇
ln[〈𝑆+𝐼𝛽〉(𝑇)/〈𝑆+𝐼𝛼〉(𝑇)] 
(2.94) 
where, 〈𝑆+𝐼𝛽〉 is the intensity from the TROSY transition and 〈𝑆+𝐼𝛼〉 is the intensity from 
the anti-TROSY transition. To find R12HzNz/2 a modification to the pulse sequence 
(Figure 2.28B) is placed in the relaxation period. Using three experiments, the TROSY 
Hahn-Echo can measure Rex by the following: 
 
𝑅𝑒𝑥 ≈
1
𝑇
ln [
〈2𝐼𝑧𝑆𝑧〉(𝑇/2)
〈𝑆+𝐼𝛽〉(𝑇)
] −
(𝜅 − 1)
2𝑇
ln [
〈𝑆+𝐼𝛽〉(𝑇)
〈𝑆+𝐼𝛼〉(𝑇)
] 
(2.95) 
where 〈2𝐼𝑧𝑆𝑧〉 is the intensity of the resonance from R1
2IzSz relaxation experiment. 
Measurement of Rex using TROSY Hahn-echo does not take into account the variability 
of the CSA, and fluctuations are to be expected. As a result only large values of Rex are 
used from the TROSY Hahn-echo. Secondly, since we are measuring Rex the only 
closed relationship with kex and population exists in the fast or slow exchange regime 
(Equations 2.82 and 2.83). Consequently if kinetic information is to be extract using the 
TROSY Hahn-Echo then other experiments will have to be performed to determine the 
exchange timescale and the chemical shift difference between the two states. 
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Chapter III 
Isothermal Titration Calorimetry and Binding 
Cooperativity 
 
3.1 Isothermal Titration Calorimetry  
 Molecular recognition underlies the basis for all biological activity from signal 
transduction to enzyme catalysis. In particular the development of new pharmaceuticals 
is soundly rooted in the principles of specific disruption of molecular recognition 
processes. The free energy, G, provides the thermodynamic driving force for all 
macromolecular complexes. Although there are many tools available to measure binding 
isotherms, such as NMR spectroscopy, fluorescence, and surface plasmon resonance, 
Isothermal titration calorimetry (ITC) is the only technique currently available to 
simultaneously measure G and H for a binding event, allowing for the full 
thermodynamic characterization of binding. For any chemical reaction, a change of heat 
accompanies the event, allowing one to trace the progression of the binding event by the 
measurement of heat with a known ligand concentration. As a result ITC requires no 
external tag and is currently the only true label free technique in measuring binding 
constants. As such it is also an ideal tool for measuring binding of small molecules to 
macromolecules and has been used extensively in studying mechanisms of drug binding 
[279]. The rate of heat change upon ligand binding is provided by the following: 
 𝑑𝑄 = 𝑑[𝑀𝑋]∆𝐻°𝑉 (3.1) 
Where dQ is the differential heat, d[MX] is the change in the concentration of the 
complex, H° is the enthalpy of binding and V is the volume of the titration cell. The 
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modern ITC works by having two chambers, one filled with buffer, named the reference 
cell, and one filled with the macromolecule, the sample cell. The cell is composed of an 
inert conductive metal encased in an adiabatic shell. A small electrical current is used to 
maintain isothermal condition and the reference cell is used to measure the differential 
heat required to keep the sample cell at isothermal conditions. A computerized titration 
syringe adds a ligand of a known volume and concentration to the sample cell (Figure 
3.1). The heat released through the event is measured by the change in the differential 
heat between the two cells to maintain the isothermal condition. The heat of a titration of 
ligand is measured by integrating the differential power required to maintain isothermal 
condition per titration point. As the titration progresses further there is less un-ligated 
macromolecule available and heat released per titration point decrease until the 
macromolecule is fully saturated. In very basic terms, the magnitude of the signal 
determines the H of the binding event, while the shape of the curve determines the G. 
The simplest case, and the most common binding event is one to one binding 
 𝑀 + 𝑛𝑋 ↔ 𝑀𝑋𝑛 (3.2) 
where M is the macromolecule, X is the ligand and n is the stoichiometry of the binding. 
The Wiseman Isotherm[280], which relates the change of heat with respect to total 
titrated ligand, is given by the following: 
 𝑑𝑄
𝑑[𝑋𝑡𝑜𝑡]
= 𝑛∆𝐻°𝑉0 [
1
2
+ ⁡
1⁡ − ⁡ (1 + 𝑟) 2⁄ − 𝑅𝑚 2⁄
(𝑅𝑚
2 − 2𝑅𝑚⁡(1⁡ − 𝑟) + (1 + 𝑟)2)1 2
⁄
] 
(3.3a) 
 
𝑟 =
𝐾𝑑
[𝑀𝑡𝑜𝑡]
 
(3.3b) 
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𝑅𝑚 =
[𝑋𝑡𝑜𝑡]
[𝑀𝑡𝑜𝑡]
 
(3.3c) 
In which [Xtot] is the total ligand concentration inside the cell, [Mtot] is the total 
macromolecule concentration and Kd is the dissociation constant.  The value n is 
sometime used if there are multiple identical binding sites, but is often used as a scaling 
factor in the fitting procedure to compensate for concentration errors. The term “r” 
defines the shape of the titration curve and Rm is the molar extent the experiment is 
performed (Figure 3.2). To note, in ITC the experimenter is measuring the differential 
response to ligand binding during a titration. This is in direct contrast to other binding 
techniques, such as NMR and fluorescence anisotropy, which measure the direct 
response to ligand binding. As a result the binding profile need not look like a 
rectangular hyperbola like in other isotherms As such, ITC often has a characteristic 
sigmodial shape for non-cooperative single site binding and is confused as being 
cooperative. This feature of ITC has been used to determine multi-site binding and 
cooperativity using various differential binding models [281, 282].  
ITC is also flexible in the sense that this has a very wide range of affinities can be 
measured, extending from Kd of 103 to 109 and even tighter binding can be accessed 
using competition binding assays [283]. This is in contrast to other techniques, such as 
NMR spectroscopy where only weak affinities may be measured accurately due to the 
high sample concentrations required. The extension to lower affinity binding using ITC 
was first described by Turnbull et. al. [284] and later expanded [285, 286]. These authors 
demonstrated that the characteristic sigmodial shape is not required for extracting 
accurate affinities using ITC. By extending the ligand concentration past two-fold excess 
and fixing n to one, accurate values for low affinity systems can be obtained. In this 
analysis n must be fixed to one, as there is not enough information in the data to allow 
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for the stoichiometry correction and consequently it is imperative for low affinity binding 
to measure accurate concentrations of ligand and protein prior to experiment.  
3.2 Cooperativity  
 Cooperativity is a phenomenon in which the binding event of one ligand affects 
the binding or kinetics for another ligand. This allows for very specific processes to occur 
in an accelerated fashion, amplifies biomolecular signals, and allows for molecular 
adaptation. Chemically this is classically exhibited by the chelating effect of 
ethylenediaminetetraacetic acid (ETDA). The binding of one carboxylic acid to a divalent 
metal reduces the entropic penalty of binding, allowing for the subsequent carboxylic 
acids to bind with higher affinity. This approach is commonly utilized in fragment based 
drug screening in which small molecules which bind to different pockets of proteins are 
strung together, leading to a single higher affinity molecule [287, 288]. However, the 
binding energies of the two fragments are not simply additive as commonly described in 
the literature. This point has been reviewed extensively by Jencks [289]. Additivity of free 
energy of binding does not take into account the loss of translational and rotational 
entropy of the molecule upon binding and these elements. Ultimately the interpretation of 
H and TS terms, which can be very accurately measured using ITC, is very 
ambiguous despite the recent advances in spectroscopy [290, 291]and computation 
[292-294]. A primary factor in this is due to the dominating solvent effect in these 
reactions. For instance the H of a binding event in ITC is scaled by the heat of 
protonation that is buffer dependent [295]. 
The coupling, or cooperativity, of two events can be described using a closed 
thermodynamic cycle. For the binding of two ligands, the procedure can be described as 
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shown in Figure 3.3.  For such a cycle going from E to E·A·B is path independent, as 
such: 
 𝐾𝐴
𝐾′𝐴
=
𝐾𝐵
𝐾′𝐵
 
(3.4) 
This ratio can be defined by a factor  here the affinity of the second ligand is influenced 
by the first. This scalar factor can be linked to cooperativity in the following way: 
𝜎 > 1⁡(𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒⁡𝐶𝑜𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑣𝑖𝑡𝑦) 
𝜎 < 1⁡(𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒⁡𝐶𝑜𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑣𝑖𝑡𝑦) 
𝜎 = 1⁡(𝑛𝑜𝑛 − 𝑐𝑜𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑣𝑒) 
Since this a thermodynamic cycle the cooperativity is reciprocated each way, as in if the 
presence of ligand A increases the affinity of ligand B, then the opposite is also true. 
This method allows one to quantitate the degree of cooperativity between two ligands. In 
the literature this has also been called the coupling free energy , and thermodynamic 
linkage [296].  can be converted to a free energy by the following: 
 
∆∆𝐺𝑖𝑛𝑡 = −𝑅𝑇 ln
𝐾𝐴
𝐾′𝐴
= −𝑅𝑇𝑙𝑛⁡𝜎⁡ 
(3.5) 
Gint is the free energy between the two ligands and R is the universal gas constant. 
This approach is a very general approach to measuring cooperativity between any two 
systems for any thermodynamic event (such as binding or unfolding). For example to 
measure the thermodynamic contribution of an amino acid to protein stability one can 
measure the free energy of unfolding (using either thermal or chemical denaturation) and 
define the following [297]: 
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 ∆∆𝐺𝐴 = ∆𝐺𝑈𝐴 − ∆𝐺𝑈 (3.6) 
GUA is the free energy of stability for the wild type protein (EA in Figure 3.3) and GU is 
the free energy of stability for the mutant (E in Figure 3.3). It should be noted that the 
GA for denaturation only represents the relative change of the folded state with 
respect to the unfolded state, hence is not extremely informative. However the 
measurement of the thermodynamic coupling between two amino acids within a protein 
[298, 299] has proven to be more fruitful. The interaction energy of the two amino acids, 
like with two ligands, maybe linked and the coupling energy between the two residues 
can be defined as the following: 
 ∆∆𝐺𝑖𝑛𝑡 = (∆𝐺𝐴𝐵
𝑈 − ∆𝐺𝐴
𝑈) − (∆𝐺𝐵
𝑈 − ∆𝐺𝑈) (3.7) 
Where GUAB is the free energy of unfolding of the WT protein, GUA and GUB is the 
free energy of unfolding of the mutant protein and GU is the unfolding free energy of the 
double mutant. This interaction energy presumes that there are no interactions between 
the two amino acids in the unfolded state, which is usually a safe assumption. Although 
originally devised to map out critical interactions for protein stability [300], this approach 
is being increasingly used to understand protein networks and how allostery is 
propagated through protein structure[301, 302].  
Biology uses cooperativity to carry out functions it normally would be unable to. 
Hemoglobin, often taught in introductory biochemistry classes, is a classic example of 
cooperativity in biology. Cooperativity allows hemoglobin to efficiently bind O2 to all four 
hemes when the concentration of O2 is high, reuptaking oxygen from the lungs when 
available, and release all bound oxygen in tissues where the concentration is low. Two 
models were devised to account for cooperativity in hemoglobin (Figure 3.4). The first 
proposed was from J. Monod, J. Wyman, and J.P. Changeux [303] who showed that 
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cooperativity could be explained by assuming that each subunit had two conformational 
states, a T state which had low affinity for O2 and a R state which has high affinity (MWC 
model). Even without the presence of ligand this dynamic two-state equilibrium was 
assumed to exist. Upon O2 binding, the population of the R state of the other subunits 
increases explaining the resultant increased affinity of O2 upon higher partial pressure. 
Since the MWC model explicitly considers the presence of two states, T and R, this has 
often been called a “two-state” model or “conformation selection.”  
Shortly after another work by D. Koshland, G. Nemethy and D. Filmer [304] 
proposed a second model (KNF model). In this model they also proposed two states T, 
which has low affinity for O2, and R, with high O2 affinity. In this model upon binding of 
O2 to a subunit transforms into a high affinity state. The next O2 binds subsequently as 
well until all four subunits are filled. In this model each binding event is sequential. 
Binding of O2 increases the affinity of subsequent O2 molecules.. As such this is also 
often called the “induced fit” model. As described both models were demonstrated to 
adequately describe the cooperative binding of O2 to hemoglobin. Over the years the 
MWC model has gained in popularity in explaining allosteric cooperativity due to its 
mathematical and physical simplicity. The founding principles of the MWC model are the 
existence of two states and the presence of a conformational equilibrium. The MWC 
model only requires three variables to describe the cooperative binding phenomenon, 
the Kd of the R state, the Kd of the T state and allosteric constant: 
 
𝐿 =
𝑃𝑇
𝑃𝑅
 
(3.8) 
PT is the probability the state will be in the T state and PR is the probability being in the R 
state. Despite the rough unreasonable assumption of having two states and containing a 
pre-existing equilibrium, this approach has been widely successful in explaining 
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allosteric cooperativity. This is largely because it has been found that many biological 
events function as two-state events and concepts from statistical mechanics can be 
applied to predict results [305, 306]. The probability of a state, i, is given by the 
Boltzmann distribution: 
 
𝑝𝑖 =
𝑒−𝛽𝐸𝑖
𝑍
 
(3.9) 
where  = 1/kBT and Ei is the energy of the state i. Z is the partition function of all the 
available states and their energies. For a two-state system this turns into: 
 
𝑝𝐴 =
𝑒−𝛽𝐸𝐴
𝑒−𝛽𝐸𝐴 + 𝑒−𝛽𝐸𝐵
=
1
1 + 𝑒−𝛽∆𝐸
 
(3.10) 
where E = EB - EA. The last form of the equation is the one that is most useful because 
experimentally we cannot measure absolute energy (or of any state function), only 
changes. We can see that the functional form of the population of a two state system is a 
rectangular hyperbola. This is significant because many biological phenomenon, such a 
steady-state kinetics and binding, occur with the same functional form. If there are more 
than two states, then the partition function can be expanded to reflect additional states. 
These concepts have been utilized to understand allostery in intrinsically disordered 
proteins (IDPs) where the folding of a domain by binding alters its population and this 
enhances or decreases the stability of a neighboring binding site [307]. Such a two-state 
conformational ensemble approach to cooperativity compliments very well with NMR 
relaxation studies. As discussed in Chapter 2, chemical exchange allows one observe 
structural states that have a low population and techniques such as CPMG allows 
quantitative estimation of the population, structure and kinetics of these lowly populated 
states along the conformational landscape. These concepts and techniques have been 
utilized to detect and model a misfolding intermediate in amyloid formation [308] and to 
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detect drug binding in a lowly populated state [309]. Combining a statistical ensemble 
perspective of cooperativity with NMR spectroscopy allows for the direct study of 
conformational ensembles, both their flexibility and cooperativity. 
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4.1: Introduction 
Recent development of methyl-TROSY based methodology on selectively 
protonated methyl groups in a highly deuterated background has significantly expanded 
the molecular weight range in which high-resolution NMR studies can be performed 
[275, 310, 311]. However, such studies require methyl group resonance assignments to 
provide site-specific probes to analyze structure, conformational dynamics, and 
molecular interactions. For small and medium size proteins, through-bond assignment 
strategies have been developed to correlate backbone carbon chemical shifts with 
methyl chemical shifts, either via TOCSY- or COSY-type transfer schemes [312-314]. For 
large proteins, however, these experiments are often insensitive. To assign the methyl 
groups in these cases, one can utilize extensive site-specific mutagenesis[315, 316]. 
Alternatively, it is possible to apply a “divide and conquer” approach, where protein 
domains are expressed individually, making it more amenable to current assignment 
procedures [317]. The above methods, however, are cumbersome and time consuming.  
To address this problem, we developed a new methodology based on a previous 
algorithm proposed by the Matthews laboratory, MAP-XS[318, 319]. MAP-XS utilizes a 
pre-existing protein X-ray structure and exploits methyl-methyl NOESY networks to 
assign the methyl group resonances. Building on this approach, we previously 
developed a new and more efficient algorithm based on fuzzy logic and Monte Carlo 
sampling (FLAMEnGO or Fuzzy Logic Assignment of Methyl Group) that dramatically 
improved the accuracy (correctness) of the resonance assignment [320].   
Here, we report version 2.0 of FLAMEnGO (version 2.0) with new and improved 
modules that incorporate methyl-methyl NOESY, paramagnetic relaxation enhancement 
(PRE), and methine-methyl TOCSY data, as well as partial assignments obtained from 
mutagenesis or through-bond experiments. FLAMEnGO 2.0 was tested on maltose 
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binding protein (MBP) and then applied to the more challenging C subunit of the cAMP-
dependent protein kinase A (PKA-C). For the kinase, the application of FLAMEnGO 2.0 
resulted in 100% assignment of Ile, 95% of Leu, and 100% of Val residue methyl groups. 
Overall, 98% of total methyl groups were assigned and ~80% of these were found to be 
correct when compared to traditional scalar-coupled experiments. The assignments 
obtained with FLAMEnGO 2.0 and sparse data are validated using methyl resonance 
assignments through-bond correlation experiments.  
4.2: Material and Methods 
Protein Expression and Sample Preparation. Expression and purification of PKA-
C and Rllα (R213K) subunit were carried out as described previously [84, 321] (13, 14). 
Briefly, cell pellets of catalytic subunit and Rllα(R213K) were combined and lysed in 
buffer A (30mM Mops, 200μM ATP, 15mM MgCl2, 5mM 2-mercaptoethanol, pH 8). After 
removing cell debris by centrifugation, the supernatant was incubated overnight with 
HIS-Select Ni2+ affinity gel (SIGMA, 1ml resin/1L culture) at 4oC. After incubation, the 
flow-through was collected and buffer B (buffer A containing 25mM KCI) was used to 
wash the Ni2+ resin. Finally, PKA-C was eluted using elution buffer A (buffer B containing 
1mM cAMP), and the Rllα subunit was eluted using buffer B (buffer A containing 250mM 
imidazole). The three isoforms of PKA-C were further separated by HiTrap SP column 
(GE) chromatography, with a gradient from buffer A (20 mM KH2PO4, pH 6.5) to 30% 
buffer B (20 mM KH2PO4, 1.0 M KCl, pH 6.5) and a flow rate of 2.0 mL/min. The ternary 
complex PKA-C/AMPPNP/PKI5-24 was prepared using 12mM of AMP-PNP in NMR buffer 
(20mM KH2PO4, 90mM KCl, 60mM MgCl2, 10mM DTT, pH 6.5). The final concentration 
of PKA-C was about 0.5 mM.  
NMR spectroscopy. All NMR experiments were carried out on Bruker Avance III 
spectrometers operating at 850 or 900 MHz 1H frequencies. The temperature was held 
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constant at 27C. To map the methyl group fingerprint, we used constant-time (CT) [1H, 
13C]-HMQC with wild-type PKA-C selectively labeled with [15N,13C]-Leu or [15N,13C]-Val. 
To obtain the PRE restraints, PKA-C mutants (K16C and I244C) were expressed in 15N 
labeled M9 medium supplemented with 70mg/L of 13Cme α-ketobutyrate and 90 mg/L of 
13Cme α-ketoisovalerate. Approximately 200 M sample solutions were reacted with (1-
Oxyl-2,2,5,5-tetramethylpyrroline-3-methyl) methanethiosulfonate, MTSSL, (10 times the 
protein concentration) and incubated for 3 hours at 4 ⁰C. The MTSSL excess was 
removed by filtration. To quantify the PREs, two separate experiments were performed 
with both oxidized and reduced kinase as described previously [320].  
To obtain the NOESY restraints, wild-type PKA-C was expressed in 15N labeled 
deuterated M9 medium (80% 2H2O and 100% 2H-glucose) supplemented with 70 mg/L of 
2-ketobutyric acid-4-13C,3,3-d2 and 90mg/L of 2-keto-3-(methyl-d3)-butyric acid-4-13C. 
The final concentration of the enzyme was ~0.5 mM and experiments were performed at 
27C. The optimal mixing time (0.25 seconds) was chosen after analyzing the 2D 
NOESY build-up at different mixing times ranging from 0.1- 0.5 seconds. The 3D 13C-
13C-1H HMQC-NOESY-HMQC was collected with 32 scans using 2048 (proton), 80 
(carbon), and 120 (carbon) complex points. For the methine-methyl TOCSY restraints, 
we used the same sample and carried out a 3D TOCSY-HMQC experiment to correlates 
intra-residue methine proton resonances with the methyl groups. The 3D TOCSY-HMQC 
spectrum was carried out using a 50 ms mixing time and 16 scans, with 2048 (proton), 
90 (carbon), and 136 (proton) complex points.   
For the backbone triple resonance and HMCM(CG)CBCA experiments, the 
kinase was expressed in 15N labeled deuterated M9 medium (80% 2H2O and 100% 
2H7,13C6-glucose) supplemented with 70 mg/L of 2-ketobutyric acid-13C4,3,3-d2 and 90 
mg/L of 2-keto-3-methyl-d3-3-d1-13C-butyric acid. The final sample concentration was 
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~0.8 mM. TROSY-based HNCA and HN(CO)CA experiments were collected with 24 
scans, using 2048 (proton), 70 (nitrogen), and 80 (carbon) complex points; while 
TROSY-based HN(CA)CB and HN(CO)CACB spectra were collected with 40 scans, 
using 2048 (proton), 70 (nitrogen), and 100 (carbon) complex points. The 3D methyl 
“out-and-back” HMCM(CG)CBCA experiment was performed with 32 scans, and 2048 
(proton), 80 (methyl carbon) and 100 (C and C) complex points. 
Theoretical basis of the fuzzy logic algorithm. In the first version of FLAMEnGO, we 
started from a random assignment for the methyl-TROSY spectra, using a 3D NOESY 
peak list generated from the methyl-methyl distances obtained from the crystal structure 
and fixing the NOE cutoff distance [320]. The peak list was then compared to the 
corresponding list obtained from experimental 3D NOESY. The congruence between 
simulated and experimental lists was established using a global scoring function: 
 
𝐺(𝑥) = 𝑚𝑎𝑥
𝑎∈𝐴
[𝑀𝑎𝑡𝑐ℎ𝑡𝑜𝑡𝑎𝑙] 
(4.1) 
where the global score, G(x), is the maximum of the total matching function with an 
assignment, a, among all possible assignments, A, at a fixed NOE cutoff distance, x . 
This maximum of G(x) was calculated using a Monte Carlo algorithm sampling over all of 
the possible assignments. The total matching function includes the individual matching 
functions for the different restraints: 
 
𝑀𝑎𝑡𝑐ℎ𝑇𝑜𝑡𝑎𝑙 = 𝑀𝑎𝑡𝑐ℎ𝑁𝑂𝐸 +𝑀𝑎𝑡𝑐ℎ𝐶𝑆 +𝑀𝑎𝑡𝑐ℎ𝑃𝑅𝐸 +𝑀𝑎𝑡𝑐ℎ𝑇𝑂𝐶𝑆𝑌 
(4.2) 
Note that all of the restraints (NOE, chemical shift, PRE, and TOCSY) are scored for 
each NOE cutoff distance and assignment. All of the original matching functions are 
reported in our previous work[320]. The new implementations for FLAMEnGO 2.0 are 
summarized in the following synopsis. 
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1. Higher tolerance for sparse and ambiguous data. For large proteins undergoing 
intermediate conformational exchange, some methyl group resonances may be 
missing in the methyl-TROSY spectrum. In addition, severe peak overlap may 
prevent the unambiguous determination of the PRE restraints. In the old version 
of FLAMEnGO, those resonances were treated as unambiguous information. In 
contrast, here the missing information is assigned arbitrarily and introduced after 
the calculation. This logic is implemented in the new total matching function: 
 
Matchtotal =∑ Matchm,r
m∈M;⁡r∈B
 
(4.3) 
where m indicates each single detectable methyl resonance, M indicates all of methyl 
resonances, r indicates the restraint associated to m, and B represents the total possible 
restraints. These states that contribute to the matching function will only arise from 
observable resonances with experimental restraints. Therefore, unobserved resonances 
are not taken into account and the algorithm does not try to find an assignment for these 
resonances. 
2. Improved assignment of Val and Leu resonances using methine-methyl TOCSY 
correlations. In this new version, methine-methyl TOCSY correlations are used 
to assign methyl groups that belong to the same Val or Leu residues. For the 
methine-methyl TOCSY experiments on PKA-C, we utilized a sample containing 
a protonated methine group for all Val and Leu residues in a highly deuterated 
background. Therefore, a pair of methyl resonances originating from the same 
residue will share the same methine resonance. These restraints are quite 
powerful since they are independent of the structural models, reducing the 
sampling space and speeding up the assignment protocol. The matching 
function for the TOCSY restraints is formulated as it follows:  
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𝑀𝑎𝑡𝑐ℎ𝑇𝑂𝐶𝑆𝑌 =⁡∑ 𝑒
−4𝑙𝑛2∙|𝑓(𝑚1)−𝑓(𝑚2) 𝐿𝑊⁄ |
(𝑚1,𝑚2)∈𝐶
 
(4.4) 
where C represents all pairs of methyl resonances, m1 and m2, assigned to the same 
residues, f(m) is a function that associates an m methyl group with the corresponding 
methine proton,, and LW is the linewidth of the methine resonance in the 1H dimension. 
The matching function calculates the agreement between the frequencies of methine 
resonances associated to an assigned pair of methyl groups. 
3. Improved version of the fuzzy logic step for NOE matching function. Due to errors 
in phasing the 3D spectra or lack of resolution in the 3D spectra, NOE cross 
peaks between two methyl groups can have proton and carbon chemical shifts 
that differ slightly from those of the methyl groups. In the previous version of the 
algorithm (12), these differences in chemical shifts affected the score, even if 
these peaks were unambiguously assigned and located in well-resolved regions 
of the spectrum. To avoid this problem, we assigned scores for cross peaks 
located in a well-resolved region higher than those for cross peaks located in 
crowded regions. To take this into account, we modified the matching function: 
 
𝑀𝑎𝑡𝑐ℎ𝑁𝑂𝐸 =⁡∑ {
1; 𝑖𝑓⁡|{𝑝2 ∈ 𝑆|𝐷(𝑝1, 𝑝2) ≤ 1}| = 1
𝑚𝑎𝑥𝑝2∈𝑆𝑒
−4𝑙𝑛2∙𝐷2(𝑝1,𝑝2); 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑝1∈𝐸
 
(4.5) 
where p1 is the peak position of the experimental NOE, E, and p2 is the peak position of 
the synthetic NOE, S,  
 
𝐷(𝑝1, 𝑝2) = [(
(𝑥1 − 𝑥2)
𝐿𝑊𝑥
)
2
+ (
(𝑦1 − 𝑦2)
𝐿𝑊𝑦
)
2
+ (
(𝑧1 − 𝑧2)
𝐿𝑊𝑧
)
2
]
1
2
 
(4.6) 
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where pi = (𝐱𝐢, 𝐲𝐢, 𝐳𝐢) is the coordinate of the peak and LWj is the linewidth in the j 
dimension. In the NOE matching function, the first conditional statement indicates a 
perfect match is considered. The second statement, gives a % confidence on the 
assignment. 
4.3: Results 
 For ease of use, a GUI FLAMEnGO interface was built to allow users to 
incorporate several different types of NMR restraints and adjust parameters during the 
calculation (Figure 4.1). In the initial window, the user enters the input files consisting of 
the structural coordinates, the assigned chemical shifts, predicted chemical shifts, and 
the assignment swap file. The optional NMR restraints include NOE data (methyl-methyl 
or amide-methyl NOE data), PRE data (qualitative or quantitative data), TOCSY data 
(spin systems), and assigned amide shifts (only required for incorporation of amide-
methyl NOE data). Moreover, a partial assignment can also be included in the list of 
arbitrarily assigned resonances. In the pop-out tab, one may set the number of steps in 
the Monte Carlo search, the range and interval for NOE distance cutoffs, as well as the 
amino acid types. At the end of the first run, the program plots the global score as a 
function of the NOE cutoff distance (Figure 4.1). In this auto-assignment algorithm, 
several calculations need to be performed to maximize the global score curve and 
provide a probability-based assignment. Since the global score function is non-
decreasing, a negative slope may originate when insufficient sampling steps are carried 
out. The latter is a more likely scenario when the calculations are carried out with large 
proteins, where the conformational space to be sampled is larger. In this case, multiple 
calculations are needed to prevent the search algorithm from being trapped in local 
minima and to maximize the global score function.  Using the mouse, the user can pick 
the maximum of the global score function, setting the optimal NOE distance cutoff. At 
this point, a small window appears to set the number of calculations to be performed 
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toward reaching the final probability-based assignment, which is then saved in a 
separate file (Figure 4.1).   
The new version of the algorithm was first tested with synthetic data obtained from MBP. 
The purpose of this test was to: a) assess the accuracy of the new algorithm with sparse 
and ambiguous NOE data, b) establish how the search algorithm handles multiple 
experimental restraints, and c) test the tolerance for deviations of the X-ray structure 
from the solution structure. To generate the list of synthetic restraints (NOESY peak list), 
we used the crystal structure of MBP (1DMB) as an input.  Chemical shift assignments 
and 3D methine-methyl TOCSY data were obtained from BMRB (access #7114). The 
NOE distance cutoff was chosen to be 7 Å. Sparse NOE data sets were generated by 
removing 70% of the cross peaks randomly. The effects of spin labels at positions 
S145C and S306C were back-calculated assuming that methyl groups within 15 Å of the 
spin label were completely quenched, those between 15 and 35 Å were partially 
quenched, and that the rest were not affected. Different combinations of data sets were 
input into versions 1.0 and 2.0 of FLAMEnGO and the results were compared. During 
the Monte Carlo sampling, we found that the new modules allow the algorithm to 
converge faster than the old version. To test the tolerance of FLAMEnGO 2.0 for 
structural deviations, different conformers from the solution NMR structural ensemble of 
MBP (2H25) were used as inputs. Indeed, we found that structural deviations lower the 
accuracy of the assignment when only NOE restraints are used. However, this problem 
can be solved by supplementing additional restraints such as PRE and TOCSY data.     
Once validated with MBP, we applied FLAMEnGO 2.0 to the assignments of the methyl 
groups of PKA-C. This enzyme is quite challenging for through-bond NMR techniques, 
since in addition to its relatively large size (~41 kDa), it shows prominent conformational 
dynamics in the intermediate time scale [12, 56, 129] As an input structure, we utilized 
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the coordinates of the structure 1ATP, rebuilding the hydrogen atoms using CHARMM19 
[322]. To predict the 1H and 13C chemical shifts of the methyl groups, we used CH3Shift 
[323]. The deviations from the experimental and the calculated methyl chemical shifts 
were minimized using the chemical shift matching function described previously (Figure 
4.2A) [320]. Residue-type assignments were performed using selective amino acid 
labeling and mapped with CT-HMQC experiments.  
    Three sets of experimental restraints (PRE, methyl-methyl NOESY, and methine-
methyl TOCSY) were utilized to determine the most probable assignment. Long-range 
distance PRE restraints were obtained by engineering MTSSL spin labels at two PKA-C 
sites, K16C and I244C. The intensity ratios of resonances from oxidized samples to 
those from reduced samples provide distance restraints for the methyl groups with 
respect to the positions of two spins labels. The average positions of these two spin 
labels in the crystal structure were calculated using XPLOR-NIH [324]. Short-range 
distance restraints were obtained from the 3D HMQC-NOESY-HMQC data on methyl 
groups. The 3D TOCSY-HMQC intra-residue correlations between methine and two 
methyl groups were used to assign pairs of methyl resonances belonging to the same 
spin system. Finally, two site-specific assignments were obtained using mutagenesis 
(I244 and I315) and enforced during the calculations.     
In the first iteration, the probabilistic assignment of methyl group resonances was 
generated using each group of experimental restraints separately to evaluate their 
individual performance. In the second iteration, all of the restraints were combined into a 
single run. Once the optimum NOE cutoff distance was found, the calculation was 
repeated to provide a probabilistic confidence value for each residue. We found that the 
PRE data alone are not sufficient to generate an assignment with high confidence 
(Figure 4.2B). In contrast, when only NOE restraints are included, the confidence is 
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significantly higher, although the assignment thus generated does not independently 
satisfy the experimental PRE restraints (92% percent of the assignment). Once both 
PRE and NOE data are combined, the overall confidence slightly decreases (Figure 
4.2B), but most of the experimental PRE restraints are well satisfied (99% of the 
assignment). The latter does not mean that the assignment is less accurate; rather the 
increased number of restraints may converge to the correct assignment. The 
incorporation of TOCSY restraints with PRE and NOE data boosts the confidence value 
dramatically (Figure 4.2C). To calculate the final statistics and assignment, 100 
randomized calculations using all the experimental data were performed at the optimized 
NOE cutoff value (10.2 Å). The ten sets of assignments with the highest scores were 
used to determine the final assignment. The preliminary result shows that 92% of methyl 
groups are assigned and 80% of the assignments have above 90% confidence. 
Site-directed mutagenesis on V191 and L82 was also performed to assess the overall 
accuracy of the assignment. Both V191 methyl groups are assigned with 100% 
confidence, but both methyl groups of L82 resulted unassigned. Although site-specific 
labeling (V191C) is consistent with the assignment, the identification of L82 methyl 
groups was ambiguous and these methyl groups were erroneously assigned to L27 with 
70% confidence level. Upon closer inspection, we found that the mis-assignment was 
due to the lack of experimental restraints for L27. We then repeated the calculations, 
fixing the assignments for both V191 and L82. Imposing these restrains did not change 
the general outcome and we obtained a global score with a confidence level greater than 
90%, confirming that the L82 assignment via mutagenesis is consistent with the entire 
experimental data set. The same scenario was observed for the other mutagenesis data. 
Their inclusion in the calculations resulted in 100% assignments for Ile, 100% for Val, 
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and 95% for Leu methyl groups (Figure 4.3). Overall, FLAMEnGO 2.0 calculations 
resulted in ~98% of total methyl group assignments. 
Finally, to validate the accuracy of the assignment provided by FLAMEnGO 2.0 for PKA-
C, we carried out several through-bond experiments to correlate the  and  carbon 
resonances ( assigned with HNCA, HN(CO)CA, HN(CO)CACB, and HNCACB) with the 
methyl groups (HMCM(CG)CBCA) (Figure 4.4) (4,18,19). These experiments resulted in 
a total of 109 out of a possible 121 correlations established between the methyl groups 
and the corresponding  and  carbon resonances from the backbone based 
experiments: 37/40 for Val, 51/60 for Leu, 21/21 for Ile. The through-bond correlation 
experiments confirmed the assignment of 80% of the available residues from 
FLAMEnGO 2.0 and identified 16% as incorrect. (Table 4.1). Most of these mis-assigned 
resonances (~73%) are due to spatially close methyl groups (Figure 4.5), where the 
correct assignments were obtained by simply swapping their assignments. Other mis-
assigned resonances are related to methyl groups positioned at the surface of the 
protein, which do not have inter-methyl NOE restraints.  
To compare the performance of FLAMEnGO with the MAP-XS auto-assignment 
software, we used identical input data and constraints. Since MAP_XS does not utilize 
qualitative PRE restraints, the PRE data was not used in the calculations. Twenty-five 
iterations of the auto-assignment were carried out and the assignments with the top ten 
scores were used. When compared to the through-bond experiments only 59% of the 
available resides were assigned with 1.6% of the residues assigned incorrectly. In 
contrast, FLAMEnGO 2.0 gives 80% assignments with an additional 15% residues, 
whose assignments are swapped. The latter is due to residues that are spatially close in 
the crystal structures and impossible to discriminate based on our approach. 
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4.4: Discussion 
FLAMEnGO 2.0 presents several improvements over the original version, providing 
better handling of missing resonances, including TOCSY-based restraints, and with an 
improved fuzzy logic algorithm. Incorporation of PRE restraints [325] was implemented 
so that the intensity reduction pattern was considered for the calculations. In addition, 
the new implementation takes into account that many resonances are not detectable in 
the methyl-TROSY spectra due to exchange broadening. In this case, missing 
resonances are excluded from the calculations, randomly assigned to methyl groups 
with zero probability and excluded from the unambiguous list. The latter will not interfere 
with the assignment of the other resonances. Another significant aspect is the 
implementation of the methine-methyl TOCSY data, which improve the assignment 
procedure for Leu and Val residues by linking them to the shared methine proton. Finally, 
the new version of the fuzzy logic algorithm takes into account the resolution of the 
methyl-resonances in the TROSY spectrum, with higher confidence attributed to well-
resolved regions.  
For the assignment of PKA-C, a combination of 3D NOESY, PRE, and methine-methyl 
TOCSY restraints were utilized, each with their own experimental challenges. In the case 
of PKA-C, the NOESY experiment was the least sensitive, which may be due to 
conformational dynamics of the enzyme and incomplete deuteration of the sample. In 
fact, only 26% of the predicted NOE cross peaks were detectable in a NOESY at 250 ms 
mixing time. The optimized NOE cutoff distance for the global score function was 
determined to be ~10 Å, which is unlikely to reflect the experimental distance. A possible 
explanation is the existence of a deviation between the crystal structure and the solution-
state structure. However, our tests show that FLAMEnGO 2.0 has high tolerance for 
these structural deviations. For long-distance restraints, PRE data are the most sensitive 
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experiments. The total PRE restraints contain 78% of the simulated data, assuming no 
peak overlapping ambiguity. With the assignment of PKA-C, we have selected a 
structural form that has been previously shown to be be relatively rigid to reduce the 
ambiguities on the methyl group position in the structure. Finally, it should be noted that 
the methine-methyl TOCSY experiment is a quite sensitive experiment, less ambiguous 
than the NOESY cross peaks for crowded regions. For PKA-C, 97% of the expected 
TOCSY cross peaks were detected with only a 4 day experiment.  
The assignment from FLAMEnGO 2.0 was validated using the through-bond approach. 
Mis-assignments were mapped onto the crystal structure (Figure 4.5), and it was found 
that these incongruences originate from spatially close methyl groups whose 
assignments are swapped. In the case of the kinase, this was expected since only 26% 
of the theoretical NOE contacts were observed. Other mis-assignments were found on 
the surface of the protein, due to the lack of NOE cross peaks. This result also highlights 
the quality of the NOE cross peaks, which, however sparse, are essential for an 
accurate assignment. FLAMEnGO was also compared with MAP-XS (Supp Fig.5). We 
found that FLAMEnGO provides a higher percentage of assignment with respect to 
MAP-XS. Note that FLAMEnGO also provides ~15% of incorrect assignments due to the 
proximity of residues in the crystal structure. In this case, site-specific labeling can be 
utilized to further reduced the ambiguity and increase the number of methyl group 
assigned. Overall, the logic used to assign the NOE connectivity pattern is different in 
the two algorithms. While MAP-XS utilizes a strict binary logic, FLAMEnGO’s fuzzy logic 
is more flexible and enables a more exhaustive search. Due to the varied nature of the 
logic used in both programs there were a significant number of correct assignments that 
were not degenerate between the two programs, and one would benefit from using both 
during the assignment process. 
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Overall, the computational approach with sparse and ambiguous data proved to be as 
accurate as the through-bond approach, with a significant reduction of experimental 
time. For the kinase, the total experimental time necessary to generate meaningful 
inputs for FLAMEnGO 2.0 was approximately 12 days. In contrast, the through-bond 
approach requiring the C and C chemical shifts from the backbone and methyl groups 
required approximately 26 days by using the TROSY-based HNCA, HN(CO)CA, 
HNCACB, HN(CO)CACB and the HMCM(CG)CBCA (4) experiments. Most importantly, 
FLAMEnGO has been shown to work with comparable accuracy as the through-bond 
approach, but will be successful in situations where sensitivity is lacking in the latter, 
especially with increasing molecular weight, as one can utilize the full methyl-TROSY 
effect throughout the data acquisition. A near complete assignment of ~95% complete 
assignment with high accuracy was obtained only when all the data sets and 
approaches were combined for a self-consistent assignment. We demonstrate here that 
FLAMEnGO in the future can serve as an essential piece for such multi-faceted 
assignment approaches that are becoming more routine as higher molecular weight 
systems are being studied.  
4.5: Conclusion 
   In conclusion, the enhanced version of the FLAMEnGO algorithm has higher tolerance 
for sparse and ambiguous data and can incorporate multiple data sets from different 
spectroscopic techniques, making it more flexible and efficient. FLAMEnGO 2.0 can be 
used to assist the resonance assignment when incomplete through-bond correlations 
are available or it can be used as a standalone method for larger macromolecular 
systems, where through-bond correlations experiments fail. 
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5.1: Introduction 
Isotopic labeling is at the heart of NMR spectroscopy. After the pioneering work 
in the early ‘60s by several research groups [326-329], more complex labeling schemes 
have been used to attenuate transverse relaxation and push the boundaries of NMR 
analysis of large macromolecular complexes [330-332]. A significant step forward was 
made when non-labile protons in proteins were substituted by deuterons, ameliorating 
the relaxation from 1H-13C and 1H-1H dipole interactions, increasing sensitivity and 
resolution, thereby rendering proteins larger than 20 kDa amenable to structural NMR 
studies [333, 334]. Although complete deuteration has been used for backbone 
assignments in conjunction with transverse relaxation optimized spectroscopy (TROSY), 
NOESY-based experiments benefit of incomplete (or fractional) deuteration, which 
preserves some protons for distance measurements [334]. Another quantum leap in the 
NMR structure determination of large complexes was made by Kay and co-workers, who 
developed a biosynthetic strategy in which metabolic precursors were protonated, 
resulting in specific methyl group protonation in a highly deuterated background [231, 
232]. Since then, this labeling strategy has expanded to include selective methyl group 
labeling on isoleucine, valine, leucine, methionine [335], threonine [336], and alanine 
[337]. Although selective labeling schemes for aromatic side chains will certainly have an 
impact both in structure determination and dynamic characterization of large proteins 
[332], in this paper we will focus on the use of methyl groups for the spectroscopy of 
large systems [243] akin to the TROSY method developed for backbone amides [176]. 
Following these methyl labeling schemes, quantitative studies on binding, structure, and 
conformational dynamics of proteins that are several hundred kDa are emerging, such 
as large molecular machinery [275, 310, 338], allosteric enzymes [339], chaperones 
[340], and protein thermodynamics [341].   
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5.2: Labeling of side chain methyl groups for large proteins 
 The first methyl labeling schemes was published in 1997 by Gardner and 
Kay[231], who obtained a selective protonation of amino acids in which the direct 
biosynthetic precursor to isoleucine, 2-ketobutyrate, was enzymatically and chemically 
prepared with selective 13CH3 labeling in a highly deuterated background. Exploiting the 
Escherichia coli (E. coli) biosynthetic pathway, this protocol enables the specific 13CH3 
labeling of the C of Ile, while the remaining non-labile protons are replaced by 
deuterons. The incorporation of 2-ketoisovalerate, in a similar fashion, leads to selective 
labeling on the C and C of leucine and valine, respectively [232], resulting in the so-
called “ILV labeling” scheme (Figure 5.1). Nowadays, these biosynthetic precursors are 
commercially available in a variety of labeling schemes for assignment, structure 
determination, and dynamics studies. Selective labeling of the C methyl of isoleucine 
has also been devised [233], but is uncommon due to the superior spectral qualities of 
the C methyl group. Usually, selective labeling of other amino acids is achieved through 
direct addition of the amino acid to the growth medium during cell growth. For alanine 
and methionine, this is most commonly accomplished by directly incorporating the amino 
acid prior to induction (30 minutes to 1 hour) at final concentrations of 100-250 mg/L 
[340, 341] for Met and from 100-800 mg/L for alanine [337, 341]. An alternate approach 
is to engineer cysteine and react with 13C-methyl-methanethiosulfonate (13C-MMTS) to 
produce a methionine mimic [342]. Kay and coworkers have also developed an in vitro 
biosynthetic method to produce U-[2H],Thr-2[13CH3] (13CH3 labeled threonine in a 
deuterated background) [336]. Threonine is a direct biosynthetic precursor to 2-
ketobutyrate, leading to isoleucine methyl (C) labeling. Since threonine is converted to 
glycine either from threonine aldolase or threonine dehydrogenase/2-amino-3-
ketobutyrate ligase, the authors used 100 mg/L of d5-glycine along with 50 mg/L of U-
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[2H] Thr-2[13CH3] and 50 mg/L of 2-ketobutyrate for specific threonine and isoleucine 
labeling (Figure 5.1).  
5.3: Methyl labeling protocol for the cAMP-dependent Protein Kinase A 
(PKA-C) 
In this outline, we highlight a method to label the 13C isoleucine (C), leucine, and 
valine methyl groups for the catalytic subunit of cAMP-dependent Protein Kinase A 
(PKA-C) (Figure 5.2). Specific labeling of side-chain methyl groups is achieved using 
the M9 minimal medium typically used for 15N labeling of proteins with the addition of 
appropriate amounts of methyl labeling precursors. As the protocols for overexpression 
and purification of PKA-C have been described extensively [321, 343, 344], we will 
report only the most crucial steps (Figure 5.3). Note that for binding titrations studies we 
mostly used 2D NMR experiments and the favorable relaxation properties of PKA-C 
methyl resonances make it possible to use fully protonated kinase samples. However, 
for the 3D 13C-13C methyl NOESY experiments we utilized 80% D2O for the expression 
protocol. In our hands, the utilization of a fully perdeuterated medium resulted in a 
scarce overexpression of the kinase. Nonetheless, for larger proteins with molecular 
weights greater than 100 kDa, high levels of deuteration are often necessary. In the 
latter case, over-expression of proteins in 100% D2O is highly strain-, vector-, and 
protein-dependent and requires optimization for each of these variables. Several tips for 
the optimization of perdeuterated growths have been provided by Gardner et al. [345].  
Materials 
Note: All stocks should be sterile before usage. 
LB Media (1L) 
 10.0 g Tryptone 
 5.0 g Bacto-Yeast 
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 10.0 g NaCl 
M9 Media (1L) 
3.0 g KH2PO4   
12.8 g Na2HPO4·7H2O 
1.0 g NH4Cl (for 15N labeling use 15NH4Cl) 
0.5 g NaCl  
Vitamins (50mL) 
5.0 mg Ca D(+)-panthothenate 
5.0 mg Biotin 
5.0 mg Folic Acid 
5.0 mg Niacinamide USP 
5.0 mg Pyridoxal 5-phosphate monohydrate 
1000 mg Thiamin 
Trace Metals (1x, 100mL) 
50 mM FeCl3   
20 mM CaCl2   
10 mM MnCl2   
10 mM ZnSO4  
2 mM CoCl2   
2 mM CuCl2      
2 mM NiCl2      
2 mM Na2MoO4    
2 mM Na2SeO3     
2 mM H3BO3  
Note: More details in the preparation of Trace Metal solution is provided at 
Studier et. al.[346]  
Keto-acid Stock (10 mL, water) 
2-ketobutyric acid-4-13C sodium salt (70mg/L of media) 
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2-keto-3-(methyl-13C)-butyric acid-4-13C sodium salt (90mg/L of media)   
Calcium Chloride 
Magnesium Sulfate 
D-glucose 
Ampicillin 
Isopropyl β-D-1-thiogalactopyranoside (IPTG) 
 
1. Place 500 mL of M9 media into baffled flasks and autoclave.   
2. Grow BL21 (DE3) cells containing the pRSET plasmid with PKA-C 
overnight in LB media (with Ampicillin). 
3. In the morning the culture should be in log phase growth. Then pellet the 
BL21 (DE3) cells under 2200xg for 10 minutes. During this time prepare 
add the following per 500 mL flask containing M9 media:  
a. 10 ml of 20% w/v glucose  
b. 5 mL of Vitamin stock 
c. 1 mL of 1 M MgSO4. 
d. 1 mL of 50 mM CaCl2 
e. 500 L of 1000x Trace Metals  
f. 500 L of 10% w/v Ampicillin stock 
4. Resuspend the cell pellet in M9 media and allow to growth for at least an 
hour to allow for the culture to adapt to the adjusted metabolism. We 
usually have an initial OD600 of ~0.8. 
5. Once the cells reach log phase growth, lower the temperature to 24°C and 
add in the appropriate concentration of keto-acids into each flask (70 mg/L 
of 2-ketobutyric acid-4-13C sodium salt and 90 mg/L of 2-keto-3-(methyl-
13C)-butyric acid-4-13C sodium salt). 
6. After one hour, induce with 0.4 mM IPTG for at least 5 hours. Harvest 
under 8000xg for 25 minutes at 4°C. 
Purification of PKA-C 
 Buffer A (1L) 
- 30 mM MOPS (3-(N-morpholino)propanesulfonic acid) (6.28g) 
- 15 mM MgCl2       
 (3.05g) 
- 5 mM -mercaptoethanol      (352l/L of 
buffer) 
- pH 8.0 
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 Buffer B (1L) 
- 30 mM MOPS        (6.28g) 
- 15 mM MgCl2       
 (3.05g) 
- 25 mM KCl        (1.86g) 
- 5 mM -mercaptoethanol      (352l/L of 
buffer) 
- pH 8.0 
Elution Buffer (100mL) 
- 30 mM MOPS       (628 mg) 
- 15 mM MgCl2       (305 mg) 
- 25 mM KCl       (186 mg) 
- 1 mM cAMP       (33 mg) 
- 5 mM -mercaptoethanol     (35.2l/100 mL of 
buffer) 
- pH 8.0 
 
Cell Lysis 
1) Re-suspend PKA and the His6-RII(R213K) overexpressed cells Buffer A. 
Make sure the pellet containing RII was grown at least 1/3 of the volume 
of your PKA. 
2) Grind the cells in ice for approximately 10 minutes then lyse using a 
French press using 1000 psi of pressure. 
3) Spin down the solution at 20,000 rpm for 40 minutes at 4C. Mix with 10 
mL of NiNTA slurry and batch bind at 4C for a minimum of 3 hours. 
Elution 
1) Run the slurry through the column (make sure the resin does not dry). 
2) Wash with Buffer B (~200 mL). If preferred the wash buffer can also 
include 20 mM Imidazole to remove some non-specific binding proteins. 
This will not affect the PKA:RIIα interaction. 
3) Elute PKA-C using 150 mL of elution buffer.  
4) To remove RII wash with ~50 mL of Buffer B with 250 mM imidazole.  
 
Although mass spectrometry is a viable method to assess the labeling of proteins with 
stable isotopes, the most straightforward way to determine the correct isotopic 
incorporation is to acquire the [1H,13C]-HMQC spectra of the system of interest. The 
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characteristic chemical shift patterns allow one to easily identify isoleucine (C), leucine, 
and valine methyl groups as they resonate in distinct regions of the 1H/13C correlated 
spectra. Due to the high sensitivity of methyl groups, 2D spectra of large proteins (~40 
kDa) with reasonable sensitivity can be measured with modern spectrometers with 
relatively modest concentrations (~200 M). A [1H,13C]-HMQC spectrum of apo PKA-C 
shows the labeling and spectral quality of ILV-methyl groups labeling (Figure 5.4). 
Below, we outline the NMR sample preparation that we use for apo form of PKA-C: 
Materials 
Potassium Phosphate Monobasic 
Potassium Chloride 
Dithiothreitol 
Magnesium Chloride 
Sodium Azide 
10kDa Centrifugal Concentrator 
99+% Deuterium Oxide 
Long-tip Pipet, 13-1/4”  
5 mm Shigemi Tube 
1. Dialyze purified PKA-C under NMR buffer (20 mM KH2PO4, 90 mM KCl, 
10 mM DTT, 10 mM MgCl2, 1mM NaN3 at pH 6.5) overnight at 4°C. Initial 
concentration of PKA-C should < 5 M.  
2. Concentrate PKA-C at 2400xg using a 10kDa cutoff centrifugal 
concentrator at 4°C until the enzyme is concentrated to ~200 M. The 
protein concentration can reliably be measured by absorbance 
measurement at 280 nm using an extinction coefficient of 52060 M-1cm-1. 
3. Pipette 250 L (for Agilent spectrometers) or 300 L (for Bruker 
spectrometers) and add 12.5 or 15 mL of D2O (~5% v/v), respectively. 
Transfer the protein solution into a shigemi tube using a long-tip pipet. 
Place the plunger inside the tube until the plunger is evenly covered with 
no visible bubbles in the solution. 
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4. After spectrometer set up (spectrometer details are dependent on model 
and spectrometer) acquire a 13C-HMQC spectrum.  
 
5.4: Semi-Automated Methyl Group Resonance Assignment Strategies 
 The Achilles’ heel for methyl group NMR studies is site specific assignments of 
the resonances. For backbone studies, the assignment is carried out by walking through 
the peptide backbone through a series of triple resonance NMR experiments [170, 171, 
178, 179]. For the assignment of methyl groups resonances, the classical approach 
requires TOCSY-based spectroscopy with the magnetization starting on the methyl 
groups and transferred via 13C-13C couplings to the protein backbone [347]. This 
approach, however, is not applicable to methyl group side-chains of large proteins, such 
as the 82 kDa malate synthase G with a correlation time of ~46 ns [348]. In the latter 
case, the branched amino acids present a bifurcation of the magnetization pathways 
with a significant loss of transfer. Although several experiments have been tailored to 
correlate backbone C, C and C’ chemical shifts to methyl groups [312, 314, 349], the 
relatively fast transverse relaxation rates of these nuclei for larger proteins or 
conformational exchange phenomena (see the case of PKA-C [57]) do not allow to carry 
out sequential backbone assignments. A possible solution is to use a divide and conquer 
approach in which proteins are dissected into several smaller domains and the 
assignments are pieced together [317, 340]. However, there are many large monomeric 
proteins that are unamenable to this approach. An alternative strategy is to use site-
specific mutations to exchange amino acids with methylated side chains for glycine or 
other amino acids. The latter method, however, is very cumbersome and time-
consuming, particularly for very large systems. In response to this need, Matthews and 
co-workers proposed an automatic method that uses both NMR and X-ray structural 
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data to back calculate methyl side chain assignments [318]. This automated procedure 
was designed to rapidly assign methyl groups using full-length proteins and without 
mutagenesis [318]. This approach requires a crystal structure as a starting point to 
calculate methyl group chemical shifts and synthetic NOEs. An algorithm is then used to 
rank the scores of the initial (seed) assignment against the experimental NMR data. The 
latest version of this method features an improved algorithm with no manual intervention 
in NOESY spectra peak picking.  
Inspired by this work, we developed an approach that uses a similar philosophy, 
but utilizes a probabilistic method to tackle assignment problem. Specifically, we 
improved the efficiency of the phase space search using fuzzy logic coupled with Monte 
Carlo sampling. This approach, named FLAMEnGO (Fuzzy Logic Assignment of Methyl 
Groups), utilizes NOESY data as the primary input in concert with other data sets, such 
as methine-methyl TOCSY data, as well as paramagnetic relaxation enhancements 
(PREs). In our newer version of this software, FLAMEnGO 2.0 [350], we introduced a 
graphic interface that enables the interactive assignment of the methyl group 
resonances with the option of including secondary constraints, such as mutagenesis or 
supplemental NMR data.  
In the following synopsis, we describe the construction and usage of FLAMEnGO 
2.0, as well as its application to the side-chain methyl groups of PKA-C.  
5.5: Semi-Automated Assignment Protocol using FLAMEnGO 2.0 
All of the available methyl auto-assignment algorithms share the same 
philosophy: searching for the best assignments by comparing experimental NOE 
connectivities and chemical shifts to back-calculated data from the X-ray coordinates 
[318-320, 325, 350]. Starting from the available crystal structure or NMR structural 
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bundle, FLAMEnGO 2.0 back-calculates a 3D/4D NOESY spectrum from the 
internuclear methyl-methyl distances and compares synthetic data to an experimental 
NOESY spectrum (Figure 5.5). The algorithm iteratively swaps the resonance 
assignments until the scoring function is maximized. This process is repeated iteratively 
for an array of different simulated NOE distances until no further improvement is found. 
Given the probabilistic nature of this algorithm, multiple runs are performed in parallel to 
provide a statistical weight to the resonance assignments. Although FLAMEnGO is 
designed to handle sparse NOE data sets, sufficient coverage of the NOE network and 
other restraints (i.e., methine-methyl TOCSY or methyl-HN COSY, PREs or site-directed 
mutagenesis) are required for a confident assignment. The outline of the procedure for 
using FLAMEnGO GUI is shown in Figure 5.6. 
Below, we detail the experimental data and data formatting, as well as brief 
instructions on usage of FLAMEnGO 2.0. 
Materials 
 3D C,C,H 13C-HMQC NOESY 13C-HMQC data set (These pulse 
sequences are part of the TOPSPIN release for Bruker spectrometers, 
and are downloadable from the NMRFAM website 
http://pine.nmrfam.wisc.edu/download_pulseprogs.html for Agilent 
spectrometers).  
 2D 13C-HMQC data set (required) 
 Predicted chemical shift table (required, sources listed below) 
 Paramagnetic Relaxation enhancement data (optional) 
 Methine-methyl TOCSY data (optional) 
 Assigned amide chemical shifts (optional, if amide-methyl NOESY data 
are incorporated) 
 PDB file for protein. Note that hydrogen atoms need to be added to the 
PDB. Molprobity (http://molprobity.biochem.duke.edu/) is a resource to 
perform this function. 
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System Requirements and Specifications 
The python-based FLAMEnGO 2.0 program includes two main components: 1) the 
frontend GUI program flame.py, and 2) the backend engine FLAMEnGO.py. The former 
provides a convenient interface for configuring the setup and displaying the results, while 
the latter is the driver for a Monte-Carlo search.  The software is ready to run under 
Python 2.7, and requires wxPython and matplotlib modules for GUI and plotting. An 
integrated scientific python package, such as Enthought Canopy 
(https://www.enthought.com/products/canopy/) or Anaconda Python 
(https://store.continuum.io/cshop/anaconda/) are needed for full functionality.     
Input File Formats  
FLAMEnGO 2.0 uses a Monte Carlo search algorithm to swap resonance assignments 
from given input data and computes the fitness of the resonance assignments based on 
a score function. The details of the scoring function are discussed in Chao et al. [320, 
350].  
Initial Random Assignment  
The algorithm needs an arbitrary initial assignment to start the swapping process 
associated with the Monte Carlo algorithm. This seed assignment must be consistent 
with PDB numbering and included in all input data. The data are formatted in a series of 
columns by <assignment #> <amino acid type> <resonance atom ID> -> <assignment 
#> <amino acid type> <resonance atom ID>. Note that there is no change in residue, 
rather this indicates to the program which residues to assign. To constrain a specific 
resonance assignment (e.g., found using site-directed mutagenesis), the user should 
place an asterisk at the beginning of the line: 
296 VAL HG2 -> 296 VAL HG2 
* 301 ILE HD1 -> 301 ILE HD1 
321 ILE HD1 -> 321 ILE HD1 
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323 VAL HG1 -> 323 VAL HG1 
323 VAL HG2 -> 323 VAL HG2 
325 ILE HD1 -> 325 ILE HD1 
 
3D C,C,H 13C-HMQC-NOESY-13C-HMQC  
The 3D C,C,H 13C-HMQC-NOESY-13C-HMQC data need to be formatted in a series of 
columns in the following order: <13C (2) chemical shift> <1H (3) chemical shift> <13C 
(1) chemical shift> <13C (2) linewidth>  <1H (3) linewidth> <13C (1) linewidth> 
18.32 1.28 27.41 0.4 0.025 0.4 
22.76 0.88 19.53 0.4 0.025 0.4 
22.76 0.88 15.69 0.4 0.025 0.4 
22.76 0.88 21.55 0.4 0.025 0.4 
22.76 0.88 18.66 0.4 0.025 0.4 
20.97 0.78 17.77 0.4 0.025 0.4 
25.05 0.68 23.33 0.4 0.025 0.4 
 
13C-HMQC/15N Amide 
The data is formatted in a series of columns by <assignment #> <amino acid type> 
<resonance atom ID> <chemical shift value>. Note that the assignment reported in this 
file at the beginning of the calculation is arbitrary for the 13C-HMQC. The amide chemical 
shifts are optional and only required if one is using amide to methyl NOE data. The 
amide chemical shifts must be assigned based on previous experiments. 
  7 LEU HD1     0.34  
  7 LEU HD2     0.56  
  7 LEU CD1    25.39  
  7 LEU CD2    24.56  
 20 LEU HD1     0.88  
 20 LEU HD2     0.64  
 20 LEU CD1    25.10  
 20 LEU CD2    27.22 
 
Paramagnetic Relaxation Enhancement Data (PREs) 
Although the PRE data are listed as an option, we demonstrated that the inclusion of 
these constraints in the computation dramatically increases both the speed and 
accuracy of the resonance assignments [320, 350]. In particular, PRE data are crucial to 
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solve the ambiguities caused by partial peak overlap (Figure 5.7). PRE data are 
included as distances using the semi-quantitative approach described by Battiste and 
Wagner [351], in which the ratios of the peak intensities in the presence of the oxidized 
versus the reduced spin label are converted into three different categories: weakly 
affected (< 20% of signal is lost through the PRE effect), moderately affected (20-80% of 
the signal is lost) or strongly effected (<20% of the signal is lost). These categories are 
flagged as W, M, and S in the input file. If a resonance is unobserved regardless of the 
PRE effect, then a flag of 999 is used in the 4th column of the input file. The data are 
formatted in four columns, including <assignment #> <amino acid type> <resonance 
atom ID> <Flag (W, M, S, 999)>: 
 89  HD1  LEU 999 
 92  HD2  LEU 999 
102  HD1  LEU M 
102  HD2  LEU M 
 71  HD1  ILE S 
 92  HD1  LEU S 
138  HD1  LEU W 
 13  HD1  LEU W 
 
Prediction of Methyl group chemical shifts from the PDB file 
Various algorithms are used to predict the side chain chemical shift values. Output from 
any commonly used program, such as CH3SHIFT[323]  (http://www-
sidechain.ch.cam.ac.uk/CH3Shift/), SHIFTX2 [352], (http://www.shiftx2.ca/) and PPM 
[353] (http://spin.ccic.ohio-state.edu/index.php/ppm) can be implemented in FLAMEnGO 
2.0. Since the output is not uniform between programs, data must be reformatted as 
follows: <residue #> <amino acid type> resonance atom ID> <predicted chemical shift 
value> <error of prediction> 
1 VAL CG2 19.992 1.128 
1 VAL HG2 0.828 0.173 
5 LEU CD1 25.747 1.412 
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5 LEU HD1 0.969 0.176 
 
Residue Type  
Amino acid-type assignments can be included as constraints in the search algorithm. 
The data format is identical to that of the initial assignment file. 
  
Instructions to run FLAMEnGO 2.0 GUI 
1. Open FLAMEnGO  
“python flame.py” 
2. Specify the location of each input file on the main window..  
3. To set up FLAMEnGO go under File > SetUp (Figure 5.8A). Set the NOE 
range between 5.0-10.0 with step size of 0.5. The sampling number is the 
number of Monte Carlo calculations run at each point and should be over 
100k (Figure 5.8B). 
4. Select the Run button. Please note that calculations take a considerable 
amount of time. 
5. Once the runs are finished a plot of the score with respect to the NOE 
distance will appear (Figure 5.8C). To minimize the uncertainty of the 
assignment, click on the point where the NOE value where the maximum 
score is first reached (Figure 5.8D) 
6. Select the number of calculations you wish to run (≥10). The final output 
will give the assignment and the statistical weight of each assignment. 
Output Files 
FLAMEnGO provides two types of output files. The first is the assignment file, which 
provides the calculated assignment at each given calculation at a specified NOE cutoff 
distance. Once the aggregate calculations are performed at a cutoff distance, the 
probability of each assignment is calculated. The probability of each assignment from 
the calculations is what is used to determine the fitness of the assignment. 
Score and Assignment 
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The output file provides the user with the percent of the residues assigned, the 
assignment score and the assignment from the single calculation. The assignment is 
provided as the following <initial assignment> -> <calculated assignment. On the first 
line the first two columns provide the <final scoring value> <% of residues assigned>.  
     (205.2936878260806, 93.079554272662747, 193, 
17.844744345905379) 
############################# 
158   LEU   HD1 ->    148   LEU   HD1 
     237   VAL   HG1 ->     90   VAL   HG2 
     321   ILE   HD1 ->    196   ILE   HD1 
     259   LEU   HD2 ->    191   LEU   HD2 
     197   LEU   HD1 ->     75   LEU   HD1 
 
Summary 
The summary file will provide the assignment, as well as the number of times the 
particular assignment was made across all the calculations. A confident assignment is 
defined in this case as one that is consistent through all calculations at least 80% of the 
time; a reliable statistic for this assessment requires ≥10 calculations.  For each 
assignment the output is as follows: <initial assignment> -> <calculated assignment> 
<number of times the assignment was calculated>. 
   105   VAL   HG1 ->    137   VAL   HG1    10 
   254   LEU   HD1 ->     68   LEU   HD1    10 
    75   LEU   HD2 ->    263   LEU   HD2     6 
   143   LEU   HD2 ->     45   LEU   HD2     7 
    13   LEU   HD1 ->    259   LEU   HD1    10 
   241   VAL   HG2 ->    137   VAL   HG2    10 
 
5.6: Conclusions and Perspectives 
 Selective labeling of the methyl group side-chains has extended the application 
of NMR methods to the analysis of both structure and dynamics of proteins up to 1 MDa. 
However, as the systems become larger, classical methods for resonance assignments 
fail. In this chapter, we reported a semi-empirical approach that enables the assignment 
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of methyl group resonances in large proteins. The structure-based approach requires the 
X-ray or the NMR ensemble of structures to generate a probability-based assignment. 
Inclusion of NOEs, PRE, site-specific mutagenesis data, methine-methyl TOCSY, and 
partial assignment from methyl-HN COSY data dramatically improves both the accuracy 
and the speed of the assignment procedure. This method promises to extend 
biomolecular NMR studies beyond the MDa limit.  
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This work was supported in part by the NIH (GM100310 and GM72701 to GV and T32 
AR007612 to JK). NMR experiments were carried out at the Minnesota NMR Center and 
FLAMEnGO 2.0 calculations at the Minnesota Supercomputing Institute.  
  
135 
 
Chapter VI: NMR Mapping of Protein Conformational 
Landscapes using Coordinated Behavior of Chemical Shifts 
upon Ligand Binding 
Alessandro Cembran, 1,2 Jonggul Kim,2 Jiali Gao, 2 and Gianluigi Veglia1,2* 
1Department of Biochemistry, Biophysics & Molecular Biology; 2Department of 
Chemistry – University of Minnesota 55455. 
 
 
Reprinted with permission from Physical Chemistry Chemical Physics, Vol. 16, pg. 6508 
Copyright 2014 Royal Society of Chemistry 
136 
 
6.1: Introduction 
 To perform their functions, proteins undergo conformational transitions among 
different states that are distributed in funnel-like free energy landscapes similar to the 
classical folding funnels [354, 355].  Allosteric effectors, such as co-factors, drugs, and 
other binding partners, modulate the conformational equilibrium by shifting the 
population of these conformers among different energy basins [356-358]. Understanding 
how the equilibrium between these states is altered upon ligand binding is of critical 
importance for elucidating allosteric signaling and regulation of proteins [359].  
 NMR spectroscopy is emerging as the technique of choice to map allosteric 
phenomena at the atomic level [360-362]. Heteronuclear correlation experiments [363] 
provide NMR amide “fingerprints” of proteins and protein complexes. For amide groups, 
the [1H,15N]-HSQC experiment correlates the 1H and 15N frequencies (chemical shifts); 
amide chemical shifts are sensitive probes for structural changes and are used to 
assess folded state and monitor the effects of ligand binding on protein structures[364-
367]. Resonance chemical shifts reflect the weighted average of different conformer 
populations within the sample and are affected by the exchange regime between the 
different conformational states. Under a slow exchange regime in the NMR time scale 
(kex << ), the amide resonances display distinct peaks. Under intermediate exchange 
(kex ~ , the resonances broaden out, while for a fast exchange regime (kex >> ), the 
resonances display narrow lines, reflecting the weighted average of the populations 
present in the sample. For ligand binding studies, it is customary to carry out titration 
experiments. If a protein exists in fast equilibrium between different states, and ligand 
binding shifts the equilibrium toward a single state, the trends of the chemical shifts upon 
ligand titration follow linear paths that reflect ligand dissociation constants (reviewed in 
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[143]). Similarly, if a protein exists in equilibrium between different states in a fast 
exchange regime and one were to promote the population of other states by mutations 
or posttranslational modifications, the trajectories of the chemical shifts follow linear 
trends [12, 55, 56, 143, 341, 368-370].   
 These linear trends can be used to quantitate both the stability and functional 
states of proteins [371]. Amide chemical shift linear trends provide the basis for a 
quantitative method recently proposed by Melacini’s group to correlate long-range 
chemical shift changes to allosteric regulation, as well as to differentiate between active 
and inactive states of the regulatory subunit of cAMP dependent Protein Kinase A [372-
375]. More recently, the Forman-Kay group used a similar approach to analyze the 
allosteric coupling in the cystic fibrosis transmembrane conductance regulator [376] and 
quantify the differential engagement of peptide complexes [377]. Finally, chemical shift 
trajectories have been utilized to determine the affinities and the number of binding sites 
in protein ligand interactions [378].   
 Inspired by this body of work, we developed a complementary analysis method 
(CONCISE, COordiNated ChemIcal Shifts bEhavior) that estimates the density of the 
states of a protein in different bound forms, providing a degree of collective response, or 
cooperativity, of the protein residues upon ligand binding. When combined with 
thermocalorimetric data, the density of populations obtained by this analysis defines a 
free energy landscape of the protein’s ligated states. We tested this method for the 
conformational transitions of the C-subunit of the cAMP-dependent protein kinase A 
(PKA-C) upon nucleotide and pseudo-substrate binding, and constructed the free energy 
landscape along the enzymatic reaction coordinates.  
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 PKA-C is a ubiquitous enzyme involved in many signaling pathways, playing a 
fundamental role in the pathophysiology of several different cellular events. PKA-C has a 
bilobal fold, with a small lobe (N-lobe), comprising mostly β-sheets that harbor the 
nucleotide binding pocket, and a large lobe (C-lobe), including mostly helical segments 
that host the substrate binding groove[379, 380]. During turnover, PKA-C is thought to 
interconvert between three major conformational states: open (apo), intermediate 
(nucleotide-bound), and closed (nucleotide and substrate bound) [379, 380]. While the 
apo form explores mainly an open conformation, with the two lobes disengaged and 
conformational dynamics uncommitted to catalysis, nucleotide binding shifts the enzyme 
conformational ensemble toward a dynamically committed state that is able to bind the 
substrate with enhanced affinity (positive cooperativity)[12, 55, 56]. Finally, substrate 
binding shifts the equilibrium toward a new basin, where the conformational dynamics 
are redistributed throughout the entire protein, priming it for phosphoryl transfer [55]. 
Binding of an inhibitor peptide (PKI5-25), however, traps the kinase in a fully closed state, 
quenching the conformational dynamics throughout the enzyme and restricting the 
opening and closing motions required for product release [55]. To map these equilibria, 
we utilized previously measured chemical shifts of the PKA-C fingerprints of the apo, 
ATP--N (AMP-PNP)-bound, ATP-bound, and AMP-PNP/PKI-bound forms, and applied 
both CONCISE and the chemical shifts covariance analysis (CHESCA)[372]. We found 
that our method is able to distinguish between the multiple states and quantitate the 
density of each state, and, when combined with binding free energy data, define the free 
energy landscape of the kinase. While site-specific correlations among the residues are 
attainable through the CHESCA analysis[372], CONCISE is able to estimate the 
collective response of the enzyme.    
6.2: Methods 
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Calculation of the Population Density 
 In order to validate our method, we generated synthetic [1H,15N]-HSQC spectra 
corresponding to four virtual states (A, B, C, and D) similar to those obtained 
experimentally for PKA-C, with  an identical number of peaks, positions, and range of 
chemical shift perturbations. Then, we simulated four different cases. In the first case 
(ideal, Figure 6.1A), we placed the chemical shifts of the resonances in four virtual 
states according to perfect linear trajectories, with equilibrium positions:  0 (state A), 1/3 
(state B), 2/3 (state C), and 1 (state D), going from A to the D state. For the second case 
(ideal+noise, Figure 6.1B), we added random noise to both the nitrogen (standard 
deviation, SD = 0.20 ppm) and proton (SD = 0.03 ppm) dimensions of the ideal spectrum 
in Figure 6.1A. In the third case (random, Figure 6.1C), the positions of the resonances 
were completely randomized, and in the fourth case (mixed random+ideal, Figure 6.1D), 
we set half of the peaks following linear trajectories with added random noise (with 
nitrogen and proton SD of 0.10 and 0.02 ppm, respectively), while the other half of the 
peaks represented a random distribution of the states, as in Figure 6.1C.  
 In order to analyze the chemical shift trajectories, we utilized principal component 
analysis (PCA). This approach is similar to the one proposed by Sakurai and Goto [371, 
381] and allows one to filter out nearest-neighbor effects and perturbations that do not 
reflect the shifts in the conformational equilibrium upon ligand binding (see also Melacini 
[373] and Forman-Kay[377]). In Figure 6.2, we report a typical example of the PCA 
analysis filtering procedure for two selected resonances in the ideal+noise case (Figure 
6.1B). To give equal weight to both proton and nitrogen chemical shift perturbations, 15N 
chemical shifts were scaled by a factor of 0.154. PCA is applied separately to each 
residue, and rotates the residue’s resonances from the 1H, 15N plane to a new coordinate 
system, defined by PC1 and PC2, which is a linear combination of the original axes. The 
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new axes (PC1/PC2) maximize the variance along PC1 and minimize it along PC2. As a 
result, a perfectly linear correlation would perfectly align along PC1 and show no spread 
along PC2, and thus we consider the PC1 projection as a measure of the equilibrium 
position as reported by each individual residue. The ratio between the SD along PC1 
and that of PC2 defines the degree of linearity for each residue, which is used to filter 
out those resonances whose chemical shift changes do not report on the conformational 
equilibrium.   
 After linearizing the trajectories for each residue, the per-residue information is 
averaged together into a global descriptor – the average PC score – that reports on the 
position of each state along the equilibrium. To average the PC1 projections, all PCs 
must be oriented in the same direction. Since the PCA analysis orients the trajectories of 
the peaks either toward the positive, or rotated by 180° toward negative values (Figures 
6.2B and 6.2E), we imposed a common orientation for all of the trajectories, applying a 
180° rotation for those trajectories in the opposite direction (Figures 6.2E and 6.2F). The 
two states that define the directionality correspond to the extremes (initial, A, and final, 
D, states) of the conformational equilibrium. The scores of different residues along PC1 
are then normalized, dividing by the standard deviations of PC1 (see scale on top of 
Figures 6.2B, 6. 2C, 6.2E, and 6.2F). Once oriented and normalized, the PC1 
projections of the selected subset of residues are averaged and the standard deviations 
computed (Figure 6.3). The average PC1 score indicates the position of each state 
along the equilibrium, while the spread reported by the standard deviation bars is a 
measure of the collective response of the selected subset of residues to ligand binding. 
In this context, narrow distributions are indicative of a collective behavior of the protein 
residues reaching the ligated state, while broad distributions indicate the presence of 
uncoordinated behavior. To filter out resonances not reporting on conformational 
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equilibrium, the average is performed on a reduced set of residues with the highest 
degree of linearity. We found that a SDPC1/SDPC2 ratio ≥ 3 gives a reasonable threshold 
for linearity, while at the same time ensuring a sufficient number of residues for a 
statistically significant sampling. The experimental error was taken into account by 
discarding all of the residues with a PC1 range below 0.05 ppm, which is analogous to 
the range used in the projection analysis method [372].  
Covariance Analysis (CHESCA) 
The CHESCA analysis of the chemical shift covariance was carried out in agreement 
with the protocol proposed by Melacini and co-workers [372]. While the original CHESCA 
method uses the 15N and 1H chemical shifts weighted sum ( = wNN + wHH, with wN = 
0.2 and wH = 1) to calculate the covariance matrix, we used instead the PC1 scores, 
which more directly report on the conformational equilibrium.. While our approach gives 
a concise view of the conformational transitions, CHESCA gives a residue-specific view 
of the correlations among the residues in different protein domains [372]. Therefore, we 
calculated the correlation coefficients between the PC1 scores of the different residues 
using the following relationship: 
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(6.1) 
where s indicates the normalized PC1 scores for residues i and j, and the brackets 
indicate the mean over all of the states. The correlation coefficients between residues 
are plotted in a matrix format to identify the residues with highly correlated chemical shift 
changes. Furthermore, we clustered the residues using a hierarchical clustering step as 
described by Selvaratnam et al. [372]. The largest cluster of correlated residues was 
identified using a correlation coefficient of 0.99 as threshold for the clustering trees. 
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Experimental HSQC titration data of PKA-C 
 The HSQC data used in our analysis were taken from the previous published 
work by Masterson et al. [55], and all the samples were obtained under the same buffer, 
pH, and temperature conditions. A crucial element for the successful application of this 
method is the correct referencing of the resonances in the [1H,15N]-HSQC spectra, since 
the chemical shifts are highly sensitive, even to small structural perturbations. Therefore, 
the corrections to the chemical shifts (15Nj, 1Hj) for a state j were calculated 
minimizing a distance function, Dj, defined as: 
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(6.2) 
where the superscript ref indicates the reference state (in our case the apo form), the 
subscript i runs over all of the N residues, and j is the state to be re-referenced.  
6.3: Results 
CONCISE analysis of synthetic data 
 The CONCISE calculations carried out on the synthetic data are shown in Figure 
6.3, where the average position and spread of the PC1 scores for each state are 
displayed as bar plots and normal distributions. For the ideal case illustrated in the first 
panel of Figure 6.3A-B (perfect linear correlation), the equilibrium values for the four 
states were -1.34, -0.45, 0.44, and 1.35 standard units, which correspond to the 
equilibrium positions of 0, 1/3, 2/3, and 1. Since no random noise was added to the 
spectrum, there is no spread in the equilibrium positions. In contrast, the introduction of 
random noise (Figure 6.3A-B, second panel) causes a slight shift of the average PC 
score, broadening the distribution by approximately one standard deviation. When a 
random distribution of the chemical shifts is used (Figure 6.3A-B, third panel), the B and 
C states are indistinguishable (SD -0.04 and -0.01), while states A and D are still 
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distinguishable (SD -0.63 and 0.68). The latter originates from the rotation of the 
principal components, which requires a specific peak order and the assignment of the 
two reference states. Therefore, if the average values of the two reference states differ 
by ~1.3 standard deviations and the broadening is greater than 2 standard deviations, 
the analysis cannot be applied. Finally, the fourth panel in Figure 6.3A-B illustrates the 
results obtained for the mixed case, where the first half of the peaks (1-175) are ordered 
along the linear trajectory, while the second half (176-350) are randomly distributed. As 
expected, the random data introduce a broadening of the distributions, which can be 
eliminated using the filtering method described above (Figure 6.3C-D). While the 
filtering improves the accuracy of the average position and reduces the broadening of 
the distribution reported in the fourth panel of Figure 6.3, it produces no effect in the 
case of random chemical shift distribution reported in the third panel of Figure 6.3.  
CHESCA analysis of synthetic data 
 Figure 6.4 shows the calculated correlation matrices of PC1 scores for the 
synthetic data, with a threshold for displaying correlation coefficients higher than 0.9. For 
the ideal case, the changes in chemical shifts are all strongly correlated, since the 
residues follow perfect linear trajectories. Upon addition of random noise (Figure 6.4B), 
the values of the correlation coefficients throughout the protein sequence lower 
substantially. Nonetheless, it is still possible to observe that several residues throughout 
the proteins are highly correlated. For the random case (Figure 6.4C), the degree of 
correlations among the different residues is much lower. However, some of the residues 
still show correlation coefficients greater than 0.9. The latter is due to a limited number of 
samples (4 states). If more states are included, these correlations will become much 
weaker or filtered out. When only half of the protein resonances have linear changes in 
the chemical shifts, (mixed case, Figure 6.4D) it is possible to see a higher density of 
correlations in the map for the first part of the protein, while weaker correlations are 
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observed for the remaining residues. To identify the large correlation clusters, we applied 
a hierarchical clustering analysis to the data. The largest clusters obtained from these 
calculations are shown in the correlation matrices of Figure 6.5. To select the clusters, 
we used a threshold of 0.99. For the ideal case (Figure 6.5A), there is only one cluster, 
which includes all of the protein’s residues. Addition of noise reduces the size of the 
largest cluster (Figure 6.5B), while in the random case (Figure 6.5C), the correlations 
among the residues through the protein are sparse, with only a handful of residues 
contributing to the largest correlated cluster. In the mixed case (Figure 6.5D), the 
method shows more dense correlations for the linear trajectories of the residues, while 
the fictitious correlations are rather sparse.  
Mapping Protein kinase A Intramolecular Allostery using CONCISE and CHESCA 
 We applied CONCISE to the conformational transitions of PKA-C as mapped by 
[1H,15N]-HSQC spectra for four different states of the enzyme: apo, binary (AMP-PNP 
bound), binary (ATP-bound), and ternary (AMP-PNP and PKI5-25 bound). Peak positions 
for the four experimental data sets are shown in Figure 6.6A. The distributions of the 
residue positions in the different states are reported in Figure 6.6B. The two limits of the 
linear trajectories are represented by the apo and the ternary complex, corresponding to 
the open and closed conformations, respectively [380]. The average PC scores obtained 
using the full set of residues (dashed lines in Figure 6.6B) are within reliable thresholds, 
with the two extremes of the linear relationship separated by 2.22 standard units and 
with a spread of about one standard deviation. After filtering out the residues 
characterized by low linearity and small perturbations, the results obtained with the 
reduced set (solid lines in Figure 6.6B) improved significantly, i.e., the distance between 
the two extremes increases and the spread is reduced to less than one standard 
deviation. Overall, the positions of the four states (-1.11, -0.50, 0.28, and 1.33) 
correspond to equilibrium positions of 0, 0.25, 0.57, and 1, defining the fractional 
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populations of the different states. The binding of the two different nucleotides induces 
two intermediate conformations: one (AMP-PNP bound) slightly shifted toward the open 
state and the second (ATP-bound) shifted toward the closed state. The spread of the 
distribution indicates the collective behavior of the residues, since it measures the extent 
to which each residue approaches a defined state. Since the distributions of the 
chemical shifts are directly related to the populations of the different states, it is possible 
to combine this information with thermocalorimetric measurements and define a 
conformational energy landscape for PKA-C. To construct the free energy basins for the 
open, intermediate, and closed states of the kinase along the open to close reaction 
coordinate, we used a harmonic potential underlying the Boltzmann distribution for each 
state: 
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where s is the position along the average PC score in standard deviation units, and  
and  are the mean and standard deviation for each distribution. The transition from apo 
to ATPN-bound was mapped using the dissociation constant Kd (39 M) and the kon (0.7 
106 to 2.8 106 M-1s-1) from ATPN binding [12], which resulted in an energy barrier 
ranging from 8.7 to 9.5 kcal mol-1, and a free energy difference between the two minima 
of -6.0 kcal mol-1. In addition, using the Kd for PKI binding to the ADP:PKA binary form 
(0.03 to 0.06 M)[12], we determined an upper limit (-9.9 to -10.3 kcal mol-1) for the free 
energy associated to the transition from the binary to the ternary complex. For the 
transition state between the binary and ternary forms, we were able to set an upper limit 
of about 7 kcal mol-1 based on the following considerations: first, the transition state 
barrier for PKI and PLN binding should be comparable (Hammond’s postulate); second, 
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the rate limiting step is associated with ADP release, which sets an upper limit of about 
15 kcal mol-1 to S16p-PLN dissociation; and third, the Kd for PLN binding to ADP:PKA 
(10±4 M) brackets its binding free energy between -6.7 and -7.2 kcal mol-1. Based on 
these considerations, we modeled the transition state (TS) to be about 3 kcal mol-1. 
Figure 6.7 shows the free energy surface with three energy basins, corresponding to the 
apo, intermediate and closed state. The shapes of the minima correspond to the density 
of the populations calculated from the chemical shifts. These results are in qualitative 
agreement with the molecular dynamics calculations [55]. 
 To analyze the extent of the chemical shift correlations between residues in the 
different part of the kinase, we mapped the largest cluster of correlated residues on the 
correlation matrix (Figure 6.8A). We found that a large number of residues report on the 
open-to-close transitions of the enzyme. Interestingly, these correlations span the entire 
enzyme structure (Figure 6.8B), indicating a collective response of the protein to the 
binding events. Several residues with large chemical shift changes ( > 0.15 ppm, red 
spheres in Figure 6.8C) do not follow linear paths and are mostly localized near the 
ligand binding sites. For these residues it is not possible to discern the perturbations 
associated with the opening and closing equilibrium from the electrostatic and structural 
changes induced locally by ligand binding. Within the largest correlated cluster, we 
identified six groups of residues that were spatially connected (Figure 9), suggestive of 
a structure-based allostery. The largest group indicated in red encompasses eighteen 
residues in the small lobe of the kinase that are not in direct contact with the nucleotide 
binding pocket. Another significant group (displayed in yellow) involves residues that 
connect the C-helix with the magnesium-positioning, the activation, and peptide-
positioning loops. The yellow cluster of residues is also in close proximity with other 
residues indicated in purple, although no physical contact exists in the X-ray structure 
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[379]. Interestingly, there are residues that trace the inner core of the enzyme, 
connecting Ala-40 involved in the C-spine [382], Val-104, and Phe-100 of the C-helix-4 
loop (peripheral to the C-spine) with both the E- and F-helices. These residues form a 
long conduit from the small to the large lobe. Finally, residues in the 6-8 connecting 
loop form a cluster of 8 residues with the C-terminal loop indicated in green. However, 
we identified several pairs and isolated residues, whose correlated behavior could not be 
traced along contiguous paths. The latter may reveal non-structure-based allosteric 
phenomena as described by Hilser et al. [383].  
6.4: Discussion 
 Proteins exert their function via binding of ligands or other partners. Binding of a 
ligand to rigid protein scaffolds follows a mechanism reminiscent of the classical lock-
and-key [384] or induced-fit mechanisms [385]. However, many proteins undergo 
conformational interconversions involving domains or loops, and in more extreme cases, 
the entire protein. For instance, signaling proteins such as protein kinases are 
notoriously dynamic molecules [24, 386], with conformational isomers distributed among 
high and low energy states resembling classical folding funnels [354, 355, 357]. The 
extent of conformational dynamics manifested by a protein defines the shape of these 
free energy basins as well as the heights of the energy barriers between the different 
basins [387]. Dynamic proteins display broad basins and low energy barriers between 
them, whereas more rigid proteins populate low energy basins and possess high energy 
barriers between the different states [388]. A revised view of allostery suggests that 
binding events are interpretable as conformational shifts of proteins among the different 
energy basins [389], with ligands selecting those conformers that are complementary to 
their structural and dynamic features, shifting the population of the biomacromolecules 
from the unligated to the more stable ligated state [390-392].  
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 NMR chemical shifts are atomic reporters of the conformational equilibria that the 
proteins undergo upon ligand binding. Although the extent of the chemical shift 
perturbations has been routinely used to identify binding hotspots and estimate the 
populations of the conformers, more recent analyses of the chemical shift trajectories for 
two-state equilibria suggest that statistical correlations can give a more complete view of 
the conformational transitions of proteins and identify possible allosteric networks [372, 
373]. The latter is particularly important to rationalize the conformational transitions of 
PKA-C [4, 393], where we observed chemical shift changes interspersed throughout the 
entire enzyme. When analyzed using the compounded 1H/15N chemical shifts of the 
enzyme fingerprint, we were able to identify contiguous paths localized in the proximity 
of the nucleotide and ligand binding sites [12]. However, in several instances we were 
not able to interpret the long-range chemical shift perturbation sparsely distributed 
across the entire enzyme. Nonetheless, many of these changes followed linear 
trajectories upon ligand binding [55, 56].  
 The CONCISE approach presented here enables us to filter out chemical shift 
changes occurring in the immediate proximity of the ligand binding crevices from those 
that report on the conformational transitions, identifying the progressive conformational 
transitions of the enzyme from the apo (open), intermediate (partially closed) to the 
ternary complex (fully closed state) upon nucleotide and substrate binding. Importantly, 
our analysis shows that the residues involved in the opening and closing transitions act 
collectively, i.e., with a coordinated behavior upon ligand binding (Figure 6.6C). 
Interestingly, CONCISE discriminates between the positions of the equilibrium reached 
upon binding two nucleotides, ATP and ATPN (AMP-PNP). ATPN has been considered 
a non-hydrolyzable nucleotide, which mimics the effects of ATP binding. Our analysis 
reveals that ATPN induces a conformational state slightly more open than the 
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corresponding ATP-bound enzyme. The density distribution of the amide resonances 
upon addition of ATPN is shifted toward the apo state of the enzyme, with an average 
position for the ATPN-bound of ~27%; whereas the corresponding distribution of the 
population of the ATP-bound kinase is shifted toward the closed state with an average 
value of ~62%. A possible explanation is that the geometry around the - and -
phosphates is crucial to define the intermediate state, and small changes in the 
geometry of the -phosphate may cause the enzyme to adopt a more open 
conformation. The latter suggests that ATPN is not a perfect mimic for ATP.  
 How does the kinase reach a defined conformational state? Are there preferential 
paths activated by ligand binding that modulate allosteric response (networks)? Are the 
perturbations localized or does the protein respond collectively? 
 For PKA-C, we found that the major cluster of residues reporting on the opening 
and closing of the enzyme is not localized in a specific area; rather it is distributed 
throughout the enzyme across the small and large lobes. Although some contiguous 
paths of correlated residues can be identified (Figure 6.9), especially in the small lobe 
and across the enzyme’s core, it is not possible to explain all the observed correlations 
in terms of spatial proximity. Perhaps, the best explanation for allosteric behavior in 
PKA-C is a combination of well-defined pathways [394, 395] together with non-structure-
based allosteric phenomena, reflecting thermal fluctuation (local folding and unfolding) in 
agreement with ensemble-based model [383], where allostery is formulated as 
thermodynamic coupling between protein domains in the absence of physical couplings.  
It should be noticed that the chemical shift analysis provided here gives only a partial 
view of signal propagation throughout the enzyme. A definite answer will require analysis 
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of further isotopic probes, including those of methyl side chain groups, that can trace the 
changes in the hydrophobic residues populating the core of the kinase [61]. 
6.5: Conclusions 
 In conclusion, we presented a statistical interpretation of the linear trajectories of 
the chemical shifts that gives a quantitative and concise view of the transitions 
associated with ligand binding. In the case of PKA-C, our method describes the 
collective behavior of the resonances through the structural transitions upon ligand 
binding, and shows that it is possible to discern between different nucleotides, nucleotide 
analogs, and competitive inhibitors in the conformational transitions of the enzyme. This 
method is also applicable to other structural perturbations, such as post-translational 
modifications or mutations, to identify the average conformational state of a protein. The 
combination of the population densities derived from the chemical shifts with 
thermocalorimetric and kinetic data enables the description of the free energy landscape 
of proteins. Therefore, this method gives a concise view of the way in which different 
ligands, such as drugs and peptides, can affect the conformational equilibrium and will 
be instrumental in the design of positive or negative allosteric effectors.  
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7.1: Introduction 
Protein kinase A (PKA) is a ubiquitous phosphoryltransferase involved in a 
myriad of cellular events. PKA was one of the first kinases to be discovered and 
characterized [396], and represents a benchmark for understanding the structure-
function relationship and catalytic mechanism for the entire kinase superfamily [61, 81]. 
Unlike metabolic enzymes optimized for fast turnover rates, PKA has evolved to 
orchestrate cell signaling events, mediating the transfer of external stimuli inside the cell 
[81]. Although it targets several hundred substrates [1], this kinase is highly specific, due 
to a tight spatio-temporal control that ensures physiological levels of phosphorylation of 
its specific cellular targets [397]. -adrenergic stimulation activates the PKA holoenzyme 
(two catalytic and two regulatory subunits, C- and R- subunits) [398], which unleashes 
the active C-subunits (PKA-C), a catalytic core that PKA shares with other 
serine/threonine- and tyrosine-specific protein kinases. PKA-C has a bilobate structure, 
comprised of a small -strand-rich lobe with a short α-helix (C-helix), which harbors the 
nucleotide binding pocket, and a large, mostly helical lobe containing the substrate 
binding site [379]. PKA-C’s catalytic cycle is a multistep process that involves nucleotide 
binding, substrate recognition and positioning, phosphoryl transfer and product release 
(ADP and phosphorylated substrate) [399]. Crystal structures have captured this enzyme 
in the major conformational states along the reaction coordinates: apo, intermediate 
(nucleotide-bound), and closed (ternary complex with nucleotide and pseudo-substrate) 
[111, 380]. More recently the peptide substrate and product complexes have been 
trapped in crystals [47]. However, these structures offers static images that do not fully 
describe the conformational changes and the role of motions occurring during allosteric 
regulation and catalysis [24]. The prominent role of conformational fluctuations for PKA-
C’s catalytic cycle was inferred from the analysis of mutants aimed at disrupting the 
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proposed allosteric network [400-405]. These studies, coupled with kinetic assays, 
suggest that the rate-determining step of the turnover is the ADP release following a fast 
phosphoryl transfer (~500 s-1), with the conformational transition from closed to open 
state being rate-limiting [406]. Among these mutants, Y204A (PKA-CY204A), located in the 
large lobe of the enzyme and distant from the active site (Figure 7.1), has been shown 
to substantially affect both kcat/Km and kcat [400, 404]. Interestingly, the X-ray structure of 
PKA-CY204A is virtually superimposable to that of the wild-type in the presence of PKI and 
ATP-Mg2, with an overall rmsd of ~0.5 Å [403]. From the comparison of the two X-ray 
structures, it emerges that Y204 couples the P+1 loop in the activation segment to both 
E230 and the hydrophobic core. Interestingly, Y204 does not have any direct contact 
with the peptide substrate, and yet this alanine substitution reduces dramatically the 
enzyme’s catalytic efficiency. Because the mutation induces no significant structural 
changes in the enzyme, let alone the active site, PKA-CY204A represents an ideal 
benchmark to test the relevance of the rates of motions in the PKA-C catalytic cycle.  
To analyze the effects of the Y204A mutation on the conformational dynamics of 
the enzyme, we carried out NMR spin relaxation measurements both in fast (ps-ns) and 
slow (μs-ms) timescales [407-409], focusing on the nucleotide-bound, dynamically-
activated and substrate-primed forms of PKA-CWT and PKA-CY204A.  We found that by 
disrupting the electrostatic network at the fringe of the small and large lobes, the enzyme 
responds with global dynamical changes; structural fluctuations in the ps-ns timescale 
show regions with both enhanced and reduced mobility. Importantly, relaxation 
dispersion measurements for quantifying chemical exchange in the s-ms timescale 
range show synchronous motions in the wild-type protein that are obliterated by the 
mutation. These effects are particularly evident for the Gly-rich loop and hinge region, 
those that mediate nucleotide binding, substrate recognition, and the rate-determining-
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step of the catalysis, i.e., ADP release. We conclude that synchronous (i.e., concerted) 
conformational fluctuations are essential for catalytic efficiency. 
7.2: Experimental Procedures   
 ITC. Both PKA-CWT and PKA-CY204A were dialyzed into 20 mM MOPS, 90 mM 
KCl, 10 mM DTT, 10 mM MgCl2, 1 mM NaN3 at pH 6.5. PKA-C concentrations for ITC 
measurements were between 11.8 - 32 µM. ATPγN was added to reach a final 
concentration of 2 mM.  All ITC measurements were performed with a Microcal VP-ITC 
instrument at 27°C. Approximately 1.7 mL of PKA-C was used for each experiment and 
280 µL of 2-4 mM of ATPγN or 140-210μM of PKI5-24 in the titrant syringe. All 
experiments were performed in triplicate. The heat of dilution of the ligand to the buffer 
was taken into account by measuring the heat of dilution of the ligand to the buffer and 
was subtracted from the experiment accordingly. The binding curves were analyzed with 
the NanoAnalyze software (TA Instruments) assuming 1:1 stoichiometry and using the 
Wiseman Isotherm: 
 
𝑑[𝑀𝑋]
𝑑[𝑋𝑡𝑜𝑡]
= ∆𝐻°𝑉0 [
1
2
+⁡
1 − (1 + 𝑟) 2⁄ −⁡𝑅𝑚 2⁄
(𝑅𝑚
2 − 2𝑅𝑚(1 − 𝑟) + (1 + 𝑟)2)1 2
⁄
] 
 
where the change of the total complex, d[MX] with respect to the change of the ligand 
concentration, d[Xtot] is dependent on r, the ratio of the Kd with respect to the total protein 
concentration, and Rm, the ratio between the total ligand and total protein concentration. 
The free energy of binding was determined using the following: 
∆𝐺 = 𝑅𝑇 ln𝐾𝑑 
where R is the universal gas constant and T is the temperature at measurement (300K). 
The entropic contribution to binding was calculated using the following: 
𝑇∆𝑆 = ⁡∆𝐻 −⁡∆𝐺 
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 NMR Spectroscopy. Uniformly 15N-labeded perdeuterated wild-type PKA-C and 
its Y204A mutant were overexpressed and purified as described elsewhere (Masterson 
et al., 2008). The NMR samples contained 90 mM KCl, 20 mM KH2PO4, 10 mM MEGA-8 
(Octanoyl-N-methylglucamide), 5% glycerol, 12 mM ATPγN, 10 mM MgCl2, 20 mM DTT, 
1 mM NaN3 in a mixed solvent of 5% D2O in water, pH 6.5. The protein concentrations 
for PKA-CWT and PKA-CY204A were ~400 μM, as determined from A280 measurements. 
Experiments were performed at 27 °C on Varian Inova spectrometers operating at 1H 
frequency of 800 MHz and 900 MHz. The [1H,15N] TROSY-HSQC spectra of PKA-CWT 
and PKA-CY204A in the apo, nucleotide bound (ATPN), and inhibitor bound (ATPN and 
PKI) forms were re-referenced to remove any shifting artifacts. To improve our statistics 
we carried out the CONCISE analysis using a total of six states [410]. The 15N shifts 
were then scaled by 0.154 to balance the weight of perturbations along the nitrogen and 
proton dimensions, and principal component analysis (PCA) was applied independently 
to each residue to identify the direction of largest variance across the six states defined 
above. The ratio between the standard deviations along PC1 and PC2 constitutes a 
measure of how well the different states follow a linear pattern for a given residue. 
Residues characterized by poor linearity (-PC1/-PC2) < 3.0) were discarded from our 
analysis, together with residues with small perturbations (range of chemical shift along 
PC1 < 0.05 ppm) and thus more heavily affected by experimental error. These 
thresholds reduced the number of residues available for all states from 155 to 94. 
Nuclear spin (15N) relaxation experiments performed with TROSY detected T1, T1ρ and  
15N[1H]-NOE, TROSY-Hahn-echo, and TROSY-CPMG experiments for the PKA-CWT and 
PKA-CY204A samples were carried out using 50x1600 points and spectral widths of 
2403x10504 Hz in the indirect and direct dimensions. The 1H and 15N carrier frequencies 
were set on water resonance and 120.5 ppm, respectively.   
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 Molecular Dynamics Simulations. The details of the systems simulated are 
described in the Supporting Information. The systems were prepared using AMBER12 
[411, 412]. Production simulations (wild-type, 5.7 μs, and Y204A, 5.1 μs) were run on a 
512-node Anton supercomputer, and the trajectories were analyzed using mutual 
information values to capture correlated motions involving semi-rigid regions [413].  
Community Analysis. For our community analysis, we computed Cartesian mutual 
information values instead of dihedral mutual information values, as the former better 
capture correlated motions involving semi-rigid regions [414], while the latter are more 
suitable for analyzing couplings between surface sites [415, 416]. We calculated the 
Cartesian mutual information for backbone Cα atoms, as well as for an additional 
representative terminal atom for each residue. The matrix of mutual information among 
these atoms was calculated with the MutInf software package [415, 417], splitting each 
trajectory into six blocks of equal size and using uniformly binned histograms with 24 
bins per degree of freedom. We used 20 sets of scrambled data to estimate the 
distribution of mutual information under the null hypothesis of independence, and 
calculated the excess mutual information with the previously-described under sampling 
correction [415].  
7.3: Results 
 PKA-CY204A displays lower binding cooperativity.  Kinetic data reported in the 
literature show the Y204A mutation affects both kcat/Km and kcat [403]. To dissect the 
thermodynamics of nucleotide and substrate binding from the kinetics data, we 
monitored the binding of the nucleotide ATPγN and the pseudo-substrate PKI5-24 using 
Isothermal Titration Calorimetry (ITC) for both PKA-CWT and PKA-CY204A (Figure 7.7, 
Table 7.2). We found that Y204A exhibits a slightly higher affinity for ATPγN (Kd ~ 23 
μM) compared to that of the wild-type (Kd ~ 58 μM), with a higher enthalpy of binding 
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(ΔH ≈ -4.2 versus -2.7 kcal/mol). However, the affinity for PKI5-24 binding to the ATPγN-
saturated enzymes is substantially different. While for PKA-CWT we observed Kd ~ 120 
nM consistent with previous literature data [418], for PKA-CY204A Kd is ~14 μM, 
corresponding to a loss of affinity of nearly 100 fold and a reduction of binding enthalpy 
of 10 kcal/mol. Since the kcat/KM and substrate affinities for the Y204A mutant is different 
from the wild-type enzyme, we chose to focus on the analysis of the dynamics for the 
nucleotide bound state.  
 Nucleotide-bound PKA-CWT is dynamically activated. To monitor the structure 
and dynamics of PKA-CWT and PKA-CY204A, we collected [1H,15N]-TROSY-HSQC spectra 
of the apo, nucleotide-bound (ATPγN), and ternary (ATPγN and PKI) forms. Saturating 
the apo forms of both wild-type and mutant PKA-C with ATPγN resulted in significant 
broadening of numerous amide resonances, several of which broadened beyond 
detection, indicating the presence of conformational heterogeneity (Figure 7.2). 
Importantly, we detected substantial resonance broadening in the Gly-rich, DFG, and 
activation loops, which play major roles in the catalytic cycle [380]. Residues in the C-
terminal loop flanking the Gly-rich loop and the C-helix also display notable amide 
resonance broadenings. Some regions with significant line broadening coincide with 
several loops displaying high B-factors in the crystal structure 1BKX.  
 Chemical shifts report only minimal structural effects for Y204A. Overall, the 
chemical shift differences incurred by mutation at Y204A in all three states are minimal 
(Figure 7.3A), with the most prominent changes close to the mutation site, indicating 
that the average solution structures of PKA-CWT and PKA-CY204A are nearly identical 
(Figure 7.3B). However, tracing these subtle chemical shift changes offers useful 
information regarding local and global allosteric phenomena [372]. Building on the 
chemical shift covariance analysis [372], we developed CONCISE (COordiNated 
ChemIcal Shifts bEhavior) that defines the probability density of each state and traces 
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changes in the conformational equilibria upon ligand titration or mutation [410]. For both 
PKA-CWT and PKA-CY204A, CONCISE identified 94 residues interspersed throughout the 
whole structure that follow linear paths of the amide resonances upon titration with both 
the nucleotide and PKI5-24.This indicates that the entire enzyme is involved in the open to 
closed transition. The probability density curves of the apo, intermediate, and closed 
states for the mutant are similar to those of the wild-type, with only slight differences for 
the apo and nucleotide-bound forms, which appear slightly more closed in the mutant. 
For the ternary complexes, however, the average conformations are essentially the 
same, with a complete overlay of the probability density curves (Figure 7.3C). This 
indicate that PKI5-24 (although with reduced binding affinity) traps for Y204A in a 
inhibited, dynamically quenched state [55]. 
 Fast timescale dynamics are redistributed throughout Y204A. In PKA-CWT, 
nucleotide binding drives the enzyme conformation toward a state committed to catalysis 
(i.e., dynamically committed state) [55, 56]. The adenine ring binds in a deep cleft 
located underneath the Gly-rich loop, completing the C-spine, engaging both lobes, and 
promoting backbone fluctuations in the ps-ns time scale [55, 56]. The total entropy 
changes dramatically upon binding the substrate peptide or PKI5-24. At the same time, 
the conformational fluctuations of the ternary complexes with the substrate and inhibitor 
are radically different, with the substrate binding re-distributing the motions throughout 
the enzyme and the pseudo-substrate quenching the conformational dynamics both in 
the slow and fast time scale. Based on these data, we hypothesized that the motions in 
the intermediate (nucleotide-bound) state of the kinase may be responsible for substrate 
binding cooperativity [55]. To test this hypothesis, we probed the conformational 
dynamics for the PKA-CY204A mutant in complex with ATPN over a range of timescales 
(Summarized in Table 7.1). Specifically, we measured the 15N relaxation parameters R1 
(longitudinal relaxation rate constant), R2 (longitudinal relaxation rate constant), and 1H-
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15N heteronuclear steady-state NOE (HX-NOE) [407]. From the R1 and R2 relaxation 
rates, we estimated an overall rotational correlation time of approximately 24 and 23 ns 
for the wild-type and Y204A mutant, respectively, values that are indicative of a 
monomeric enzyme. The average NOE values for wild-type PKA-C and the mutant 
Y204A were found to be 0.79 ± 0.13 and 0.81 ± 0.12, respectively, indicating that on 
average the overall fluctuations in the fast time scale are very similar in both enzymes. 
However, we identified local differences in the HX-NOEs between the two proteins. 
Overall, no clear patterns emerged from the data, suggesting that the conformational 
freedom gained by disrupting the electrostatic node impinged on Y204 is redistributed 
across the entire enzyme. This reorganization of fast timescale dynamics may contribute 
to the drastically reduced binding affinity for PKI5-24 as measured by ITC. 
 Slow conformational dynamics are no longer synchronized in Y204A. 
According to our proposed model [56], the nucleotide-bound enzyme still undergoes 
opening and closing transitions, although with a smaller amplitude. We hypothesize that 
these motions are necessary for organizing the active site for substrate binding and 
phosphoryl transfer to occur, but also for product release. To test this hypothesis, we 
measured the rates of conformational exchange for those residues manifesting 
fast/intermediate exchange in both the wild-type and the mutant.  To quantify the rates of 
these motions, we measured the exchange contribution to the total transverse relaxation 
rate constant (Rex) with two different NMR techniques: 15N Carr-Purcell-Meiboom-Gill 
(CPMG) relaxation dispersion measurements [419] and TROSY-Hahn echo [420]. The 
rates obtained from the CPMG relaxation dispersion experiments depend on the 
equilibrium populations (pclosed and popen), the chemical shift difference between the two 
interconverting species (), and the kinetics of exchange (kex=kf +kr, where the f and r 
subscripts indicate the forward and reverse rates) [421]. From the individual fitting of the 
dispersion curves, we clustered fifteen residues manifesting similar exchange rates 
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(Figure 7.4). These residues are distributed mainly in the small lobe, comprising G55 in 
the Gly-rich loop, M58 and L59 in -sheet 2, L77 and K78 in the B-helix, E91 and Q96 in 
the C-helix, A124 and F318 in the hinge region between the two lobes, and E332 and 
E446 located in the C-terminal that wraps around the enzyme. Also included from the 
large lobe are I163, in the catalytic loop, and Y306. The clustering of the relaxation rates 
for these residues distributed among several regions indicates that in the wild-type in the 
nucleotide-bound state the small lobe undergoes concerted motions between the open 
and closed conformations present. Fitting the dispersion profiles using the full Richard-
Carver equation (see Supplementary Information) resulted in populations of 94 and 6% 
for the closed and open states, respectively, with an exchange constant of ~1020±150 s-
1 (kf ~ 66 and kr ~ 953 s-1). While the broadened resonances for both the wild-type and 
mutated enzymes are identical, the dispersion curves for the fast/intermediate exchange 
residues are quite different (Figure 7.5). Remarkably, the individual fitting carried out on 
the resonances did not result in similar kex values, and the cluster of residues identified 
for the wild-type as responsible for the synchronous motions is no longer present. As a 
result, a global fit is not possible for multiple residues, and only sparse pairs of residues 
in the small lobe can be coupled.  Therefore, mutation of Y204A induces a dramatic 
change in the dynamics of PKA-C on the s-ms timescale in which a large region of the 
protein involved in active site motions is no longer synchronized. Moreover, several 
residues of the mutant enzyme show faster exchange dynamics as detected from the 
individual fits and uncorrelated motions in the small lobe, suggesting that there is a shift 
in the motional regime. To support the latter, we used the 15N TROSY Hahn-echo (TrHE) 
experiment [420] for both PKA-CWT and PKA-CY204A. The window of observation of the 
chemical exchange for CPMG and TrHE is different, with the TrHE more sensitive to 
faster conformational dynamics [420, 422]. For the wild-type, we found a good 
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agreement between the Rex values measured by CPMG experiments and the 
corresponding values measured using the TrHE experiments (Figure 7.6). In sharp 
contrast, Rex values measured with these two techniques are markedly different for the 
mutant, as the Rex values measured with the TrHE are systematically higher than the 
corresponding values measured by CPMG experiments. Overall, these data suggest that 
the mutation increases the rates of motions throughout the enzyme with the most 
prominent effects localized in the small lobe (2- and 3-sheet as well as B- and C-helix) 
and between the activation and positioning loop. Therefore, the disruption of the 
electrostatic node shifts the range of the conformational dynamics to a faster timescale 
that affects both substrate binding and product release. 
 Molecular dynamics simulations highlight loss of correlated motions in 
Y204A. To interpret the motions highlighted by the nuclear spin relaxation 
measurements and visualize how the Y204A mutation alters inter-residue contacts and 
correlated motions at a global level, we performed multiple-microsecond timescale 
molecular dynamics simulations for both the wild-type (5.7 μs) and Y204A (5.1 μs) 
kinases. The MD trajectories were analyzed using the community analysis [423-425], 
which identifies structurally-contiguous regions exhibiting correlated motions. The 
community analysis views motions in the protein as a dynamical network and highlights 
correlated motions in proteins as semi-rigid, semi-flexible units of three-dimensional sub-
structures that are grouped together and connected to other units by physical contacts 
and correlated motions. Community analysis of PKAWT clusters the kinase residues in 
eight major communities (Figure 7.6). A prominent feature of the wild-type enzyme is 
the regulatory ComC, which acts as a hub and is strongly connected to the rest of the 
community (thick lines in Figure 7.6). In the mutated enzyme, these correlations are 
completely rearranged, with ComC splitting into two different sub-communities (ComC 
and ComC1), losing the role of central communication hub. As a result, the αC-β4 linker, 
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DFG-motif, and several R-spine residues pull away from ComC that contains the αC-
helix, a critical domain for catalysis. The loss of correlations within and between the 
communities parallels the effects of the mutation on the slow time scale motion as 
probed by NMR and is consistent with the loss of concerted motion in Y204A. Overall 
the changes in the distribution of motions and the reduced couplings within and between 
communities throughout the entire enzyme upon mutation support the conclusions 
reached by the NMR analysis and identify subtle but important changes that reduce the 
binding affinity and catalytic efficiency for the enzyme  
7.4: Discussion 
 There is a passionate debate about the role of conformational fluctuations in 
enzymatic catalysis [426-430]. Recent studies have inferred that motions in the NMR-
detectable timescale might affect the chemical step of catalysis [16, 431, 432]. On the 
other hand, theoretical calculations seem to dismiss this argument [426]. Nonetheless, 
enzyme motions are implicated in several steps of catalysis, including allosteric 
activation [309, 389, 433-435], active site optimization [432, 436, 437], co-factors or 
substrate binding, as well as product release [56]. An intriguing hypothesis is that 
enzyme structure and conformational dynamics may have co-evolved [438-441]. Indeed, 
the importance of conformational flexibility in protein kinases is emerging in several 
different instances. In particular, motions in the intermediate-exchange timescale (s-to-
ms) have been detected by NMR in several different kinases, e.g., p38a mitogen-
activated protein kinase [442], Abelson kinase [122], the CheA histidine kinase [443], 
and extracellular signal-regulated kinase 2 (ERK2) [119]. In past years, we have used 
nuclear spin relaxation measurements to trace the conformational changes as well as 
structural fluctuations of kinase A, mimicking major states along the reaction coordinates 
[55, 56]. We found that the apo state is malleable and water accessible, but does not 
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display conformational fluctuations that are synchronous to the enzymatic turnover. 
Nucleotide binding shifts the population of the enzyme toward an intermediate state, 
providing the phosphoryl group for the reaction and connecting the small lobe to the 
large lobe via the hydrophobic C-spine. Upon substrate binding, the conformational 
fluctuations of the enzyme are redistributed, allowing the enzyme to adopt a dynamically 
competent state [56]. In sharp contrast, binding of a pseudo substrate peptide inhibitor 
such as PKI obliterates the conformational fluctuations, trapping the enzyme in a 
dynamically quenched state [55].  
Although these studies have advanced our understanding of the role of motions 
on enzymatic turnover, they did not clearly demonstrate the importance of the rates and 
the correlations of the conformational fluctuations with respect to the structural changes. 
The X-ray structures of the different states [444] as well as molecular dynamics 
simulations [55] suggest that motion is a driving force in the catalytic cycle [445].  
Fluctuations in kinase A involve a mechanical hinge-bending motion of the two lobes, 
featuring an asymmetric twist that brings the glycine-rich loop close to the triphosphate 
moiety, thus causing the complete closure of the active cleft over the substrate [446].  
The kinetics of exchange for these large amplitude motions occurring during the turnover 
were estimated at a kex of ~200 s-1 [56], a value remarkably similar to that of ERK2 [119]. 
However, the importance of the faster rates of motions that we measured in the 
nucleotide bound form (i.e., kex ~ 1020 s-1) has not been fully appreciated. The Y204A 
mutant offers a unique opportunity to test the role of conformational dynamics as the 
structures of the PKA-CWT and PKA-CY204A are virtually superimposable [403]. Yet, the 
mutation causes a 400-fold decrease of the catalytic efficiency [404] and approximately 
a 100-fold reduction in the affinity for the pseudo-substrate, two phenomena essentially 
inexplicable from the structural data alone. Thermocalorimetric studies and deuterium 
exchange mass spectrometry data showed an overall reduction of the PKA-CY204A 
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stability, inferring an increase of conformational dynamics [400]. Indeed, our data show 
that the key to understanding the anomalous behavior of the mutant is the nucleotide 
binding event. In contrast to ERK2 [119], where the nucleotide binding seems to have a 
marginal role in modulating the conformational fluctuations, our data emphasize the 
central role of the nucleotide in orchestrating phosphoryl transfer in PKA-C. Binding of 
the nucleotide first links the two hydrophobic spines so that all of the catalytic machinery 
is integrated. In addition, the nucleotide provides the phosphoryl group necessary for 
chemistry to take place; however it also pre-organizes the substrate binding site, 
enhancing its binding affinity, shifting the range of the dynamics in a regime that is 
competent for catalysis. Importantly, the changes in the rates of the opening and closing 
motions detected for the nucleotide-bound form of PKA-CY204A by the relaxation 
dispersion measurements are probably responsible for both the decreased affinity for the 
substrate and the decrease in kcat, affecting product release. In the wild-type enzyme, 
the opening and closing motions of the nucleotide-bound form are synchronous for 
several residues in the small lobe and in the hinge regions. For the Y204A mutant, these 
conformational fluctuations are no longer synchronous, reducing the enzyme’s catalytic 
efficiency. These dysfunctional conformational fluctuations of PKA-CY204A are too fast to 
be captured by the CPMG experiments, but are detectable by TrHE experiments. Since 
the chemical step of the catalysis is too fast to be determined by NMR experiments, a 
logical explanation for the reduced catalytic turnover in PKA-CY204A is that these 
dysfunctional dynamics reduce the probability of the enzyme reaching a conformation 
competent for phosphoryl transfer [437, 447]. While our previous studies have shown 
that absence of motion renders the kinase inactive, relaxation dispersion data show that 
the presence of asynchronous motions affects the opening and closing of the enzyme, 
reducing the enzyme catalytic turnover.   
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Using a mutation of PKA-C that removes a crucial electrostatic node far from the 
active site, we demonstrated the relevance of both exchange rates and coordination of 
the conformational fluctuations for the kinase A catalytic turnover. When the fluctuations 
of the small lobes are synchronous, the enzyme functions with proper turnover rates. 
Upon removal of the electrostatic node, the rates of opening and closing are no longer 
synchronous and the enzyme becomes sluggish. Since different kinases display a wide 
range of catalytic efficiencies while maintaining the same fold, modulation of the 
conformational fluctuations across the entire kinome are probably responsible for tuning 
the signaling efficiency of these enzymes. 
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8.1: Introduction 
 Cyclic AMP-dependent protein kinase A (PKA) is a ubiquitous signaling enzyme 
that catalyzes the phosphoryl transfer from ATP to the serine or threonine residues of 
their protein substrates. First crystallized in 1991,[379, 448]  it served as a prototype for 
the kinase family. The catalytic subunit of PKA (PKA-C) is a 350-residue protein 
consisting of a conserved bilobal core flanked by an N-terminus helical segment, known 
as the A-helix, and a 50-residue C-terminal tail that wraps around the kinase.[379] The 
small lobe of the kinase is rich in -strands with only two short helical segments, while 
the large lobe is mostly helical. The active site cleft is positioned at the interface of the 
two lobes and harbors the nucleotide binding site. A glycine-rich loop acts as a lid, 
protecting the nucleotide’s phosphates that protrude from the binding cleft toward the 
substrate from hydrolysis. A short helix (C-helix) positioned by the activation loop 
contributes to the organization of the active site. The peptide positioning loop registers 
the substrate with respect to the nucleotide, aligning the P-site toward the -phosphate, 
with two Mg2+ ions participating in the active site organization for phosphoryl transfer. 
While the catalytic regions of PKA-C are responsible for the chemistry at the active site, 
signaling involves the core of the protein, [110] with two hydrophobic spines (C- and R-
spines) that contribute to the definition of active and inactive states of the enzyme. The 
C-spine is assembled upon nucleotide binding, while the R-spine is assembled upon 
phosphorylation of the activation loop.[13, 111] Structural studies on other protein 
kinases suggest that the spines are responsible for both allosteric signaling [25] and 
regulation. [112, 449]  
During the catalytic cycle, the kinase is thought to undergo extensive structural 
rearrangements. High-resolution crystal structures revealed at least three main 
conformational states: apo, intermediate (nucleotide-bound), and closed (ternary 
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complex).[2] NMR relaxation experiments have shown that the conformational dynamics 
of the enzyme drive the structural transitions from the open to closed conformation and 
play a key role in substrate recognition and turnover.[55, 56] The nucleotide acts as an 
allosteric effector, completing the catalytic spines [12, 13, 56] and shifting the kinase 
toward a structurally and dynamically committed state.[55] Reaching the committed state 
may require the rearrangement of the internal forces that stabilize each conformational 
state, such as hydrophobic, electrostatic, van der Waals, and hydrogen bonding 
interactions. Although to a lesser extent, hydrogen bonds are thought to play an 
important role in protein stability and in fine-tuning their tertiary structure. [450]  
In this paper, we studied the changes in the kinase hydrogen bond strengths 
across the three major conformational states. To obtain residue-specific information in 
the hydrogen-bond strengths, we measured the hydrogen/deuterium (H/D) fractionation 
factors () using solution NMR spectroscopy. [451, 452] The  values report on the 
preference of each amide site to take up deuterium over protium from a mixed H2O/D2O 
solution. Initially developed to probe hydrogen bond strengths in dicarboxylic acids,[453] 
 values have been widely utilized to investigate low-barrier hydrogen bonds in 
enzymes[454] and in evaluating the contribution of hydrogen bonds to protein 
stability.[455, 456] Recently, Cao and Bowie revisited issue of hydrogen/deuterium 
fractionation providing a revised energetic scale for the  values and underscoring the 
importance of analyzing values to determine the changes in hydrogen bond strength 
for ligand binding to proteins.[457]  
Generally, a  value of unity indicates equal distribution of deuterium and protium 
between protein and bulk solvent. The amide sites involved in strong hydrogen bonds 
prefer protium over deuterium  with  < 1; whereas amides involved in weak hydrogen 
bonds have  > 1.[455] In proteins, amide hydrogens have  values ranging from 0.3 to 
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2.0, with the latter measured for very weak hydrogen bonds.[455] We measured the  
values for the backbone amides of PKA-C in three different forms: apo, ADP-bound 
(binary complex), and ADP-PKI peptide bound (ternary complex). Our results show that 
the overall  values decrease as the kinase binds ADP and a pseudo-substrate peptide 
(PKI5-24), indicating that the strength of hydrogen bonds gradually increases from the free 
to the ternary forms. Importantly, the changes in hydrogen bond strengths are not 
localized to the binding site but are pervasive throughout the entire protein. Whereas the 
majority of the hydrogen bonds increase their strengths, several other hydrogen bonds 
away from the ligand binding sites become weaker, suggesting a redistribution of the 
protein free energy. From this study,  measurements emerge as an important 
complement to other NMR parameters such as chemical shifts,[90, 372, 373, 375] H/D 
protection factors,[458, 459] residual dipolar couplings,[308, 460] and nuclear spin 
relaxation measurements[16, 309, 341, 433, 461] to characterize protein conformational 
dynamics and to identify long-range allosteric changes upon ligand binding or mutations. 
8.2: Experimental Procedures 
NMR sample preparation. Uniformly 15N-labeled PKA-C was expressed in E. coli 
bacteria and purified as reported previously.[6] A single protein stock solution was used 
for each set of the experiments for each form of the kinase. Each NMR sample 
contained ~200 M PKA, 20 mM KH2PO4, 90 mM KCl, 10 mM MgCl2, 10 mM MEGA-8 
(Octanoyl-N-methylglucamide), 5% Glycerol, 20 mM dithiothreitol (DTT), 1 mM NaN3. 
The pH of the buffer solutions in both protonated and deuterated water was adjusted to 
6.5 (without correction for the isotope effect). For the nucleotide-bound form, PKA-C was 
saturated with 12 mM ADP, while for the ternary complex, the enzyme was saturated 
with 12 mM ADP and 350 M of a peptide corresponding to the recognition sequence of 
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the protein kinase inhibitor (PKI5-24), and 60 mM MgCl2 was used. The samples 
containing varying concentrations of D2O (5%, 20%, 40%, and 60% by volume for the 
apo and ternary forms; 5%, 20%, 40%, 50%, and 60% by volume for the binary form) 
were prepared by mixing buffer solutions of protonated and deuterated water.  A 60% 
maximum deuteration fraction was chosen in the study due to the increase in T1 as 
deuteration level increases, which will introduce external factors that will alter the 
apparent value of . 
Determination of H/D fractionation factors. The H/D equilibrium fractionation factor 
() is defined as the equilibrium constant of the following reaction: 
    
    water
protein
HD
HD
OHBNDODBNH
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where NH represents the weak acid and B the weak base. 
To determine the fractionation factors, a series of [1H,15N]-TROSY-HSQC[176] spectra 
using a modified version of the original pulse sequence [462] were recorded on all of the 
forms of the kinase for all of the D2O concentrations. The spectra were acquired on an 
850 MHz Bruker spectrometer equipped with a triple resonance probe at 27°C with 
either 128 scans (for both the binary and ternary forms) or 64 scans (for the apo form) 
and 60 increments and a recycle delay of 1.5 seconds. The spectra were processed 
using NMRPipe.[463] The peak intensities were determined using Sparky [464] with 
assignments previously determined for PKA-C.[465] Fractionation factors are obtained 
by the linear least-squares analysis of  
(8.1) 
(8.2) 
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where y is the peak intensity, x is the mole fraction of water and C is the normalization 
parameter, which is the inverse peak intensity at 100% H2O. 
8.3: Results 
H/D fractionation factors and structural transitions of PKA-C. Fractionation factors 
(were measured by incubating PKA-C in aqueous solutions with D2O concentrations 
ranging from 5 to 60% (Figure 8.1). Under these conditions, the intensities of the amide 
resonances in the [1H,15N]-TROSY-HSQC spectrum decrease according to their relative 
propensity to incorporate deuterium, reflecting the strength of the hydrogen bonds in 
which they are involved.[451, 455] To ensure that the exchange reached equilibrium, we 
incubated the samples and kept them at 25 oC for 24 hours prior to acquiring the 
[1H,15N]-TROSY-HSQC spectra. [176] Indeed, we found that the amide resonance 
intensities were unchanged after a 7 day incubation period. To calculate the values, 
we fit the trend of the amide peak intensities as a function of the mole ratio of D2O. To 
mimic the three major conformational states of PKA-C, we performed our experiments 
on the apo, ADP-bound, and ADP/PKI5-24-bound kinase. ADP was used in place of the 
common ATP mimic, ATPN, because of the very slow hydrolysis on the timescale of 
weeks that was observed with ATPN. [47] The [1H,15N]-TROSY-HSQC spectra of PKA-
C saturated with either ADP or ATPN are almost superimposable, indicating that the 
average conformations of the kinase are very similar. As for the binary complexes, the 
spectra of the ternary complexes formed with either ADP/PKI5-24 or ATPN/PKI5-24-bound 
are similar. Only small chemical shift perturbations are observed nearby the active site, 
reflecting the effect of the -phosphate group. Upon ligand binding, PKA-C undergoes 
(8.3) 
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linear chemical shift changes between the apo and closed form of the enzyme, [57, 410, 
465] indicating that ligand binding shifts a pre-existing conformational equilibrium from 
open and closed state in the fast exchange regime on the chemical shift time scale. 
[410] To estimate the average conformational state of the kinase free and bound 
undergoing fast exchange equilibrium, we used CONCISE (COordiNated ChemIcal 
Shifts beHavior). [410] As reported in Figure 8.2, the probability densities of the 
complexes with ADP and ATPN are essentially overlapped. A small but significant 
difference is observed for the probability densities for the ternary complexes, which 
reflect the differences in the observed chemical shifts (Figure 8.2A). Nonetheless, the 
average positions of the distributions on the average principal component (PC) score 
indicate that these complexes recapitulate both the intermediate and the closed states 
(Figure 8.2C).  
When ADP is bound, the enzyme’s resonances undergoes significant line 
broadening originating from conformational dynamics on the s-ms timescale similar to 
those experienced with ATPN or ATP. [56, 57] Therefore, several resonances in the 
intermediate states are not available for analysis. Overall, 211, 201, and 243 resonances 
for the apo, binary, and ternary forms of PKA-C, respectively, were available for the 
calculations of the  values. Of the calculated  values, we eliminated those exceeding 
the value of 2.0, which are affected by rapid exchange and T1 values[455] as well as 
those residues showing poor correlation coefficients (R2 < 0.70). Note that in a few 
instances we measured  values slightly lower than 0.20. Although included in the plots, 
those residues are considered not exchanging with the solvent in the time scale we 
analyzed. Although it is possible that highly buried residues may not reach full exchange, 
there are specific regions in PKA-C, particularly the hydrophobic core, that are resistant 
to deuterium exchange. Taylor and coworkers found similar observations for the 
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residues in the hydrophobic core of PKA-C through deuterium exchange mass 
spectrometry (DXMS).[466] The overall mean fractionation factor values for the apo, 
binary, and ternary complexes were 1.06  0.52, 1.04  0.52 and 0.96  0.55, 
respectively. 
 Although the overall strength of the hydrogen bonds increases in agreement with 
the thermostability of the protein,[2] there is variability of the  values across the 
enzyme, reflecting local changes in hydrogen bond strength upon ligand binding (Figure 
8.3). In fact, the plots describing the number of occurrences versus  values for all three 
forms of PKA-C show broad distributions of  values (Figure 8.4). This contrasts with 
the tight bell-shaped distribution of  in staphylococcal nuclease that was centered at 
0.85.[455] The variability of  is apparent in all of the structural motifs for all of the states 
(Table 8.1). In the apo state, high values (greater than 1.2) were measured for the 
N-terminus (A and 1) and C-terminal tail; while the helices in the large lobe, namely 
along E and F, display very low  values (<> less than 0.5, Table 8.1). These 
results, in qualitative agreement with the DXMS experiments, suggest that these 
hydrogen bonds make a significant contribution to the stability of the large lobe.[466] 
Unlike previous fractionation studies,[455, 467-469] there is no correlation between  
values and secondary structure in PKA-C. For instance, W30 and I228, both located in 
-helices, exhibit rather different hydrogen bond strengths (Figures 8.1). We also 
observed that most residues that show unusually high  values ( > 2.0) in the apo form 
are located in the solvent-exposed, unstructured region of the enzyme. Due to exchange 
broadening on the s-ms timescale upon ADP binding, we were unable to measure in 
the active site, including the Gly-rich, DFG, activation, and peptide positioning loops. 
However we observed several changes in  values radiating away from the nucleotide 
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binding pocket to more peripheral domains of the enzyme (Figures 8.4 and 8.5). In the 
small lobe these changes include  strands 1, 4-5 (<binary-apo > = -0.27), the A- linker 
(<binary-apo > = -0.23), and A (<binary-apo > = -0.16) (Figure 8.5). Interestingly, the 
loops connecting the E, F, and H helices in the large lobe display lower values 
than in the apo state (<binary-apo >= -0.25, Table 8.1). Previous research has shown that 
the nucleotide in PKA-C functions as an allosteric effector. [12, 56] These results 
suggest that nucleotide binding may affect short- and long-range intermolecular forces 
through altering in part the hydrogen bonding network. 
 Binding of PKI5-24 increases the compactness of the enzyme as it adopts a 
closed, solvent-protected conformation, [2] with 54 out of 231 resonances displaying  
values around 0.3 (Figure 8.4), including residues in  strands 2 and 3, C-helix, C-4 
loop, hinge, D, E, the segment from the P+1 loop until the F helix, F, H, and the 
H-I loop. Most of these residues are buried in the interior of the kinase. Overall, we 
observed a decrease of the average values (<ternary-binary > = -0.10  0.38), 
particularly for residues localized in the large lobe and C-terminal tail (Figure 8.5), 
except for a few residues in the A helix (<ternary-binary> = -0.09  0.21) and the small 
lobe (<ternary-binary> = -0.09  0.24) (Figure 8.5). In contrast, the hinge region shows a 
positive change of < (0.35  0.30, Figure 8.5 and Table 8.1), which may result from 
a reorientation of the hinge region that enables the active site cleft to close. Additionally, 
PKI5-24 binding increases the hydrogen bond strength in the inner core of the kinase for 
helices E, F and H (Table 8.1) as well as for several residues in the C-terminal tail 
(Figure 8.5), consistent with the crystallographic data[2, 22, 470]. Specifically, the acidic 
patch (residues 330-334) has been hypothesized to recruit the basic substrate into the 
active site cleft, where Y330 is poised to interact with the substrate’s P-3 arginine 
175 
 
residue.[100, 465] Substrate binding primarily strengthens the hydrogen bonds in the 
large lobe of the enzyme, and also those in the C-terminal tail, recruited to assemble the 
active site for catalysis. 
To account for the changes in catalytically important motifs (i.e. Gly-rich, DFG loop, 
peptide positioning loops, etc.), we considered only the  values for the apo and ternary 
forms (Figure 8.6). The majority of the catalytic motifs experienced strengthening of 
hydrogen bonds, including the Gly-rich loop (<ternary-apo> = -0.61  0.28), C (<ternary-
apo> = -0.43  0.27), and the peptide positioning loop (<ternary-apo> = -0.39  0.24). In 
contrast, the only reporter of the DFG loop (Phe185) shows a higher  value for the 
ternary complex (ternary-apo = 0.50). Its propensity to incorporate deuterium could result 
from the increased conformational fluctuations caused by nucleotide binding. Taken 
together, these results show that nucleotide and pseudo-substrate binding assembles 
the active site, strengthening the hydrogen bonds in the active site and coordinating 
catalysis in PKA-C. 
8.4: Discussion 
In recent years, PKA-C has emerged as a model system to understand both 
kinase function as well as intramolecular allosteric signaling.[2, 13] The transitions of 
PKA-C between different states involve both conformational and dynamic (protein 
flexibility) changes that propagate from the ligand binding sites to remote parts of the 
molecule.[12, 56] Therefore, a complete understanding of this allosteric signaling 
necessitates the analysis of intra- and inter-molecular interactions that hold the protein 
together.[471] Among those, hydrogen bonds play a key role in allosteric regulation[472] 
and recent reports have demonstrated their importance in enzymatic catalysis and 
inhibition.[473, 474] DXMS techniques have been used to analyze hydrogen bond 
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networks of proteins to identify domains that might be involved in allosteric 
transitions.[466, 475] Unlike DXMS, NMR spectroscopy monitors H/D exchange in a 
site-specific manner, making it possible to track hydrogen bonds throughout the protein 
at the atomic level. On the other hand, the NMR H/D exchange technique reports on the 
kinetic protection factors, monitoring the decay of the amide signals versus time.[458, 
459] However, this technique, with a few exceptions for selected systems,[476-478] 
usually requires the lyophilization of the protein under examination. In contrast, the 
equilibrium  measurements can be accomplished by incubating the proteins in 
H2O/D2O solutions without lyophilization and report directly on the strength of the 
hydrogen bonds. These measurements are carried out under equilibrium conditions, 
which avoid the freezing-drying procedures required for the H/D protection factor 
measurements. This is crucial for PKA-C, an enzyme that is partially or completely 
inactivated upon lyophilization. Previous studies using H/D fractionation factors focused 
on the enzyme’s active sites [456, 479] and did not fully exploit the potential of this 
approach for identifying local and long-range changes in the hydrogen bond network and 
allosteric communication. In fact, only marginal changes were detected for the  values 
upon ligand binding to the proteins analyzed.[451, 455, 469, 479] These proteins, 
however, possess relatively rigid and compact structures with uniform values of. In 
contrast, the structure of PKA-C is highly dynamic, undergoing substantial 
conformational changes upon ligand binding.[4, 393] As a result, the  values we 
measured for PKA-C have a much broader distribution than those measured for 
staphylococcal nuclease,[455] ubiquitin,[467] histidine-containing proteins,[468] and 
immunoglobulin G binding domain of protein G.[468] As PKA-C transitions from the open 
to closed conformations upon binding the nucleotide and the pseudo-substrate inhibitor, 
the average  values decrease, suggesting that the intramolecular hydrogen bonds 
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become stronger. Globally, these results correlate well with X-ray crystallography,[2] 
NMR spectroscopy,[12] florescence studies,[480, 481] thermodynamic[482] as well as 
DXMS analysis[466, 475] that show PKA-C’s structure becoming more compact and 
thermostable in the closed conformation. Structurally, nucleotide binding allosterically 
couples the two lobes of the kinase, causing positive binding cooperativity between the 
nucleotide and the pseudo-substrate.[12, 465] Binding of the pseudo-substrate further 
stabilizes the complex, as is also evident in the increased strengths of hydrogen bonds 
in the large lobe as measured by the fractionation factors. Overall, nucleotide binding 
affects the strength of hydrogen bonds both in the small and large lobes, while 
pseudosubstrate binding affects mostly the residues in the large lobe. This is consistent 
with the view that the nucleotide is an allosteric effector, organizing the active site, while 
the large lobe provides a docking surface for the substrate to bind.[2, 12] These detailed 
effects of the nucleotide binding went undetected in the previous DXMS measurements 
[475] either for lack of data points or intrinsic limitations of the technique. Recent 
community maps analysis of molecular dynamics simulations [25] predicted that the 
motions of the different secondary structural elements of the small lobe are highly 
correlated. The 1, 4, 5 and the A- linker were attributed to community A 
(responsible for nucleotide binding), while the A-helix, portion of A- linker, and C-4 
linker were ascribed to community C, a central hub that controls the functions of the 
other communities.[25] The increase in the strength of the hydrogen bond networks in 
the small lobe upon nucleotide binding supports the communication between these 
communities that may act in concert for the enzyme’s closure. [25] Moreover, the  
values show that, from the apo to the ternary complex, the hydrogen bonds in the C 
helix become stronger, indicating that perhaps strengthening these interactions is 
essential for proper organization of the active site. From the X-ray structure, the side 
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chains in each turn of the C helix interact with the different domains of the enzyme. 
Specifically, Arg93 forms a cation- interaction with the aromatic side chains of Trp30 
and Phe26 of the A helix. Glu91 forms a conserved dyad with Lys72 of -strand 3, 
while His87 forms an ion pair with the phosphate group of Thr197 in the closed 
conformation.[2] The H/D fractionation factors also show an extensive rigidification of the 
hydrophobic core in the enzyme upon ligand binding as previously highlighted by DXMS 
studies, with the E, F, and H helices involved in the intra-molecular communication 
are more resistant to deuterium exchange.[466]  
Nucleotide binding also increases the hydrogen bond strengths of residues in the 
region that caps the bottom of the large lobe. The allosteric coupling between the 
catalytic loop and the large lobe was also observed using DXMS experiments.[466] In 
particular, the interactions between the conserved residues Glu208 of the APE motif and 
Arg280 are evident in our data, where these residues show lower  values upon PKI 
binding to the binary form of the enzyme. This ion pair connects the P+1 loop and the 
loop between the G and H helices. The C-terminal tail undergoes significant domain 
movement when the enzyme transitions from open to closed conformation, as observed 
in the crystal structure.[22]  While DXMS data suggest that the nucleotide binding 
increase the amide protection factors for the entire C-terminal tail,[475] our data show 
that residues 315-345, which contains the gate controlling the nucleotide access, display 
hydrogen bonds weaker than in the apo form. These weak hydrogen bonds concur to 
the increased flexibility of the intermediate state, but eventually become stronger upon 
formation of the ternary complex, with the interactions between the acidic cluster and the 
basic residues of the pseudo-substrate.[100] 
Overall, this study demonstrates that the changes in the allosteric network of the 
kinase are manifested through variations in hydrogen bond strengths. These changes 
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are not unidirectional: while several hydrogen bonds become stronger upon ligand 
binding, other interactions become weaker, underscoring a redistribution of the free 
energy of binding occurring throughout the whole enzyme. As NMR methodology 
progresses toward understanding the mechanisms of allosteric transmission at the 
atomic level, the measurement of equilibrium H/D fractionation factors emerges as a 
complementary method to other NMR techniques to trace allosteric communications 
within proteins and enzymes. 
8.5 Footnotes 
 The NMR spectra were acquired at the Minnesota NMR Center. We would like to 
thank Youlin Xia for assistance with the NMR experiments and Prof. A. Cembran for 
assistance with the CONCISE scripts. 
  
180 
 
Chapter IX 
Dysfunctional Conformational Dynamics of Protein 
Kinase A Induced by a Lethal Mutant of Phospholamban 
Hinder Phosphorylation 
 
Jonggul Kim1, Larry R. Masterson2, Alessandro Cembran1,2,3, Raffaello Verardi2, Lei Shi1, 
Jiali Gao1, Susan S. Taylor4* and Gianluigi Veglia1,2* 
1Department of Chemistry– University of Minnesota, Minneapolis, MN 55455.  
2Department of Biochemistry, Molecular Biology, and Biophysics- University of 
Minnesota, Minneapolis, MN 55455;  
3Present address: Department of Chemistry and Biochemistry, University of Minnesota 
Duluth, Duluth, MN 55812 
4Howard Hughes Medical Institute, Department of Chemistry and Biochemistry, 
University of California at San Diego, CA 92093 
 
 
Reprinted with permission from the Proceedings of the National Academy of Sciences, 
Vol 112, pp 3716-21  
 
Copyright 2015 National Academy of Sciences USA 
181 
 
9.1: Introduction 
Phosphorylation by cAMP-dependent protein kinase A (PKA) is a central 
signaling pathway in cardiomyocytes, where it modulates the activity of several Ca2+ 
handling proteins[483, 484]. In particular, PKA targets phospholamban (PLN), a small 
membrane protein embedded in the sarcoplasmic reticulum that binds and regulates the 
activity of the Ca2+-ATPase (SERCA). The SERCA/PLN complex plays a critical role in 
cardiac contractility, since it is responsible for Ca2+ reuptake in the sarcoplasmic 
reticulum, thereby controlling muscle relaxation, or diastole [483]. PLN regulation of 
SERCA keeps Ca2+ flux within a physiological window [485]. Unphosphorylated PLN 
reduces SERCA’s apparent affinity for Ca2+, while phosphorylation at Ser16 reverses 
PLN’s inhibitory effect, increasing Ca2+ flux and enhancing cardiac muscle 
relaxation[486]. PKA phosphorylation of PLN is a primary response to -adrenergic 
stimulation in the heart, affecting cardiac output directly[487]. Altered levels of PLN 
phosphorylation (i.e., hypo- or hyper-phosphorylation) cause SERCA’s function to be 
outside this physiological window. Specifically, aberrant PLN phosphorylation depresses 
Ca2+ cycling, with an attenuation of Ca2+ transients in both amplitude and frequency, 
resulting in cardiac disease[125, 488]. Six naturally occurring mutations of PLN have 
been linked to early and/or late onset dilated cardiomyopathy (DCM), a leading cause of 
morbidity and mortality worldwide[489, 490]. First reported by Kranias et al. [491, 492] 
the R14del mutation of PLN (PLNR14del ) was found in several DCM patients[491], and 
more recently identified in 14% of a cohort of 354 patients diagnosed with either DCM or 
arrhythmogenic right ventricular cardiomyopathy[493]. It has been proposed that the 
dysfunctional effects of PLNR14del  are due to chronic suppression of SERCA activity, with 
a synergistic inhibition by the mutant and the wild-type PLN (PLNWT )[491, 494]. Recent 
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studies, however, show that PLN phosphorylation by PKA-C is significantly hindered in 
R14del transgenic mice (approximately 7% of wild-type levels), causing Ca2+ 
mishandling and progression of DCM[494]. While the phenotype and genotype of the 
R14 deletion have been identified, the molecular mechanisms for its aberrant 
phosphorylation are still unknown.  
 The R14 deletion is located at the recognition sequence for the catalytic subunit of PKA 
(PKA-C) (Figure 9.1)[491]. From the X-ray structure of the PKA-C/ATPN/PLNWT
complex (PDB:3O7L), the PLN consensus sequence for PKA-C (R-R-X1-S-X2, where X 
denotes a variable amino acid) adopts an extended conformation within the binding 
groove[56, 129]. The side chain of R14 (P-2 site) points toward the large lobe and 
interacts with Y204, E230, and E203, while the side chain of R13 (P-3 site) interacts with 
S51, the ribose ring, and hydroxyl group of Y330, clamping on the small lobe (Figures 
9.1)[56]. Based on these structural features, we hypothesized that the R14 deletion 
disrupts intermolecular interactions between enzyme and substrate, affecting the 
motions responsible for opening and closing the active cleft and ultimately enzyme 
turnover. To test this hypothesis, we compared the kinetics of phosphorylation, 
thermodynamics of binding, and enzyme structural dynamics of the PKA-C/PLNR14del  
complex to PKA-C/ WTPLN  using steady-state kinetic measurements, isothermal titration 
calorimetry (ITC), nuclear magnetic resonance (NMR) spectroscopy, and molecular 
dynamic (MD) simulations. We found that, thermodynamically and kinetically, PLNR14del  
exhibits characteristics of a poor substrate compared to PLNWT . More importantly, 
deletion of R14 prevents the formation of a catalytically committed Michaelis complex, 
causing dysfunctional conformational dynamics that concur with the reduction of catalytic 
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efficiency. These findings explain the molecular mechanisms for the sluggish 
phosphorylation kinetics, leading to the Ca2+ mishandling associated with DCM. Overall, 
our study emphasizes the importance of well-tuned dynamic interplay between enzyme 
and substrate to achieve optimal catalysis.   
9.2: Materials and Methods 
Sample Preparation. Recombinant catalytic subunit of PKA was expressed in BL21 
DE3 cells by the method described by Studier at 24°C[346] and 2H/13C/15N and 2H/15N 
PKA-C was expressed as previously described[12]. Purification of PKA-C was performed 
as previously described using the His6-RIIα(R213K) subunit[321] and a second 
purification step was performed by using the HiTrap SP cation exchange column. 
Peptides (
WT
191PLN  /
delR14
191PLN  /PKI5-24) were synthesized using standard Fmoc chemistry 
on a CEM Liberty microwave synthesizer, cleaved with Reagent K 
(TFA/thioanisole/water/phenol/2-2’-(ethylenedioxy)diethanethiol, 82.5:5:5:5:2.5 v/v) for 3 
hours and purified using a semi-preparative Supelco C18 reverse-phase HPLC column 
at 3 ml/min. Molecular weight and the quantity of the peptides were verified by amino 
acid analysis (Texas Tech, College Station, TX).  
ITC measurements. All ITC data was acquired on a VP-ITC microcalorimeter (Malvern, 
Inc.). PKA-C, 
WT
191PLN  , and 
delR14
191PLN  was prepared in 20 mM MOPS, 90 mM KCl, 10 mM 
DTT, 10 mM MgCl2, 1 mM NaN3 at pH 6.5. For nucleotide saturation 2 mM of ATPγN 
was added.  All experiments were performed in 300K. Data was fit to the Wiseman 
Isotherm[280] assuming one-site binding using the NanoAnalyze (TA instruments, New 
Castle, DE) software.  
Enzyme Assays. The steady state activity assays of PLN1-19 and R14del1-19 under 
saturating ATP concentrations were performed spectrophotometrically at 298K as 
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described by Cook et. al[41]. The values of Vmax and Km were obtained from a non-linear 
fit of the initial velocities to the Michaelis-Menten equation. The extent of phosphorylation 
for full-length PLN analogs was monitored by gel-shift assays using 10 M of substrate 
(assessed by densitometry), 1000 U/mg PKA-C in 0.1% octyl-glucoside, 20 mM MOPS 
(pH 7.25), 0.05 mM PMSF, 0.02 % NaN3, 1 mM MgCl2. The reaction was initiated by 
adding 1 mM ATP and incubated for 12 hours at 30 oC. The phosphorylation reaction 
was then stopped by addition of 1% SDS. Tris-Tricine polyacrylamide gels (12%) were 
run with 2 µg of PLN (~5 µL reaction mixture) and stained with Coomassie brilliant blue. 
NMR measurements. Standard Trosy-select triple resonance, steady-state NOE and 
HSQC experiments were carried out on a 850 MHz Bruker Advance III spectrometer 
equipped with a TCI cryoprobe. Concentrations of samples for triple resonance 
experiments were ~0.4- 0.7 mM and samples for relaxation experiments were 0.25-0.4 
mM. 12mM of ATPγN was added for the nucleotide bound form and 1.0-2.0 mM of 
peptide (
WT
191PLN  /
delR14
191PLN  ) for the ternary complex. Spectra were collected at 300K and 
processed using NMRPipe[495] and visualized using Sparky. Rex values were measured 
using the Trosy Hahn-Echo pulse sequence[123] and analyzed as described 
previously[55, 278]. Qualitative verification of Rex was done by measuring inverse peak 
heights as previously described[278].  
MD Simulations. MD simulations were set up using CHARMMc36 and run with NAMD 
using an initial docked structure. All Structures were solvated in a TIP3 water box with 
K+ and Cl- added as counter ions to reach an ionic strength of approximately 150 mM. 
Following an initial equilibration, 80 ns of MD simulations of PKA-C/
delR14
191PLN  was 
performed at constant temperature and pressure. PCA and RMSF analysis was 
performed as previously described[55].  
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9.3: Results 
R14del causes a reduction of binding affinity and kinetics. The binding 
thermodynamics of PLNWT  and PLNR14del  to the apo and nucleotide-bound protein 
kinase (PKA-C/ATPγN complex) were measured using isothermal titration calorimetry 
(ITC) with the synthetic peptides, 
WT
191PLN   and 
delR14
191PLN  , corresponding to the first 19 
residues of the cytoplasmic domain of WTPLN  and R14delPLN , respectively, which include 
the recognition sequence for the kinase. From the ITC measurements carried out in the 
presence of the nucleotide analog (ATPγN), we derived the binding enthalpy, entropy, 
dissociation constants (Kd) as well as substrate binding cooperativity for WTPLN [12, 55, 
56]. We found that PKA-C exhibits high substrate affinity for 
WT
191PLN  in the presence of 
ATPγN (Kd = 28 μM) with a slightly unfavorable entropic contribution to binding (TΔS = -
0.37 kcal/mol, Figure 9.2A). In contrast, binding titrations of 
delR14
191PLN  under identical 
experimental conditions resulted in a Kd ~200 μM, with the entropic change TΔS ≈ 4 
kcal/mol as the dominating contribution to binding (Figure 9.2A). Interestingly, for 
delR14
191PLN   binding in the absence of ATPγN, we were unable to measure the binding 
cooperativity observed for 
WT
191PLN   and typical of other substrates [12, 56]. These 
thermodynamic measurements indicate that the affinity and the nature of the interactions 
are affected by the R14 deletion. To evaluate the efficiency of phosphorylation by PKA-
C, we carried out steady-state phosphorylation kinetics using a coupled enzyme assay 
with 
WT
191PLN  and 
delR14
191PLN    (Figure 9.2B). Kinetically, 
WT
191PLN   behaves similarly to the 
standard substrate Kemptide (kcat = 23 ± 1 s-1) [50]. In contrast, we did not detect any 
significant phosphorylation for 
delR14
191PLN  . Upon a four-fold increase in PKA-C 
186 
 
concentration (from 64 to 256 nM total enzyme) and an increase in substrate from 100 to 
900 μM, we observed only marginal phosphorylation. Under these experimental 
conditions, the kcat is approximately 6 times smaller and the catalytic efficiency is 
approximately 300 times lower for 
delR14
191PLN   than that of 
WT
191PLN  . Moreover, we repeated 
phosphorylation assays using full-length PLNWT  and PLNR14del . Upon incubation with 
PKA-C, we detected complete phosphorylation of PLNWT (5 phosphates per pentamer, 
Figure 9.2C). In contrast, PLNR14delwas only partially phosphorylated, as shown by the 
slight band shift in the SDS-PAGE (Figure 9.2C). These phosphorylation assays 
exclude any effect of the transmembrane domains and confirm the sluggish 
phosphorylation kinetics measured for 
delR14
191PLN  . These data are in agreement with 
phosphorylation kinetics carried out with model peptides missing the P-3 site [496] and 
PLN .[497, 498]. 
NMR mapping of substrate binding to PKA-C. To analyze the structural changes that 
PKA-C undergoes upon binding 
WT
191PLN  and 
delR14
191PLN  , we mapped the amide backbone 
fingerprint of the enzyme using [1H,15N]-TROSY-HSQC experiments[176]. To further 
validate the assignment of the major conformational equilibria, we performed a full triple 
resonance assignment on the apo, binary and closed states. The combined 1H and 15N 
chemical shift perturbations () at each amide site of PKA-C report the changes in the 
local chemical environment (structure, electrostatics, dynamics, etc.) upon substrate 
binding (Figure 9.3). Binding of the WT
191PLN  and 
delR14
191PLN    peptides to PKA-C results in 
different chemical shift patterns. Binding of 
delR14
191PLN   to the binary form of the enzyme 
(PKA-C/ATPN complex) retains significant line broadening in many resonances, similar 
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to the nucleotide-bound enzyme [12] primarily along catalytically important motifs. In 
contrast, binding of WT
191PLN   to the binary complex renders observable several residues 
that were previously broadened upon nucleotide binding (Figure 9.3B). Residues 
belonging to the Gly-rich loop, peptide positioning loop, the hinge region and the DFG 
loop, which play critical roles in catalysis, are observed only with the wild-type substrate, 
but absent in the complex formed with the deletion mutant. Since these spectra were 
compared at saturating conditions, this phenomenon indicates that the conformational 
dynamics of the ternary complexes are different. To evaluate the structural transition of 
PKA-C with the addition of the substrates, we used CONCISE (COordiNated Chemical 
Shifts bEhavior)[410]. This method performs a statistical analysis on linear chemical shift 
trajectories of each amide resonance to identify the position of each state along the 
conformational equilibrium. Following ligand binding (i.e., nucleotide and substrate), the 
PKA-C amide resonances display linear chemical shift, with the resonances 
corresponding to the apo enzyme populating one extreme and those of the closed state 
(ternary complex with the inhibitor, PKI5-24) populating the opposite extreme of the linear 
correlations (Figure 9.3a,c). This behavior exemplifies a conformational equilibrium 
among the three major conformational states of the kinase (open, intermediate, and 
closed), whose relative populations are modulated by ligand binding [56, 58, 410]. The 
nucleotide shifts the open state population toward the intermediate state, and the 
substrate shifts the population toward the closed state [55, 56]. We found that WT
191PLN  , 
as well as Kemptide, is able to shift the conformational equilibrium of PKA-C toward a 
catalytically committed state, while 
delR14
191PLN   is unable to cause a significant 
conformational change, remaining in an intermediate state (Figures 9.3B,C). Dynamic 
light scattering experiments also demonstrate that the enzyme in complex with WT
191PLN 
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exhibits a rotational correlation time shorter than the corresponding 
delR14
191PLN   bound 
complex, adopting a more open conformation with 
delR14
191PLN  . Based on this analysis, 
we conclude that 
delR14
191PLN   binding shifts the population of the enzyme towards a 
conformation that is both structurally and dynamically different from the PKA-C/
WT
191PLN   
complex, forming a partially closed state. 
 R14del mutant binding causes dysfunctional conformational dynamics of PKA-C. 
The crystal structure of the PKA-C/
WT
191PLN   complex[56] shows that the arginine residue 
in P-2 position of PLN forms an electrostatic network with E127, Y330, and the ribose 
moiety of ATP (Figure 9.1B); while the P-3 arginine interacts with R133, E230, and 
Y204. This dense network of interactions positions the substrate in a catalytically 
committed conformation. We reasoned that the removal of one of the two arginine 
residues in the recognition sequence may alter the enzyme conformation and motions. 
To test this hypothesis, we analyzed the conformational dynamics of the complexes 
using solution NMR spectroscopy. Specifically, we used the [1H,15N] heteronuclear 
steady-state NOE experiment (HX-NOE)[196] as a proxy for motions on the ps/ns 
timescale. The average trimmed HX-NOE values for PKA-C bound to 
WT
191PLN  and 
delR14
191PLN   are 0.84 ± 0.09 and 0.83 ± 0.10, respectively, indicating that the overall 
conformational dynamics of the complexes on the fast timescale are similar. However, 
significant local variations of HX-NOE values were found between the two complexes. 
Residues in neighboring the Mg2+ positioning, catalytic loop, the αF-αG loop and the αG-
αH loop (D161, R190, V191, D241, Q242, G253, K254, and R256), linked to be involved 
in substrate binding and regulation[2], are more flexible when PKA-C is bound to 
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delR14
191PLN  ; while several residues flanking the C-helix, the αA-β1 linker and the C-
terminus (S34, Q35, T37, K83, Q96, A97, F347, T348, E349, F350) appear to be more 
rigid. These changes in the fast dynamic time scale might be related to the changes in 
the overall binding entropy as measured by ITC[290].  
Moreover, we investigated conformational dynamics in the μs/ms timescale by 
quantifying the contribution of chemical exchange to the transverse relaxation rate (Rex) 
using the TROSY Hahn-Echo experiment[123]. We found striking differences in the Rex 
values for the two complexes . In agreement with the previously reported data, the binary 
form of the enzyme with ATPγN experiences considerable conformational dynamics[56], 
especially along catalytic structural elements such as the glycine rich loop, C-helix, 
peptide positioning loop, and DFG loop[2]. When 
WT
191PLN  is bound to PKA-C/ATPγN, 
these structural elements remain considerably dynamic; however, substrate binding 
decreases the Rex values. Residues along catalytically important motifs such as G55 and 
M58 in the glycine-rich loop, D166 in the catalytic loop, R190 and V191 near the Mg+2 
positioning loop, and E208 belonging to the APE motif all experience a substantial 
decrease in Rex values. These results indicate that the ternary complex with 
WT
191PLN   is 
still dynamic, although the motions are attenuated with respect to the binary form; in 
contrast, the PKA-C/ATPγN/
delR14
191PLN   complex displays enhanced conformational 
dynamics in regions important for catalysis. For instance, residues in the Glycine-rich 
loop (G55, M58, and L59), near the Mg2+ positioning (R190 and V191), and the APE 
motif (such as E208) all experience Rex values similar to those found in the PKA-
C/ATPγN comple. In addition, we observed a substantial increase in conformational 
dynamics in the s-ms time scale in several other regions. Specifically, due to the loss of 
the P-2 arginine the acidic patch region positioned along the C-terminal tail (residues 
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330-334) is no longer electrostatically connected to the active site and experiences an 
increase in conformational dynamics (Figure 9.4). Increased motions occur for residues 
around D220, which is the conduit for allosteric signaling from the F-helix to the 
regulatory spine (R-spine, Figure 9.4)[12].  
Molecular dynamics (MD) simulation of the ternary complexes with 
WT
191PLN   and 
delR14
191PLN  . To interpret the dynamic effects of the deletion of P-3 arginine in the 
substrate, we performed atomistic MD simulations in explicit environments on both PKA-
C/
WT
191PLN  and 
delR14
191PLN   complexes. Starting from the crystal structure of PKA-C 
(PDB:3O7L), we used the HADDOCK package [168] to dock the substrates (
WT
191PLN  or 
delR14
191PLN  ) to the enzyme’s binding groove according to the canonical consensus 
sequence in the PKA-C/PKI5-24 X-ray structure [2]. In general, MD simulations show that 
the interactions in the proximity of the active site are similar to those observed in the 
PKA-C/PKI5-24 and PKA-C/
WT
191PLN   crystal structures (Figure 9.1B)[2, 56]. In particular, 
the acidic cluster surrounding Y330 latches on the small lobe, clamping the glycine-rich 
loop down into the active site. Also, E127 in the linker region connects the small and 
large lobes. In contrast, the P-2 arginine points toward the large lobe, interacting with 
E203, Y204, and E230. These electrostatic interactions are part of an allosteric network 
that ensures structural and dynamic communication within the enzyme[9, 12, 58] (Figure 
9.5A). During ~100 ns of MD simulations of the PKA-C/
WT
191PLN  complex, we found that 
the P-2 arginine residue (R14) does not change its side chain conformation, thus 
preserving the inter-residue interactions present in the crystal structure (Figures 9.5A). 
In contrast, the electrostatic interaction between the R13 guanidino group (P-3 site) and 
the hydroxyl group of Y330 breaks apart, with an approximately 90o rotation of the Arg 
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side chain torsion angles (Figure 9.5A). The latter causes the formation of new, 
transient interactions between the guanidino group and the  and  phosphates of ATP 
[55], with the P-3 Arg (R13) acting as a three-way switch between the small lobe, large 
lobe, and the ATP molecule. With the PKA-C/
delR14
191PLN  complex the transient 
interactions between the guanidine group, Y330 and the phosphates of ATP are lost, 
pushing the P-3 side chain away from the active site (Figure 9.5B). The opening and 
closing motions of the enzyme upon binding the wild-type and mutated substrate were 
analyzed using principle component analysis (PCA) (Figure 9.5C). The first principal 
component (PC1) reports on the opening and closing motion of the two lobes. When 
monitored with the C distance between S53 and G186 (dS53-G186), PC1 describes the 
open, intermediate, and closed conformational states of the kinase[55]. The PKA-C/
WT
191PLN  complex samples an ensemble of conformations situated between the open and 
closed states. In contrast, the ensemble of conformations accessible to the PKA-C/
delR14
191PLN   complex is closer to the open/intermediate basin. The slightly more open 
state found with the mutated substrate is supported by both the hydrodynamic radii from 
dynamic light scattering, indicating a less compact conformation of the PKA-C/
delR14
191PLN   
complex as well as the chemical shift trajectories (Figure 9.3C). Root mean square 
fluctuation analysis (RMSF) was performed to see the largest change in dynamics upon 
R14 deletion. The analysis demonstrates that the glycine rich loop, αF-αG loop and the 
αG-αF loop, become more dynamic with the mutation while the αA-β1 linker and the C-
terminus becomes more rigid. This analysis corroborates the HX-NOE data and, taken 
together, these results suggest that the missing P-3 guanidino group changes the 
interactions in the vicinity of the active site, affecting the opening and closing of the 
kinase.  
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9.4: Discussion  
The R14 deletion mutant of PLN provides a unique opportunity to study the 
effects of dysfunctional substrates on kinase structural dynamics using NMR 
spectroscopy. In fact, structural studies on complexes between kinases and their 
substrates are rather sparse, since the low binding affinity prevents crystallization. As a 
result, most X-ray structures are obtained in the presence of small drugs or pseudo-
substrate inhibitors[11]. The R14 deletion is located within the kinase recognition site 
and eliminates the P-3 site. The P-3 site is crucial for efficient kinetics as assessed in 
model peptide substrates[496].  In fact, the missing electrostatic interactions at the P-3 
arginine changes the register of the recognition sequence, with Arg 9 shifted to the P-6 
position (Figure 9.1). These structural changes hinder 
delR14
191PLN   binding to PKA-C. 
However a reduction in affinity alone is insufficient to explain the sluggish kinetics as 
most kinase/substrate interactions are weak in nature[11]. For instance, the standard 
PKA-C substrate Kemptide has a Kd of approximately 200 μM, yet it displays kinetic 
parameters common to other PKA-C substrates[7, 9, 12]. Although the R14 does not 
actively participate in the phosphorylation reaction[49], the removal of R14 in PLN has a 
dramatic effect on the enzyme. Not only does it reduce PLN’s binding affinity, it also 
affects the organization of the active site. In fact, in the complex with the wild-type R13 
and R14 act as a bridgehead between the small lobe (through R13/Y330) and large lobe 
(R13/E127 and R14/E203/Y204). The guanidino group of R13 interacts with the -
phosphate of ATP, likely facilitating the opening and closing of the active site. While the 
guanidino group of the R14 arginine residue is firmly anchored to the large lobe (Figure 
5A), the R13 arginine is more dynamic and establishes transient interactions with the 
acidic cluster of PKA-C (328-334), a key region for determining opening and closing of 
the active cleft[2]. The role of these interactions in catalysis is also supported by steady-
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state phosphorylation kinetic measurements, which show that the PKA-CY330F mutant 
decreased kcat by approximately sixty percent and increased KM for Kemptide 
approximately five-fold[100]. The dramatic loss of catalytic efficiency 
delR14
191PLN   
compared to Y330F indicates the loss of P-3 site in PLN is more disruptive than simply 
the loss of an electrostatic bridge. In addition to a perturbation of the structural and 
electrostatic preorganization at the active site, the deletion of R14 disrupts the anchoring 
of the substrate with the small lobe, enhancing the conformational dynamics across the 
enzyme backbone (Figures 9.4). With completion of the backbone resonance 
assignment on the three major structural forms of PKA-C (apo, binary, and closed), we 
were able to identify several resonances that were previously unassigned and were 
observable with the addition of 
WT
191PLN  . This allowed us to identify that PKA-C bound to 
substrate remains dynamic, but attenuated with respect to the nucleotide bound form, 
reflecting an opening and closing of the enzyme (committed conformational 
dynamics)[55, 56]. In contrast, the elimination of the interactions at the P-3 site in the 
PKA-C/
delR14
191PLN  complex prevents the assembly of the small and large lobes, and the 
complex adopts a partially closed conformation with dysfunctional dynamics (Figure 
9.6).  
Recently, we showed that the allosteric mutant of PKA-C, Y204A[499] disrupts 
the hydrophobic core adjacent to the active site and removes electrostatic interactions 
with the P-2 arginine, desynchronizing the opening and closing motions globally. The 
deletion of the P-3 arginine increases the conformational dynamics extending throughout 
the N terminus (αC-β1-linker), the C-terminal tail (acid patch)[2], and the F-helix, which 
constitute the central signaling conduit of the kinase connecting the R-spine with the F-
helix [13] (Figure 9.4).  While the lack of allosteric transmission from the active site to 
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the C-terminal tail could be anticipated by the loss of the P-3 electrostatic interaction in 
the active site, the behavior of the conformational dynamics displayed by the central 
signaling conduit was unexpected. Therefore, this lethal mutation along with a partial 
closing of the active cleft and dysfunctional motions, alters the allosteric network with 
concomitant decrease of the catalytic efficiency [55, 56].  
Case studies on dihydrofolate reductase using artificial mutations have predicted 
that dysfunctional dynamics[437] or a dynamic knockout [15, 500] dramatically reduce 
enzymatic activity and have been exemplified in other systems as well[16, 117, 309, 
338, 374, 478]. These studies have overlooked the contribution that substrates have on 
promoting productive motions. The natural occurring R14 deletion in the PKA-C 
recognition sequence of PLN is a unique example that advocates for a central role of the 
substrate in the organization of the active site and to promote productive conformational 
fluctuations. While these motions might not play a direct role in the chemical step[18] 
(i.e., phosphoryl transfer), they dictate the opening and closing of the active cleft for 
phosphoryl transfer. 
Absent or reduced PLN phosphorylation levels cause SERCA to be constitutively 
down-regulated, leading to reduced Ca2+ uptake in the SR lumen and, ultimately, heart 
disease[125, 488]. Recent in vitro studies demonstrated that several hereditary mutants 
of PLN constitute a poor substrate for PKA-C[497, 501]. Specifically, hypo-
phosphorylation of PLN has been detected for the PLNR9C mutant, where a cysteine 
substitution occurs at the P-7 site [501] as well as for PLNR14del . However, the molecular 
etiologies for these mutants’ lack of phosphorylation are dissimilar[498, 502]. While 
reduced phosphorylation of PLNR9C has been attributed to disulfide bond formation 
between adjacent monomers in the pentamers, rendering the phosphorylation site 
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inaccessible to PKA-C[501], R14 deletion prevents the formation of the catalytically 
committed conformation.  Nonetheless, in both cases slow phosphorylation kinetics 
reduce calcium uptake with concomitant decline of cardiac output, leading to heart 
failure. Importantly, the fight or flight mechanism, which results in increased PKA-C 
activity and decreased SERCA inhibition, is severely impaired by the slow 
phosphorylation of 
delR14
191PLN  , affecting Ca
2+ transients and leading to DCM[491, 494]. 
Our findings emphasize the importance of functional dynamics between the enzyme and 
substrate to achieve physiological phosphorylation levels for normal cardiac function. 
These results elucidate a pathway by which dysfunctional conformational dynamics of 
proteins may result in pathological phenotypes, giving new and exciting evidence of a 
structural basis of DCM linked to this specific pathway.  
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10.1: Introduction 
Protein kinases are ubiquitous phosphoryl transferases that regulate many 
cellular signaling processes [503]. Due to their primary role in cell physiology and 
pathology, protein kinases have become major drug targets to counteract human 
diseases, such as heart failure and cancer [504, 505]. Kinases canonical function is to 
transfer the -phosphate of ATP to Ser/Thr/Tyr residues of substrates, thereby activating 
or deactivating various signaling pathways [1, 27, 505, 506]. About a decade ago, 
Manning and co-workers identified a non-canonical function for protein kinases that, in 
several instances, do not carry out any catalytic function; rather they provide binding 
scaffolds to modulate, integrate, or compete in signaling cascades, the so-called 
pseudo-kinases [1]. While kinases are capable to perform this dual function in signaling, 
pseudo-kinase function is independent from catalysis [68, 69]. To date, approximately 
10% of the 518 members of the mammalian kinases are defined as pseudo-kinases, 
with reduced or completely obliterated ability to catalyze phoshoryl transfer [69, 507].  
A modern conundrum is to uncouple canonical and non-canonical functions in 
kinases. This would enable one to achieve a higher level of functional control in kinase-
mediated signaling pathways [507]. Site-directed mutagenesis studies have shown that 
this functional uncoupling is possible [113, 449, 508]. In addition, it was found that small 
molecules, which inhibit kinase in vitro, can paradoxically activate other kinase pathways 
in cell [114, 115, 509]. The latter suggests that inhibited kinases (i.e., scaffolds) can still 
modulate signaling events. 
Although substantial progress has been made for the development of allosteric 
inhibitors [510-512], the most common kinase inhibitors target the kinases’ nucleotide 
binding pockets, abolishing kinase catalytic activity [513]. However, these molecules 
have not been engineered to produce pseudo-kinases (devoid of catalytic activity) or 
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dead kinases (non-catalytic and non-scaffolding). So, how can we uncouple kinase 
functions? 
A hallmark of kinases is the allosteric cooperativity (K-type cooperativity) [4, 12]: 
nucleotide binding affects substrate affinity. Therefore, we hypothesize that by 
modulating the chemical moieties of nucleotides and nucleotide-analogs it is possible to 
control the allosteric binding cooperativity and steer kinase function toward pseudo-
kinases or dead kinases. As a model system, we chose the catalytic subunit of the 
cAMP-dependent protein kinase A (PKA-C). This enzyme is one of the most studied and 
has represented the benchmark for the entire kinase family [2]. PKA-C is organized into 
two lobes, an N-terminal small lobe with 5 -strands and one helix (C helix), and a C-
terminal large lobe mostly helical that harbors the substrate binding cleft [448] (Figure 
10.1A). The nucleotide (ATP) binds at a critical junction of the kinase core, which is 
embedded between the small and large lobe [448]. Through coordination of two Mg2+ 
ions, the nucleotide positions several amino acids from various catalytic motifs such as 
the DFG loop, glycine-rich loop, and catalytic loop for phosphoryl transfer (Figure 10.1C) 
[25]. Structurally, the nucleotide’s adenine ring completes the architecture of the catalytic 
spine (C-spine), an array of hydrophobic residues that play a key role in intramolecular 
allosteric signaling and kinase activation [13]. The substrate binds the C-lobe, laying on 
the peptide positioning loop, which provides high-binding affinity for registering the 
recognition sequence. It has been hypothesized that ATP acts as an allosteric effector 
priming the kinase structure for substrate binding [13, 43, 55]. The dynamic apo enzyme 
toggles between three major conformational states (open, intermediate, and closed, 
Figure 1.01B). ATP binding shifts the enzyme conformational ensemble from an open to 
an intermediate state, increasing substrate affinity through a K-type binding cooperativity 
[58, 514, 515]. In spite a plethora of structural [2] and biophysical data [516], it is still 
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unclear how the different chemical moieties of ATP confer positive K-type cooperativity 
for substrates.  
Here, we combined isothermal titration calorimetry (ITC) measurements with 
solution NMR spectroscopy to study how chemically different nucleotides modulate the 
degree of the binding cooperativity for the pseudo-substrate peptide inhibitor PKI5-24. 
Importantly, we found a linear correlation between the degree of cooperativity and the 
population of the closed state of the enzyme. The adenine ring, ribose and - 
phosphates all contribute to allosteric cooperativity. The highest degree of cooperativity 
is reached with ATP, where the phosphate groups pre-organize the active site for 
phosphoryl transfer and primes the substrate binding site for high affinity (catalytically 
competent state). A common ATP analog, ATPN, shows substantially reduced 
cooperativity, which is completely abrogated with ATPC. In fact, the substitution of the 
oxygen in the phosphoester with methylene group disrupts the coordination geometry 
around the second Mg2+ ion in the active site, resulting in a dramatic loss of 
cooperativity. Remarkably, the binary complex PKA-C/ATPC does not have detectable 
binding affinity for phospholamban, a substrate of PKA-C in the cardiac muscle. Lastly, 
we tested substrate binding cooperativity with two ATP-competitive inhibitors of PKA-C, 
H89 and balanol. While both molecules block catalysis, H89 and balanol display 
negative and positive binding cooperativity, respectively. Our results show that it is 
possible to uncouple the high affinity of inhibitors for the nucleotide binding cleft and 
substrate binding cooperativity by changing the chemical nature in the active site, 
especially around the phosphoester bond, opening new directions for manipulating 
protein kinases functions in a specific manner. 
9.2: Experimental Procedures 
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Adenosine 5’-triphosphate (ATP), adenosine 5’-monophosphate (AMP), γ-β-
methyleneadenosine 5’-triphosphate (ATPγC), and adenine were purchased from Sigma 
Aldrich (St. Louis, MO, USA). Adenosine 5’-diphosphate (ADP) and adenosine were 
purchased from Research Products International (Mt. Prospect, IL, USA). Adenosine 5’-
(β,γ-imido)triphosphate (ATPγN) was purchased from Roche Diagnostics (Indianapolis, 
IN, USA) 
Sample Preparation. Recombinant catalytic subunit of PKA was expressed in BL21 
DE3 cells as previously described by Studier[346] at 24 °C. Purification of PKA-C was 
performed as previously described using the His6-RIIα(R213K)[321] subunit and a 
second purification step was performed using the HiTrap SP cation exchange column as 
previously described[350]. The most abundant isoform, corresponding to 
phosphorylation at S338, T197 and S10, was used for all experiments. Peptide synthesis 
was performed on a CEM Liberty microwave synthesizer as described previously[55]. 
Kinase activity was tested with a gel shift assay and quantified using A280 = 52060 M-
1cm-1.  
ITC measurements. All ITC measurements were performed with a Microcal VP-ITC 
instrument or TA NanoITC instrument at 300K. Samples were buffer exchanged into 20 
mM MOPS, 90 mM KCl, 10 mM DTT, 10 mM MgCl2, 1 mM NaN3, pH 6.5. Approximately 
1.7 mL of 11.4-32μM of PKA-C was used for each experiment and 280 µL of 140-350μM 
of PKI5-24 in the titrant syringe. For the AMP binding experiment 300 L of 238M of 
PKA-C was used with 50 L of 3.3mM of AMP. Final concentration of 2mM of nucleotide 
was used for nucleotide saturated experiments and a concentration of 50 M for the 
inhibitor saturated experiments. All experiments were performed in triplicate. The heat of 
dilution of the ligand to the buffer was taken into account by measuring the heat of 
dilution of the ligand to the buffer and was subtracted from the experiment accordingly. 
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Binding was assumed to be 1:1 and was analyzed using the NanoAnalyze software (TA 
instruments New Castle, DE, USA),  with the Wiseman Isotherm[280]: 
𝑑[𝑀𝑋]
𝑑[𝑋𝑡𝑜𝑡]
= ∆𝐻°𝑉0 [
1
2
+⁡
1 − (1 + 𝑟) 2⁄ −⁡𝑅𝑚 2⁄
(𝑅𝑚
2 − 2𝑅𝑚(1 − 𝑟) + (1 + 𝑟)2)1 2
⁄
] 
where the change of the total complex, d[MX] with respect to the change of the ligand 
concentration, d[Xtot] is dependent on r, the ratio of the Kd with respect to the total protein 
concentration, and Rm, the ratio between the total ligand and total protein concentration. 
The free energy of binding was determined using the following: 
∆𝐺 = 𝑅𝑇 ln𝐾𝑑 
where R is the universal gas constant and T is the temperature at measurement (300 K). 
The entropic contribution to binding was calculated using the following: 
𝑇∆𝑆 = ⁡∆𝐻 −⁡∆𝐺 
Calculations for the cooperativity constant (σ) were calculated as follows: 
𝜎 =
𝐾𝑑,𝐴𝑝𝑜
𝐾𝑑,𝑛𝑢𝑐𝑙𝑒𝑜𝑡𝑖𝑑𝑒
 
where Kd,Apo is the Kd of PKI5-24 to the apo enzyme and Kd,nucleotide is the Kd of PKI5-24 to 
the nucleotide bound enzyme. 
NMR Experiments. Samples for 13C IVL 15N labeled PKA-C were expressed and purified 
as previously described[12, 350]. Effective final sample concentrations were 0.2-0.25 
mM in 20 mM KH2PO4, 90 mM KCl, 10 mM DTT, 10 mM MgCl2 1 mM NaN3 at pH 6.5 
with 12 mM of nucleotide. Adenosine and adenine lack solubility in aqueous solution and 
concentrations of 10 mM and 6mM respectively were used. Samples with ATP and 
ATPN were performed with 60 mM MgCl2 for MgATP. Additions of 4, 8, 12, 18, 24, and 
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32 μL of 4.0 mM of PKI5-24 were used for a minimum final two fold molar excess of 
ligand. NMR assignments on the apo, nucleotide bound (ATPγN) and ternary (ATPγN 
and PKI5-24) were carried out on an 850 MHz Bruker Advance III spectrometer and 
described elsewhere [517]. All 1H-15N TROSY-HSQC experiments and 1H-13C HMQC 
experiments were carried out on a Varian Inova 600 MHz spectrometer equipped with a 
Cold HCN probe operating at 300 K. 
9.3: Results  
Different nucleotides provide varying degree of binding cooperativity. To measure 
substrate binding cooperativity of PKA-C, we utilized ITC and measure the binding 
affinities of PKA-C for a 20 amino acid inhibitory peptide from the heat stable protein 
kinase A inhibitor (PKI5-24). Since PKI5-24 contains the substrate recognition motif for 
PKA-C (with Arg residues on the P-2 and P-3 positions) and an Ala instead of a Ser at 
the P-site, it is considered a pseudo-substrate[2], recapitulating the high binding affinity 
of the R-subunits[38, 55, 379, 448]. The binding cooperativity between PKI5-24 and the 
nucleotide was assessed by saturating the kinase with a series of nucleotide analogs: 
adenine, adenosine, AMP, ADP, ATPγN, ATPγC, and ATP (Figure 10.2). Under the 
time scale of our experiments, there is no hydrolysis of ATPN, which was detected in 
the crystallized PKA-C/ ATPN/SP20, a substrate peptide derived from PKI5-24 with 
Asn20Ala and Ala21Ser mutations, complex after several days [47]. The different 
nucleotides were chosen to dissect the contribution of each chemical moiety (i.e., 
adenine ring, ribose, and phosphates). All of these nucleotides display very similar 
binding affinities for the enzyme [42, 57, 518], with Kd values between 20-50 M. Note 
that under our experimental conditions, two Mg2+ ions occupy the binding site, which are 
required for the high binding affinity of PKI5-24 [519]. To quantify the extent of 
cooperativity, the binding thermodynamics were interpreted using a classical 
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heterotropic linkage model (Figure 10.2A), where the binding of one ligand enhances or 
reduces the affinity of the second ligand. The degree of cooperativity (σ), which is 
independent of the order of ligand binding, quantifies the extent of K-type cooperativity 
[12, 281]. Saturation with most nucleotides increases the binding affinity toward PKI5-24. 
The highest affinity and degree of cooperativity (= 400) was measured for ATP. 
Specifically, we found a gradual increase of cooperativity for the following series: 
adenine < adenosine < ADP < ATPN << ATP (Figure 10.2B). These data indicate that 
the adenine ring, the ribose as well as the three phosphates contribute incrementally to 
the enzyme’s binding affinity for PKI5-24. As previously observed [42], the adenine moiety 
(Figures 2 and Table 1) is especially important for the binding affinity, since its ring, 
sandwiched between residues Val57 in the N-Lobe and Leu173 in the C-Lobe, is 
stabilized by hydrophobic interactions. The ribose moiety and phosphate groups further 
increase PKI5-24 binding affinity, with a significant increase in cooperativity correlated 
with the number of phosphate groups. Notice that the affinity of the pseudo-substrate 
peptide is much greater when the enzyme is bound to ATP than ADP, suggesting that 
ADP facilitates the exit of the enzymatic product. An anomalous behavior is observed for 
AMP, which has been shown to have a lower binding affinity for PKA compared to other 
nucleotide analogs [42]. In agreement with these previous data, we found a substantially 
weaker affinity with AMP (Kd ~ 250 M). These binding experiments were repeated at 
higher AMP concentrations; however, we did not observe significant changes in the 
pseudo-substrate affinity. Since the structure of the kinase in complex with AMP is not 
available, we speculate that the absence of the  and  phosphates prevent the closure 
of the binding cleft, reducing the affinity for the substrate. The most interesting results 
were obtained for two non-hydrolysable nucleotides mimics that are commonly used for 
structural studies, namely, ATPN and ATPC. The presence of a nitrogen atom in place 
204 
 
of oxygen at the  position of the ATP phosphoester (ATPN) dramatically reduces the 
binding cooperativity (σ = 53). This phenomenon is accentuated for ATPγC, where a 
methylene group replaces the bridging oxygen. In this case, the binding cooperativity 
between the non-hydrolysable nucleotide and pseudo-substrate is completely abolished 
(σ = 1.0).  
ATPC prevents phospholamban binding. To further understand the role of the 
bridging oxygen of the  and  phosphates on the binding cooperativity of more realistic 
substrates displaying much lower affinity than the pseudo-substrate, we utilized a 19 
amino acid peptide corresponding to the cytoplasmic domain of phospholamban (PLN1-
19), a signaling target for PKA-C that regulates cardiac contractility [56, 127, 129]. 
Although phospholamban contains a transmembrane domain, the cytoplasmic domain 
alone is recognized and phosphorylated by PKA-C [129]. Remarkably, the binding 
titrations carried out in the presence of saturating concentration of ATPC showed a 
dramatic reduction of the binding affinity. Previous binding studies show that the Kd for 
PLN1-19 to the PKA-C/ATPN complex is approximately 28 μM [517]. In stark contrast, 
PLN1-19 binding affinity for the PKA-C/ATPC complex is very weak (Kd > 1 mM) (Figure 
10.3A). Accordingly, NMR titrations of the PLN1-19 peptide on the PKA-C/ATPC complex 
do not show any detectable chemical shift changes in both the amide and methyl group 
fingerprints (Figure 10.3B). Both ITC and NMR titrations indicate that the loss of binding 
affinity by ATPC observed in the pseudo-substrate is not only confirmed using PLN1-19, 
but is accentuated with substrates. 
Linkage between structural transitions and binding cooperativity. To probe the 
conformational transitions of the enzyme with the different nucleotides, we mapped the 
enzyme’s amide fingerprint using [1H,15N]-TROSY-HSQC experiments [176] as the 
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amide chemical shifts are a sensitive reporters of allosteric transitions [372, 410, 520]. 
Although previous crystallographic structures of these complexes were reported to be 
identical [2], small changes in chemical shifts have been demonstrated to report on 
subtle changes in conformation and allostery [373, 375, 521]. Resonance assignments 
for the different free and ligated states of the kinase were previously obtained using 
triple-resonance experiments [517] and transferred to the spectra of the kinase saturated 
with the different nucleotides, as well as in the ternary complexes. We found that the 
addition of the pseudo-substrate to nucleotide saturated PKA-C shifts the amide 
resonances of the enzyme along linear chemical shift trajectories (Figure 10.4A). This 
indicates that the enzyme predominately interconverts between a two state equilibrium 
and the binding of pseudo-substrate shifts the population of the enzyme toward the 
closed state with different extents. A succinct view of the process is offered by the 
analysis of the amide chemical shifts using CONCISE [410], a statistical approach that 
utilizes principal component analysis to quantify the global coordinated response of the 
amide chemical shifts upon ligand binding for linear chemical shift trajectories [410]. This 
method identifies the predominant linear trajectory of all the chemical shifts and the 
aggregate amide chemical shifts for each state is grouped together by their average 
position along the linear trajectory (PC score). These changes are displayed as 
probability density distributions defining a specific conformational state of the kinase 
along the conformational equilibrium [410]. Addition of PKI5-24 to all of the nucleotide-
bound forms of the kinase shifts the conformation equilibrium toward the closed state 
(Figures 10.4), reflected in the higher PC score from CONCISE, but to different 
degrees. In particular, a gradual shift of the probability density distributions of the amide 
chemical shifts is apparent going from adenine, adenosine, ADP up to ATP, indicating 
that the presence of the ribose and the increased number of phosphates allows PKI5-24 
to shift the conformational equilibrium further toward the closed state. To link the binding 
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thermodynamics of PKI5-24 to the conformational transition, we first compared the free 
energy of binding for PKI5-24 under nucleotide saturating conditions to the PC score of 
the nucleotides and did not find a firm correlation. However, a comparison between the 
free energy of binding for PKI5-24 and the PC score of the enzyme’s ternary complexes 
with PKI5-24 (Figure 10.4) shows a linear correlation between the extent of the closed 
state and the free energy of binding (|R| = 0.96, Figure 10.4C), indicating that the 
degree of cooperativity of substrate binding strongly depends on the extent of the closed 
state.  
The CONCISE analysis yields insights into the global opening and closing 
transitions following only those residues with linear trajectories. Therefore, we followed 
the chemical shift trajectories of the Ile, Val, and Leu methyl groups. Methyl group 
chemical shifts are sensitive reporters of allosteric networks in large proteins [339, 522, 
523]. As for the backbone, upon ligand binding most of the methyl group chemical shifts 
follow predominately linear trajectories along the open to close conformational states, 
reporting on a two state equilibrium in the fast exchange regime (Figure 10.5). However, 
several methyl groups located near the binding site as well as in distal regions follow 
non-linear chemical shift trajectories in the PKA-C/ATPC/PKI5-24 complex, with many 
resonances exhibiting substantial line broadening at even at ligand saturation conditions. 
These features suggest that ATPC with pseudo-substrate shifts the enzyme outside the 
reaction coordinates traceable with the other nucleotides into another conformational 
state that is unable to bind substrates at high affinity. 
ATP-competitive inhibitors exhibit positive and negative cooperativity. The binding 
data using nucleotide analogues demonstrated that substrate binding cooperativity could 
be modulated by changing the chemical nature of the nucleotide. With an eye on the 
feasibility of this approach to drug design, we looked at whether current ATP-competitive 
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inhibitors of PKA-C could also alter binding cooperativity. To this end we measured the 
affinity of PKI5-24 using ITC in the presence of two ATP-competitive inhibitors, H89 and 
balanol (Table 2 and Figure 10.6). H89 is an isoquiolinesulfonamide based inhibitor 
which was synthesized to have higher selectivity for PKA-C [524] and is commonly used 
to block PKA-C activity in cells. Balanol is a metabolite isolated from Verticillium 
balanoides and its kinase inhibition potency was first described on PKC [525], and later 
on PKA-C [526]. We found the Kd of PKI5-24 decreases when PKA-C is saturated with 
balanol with a moderate positive cooperativity ( = 7.0). For H89, on the other hand, we 
found a substantial loss of affinity for PKI5-24, corresponding to negative binding 
cooperativity ( = 0.55). These features show that ATP-competitive inhibitors can 
differentially alter kinases into either pseudo-kinases or into dead kinases based on 
differing binding cooperativity. 
10.4: Discussion 
The linear correlation described here between the conformational state of the 
ternary complex and the free energy of binding for the pseudo-substrate has many 
implications for kinase substrate recognition and function. The nucleotide emerges not 
only as carrier of the phosphate group for chemistry at the active site, but also having a 
structural role for mediating allosteric binding cooperativity. Importantly, high binding 
affinity of the substrate and pseudo-substrate can only be achieved when the 
appropriate nucleotide brings together the small and the large lobes, shifting the 
population of the enzyme toward the intermediate state [410], pre-organizing the active 
site such that it is complementary for substrate binding and enabling the ternary complex 
to reach a catalytically competent state [527, 528]. This conformational transition is most 
closely obtained with native substrates and ATP, leading to the most favorable free 
energy of binding. Removal of the β- and -phosphate, ribose, and adenine ring does 
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not significantly alter the nucleotide binding affinity, but results in an enzyme 
conformation progressively less complementary for substrate binding.  
Interestingly, for both AMP and ATPγC we did not observe a linear relationship 
between free energy of pseudo-substrate binding and extent of the closed state, 
showing that these nucleotides do not exhibit positive K-type cooperativity (Figures 
10.2B and 10.4). Not only AMP has a lower binding affinity, but it is also unable to drive 
the conformation of the glycine-rich loop in a competent state, abrogating binding 
cooperativity. Interestingly, the non-hydrolysable nucleotide mimic ATPC has a similar 
effect (Figure 10.2). The recently determined crystal structures of the kinase (PDB entry 
4IAC) in the presence of SP20 and ATPC [65] with the PKA-C complexed with PKI5-24 
and ATP (PDB entry 1ATP) are great complement to our data. Overall, the backbone 
structures of the two complexes are identical. However, in the 4IAC structure ATPC 
does not interact with the backbone amide groups of Phe54 and Gly55, preventing the 
glycine-rich loop from closing and resulting in a more open conformation. Furthermore, 
in the presence of ATPγC the second Mg2+ ion adopts a bi-pyramidal coordination 
geometry rather than the octahedral geometry found with both ATP and ATPγN [65]. 
Therefore, the coordination of the metal ion plays a key role in positioning the -
phosphate and the substrate for productive phosphoryl transfer. Accordingly, we found 
that the substitution of the oxygen in the phosphoester with a methylene group 
dramatically reduces the binding affinity and does not shift the population from the open 
to intermediate state as observed for ATPN (Figure 10.4). Moreover, the chemical 
shifts of the methyl groups suggest that the ternary complex PKA-C/ATPC/PKI5-24 
occupies a different state in the conformational landscape of the enzyme, with a loss of 
binding cooperativity for the pseudosubstrate and complete obliteration of binding for 
phospholamban. Although all chemical moieties are important for binding cooperativity, 
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our data underscore the central role of the oxygen atom bridging the  and  phosphate. 
Structurally, this atom provides the coordination geometry for the second Mg2+ ion, 
clamping down the glycine-rich loop and shifting the conformational equilibria for the 
formation of a productive ternary complex with substrates. In fact, the degree of 
cooperativity is significantly attenuated when nitrogen replaces the oxygen (ATPN). The 
latter was also predicted but not proved in the published work by Walsh and coworkers 
[44]. If the degree of cooperativity is attenuated by the substitution of the oxygen with 
nitrogen (ATPN), it is completely lost with  ATPγC, a widely used non-hydrolysable ATP 
analog for both kinases and ATPases[529]. In the case of PKA-C, this compound 
appears to prevent the formation of a catalytically competent complex with endogenous 
substrates.  
Based on the above considerations, we conclude that the oxygen bridging the  
and  phosphate is a hot spot for modulating binding cooperativity. By changing the 
chemistry around this hot spot, it is possible to convert a kinase into a completely dead 
kinase abrogating both its canonical and non-canonical functions. These results may 
have important implications in the design of new inhibitors of kinases. It is possible to 
anticipate that newly designed inhibitors may be directed to either the catalytic function 
(i.e., phosphoryl transfer) or both catalytic and binding functions. In the former case, the 
kinase would still function as a pseudo-kinase preserving its signaling role as scaffolds, 
anchors, spatial modulators, traps, and ligand-driven regulators of canonical kinases [68, 
113]. In fact this case has previously been observed with small molecular inhibitors of 
RAF kinase, activating kinase signaling pathways in a dose dependent manner [114, 
115] or in the more recent finding that ATP-competitive inhibitors can block protein 
kinase recruitments to the Hsp90-Cdc37 system[530]. In the latter case, the kinase 
would be totally dead and removed from its signaling pathways (Figure 10.7). Mutations 
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have been reported to convert active kinases into pseudo-kinases, preserving their non-
catalytic functions [449, 508]. In the case of PKA-C, residual catalytic activity enables 
yeast to survive[531]. On the other hand, a catalytically dead PKA-C fails to be 
autophosphorylated, but it can still bind ATP as well as the regulatory subunits and is 
recognized and phosphorylated by PDK-1 [508]. Another notable case is with a mutation 
that fuses the C-spine, blocks ATP binding and allows for dimerization of RAF kinase 
domains [113]. ATPC renders the kinase dead, abolishing both catalysis and binding of 
substrates, despite assembly of the C-spine.  
In fact, existing ATP-competitive inhibitors already inhibit catalysis or both 
catalytic and binding functions. By using balanol and H89 as representative small 
molecule inhibitors, existing compounds already exhibit differential activity with balanol 
rendering PKA-C as a pseudo-kinase and H89 into a dead kinase. The basis for this 
differentiation may lie within the chemistry of these groups. Although balanol is highly 
aromatic, there exist multiple polar groups that make hydrogen bonds with side-chain 
groups critical for substrate recognition and catalysis, including the conserved Lys72 and 
Glu91, in the active site [532]. H89 lacks these hydrophilic groups and the interaction 
within the binding site is almost exclusively through hydrophobic contacts. The stark 
differential chemistry and cooperative nature of these inhibitors suggest that chemical 
design of inhibitors can enable manipulation of binding cooperativity. 
In a recent work on Src kinase, Foda et al. show a negative binding cooperativity 
between ATP and substrates[533]; while a positive cooperativity was measured for ADP 
and phosphorylated substrate. These authors found that the negative cooperativity is 
mediated by an allosteric network of contacts initiated by a protonation event occurring 
at the DFG loop [533]. This contrasts the positive K-type binding cooperativity found for 
PKA-C [12], where a high degree of cooperativity was observed for ATP with the 
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endogenous protein kinase inhibitor (PKI), regulatory subunits (R-subunits), [534] and 
substrates [517]. These findings suggest that the mechanism for cooperativity is not 
uniform throughout the kinome and that cooperativity hot spots may become a target for 
designing inhibitors able to fine-tune specific signaling pathways. 
The other side of the coin is represented by the motions of these enzymes [56, 
393, 517] as both structure and dynamics work together for kinase activity [24]. In fact, 
finely tuned productive motions in the nucleotide-bound state of the kinases are 
necessary for catalysis [55, 56]; and, importantly, changes in the motional regime 
causes a loss of cooperativity and/or catalytic efficiency [57]. The side-chain methyl 
spectrum shows that PKA-C with ATPC does not engage in productive motions 
exhibited by other nucleotides with positive cooperativity. Although the control of 
motional properties of the kinases may represent another, more sophisticated level of 
control of kinase function [76], the current design of drug inhibitors has yet to include a 
control of conformational entropy.  
In conclusion, this study identifies a hot spot for tuning binding cooperativity and 
decoupling canonical and non-canonical functions in kinases, introducing a higher level 
of control in the high affinity competitive inhibitors of these enzymes. Newly designed 
kinase inhibitors would then be able to convert a kinase into a pseudokinase, i.e., 
creating a scaffold that it is still involved in signaling, or alternatively, subtract kinases 
from their signaling pathways altogether, impairing both enzymatic activity and substrate 
binding (dead kinases) [68, 507]. 
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Table 4.1: Validation of the statistics-based assignment of FLAMEnGO 2.0 with 
conventional through-bond experimental assignments.  Matched indicate assignments 
that were verified using through-bond correlations. Unassigned indicates that peaks are 
present in the spectra but the through-bond correlations are absent. Erroneous indicates 
misassigned peaks in the FLAMEnGO 2.0 calculations. 
  > 90% confidence < 90% confidence 
 
FLAMEnG
O 
 
Matched Unassigne
d in the 
through-
bond 
correlation 
spectra 
Erroneou
s 
Assignm
ent in 
FLAMEn
GO 
Matche
d 
Unassigne
d in the 
through-
bond 
correlation 
spectra 
Erroneou
s 
Assignme
nt in 
FLAMEn
GO 
ILE 
(21) 
100% 90% 0% 10% 0% 0% 0% 
LEU 
(64) 
95% 44% 2% 6% 23% 12% 8% 
VAL 
(40) 
100% 68% 6% 9% 16% 1% 0% 
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TABLE 7.1: Summary of 15N relaxation and ITC data for PKA-CWT and PKA-CY204A. 
 PKA-CWT:ATPγN PKA-CY204A: ATPγN 
Kd for PKI5-24 (μM) 0.12 ± 0005 14.6 ± 2.1 
Average R1 (s-1) 0.51 ± 0.08 0.51 ± 0.06 
Average R2 (s-1) 51 ± 5 46 ± 4 
Average HX-NOE 0.79 ± 0.13 0.81 ± 0.12 
kex from CPMG (s-1) 1020 ± 150 NDa 
pclosed (%)c 93.5 ± 8.5 NDa 
aDynamics are no longer concerted; therefore overall parameters are not available. 
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TABLE 7.2:  Thermodynamics of ligand binding to PKA-CWT and PKA-CY204A determined 
by ITC. Binding of the ATP mimic, ATPγN, to Apo form of the enzyme (top) was 
measured as well as PKI5-24 binding of the nucleotide bound form of the enzyme 
(bottom). 
ATPγN Kd (μM) ΔH (kcal/mol) TΔS (kcal/mol) 
PKA-CWT 58 ± 4 -2.7 ± 0.2 3.1 ± 0.2 
PKA-CY204A 23.5 ± 0.85 -4.25 ± 0.05 2.11 ± 0.03 
    
PKI5-24 with 2mM 
ATPγN 
Kd (μM) ΔH (kcal/mol) TΔS (kcal/mol) 
PKA-CWT 0.12 ± 0005 -18.1 ± 0.27 -8.64 ± 0.3 
PKA-CY204A 14.6 ± 2.1 -8.57 ± 0.39 -1.92 ± 0.46 
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Table 8.1: Average  values for the various structural motifs of PKA-C in the difference 
conformational states.  
Motifs 
<> <> 
apo binary ternary binary - apo ternary - binary 
A-helix 1.30  0.27 1.12  0.34 0.98  0.23 -0.16  0.37 -0.08  0.21 
A- linker 1.52  0.16 1.32 0.39 1.26  0.25 -0.23  0.24 -0.13  0.20 
hinge  
(res 120-127) 
1.03  0.48 1.33  0.65 1.23  0.47 -0.03  0.06 0.35  0.30 
E-helix 0.49  0.13 0.41  0.09 0.51  0.57 -0.03  0.07 -0.16  0.23 
F-helix 0.40  0.12 0.56  0.27 0.51  0.33 0.12  0.34 -0.19   0.32 
G-helix 1.39  0.28 1.15 0.46 1.31 0.40 
0.14  
0.002 
-0.08  0.84 
H-helix 0.86  0.60 1.36  0.57 1.00  0.88 0.06  0.05 -0.10  0.49 
C-terminal tail      
Res 298-314 1.44  0.63 1.10  0.55 1.03  0.59 -0.34  0.22 -0.11  0.33 
Res 315-345 1.51  0.39 1.65  0.27 1.32  0.37 0.28  0.08 -0.25  0.47 
Res 346-350 1.18  0.48 1.19  0.18 1.07  0.35 -0.18 0.34 -0.13  0.38 
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Table 10.1: The affinity, degree of cooperativity (), and thermodynamics of PKI5-24 
binding with respect to the saturated nucleotide determined from ITC. 
 Kd (M)  ΔG (kcal/mol) ΔH (kcal/mol) TΔS 
(kcal/mol) 
Apo 6.4 ± 0.56 1 -7.14 ± 0.05 -22.03 ± 0.63 -14.90 ± 0.68 
ATPC 6.1 ± 0.27 1.0 -7.17 ± 0.02 -13.61 ± 0.36 -6.43 ± 0.38 
AMP 5.7 ± 0.18 1.1 -7.20 ± 0.02 -20.17 ± 0.07 -12.97 ± 0.08 
Adenine 1.5 ± 0.03 4.3 -8.00 ± 0.01 -19.43 ± 0.16 -11.43 ± 0.18 
Adenosine 0.53 ± 0.02 12 -8.63 ± 0.02 -21.32 ± 0.18 -12.69 ± 0.20 
ADP 0.23 ± 0.0097 29 -9.13 ± 0.03 -17.67 ± 0.35 -8.54 ± 0.37 
ATPN 0.12 ± 0.0050 53 -9.49 ± 0.02 -18.12 ± 0.27 -8.64 ± 0.30 
ATP 0.016 ± 
0.0019 
400 -10.72 ± 0.07 -11.90 ± 0.34 -1.17 ± 0.38 
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Table 10.2: The affinity, degree of cooperativity (), and thermodynamics of PKI5-24 
binding with respect to the saturated ATP-competitive inhibitor determined from ITC. 
 Kd (M)  ΔG (kcal/mol) ΔH (kcal/mol) TΔS 
(kcal/mol) 
Balanol 0.92 ± 0.13 7.0 -8.30 ± 0.09 -16.14 ± 0.56 -7.83 ± 0.65 
H89 11.2 ± 0.75 0.57 -6.81 ± 0.04 -18.46 ± 0.62 -11.65 ± 0.60 
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Figure 1.1: The subdomains of the kinase catalytic core mapped onto the structure of 
PKA-C. 
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Figure 1.2: (A) Substrates and inhibitor peptide (PKI5-24) of PKA-C described in this 
work. Note that substrates utilize an Arg group at the P-2 and P-3 position. (B) Structural 
interactions of the substrate with the kinase giving rise to the catalytic specificity of PKA-
C 
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Figure 1.3: Catalytic mechanism of PKA-C. (A) Km and Kd values for ATP and Kemptide 
(in place of S). The Km values were from Moore et. al. [9] and the Kd values were from 
Masterson et. al. [12]. (B) Canonical reaction rates for PKA-C under high Mg2+ 
concentrations (10 mM).  
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Figure 1.4: The Mg2+ binding sites in PKA-C (A) The site for the primary Mg2+ binding 
site, often dubbed as Mg1. (B) The site for the secondary Mg2+ binding site, often 
dubbed as Mg2. It is to be noted that high affinity binding of regulatory proteins, RI and 
PKI, requires both Mg2+ ions to be present [519].  
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Figure 1.5: Conformational States of the open, intermediate (nucleotide bound) and 
closed state (Nucleotide with PKI5-24). The states are defined by the distance between 
Ser53 of the Glycine Rich Loop and Gly186 of the DFG loop. 
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Figure 1.6:  Comparison of the architecture of the active site immediately prior to 
phosphoryl transfer (left, with PDB: 4IA0) and immediately after phosphoryl transfer 
(right, PDB:4IAD) 
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Figure 1.7:  Highly conserved residues in the small lobe. (A) residues involved in 
positioining ATP for catalysis. S53 and G55 position the phosphates through the amide 
backbone group. (B) Connection of the C as a central signalling hub between several 
different regions of the protein 
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Figure 1.8: Interactions with activation loop phosphorylation. (A) Phosphorylation on 
T197 connections the aC, activation loop and the catalytic loop together. (B) The primary 
sequence of the peptide positioning loop and the hydrophobic motif for PKA-C and 
several other members of the AGC kinase family. Other kinases in the AGC family 
require phosphorylation on the residue immediately after the second Phe termed 
hydrophobic motif phosphorylation. 
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Figure 1.9: Critical interactions in the Large Lobe (A) The electrostatic lobe that Glu230 
and Tyr204 are arranged in. This node networks together the peptide positioning loop, 
F, catalytic loop and Arg P-2 of the substrate. (B) The conserved salt bridge between 
Glu208 and Arg280 linking the active site to the GHI subdomain. 
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Figure 1.10: Interactions in the N-terminus of PKA-C (A) Hydrophobic pocket for the N-
myristoyl group. The pocket is formed by Val15, Phe18, Phe100, Phe102, Trp302, 
Ile303, and Tyr306. (B) Trp30 makes -cation interactions with Arg93 of C, Arg190 of 
the activation loop linking the N-terminal aA to the active site.  
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Figure 1.11: Critical interactions in the C-terminal Tail of PKA-C. (A) Phe350 and 
Phe347 of the hydrophobic motif of PKA-C placed between aC, aB 4 and 5 of the 
small lobe. (B) Overall conformational changes of the C-terminal tail between the open 
conformation (blue) and closed conformation (red). In the closed conformation the two 
critical residues, Phe327 and Tyr330 are aligned against the adenine moiety of ATP. (C) 
Positional change of the glycine rich loop and ATP upon Phe327Ala mutation.  
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Figure 1.12: Architecture of the hydrophobic spin motifs. (A) General architecture of the 
spine motifs, C-spine (yellow) and R-spine (red) in PKA-C connected by F (maroon). 
(B) Active and inactive conformation of the R-spine found by PKA-C and (C) the active 
and inactive conformation of the C-spine in PKA-C. (D) The R-spine shell residues 
(green) responding for coordinating the R-spine. 
233 
 
  
Figure 2.1: Energy level of a particle spin I = ½ in a magnetic field. Splitting of the spin 
up and spin down states of an I = ½ particle scaled linearly by the application of an 
external magnetic field. 
  
234 
 
 
Figure 2.2: Schematic of a simple pulse-acquire NMR experiment A) Simple 90° pulse 
then acquire experiment on an uncoupled spin system. (B) The resultant NMR signal is a 
free induction decay, which is Fourier transformed to give the NMR spectrum. The NMR 
spectrum consists of a Lorentzian line-shape with a half-height linewidth of R2.  
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Figure 2.3: Pictorial representation of the quantum mechanical operators, Iz, Ix, Iy and I+ 
for a single uncoupled spin. 
  
236 
 
 
Figure 2.4: Spectroscopic definition of in-phase and anti-phase single quantum 
operators in a IS spin system and their corresponding quantum mechanical transitions.. 
For the in-phase operator the two transitions share the same sign while in the anti-phase 
operator they have the opposite sign. 
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Figure 2.5: Population distribution represented by the Sz and 2IzSz operators. Below the 
spin system is the net longitudinal polarization from the operator. Note that there is no 
net polarization for the 2IzSz operator, but is in a non-equilibrium state. 
  
238 
 
 
Figure 2.6: Multiple-quantum transitions and their respective operators for a two spin 
system.  
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Figure 2.7: The dependence of dipolar coupling and chemical shift anisotropy to 
geometric constraints. These are described for (A) dipolar coupling and (B) Chemical 
shift Anisotropy. In a solid-state experiment the edges of the spectra defines the 
principle axis values. 
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Figure 2.8: Geometric representation of evolution of operator A and B under the effect of 
operator C. The two operator relationships that define this are also provided.  
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Figure 2.9: Geometric representation of the product operator approach. (A) The 
chemical shift rotates in a plane composed of operators Ix and Iy. (B) Scalar coupling 
Hamiltonian rotates the coherence in a plane composed of Ix and 2IySz or Iy and 
2IxSz.(C) Rotation of the density matrix from rf pulses. 
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Figure 2.10: INEPT pulse sequence. The INEPT pulse sequence converts Iy to 2IzSy. 
This effectively creates a state where the signal of the transverse magnetization of S is 
scaled by Iz. 
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Figure 2.11: [1H,15N], HSQC pulse sequence and application to proteins. (A) Pulse 
sequence of a basic HSQC experiment. (B) [1H-15N], HSQC spectrum of a 21kDa 
phosphatidylethanolamine binding protein (red) and ubiquitin (green)  
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Figure 2.12: Extension of coherence transfer for triple resonance experiments. (A) The 
scalar coupling within a protein backbone is uniform for each bond coupling throughout 
the protein, enabling the spectroscopist to simultaneously excite and transfer coherence 
throughout the protein. (B) To assay the backbone amides two sets of experiments are 
typically performed. For measurement of the 13C chemical shifts two experiments, 
HNCA (which measures the 13C for the I and i-1 residue) and HN(CO)CA (measures 
the 13C for the i-1 residue). The HNCACB and HN(CO)CACB experiments perform the 
same function but using the 13C chemical shifts.   
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Figure 2.13: Spin-state-selective coherence transfer element (S3CT). Pulse sequence 
element for S3CT and the effective inversion of the only one of the S spins. 
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Figure 2.14: Relaxation mechanisms in NMR. (A) The first occurs when molecular 
tumbling alters the energy levels and this fluctuation is on the timescale of the transition 
(i.e. Larmor frequency). (B) The second mechanism occurs when a spin in the 
environment opposite in orientation (spin down) is in proximity of the excited nuclei (spin 
up). These two exchange energy and now the spin from the environment is excited. 
  
247 
 
 
Figure 2.15: Physical models for the interpretation of spectral density functions (A) The 
simplest model, the isotropic rigid rotor, sees the overall protein as spherical with a rigid 
bond vector with the NMR signal. (B) The “model free” approach expands this by 
allowing the bond vector liberate in a timescale much faster than the overall molecular 
rotation.  
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Figure 2.16: Magnetic fluctuations and spectral density function of two extreme of 
molecular motion. (A) For small molecules in the extreme narrowing limit the contribution 
is equal for all spectral density functions. (B) For macromolecules, such as proteins, in 
the spin diffusion limit only the zero frequency spectral density function contributes 
significantly. 
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Figure 2.17: Standard pulse sequences for measuring relaxation in 1H-15N backbone 
amide groups.  These include the T1, T2 and steady-state NOE experiment (from top to 
bottom). The delay, , is the period1/4JNH and all experiments shown here use the 
sensitivity enhanced back transfer scheme [166]. 
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Figure 2.18: TROSY effect on a 1H-15N coupled spin system. (A) The doublet of a 15N 
transition in a 1H-15N spin system experiences differential relaxation for each of the 
transitions. (B) Orientation of the passive spin for each of the transitions. When the 
orientation of 1H spin is opposite of that to 15N the TROSY effect is active (C) Exchange 
with external protons transforms the TROSY transition to an anti-TROSY transition. 
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Figure 2.19: Experimental realization of the [1H,15N]-TROSY HSQC experiment. (A) 
Pulse sequence of the 1H-15N TROSY HSQC experiment. (B) Effect of two S3CT 
elements that allows for the selective transfer of the 15N single quantum TROSY 
transition to the 1H single quantum TROSY transition. (C) Application of the TROSY-
HSQC pulse sequence on PKA-C. 
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Figure 2.20: Energy levels of an isolated 13CH3 labeled methyl group. (A) Description of 
the all the transitions and the relaxation rates of each of the transitions. S2 denotes the 
total spin of the protons and S is the maximal z component of the magnetization from the 
protons. (B) Spectral description outcome of the 13C transitions and the 1H transitions. 
The carbon quartet has a characteristic 1:3:3:1 pattern and the protons are in a doublet. 
These multiplets are separated by JCH. 
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Figure 2.21: Dipolar fields in cross-correlation of relaxation rates. For the rapidly 
decaying 1H transitions, Rf2,H, the dipolar fields in the neighboring protons are parallel to 
each other. While for the slowly decaying transition, Rs2,H, the spins are in opposite 
orientation and the dipolar fields cancel each other out.   
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Figure 2.22: [1H,13C]-HMQC experiment and relaxation of multiple quantum coherences. 
(A) Pulse sequence of the [1H,13C]-HMQC experiment.  = 1/2JCH . (B) CH transitions 
during the multiple quantum t1 period of the HMQC experiment. (C) Dipolar fields from 
neighboring protons either add constructively (L1 and L3) or destructively (L2) to create 
differential relaxation rates.  
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Figure 2.23: Range of motions that are probed using NMR relaxation measurements 
described. Figure is adapted from [535, 536]  
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Figure 2.24: Profile of the intensity of chemical exchange on longitudinal magnetization. 
(A) In a case when exchange is occurring between two equal populations and (B) when 
pA is three times larger than pB. Note that the intensity in the plot if relative to their initial 
intensity. 
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Figure 2.25: Two resonance undergoing chemical exchange in the fast, intermediate 
and slow timescale. The effect of chemical exchange was performed on two resonances 
 = 20 Hz using a kex value of 0.2 (dark blue), 0.4 (yellow), 4 (green), 12 (orange), 40 
(purple), 80 (magenta), 120 (cyan) and 400 s-1 (black). These have been performed 
using (A) two equally populated states and (B) when pA = 0.75., an asymmetric state  
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Figure 2.26: Effect of the CPMG pulse train on chemical exchange. (A) Basic schematic 
of the CPMG pulse train (B) Effect of CPMG on a resonance undergoing exchange. As 
the pulsing rate increases in a CPMG experiment, the relaxation contribution to the 
signal decreases. This can be plotted systematically with the Carver-Richards equation 
to extract quantitative protein dynamics. 
  
259 
 
 
Figure 2.27: [1H-15N],-HSQC CPMG experiment. (A) Pulse sequence for the 15N edited 
CPMG experiment for backbone amide groups. (B) Evolution of the anti-phase operator 
into the in-phase operator as a function of the pulsing frequency. 
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Figure 2.28: Pulse sequence of the TROSY Hahn-Echo experiment. (A) Pulse sequence 
for the measurement of the transverse relaxation of the TROSY and anti-TROSY 
transition for the determination of the cross-correlation rate. (B) Modification to the 
TROSY Hahn-echo sequence for the measurement of longitudinal double order 
magnetization. 
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Figure 3.1: ITC schematic. An ITC experiment generally consists of two chambers, one 
filled with protein solution (Titrant cell) and another filled with buffer (reference cell). An 
automated syringe adds in ligand of a known concentration and amount into the titrant 
cell and records the heat required to maintain isothermal condition. 
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Figure 3.2: ITC isotherms of Ca2+ binding to EDTA (left) and Ba2+ binding to 18-crown-6 
ether (right) Ca2+ binding is an example of tight binding by ITC while Ba2+ binding is an 
example of weaker binding that requires higher molar excess to extract an accurate Kd.  
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Figure 3.3: Thermodynamic cycles used for studying the effects of ligand binding and 
mutation. (A) A heterotropic linkage model between two ligands, A and B, binding to a 
protein. (B) A closed thermodynamic cycle showing the effect of a single mutation on the 
stability of a protein. (C) A double mutant requires a cube to define all the possible states 
that a protein can exist in. 
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Figure 3.4: The two predominant models for cooperativity originally modeled to explain 
cooperative binding for hemoglobin. (A) The MWC model or “conformational selection” 
model in which two states are in equilibrium with and without ligand bound (B) The KNF 
model for sequentially tighter binding of O2. The stars represent states with low binding 
affinity and circles represent states with higher affinity.    
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Figure 4.1: GUI interface of FLAMEnGO 2.0. (A) Main window of the GUI interface used 
to uplload various NMR restraints and the parameters for the calculations. (B) Output 
window, where the program plots the global score for each NOE distance cutoff. Note 
that multiple runs of calculations are necessary to optimize the assignments (see text). 
The optimal NOE distance cutoff can be chosen for multiple calculations, generating a 
probability-based assignment. 
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Figure 4.2: Application of FLAMEnGO 2.0 to PKA-C. (A) The surface of scores obtained 
by matching experimental chemical shifts with predicted chemical shifts at different 
references. (B) Percentage assignment versus probability using different combinations 
of experimental restraints (i.e., NOE, PRE or NOE+PRE). Each data set is used as an 
input for five independent calculations. In the histogram, the percent assignment from 
the PRE data is indicated in red, NOE data in blue, and PRE+NOE data in black. (C) 
Determination of the optimal NOE distance cutoff obtained by arraying different NOE 
distance cutoffs. Calculations of the global score using PRE and NOE data at coarse 
intervals of the NOE cutoffs (left). In this case, the optimal cutoff was found to be 10 Å 
with probability-based assignments reported in the inset. Global score calculations 
performed with PRE, NOE, and TOCSY data using finer intervals of NOE cutoffs (right). 
The optimal cutoff distance was found to be 10.2 Å, with assignment statistics shown in 
the insert. 
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Figure 4.3: (A) The methyl-TROSY spectrum of PKA-C is shown with selected 
resonances labeled with highest global scores obtained from 100 independent 
calculations. (B) A 3D slice of the HMQC-NOESY-HMQC spectrum of PKA-C showing 
assigned cross peaks for I163 methyl group (δ1). (C) Example of NOE distance 
restraints obtained from the NOE cross peaks of the I163 methyl group (δ1) with the 
corresponding distances utilized in FLAMEnGO 2.0. The restraints are shown in the 
crystal structure (PDB: 1ATP). 
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Figure 4.4:. Methyl assignments of I210 and I209 using FLAMEnGO 2.0 are confirmed 
by sequential walks using triple-resonance and methyl out-and-back experiments.  
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Figure 4.5: Distribution of mis-assigned methyl groups (red) resonances mapped on the 
crystal structure of PKA-C ternary complex with ATP and protein kinase inhibitor peptide 
(1ATP). The swapped assignments are indicated by red boxes.  
  
270 
 
 
Figure 5.1: Biosynthetic pathways for the specific labeling of (A) isoleucine, (B) leucine 
and valine, (C) alanine, (D) methionine and (E) threonine. Note the off-pathway dilution 
of alanine and threonine amino acids.  
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Figure 5.2: General growth scheme used to express 15N 13C-ILV labeled PKA-C. All 
cultures are grown in 32°C with induction occurring at 24°C. This is to prevent the 
formation of inclusion bodies during expression [344]. In M9 media, 15NH4Cl (1 g/L) and 
D-glucose (4 g/L) are used as the only nitrogen and carbon sources respectively. 
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Figure 5.3: SDS-PAGE of the purification of PKA-C using a His6-RII immobilized 
construct.  
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Figure 5.4: 13C-HMQC of Apo PKA-C acquired with a 220 M sample on an Avance III 
900 MHz Bruker spectrometer. The spectrum was acquired with 2048 x 200 complex 
points and 16 transients at 27°C for a total acquisition time of approximately 1 ½ hours.  
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Figure 5.5: Overview of the FLAMEnGO algorithm. An input structure and the HMQC 
spectrum are used to simulate a NOE spectrum. This spectrum is compared with the 
experimental NOE data, the assignments swapped and the process is repeated until a 
best match is found. Other experimental restraints, such as PRE data, are used. Figure 
adapted from Chao, et al. [320] 
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Figure 5.6: Outline for running FLAMEnGO GUI. 
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Figure 5.7: Spectra of oxidized (green) and reduced (red) PKA-C with a spin label on 
residue 244. Note the spectrum should be nearly identical before and after the reduction 
of the spin label. 
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Figure 5.8: Graphical Interface for FLAMEnGO. (A) Main menu of FLAMEnGO. Input 
files are directly placed inside the selection. (B) Parameter set up for the NOE distances, 
amino acid types you wish to assign, and the number of Monte Carlo steps. (C) Output 
from the run. Note that the program performs the calculation at each NOE distance. (D) 
Once the score has plateaued from increasing the NOE distance, select the point and 
repeat the calculation at this distance to provide a statistical assignment of each residue. 
Figure adapted from [350]  
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Figure 6.1: Synthetic [1H,15N]-HSQC spectra mimicking possible chemical shift 
perturbations upon ligand binding. (A) ideal case (perfect linear correlations); (B) ideal 
case with the addition random of noise; (C) completely random behavior of the chemical 
shifts; (D) mixed case, where half of the peaks follow random chemical shift trajectories 
and the other half follow linear behavior with noise added. For each spectrum, the 
trajectories of the chemical shifts for the four states (A, B, C, D) are connected with black 
lines. 
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Figure 6.2: Graphical representation of the PCA of the linear chemical shift trajectories. 
PCA is applied to the chemical shifts of two residues for the ideal+noise case. Panels A 
and D show a close-up of the peaks positions in the synthetic [1H,15N]-HSQC spectra. 
The data projected along the two principal components are shown before (panels B and 
E) and after (panels C and F) orientation. For PC1, the top scale shows the projection 
normalized to one standard deviation. 
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Figure 6.3: Application of the CONCISE method to four synthetic data sets represented 
in Fig. 1. (A) Average PC scores versus the different states (A, B, C, and D) for all 
residues. The mean equilibrium values (circles) and standard deviations (vertical bars). 
(B) Normal distributions for the residues around the mean values. (C) Average PC 
scores versus the different states plotted for the subset of residues showing linear 
trajectories. (D) Normal distributions for the case C for linear residues.    
281 
 
 
Figure 6.4: PCA correlations for the four synthetic states. The correlation coefficients 
between the PC1 scores for all residues are plotter using a scale showing only 
correlations higher than 0.9. 
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Figure 6.5: Correlation-Matrix as part of the CHESCA analysis for four synthetic states. 
On the matrix (left panel), the largest cluster resulting from hierarchical clustering 
(correlation cutoff of 0.99) is indicated with blue lines and mapped on the crystal 
structure of the kinase using blue spheres.  
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Figure 6.6: CONCISE analysis applied to the kinase experimental data. (A) 
Superposition of the kinase resonances of [1H,15N]-HSQC spectra for the four states with 
peak positions shown as dots of different colors connected by black lines. (B) The 
equilibrium position analysis for PKA-C four states is shown as circles and vertical bars, 
representing averages and standard deviations, respectively. Dotted lines show the 
results obtained using all available residues, and solid lines refer to the reduced set of 
residues. (C) The equilibrium positions for the reduced set of residues are plotted as 
normal distributions centered in the average and with width given by the standard 
deviation. Dotted lines display the results obtained by discarding all the residues for 
which the apo and closed states are not the two extremes; solid lines show the results 
obtained by discarding all residues in which the states are not in following the apo-
ATPN-ATP-closed order.  
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Figure 6.7: PKA-C free energy landscape. The PKA-C free energy profile is shown 
along the ligand binding and along the open/closed reaction coordinates. The Apo state 
is shown in green (pdb code 1J3H), the binary form in cyan (1BKX), and the ternary 
complex in blue (1ATP). 
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Figure 6.8: PKA-C Collective Behavior. (A) The largest cluster of correlated residues in 
the linear data set obtained with a cutoff of 0.99 is shown as blue lines on a matrix 
representation. (B) The largest correlated cluster is mapped onto the kinase structure as 
blue spheres. (C) The residues that do not follow linear paths are shown as grey 
spheres, and in red are highlighted those characterized by large chemical shifts 
perturbations. 
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Figure 6.9: Contiguous and non-contiguous allosteric pathways. The groups of spatially 
connected residues within the largest correlated cluster are shown in colors (red, green, 
blue, yellow, magenta, and cyan). Pairs of spatially connected residues are shown in 
orange, while spatially isolated residues are shown in olive green. 
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Figure 7.1: Electrostatic node Y204 mapped on the crystal structure (PDB: 1ATP). The 
mutation is located approximately at 15 Ǻ from the active site and does not involve direct 
interactions with the substrate. 
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Figure 7.2: Residues broadened in PKA-CWT upon binding of ATPN. Several 
broadened residues are located close to the active site (Gly-rich loop, DFG loop, C-helix, 
acidic residues in the C-terminal tail), others are distant (Peptide-positioning loop, 
activation loop, D and H helices). 
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Figure 7.3: Chemical shift differences between PKA-CWT and PKA-CY204A for Apo, 
ATPN-bound and ternary (ATPN and PKI5-24-bound). (A) 1H,15N combined chemical 
shift differences mapped on the corresponding X-ray structures (B) Superposition of the 
active sites in the crystal structures of PKA-CWT (orange/red) and PKA-CY204A 
(cyan/blue). C. CONCISE analysis of amide resonances. 
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Figure 7.4:  Conformational motions in the slow timescale probed by 15N CPMG 
relaxation dispersion. Left: residues showing concerted motions in the wild-type enzyme 
are mapped on the structure. Right: 15N CPMG dispersion curves for residues of PKA-
CWT and PKA-CY204A reveal a change in the nature of the dynamics upon Y204A 
mutation. 
  
291 
 
 
Figure 7.5:  Comparison of the Rex measured by CPMG relaxation dispersion and TrHE. 
Only the residues with both CPMG and TrHE values are compared.  
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Figure 7.6:  Molecular dynamics simulations (5-6 μs) community analysis of PKA-CWT 
and PKA-CY204A. Left: The community map is colored on the structure. Middle: A graph 
representation of the community map where the thickness of the lines connecting the 
communities indicates the presence of correlation of the motions. Right: The C-spine 
and R-spine anchored to the F-helix. Y204A mutation disrupts semi-rigid communities 
and causes the dihedral populations to shift in a number of areas related to activation, 
ATP-binding, and substrate binding. Definition of the communities: ComA: ATP binding 
and substrate coordination; ComB: C-helix adjusting; ComC: regulatory and assembly 
the R spine; ComD: ATP binding and catalytic site; ComE: C-spine supporting; ComF: 
Activation and substrate binding. ComF1 and ComG: substrate binding.  
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Figure 8.1: Determination of fractionation factors. (A) Structural motifs mapped onto the 
ternary complex of PKA-C (PDB ID: 1ATP). (B) Representative portions of the [1H, 15N]-
TROSY-HSQC spectra for apo PKA-C at various concentrations of D2O, highlighting 
W30 and I228 located in helical domains of the kinase. (C) Linear least-squares fit of the 
inverse of intensities for W30 and I228 versus (1-x)/x, where x is the mole fraction of 
H2O. 
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Figure 8.2.  (A) Plots of the chemical shift changes upon addition of ADP and ATPN 
(top) and. ADP/PKI5-24 and ATPN/PKI5-24 (bottom). (B) Most significant chemical shift 
differences mapped onto the structure of PKA-C, PDB: 1ATP.  Red spheres indicate 
residues with  greater than one standard deviation from the mean (i.e.  > 0.12); 
yellow spheres are residues with  > 0.10. (C) CONCISE analysis42 of the amide 
chemical shifts showing that the average conformations of the binary and ternary 
complexes using ADP as nucleotide are similar to their ATPN counterparts. 
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Figure 8.3: Representative least-squares fitting of residues showing different types of 
changes in hydrogen bond strengths upon binding nucleotide and pseudo-substrate. 
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Figure 8.4:  Distribution of the amide fractionation factors in three major states of PKA-
C. Histogram of the occurrences vs fractionation factor values (top panel). Mapping of 
the fractionation factors on the PKA-C structure (lower panel, PDB ID: 1ATP). The amide 
groups are represented as spheres and color-coded according to the spectrum bar 
(Blue: strong hydrogen bonds, high  values; Red: weak hydrogen bonds, low  values). 
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Figure 8.5: Differences in the fractionation factor between apo and binary (left), and 
binary and ternary complexes (right) of PKA-C mapped onto the PKA-C structure.  
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Figure 8.6: The difference in fractionation factor between apo and ternary complexes for 
the residues that were exchange-broadened upon ADP binding. 
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Figure 9.1:  Molecular interactions between PKA-C and peptide substrates or inhibitors. 
(A) Primary sequence of the wild-type and R14del peptides corresponding to the 
cytoplasmic region of PLN and the high affinity peptide inhibitor, PKI5-24. (B) X-ray 
structure of PKA-C (PDB:1ATP) with the architecture of the peptide binding site, with the 
electrostatic network of interactions between enzyme and substrate. 
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Figure 9.2: Thermodynamics and kinetics for 
WT
191PLN  and 
delR14
191PLN   (A) 
Thermodynamics of 
WT
191PLN   and 
delR14
191PLN  to PKA-C without (apo) or with nucleotide 
(ATPγN) present. (B) Steady-state phosphorylation kinetics of 
WT
191PLN   and 
delR14
191PLN 
(C) Gel shift assays with the extent of phosphorylation for pentameric PLNWT and 
PLNR14del . Note that PLNWT and PLNR14del  oligomerize into stable homo-pentamers and 
run on SDS-PAGE gels with an apparent molecular weight of ~36 kDa[537].  
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Figure 9.3: Shift in conformational equilibria by substrate binding (A) Colored (purple) 
residues which undergo concerted chemical shift changes upon ligand biding from the 
CONCISE and CHESCA analysis. (B) Ligand binding gives linear chemical shift changes 
from Apo (blue), Nucleotide bound (purple), substrate bound (green) to inhibiter bound 
(red). (C) Probability density plot of the different conformational states obtained using the 
CONCISE method. Ligand binding shifts the conformation equilibrium from open to 
closed states. 
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Figure 9.4: Allosteric changes in conformational dynamics upon substrate binding. 
Zoom in of the slow conformational dynamics plotted on the X-ray crystal structure. The 
PKAC/ATPN/
WT
191PLN   complex (top) shows attenuated conformational dynamics with 
respect to the PKA-C/ATPN/
delR14
191PLN   complex (bottom).  
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Figure 9.5:  MD simulations of PKA-C in complex with 
WT
191PLN   and 
delR14
191PLN  . (A) 
Snapshot of MD simulations showing key interactions between R14 (P-2) and R13 (P-3) 
of PLN1-19 and the enzyme binding site. (B) Corresponding snapshot for the PKA-C/
delR14
191PLN  complex. C. Plot of the PC1 versus dS53-G186 for the two complexes.  
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Figure 9.6:  Recognition model of the kinase for 
WT
191PLN   and 
delR14
191PLN  . Upon 
nucleotide binding, the enzyme’s conformational ensemble shifts towards the 
intermediate conformation and with dynamics committed to catalysis. With
WT
191PLN  , the 
two arginine residues of the PKA-C recognition sequence clamp together both lobes of 
the enzyme to produce a catalytically committed complex; while the PKA-C/
delR14
191PLN   
complex adopts a partially closed conformation with dysfunctional dynamics. 
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Figure 10.1: Three-dimensional fold and conformational states of PKA-C. (A) Ribbon 
diagram of the catalytic subunit of protein kinase A (PDB: 1ATP) shown with the C-spine 
scaffold (yellow surface), sandwiching the adenine moiety of ATP, and the peptide 
fragment of the heat stable protein kinase inhibitor (PKI5-24). (B) Overlay of the glycine-
rich loop of the open (PDB: 1J3H), intermediate (PDB:1BKX) and closed (PDB:1ATP) 
forms of PKA-C. (C). Electrostatic and hydrophobic contacts with ATP deduced from the 
1ATP structure of PKA-C. 
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Figure 10.2: Binding cooperativity between nucleotide and pseudo-substrate. (A) Two-
state heterotropic linkage model for nucleotide and pseudo-substrate binding. (B) Plot of 
the Kd of PKI5-24 to PKA-C in the presence of various nucleotides. (C) Examples of ITC 
isotherms for PKI5-24 binding to PKA-C saturated with ATPC (left), adenosine (middle), 
and ADP (right). 
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Figure 10.3: ATPC abrogates native substrate binding. (A) ITC isotherm of PLN1-19 
binding to ATPC saturated PKA-C. (B) Overlay of [1H,15N]-TROSY-HSQC spectra of the 
complexes PKA-C/ATPγC (green) and PKA-C/ATPγC/PLN1-19 (red) showing no 
detectable chemical shift changes. 
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Figure 10.4: CONCISE analysis of the chemical shift changes. (A) [1H,15N]-TROSY-
HSQC spectra showing the backbone amide chemical shift changes of PKA-C saturated 
with different nucleotides upon binding PKI5-24 (B) Residues following linear trajectories 
(blue spheres) plotted on the cartoon representation of the PKA-C crystal structure 
(PDB: 1ATP). (C) Linear correlation between PC1 score and degree of cooperativity. 
Since the average PC score defines the extent of the closed state, the cooperativity 
increases with the population of the closed state.   
  
309 
 
 
Figure 10.5: Effects of the ligand binding on the kinase side chains. Methyl-TROSY 
spectra of 13C methyl-labeled PKA-C saturated with different nucleotides. Most of the 
resonances follow linear chemical shift trajectories. However, several resonances for 
ATPC do not lay on the linear relationships.  
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Figure 10.6: Binding cooperativity between ATP-competitive inhibitors and pseudo-
substrate. (A) ITC isotherms for PKI5-24 binding to PKA-C saturated with Balanol (left), 
and H89 (right). (B) Plot of the Kd of PKI5-24 to PKA-C in the presence of ATP-competitive 
inhibitors. (C) structure of PKA-C with balanol (PDB:1BX6, orange) and H89 (PDB: 
1YDT, blue)  
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Figure 10.7: Uncoupling canonical and non-canonical function of kinases. The apo 
enzyme (blue) displays both disassembled C spine and disengaged Gly-loop. Binding of 
non-hydrolyzable ATP analogs or good ATP mimic drug inhibitors (i.e., able to engage 
Gly-rich loop via coordination of Mg2+ ion) produce a pseudokinase that is unable to 
carry out phosphoryl transfer but is able to bind substrates cooperatively (yellow). 
Binding of drug inhibitors that are unable to properly coordinate the Mg2+ ion to engage 
the Gly-loop (i.e., ATPC, H89) obliterates both catalytic and scaffolding function (dead 
kinase).  
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