We study the root distribution of some univariate polynomials satisfying a recurrence of order two with linear and quadratic polynomial coefficients. We show that the set of non-isolated limits of zeros of the polynomials is the closure of an arc, a circle, an interval or its exterior under the real line, the union of at most two different shapes of the above cases expect the union of an arc and a circle, and some degenerate forms.
Introduction
Despite its long history of research, the root distribution of polynomials attracts attention. Many polynomial sequences have not only beautiful root distributions, but also applications in analysis, combinatorics, and probability theory, see Stanley [15] and [16, §4] for details. The limiting distribution of zeros of polynomial has also been receiving wide attention. Beraha, Kahane and Weiss [3, 4] introduced the concept of limit of zeros for its limiting behaviour. They [5] show the chromatic polynomials of two families of maps have limit points of the form 2 Ä 1 + cos(2π/n) ä . Sokal [17] show that the zeros of chromatic polynomials of generalized theta graphs is dense in the whole complex plane with a possible exception of the disc |z − 1| < 1. Boyer and Goh [7, 8] show certain "zero attractors" of the zero set of Euler polynomials and Appell polynomials are highly related to the Szegö curve. See [6, 13] for more research on limiting root distribution of polynomials.
Gross, Mansour, Tucker and the first author [11, 12] study the root distribution of polynomials satisfying the recurrence
where one of the coefficient polynomials A(z) and B(z) is linear and the other is a constant. Wang and Zhang [19] obtain that there are exactly four possible geometric shapes of non-isolated limits when both A(z) and B(z) are linear. Orthogonal polynomials and quasi-orthogonal polynomials have closed relations with Recurrence (1.1); see [1, 2] . Jin and Wang [14] characterized common zeros of the polynomials W n (z) for general A(z) and B(z). The root distribution of the polynomials generated by the function n≥0 W n (z)t n = 1 1 − A(z)t − B(z)t 2 has been investigated in [18] , in which Tran found an algebraic curve containing the zeros of all polynomials W n (z) with large subscript n.
This paper is organized as follows. Our main results are Theorems 2.2 and 3.1, which are algebraic and geometric descriptions of the limiting root distribution of polynomials W n (z) when A(z) is linear and B(z) is quadratic in z. Note that the zeros of a polynomial are symmetric about the real line, so are the limits of zeros. It turns out that the set of non-isolated limits of zeros of all W n (z) for a given linear A(z) and a given quadratic B(z), subject to some standard assumptions for W 0 (z), W 1 (z), A(z) and B(z), has six possible geometric shapes; see Theorem 3.6. Some genus polynomials from topological graph theory satisfy Recurrence (1.1) and serve as examples; see Examples 3.8 and 3.9.
The set of limits of zeros
Let {W n (z)} n≥0 be a polynomial sequence satisfying the recurrence
where A(z) and B(z) are polynomials. In this paper, we consider the polynomial sequence {W n (z)} n≥0 satisfying the recurrence
with the polynomials W 0 (z) and W 1 (z) given. A number z * ∈ C is said to be a limit of zeros of a sequence {W n (z)} n of polynomials if there is a zero z n of the polynomial W n (z) for each n such that lim n→∞ z n = z * . For any complex number z = re iθ with θ ∈ (−π, π], we use the square root notation √ z to denote the number √ re iθ/2 , which lies in the right half-plane θ ∈ (−π/2, π/2]. We consider a sequence {W n (z)} n of polynomials defined by Recurrence (2.2), where a, b, c, d, e ∈ R and ac = 0. Denote by x A = −b/a the zero of A(z). We employ the notation
, and
We denote the set of non-isolated limits of zeros of the polynomials W n (z) by ♣, and denote the set of isolated limits of zeros by ♠. The clover symbol ♣ is adopted for the leaflets of a clover are not alone, while the spade symbol ♠ appearing as a single leaflet represents isolation in comparison. Every zero of the function ∆(z) is a non-isolated limit of zeros. Lemma 2.1 (Beraha et al.) . Let {W n (z)} be the normalized polynomial sequence satisfying Recurrence (2.2). Suppose that it satisfies the non-degeneracy conditions (N-i) the sequence {W n (z)} does not satisfy a recurrence of order less than two, and
If Condition (N-i) is not satisfied, i.e., if the sequence satisfies a recurrence of order one, then W n (z) = W 1 (z) n /W 0 (z) n−1 for n ≥ 1. Taking n = 2 and by using Recurrence (2.2) we obtain
is not satisfied if and only if there is ω ∈ C with |ω| = 1 such that λ + (z) ≡ ωλ − (z). Then A 2 (z) = −(1 + ω) 2 B(z)/ω. It follows that A(z) and B(z) share a common zero. From now on we make the following assumptions:
is not identically zero; (2) the polynomials A(z) and B(z) do not share a zero; and
(3) the polynomials W 0 (z) and W 1 (z) do not share a zero.
We say that a sequence {W n (z)} of polynomials satisfying the above assumptions is general. Note that (1) and (2) guarantee the non-degeneracy Conditions (N-i) and (N-ii). We use the notation z for a number z to denote the complex conjugate of z. Theorem 2.2. Let {W n (z)} n≥0 be a general sequence of polynomials satisfying Recurrence (2.2). Then the set of isolated limits of their zeros is
Proof. Suppose that W 0 (z) = 0. We notice that ℜ
Note that if W 0 (z) = 0, then g(z) = 0 implies W 1 (z) = 0, contradicting the assumption (3). Thus W 0 (z) = 0.
Let z ∈ ♠ − . From the definition of α − (z) and the expression of g(z), we see that g(z) = 0. If W 0 (z) = 0, then g(z) = 0 implies W 1 (z) = 0 and z is a common zero of the polynomials W 0 and W 1 , contradicting the premise. So W 0 (z) = 0. By definition of ♠ − , we have ∆(z) = 0 and α − (z) = 0. Thus
which is equivalent to Ineq. (2.4). Thus z ∈ S and ♠ − ⊆ S. Along the same lines, we can show that ♠ + ⊆ S and thus ♠ ⊆ S.
Conversely, let z ∈ S. Note that
For the other case α + (z) = 0, we obtain z ∈ ♠ + .
The geometry of root distribution
We employ the notation
if a 2 + 4c = 0 and 2ab + 4d = 0.
Here is our main result. 
In order to prove Theorem 3.1, we will need Lemmas 3.3 and 3.5. Lemma 3.2 is for establishing Lemma 3.3. Proposition 3.4 is to show Lemma 3.5.
Then we have the following.
Proof. It is elementary if one considers the exponential form Re iθ of complex numbers. We omit the proof details.
We use the notation Cl(S) for a set S ⊆ C to denote the closure of S in the complex plane C with respect to the standard Euclidean topology. 
or ∆(z) belongs to the set ♣. Assume that z ∈ ♣ and A(z)∆(z) = 0. Since ∆(z) = A 2 (z) + 4B(z), we can infer the following equivalences: Note that no point in the closed set ♣ is isolated. Since the zeros of the function A(z)∆(z) are finite, we deduce that ♣ is the closure of the set
Below we suppose that y = 0. It is routine to compute that
Since f (z) ∈ R, we will simplify the condition ℑf (z) = 0 according to whether the coefficients of x in the numerator of the right hand side of Eq. (3.4) vanish.
Suppose that B ′ (x A ) = 0. In this case, Eq. (3.4) can be recast as
It follows that ℑf (z) = 0 if and only if z ∈ C 0 .
We claim that ℑ
, a contradiction. This proves the claim. Now, by Lemma 3.2, we can deduce that
By Lemma 3.2, the inequality f (z) < −1 is equivalent to z ∈ S 0 . In conclusion,
contradicting the premise that A(z) and B(z) do not share a zero. Therefore a 2 e = b 2 c. By Eq. (3.4), the condition ℑf (z) = 0 implies
Applying Lemma 3.2, we obtain
Therefore, by Lemma 3.2, the inequality f (z) < −1 is equivalent to
We should mention that Tran [18] showed that all roots of the polynomials W n (z) defined by Recurrence (2.1) with initial polynomials W 0 (z) = 1 and W 1 (z) = B(z) densely lie in the set ♣. In our framework, the polynomial W 1 (z) is not restricted to related with the coefficient polynomial B(z) in Recurrence (2.1).
In Proposition 3.4, we describe the geometric shape of the open set S 0 , which will be used in the proof of Lemma 3.5. For convenience, we denote by x ∆ and y ∆ the real and imaginary part of the zeros of ∆(z), respectively, i.e., x ± ∆ = x ∆ ± iy ∆ , where (1) if a 2 + 4c = 0, then
(2) if a 2 + 4c = 0 and 2ab + 4d = 0, then
and y ∆ = 0. (1) if a 2 +4c > 0, then S 0 is a vertical strip with boundaries ℜz = x A and ℜz = x ∆ ;
(2) if a 2 +4c < 0, then S 0 is the exterior of a vertical strip with boundaries ℜz = x A and ℜz = x ∆ ;
(3) if a 2 + 4c = 0 and B ′ (x A ) > 0, then S 0 is the left half-plane with the boundary ℜz = x A ;
(4) if a 2 + 4c = 0 and B ′ (x A ) < 0, then S 0 is the right half-plane with the boundary ℜz = x A .
If B ′ (x A ) = 0, then the set S 0 has one of the following four shapes:
(1) if a 2 + 4c > 0 and c∆ B < 0, then S 0 is the horizontal strip with boundaries y = ±y ∆ ;
(2) if a 2 + 4c < 0 and c∆ B > 0, then S 0 is the exterior of the horizontal strip with boundaries y = ±y ∆ ;
(3) if both a 2 + 4c and c∆ B are nonnegative, then S 0 = ∅;
(4) if the set {a 2 + 4c, c∆ B } consists of a negative and a nonpositive number, then S 0 = C \ R.
Proof. Immediate from the definition of S 0 .
Note that ∆ ∆ = 16(d + ab/2) 2 ≥ 0 if a 2 + 4c = 0. Now we are in a position to present the shape of the closure of C 0 ∩ S 0 . Lemma 3.5. We have
where x C = x A − 2r is the real point on the circle C 0 that is not x A . In particular, when ∆ ∆ < 0 and B ′ (x A ) = 0, the arc˝ x − ∆ x A x + ∆ degenerates to the line segment with ends x ± ∆ , and the arc˝ x − ∆ x C x + ∆ degenerates to the union {x A + yi : |y| ≥ y ∆ } of two rays.
Proof. We need to deal with 4 cases according to the sign of ∆ ∆ and the sign of B ′ (x A ).
Suppose that ∆ ∆ < 0 and B ′ (x A ) = 0. Then the set
, and x ± ∆ ∈ C 0 . As a result, C 0 is the unique circle passing through the points x A , x − ∆ and x + ∆ . On the other hand, by Proposition 3.4, we see that
is either the vertical strip with boundaries ℜz = x A and ℜz = x ∆ (when a 2 + 4c > 0), or the exterior of this strip (when a 2 + 4c < 0). This proves the first two cases that the closure is the arc˝ Suppose that ∆ ∆ ≥ 0 and B ′ (x A ) = 0. If a 2 + 4c = 0, then we can compute that
In view of Eq. (3.5), we find that the line ℜz = x ∆ is either tangent to the circle C 0 , or disjoint from C 0 . Now, by checking each of the four cases in Proposition 3.4 that the set S 0 is a strip or the exterior of a strip, we obtain that the closure Cl(C 0 ∩ S 0 ) equals either C 0 or ∅.
If a 2 + 4c > 0, then the set S 0 is the strip with boundaries ℜz = x A and ℜz = x ∆ . In this case, the closure is C 0 if and only if the points x C and x ∆ lie on the same side of the line ℜz = x A , which is equivalent to B(x A ) > 0 by Eq. (3.6). If a 2 + 4c < 0, then S 0 is the exterior of the strip. In this case, the closure is C 0 if and only if x C and x ∆ lie on different sides of x A , which is also equivalent to B(x A ) > 0 by Eq. (3.6). Since the polynomials A(z) and B(z) do not share a zero, B(x A ) = 0. This proves the desired results for the closure to be C 0 or ∅ as if a 2 + 4c = 0.
Otherwise a 2 + 4c = 0. In this case, the set S 0 is a half plane with the boundary ℜz = x A , which is tangent to the circle C 0 . It follows that the closure is either C 0 or ∅. We shall determine the closure by considering whether x C ∈ S 0 . If B ′ (x A ) > 0, then S 0 is the left half plane. In this case, x C ∈ S 0 if and only if x C < x A , that is, r > 0, or equivalently B(x A ) > 0. If B ′ (x A ) < 0, then S 0 is the right half plane. In this case, x C ∈ S 0 if and only if x C > x A , that is, r < 0, or equivalently B(x A ) > 0 again. To sum up, we find that the closure is C 0 if and only if B(x A ) > 0. It follows that the closure is empty if and only if B(x A ) < 0.
At last, suppose that ∆ ∆ ≥ 0 and B ′ (x A ) = 0. Now, the set C 0 is the line ℜz = x A , and the set S 0 is either empty (when both a 2 + 4c and c∆ B are nonnegative) or equal to C\R (when {a 2 +4c, c∆ B } consists of a negative number and a nonpositive number). Thus the closure Cl(C 0 ∩ S 0 ) equals ∅ or C 0 correspondingly. It suffices to show that these two cases correspond to B(x A ) < 0 and B(x A ) > 0 respectively. In fact, when c∆ B ≥ 0, we can infer that B(x A ) as the extremal value of the quadratic real function B(x) is nonpositive. Moreover, the value B(x A ) has to be negative since A(z) and B(z) do not share a zero. When c∆ B ≤ 0 and a 2 + 4c ≤ 0, we have c < 0 and ∆ B ≥ 0, which implies B(x A ) > 0 in the same fashion.
This completes the proof. Now Theorem 3.1 follows from Lemmas 3.3 and 3.5 immediately.
We do not consider the case that ∆(z) = A 2 (z) + 4B(z) is identically zero, since that would imply common zeros of the polynomials A(z) and B(z).
Theorem 3.6. Let {W n (z)} n≥0 be a general sequence of polynomials satisfying Recurrence (2.2). Then the geometric shape of the set of non-isolated limits of zeros of the polynomials W n (z) is one of the following:
(1) an arc with non-real ends x − ∆ and x + ∆ , whose degenerate form is the vertical line segment with ends x ± ∆ ; (2) the union of R and an arc with non-real ends x − ∆ and x + ∆ ; the degenerate form of the arc is the union of two disjoint vertical rays with the ends x ± ∆ , respectively; (3) the real line R, or a bounded interval of positive length, or a ray, or the union of two disjoint rays on R; (4) the union of a vertical line and a member in (3), with empty intersection; (5) the union of a circle and a member in (3), with a singleton intersection. (6) a circle, whose degenerate form is a vertical line.
Proof. (1) and (2) correspond to Case ∆ ∆ < 0 in Theorem 3.1. (3) to (6) correspond to Case ∆ ∆ ≥ 0 in Theorem 3.1. Note that the set of limits of zeros of all W n (z) is closed considering the Euclidean topology in C, and that the set ♣ is not a singleton since it is non-isolated. We think it suffices to discuss some extremal cases.
Since ♣ contains no isolated points, when J ∆ = [x − ∆ , x + ∆ ], it does not degenerate to a singleton as x − ∆ = x + ∆ except when it is contained in C 0 . By the definition, J ∆ degenerates to a singleton only when x − ∆ = x + ∆ = x C , and in that case ♣ is the circle C 0 . When a 2 + 4c = ab + 2d = 0, the polynomial ∆(z) = b 2 + 4e is a constant. In this case, by Eq. 
Thus ♣ is the vertical line ℜz = x A . This completes the proof.
A polynomial is said to be real-rooted (resp., Hurwitz, Schur stable) if all its zeros lie in the real axis (resp., the closed left half-plane, the closed unit disk). We say that the polynomials in a sequence {W n (z)} n≥0 is eventually real-rooted (resp., eventually Hurwitz, eventually Schur stable) if there exists N > 0 such that W n (z) is real-rooted (resp., Hurwitz, Schur stable) for all n > N. (2). Suppose that the polynomials W n (z) are eventually Hurwitz. Then ♣ has no intersection with the open right half-plane. By Theorem 3.1 and the definition of J ∆ , either x A or x + ∆ is a right most point in ♣. This proves that A(z)∆(z) is Hurwitz. If the leading coefficient of ∆(z) is negative, then ♣ contains large real numbers, which contradicts the Hurwitz condition.
(3). Suppose that the polynomials W n (z) are eventually Schur stable. Then ♣ ⊆ D, where D is the closed unit disk. By Theorem 3.1 and the definition of J ∆ , if a 2 +4c ≤ 0, then the set ♣ is unbounded, contradicting the Schur stable condition. Thus ∆(z) is quadratic with a positive leading coefficient.
is an arc which is symmetric about the real axis. Therefore, ♣ ⊆ D is equivalent to say that x A ∈ D and x ± ∆ ∈ D. In other words, A(z)∆(z) is Schur stable.
Now we can suppose that ∆
Hence A(z)∆(z) is Schur stable. If B(x A ) > 0, then B ′ (x A ) = 0 and ♣ = J ∆ ∪ C 0 , where C 0 is the non-degenerate circle with a diameter from x A to x C , and J ∆ = [x − ∆ , x + ∆ ] is an interval. By the value of ∆(x C ), we have x C ∈ J ∆ . Therefore, ♣ ⊆ D is equivalent to say that, again, x A ∈ D and x ± ∆ ∈ D.
Before ending this paper, we provide two examples satisfying Recurrence (2.2) which comes from topological graph theory; see also [19] .
Example 3.8. The ladder graph L n is the cartesian product of the complete graph K 2 with the path P n+2 on n + 2 vertices. Chen and Gross [9, Theorem 3.1] showed that the Euler-genus polynomials W n (z) of L n satisfies the recurrence (3.7)
W n (z) = (2 + 4z)W n−1 (z) + 16z 2 W n−2 (z), with W 0 (z) = 1 + z and W 1 (z) = 2 + 6z + 8z 2 . It is direct to compute the discriminant ∆(z) = 4(1 + 4z + 20z 2 ).
By Theorems 2.2 and 3.1, we obtain ♠ = ∅ and ♣ =˝ x − ∆ x A x + ∆ respectively, where x ± ∆ = −0.1 ± 0.2i and x A = −0.5. The root distribution is illustrated in Fig. 3. 1. Example 3.9. The Euler-genus polynomials of certain P 4 -linear graph-with-spiders can be obtained by replacing the initial polynomials in Example 3.8 by W 0 (z) = 144(1 + z) 4 and W 1 (z) = 64(1 + z) 2 (4 + 16z + 31z 2 + 21z 3 ); see [9, Subsection 4.5] . It follows that W n (−1) = 0 for each n. Consider the sequence J = {J n (z)} n≥0 of polynomials defined by J n (z) = W n (z)/(1 + z) 2 . Then the sequence J satisfies Recurrence (3.7). The set of non-isolated limits of zeros of the polynomials in J is the arc same to the one in Example 3.8. By Theorem 2.2, the set of isolated limits of zeros of the polynomials in J consists of a real zero of the polynomial 4 + 28z + 169z 2 + 312z 3 + 171z 4 , which equals −0.8102 approximately.
More examples can be found from Chen, Gross, Mansour and Tucker [10] .
