Abstract. This study evaluates commonly used geostatistical methods to assess reproduction of hydraulic conductivity (K) structure and sensitivity under limiting amounts of data. Extensive conductivity measurements from the Cape Cod sand and gravel aquifer are used to evaluate two geostatistical estimation methods, conditional mean as an estimate and ordinary kriging, and two stochastic simulation methods, simulated annealing and sequential Gaussian simulation. Our results indicate that for relatively homogeneous sand and gravel aquifers such as the Cape Cod aquifer, neither estimation methods nor stochastic simulation methods give highly accurate point predictions of hydraulic conductivity despite the high density of collected data. Although the stochastic simulation methods yielded higher errors than the estimation methods, the stochastic simulation methods yielded better reproduction of the measured In (K) distribution and better reproduction of local contrasts in In (K). The inability of kriging to reproduce high In (K) values, as reaffirmed by this study, provides a strong instigation for choosing stochastic simulation methods to generate conductivity fields when performing fine-scale contaminant transport modeling. Results also indicate that estimation error is relatively insensitive to the number of hydraulic conductivity measurements so long as more than a threshold number of data are used to condition the realizations. This threshold occurs for the Cape Cod site when there are approximately three conductivity measurements per integral volume. The lack of improvement with additional data suggests that although fine-scale hydraulic conductivity structure is evident in the variogram, it is not accurately reproduced by geostatistical estimation methods. If the Cape Cod aquifer spatial conductivity characteristics are indicative of other sand and gravel deposits, then the results on predictive error versus data collection obtained here have significant practical consequences for site characterization. Heavily sampled sand and gravel aquifers, such as Cape Cod and Borden, may have large amounts of redundant data, while in more common real world settings, our results suggest that denser data collection will likely improve understanding of permeability structure.
Introduction
A short supply of hydrologic data prevents detailed description of most groundwater systems. For a typical groundwater modeling effort, hydrologic parameters of a large aquifer volume must be assigned based on just a few point measurements (a volume of 10 km 3 described by 40 measurements, for example). Even the most heavily sampled aquifers, such as the shallow aquifer at the Macrodispersion Experiment (MADE) site in Mississippi with over 2200 hydraulic conductivity measurements, have data describing no more than 1% of the total volume. The lack of detailed subsurface data adds significant uncertainty to groundwater simulation results. For example, Rehfe!dt et al. [1992] estimated that hydraulic conductivity (K) measurements for 400,000 nodes would be needed to make an accurate deterministic model of groundwater flow and contaminant transport at the MADE site. The uncertainty of groundwater simulation results is often largely attributable to spatial variability in hydraulic conductivity. Hydraulic conductivity controls both advective transport and dispersive transport Copyright 1996 by the American Geophysical Union.
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0043-1397/96/96WR-00272505.00 [Neuman, 1990] yet can vary over 6 orders of magnitude at a single site.
Efforts to overcome sparse hydrologic data often rely on geostatistical methods such as kriging. Kriging is designed to make estimates at unsampled locations and is now commonly used as a tool for expanding sparse spatial data. In addition, a variety of other geostatistical methods are currently employed in groundwater modeling efforts to assign hydraulic conductivity values. Methods such as ordinary kriging that produce just a single field of values are known as "estimation" methods, while methods that produce many alternate fields of values are commonly called "stochastic simulation" methods.
What is the relative value of using different geostatistical methods to predict unsampled hydrologic parameter values? This question has only recently begun to receive attention. Ritzi et al. [1994] evaluated the ability of three indicator-based geostatistical methods to predict the occurrence of highhydraulic-conductivity facies in a glacially deposited aquifer. Bornan et al. [1995] evaluated the ability of four geostatistical methods to produce hydraulic conductivity fields that, when used as input to a transport model, yielded breakthrough curves in agreement with tracer tests in a layered coastal plain aquifer. Both of these studies found that in comparison to estimation methods, stochastic simulation methods produced 
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Cape Cod site and simulation grid. Squares mark locations of long-screened wells used for flowmeter conductivity measurements. Position of simulation grid is shown for reference. Vertical section AB is used in later grey scale figures. more realistic continuity structure and gave the additional advantage of allowing flow simulation to be stochastic. The sensitivity to conditioning data has also received attention. Smith and Schwartz [1981] examined how increasin. g amounts of hydraulic conductivity data affect the variability of contaminant arrival times in a synthetically generated •two-dimensional aquifer. Clifton and Neuman [1982] examined how the prediction error in hydraulic head is affected by conditioning to spatial correlation of hydraulic conductivity measurements, measured flow rates, and measured heads. However, the influence of the amount of conditioning data on real-world hydraulic conductivity estimation has not been examined.
In this study we focus on a glacially deposited sand and gravel aquifer and examine the ability of some common geostatistical methods to identify known hydraulic conductivity structures. Our study is unique in that we directly test the accuracy of these methods to infer hydraulic conductivity in a real-world aquifer. We use detailed hydraulic conductivity measurements from the Cape Cod aquifer test site in Massachusetts [Hess et al., 1992] as the ground truth data for our analyses.
The Cape Cod data set is used to address two principal questions: (1) to what degree can some common geostatistical methods based on the variogram accurately predict hydraulic conductivity, and (2) how much does predictive capability improve with increasing amounts of data? Our results indicate that for relatively homogeneous sand and gravel aquifers such as the Cape Cod aquifer, neither estimation nor stochastic simulation methods give highly accurate point predictions of hydraulic conductivity, although stochastic simulation methods do realistically simulate observed hydraulic conductivity structure. The stochastic simulation methods produced higher estimation error than the estimation methods by approximately 30%. Higher point errors for the stochastic methods were offset by better reproduction of the measured distribution of the natural logarithm of hydraulic conductivity, In (K), and better reproduction of local contrasts in In (K) The hydraulic conductivity measurements from Cape Cod were taken with a flowmeter in 16 long-screened wells adjacent to the main tracer test area. None of the wells are separated by more than 25 m, as is shown in Figure 1 . The complete flowmeter data set consists of 668 hydraulic conductivity measurements. The downhole flowmeter is currently the best available technology for taking in situ hydraulic conductivity measurements in the saturated zone and has been found to yield reproducible hydraulic conductivity measurements [Rehfeldt et al., 1989] . At the Cape Cod site, flowmeter measurements have a mean hydraulic conductivity of 0.11 cm/s. Measurements of hydraulic conductivity taken with a permeameter using core samples yielded a much lower mean hydraulic conductivity of 0.035 cm/s, possibly because core samples containing large gravels were excluded from testing [Hess et al., 1992] . We decided not to use the permeameter measurements in this study because the higher hydraulic conductivity samples were excluded.
Measurements taken with a flowmeter contain significant error. This error originates from random errors in the flowmeter device as well as from incorrectly estimated aquifer and well loss parameters used in the calculations. Rehfeldt et al. [1989] calculated error from replicate flowmeter tests at the MADE site and found that while trends in the In (K) profiles were well reproduced, random errors having a standard deviation of 0.21 occurred for measurements in the range of -4 < In (K) < 0. This is the same range as that found at Cape Cod.
Although the flowmeter can potentially yield hydraulic conductivity measurements at a fine scale, the aquifer volume the relatively large aquifer volume described by each measurement probably mean that the measured data capture largescale trends present at the site but do not accurately reflect smaller-scale heterogeneities. Vertical heterogeneity will be more accurately reflected by the flowmeter measurements than horizontal heterogeneity because aquifer flow during the tests is largely horizontal.
As an alternative to the flowmeter measurements, artificially generated hydraulic conductivity fields could be used as the ground-truth data upon which the hydraulic conductivity simulations are based. Other authors have followed the practice of using synthetic hydraulic conductivity data [e.g., Scheibe and Freyberg, 1990] . The main advantage of using synthetic data is that the known reference field can be closely controlled. The main disadvantage is that the relationship between synthetic data and a natural aquifer is ambiguous. Extrapolation of results to real-world settings is therefore difficult or impossible. A comparison of simulation methods can be made whether one is using measured or synthetic data. We chose to use the flowmeter measurements because their reproducibility and consistency of scale do allow some extrapolation of results to real-world settings. The extrapolation is limited by errors associated with the measurements and the relatively large aquifer volume described by the measurements. However, even with these limits, the measured data provide a more valuable test than do synthetic data. The 60% subset was chosen by randomly selecting from the complete data. Ten different 60% subsets were randomly generated, and the one subset with sample statistics closest to the complete (100%) data was retained for use. The 60% subset has the same declustered In (K) variance as the complete data and a mean In (K) that is 1.1% lower than for the 100% data. Since the statistics of the conditioning data are close to the statistics of the complete data set, the magnitud e of estimation error that is directly the result of the geostatiStical method is high. Subsets containing 5%, 10%, 20%, 30%, 40%, and 50% of the complete data were then randomly selected from the 60% subset to ensure that estimation error would be calculated at the same 272 points. In generating the 5%, 10%, 20%, 30%, 40%, and 50% subsets, no consideration was given to whether or not the sample statistics of the subset match those of the complete data set. The 60% subset was already chosen to reflect the complete data, and we did not want to further mask the statistical instability that comes with smaller sample sizes.
A fine three-dimensional grid was used to discretize the Cape Cod site, as is shown in Figure 1 
Spatial Correlation Determination and Variogram Model Fitting
Although there is a great deal of random variation, measurements of similar In (K) tend to be located near one another. As is standard for geostatistical practice [Deutsch and Journel, 1992] , we used the variogram to express spatial correlation. We calculated the experimental variogram using the traditional estimator [de Marsily, 1986 ]. [Anderson, 1989; Webb, 1994] .
The conditional mean as a global estimate. Using the mean of the conditioning data as an estimate at all grid cells is a common practice in groundwater modeling when few measurements are available or when a full geostatistical analysis is not practicable. We refer to use of the conditional mean for a global estimate as the CM method.
Ordinary kriging. Ordinary kriging is the most widely used geostatistical estimation method and is often used to create hydraulic conductivity fields for input to groundwater flow and contaminant transport models. The kriging equations give not just an estimate of Z, they also calculate the model estimation error variance for each location, a theoretical uncertainty that does not necessarily reflect true estimation error. To check that mean absolute In (K) error is an accurate and unbiased measure of estimation error, we also calculated median absolute In (K) error and mean absolute hydraulic conductivity error for each simulation method. Because the results for median absolute In (K) error and mean absolute hydraulic conductivity error were similar to results for mean absolute In (K) error, we do not devote much attention to these alternate measures. A brief discussion of results for the different measures is given in the Results section. [Fogg, 1986] to gauge reproduction of In (K) spatial continuity. However, at the Cape Cod site, tracer tests were not performed in the same area as flowmeter testing, so that there are no ground truth transport data that can be used in conjunction with the conductivity data. Also, the flowmeter data are too widely spaced to apply continuity measures. In addition, there is some question about using flow simulations to gauge accuracy of geostatistical simulations because dissimilar large-scale hydraulic conductivity patterns can produce similar flow characteristics. For example, contaminant travel times can be equal for a homogeneous, high-mean-hydraulic-conductivity, aquifer and for a low-mean-hydrauliC-conductivity aquifer with a single high hydraulic conductivity inclusion, even though large-scale hydraulic conductivity patterns in the two aquifers are quite different. The ideal situation for evaluating the ability of geostatistical methods to simulated hydraulic conductivity would be to have both tracer test results and extensive hydraulic conductivity measurements from the same test site.
Ordinary kriging, sequential Gaussian simulation, and simulated annealing are all sensitive to the many parameters controlling their simulations. For instance, when the In (K) distribution from which initial simulated annealing values were drawn was given an upper tail extending to In (K) = 5.0 rather than to 0.0, the error variance increased by 30%. We did not tailor the geostatistical methods toward reproducing any particular aspect of the In (K) measurements. The simulations were also not repeated numerous times for any one method with different parameter specifications (other than the ones discussed) because the goal of this study was to compare the methods under similar average conditions rather than to achieve lowest possible estimation errors.
Results

Normality and Spatial Trends in Hydraulic Conductivity
The natural log of the hydraulic conductivity measurements was taken to obtain a less skewed distribution (Figure 2 To construct points on the experimental variogram, discrete separation distances were chosen, and pairs separated by the chosen distances, plus or minus 50% of the lag increment, were binned together. We selected lag increments of 15 cm in the vertical direction and 1 m in the horizontal direction following Hess et al. [1992] . These lag increments yield relatively smooth variograms, are approximately 15% of the correlation scales, and correspond to the approximate minimum vertical and horizontal separation distance between measurements. When con- 
An interesting feature of the Cape Cod site is that the domain of K measurements is not much larger and perhaps smaller than the spatial correlation range of In (K). Figures 5a
and 5b show that the variogram is still increasing for the vertical direction at a lag of 3.5 rn and still increasing for the horizontal direction at a lag of 12.5 m. The lags of 3.5 and 12.5 m correspond to 50% of the greatest separation distances between measurements, the usual limit to variogram reliability. This means that despite the relatively high degree of homogeneity, the Cape Cod domain is still not large enough to allow unambiguous determination of In (K) statistics and correlation lengths.
In our analysis we had difficulty assigning a value for the variogram sill (or the variance of the conditioning data). As was noted above, with maximum well spacing of --•25 m and maximum vertical spacing of --•7 m, the magnitude of the Cape Cod domain is about the same as or perhaps smaller than the practical range of In (K). It is therefore not possible to create a data subset containing only uncorrelated measurements that are still representative of the complete data. For example, when data subsets were selected randomly so that samples had minimum separation distances of 3 m vertically and 12 rn horizontally (short estimates of the practical range), the subsets contain an average of less than 5 samples, which is certainly not representative of all 668 measurements. Our solution to this problem was to accept that the domain of the flowmeter measurements was too small for statistical homogeneity and to use In (K) variance values from subsets that retain enough data to be representative of the complete data but that are only partially declustered. The minimum vertical and horizontal separation distances used in generating the subsets were 0.6 m and 5.0 m. Using these separation distances, 100 subsets of the complete data set were randomly generated that contained a mean of 37 data points, had an average iLLin ( Ordinary kriging. Ordinary kriging had the lowest estimation error of all methods, as one might expect from consideration of the kriging equations. However, considering the extra time and effort required for ordinary kriging as compared to CM, the difference in mean absolute error is small, only 16% at most. Because ordinary kriging take a moving average whereas CM takes a global average, the relative benefit of using ordinary kriging rather than CM would be greater if there were stronger trends in the hydraulic conductivity field.
The distributions of In (K) values estimated by ordinary kriging for the error-checking locations differ significantly from the measured In (K) distribution for the same locations. The In (K) distributions produced by ordinary kriging were generally more peaked than the measured distribution (Figures 8 and 9) , and variance of the estimated In (K) values was consistently less than 40% of the measured variance. The kriged estimates generally failed to reproduce high In (K) measurements. These high end values can be expected to significantly control groundwater movement, and their absence in the kriged estimates is likely a major shortcoming in the application of this method for transport models.
Reproduction of hydraulic conductivity structure by ordinary kriging was poor. It is a recognized problem that kriging produces fields that are smoothed and do not capture the discontinuities or sharp spatial changes of the true field [Isaaks and Srivastava, 1989 ]. This problem is especially pertinent to groundwater simulation because high and low K continuity patterns often control aquifer transport [Fogg, 1986] Sequential Gaussian simulation and simulated annealing.
As might be expected, sequential Gaussian simulation and simulated annealing both had higher estimation error but better reproduction of hydraulic conductivity structure than CM or ordinary kriging. Mean absolute error was about 30% higher for sequential Gaussian simulation and simulated annealing than for CM and ordinary kriging. Sequential Gaussian simulation and simulated annealing are more sensitive to the number of conditioning data than are CM and ordinary kriging, especially when small amounts of data are used. Sequential Gaussian simulation and simulated annealing did a good job of reproducing both the extreme measured In ( 
Effects of Variogram Model on Estimation Error
The In (K) fields produced by ordinary kriging, sequential Gaussian simulation, and simulated annealing are conditioned in two ways: by the conditioning point In (K) values and by the model variogram. We ran a simple test case to gauge the relative importance of point measurements and model variogram parameters in reducing estimation error. We retained the same conditioning point data subsets used in our previously discussed realizations but changed the model variogram parameters. In each case we assigned the best fit variogram parameters for the complete (100%) data set. The expectation was that estimation error would decrease because the 100% best fit parameters give the most complete description of In (K) spatial correlation. We did not perform the test case for sequential Gaussian simulation because the best fit variogram parameters for the 100% data can be used only with the 100% simulations due to the normalization procedures. Figure 14 shows results of changing the variogram parameters. Surprisingly, using variogram parameters for the 100% data actually increases estimation error for simulated annealing and makes almost no change for ordinary kriging. Even for the 20% subset, which has best fit variogram parameters the most different from the complete (100%) data, mean absolute estimation error is not decreased by using the 100% variogram parameters. This indicates that point In (K) values, not variogram parameters, are the strongest controls on the accuracy of the realizations.
Conclusions
This study examined several commonly used geostatistical methods for accuracy of point In (K) estimates and assessed their reproduction of hydraulic conductivity patterns. Extensive hydraulic conductivity measurements from the Cape Cod sand and gravel aquifer gave us a unique opportunity to evaluate the ability to infer hydraulic conductivity structure in the presence of limiting data.
The results demonstrate how each of the geostatistical methods reproduces naturally occurring patterns of K and how simulations are affected by the number of K measurements. None of the methods did a very good job of predicting point In It was found that all the methods were relatively insensitive to the number of conditioning data and to model variogram parameters. This indicates that the effort of obtaining highdensity K measurements provides relatively little improvement in the geostatistical estimates of In (K) at Cape Cod. Estimation error for simulated annealing and sequential Gaussian simulation appeared to pass a threshold value as the number of conditioning data was increased from 5% to 10% of the complete data. When more than 10% of the data were used to condition the simulated annealing and sequential Gaussian simulation simulations, almost no decrease was seen in estimation error. In this aquifer the 10% data level is apparently a threshold, above which prediction of measured In (K) improves very slowly. This threshold corresponds to approximately three conductivity measurements per integral volume. A threshold was not observed for ordinary kriging, probably because it occurs at less than 1.5 measurements per integral volume, the smallest number of conditioning data considered here.
The results of this study were strongly affected by the characteristics of the Cape Cod aquifer. The absence of strong heterogeneity and spatial trends in hydraulic conductivity at Cape Cod may explain why additional conditioning data did little to improve the simulations. The measurement error associated with the hydraulic conductivity data and the relatively large aquifer volume described by the flowmeter measurements (a 7-m radius around the well) as compared to the size of the test site (5 m x 25 m) probably also contribute to the redundancy of the additional data. Apparently, additional data did little to reveal significant spatial trends in hydraulic conductivity.
Although the horizontal and vertical variograms indicate that there is some fine-scale structure in hydraulic conductivity, geostatistical methods guided by the variograms do not accurately reproduce this structure. As measured by errors in the prediction of hydraulic conductivity, the fine-scale measurements at this site only provide redundant information on the conductivity structure. If the Cape Cod aquifer spatial conductivity characteristics are indicative of other sand and gravel deposits, then the results on predictive error versus data collection obtained here have significant practical consequences for site characterization. For the Cape Cod aquifer there is little benefit to be gained from sampling more than about 50 randomly spaced conductivity measurements over a domain of 5 m x 25 m x 7 m. Such a sampling effort, however, is still greater than is typical in real-world site characterization. While the Cape Cod data set contains redundant information concerning hydraulic conductivity, real-world site characterization has a spatial resolution of hydraulic conductivity data that is typically orders of magnitude coarser. Hence in real-world settings with sand and gravel aquifers, our results suggest that more data collection than is typically performed will likely improve understanding of permeability structure.
