ABSTRACT Tremendous traffic demands for ubiquitous access and emerging multimedia applications significantly increase the energy consumption of battery-powered mobile devices. This trend leads to that energy efficiency (EE) becomes an essential aspect of mobile ad hoc networks (MANETs). In this paper, we explore EE optimization as measured in bits per Joule for MANETs based on the cross-layer design paradigm. We model this problem as a nonconvex mixed integer nonlinear programming (MINLP) formulation by jointly considering routing, traffic scheduling, and power control. Because the nonconvex MINLP problem is NP-hard in general, it is exceedingly difficult to globally optimize this problem. We, therefore, devise a customized branch and bound (BB) algorithm to efficiently solve this globally optimal problem. The novelties of our proposed BB algorithm include upper and lower bounding schemes and branching rule that are designed using the characteristics of the nonconvex MINLP problem. We demonstrate the efficiency of our proposed BB algorithm by offering numerical comparisons with a reference algorithm that uses the relaxation manners proposed in [1]- [3] . Numerical results show that our proposed BB algorithm scheme, respectively, decreases the optimality gap 81.98% and increases the best feasible solution 32.79% compared with the reference algorithm. Furthermore, our results not only provide insights into the design of EE maximization algorithms for MANETs by employing cooperations between different layers but also serve as performance benchmarks for distributed protocols developed for real-world applications.
I. INTRODUCTION
A MANET is a self-organizing set of mobile devices that communicate with one another across multiple hops in a distributed manner. Because of the widespread use of cheaper, smaller, and more powerful portable devices, MANETs have become a promising and growing technique. With recent advances in information and communication technology (ICT), MANETs are able to support high network capacity and proliferating multimedia services, such as video on-demand, surveillance, remote education, and health monitoring, etc. MANET traffic produced for ubiquitous access and multimedia applications with quality of service (QoS) requirements considerably increases energy exhaustion of mobile devices. Energy is a scarce resource for mobile devices, which are typically driven by batteries with limited capacities. Further, progress in battery technology is slow and expected to improve little in the near future [4] . Under such critical conditions, optimal EE design that concentrates on the most economical ways of utilizing mobile device energy while ensuring proper network operations is an urgent requirement for MANETs.
EE optimization of mobile communication systems has received much attention in the literature. For instance, in [5] , the authors optimized link-level EE of the wireless network under static and time-variant fading channels. In [6] , the authors studied link-adaptive transmission for maximizing the EE of the orthogonal frequency division multiplexing (OFDM) system by presenting an energyefficient water-filling power allocation algorithm. In [7] , the authors introduced channel selection and power allocation mechanisms to optimize the EE of a distributed cognitive radio network where the transmitter directly sent data to the receiver (i.e., a single-hop network). In [8] , the authors used game theory to develop multiuser detection and power control methods to optimize EE for each user in a wireless network. In [9] , the author designed a noncooperative game where each user in a mobile network chooses its transmission power and rate to maximize the EE, while guaranteeing the QoS requirements. In [10] , the author proposed a power control algorithm using noncooperative game theory to enable multimedia transmission over a wireless network and maximize the EE for each user. In [11] - [14] , the authors discussed resource allocation methods to optimize EE of cellular networks without routing capabilities. Although [5] - [14] examine EE optimization for different wireless communication systems, they consider only physical (PHY) and link layers but neglect network layer issues. Obviously, results shown in [5] - [14] are inapplicable to MANETs because one of the most important features of MANETs is to provide routable networking environments.
In [15] , the authors presented an analytical manner for computing EE of the MANET by taking PHY and network layers into account but ignored link layer issues. In [16] , the authors maximized EE for the MANET using cooperative multi-input-single-output transmissions. They handled multihop routing by proposing algorithms for selecting hop distance and the number of cooperating nodes around each relay node. Nevertheless, they disregarded PHY and link layer problems. As discussed in [4] , cross-layer optimization can substantially enhance EE by designing resource allocation mechanisms that exploit the cooperations between different layers to adapt to variations of services, traffic, and environments. Although concentrating on the EE optimization problems in MANETs, [15] , [16] ignore the consequential interdependencies between different layers of the entire network. Hence, their approaches only provision suboptimal solutions that, in some cases, are likely to be far off from the global optimum. To the best of our knowledge, maximizing EE of the MANET by jointly considering the PHY, link, and network layers has yet to be researched.
To fill this gap, we investigate this cross-layer optimization problem in this paper. We consider a set of communication sessions, in which each session has its own peak and minimum sustained rate demands in a time-slotted MANET. The source of each session generates data relayed to the destination though multihop routing. We define EE of the MANET as the total session rate divided by the aggregate power consumption of active nodes over the scheduling time period. Overall, we propose a cross-layer optimization framework to maximize EE by jointly computing routing path, transmission schedule, and power control corresponding to the network, link, and PHY layers, respectively. The routing problem involves how to choose the set of paths to route data from the source to the destination for each session. For transmission schedule, the problem involves determining the set of nodes that are active in each time slot. The power control problem is to specify the transmission power of each active node in each time slot. We formulate this problem as nonconvex MINLP problem (P 1 ), which is NP-hard in general. Challenges of globally optimizing (P 1 ) arise from the combinatorial property, and the nonconvexities of the linear fractional objective function and bilinear products appearing in its constraints.
To address these issues, we developed a novel BB algorithm to globally optimize (P 1 ) by exploiting its specific nature. Key innovations of our proposed BB algorithm are as follows. First, to obtain upper bounds (UBs), we employ recent advances in piecewise linear relaxations (PLRs) of bilinear terms and piecewise convex hulls (PCHs) of log functions to build a relaxed mixed integer linear fractional programming (MILFP) model. Nevertheless, the MILFP is still a nonconvex MINLP and mathematically intractable [17] , [18] . Therefore, we transform it into an equivalent mixed integer linear programming (MILP) problem using the scheme proposed by [17] . This allows us to apply effective MILP techniques to solve the MILFP with global optimality. Second, to compute lower bounds (LBs), we keep link activations and power allocations of (P 1 ) fixed at their optimal values from the UB problem. We then transform (P 1 ) into an equivalent linear programming (LP) model. We can obtain a valid LB by combining optimal solution of the LP problem with outcomes of link activations and power allocations gained by solving the UB problem. Third, for problem partition, we design a branching rule that can decrease relaxation error of the UB problem to the extent possible.
We compared our proposed BB algorithm with a reference BB algorithm using the relaxation manners suggested in [1] - [3] . Numerical results show that our algorithm significantly outperformed the reference algorithm in terms of computational complexity. The contributions of the paper are: First, our theoretical outcome provides a solution to determine the optimal EE of the MANET by exploiting the cross-layer design principle. Second, in the real world, it still deserves to design distributed algorithms and protocols. However, to the extent of our knowledge, there is no any technique that can optimize the nonconvex MINLP problem in a distributed manner. This results in that distributed algorithms and protocols are developed using heuristic or approximation algorithms, or even do not take EE into consideration (such as OLSR [19] , DSR [20] , DSDV [21] , AODV [22] , and TORA [23] etc.). The common disadvantage of heuristic and approximation algorithms is that they are unable to provide the theoretical guarantee for acquiring the global optimal solution. Hence, the current distributed algorithms and protocols cannot achieve the optimal EE operation for the MANET by fully utilizing the cooperations between different layers. Moreover, it has never been studied how far the distributed algorithms and protocols perform from the optimal EE solution, and how to enhance their efficiencies. In this work, we solve these problems by providing theoretical results that can furnish performance benchmark comparisons, and enable researchers to gauge the effectiveness of distributed algorithms and protocols. Furthermore, our analyses provide valuable insights into not only the impact of routing strategy, transmission schedule, and power control on EE, but also into the design of novel algorithms and protocols aiming to achieve high EE for the MANET.
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The remaining paper is organized as follows. In Section 2, we describe the mathematical model for EE optimization of MANETs by jointly considering PHY, link and network layers. In Section 3, we develop a novel BB algorithm using the characteristics of the model formulated in Section 2. We also explain the details of the upper and lower bounding schemes and branching technique of the proposed BB algorithm. Section 4 presents the results of computational experiments. In these experiments, we elaborate the computational efficiency of the proposed BB algorithm. We also discuss the impacts of power control, traffic scheduling and routing on the design of EE optimization protocols and algorithms for MANETs. Finally, Section 5 concludes the paper.
II. EE OPTIMIZATION PROBLEM
We consider a MANET comprised of one set of stationary nodes N connected by a set L of links. We consider every link l = n t → n r to be directional, where n t and n r are the transmitter and receiver of l, respectively. We assume channel time is divided into time slots of equal length, and every node is only equipped with one transceiver. Thus, no node can send and receive in the same time slot; further, it cannot send to or receive from multiple nodes simultaneously. In other words, all nodes operate in the half-duplex mode. 
Note that being allowed to transmit does not necessarily mean a transmission actually occurs, which is decided by the optimization algorithm. As every node is equipped only with a transceiver, it must adhere to half-duplex data transmission. Thus, in every time slot, at most only one of a node's incoming and outgoing links is permitted to transmit. To characterize this constraint, we have
where IL (i) = {k → i|k ∈ N } and OL (i) = {i → j|j ∈ N } are sets of links whose receiver and transmitter are both i, respectively. The quality of a wireless link depends on the signal to interference and noise ratio (SINR). We express SINR of link l at time slot t as
where h l is the propagation gain of link l, W is the channel bandwidth, σ is the thermal noise density, and h (TX l ,RX l ) is the propagation gain from the transmitter of link l (i.e., TX l ) to the receiver of link l (i.e., RX l ). Using the Shannon capacity theorem, we can calculate the capacity of link l at time slot t as W log 2 1 + SINR l t (∀l ∈ L, t ∈ ). In the MANET, a source node generates data transmitted to its destination node, which forms a session. Owing to the limited transmission power of a node, it may be necessary to route data through multiple intermediate nodes to ease transmission over a long distance. To provide better routing flexibility and reliability, we adopt flow splitting and multipath routing. Specifically, every node can separate its incoming traffic into subflows which are then transmitted to varied next-hop nodes. Based on the above description, we have the following flow conservation constraints. Let f l s,t denote the flow rate of session s on link l at time slot t. If node i is the source node of session s, then
where IS(i) is the set of sessions whose source node is i. When both sides of (5) are multiplied by the duration of time slot, the left hand side yields the total amount of traffic (in bits) generated by the source node and the right hand side gives the average session rate multiplied by the scheduling time period. Evidently, both quantities must be equal. If node i is an intermediate node of sessions, then we have
where OS(i) is the set of sessions whose destination node is i. (6) implies that for every session, the net amount of incoming and outgoing traffic must be equal at each relay node.
In [1] - [3] , the authors have verified that both (5) and (6) guarantee the flow balance equation at the destination node of session s(∀s ∈ S). Thus, we omit flow conservation constraints of destination nodes for all sessions.
Furthermore, at every time slot, the total amount of traffic from different sessions on a particular link cannot exceed the link's capacity. Therefore, we have the following constraint
Finally, to support QoS requirements, we assume r s of each session s must satisfy
Our purpose is to maximize EE of the MANET, which is defined as the total session rate divided by the power consumed by all nodes during the scheduling time period. This definition equals the amount of data transferred by all source-destination pairs divided by the energy consumed by the entire MANET. Thus, the objective function is shown as
We express the resulting EE optimization model (P) as follows
B. REFINEMENTS TO OUR MATHEMATICAL MODEL
Although we have successfully modeled (P), it is only a primitive representation and unsuitable for mathematical treatments. To make formulations of (P) more concise and easier to manipulate, we discuss necessary modifications and redevelop an equivalent model that is mathematically tractable as follows.
First, we reformulate (2) as (10), because (2) is inapplicable to mathematical programming.
One can easily prove that (2) and (10) are equivalent. Second, because the product form is easier to handle than the fractional form, we rewrite (4) as follows
We notice that (11) has nonconvex bilinear products (i.e., p l t SINR l t ) that cause (P) presenting a multiplicity of local optima [24] , [25] . To facilitate mathematical manipulations, we further curtail the number of bilinear terms. We define I l t symbolizing interference of link l at time slot t as
Next, we reformulate (11) as (13) Comparing (11) with (13), we discover that the number of bilinear products has been diminished from O(
With the above modifications, we redevelop an equivalent model (P 1 ) for (P) as
subject to constraints (3), (5)- (8), (10), (12), (13),
. By inspecting (P 1 ), we observe that to globally optimize it, three major challenges need to be overcome: (1) there are binary variables with combinatorial nature, (2) the objective function is a nonconvex linear fractional function [17] , [18] , and (3) the bilinear terms are also nonconvex. These properties cause (P 1 ) becoming a nonconvex MINLP which is NP-hard in general and thus incredibly difficult to solve. To settle this issue, we propose a novel BB algorithm for solving (P 1 ) with global optimality in Section 3.
III. OUR PROPOSED BB SOLUTION PROCEDURE
The BB algorithm, which consists of several components, defines a common framework to solve a wide class of optimization problems. The framework itself provides flexibility in the sense that for some its key components, one can design customized algorithms based on the problem's structure and properties. Because performance of the BB process critically hinges on these customized algorithms' efficiencies [26] , focusing on the design of these algorithms is absolutely crucial. In the following subsections, we present the proposed BB procedure and problem-specific algorithms to its important elements developed by employing characteristics of (P 1 ).
A. THE MAIN ALGORITHM
The idea underlying the BB procedure is based on the ''divide and conquer'' paradigm, which begins by considering the original problem with the entire feasible region. The BB process performs lower-bounding and upper-bounding methods to the original problem to find LB and UB of the global optimum. If the gap between the bounds is within tolerance ε, then we have achieved an ε-optimal solution and the procedure terminates. Here, tolerance ε is a sufficiently small positive constant that signifies the required precision of the ultimate solution. Otherwise, we partition the feasible region VOLUME 4, 2016 into two disjoint subregions, which together comprise the complete feasible region. Each of these subregions forms a new nonconvex MINLP model with the same objective function and constraints as the original problem, which collectively is called the subproblem.
The same algorithms are applied recursively to each subproblem to decide LB and UB of the subproblem. The LB and UB of the subproblem provide information about (1) whether a further partition on this subproblem is necessary, (2) whether the subproblem can be discarded, and (3) a better feasible solution to the original problem. The process itself generates a search tree where the root node represents the original problem. The tree search procedure continues until all nodes have been solved or deleted, or until an ε-optimal solution is found. 1 shows our proposed BB algorithm. We denote the UB, LB, and optimal solution of (P 1 ) as UB, LB, and x * , respectively. In step 1, we initialize values of LB and x * , and set convergence tolerance ε. We add the root node (i.e., (P 1 )) to problem list W , which serves as the collection of subproblems generated during the tree search. We assign an initial value to UB (P1) , which designates the UB of P 1 . In step 2, we check whether W is empty. If so, we further examine LB. If LBis −∞, (P 1 ) is infeasible; otherwise we obtain optimal solution x * .
In step 3, we update UB as the maximum UB q among all nodes q in W , where UB q is the UB of node q. We then compute the optimality gap ε 0 between UB and LB, which is defined as
If ε 0 ≤ ε, we end the procedure by achieving ε-convergence. Otherwise, we select and delete node q with UB q = UB from W. In step 4, we solve the UB problem of q to find its optimal objective value. If this problem is infeasible, we proceed to step 2. Otherwise, we update UB q and calculate the approximation gap ε q defined as
If ε q ≤ ε, we go to step 2 because the best feasible solution in q cannot be strictly better than LB above the ε tolerance. Therefore, we exclude q from further consideration and choose another node from W to investigate. In step 5, we solve the LB problem of q to obtain feasible solution x * q . Since x * q is feasible to (P 1 ), its objective value LB q provides a LB of (P 1 ). We then compare values of LB and LB q . If LB q > LB, we update LB andx * , because LB q improves the best known feasible solution of (P 1 ) so far. We also delete all nodes q with UB q ≤ LB from W because they cannot possibly contain the global optimum. Subsequently, we update ε q and check whether ε q ≤ ε. If yes, we proceed to step 2 for the same reason mentioned in step 4. In contrast, if LB q ≤ LB or ε q > ε, we go to step 6. This is because there may still be scope for locating a better LB in q. Hence, we need to partition q further. In step 6, we divide q into two child nodes q 1 and q 2 by employing the branching rule. In step 7, we assign UB of q 1 and q 2 , UB q1 and UB q2 , as UB q . We then add q 1 and q 2 to W , and go to step 3.
Clearly, the success of the BB algorithm primarily relies on how fast ε 0 decreases. To expedite the convergence rate of the BB algorithm, ε 0 must quickly reduce during the tree search procedure. Because ε 0 is determined by the tightness of the LB and UB, designing efficient bounding schemes to obtain stringent bounds thus becomes critical for the BB process. To approach this issue, we propose novel upper and lower bounding methods in Sections 3.2 and 3.3, respectively. Further, to improve UBs through the BB process, we devise an innovative branching strategy to diminish the largest relaxation error of the UB problem in Section 3.4.
B. UPPER BOUNDING SCHEME 1) MOTIVATION
In [1] - [3] , the authors studied different cross-layer optimization problems in wireless communications. These problems are all nonconvex MINLPs with bilinear terms and log functions but lack fractional functions. [1] - [3] also used BB algorithms to solve these optimization problems. To build the relaxation problem for the BB procedure, [1] - [3] all used the same linearization methods, including the reformulationlinearization technique (RLT) and the single convex hull (SCH), to approximate the bilinear term and the log function, respectively. Although being helpful for creating the relaxation problem, the relaxation methods used in [1] - [3] have several major drawbacks. First, as reported by exhaustive computational studies presented in [24] and [25] , the RLT yields weak relaxations for the bilinear term and is very slow in declining UBs of the BB procedure for maximization problems. It thus requires exploration of many more nodes, considerably decelerating convergence of the BB process and causing excessive computational complexity. Second, as illustrated in Fig. 2 , the SCH is too loose to accurately bound the log function. Moreover, since linear fractional functions are nonconvex, it needs special mathematical processing to obtain the global optimum for problems with such functions. BB algorithms in [1] - [3] thus are incapable of globally optimizing (P 1 ) because they do not handle this issue. To improve these defects, we propose a novel upper bounding scheme using PLR and PCH to bound the bilinear product and the log function, respectively. We then establish a MILFP model serving as a tight UB problem of (P 1 ). However, MILFPs are NP-hard in general. Therefore, we transform the MILFP model into its equivalent MILP problem using the method suggested in [17] . In this way, we can find the UB of (P 1 ) by exploiting cutting-edge MILP solvers that have become highly effective over the past decades [26] - [28] .
To remedy the shortcoming of RLT, the authors in [24] proposed fifteen PLRs to relax bilinear products. To use the PLRs in [24] , we first divide the original domain of one of the variables involved in the bilinear product into smaller subdomains. Then we bound the bilinear term using more accurate linear subenvelopes in each subdomain, and employ a set of newly defined binary variables to choose the optimal subdomain. The advantage of the PLRs is that they can dramatically accelerate convergence of the BB algorithm by providing much tighter relaxations. Results in [24] show that these PLRs can reduce the optimality gap (i.e., ε 0 ) at the root node of the BB procedure from 20%-40% (i.e., two subdomains) to 75%-95% (i.e., fifteen subdomains) as compared with the RLT. Further, [25] have demonstrated that the PLRs can significantly curtail the number of nodes required for investigation during the BB process, thus decreasing the computational time from several-fold to hundreds-fold compared to RLT. To improve the quality of UB, we propose to use one of the fifteen PLRs to approximate the bilinear term.
In (P 1 ), as both SINR l t and I l t participate in the bilinear product, one can select either of them to partition. Nevertheless, we observe that SINR l t also appears in the log function while I l t does not. If we choose to divide on the dimension of SINR l t , we can construct the PLR and the PCH for the bilinear product and the log function, respectively, by separating only one unique domain. This not only strengthens the linear relaxations for both the bilinear term and the log function but also avoids increasing the number of variables and constraints in the relaxed formulation. Therefore, we opt to divide on the domain of SINR l t . In [24] , the authors recommend four representatives that are the most efficient among the fifteen PLRs, namely, nf4l, nf4r, nf6t, and nf7r. However, by carefully examining the four most effective PLRs, we find only nf4l can accomplish the above goal. Therefore, we apply nf4l to build a series of subenevelopes to bound the bilinear term over each subrange of SINR l t . We then use the same partitioning to establish the PCH for the log function.
2) THE CONSTRUCTION OF MILFP PROBLEM
First, we divide the domain of each SINR l t variable into K subdomains by defining a grid of points,
where d = (SINR l t − SINR l t )/K , and SINR l t and SINR l t are lower and upper bounds of SINR l t , respectively. We call the number of subdomains K the partition level.
We then introduce a set of binary variables λ l t (k), that are equal to one if and only if SINR l t lies within the k th segment as shown in (15),
where = {1, . . . , K }. Since SINR l t only lies in one of the K subdomains, we have the following constraint
Further, we define a set of continuous variables α l t (k) (∀l ∈ L, t ∈ , k ∈ ), where 0 ≤ α l t (k) ≤ dλ l t (k). These variables denote the deviation of SINR l t from grid point
, or zero otherwise. We thus model SINR l t as (17) .
We also reformulate I l t by introducing another set of continuous variables 
Finally, we define variable w l t = I l t SINR l t and rewrite (13) as follows
We then bound w l t (∀l ∈ L, t ∈ ) using the nf4l given in (20)-(23).
To eliminate the nonlinearity of the log function, we first define variable c l t = ln(1 + SINR l t ) and rewrite (7) as follows
We then bound c l t by the PCH using the same partitioning of SINR l t (i.e., (14)- (17)), as depicted in Fig. 2 . For every subdomain k ∈ , the PCH consists of three tangents that are tangential at points SINR l
, and SINR l t (k), as well as one secant between SINR l t (k − 1) and SINR l t (k). To derive formulas of the PCH, we take the tangent at SINR l t (k − 1) as an example. If SINR l t lies within subdomain k, as elaborated in Fig. 2 , we have
This is because c l t is smaller than the tangent at SINR l t (k − 1) denoted by the right hand side of (25) . By using (17), we can rewrite this tangent as
We then equivalently express (25) as (26) using the method developed in [29] .
In (26), since only one of the K subdomains is active, only the tangent in the active subdomain exists, while tangents in all other subdomains are discarded. Therefore, no matter which subdomain is active, we can always represent the tangent at SINR l t (k − 1) (∀k ∈ ) using (26) . Similarly, one can find formulas of tangents at γ and SINR l t (k), and the secant between SINR l t (k − 1) and SINR l t (k) as (27)- (29) . Note that In Fig.2 , we draw the PCH with 3 subdomains and the SCH used in [1] - [3] . As illustrated in the figure, the proposed PCH is much tighter than the SCH and thus can improve the quality of the UB.
Using the above relaxation scheme, we form UB problem (P 2 ) from (P 1 ), as follows
subject to constraints (3), (5), (6), (8), (10), (12), (16)- (24), (26)- (29),
3) THE MILFP TO MILP TRANSFORMATION By examining (P 2 ), we discover that the objective function is a linear fractional function and all constraints are linear except for some variables that are restricted to binary values. Therefore, it is a MILFP problem. Owing to the nonconvexity of the objective function and combinatorial feature, MILFPs are nonconvex MINLPs and NP-hard in general. To solve MILFPs for global optimality, the authors in [17] propose a novel approach to transform MILFPs into their equivalent MILPs which are then optimized using efficient MILP techniques. The results of extensive computational experiments in [17] demonstrate that this approach requires significantly less computational efforts than several commercial MINLP optimization packages. Hence, we apply this method to reformulate (P 2 ) into its equivalent MILP model. To perform the reformulation, we first utilize a procedure similar to the Charnes-Cooper transformation [17] , [18] except that the variable transformations are only applied to continuous variables. We define variable u and a set of variablesṙ T t=1 p l t = s∈Sṙ s . We then multiply both sides of all constraints of (P 2 ) by u. The resulting constraints are given in (30)- (54) (71), we choose the v b whose relaxation solution value is closest to the midpoint of its current range. This is intended to cause a large disturbance in the created subproblem and decrease the UB as much as possible.
After deciding the branching variable, we split the current search space into two subregions along the branching variable axis at the branching point and create two subproblems. When solving either of the two subproblems, we replace the original relaxations of both bilinear terms and log functions with stronger ones by exploiting the range reduction.
IV. NUMERICAL RESULTS AND DISICUSSIONS
In this section, we describe the evaluation of optimal EE of the MANET using our proposed BB algorithm. We first compare its computational efficiency versus a reference BB algorithm. In the reference BB algorithm, we used the relaxation methods proposed in [1] - [3] to establish the UB problem. Specifically, we used the RLT to approximate the bilinear term and the SCH to bound the log function. We created another MILFP model accordingly, which was then transformed into its equivalent MILP problem using the same technique described in Section 3.2.3. The other elements of the reference algorithm were the same as those of our proposed BB algorithm. Subsequently, we experiment on optimal EE over different values of T and various routing strategy to gain more insights on how power control, traffic scheduling and routing influence the optimal solution.
For the proposed and reference BB algorithms, we used CPLEX [30] to solve the UB and LB problems (i.e., (P 3 ) and (P 4 )). We ran the programs in a machine with two Intel Xeon 3.3 GHz processors. Each processor had eight cores. Since CPLEX supports a parallel optimization mode, we solved (P 3 ) and (P 4 ) using all available cores. We consider a MANET with twenty nodes randomly located in a 250 × 250 m 2 region. Table 1 shows the locations of these nodes. There are four sessions among the nodes. Table 2 presents the source node, destination node, r min s , and r max s for the sessions. We set maximum transmission power to p max = 100 mW and channel bandwidth W = 5 MHZ. We assume propagation gain h l = ϑd −4 l , where d l is the distance between transmitter and receiver of link l, and ϑ = 0.002 is a constant characterizing the antenna gain and average channel attenuation [31] . Table 3 illustrates computational outcomes for the T = 5 case, including the reference BB algorithm and our proposed BB algorithm with different partitioning levels K . We ran all experimental instances with a CPU time limit of 40 minutes. In Table 3 , columns UB root and CPU root are the UB and computational time of the root node of the BB tree, respectively. Columns UB and LB show the best upper and lower bounds found within the time limit, respectively. The remaining columns denote the optimality gap and the number of investigated BB nodes when the time limit is reached.
A. COMPUTATION EFFICIENCY EVALUATION
From these results, we first observe that at the root node, as discussed in Section 3.2.1, our proposed scheme with different values of K always provides a more rigorous UB than that of the reference BB algorithm, and the UB tightens as K enlarges. Usually, larger K also leads to fewer nodes required to explore in the BB procedure as it provides tighter relaxations. However, we also find that the computational time of the root node grows with an increased value of K , because the number of variables and constraints in (P 3 ) increases when K augments. Therefore, larger K increases the size and solution time of the relaxation problem. Apparently, an important tradeoff exists between the computational time of each node and the number of nodes requiring investigation during the BB process. One thus has to carefully select the value of K to lessen the solution time of the BB algorithm as much as possible. We tested many cases to select a proper value for K , and we observed that our algorithm minimizes the solution time when three partitions are used. Therefore, we used K = 3 for all simulations in this section. Second, our proposed scheme with different values of K always achieved a smaller optimality gap and better feasible solution within the same time limit as compared with the reference BB algorithm. The optimality gap of our proposed approach with K = 3 and the reference algorithm were 8.74% and 48.49%, respectively. The best feasible solution found by our proposed algorithm with K = 3 and the reference algorithm were 4.771 * 10 8 and 3.593 * 10 8 , respectively. This shows that our proposed method respectively decreased the optimality gap 81.98% and increased the best feasible solution 32.79%, which achieved significant computational improvements.
Note that the reason that our proposed scheme took tens of minutes to solve (P 1 ) is due to its NP-hard nature. For the MANET considered in this simulation, the number of x l t variables is 1900 and thus there are 2 1900 (≈10 572 ) possible combinations of link activations. In every possible combination (i.e., fixed x l t value, ∀l ∈ L, t ∈ ), (P 1 ) becomes a nonconvex nonlinear programming (NLP) problem that is NP-hard. This means if a brute force method is used, one has to solve 10 572 NP-hard problems. It is very difficult to solve an NP-hard problem because we cannot find a polynomial time algorithm approaching such a problem, let alone tackle 10 572 NP-hard problems, which is far too many to realistically address. However, our proposed scheme (with K = 3) can obtain a solution which is at least 91.26% optimal within 40 minutes. Obviously, compared with the reference algorithm and a brute force method, our proposed scheme can provide good solutions while preserving high computational efficiency. Table 4 presents details of the optimal solution obtained using our proposed algorithm for the above T = 5 case. As shown in Table 4 .1, at time slot 1, there were two active links, namely, links 20 → 13 and 2 → 9 corresponding to sessions 1 and 3, respectively. The transmission powers of the two links were 1.16 mw and 4.17 mw, respectively. Since both links transmitted concurrently, they interfered with each other. Hence, the resulting capacities of the two links were 7.36 Mbps and 12.96 Mbps, respectively. The capacities also limited the flow rates of the two links as 7.35 Mbps and 12.95 Mbps, respectively. Similarly, Tables 4.2 through 4.5 display the results of time slots 2 to 5, respectively. Note that we only show outcomes of active links for the five time slots in Table 4 . Fig. 3 illustrates the routing topology corresponding to Table 4 . From Fig. 3 , we can find the routing path for each session. For instance, the path of session 1 consisted of 3 links, namely, 20 → 13, 13 → 6, and 6 → 3, which were scheduled to transmit at time slot 1, 2 and 3, respectively. The instantaneous flow rates of the three links were all 7.35 Mbps, which brought about the average session rate being equal to 1.47 Mbps. One can also discover that the average session rates of sessions 2 through 4 were 1.12 Mbps, 0.97 Mbps, and 2.59 Mbps, respectively. The total depleted power was 12.89mw. Hence, the optimal EE was 4.771 * 10 8 (bits/Joule). Fig.4 shows the curve of optimal EE versus different numbers of T for the same example MANET considered in Fig. 3 . We observe that when T increased, optimal EE enlarged up to a maximum point that occurred at T = 5. This was because each node had more choices of traffic scheduling and routing to mitigate interference from other nodes. Therefore, EE increased as T augmented. However, beyond the maximum point, optimal EE decreased as T increased. This was because as T enlarged, each session had to send more traffic to satisfy the minimum sustained and peak rate requirements. Hence, every active node consumed more power to send the increased amount of traffic. However, when EE reached its maximal point, interference of each active node had been diminished to be very small. Therefore, when T increased, it was hard to further reduce interference of each active node. Nevertheless, each active node must spend more power to transmit the increased data, thus magnifying dissipated power of the entire network. Because the total session rate was limited to a fixed range and the total amount of power increased as T augmented, optimal EE lessened as T enlarged. This result indicates that it is essential to select a suitable value of T to enable the network operating around the optimal EE. To the best of our knowledge, this is still an open issue. Thus, it is also a direction for future research on optimizing EE of MANETs. 
B. THE IMPACT OF TRAFFIC SCHEDULING

C. THE INFLUENCE OF ROUTING STRATEGY
Due to the simplicity of implementation in practice and the lessened wastage of MANET resources such as network links and buffers, the minimum hop count has become the most widespread metric used by MANET routing protocols. It has been chosen as the default metric for many routing protocols, for instance, [19] - [23] , etc. To investigate the influence of routing methodologies on the optimal EE, we fixed the value of T as 5 and selected the minimum hop count as the performance comparison index. In Fig. 3 , if the minimum hop-count routing was used, the destination node of each session could be reached from the source node with 1 hop. However, we had 5 time slots. We thus let the session 1 having the longest distance among the 4 sessions use 2 hops that occupied 2 time slots respectively. For the other sessions, each session used one time slot to send data between source and destination nodes (i.e. one-hop routing). 1 Table 5 presents the optimal results for the minimum hop-count routing. The total session rate and power consumption were 6.02 Mbps and 90.82 mw, respectively. The optimal EE thus was 6.629 * 10 7 (bits/Joule). Compared to the results shown in Table 4 , our proposed cross-layer optimization approach improved the EE by 7.87 times over the minimum hopcount routing, which revealed a substantial enhancement. This was because the minimum hop-count routing usually prefers longer distance for each hop, which causes higher power consumption for transmitting the same amount of data.
V. CONCLUSION
In this paper, we addressed the EE optimization problem for MANETs, jointly considering routing, traffic scheduling, and power control. According to the cross-layer design principle, we formulated this problem as a nonconvex MINLP model that is intrinsically NP-hard. We proposed a customized BB algorithm for the global optimization of the problem by exploiting the specific structure of this type of model. In our algorithm, we approximated bilinear terms with powerful PLRs and log functions with PCHs to build a MILFP model serving as a tight UB problem. We then effectively transformed the MILFP model to its equivalent MILP formulation, allowing for the global optimization of the MILFP using efficient MILP methods. We obtained tight UBs on the global optimum by solving the resulting 1 Identifying the allocation of time slot in advance is the same as knowing values of x l t variables. Furthermore, constraints (5) and (6) can also be simplified if the routing protocol is already known. Hence, one can equivalently transform (P 1 ) to a nonconvex NLP problem that can be globally optimized by modifying our proposed BB algorithm. VOLUME 4, 2016 MILP-based relaxations. Our proposed BB algorithm also incorporated a novel lower bounding strategy and branching rule designed to accelerate convergence.
We presented our numerical results of applying our proposed BB algorithm to EE optimization of a MANET. We also compared the efficiency of our proposed BB algorithm with another scheme. Our algorithm performed quite well with respect to computational complexity. In the future, we aim to concentrate on developing distributed protocols and algorithms that can be realistically implemented to optimize EE of MANETs. Moreover, we plan to compare the performance of distributed protocols and mechanisms with that found using the global optimization technique of this paper, thus encouraging the development of novel distributed protocols and algorithms to improve EE of MANETs.
