Abstract-Large, distributed software systems are increasingly common in today geographically distributed IT infrastructures. A key challenge for the software engineering community is how to efficiently and effectively manage such complex systems. Extending software services with autonomic capabilities has been suggested as a possible way to address this challenge. Ideally, selfmanagement capabilities should be based on fully distributed, peer-to-peer (P2P) architectures in order to try to overcome the scalability and robustness problems of centralized solutions. Within this context, we propose an approach for the adaptive self-assembly of distributed services, based on a simple epidemic protocol. Our approach is based on the three-layer reference model for adaptive systems, and is centered on the use of a gossip protocol to achieve decentralized information dissemination and decision making. The goal of our system is to build and maintain an assembly of services that, besides functional requirements, is able to fulfill global quality of service (QoS) and structural requirements. A set of simulation experiments is used to assess the effectiveness of our approach in terms of convergence speed towards the optimal solution, and resilience to failures.
I. INTRODUCTION
One of the major challenges for today software engineering is the management of large and complex computing systems characterized by a high degree of physical distribution. Examples of such systems arise in many application domains, such as sensor networks, intelligent transportation systems, ambient intelligence [1] .
The high number of components and the intrinsic dynamism of these systems (where the quality and number of available resources can rapidly change) push scalability and complexity issues well beyond traditional scenarios. The use of autonomic capabilities has been suggested as a possible solution to overcome these problems [2] - [4] . The autonomic computing paradigm enables the system to automatically self-configure in response to variations of operating conditions, thus guaranteeing short reaction times and avoiding slow, costly and error-prone manual interventions. Scalability and robustness considerations call for fully decentralized solutions to the implementation of these autonomic capabilities [5] . Indeed, for the systems we are considering, centralized control can seriously hinder scalability and fault-tolerance, and can also be difficult or even impossible to achieve.
The goal of this paper is thus to provide a contribution towards the design and implementation of decentralized solutions for the autonomic management of large and highly dynamic distributed systems. To abstract from characteristics of specific application domains, we model the considered system as a multi-agent system, where a set of peers cooperatively work to accomplish specific tasks. Each peer possesses the know-how to perform some tasks (offered services), but generally requires services offered by other peers to carry out these tasks. Hence, we focus on the problem of devising a self-assembly procedure among services offered by the peers, whose goal is to match required and provided services. Besides the functional requirement of matching required services with offered services, we assume that the system operates under non functional requirements concerning the quality of the offered services (QoS) (e.g. performance, dependability, cost). Hence, the multi-agent system must be able to select, among the set of functionally feasible assemblies, an assembly that makes it able to fulfill a global QoS goal.
According to decentralization principles, the solution we propose to achieve these goals is characterized by the following properties [6] :
• absence of external control, so that the self-(re)configuration process is initiated internally; • dynamic operation, so that the system is continuously able to adapt itself to requirement or environment changes (including arrival of new peers or failure of existing ones); • absence of central control, where the assembly among peers is only maintained through local decision-making with dissemination of information in order to improve the decision-making process.
The general architectural scheme we adopt to design a system able to achieve these properties is based on the three-layers architecture for self-adaptive systems proposed in [7] and applied to a distributed system in [8] . Within this framework, we focus on the intermediate layer and architect it according to a gossip protocol [9] - [11] to support information dissemination and decentralized decision-making. Simulation results show that our solution is able to produce a fully resolved service assembly very quickly; also, the whole system can quickly restructure itself to cope with node failures.
The paper is organized as follows. Sections II and III describe the system model, whose reference self-adaptive architecture is presented in IV. Then, we illustrate in Section V the system operations that implement the decentralized selfassembly, and present in Section VI experimental results obtained through simulation. We survey related works in Section VII. Finally, we present conclusions and future works in Section VIII.
II. SYSTEM MODEL
In this section we define the system model and introduce the terminology and notation used in the rest of the paper. Then, we introduce the notion of compound utility and show through some examples how it can be used to enforce both QoS and structural constraints.
We consider a system consisting of a set of distributed peers offering different services. In the rest of the paper, for the sake of simplicity and readability, we assume that each peer hosts a single service, so we will use quite interchangeably the terms peer and service, and with a slight abuse of notation will denote by the same name both a service and the peer offering it. The model can be extended to peers offering different types of services in quite a straightforward way.
The system we consider thus consists of a set S of N distributed services S = {S 1 , . . . , S N }. Services can be located anywhere and can communicate each other through a network. Each service has a provided interface, which is an interface through which it provides functionalities to clients. Also, each service has a set of required interfaces, that must be bound to the provided interfaces of other services. Formally, a service S is a tuple S = (t, δ, u, Pred, Succ) where:
• t ∈ T is the type of the provided interface (we say that t is the type of S). We assume that there are T ≥ 1 different service types T = {1, . . . , T }; each service type basically defines a set of input/output types, and represents the kind of service provided by S. • δ ⊆ T is the set of dependencies of S (if δ = ∅, then S has no dependencies). The set δ contains the types of the required dependencies of S; therefore, for each d ∈ δ, S must be bound to a service of type d in order to be executed. Note that the dependency set δ does not contain duplicates, meaning that a service may depend at most once on any specific interface type. We assume that the set of dependency types δ is fixed for each service and known in advance.
• u is the utility of service S in isolation, which can be considered as a measure of one or more QoS (e.g., reliability, cost, execution time) or structural attributes, depending only on the internal characteristics of S. If S has a non empty set of dependencies, then u gives only a partial view the overall utility of S, which also depends on the utility of the services used to resolve them; therefore, the concept of compound utility will be introduced shortly.
• Pred ⊆ S is the set of services which are currently bound to S to resolve some of its dependencies.
• Succ ⊆ S is the set of other services S is currently bound to, to resolve some of their dependencies. In the following, given a service S ∈ S we denote with
and Succ[S] the service type, the set of dependencies, the local utility and the sets Pred and Succ of S, respectively. A service assembly A is an acyclic graph A = (S, E), where E ⊆ S × S is the set of resolved dependencies. Specifically, a directed edge (S i , S j ) ∈ E denotes that S i is used by S j to resolve one of its dependencies. It is required that S j has a dependency on t[
We allow the same service to be used as a dependency multiple times by different other services. By definition, Pred [S] = {S ∈ S | (S, S ) ∈ E} and Succ[S] = {S ∈ S | (S , S) ∈ E}.
A service S is fully resolved in a given assembly A if either:
there exists a service S ∈ Pred[S] of type d that is itself fully resolved. A service S is partially resolved in a given assembly A if it is not fully resolved in A. This means that S has a non empty list of dependencies, and at least one dependency is either not matched, or is matched by some service which itself is not fully resolved.
As an example, in Fig. 1 we show two assembly involving the services {S 1 , S 2 , S 3 , S 4 , S 5 } using the standard UML 2.0 component diagram notation. Service S 1 in Fig. 1 (a) is fully resolved, while service S 1 in 1 (b) is not, since it is bound to S 2 and S 5 which have missing dependencies.
III. COMPOUND UTILITY COMPUTATION
The last important part of our model is the definition of a compound utility function U (S), that associates a scalar value to any assembly rooted at service S, based on both the local utility of S and the utilities of the services it is bound to. The goal of the system we are proposing is to build and maintain fully resolved assembly such that the compound utility of each service is maximized (or at least greater than a specified threshold). In the next subsection we show how, by suitably defining the meaning of the local utility u[S] and the function U (S), it is possible in this way to drive the system towards the construction of assembly with specific nonfunctional properties.
U (S) is defined as a function that recursively calculates the compound utility of S in terms of u[S] and the compound utility of the services it is bound to. If S is not fully resolved, then it must be U (S) = −∞. We give below some concrete examples of definition of u[S] and U [S] for some specific QoS or structural attributes.
Reliability-based Compound Utility: The reliability of a service S is the probability that S correctly completes its task, for a given service request. Let u[S] denote the internal reliability of S, that is the probability that no internal failure occurs when S is executed. Furthermore, for each dependency S ∈ Pred[S] bound to S, let n[S ] be the average number of times service S is invoked during the execution of S. The value of n[S ] can be estimated by a monitoring activity performed locally by the peer hosting S; n[S ] will likely only depend on the type t[S ]. If we define
then U r (S) represents the overall reliability of the assembly rooted at S (if Pred[S] = ∅, the product is set to one and therefore U r (S) = u[S]). Cost-based Compound Utility: The average cost of a service S is the overall average cost incurred for one execution of S. The cost could be expressed in monetary units, or some other suitable unit (e.g., energy consumption). We distinguish two cases. In the first one, we assume that an additive cost is incurred for each single invocation of a service S ∈ Pred[S] resolving one of the S dependencies. This is reasonable for costs referring, for example, to energy consumption. Let −u[S] represent the cost of S; note that u[S] is negative, to ensure that the utility is a higher is better metric. The cost-based compound utility U c (S) of S can be computed as:
(if Pred[S] = ∅, the sum is set to zero and U c (S) = u[S]). In the second case, modeling other types of cost (e.g., monetary cost), a flat cost model could be adopted, where a fixed cost is paid for the use of a service, independently of the number of times it is actually invoked. In this case, the "flat" cost compound utility U f (S) of S can be computed as:
Response Time Compound Utility: The average response time of a service S is the overall average time needed to fulfill one service request addressed to S. Let −u[S] denote the average time spent within service S; again, the utility u[S] is negative so that the compound utility U (S) is a higher is better metric. The response time compound utility of S can be computed by defining:
Structural Requirements: Besides QoS requirements, one could be interested also in structural requirements about the resulting assembly of services (enforcing, for example, some specific architectural style). These requirements could concern local properties (e.g., the number of dependencies solved by a given service S should not be greater than a given threshold, to avoid service overloading), or global properties (e.g., the overall assembly should conform to a pipeline structure, where each offered service is bound to only one required service). Global constraints seem more difficult to be enforced in a system where each peer has only a limited local knowledge of the whole structure. However, we give below examples showing that by suitably defining u[S] and U (S), a systems that tries to maximize U (S) actually drives itself towards the construction of an assembly the fulfills local or global structural constraints, in the latter case limited to those constraints that can be recursively defined.
Let us consider a local constraint on the maximum number of dependencies that can be resolved by S, meaning that S can be used by at most D max other services to resolve their dependencies. To achieve this, S uses the set Succ[S] to keep track of the number of other services it is currently bound to. S reports a local utility u[S] = 1 to the first D max services that are using S as a dependency; any further service enquiring the local utility of S will get u[S] = 0. If the compound utility U m (S) is defined as:
then the system will be driven towards an assembly where each service is used no more than D max (if possible).
Let us consider instead a global structural constraint enforcing a pipeline structure on a fully resolved assembly. The utility u[S] is set to 1 if S has at most one dependency (δ[S] ≤ 1), and 0 otherwise:
Then, the compound utility U p (S) can be defined as:
Eq. (6) yields U p (S) = 1 if and only if either S has no dependencies, or S is fully resolved and its direct and indirect dependencies are organized as a chain (pipeline structure).
We point out that in the case of the pipeline structural requirement described by the utility function of Eq. (6), a value U p (S) = −∞ denotes that no fully resolved assembly rooted at S has been built so far (irrespective of any structural constraint). A value U p (S) = 0 denotes that a fully resolved assembly has been built, but the structural constraint has not been satisfied; a better assembly may or may not be identified as the algorithm progresses. Finally, a value U p (S) = 1 denotes that a fully resolved assembly satisfying the pipeline constraint has been found.
Other Considerations: We have given above some practical examples of utility-based QoS or structural measures; additional metrics can be defined in similar ways, and also some useful extensions can be considered. The metrics we introduced are based on the implicit assumption that the utility u[S] of a service S does not depend on the number of services S is bound to; in other works, u[S] does not depend on the size or content of Succ(S). While this may be appropriate for some metrics (e.g., cost, reliability), it may be too restrictive for others. In fact, the response time of a service S may actually depend on the number of clients, which can be different over time. As we will see in Section V, our algorithm already deals with variable, state-dependent utility values, since the compound utility computed by each node is periodically sent to all neighbors. Additionally, the above definitions allow the computation of the compound utility of a service in terms of a single QoS attribute. In some cases, one could be interested in a definition of utility depending on the value of more than one QoS attribute. For these cases, it is possible to define a multi-attribute compound utility of S by taking the weighted sum of single-attribute utility values. If M QoS attributes U 1 (S), . . . , U M (S) are computed for a single service S, it is possible to compute a single value U (S) as: 
If the QoS attributes take values in different domains, they should be normalized in the same range (e.g., [0, 1]) before computing the weighted average. Table I summarizes the notation used in this paper; the table also includes additional symbols which will be introduced in the next sections.
IV. SYSTEM ARCHITECTURE A reference model for the architecture of a self-adaptive software system has been presented in [7] , where it is suggested to architect the system along three interacting layers. The bottom layer (component control) is concerned with adaptation at the level of single components (i.e., peers in our settings). The middle layer (change management) is responsible for globally managing the system consisting of components at the lower layer, by issuing adaptation plans that make the system able to meet some pre-defined goal. The definition of new goals and possibly of new adaptation plans is under the responsibility of the upper layer (goal management).
We adopt this reference model for the architecture of our multi-agent P2P system, as illustrated in Fig. 2 and detailed below.
Bottom Layer: Each single peer S at the component control layer is responsible for possibly implementing suitable internal adaptation actions aimed at maintaining its local utility level, or improving it. In any case, S keeps updated the value of u[S] through some suitable monitoring activity, and communicates with all its peers in Pred[S] and Succ[S] to keep updated the value of U (S), as detailed in Section V. Information about variations in the value of U (S) flows also toward the middle layer. A variation of U (S) can trigger at the middle layer the construction of a new assembly, if it makes the current assembly no longer able to fulfill a given non functional requirement.
Middle layer: The change management layer is instead responsible in our architecture for building and maintaining at each peer S the two state components Pred[S] and Succ[S], so that the resulting whole assembly is able to fulfill the non functional requirements coming from the upper layer. To this end, when the compound utility of some peer at the bottom layer changes, the middle layer must check whether this impairs the ability of fulfilling the existing requirements. In the positive case, the middle layer determines a new suitable assembly. Similarly, when the upper layer notifies a new goal, the middle layer must check whether the already determined assembly is able to fulfill it. In the negative case, the middle layer determines a new suitable assembly. In case no such assembly exists, a fail notification is sent to the upper layer.
Upper layer: The goal management layer manages the functional and non functional goals to be fulfilled and inform the middle layer about them. In particular, in our architecture two different kinds of non functional goals can be communicated to the middle layer:
• max goals, that are fulfilled by determining an assembly that maximizes some suitably defined compound utility of the offered services; • more-than goals, that are fulfilled by determining an assembly whose compound utility is greater than a specified threshold. If a fail notification is received from the middle layer for some specific goal, the upper layer is responsible for implementing a suitable response according to its own policies (e.g., by issuing some different goal).
In this work, we focus on the design of the operations of the middle layer and its interactions with the bottom layer. Operations of the upper layer are instead out of the scope of this work. Our design is based on a fully decentralized approach, that makes the resulting system robust and scalable in the presence of events like: arrival of new requirements from the upper layer, upgrade/downgrade of peer utility (including the extreme case of peer failure) or arrival of new peers at the bottom layer. To this end, the middle layer of our architecture operates according to a gossip schema, as described in Section V. This allows a fully decentralized information dissemination and decision-making about the construction and maintenance at each peer of the two sets Pred[S] and Succ[S].
V. SYSTEM OPERATIONS
In this section we describe how the middle and bottom layer of our architecture operate to dynamically build and maintain Fig. 3 . High level structure of peers in a fully decentralized way an assembly of services able to fulfill a specified QoS goal. We first present in Section V-A the gossip-based algorithm implemented at the middle layer. Then, we present in Section V-B further details on operations implemented at the middle and bottom layer, and discuss some issues concerning the system operations.
A. Middle Layer Core Algorithm
Given a set of services S and a utility function U (·), the middle layer decentralized algorithm builds an assembly where each service S ∈ S is fully resolved and the value of U (S) is monotonically increased, until it reaches its maximum value or, at least, overcomes a given threshold. As described in Section III, by suitably defining the utility function it is possible to fulfill the QoS or structural goals coming from the upper layer. The algorithm is based on a gossip scheme [9] , [11] which iteratively resolves the dependencies of each service using local information only. Figure 3 shows the internal structure of peers in our P2P network. Each peer consists of two P2P protocols (labeled NEWSCAST and P2P Service Assembly), and the actual service offered by the peer on top of them.
The NEWSCAST protocol is responsible for maintaining an overlay network over the set of peers. Each peer maintains a local view of the system that consists of a set of peers it can exchange messages with. The local view is constantly updated, so that a peer is always provided with "fresh" list of neighbors. Updating the local views is also necessary to maintain a fully connected overlay in presence of node and link failures. Maintenance of the overlay is accomplished by the NEWSCAST algorithm described in [10] . Each peer maintains a set of K neighbors, where K is a predefined constant; periodically, each peer merges its list with that of a randomly chosen neighbor, keeping the most K recently added links and dropping older ones. This simple protocol exhibits many useful features: the list of neighbors it produces is a good approximation of a true random sample among all peers; moreover, the protocol is highly resilient and can maintain a fully connected overlay in presence of node or link faults. 
Algorithm 1 describes the core of the gossip algorithm for service assembly executed by each peer. By executing this algorithm all peers collectively implement the operations of the reference architecture middle layer. The goal of Algorithm 1 is to find a binding of the service to its required dependencies, such that the compound utility of the assembly is maximized. With a small modification, described later, the algorithm can be stopped as soon as the compound utility of a service reaches a given threshold.
Algorithm 1 includes an initialization phase and two concurrent threads: an active thread which starts an interaction by sending a message to a neighbor, and a passive thread which responds to messages received from other peers. The set of neighbors is provided by the underlying NEWSCAST service.
During initialization (lines 1-2) the variable i is initialized with the ID of the peer executing the algorithm; also, the set Pred[S i ] of services bound to S is set to empty.
The active thread is extremely simple: every ∆t time units, S i sends a message to all its neighbors. The message payload is a set of services, containing the list of currently bound dependencies Pred[S i ] plus S i itself.
The passive thread listens for messages coming from other peers. Upon receiving a message containing the set L, S i checks all services S ∈ L to see whether some of them can be used to fill its own dependencies. Note that the cardinality of L is bounded by 1 + max i |δ[S i ]| ≤ 1 + T , since each service can have at most T dependencies. If the type of S ∈ L, t[S], is not required as a dependency for S i (line 12), then service S is ignored. If t[S] is required as a dependency, additional conditions must be checked. If no service of type t[S] is currently bound to S i , then S is added to Pred[S i ] (line 18). If service S j of the same type of S is already bound to S i , then S replaces S j only if the former provides a better compound utility than the latter (line 16). Figure 4 shows an example of algorithm execution over a set of eight services S 1 , . . . , S 8 . UML 2.0 component diagrams represent the services, with provided and required interfaces labeled with the interface type. The compound utility of some of the services is shown inside each block; note that S 8 is the only service which is not fully resolved, therefore U (S 8 ) = −∞. The initial situation is shown in Fig. 4 (a) ; we assume that S 2 executes the active thread, and S 1 and S 3 are its neighbors according to the overlay network (not shown). First, S 2 sends the list Pred[S 2 ]∪{S 2 } = {S 2 , S 5 , S 6 } to its first neighbor S 1 . S 1 observes that it can replace its dependency S 4 with S 2 (both have type 2), since S 2 provides a higher compound utility than S 4 . Therefore, the services are rewired according to Fig. 4 (b) . Now S 2 sends the same list {S 2 , S 5 , S 6 } to the other neighbor S 3 . S 3 then discovers that it can replace its dependency S 7 with S 6 , since it provides higher compound utility than the existing dependency. Fig. 4 (c) shows the final wiring of the services.
B. Implementation Details
In this section we present operations that are locally implemented at each peer (i.e., at the bottom layer of the reference architecture), and are related with the execution of the middle layer algorithm. Moreover, we give some implementation details which are omitted from the pseudocode shown in Algorithm 1 and discuss some further issues about system operations.
Compound Utility Computation: We discuss here how each peer can efficiently compute its compound utility. In principle, each service S i may compute U (S i ) by asking the compound utility to all dependencies (which are kept in the Pred[S i ] set) and aggregating the results (see the examples from Section II). However, this is extremely inefficient since lots of messages would be sent during the execution of the P2P algorithm.
The message traffic can be reduced by allowing each service to cache its compound utility, and notify changes to all services currently bound to it. To do so, each service S i maintains the set Succ[S i ] of all services which are currently using S i to resolve one of their dependencies. Each time the value U (S i ) changes, S i sends an update to all services in Succ[S i ] as in the Observer pattern [12] . The value of U (S i ) changes when u[S i ] changes, or a service is added/removed from the set Multiple Queries: In general, the system may allow multiple users to request creation of fully resolved assemblies satisfying different QoS goals. For example, a user may require a service with a given external interface type, providing the higher reliability; another user may require a service with a different interface type providing the lower cost; and so on. Therefore, in general multiple instances of the P2P protocol must be active at the same time, each one building an assembly with the requested features. The information about which kind of utility must be maximized can be injected by the user requesting the assembly, and disseminated across the network using a flooding algorithm.
Stopping and Failure Criterion: Since the utility of the services are not known in advance, the system has no way to know what the maximum compound utility is; furthermore, the maximum utility which can be achieved also depends on the root service. Therefore, a suitable stopping criterion should be devised in order to eventually interrupt the active thread. Stopping the loop after a fixed timeout is simple but shifts the burden on the appropriate selection of the timeout value. A more suitable stopping criterion can be that of monitoring the compound utility of the assembly, and stop when the increment over time becomes sufficiently small (Section VI gives an intuitive justification to that). If the user is not interested in maximizing the utility of the assembly, but only looks for an assembly providing a compound utility above a given threshold, then the root service can interrupt the loop on the active thread of Algorithm 1 as soon as the compound utility reaches the threshold.
The definition of a stopping criterion is also related with the identification of the occurrence of a failure with respect to a given goal (i.e. no assembly exists that fulfills it). Given a goal, it is easy to prove that if an assembly exists that fulfills it, Algorithm 1 is eventually able to build it. However, things are more complex when such an assembly actually does not exist. In this respect, we note that a failure with respect to a max goal can only occur when no fully resolved assembly can be built. On the other hand, a failure with respect to a more than goal can only occur when the utility achievable with the assembly that currently fulfills the corresponding max goal is below the required threshold. The occurrence of such failures (to notify them to the goal management layer of our architecture) could be stated according to considerations similar to those discussed above for stopping criteria.
VI. EXPERIMENTAL EVALUATION
In order to test the effectiveness of Algorithm 1, we implemented it using the PeerSim [13] simulator. PeerSim is a free Java package designed for efficient simulation of Peerto-Peer protocols. PeerSim provides two types of simulation engines: discrete-event and cycle-based. The discrete-event engine can be used to analyze scenarios where the duration of simulated actions is important, e.g., to accurately model end-to-end message propagation delays using specific network technologies. The cycle-based engine implements the timestepped simulation model, in which all interactions happen at specific time steps. The cycle-based engine is well suited to evaluate Peer-to-Peer protocols, where the most important metric is the convergence speed measured as the number of rounds (message exchanges) that are needed to reach a desired configuration. Such performance metric (number of interactions) has the advantage of being independent from the details of the underlying hardware and network infrastructure.
Model Parameters: We consider a system with N services with T different interface types T = {1, . . . , T }. Unless stated otherwise, we create N/T services of each type. Each peer hosts a single service.
For each service we define D random dependencies. To avoid loops in the dependency trees, we allow a service S of type t[S] to only depend on services of type strictly greater than t[S]. Therefore, for each service S we initialize the dependency set δ[S] as a random subset of {t Each service S is assigned a utility u[S] that is uniformly distributed in (0, 1). For each type t ∈ T we randomly choose N opt ≥ 1 services of type t and set their utility to 1. We compute the utility of a fully resolved assembly as the product of utilities of individual services, divided by the utility of the root. This guarantees that the optimal (maximum) service utility of an assembly is always 1. Performance Measures: We consider two metrics: (i) the fraction R t of fully resolved services at simulation step t, 0 ≤ R t ≤ 1, and (ii) the average utility U t of fully resolved services at step t, 0 ≤ U t ≤ 1. Both are higher-is-better metrics. R t is computed by counting the fraction of fully resolved assemblies at the end of each simulation step; the optimal value of R t is 1 (all services are fully resolved). U t is computed as the average utility of all fully resolved services at step t (there are N R t such services). As already explained above, the optimal value of U t is 1. All results shown in the graphs are computed by taking the average of ten independent simulation runs.
We now report the simulation results in different scenarios. a) Number of Neighbors K: In the first experiment we examine the impact of the value of K (number of neighbors on the P2P overlay) on R t and U t ; specifically we consider K ∈ {10, 20, 50}. We consider N = 1000 services of T = 50 different types; each service has D = 10 randomly chosen dependencies. For each type t ∈ T , there are is a single service with optimal utility (N opt = 1). Figure 5 shows the average utility (top part) and fraction of resolved services (bottom part) after each simulation step, for the different values of K. If each peer has K = 10 neighbors, we observe that all dependencies are resolved in about 10 interactions (bottom part of the figure). However, the average utility of the assemblies grows slowly, and stabilizes around a value which is well below the maximum-which, by construction, is 1. This can be explained by observing that, in order to build an assembly with optimal utility, the algorithm needs to locate the (unique) component of each needed type with utility set to 1. Since only interactions with neighbors is allowed, this process is very slow over networks with limited degree. The situation improves by increasing the number of neighbors, or if multiple optimal services are available. To prove the latter point, we examine again the scenario with K = 10 with increasing values of N opt .
Larger values of N opt imply that there exists multiple different ways to build an assembly with optimal utility. Figure 6 shows the results with N opt ∈ {1, 10, 20}. Increasing N opt allows the algorithm to produce service assemblies with higher utility; note that the value of N opt has basically no impact on the speed at which fully resolved services are produced (bottom part of Fig. 6 ).
b) Number of Dependencies: In this experiment we study how the number of dependencies D influences the algorithm convergence speed. We set N = 1000, T = 50, K = 20 and N opt = 1. We set D ∈ {5, 10, 20} random dependencies on each service.
The results are shown in Figure 7 . Quite surprisingly, we observe that, as the number of dependencies increase, so does the convergence speed towards the optimal utility of the service assemblies. This may appear counterintuitive at first, but can be explained by considering that each peer sends its list of resolved (immediate) dependencies to its neighbors during interactions. Since the goal of each peer is to maximize its compound utility, it will likely bind to services with high utilities as well. Therefore, if peers have larger lists of dependencies to exchange, then the gossip protocol has a better chance to locate dependencies with higher utility faster. c) Handling Failures: Every large collection of distributed components is necessarily prone to failures: individual peers may crash at any time, and new peers may join the system. Many gossip-based algorithms exhibit the ability to handle massive failures gracefully [9] . We study the resilience of Algorithm 1 by considering again a set of N = 1000 services of T = 50 different types. Each service has D = 10 random dependencies. For each service type, we assign maximum utility (1.0) to N opt = 10 different peers. Every ten simulation steps we remove 40 random services. Figure 8 shows the average utility and fraction of fully resolved services for different values of K, the number of neighbors of each peer. After each failure, we clearly see a sharp reduction of both the average utility and the fraction of resolved components. However, the algorithm quickly works around failed nodes and stabilizes itself near a new optimal configuration within a few steps. Again, if K = 10 the algorithm provides assemblies with sub-optimal utility. As we discussed above, when each node has a limited number of neighbors, then information diffusion slows down and the system stabilizes around a suboptimal configuration. Despite that, almost all services become quickly fully resolved, as shown in the bottom part of Fig. 8 .
VII. RELATED WORK
The problem of managing a dynamic service composition has been dealt with in literature by proposing approaches mainly based on dynamic service assembly (e.g., [8] , [14] ) or on dynamic service planning (e.g., [15] , [16] ). In this section we shortly review the papers based on dynamic service assembly, which are the ones closest to our approach. In particular we highlight the aspects concerning the centralized or decentralized control of self-adaptive systems and the selfassembly capability.
The work in [5] clearly contrasts decentralized self-adaptive systems with their centralized counterparts, and highlights the importance of decentralized control to achieve quality requirements such as resilience, robustness and scalability in large distributed systems. That work also evidences some key research challenges for the realization of decentralized selfadaptation. A deep investigation of possible patterns for decentralized control in self-adaptive systems has been presented in [17] .
Besides the three-layer architecture proposed in [7] and already discussed in Section IV, other proposals have been presented in the past for the design of centralized or hierarchical self-adaptive systems, as, for example, the wellknown autonomic approach proposed by IBM [2] , and the Rainbow framework [18] . A recent overview of some of these approaches can be found in [17] , [19] . As already discussed in Section IV, we adopt the three-layer model for the architecture of our system, and propose a decentralized approach to the management of its operations.
The goal of the system we propose is to achieve and maintain global QoS guarantees in a distributed assembly of services, despite the uncertainty caused by agents dynamically entering or leaving the system, and without requiring global state information at each agent. Since our focus is on the development of a fully decentralized solution, in the following we only review papers adopting a similar approach.
The work in [14] presents an approach where a dynamic set of agents cooperate to preserve some architectural constraints. All agents rely on a group membership service and reliable broadcast to achieve a consistent view of the accumulated knowledge. Moreover, adaptation actions are globally coordinated by means of a totally ordered broadcast that implements a distributed locking scheme. This global coordination mechanism requires explicit interaction among all agents. The resulting overhead thus limits the scalability of the proposed control architecture.
FlashMob [8] overcomes some of the limits of [14] . This work is also the closest to ours, as it adopts a gossipbased adaptive decentralized self-assembly procedure. However, FlashMob requires that each peer maintains and dis-seminates global state information consisting of the whole assembly of offered and required services. FlashMob also does not explicitly deal with global QoS goals, and requires a backtracking phase to explore alternative solutions in case the assembly does not fulfill some requirement.
Differently from [8] , our decentralized self-assembly procedure does not maintain an explicit knowledge of the whole assembly at each peer. This reduces the size of messages and of local state. Moreover, the achievement of global QoS goals is one of the drivers of the procedure we propose.
Some works [6] , [20] , [21] deal with the problem of managing dynamic organizations of agents in a decentralized way, i.e. agents that may dynamically form specific subsets (organizations) to cooperate towards some common goal. The problem considered in these papers has thus a wider scope than managing a dynamic assembly of services. However, this latter problem is part of the more general problem they consider. [20] , [21] present the MACODO organization model and the related middleware for the management of dynamic organizations of agents. To simplify synchronization issues, MACODO currently adopts an architecture which is only partially decentralized. Indeed, each agent organization is based on a master-slave schema, where the master has complete knowledge of the organization state and controls the organization dynamics in a centralized way. The masters of different organizations can then cooperate to achieve some common goal (for example by merging their respective set of agents into a single organization), exchanging to this end some reduced state information. [6] presents a decentralized approach where each agent periodically contacts a subset of its peers to determine the composition of the organization it should refer to for the accomplishment of some specific task. In principle, the subset to be contacted could include the whole set of peers but, for scalability reasons, [6] suggests to randomly select a limited subset. This guarantees that, eventually, all peers will be contacted.
VIII. CONCLUSIONS
In this paper we have presented a decentralized approach to the dynamic adaptive self-assembly of distributed services. The system we propose to this end is architected according to the three-layer model proposed in [8] , and its core element is a gossip-based protocol for information dissemination and decision making. Thanks to this, the system is able to build and maintain in a fully decentralized way an assembly of services that, besides functional requirements, is able to fulfill global quality of service (QoS) and structural requirements. The system operations require a bounded amount of information to be exchanged and maintained at each peer, independently of the overall number of peers in the system, thus guaranteeing the scalability of the proposed approach. Moreover, we have shown through a set of simulation experiments the effectiveness of our approach in terms of convergence speed towards the required solution, and resilience to failures.
We plan to implement a prototype of a software middleware realizing the proposed algorithm for service assembly, such that its effectiveness could be evaluated on real-world application scenarios.
