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INTRODUCTION 
The purpose of this paper is to examine the relationship between Morita 
equivalence and Poincare equivalence in rings having Jacobson radical 
squared zero and to determine the structure of the algebras ExtX(S, T) = 
C’& Extfp(S, r) when R is such a ring and S and T are representatives of 
isomorphism classes of simple R-modules. 
We shall show, in Theorem 3, that two such rings are Morita equivalent iff 
they are Poincare equivalent. In Theorems 2 and 4 we obtain a description of 
the additive and multiplicative structure, respectively, of the Ext-algebras of 
such a ring. 
SYNOPSIS OF RESULTS 
Throughout this paper we shall assume that all rings considered are finite- 
dimensional algebras over some algebraically closed field F (and hence are 
Artinian), and all modules are left modules. 
If R is such a ring, let J(R) be the Jacobson radical of R, and suppose 
s, , s, ,..a, S, are the simple R-modules. The following facts are well known: 
(I) R has exactly r indecomposable projective modules P,, P2,..., P,. 
(2) For each i, 1 < i < Y, J(Pi) = J(R)Pi is the unique maximal 
submodule of Pi, and thus P,/J(P,) is simple. Further, each Sj appears as the 
quotient P,/J(P,) for exactly one Pi. We shall assume that the Pi’s and Sis 
are numbered so that P,/J(P,) g Si. 
We define Ext(R) to be the direct sum 0 CT=r cj’=i Extg(Si, Sj). Further, 
a product can be defined on Ext(R) as follows: if [f] E Exti(Si, Sj) and 
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[g] E ExtF(Sk, S,), put [f] 0 [g] = 0 if j # k mid let /f] 0 [gj be the 
Yoneda product of [f] and [g] if j = k. Notice that [J”] @ [g] E 
Ex~~+~(S~, S,). With this product, Ext(R) is ckarly a goaded ~-a~gebr~~ If 
and R’ are any two F-algebras, then we say that they are Poincare equivale 
iff there is a one-to-one correspondence S +-+ S’ between the isomorp 
classes of simple R- and R’-modules such that Ext. VT) z Ext$(S’, 9’) as 
E-modules for ail i > 0 and all simple R-modules nd T and so that the 
induced map between Ext(R) and Ext’(R) is an E- ra ~sQm~r~hisrn~ ie,, 
the correspondence also preserves ail Yoneda ~rod~cts~ 
Recall that two F-algebras R and R’ are Morita ~q~~vale~~ iff their 
categories of modules are naturally isomorphic. ‘e begin by exploring the 
relationship between Morita equivalence and Paincare equivalence in rings 
having Jacobson radical squared zero. 
So now suppose R satisfies (J(R))’ = 0. In this case, each of the modules 
J(P,) mentioned above can be written as a direct sum of simple R-modu?es, 
(See Artin [2].) We define crii, 1 < i, j < r, to be the number of times .Yj 
appears as a direct summand in J(P,). Let A ) be the matrix (ajj) We 
prove: 
THEOREM 1. I’A(R) =A(R’), R and ’ are Morita eq~~~~~e~c~ 
THEOREM 2. &qyose 1 <i, j< r, and y1 > 0. As an ~-~~d~~e? 
Extjl(Si, ,!Cj;j> is a direct sum of copies of F7 and dim, ExtgQsi, sj) = &ikte 
(a j)th entry of (A(R))“. 
THEOREM 3. Suppose (J(R))* = 0 = (J(R’))‘. Then the fillowi~g are 
equivalent: 
(I) R and R’ are Morita equivalent. 
(2) R and R’ are Poincare’ equivalent. 
(3) A(R) = A(R’) (with an appropriate numbering of the simple 
and ‘-modules). 
Finally, Theorem 4 gives a description of the product structure in Ext 
PROOFS 
We begin with several lemmas which are true for all F-algebras. First, 
however, recall that the Yoneda product Exti(S, T) @ Ext,“(T, U) --) 
Ex~;:“~(S, U), where R 1s any ring and S, T, and U are any -mQdUleS, is 
obtained as follows: Suppose ... --f P, -+ P, --) P, --+ S + 0 and ee. + Qz -+ 
I + Q, -+ T-1 0 are projective resolutions of S and T, respectively, g is a 
34 LILLIAN E.PETERS HUPERT 
representative of [g] E Exti(S, r), and f is a representative of [f] E 
ExtF(T, U). Consider the diagram 
. . . -p,+2-p,+1-pn 
\ g 
4 
..a--+Q2-QI-Q,-T-0. 
Since the P,‘s are projective, it is possible to find maps ak, 0 < k < m, so 
that the following diagram commutes: 
. . . -P,~t-..‘.-P,+2-P,+1-P, 
i 
am k* k’ /ayy (1) 
. . . - Qm -...--+ Q2 --+ Q, -Q,,-T-O. 
[g] @ [f] is then the cohomology class [f o a,] E ExtRmfn(S, U). The 
existence of the ak’s and the uniqueness of the cohomology class off 0 a,,, 
are well known; see MacLane [S, pp. 82-911. We can now prove 
LEMMA 1. If two F-algebras are Morita equivalent, then they are 
Poincare’ equivalent. 
Proof. Suppose R and R’ are any two Morita equivalent F-algebras. Let 
G: ,Mod --f R,Mod and G’: R,Mod --f ,Mod be functors giving the Morita 
equivalence. We will use the convention G(M) = M’, when ME ,Mod. It is 
well known that the functors G and G’ must preserve simple and projective 
modules, and that if 
. . . -P,- d3 P,---+ d2 P,~Pode,S+O 
is a projective resolution of the simple R-module S, then 
p;2i+p;~p++ d: pb~s+o 
is a projective resolution of the simple R’-module S’. (See Anderson and 
Fuller [ 1, pp. 255-2591.) Also, if T is any simple R-module, then, for each 
n > 0, HomR(Pn, 7) z Horn, ,(Pk, T’) since G must effect an isomorphism 
on each Horn group. Further, since G is natural, it follows that 
Extz(S, r> = ker a’+‘/Im 8’ z ker ,“+l/Irn a’n = Extg,(S’, T’), where a’: 
Hom,(P,- r, T) + Hom,(P, , r> is the map induced by d, . (It follows from 
the naturality of G that 8n = G(a”) is induced by d; = G(d,).) Thus 
Extg(S, T> and Extg,(S’, T’) have the same additive structure. 
To show that G preserves products, it is enough to show that, if [g] E 
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Ext;;(S, T), If] E Ext,“(T, U), and hE [g]@[f]E 
[G(g)] @ [6(f)] = [G(h)] E Ext;:i”(S’, T’). 
xt;+ys, U), then 
Let ~ jp,-,p,-bp,-r 
s -+ 0 and . . . -Q,-Q,-Q,+T -+ 0 be projective resohttions of S and TY 
respectively. Then, referring to diagram (1): if G is applied to the diagram? 
the diagram still commutes, and so [G(g)] @ [Ccf)J = [Gu) o G(a,)i. 
Since [g] 0 if ] = [f 0 0~1, it is enough to show tha 
lwf> o G(%Jl. B t u since G is a functor, C&f 0 a,> = G(jJ 0 
result fohows. 
Recall that M E $Vod is an R-progenerator 
i.e., if it is pr ctive, and whenever M, , M2 E R 
members of om,(M,, M-J, there is some 
f0hfgoh. 
a projective generator; 
twQ disrince 
I> satisfying 
hX!JMA 2. Suppose PI,..., P, are all the ~~de~~mpos~b~@ p~~~e~t~~e R- 
modules. Let P = CL= 1 Pi. Then P is a finitely ge~~~~ted 
clear that R is finitely generated and proj 
d and f, g E Hom,(M, , MJ with f f ,g. 
such thatf oh#goh. 
Let q =S - g: Mr -+ M,. Then Im 9 is a nonzero submodu~e of M2 9 and 
so must contain some simple submodule S. There is some ~~decom~osab~~ 
projective R-module Pi such that PiO/J(PiO) zz S; let ne: 
projection. If N = f - l(S) G M, , we have a diagram: 
projective, there is a map I?: Pi0 -+ N such that 
be the composition of/i with the inclusion into 
y hlp.=& hIpi= for ii;&. Then ( 
)jpio = ; 0 h Ipi0 = rt + 0. Thus f 0 h Ipi0 f g 0 h !P,~, and sofo hf 
nceforth, we assume that R has r simple modules, and for each 
~~decom~osable projective R-module Pi, Pi/J(Pf) ZI Si as above. 
LEMMA 3. If i f j, Horn&Pi, Sj> = 0. 
Prooj Suppose f E Hom,(Pi, S,), f # 0. Since Im f is a s~brnod~~~ of 
Sj, %m f = Sj. Also, since ker f is a submodule of Pi and JPi is the unique 
m~ximai submodule of Pi, ker fc JP,. f(JPi) must be a submodule of Sj5 so 
either f(JPi) = 0 or f (JP,) = Sj . Suppose f (JPi) = Sj ~ Then, if x E 
there is some y E JP, such thatf(x) = f(y) =j x - y E ker S C JPi * x E JPj, 
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a contradiction. Hence f (JP,) = 0 z- JP, c ker J Hence JP, = ker J Thus 
Sj 2 P,/JP, z Sj, a contradiction, since i # j. Hence we must havef = 0, and 
so Hom,(P,, Sj) = 0. 
LEMMA 4. Hom,(Pi, Si) E Hom,(S,, Si) z F. 
Proof. Let 7~: Pi + Si be the projection, and consider the sequence 
Since Hom,(-, S,) is left exact, the sequence 
0 + Hom,(Si, Si) % Hom,(Pi, Si) 5 Hom,(JPi, Si) 
is exact. 
If f E Hom,(Pi, S,), then, as in Lemma 3, kerf=JP,, and so i*df) = 
S 0 i = 0. Thus i* is the zero map, and so 
0 -+ Hom,(S,, Si) + Hom,(P,, Si) + 0 
is exact; i.e., Hom,(P,, SJ z Hom,(S,, SJ. 
Since Si is simple and F is algebraically closed, it follows from Schur’s 
lemma and the density theorems that Hom,(Si, Si) E F. These results are 
well known; see Kaplansky [4, pp. 94-981. We note that the isomorphism is, 
in fact, the obvious one: the identity map corresponds to the identity element 
of F, and the correspondence is extended F-linearly. 
Henceforth, we restrict ourselves to rings satisfying (J(R))* = 0; the 
integers aij and the matrix A(R) are as defined above. 
LEMMA 5. If i # j, Hom,(Pi, Pj) = @ CPZ1 F. 
Proof. Consider the sequence 
O+JPj-,Pj+Sj+O. 
Since Pi is projective, the functor Hom,(Pi, -) is left and right exact, and so 
the sequence 
0 -+ Hom,(P, , JPj) --t Horn, (Pi, Pj) + Hem, (Pi, Sj) + 0 
is exact. By Lemma 3, Hom,(P,, Sj) = 0. Hence Hom,(Pj, Pj) Z 
Hom,(Pi, JPj). Since JPj = @ c;cl c;Lkl S,, Hom,(Pi , JPj) = 
@ XI;= 1 Cyfl Hom,(P,, S,). By Lemma 3, Hom,(P,, S,) = 0 if i # k, and 
SO Hom,(P,, Pj) = Hom,(P,, JPj) = @ cy! 1 Hom,(Pi, Si) = @ cF$ 1 F. 
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LEMMA 6. As an F-module, Hom,(P,, Pi) z @ 
P~QoJ: As in Lemma 5, applying the functor rnR(PiS -) to the exacr 
sequence 
O-+JP,-,P,.+S,-, 
0 -+ Horn, (Pi, JP,) -+ Horn, (Pi, 
Lemma 3, Hom,(P,, Si) z F. Since F is c~rt,a~~~y projective as an F- 
dule, the sequence immediately above splits as a sequence sf ~-rn~d~~~~. 
omR(Pi, Pi) z F @ Hom,(P,, JP,). h in Lemma 5, 
*ii "ii 
Hom,(P,, JP,) z @ 5‘ Hom,(Pi, SJ = @ 1 F. 
1% I=1 
ThUS 
nii CEii+ I 
Hom,(P,,P,)rP@ r F= @ x F* 
/=I I= 1 
We c8rl now prove our first main result: 
THEOREM 1. Suppose R and R’ are two 
0 = (J(R’))’ having A(R) = A (R’). Therz R and 
ProojI It is well known that if M is any fini 
enerator, then R is Morita equivalent to Horn 
Fuller [I, p. 2651.) Let P = @CT=1 Pi and 
t sums of the indecomposable projective R- and ~‘-modules, respec- 
tively. Notice that since A(R) =A(R’), the two matrices in icuiar have 
the same dimensions, and so R and R’ have the same nu of distinct 
i~decomposable projectives. By Lemma 2, P and P’ are finitely ~e~~~ate~ 
progenerators for R and R’, respectively. Hence it will suffice to show that 
Hom,(P, P) z Horn, J(P’, P’) as F-algebras. 
As an F-module, Hom,(P, P) z Hom,(@ rLEI Pi, @ = 14”j) r 
@ Ci=, ==I Hom,(Pi, Pj)* Let qi,j,k: ejection of Pi onto 
the kth copy of Si in JPj followed b .? and Eet ei be the 
identity map on Pi. Then, for i f j, CE I F ’ Pi,j.k and 
omR(Pi, Pi) = F . ei @ @ CF!!l F. (j)i,i,k. Thus, by a slight abuse of 
motation, we can say that as an F-module, Hom,(P, ) is free on the 
following generators: {pi,j,k / 1 < i, j 6 r and 1 < k < cxjkjkj U {ei / 1 ,< i < r}, 
where pi,j,k projects Pi onto the kth copy of Si in 3Pj and is zero elsew~e~e~ 
and ei/Pi = lpi and is zero elsewhere. 
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Now considering Hom,(P, P) as an P-algebra, it is clear that the 
generators listed above multiply as follows: 
qi,j.k o v/,m,n - -0 3 l~i,j,l,m~r,l~k~aji,l~n~a,,, 
e, 0 ei = 0, i#j,l<i,j<r, 
eio t?j=e,, l<i<r, 
pi,j,k o el = 0, i#l,l<i,j,I<rr,l<k<aji, 
pi,j,k ’ ei = qi,j,kY l<i,j<~,l<k<aj~, 
el a pi,j,k = 03 1 #j, 1 < i, j, I< r, 1 < k < aji, 
ej ’ pi,j,k = vi,j,ky 1 < i, j < r, 1 < k < aji. 
Recalling that aji is just the (j, i)th entry of A(R), we thus have a 
description of Hom,(P, P) which depends solely on the dimensions and 
entries of A(R). Since A(R) = A@‘), we can obtain the required 
isomorphism between Hom,(P,P) and HomR(P’,P’) by simply mapping 
pi,j,k --) v:,j,k and ei -+ e; ) for 1 < i, j < r and 1 < k < aji, and extending F- 
linearly. 
We next need to construct a projective resolution for the simple R-module 
Si, and proceed as follows: 
Let Q, = Pi, and let qO: Pi -+ Si be the projection. Then ker q,, = JPi is a 
direct sum of simple R-modules. Now let Q, be the direct sum of the 
corresponding indecomposable projectives, and pi be the direct sum of the 
projection maps. Then ker ‘pi will be the direct sum of the radicals, and 
hence again a direct of simple modules. So let Q2 be the direct sum of the 
corresponding indecomposable projectives, and continue in this manner. It is 
clear that this does indeed yield a projective resolution of Si. 
We can now prove: 
THEOREM 2. As an F-module, Exti(Si, Sj) is a direct sum of copies of F 
and, for n > 0, dim, Extz(Si, Sj) is the (i, j)th entry of (A(R))“. 
Proof Consider the projective resolution of Si described above. Since 
each Q, is a direct sum of indecomposable projectives, Hom,(Q,, Sj) is the 
direct sum of the F-modules Hom,(P, Sj) as P varies over the direct 
summands of Q,. By Lemmas 3 and 4, Hom,(P,, Sj) = 0 if kf j and 
Hom,(Pj, Sj) E F. Thus HomR(Qn, Sj) is isomorphic to a direct sum of 
copies of F, and dim, Hom,(Q,, Sj) is the number of times Pj appears as a 
direct summand in Q,. 
As in the proof of Lemmas 3 and 4, if f E Hom,(Pj, S,), f # 0, then 
ker f = JPj. Thus iff E Hom,(Q,, S,), then the direct sum of the radicals of 
the summands of Q,=kero,,=Imcp,+,5kerf. Hence ulf+ IU) = 
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fod,,,=O,andsocp,*+, is the zero map, for IZ > -1. (For II = -1, just use 
-1 = SJ ence, for rr > 0, Extj:(Si, Sj) = n, ~j). ThUS it wih 
suffke to show that, for II > 1, the number of times I’/ appears as a direct 
s~rnrna~d in Q, is equal to the (i, j)th element of (j (R))n~ 
We use induction to show, more generally, that if 1 < k < r, then the 
number of times P, appears as a direct summand in n is equal to rhe 
(i, k)th entry of (A(R))“, for It > 1. This will suffice. 
First recall that the number of times Pn appears in i is the number Qf 
times S, appears in JP, = oik~ Since aik is, by def~~~t~o~, the (i, k)th entry of 
VW>>‘9 our c!aim is true for iz = 1. 
Now suppose the claim is true for 1, 2,..., n - I. Then the number of times 
B, appears in Q, = the number of times S, appears in the tadicai of ,I 1 
r 
= 1 (the number of times P, appears jn n-1 > 
X (the number of times Sk appears in JPl) 
= ? the (i, i)th entry of (A 
r-1 
= y (the (i, I)th entry of (A( 
/=I 
x (the (E, k)th entry of A(R)) 
= the (i, k)th entry of (A(R))“. 
As a corollary we get: 
-hEOREM 3, Suppose R and R’ are two F-algebras havitig (J( 
0 = (J(R’))‘. ~he~ollowing are equivalenl: 
(I) R and R’ are Morita equivalent. 
and R’ are Poincare’ equivalent. 
) =A(R’) (with an appropriate ~~~~eri~g of the simple R- 
and R’-modules. 
Proof: (I) * (2) by Lemma 1. (2) 3 (3): umber the simple R- and 
I?‘-modules so that, in the correspondence yiel the Poincare eq~iva~~~ce~ 
sicr q9 for l<i<r. By Theorem 2, aij = dim, E&A&Y,, Sj) = 
dim, Exti,(S;, ,Sj) = a;. Hence A(R) = A(R’). (3) * (I) b 
Notice that, by Theorem 3, the product structure of Ex 
determined by A (I?). We devote the remainder of this chapter to a discussion 
of this structure. 
First, for 1 < i, j < r and 1 <k < aii, let pi.j,k E Hom,(QB,, sj) = 
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Exti(Si, Sj) be the map whose restriction to the kth copy of Pj in Q, is the 
projection and which is zero elsewhere. Similarly, for 1 < i, j < Y, n ) 1, and 
1 < k ,< dim, ExtG(Si, Sj), let Bi,j,n,k be the map whose restriction to the kth 
copy of P, in Q, is the projection, and which is zero elsewhere. Then Pi,j,k = 
Qi,j,l,kB We get the following: 
LEMMA 7. The number of n-tuples of the form 
(Pi,i2.k’ Pi2,i3,kz’***’ Pi,,.i,k,) 
is exactly equal to dim, Exti(S,, S,), the (i, j)th entry of (A(R))*. 
ProoJ: For n = 1, the claim is clear. So suppose the claim is true for 
1,2 ,..., n - 1. Then, for each 1, 1 < 1< r, the number of n - 1-tuples of the 
form 
(Piri2,kl 99 Pi,-l,l,k,-,) 
is equal to the (i, I)th entry of (A(R))“-‘. Hence the number of n-tuples of 
the form 
(Pi,i2,kl)***) Pi,,-l,l,k,-l~ Pl,.i,k,) 
is equal to the (i, l)th entry of (A(R))“- ’ times Qlj. 
Thus the number of n-tuples of the form 
= C (the number of n-tuples of the form 
I=1 
(Pi.iZ,kl’**.’ Pi,-,,l,k,-17 Pl,j,k,)) 
= c (the (i, I)th entry of (A(R))“-‘) . alj 
I=1 
= the (i, j)th entry of (A(R))“. 
LEMMA 8. For 1 < i, j < r, n > 0, and 1 <k < dim,Extg(Si, Sj)y ei,j,n,k 
can be written as a product 
ei,.h,k = Pi,i2,kl @ PiZ,i3,k2 @ **’ @Pi,J,k; 
Proc$ This proof is also by induction on n. For n = 1, ei,j,,,k = pi,j,k, 
and so the claim is trivial. So suppose the claim is true for 1,2,..., n - 1. 
By definition, d, maps the kth copy of Pj in Q, into the radical of some 
indecomposable projective direct summand of Q,-,; say its image is the lth 
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copy of Sj contained in the radical of the mtb copy of 
by induction, 19~,~,“- I,m can be written as a ~r~d~~~ 
Pi,i2,k, @ ’ ~ * @Pi,-,,t,k,_,* Since PI,j,l E EXtk(S,, 
‘i,t,n-i,m @ P~,~,, as follows: 
Q, *Q,-, 
I 
ai 
I\ 
alI @i,,,“-l,m 
R, --f% PI ----+S,- 
! 
pf.i.i 
sj 
where -.- -+ Q2 -+ Q, -+ Pi + Si --+ 0 is the resolution for Sr and e-e -+ 
R, -+ P, --) S, + 0 is the resolution for S,, By the definition of Bi,r,n-l,m, it is 
clear that we may choose c+, to be the map which is tbe identity whe 
restricted to the Zth copy of P, in Q,-, and is zero elsewh 
be chos to be the map which takes the kth COPY o:f Pj in 
QfPj in , , and is zero elsewhere. Then 
ptjru%,=B. 3 t 8J.n.k’ 
and so 
e can now prove our main result: 
~~~Q~E~ 4. (a) All of the products pi,il.k, @ a. * @P~,,,~,+~,~, a~ distract. 
(b) Any element of Exti(Si, Sj) can be expressed ~~~~~e~~ as a sum of 
products of P~,,~~,~‘s and elements of I;. 
ProoJ (a) follows immediately from Lemmas 7 and 
@i,j,n,k9~ are distinct, each can be expressed as a product of the form 
indicated, and the number of 6i,j,n,k ‘s is exactly the same as the number of 
products. 
(b) also follows immediately, since by (a), each i,j,n,k can be written 
~~iq~e~y as a product of pi,,iZ,k3 ‘s and by Theorem 5, any element of 
Exi$(Si, Sj) can be written uniquely in the form rz=r 4; . 6’i,j,n,L, where ip = 
dim, Exti(Si, Sj) and fk E F for 1 < k < ~1. 
Thus we see that the algebra Ext[R) is generated by {Ri,j,k j 1 < i, j < rl 
I < k < “ij} with relations pi,j,k @ pr,m,l = 0 ifj f 1. 
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