Abstract. In a graph G a matching is a set of edges in which no two edges have a common endpoint. An induced matching is a matching in which no two edges are linked by an edge of G. The maximum induced matching (abbreviated MIM) problem is to find the maximum size of an induced matching for a given graph G. This problem is known to be NP-hard even on bipartite graphs or on planar graphs. We present a polynomial time algorithm which given a graph G either finds a maximum induced matching in G, or claims that the size of a maximum induced matching in G is strictly less than the size of a maximum matching in G. We show that the MIM problem is NP-hard on line-graphs, claw-free graphs, chair-free graphs, Hamiltonian graphs and r -regular graphs for r ≥ 5. On the other hand, we present polynomial time algorithms for the MIM problem on (P 5 , D m )-free graphs, on (bull, chair)-free graphs and on line-graphs of Hamiltonian graphs.
In this paper we add more results to this line of research. We first present a polynomial time algorithm which given a graph G either finds a maximum induced matching in G or claims that the size of a maximum induced matching in G is less than the size of a maximum matching in G (i.e., im (G) < m (G) ). In other words, our algorithm recognizes the graphs in which the size of a maximum matching is equal to the size of a maximum induced matching.
We then show that the MIM problem is NP-hard on line-graphs, claw-free graphs, chair-free graphs, Hamiltonian graphs and on r -regular graphs for fixed r ≥ 5. Although the MIM problem is NP-hard on line-graphs and on Hamiltonian graphs, we show that it is polynomial on the class of line-graphs of Hamiltonian graphs.
We show that if there exists a polynomial time algorithm for the maximum stable set problem on P k -free graphs, k ≥ 5, then this algorithm can be used to obtain a polynomial time algorithm for the MIM problem on P k -free graphs, k ≥ 5. A similar result for cycles instead of paths was obtained in [11] , and a small modification of that proof can give the result on paths. Since the complexity of the maximum stable set problem on P k -free graphs, k ≥ 5, is a long-standing open problem we concentrate on a subclass of P 5 -free graphs. In particular, we show that the MIM problem is polynomial on (P 5 , D m )-free graphs for any fixed m ≥ 1, where D m is the graph consisting of m disjoint edges (v i , w i ) and an additional vertex x adjacent to every vertex. Figure 1 illustrates the graph D 4 .
We then present a polynomial time algorithm that given a graph G either finds a maximum induced matching in G or claims that G is not (bull, chair)-free.
As a final remark we note that the MIM problem can be solved in polynomial time on any class of graphs C of clique-width at most k, for some fixed k, such that for every graph G in C the clique-width expression for G can be obtained in polynomial time (for a definition of clique-width see for example [13] ). This result follows from [13] and the easy observation that the MIM problem belongs to the class of problems denoted as LinEMSOL(τ 1,L ) in [13] , that roughly speaking, consists of optimization problems which can be described using a Monadic Second Order Logic expression with quantification over subsets of vertices but not of edges. It follows that the MIM problem can be solved in linear time on the following graph classes (which are of bounded clique-width): graphs of treewidth at most k for fixed k, co-graphs, distance hereditary graphs, (q, q −3) graphs for fixed q ≥ 7 , P 4 -tidy and weak bisplit graphs (a subclass of bipartite graphs).
The paper is organized as follows. In Section 2 we present the basic notations that are used throughout the paper. In Section 3 we present the algorithm for recognizing the graphs in which the size of a largest induced matching is equal to the size of a largest matching. In Sections 4 and 8 we show that the MIM problem is NP-hard on line-graphs and on r -regular graphs for fixed r ≥ 5, respectively. In Sections 5 and 6 we study the MIM problem on Hamiltonian graphs and on subclasses of P 5 -free graphs, respectively. In Section 7 we present a polynomial time algorithm for solving the MIM problem on (bull, chair)-free graphs.
Notations.
The graphs we consider in this paper are undirected and loop-free. For a graph G we denote by V (G) (resp. E (G) ) the set of vertices (resp. edges) of G. For a set of vertices X ⊆ V (G) we denote by G[X ] the subgraph of G induced by X . We say that vertices u and v are adjacent in G if the edge e = (u, v) belongs to E (G) . Let e 1 and e 2 be any two different edges in G. We say that e 1 and e 2 are adjacent in G if they share a common endpoint. We say that e 1 and e 2 are linked by an edge in G if there exists an edge e = (u, v) in G such that u is an endpoint of e 1 and v is an endpoint of e 2 .
A matching is a set of edges M ⊆ E (G) such that no two edges of M share a common endpoint (i.e., no two edges of M are adjacent). The maximum size of a matching in G is denoted m (G) . An induced matching is a matching M ⊆ E (G) in which no two edges are linked by an edge of G. The maximum size of an induced matching in G is denoted im (G) . Obviously im(G) ≤ m (G) . The maximum induced matching (shortly, MIM) problem is to find im(G) for a given graph G.
A stable set is a set of vertices X ⊆ V (G) such that for every two vertices u, v ∈ X the edge (u, v) does not belong to E (G) . The maximum size of a stable set in G is denoted α (G) . The maximum stable set (shortly, MSS) problem is to find α(G) for a given graph G.
The line-graph L(G) of a graph G is defined as follows: the set of vertices of L(G) is equal to the set of edges of G, i.e., each vertex of L (G) corresponds to an edge of G. The set of edges of L(G) is defined such that two vertices e 1 and e 2 are adjacent in L (G) if and only if the corresponding edges e 1 and e 2 are adjacent in G.
We denote by G * the graph defined as follows: the set of vertices of G * is equal to the set of edges of G. Two vertices e 1 and e 2 are adjacent in G * if and only if the corresponding edges e 1 and e 2 are either adjacent or linked by an edge in G. By construction, a stable set in G * corresponds to an induced matching in G. Therefore, we have α(G * ) = im (G) . Most of the polynomiality results mentioned in the Introduction use this construction, presented in [9] . Their proofs consist of showing that if G belongs to a certain class of graphs C so does G * , and therefore a known (polynomial time) algorithm for the MSS problem on C can be used to solve the MIM problem on C in polynomial time.
Below we define some of the graph classes that will be used later. A P k is a path consisting of k vertices (and k − 1 edges) and P k is its complement (replacing every edge by a non-edge and vice versa). We say that a graph G is H -free if there is no induced subgraph of G which is isomorphic to H . A claw is the graph consisting of an independent set of three vertices {v 1 , v 2 , v 3 } and an additional vertex x which is adjacent to v 1 , v 2 and v 3 . A chair is the graph consisting of a claw and an additional vertex y which is adjacent just to v 1 ; a co-chair is its complement. A bull is the graph consisting of a triangle v 1 , v 2 , v 3 and two additional vertices v 4 , v 5 such v 4 is adjacent just to v 1 and v 5 is adjacent just to v 2 . A graph G is (bull, chair)-free if it is both bull-free and chair-free. A co-gem is the graph consisting of a P 4 and an additional vertex which is not adjacent to any vertex of the P 4 . Its complement is the gem. Figure 2 illustrates the graphs bull, chair and co-gem.
A graph is matched co-bipartite if its vertex set can be partitioned into two cliques C 1 , C 2 with |C 1 | = |C 2 | or |C 1 | = |C 2 | − 1 such that the edges between C 1 and C 2 form a matching and at most one vertex in C 1 ∪ C 2 is not covered by the matching. A graph G is called co-matched bipartite if G is the complement of a matched co-bipartite graph. An example of a co-matched bipartite graph is given in Figure 3 .
A Hamiltonian path in a graph G is a path P = (v 1 , . . . , v n ) such that each vertex of G occurs exactly once in P. A Hamiltonian cycle in a graph G is a cycle C = (v 1 , . . . , v n ) (where v 1 is adjacent to v n ) such that each vertex of G occurs exactly once in C. A graph G is Hamiltonian if it contains a Hamiltonian cycle.
Largest Matching and Largest Induced Matching.
Since an induced matching in a graph G is also a matching, the size of the largest induced matching in G, denoted im (G) , cannot exceed the size of the largest matching in G, denoted m (G) : im(G) ≤ m (G) . It is well known [17] that m(G) can be found in polynomial time on general graphs. Hence, for graphs for which im(G) = m (G) , the MIM problem can be solved in polynomial time. In this section we show that these graphs can be recognized in polynomial time. In particular we present an algorithm that given a graph G checks whether im(G) = m (G) or not. If the answer is positive the algorithm also provides a maximum induced matching in G.
We use the following definitions and lemma. We say that vertex v is a leaf if its degree is 1 (i.e., it has exactly one neighbor). We say that an edge e is a leaf edge if at least one of its two endpoints is a leaf. We call an edge e a triangle edge if its two endpoints have degree 2 and have a common neighbor. The distance between two edges is the length (number of edges) of the shortest path between any endpoint of one edge and any endpoint of the other edge. PROOF. Let M be a maximum induced matching in G and let e 1 be any edge in M. Let e 2 be an edge of M minimizing the distance to e 1 . Since both e 1 and e 2 belong to an induced matching, the distance between them must be at least 2. If that distance is larger than 2, consider a shortest path between e 1 and e 2 . We can choose any edge not adjacent to e 1 or e 2 on this path and add it to the induced matching M. This would give us a matching (if the chosen edge was adjacent to an edge of M, this last edge would contradict the choice of e 2 ) of size larger than im (G) 
otherwise, STOP (and provide I ).
Recall that we denote by n (resp. m) the number of vertices (resp. edges) in a graph G.
THEOREM 1. Algorithm IM applied on a graph G either provides a largest induced matching, or answers correctly that im(G) < m(G). Its running time is O(max{n
PROOF. By
Step 1, it is clear that it is enough to show that the algorithm is correct on every connected component of G. Thus, we assume without loss of generality that G is connected. By Step 1, the algorithm is correct when im(G) = 0, i.e., when G is a single vertex. We first show that the algorithm is correct when im(G) = 1. If G is a clique, then by Step 1 the set I will consist of a single edge and corresponds to a maximum induced matching. Suppose G is not a clique. If the set I obtained after Step 5 consists of a single edge, then the algorithm correctly calculated im (G) and therefore the reply of the algorithm in Step 8 will be correct. If the set I obtained after Step 4 consists of more than one edge then, at Step 6, the check that I is an induced matching will fail and the algorithm will reply that "im(G) < m (G) ". This answer is correct since it is easy to see that in this case m(G) is at least two.
We now show that the algorithm is correct when im(G) > 1. It is clear that if IM provides a set of edges, then we have that im(G) = m (G) and the set obtained is a maximum induced matching. It remains to show that if IM replies "im(G) < m(G)", it is correct. Equivalently, it is enough to show that if im (G) 
We first consider Step 3. It is clear that if a vertex is adjacent to several leafs, at most one of the corresponding edges can be included in a (induced) matching. Therefore, removing all leafs but one at each such vertex does not change the size of either the maximum matching or the maximum induced matching. Thus after Step 3 we still have that im(G) = m (G) .
By Lemma 1, after
Step 5 all maximum induced matchings are subsets of I (note that we assume here that G is connected and im(G) = m(G) > 1). We show that I is itself an induced matching. Assume it is not the case, that is, two edges e 1 = (v 1 , w 1 ) and e 2 = (v 2 , w 2 ) of I are too close to each other. We have to consider three cases.
If both e 1 and e 2 are leaf edges, because of Step 3, they cannot be adjacent. Hence they are linked by an edge, say (v 1 , v 2 ). Consider any maximum induced matching M in G. Because of this edge (v 1 , v 2 ), at most one of e 1 and e 2 belongs to M. However, in this case, M can be extended into a larger matching (either by adding one of the leaf edges e 1 or e 2 to M, or, if (v 1 , v 2 ) belongs to M, removing it from M and adding both e 1 and e 2 to M), a contradiction.
If neither e 1 nor e 2 is a leaf edge, G must be K 3 , the case handled by Step 1.
If only e 1 is a leaf edge, we can assume without loss of generality that the subgraph H induced by {v 1 , w 1 , v 2 , w 2 } has the exactly the following edges:
We show that M can be extended into a larger matching, a contradiction. Clearly, at most one edge of H belongs to M. If no edge of H belongs to M we can add e 2 to M. Otherwise, remove the edge of H from M, and add e 1 and e 2 to M.
Hence, the set I is an induced matching, and Step 6 will succeed. Also, since I contains any maximum induced matching, it is itself a maximum induced matching. As
Step 8 will also be performed correctly, and IM returns I .
As for the complexity, it is easy to see that Steps 3 and 4 can be done in O(m) time. In Step 6, if the size of I is greater than n/2 we can immediately state that I is not an induced matching. Thus, Step 6 can be done in O(n 2 ) time. For
Step 7, we can use the algorithm of Micali and Vazirani [28] (proved correct in [32] ) for calculating m (G) 
IM is a robust algorithm in the sense that, since IM can determine itself whether im(G) = m (G) , the input can be any graph and the output will be correct.
Notice that IM might find a maximum induced matching even if G does not satisfy im(G) = m (G) , as for example if G is a P 6 or the graph consisting of a P 6 and two additional vertices, adjacent to each other and both adjacent to the third vertex of the P 6 .
Line-Graphs.
Since there exists a polynomial algorithm to find a maximum stable set in a claw-free graph, it is interesting to consider the MIM problem on claw-free graphs. Notice that one can easily exhibit a graph G that is claw-free such that G * is not claw-free. Thus, the usual approach of obtaining (in polynomial time) a maximum induced matching in G from a maximum independent set of G * cannot be used for the class of claw-free graphs.
In fact, we show in this section that no other approach is likely to work, since the MIM problem is NP-hard on line-graphs, and hence on claw-free graphs.
THEOREM 2. The MIM problem is NP-hard on line-graphs.
PROOF. We use the following problem called "partition into isomorphic subgraphs" [19] or "H -factor" [22] , [23] :
This problem is known to be NP-complete for any fixed H that contains a connected component of at least three vertices [19] , [23] .
We consider the special case where H is a P 3 . Let G = (V, E) be a graph, and let L(G) = (E, F) be its line-graph. It is not difficult to see that an induced matching in L(G) corresponds precisely to a set of vertex-disjoint (not necessarily induced) paths on three vertices in G. Hence, determining the existence of a P 3 -factor in G is equivalent to determining if there is an induced matching of size at least |V |/3 in L (G) , which concludes the proof.
As mentioned, this theorem implies the following corollaries: COROLLARY 1. The MIM problem is NP-hard on claw-free graphs.
COROLLARY 2. The MIM problem is NP-hard on chair-free graphs.
5. Hamiltonian Graphs. In Section 4 we showed that the MIM problem is NP-hard on line-graphs of general graphs. One may hence wonder whether there is a property such that the problem becomes polynomial on the line-graphs of the graphs satisfying this property. In other words, is there a class of graphs C such that the MIM problem is polynomial on the class L(C) of the line-graphs of the graphs in C. In this section we show that such a class exists, namely the graphs that have a Hamiltonian path. These include Hamiltonian graphs (that is, graphs with a Hamiltonian cycle). Moreover, we will show that, although the MIM problem is polynomial on L(C), it remains NP-hard on C.
THEOREM 3. Let G be a graph with a Hamiltonian path, and H = L(G) its line-graph. Then im(H ) = n/3 where n is the number of vertices in G.
PROOF. As mentioned in the proof of Theorem 2, an induced matching in H corresponds precisely to a set of vertex-disjoint (not necessarily induced) paths on three vertices in G. Therefore, one can easily deduce that im(H ) ≤ n/3 . Similarly, grouping successive vertices in a Hamiltonian path of G by threes, we have im(H ) ≥ n/3 . PROOF. Consider a graph H having n H vertices and m H edges that is the line-graph of a graph G having a Hamiltonian path. The MIM problem is trivial when H = K 3 , and we can therefore assume that H is not K 3 . As described in [25] 
The graph G might not have a Hamiltonian path, but G and G have the same number n of non-isolated vertices (the only exception to this result is for H = K 3 that we have already considered) [33] . By Theorem 3, we therefore have im(H ) = n /3 , and thus we can find the size of a maximum induced matching in H in linear time.
Notice that although the size of a maximum induced matching can be determined in polynomial time on line-graphs of graphs having a Hamiltonian path, the above results do not actually provide a way to find such a maximum induced matching in polynomial time.
Certain graphs are known to be Hamiltonian, such as the 4-connected planar graphs [31] , or to have a Hamiltonian path, such as the connected (claw, net)-free graphs [16] . Hence the MIM problem is polynomial on line-graphs of 4-connected planar graphs and on line-graphs of connected (claw, net)-free graphs.
We now prove that the MIM problem remains NP-hard on the Hamiltonian graphs themselves.
THEOREM 4. The MIM problem is NP-hard on Hamiltonian graphs.
PROOF. We use the MIM problem on general graphs, which is NP-hard as already mentioned. Consider a graph G on n vertices v 1 , . . ., v n . We can assume that G has at least one edge (the MIM problem is trivial on edgeless graphs). We now transform G into a Hamiltonian graph G as follows: we add n vertices w 1 , . . ., w n , and edges (v i , w j ) for 1 ≤ i, j ≤ n. The graph G is indeed Hamiltonian as can for example be illustrated by the cycle (w 1 , v 1 , w 2 , v 2 , w 3 , . . . , w n , v n , w 1 ). We will show that there is an induced matching of size k in G if and only if there is one of same size in G .
The "only if" direction is trivial: an induced matching in G is also an induced matching in G . For the other direction, consider an induced matching I of size k in G . If there is no edge of the form (v i , w j ) in I , all edges of I belong to G and form an induced matching of size k in G. However, if I contains an edge (v i , w j ), there cannot be any other edge in I . Indeed, any edge of G has an endpoint v p for some p, and that endpoint is adjacent to w j . Therefore k = 1, and an induced matching of size k = 1 in G can be obtained by selecting any edge in G.
6. Subclasses of P 5 -Free Graphs. While it is still open whether the MSS problem is polynomial on P 5 -free graphs, we show here that if G is P 5 -free, then so is G * . In fact, we show the more general result that if G is P k -free, then so is G * . This will allow us to consider some subclasses of P 5 -free graphs. The same result for induced cycles instead of induced paths was obtained in [11] , and a small modification of their (constructive) proof can give the result on induced paths. For completeness we nevertheless present here a (inductive) proof of Theorem 5.
For proving Theorem 5 we show that if there is an induced path P with at least k (k ≥ 4) vertices in G * , then there is an induced path P with at least k vertices in G. PROOF. The proof will be by induction on k and is trivial for k = 1. For k = 2, either e 1 and e 2 are adjacent in G or they are linked by an edge e. In the former case, let v 2 be the vertex common to e 1 and e 2 , let v 1 be the other endpoint of e 1 and take
In the latter case, let v 1 be the vertex common to e and e 1 , let v 2 be the vertex common to e and e 2 and take P = (v 1 , v 2 ). Assume now the lemma is true for any value up to k − 1, and consider an induced path P = (e 1 , . . . , e k ) of G * . By induction, and considering the first k − 1 vertices e i of P, there is an induced path P = (v 1 , . . . , v q ) in G with q ≥ k − 1 and satisfying the properties of the lemma. We consider the following two cases: Case 1. Suppose e k−1 and e k have a common endpoint x in G. By Property 4, one of the endpoints of e k−1 is equal to v q . Suppose this endpoint is x, i.e., x = v q . By Property 1, v q−1 is an endpoint of some edge in P − {e k } which by Property 4 must be different from e k−1 . By Property 3 this edge must be e k−2 . Thus, the edge (v q−1 , v q ) is adjacent to both e k−2 and e k in G. It follows that e k−2 and e k are adjacent in G * , a contradiction. We conclude that x = v q . By Property 4, the other endpoint of e k−1 is equal to v q , i.e., e k−1 = (v q , x). Consider the path P = (v 1 , . . . , v q , x) . We first show that P is an induced path. Suppose there is a chord (v i , x) in P . By Property 1, v i is an endpoint of some edge e j , j ≤ k − 2. Now the edge (v i , x) is adjacent to both e k and e j in G, which implies that e j and e k are adjacent in G * , a contradiction. We now show that P satisfies all the properties of the lemma. Clearly, Properties 1 and 2 hold for P . Property 4 holds since x is the only endpoint of e k which is in P (or else there would be a chord in P). It is now easy to see that Property 3 holds too. Property 5 is satisfied since v q−1 (the vertex corresponding to v p−2 in the lemma) is not an endpoint of e k−1 . Thus we can use P to prove that the lemma holds also for k. (v 1 , . . . , v q , d 2 ). The path P is an induced path in G, since a chord (v i , d 2 ) (i < q) in P would imply a chord (e j , e k ) in P, where e j ( j ≤ k − 2) is the edge of P corresponding to v i . Moreover, P satisfies all the properties of the lemma. Property 4 holds since if one of the endpoints of e k is also an endpoint of an edge e j of P − {e k }, then it must be that j ≤ k − 2 (e k and e k−1 do not have a common endpoint), which implies a chord (e j , e k ) in P, a contradiction. Property 5 holds since v q−1 is not an endpoint of e k−1 . Now it is easy to see that Properties 1-3 hold too and we can use P to prove that the lemma holds also for k.
and proceed as in Case 2.1. Thus, we assume that v q is not adjacent to d 2 . Suppose v q−2 is adjacent to d 1 . Since v q−2 is adjacent to e k−2 and to no other edge of P (or else this would imply a chord in P) we obtain by Property 5 (applied to P ) that q ≥ k. Thus the path
in G is an induced path of size at least k and satisfies all the properties of the lemma (this can be verified by similar arguments, e.g., Property 5 holds for P since v q−2 is not an endpoint of e k−1 ).
Thus, we assume now that v q−2 is not adjacent to
is an induced path in G of size at least k and satisfies all the properties of the lemma (e.g., Property 5 holds since v q−1 is not an endpoint of e k−1 ). If v q−1 is not adjacent to d 1 , then (since we assume that neither d 2 ) occur in G, and any other edge would imply a chord in P) the path P = (v 1 , . . . , v q , d 1 , d 2 ) is an induced path in G of size at least k + 1 and satisfies all the properties of the lemma.
A direct corollary of this result is the following:
From this corollary, the polynomiality of the MSS problem on P 5 -free graphs (or P k -free graphs for any k) would imply the polynomiality of the MIM problem on the same class. However, since this problem is still open, we focus on a subclass. an endpoint of x in G, i = 1, . . . , m − 1 (there can in fact be several edges linking e i to x).
COROLLARY 5. For any fixed m, finding a maximum induced matching in a (
Considering G, let x = (x 1 , x 2 ), and let X 1 (resp. X 2 ) be the set of edges e i (i = 1, . . . , m − 1) for which there is an edge between x 1 (resp. x 2 ) and an endpoint of e i . We have X 1 ∪ X 2 = {e 1 , . . . , e m −1 }, and therefore at least one of the two sets X 1 and X 2 has cardinality at least (m − 1)/2. By renaming the vertices and edges, we can assume that , x 1 ) or (v 22 , x 1 ) . Thus, repeating this argument we obtain that there is at most one edge e i such that x 1 is not adjacent to both endpoints of e i . If this edge e i exists we can assume without loss of generality that i = p (or else we can switch between e i and e p in X 1 ). We obtain that x 1 is adjacent to both endpoints of e i , i = 1, . . . , p − 1, which implies that the subgraph of G induced by x 1 and the endpoints of e i , i = 1 . .
Combining results from [1] , [30] and [29] , the complexity for solving the MSS problem in a (P 5 Using m = 3 in the above corollary, we have that the MIM problem is polynomially solvable on (P 5 , claw)-free graphs, while it is NP-hard on claw-free graphs (Corollary 1).
By taking m = 1 in Corollary 5, we have that finding a maximum induced matching in a (P 5 , triangle)-free graph can be done in polynomial time. This can also be shown directly by observing that a connected (P 5 , triangle)-free graph is 2K 2 -free. Therefore, a maximum induced matching in a (P 5 , triangle)-free graph can be obtained (in linear time) by taking one edge in each connected component that has at least one edge. Note that a linear algorithm also follows as this class is a subclass of the class of (P 5 , diamond)-free graphs, which is of bounded clique-width [2] . Notice that the MIM problem is NP-hard on triangle-free graphs (since it is NP-hard on bipartite graphs).
Subclasses of P 5 -free graphs on which the maximum stable set can be solved in polynomial time are well studied (see for example [7] , [29] for an overview). For several of them a polynomial time algorithm for the MIM problem can be obtained in the same way as for (P 5 , D m )-free graphs in Corollary 5 (that is, through the use of G * ). For other subclasses, we expect that a direct method similar to the one used for (bull, chair)-free graphs in the next section can be used to solve the MIM problem in polynomial time (this approach works in particular for (P 5 , co-chair)-free graphs, using results from [7] and [1] ). Further subclasses of P 5 -free graphs, such as the (P 5 , gem)-free graphs, the (P 5 , P 5 , bull)-free graphs and the (P 5 , P 5 , chair)-free graphs, have bounded clique-width [4] , [6] , also leading to a polynomial time algorithm for the MIM problem.
7. Bull-and Chair-Free Graphs. In this section we present a polynomial time algorithm which given a graph G either finds a maximum induced matching in G, or claims that G is not (bull, chair)-free. Our algorithm is similar to the algorithm of [5] for solving the MSS problem on (bull, chair)-free graphs. Notice that if a G is a (bull, chair)-free graph, G * can have an induced bull or chair (take G = P 8 for example). Thus, the usual approach of obtaining (in polynomial time) a MIM in G from a maximum independent set of G * cannot be used for the class of (bull, chair)-free graphs. We shall need the notions of graph substitutions, modules and modular decomposition as defined below.
Let G be a graph such that V (G) = {v 1 , . . . , v r } and let H 1 , . . . , H r be disjoint graphs. We denote by G(H 1 , . . . , H r ) the graph G obtained from G by substituting the graph H i for the vertex G is a pair (T (G), π(G) ), where T (G) is a labeled rooted tree and π(G) is a set of prime graphs associated with some of the internal nodes of T (G) (an internal node is a vertex that is not a leaf). The labels of the tree T (G) are either S (for Series), P (for Parallel) or N (for Neighborhood), and T (G) has the following properties:
• The leafs of T (G) are the vertices of G.
• For an internal node h of T (G), the set M(h) of vertices of G occurring in the subtree of T (G) rooted at h forms a module in G.
• Let h be an internal node of T (G) and let {h 1 , . . . , h r } be the set of sons of h in T (G) (that is, all the neighbors of h in T (G) except its father which is the first vertex on the unique path from h to the root of
For more details on the modular decomposition of graphs, see for example [8] , [14] , [15] , [27] . From the above properties it follows that: (G) ) be the modular decomposition of a graph G. Let h be an internal node of T (G) and let h 1 , . . . , h r be the sons of h in T (G).
If h is labeled S, then G[M(h)] is the join of G[M(h
1 )], . . . , G[M(h r )].
If h is labeled P, then G[M(h)] is the co-join of G[M(h
1 )], . . . , G[M(h r )]. 3. If h is labeled N , then G[M(h)] = G h (G[M(h 1 )], .
. . , G[M(h r )]), where G h is the prime graph in π(G) associated with h.
Our algorithm scans the modular decomposition tree of G from bottom to top and at each internal node h obtains the maximum induced matching of
If h is labeled S or P, then it is easy to see that im (G[M(h) ]) can be obtained by formula (1) or (2), respectively:
If h is labeled N we either use Lemmas 5 and 6 to obtain im (G[M(h) (u, v) in M such that u belongs to V (F i ) and v belongs to V (F j ) for i = j, then it is easy to see that e can be replaced by any edge e 1 of F i , i.e., M − {e} ∪ {e 1 } is also a maximum induced matching of G. Thus, we can assume without loss of generality that for every j such that f j is adjacent to f i no vertex of F j is an endpoint of an edge in M. It follows that a maximum induced matching for G can be obtained as the union of a maximum induced matching for F i and a maximum induced matching of
where F i is the subgraph of F induced by f i1 , . . . , f ir i (as defined above). We therefore have that
Since F is co-gem-free it follows that F i is P 4 -free. By Lemma 4 im(F i (F i1 , . . . , F ir i )) can be obtained in time linear in the size of F i . Since we do not know which vertex f i of F is involved in a maximum induced matching of G, we can obtain im (G) by taking the maximum value obtained over all possible nontrivial vertices of F, i.e.,
Case 2. Suppose that there is no nontrivial vertex f i of F such that a vertex of F i is an endpoint of a maximum induced matching M of G. Thus, in this case only the trivial vertices of F are involved in a maximum induced matching for G. It follows that a maximum induced matching for G can be obtained by taking a maximum induced matching in F , where F is the subgraph of F induced by the trivial vertices of F. Let M be a maximum induced matching in F and let e = ( f r , f s ) be an edge in M . Now M can be obtained as the union of the edge e and a maximum induced matching in the graph F e , where F e denotes the subgraph of F induced by the vertices (of F ) which are not adjacent to f r or f s . Since F is co-gem-free it follows that F e is P 4 -free and by Lemma 4 im(F e ) can be obtained in time linear in the size of F e . Thus, in this case im (G) can be obtained by the following formula:
We conclude from the above two cases that im (G) can be obtained by taking the maximum value obtained in formulas (3) and (4) . By straightforward bookkeeping we can also obtain a maximum induced matching for G (not just its size). It is easy to see that the complexity of calculating im (G) (G i ) by the following formula:
Since G l = G we can use the above formula at most l times to obtain im(G l ) = im (G) . By straightforward bookkeeping we can also obtain a maximum induced matching for G (not just its size).
The following lemma is due to [5] . PROOF. The correctness of the algorithm follows from Lemmas 5-7.
Step 1 can be performed in O(m + n) time.
Step 2(a) takes constant time and is performed at most n times. In Step 2(b), checking whether G h is co-gem-free takes O(|V (G h )|·|E (G h 
Notice that
and therefore Step 2 (b) , and the whole algorithm, can be performed in O(nm + m 2 ) time.
8. Regular Graphs. Using the stable set problem, and defining a graph transformation that consists of adding a gadget to every vertex, we can obtain further NP-hard cases for the MIM problem. For example, it is known that the stable set problem is NP-complete on planar graphs [19] . By starting with a planar graph G and attaching a leaf to every vertex of G, we obtain a planar graph G . It is easy to show that each stable set in G corresponds to an induced matching of same size in G (take the edge linking a vertex to its new leaf for every vertex in the stable set) [24] . This provides an easy proof that the MIM problem is NP-hard on planar graphs [24] . Using the same idea with a more complicated gadget, we can show the following result. PROOF. We again use the stable set problem, known to be NP-complete on r -regular graphs for any fixed r ≥ 3 [18] . We define the following gadget H v . Graph H v (see Figure 4 ) consists of C r +1 , the complement of the cycle on r + 1 vertices, with four further vertices v 1 to v 4 . These vertices are all adjacent to every vertex of C r +1 . In addition, v 3 is adjacent to v 4 .
We now transform an r -regular graph G (r ≥ 3) into an (r + 2)-regular graph G by adding for every vertex v of G a gadget H v , linked to v by edges (v, v 1 ) and (v, v 2 ). If G has n vertices, G has (r + 6) · n vertices. We will show that there is a stable set of size k in G if and only if there is an induced matching of size k + n in G .
Assume there is a stable set S of size k in G. Define a set I in G as follows. For every vertex v of G, put (v 3 , v 4 ) of H v in I . For every vertex v in S, put (v, v 1 ) in I . The reader can easily check that I is indeed an induced matching in G , and has size k + n.
For the reverse direction, we need the following claim. Let I be an induced matching of size k + n in G . If there is an edge (v, w) of G in I , we replace it in I by edge (v, v 1 ) (or (w, w 1 ), but not both). By the previous claim, if I is no longer an induced matching, it means that the newly introduced edge, say (v, v 1 ), is "too close" to the unique edge of H v that belongs to I . In this case, replace in I that unique edge by edge (v 3 , v 4 ). Repeating this process as long as necessary, we obtain an induced matching I of same size as I , and containing only edges of the form (v, v 1 ) or  (v 3 , v 4 ) . The set S in G defined as the set of vertices v such that (v, v 1 ) belongs to I is a stable set, of size at least |I | − n = k.
