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ABSTRACT
We investigate the dynamics and emission of a starved magnetospheric region (gap) formed in the vicinity of a Kerr black hole
horizon, using a new, fully general relativistic particle-in-cell code that implements Monte Carlo methods to compute gamma-ray
emission and pair production through the interaction of pairs and gamma rays with soft photons emitted by the accretion flow. It
is found that when the Thomson length for collision with disk photons exceeds the gap width, screening of the gap occurs through
low-amplitude, rapid plasma oscillations that produce self-sustained pair cascades, with quasi-stationary pair and gamma-ray spectra,
and with a pair multiplicity that increases in proportion to the pair production opacity. The gamma-ray spectrum emitted from the
gap peaks in the TeV band, with a total luminosity that constitutes a fraction of about 10−5 of the corresponding Blandford–Znajek
power. This stage is preceded by a prompt discharge phase of duration ∼ rg/c, during which the potential energy initially stored in the
gap is released as a flare of curvature TeV photons. We speculate that the TeV emission observed in M87 may be produced by pair
discharges in a spark gap.
Key words. black hole physics – acceleration of particles – radiation mechanisms: non-thermal – methods: numerical – galaxies:
individual (M87) – gamma rays: galaxies
1. Introduction
The activation of Blandford–Znajek (BZ) outflows requires con-
tinuous injection of plasma in the magnetospheric region en-
closed between the inner and outer light cylinders. The origin
of this plasma source is still an open issue. To fully screen out
the magnetosphere, the plasma injection rate must be sufficiently
high to maintain the density everywhere in the magnetosphere
above the Goldreich–Julian (GJ) value. If the plasma source can-
not accommodate this requirement, charge starved regions will
be created, potentially leading to self-sustained pair discharges.
A plausible plasma production mechanism in black hole (BH)
engines is the annihilation of gamma rays that emanate from the
accretion flow (e.g., Blandford & Znajek 1977; Levinson 2000;
Neronov & Aharonian 2007; Levinson & Rieger 2011; Hirotani
& Pu 2016; Hirotani et al. 2016; Levinson & Segev 2017) or
neutrino annihilation in the case of GRBs (Globus & Levinson
2014). Whether the pair density thereby produced is sufficiently
high depends primarily on the luminosity of MeV photons emit-
ted by the radiative inefficient accretion flow (Levinson & Rieger
2011; Hirotani et al. 2016; Katsoulakos & Rieger 2018) or by a
putative corona in the case of sources accreting at a rate in excess
of the critical ADAF rate (see, e.g., Levinson & Segev 2017).
It has been shown (Levinson & Rieger 2011; Hirotani et al.
2016) that under conditions anticipated in many stellar and su-
permassive BH systems, the annihilation rate of disk photons is
insufficient to maintain the charge density in the magnetosphere
at the GJ value, giving rise to the formation of spark gaps. It has
been further pointed out (Neronov & Aharonian 2007; Rieger
2011; Levinson & Rieger 2011; Hirotani & Pu 2016; Hirotani
et al. 2016; Lin et al. 2017; Katsoulakos & Rieger 2018) that
the gap activity may be imprinted in the high-energy emission
observed in these sources whereby the variable TeV emission
detected in M87 (Aharonian et al. 2003; Acciari et al. 2009)
and IC310 (Aleksic´ et al. 2014) was speculated to constitute ex-
amples of the signature of magnetospheric plasma production
on horizon scales (Levinson 2000; Neronov & Aharonian 2007;
Levinson & Rieger 2011; Hirotani & Pu 2016).
In an attempt to compute the emission properties of an active
gap, a fully general relativistic (GR) steady gap model has re-
cently been developed (Hirotani & Pu 2016; Hirotani et al. 2016;
Levinson & Segev 2017) that incorporates curvature emission,
inverse Compton scattering, and pair creation via the interac-
tion of gamma rays produced in the gap with the external pho-
tons emanating from the accretion disk. However, as argued in
Levinson & Segev (2017), steady-state solutions are restricted
to a narrow range of conditions that may not apply to most sys-
tems. Furthermore, it is unclear whether the steady gap solutions
obtained in the works cited above are stable in the first place.
In this paper we explore the dynamics of a local, 1D gap us-
ing a new particle-in-cell (PIC) code, developed particularly for
this purpose, that implements Monte Carlo methods to compute
gamma-ray emission and pair production through the interac-
tion of pairs and gamma rays with an external radiation field.
The details are described in §2 and §3 below. We find (§4) that
after a prompt discharge phase that screens out the gap and pro-
duces a strong gamma-ray flare, the system relaxes to a state
of self-sustained, rapid plasma oscillations that is independent
of the initial conditions. The amplitude of the oscillating elec-
tric field in the relaxed state is regulated by pair production,
such that the average pair creation rate inside the simulation box
equals the rate at which pairs escape through the boundaries. The
pair and photon spectra are quasi-stationary during this state. We
find that the saturated pair multiplicity increases roughly linearly
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with the opacity contributed by the ambient radiation field, while
the average pair and photon energies decrease as the opacity in-
creases. The gamma-ray luminosity radiated by the accelerating
pairs following the prompt phase (after relaxation of the sys-
tem) constitutes a fraction of about 10−5 of the corresponding
BZ power, weakly dependent on the pair production opacity and
other model parameters. As pointed out in §5, this is in rough
agreement with the TeV observations of M87.
Our approach is similar to that used by Timokhin (2010) and
Timokhin & Arons (2013), with the following differences: it is
fully GR, it has no external plasma source (the neutron star), and
it includes inverse Compton scattering and pair production via
interactions with an external radiation field in addition to curva-
ture emission.
2. Oscillating gap model
We study the dynamics of a local, 1D gap using fully general
relativistic PIC simulations. We assume that radiation emanating
from the inner regions of the accretion flow provides the domi-
nant source of opacity for pair production and inverse Compton
scattering. The intensity of this radiation is given as an input for
the computations of the gap dynamics. Gamma rays generated
via inverse Compton scattering of the ambient radiation by the
pairs accelerated in the gap are treated as a neutral species in
our PIC scheme (in addition to electrons and positrons). Pair
production occurs through the interaction of the gamma rays
thereby produced with the external photons emitted by the ac-
cretion flow. The various radiation processes are computed us-
ing a novel Monte Carlo method developed for this purpose (see
Appendix B for details). In addition, we include curvature losses
in the equations of motions and provide a rough estimate for the
luminosity of curvature emission, as explained below. However,
for numerical reasons we do not add the curvature photons to the
pull of gamma rays, and therefore do not account for gamma ray
production by the curvature photons. As shown below, for cases
of interest curvature emission is only important during the initial
discharge of the gap.
We implicitly assume that the gap constitutes a small distur-
bance in the magnetosphere, in the sense that its activity does
not significantly affect the global structure, and in particular the
magnetic field geometry and the angular velocity of magnetic
surfaces Ω. The coupling between the gap and the global mag-
netosphere enters through the global electric current flowing in
the magnetosphere, treated as a free input parameter, as in the
steady-state models (Hirotani & Pu 2016; Levinson & Segev
2017). For simplicity we adopt a split monopole geometry, de-
fined by Aϕ = C(1−cos θ). For this choice Frϕ = 0, and from the
ideal MHD condition we obtain Frt = −ΩFrϕ = 0 for the radial
electric field outside the gap, in the ideal MHD sections of the
magnetosphere. This effectively ignores any MHD waves that
might be generated by the gap cycle and propagate throughout
the force-free magnetosphere. The gap extends along a poloidal
magnetic surface, characterized by an inclination angle θ. Inside
the gap Frt , 0 by virtue of the pair creating oscillations. This
is the only wave field that appears in the dynamical equations
derived below, hence the gap activity is restricted to longitudinal
plasma oscillations in this model. Despite this restriction, this
model captures the main features of plasma production and con-
sequent emission. We consider it as a preliminary stage in our
quest for the development of a 2D code that computes the global
structure and dynamics of the magnetosphere.
2.1. Background geometry and choice of coordinates
The background spacetime is described by the Kerr metric, here
given in Boyer–Lindquist coordinates with the notation
ds2 = −α2dt2 + gϕϕ(dϕ − ωdt)2 + grrdr2 + gθθdθ2, (1)
where
α2 =
Σ∆
A
; ω =
2argr
A
; grr =
Σ
∆
; (2)
gθθ = Σ; gϕϕ =
A
Σ
sin2 θ,
with ∆ = r2 + a2 − 2rgr, Σ = r2 + a2 cos2 θ, A = (r2 + a2)2 −
a2∆ sin2 θ, and rg = GM/c2 = 1.5×1014 M9 cm denotes the grav-
itational radius, and M = 109M the BH mass. The parameter
a = J/M represents the specific angular momentum. The deter-
minant of the matrix gµν is given by
√−g = Σ sin θ. The angular
velocity of the black hole is defined as ωH = ω(r = rH) = a˜/2rH ,
where a˜ = a/rg denotes the dimensionless spin parameter, and
rH = rg +
√
r2g − a2 is the radius of the horizon. Hereafter, all
lengths are measured in units of rg and time in units of tg = rg/c,
so we set c = rg = 1, unless explicitly stated otherwise.
To avoid the singularity on the horizon, we find it convenient
to transform to the tortoise coordinate ξ, defined by dξ = dr/∆
(in full units dξ = r2gdr/∆). It is related to r through
ξ(r) =
1
r+ − r− ln
(
r − r+
r − r−
)
, (3)
with r± = 1 ±
√
1 − a˜2. We note that ξ → −∞ as r → rH = r+,
and ξ → 0 as r → ∞. We prefer to use this version of the tor-
toise coordinate for the following reasons: (i) it pushes the hori-
zon to −∞, thereby allowing us to conveniently choose the inner
gap boundary as close to the horizon as needed; (ii) when using
quantities measured in the frame of a zero angular momentum
observer (ZAMO), the form of the equations in these coordinates
is very similar to that in flat spacetime. This renders interpreta-
tion of the results more intuitive; and, most importantly, (iii) it
does not mix the radial coordinate with the time and azimuthal
coordinates, as it does in the case of Kerr–Schild coordinates,
for example. This greatly simplifies the Monte Carlo computa-
tions of Compton scattering and pair production. When using
Kerr–Schild coordinates additional transformations are needed
in every computation step, because the emissivity and absorp-
tion coefficient are naturally defined in the ZAMO frame. This
is an unnecessary complication that is avoided by our choice of
the tortoise coordinates.
For a grid cell δr on a magnetic surface having an inclination
angle θ, a volume element can be defined as
δV = 2pi
∫ r+δr/2
r−δr/2
∫ θ+δθ
θ
√−gdθ′dr′ (4)
= 2pi
∫ r+δr/2
r−δr/2
dr′
∫ µ+δµ
µ
(r2 + a2µ′2)dµ′
= 2pi
∫ ξ+δξ/2
ξ−δξ/2
∆dξ′
∫ µ+δµ
µ
(r2 + a2µ′2)dµ′ ≡ ∆ δVξ.
Here, δVξ defines the volume element with respect to the coordi-
nate ξ, and is finite on the horizon. The average number density
(of either pairs or gamma rays) within a grid cell, as measured
by a distant observer, is given by
n = δN/δV = ∆−1δN/δVξ ≡ ∆−1nξ, (5)
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where δN denotes the occupation number of the grid cell. The
quantity nξ = ∆n is finite on the horizon, and will be used here-
after to describe the density of the different plasma constituents.
2.2. Basic equations
2.2.1. Electrodynamics
As explained above, the only wave field in our model is the radial
component of the electric field, Frt (see Appendix A for details).
Measured in the ZAMO frame it reads Er =
√
AFrt/Σ. Its dy-
namics is governed by Equation (A.6), here expressed in terms
of the electric flux per steradian,
√
AEr, as
∂t(
√
AEr) = −4pi(Σ jr − J0), (6)
where J0 = Σ jr0 is the global magnetospheric current, defined ex-
plicitly in Equation (A.5). This current is conserved along mag-
netic surfaces, and serves as an input parameter to the dynamic
gap model. Gauss’s law further yields
∂ξ(
√
AEr) = 4pi∆ Σ( jt − ρGJ), (7)
where
ρGJ =
BH
√
AH
4pi
√−g
[
sin2 θ
α2
(ω −Ω)
]
,θ
(8)
is the GJ density, given explicitly in Equation (A.3), BH is the
strength of the magnetic field on the horizon, and AH ≡ A(rH).
We note that charge conservation readily implies that Eq. (7) is
conserved in time. That is, if the initial state satisfies this equa-
tion, and the system then evolves in time according to Eq. (6),
it is guaranteed that Eq. (7) will be satisfied at any given time.
Thus, this equation is only used once at the beginning of each
run to determine the initial state of the electric field, Er(r, t = 0),
for a given choice of initial conditions.
2.2.2. Particle motion
The plasma in the gap consists of electrons and positrons. Let
uµi denote the four-velocity of the ith particle and qi its electric
charge, where qi = −e for electrons and qi = +e for positrons.
The equation of motion for the ith particle can then be expressed
as
duµi
dτi
= −Γµαβuαi uβi +
qi
me
Fµαuαi + s
µ
i , (9)
subject to the normalization uµi ui µ = −1, where sµi is a source
term associated with curvature losses, satisfying uiµs
µ
i = 0 , and
dτi is the corresponding proper time interval. It is related to the
time measured by a distant observer through dt = utidτi. For the
lowered index components, uiµ = gµνuνi , we likewise have
dui µ
dτi
= Γαµ βuαi u
β
i +
qi
me
Fµαuαi + si µ. (10)
Poloidal motion is restricted to the radial direction in our 1D
model, thus uθi = 0. Furthermore, since ∂ϕ is a Killing vector it
readily follows that Γαϕ βuαi u
β
i = 0, and since Fϕt = Fϕr = 0 we
obtain Fϕαuαi = Fϕθu
θ
i = 0. As the curvature drag term, siϕ, is
proportional to uϕ, it is evident from Equation (10) that particles
tend to a state of zero angular momentum, hence we set uϕ =
siϕ = 0, for which we obtain s
ϕ
i = ωs
t
i and sit = −α2sti. We find
it convenient to use the four-velocity components measured by a
ZAMO, here denoted by ui =
√
grruri , the particle Lorentz factor
γi = αuti, and the three-velocity vi = ui/γi. The normalization
condition yields γ2i = 1 + u
2
i . Using Equations (9) and (10) and
the relations 2uidui/dτi = uirduri /dτi + u
r
iduri/dτi, dτi = dt/u
t
i,
and uri sir + u
t
isit = 0, we arrive at
dui
dt
=
√
grr
[
−γi∂r(α) + qime Frt
]
− sit
ui
= −√grrγi∂r(α) + α ( qime Er − Pcur(γi)mevi
)
, (11)
where −st/ut = Pcur(γi) is the curvature power emitted by the
particle, as measured by a ZAMO (Equation (21) below), and
∂r (α) =
α
A
(
2r2a˜2 sin2 θ
Σ
+
r4 − a˜4
∆
)
. (12)
The particle trajectory is computed using
dξi
dt
=
1
∆
dri
dt
=
1
∆
uri
uti
=
vi√
A
. (13)
In terms of vi the electric current density in Equation (6) can be
expressed as
jr =
1
δV
∑
i∈δV
qi
uri
uti
=
1√
AδVξ
∑
i∈δV
qi vi. (14)
Likewise, the charge density in Equation (7) satisfies
∆ jt =
1
δVξ
∑
i∈δV
qi. (15)
2.2.3. Radiation
Gamma rays are treated as a neutral species in our scheme. Let
p˜µk denote the momentum of the kth photon, as measured by
a ZAMO. It is related to the coordinate momentum pµk though
p˜tk = αp
t
k, p˜
r
k =
√
grr prk, p˜
θ
k =
√
gθθ pθk, and p˜
ϕ
k = pk ϕ/
√
gϕϕ. At
the energies of interest the gamma rays are highly beamed along
the direction of motion of the emitting particles by virtue of mo-
mentum conservation, thus to a very good approximation we can
set p˜θk = p˜
ϕ
k = 0. The normalization condition, pkµp
µ
k = 0, gives
p˜tk = | p˜rk |, as required by the fact that photons propagate at the
speed of light in the ZAMO frame. The null geodesic equations
reduce to
dp˜rk
dt
= −√grr p˜tk∂r (α) , (16)
and the photon trajectory equation to
dξk
dt
=
1√
A
p˜rk
p˜tk
. (17)
We suppose that the gap is exposed to the emission of soft
photons by the accretion flow from a putative source of size Rs =
R˜srg and luminosity Ls = lsLEdd. For simplicity, we assume that
the intensity of the seed radiation inside the simulation box is
isotropic, constant in time, and homogeneous, with a power law
spectrum
Is(xµ, s,Ωs) = I0(s/s,min)−p, s,min < s < s,max, (18)
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with p > 1, where s is the photon energy in mec2 units, as mea-
sured by a ZAMO. The assumption that Is is isotropic is reason-
able, except perhaps very near the horizon, since the size Rs of
the radiation source is typically larger than the gap dimensions.
The total number density of photons is given approximately by
ns = 4pi
∫
(Is/hcs)ds ' 4piI0/hc, and can be used to define the
fiducial optical depth
τ0 = 4pirgσT I0/hc ' 4mpme
ls
R˜2smin
. (19)
For R˜s = 10 we have ls ' 10−2minτ0.
The interaction of pairs and gamma rays with the external
radiation field is computed using a Monte Carlo approach. The
details are given in Appendix B. In short, for every particle we
compute the optical depth traversed by the particle between two
consecutive time steps, t and t+δt, along its trajectory r(t), using
the full Klein–Nishina opacity κc, given in Equation (B.1):
δτsc =
∫ r(t+δt)
r(t)
κc
√
grrdr =
∫ ξ(t+δt)
ξ(t)
κc
√
Σ∆dξ. (20)
We then randomly draw a probability for a scattering event: 0 ≤
psc ≤ 1. A scattering event occurs if psc < 1−e−δτsc . The process
is repeated at every time step for all particles in the simulation
box. If a scattering event occurs, we transform to the rest frame
of the particle and draw the energy and direction of the scattered
gamma ray, as explained in Appendix B, and then transform back
to the ZAMO frame and compute the new energy of the particle.
The newly created gamma ray is added to the pull.
Pair production via the interaction of gamma rays with the
external radiation field is computed in a similar manner. We use
Equation (20) with κc replaced by the pair production opacity
κpp (Eq. (B.18)) to calculate the optical depth δτ± traversed by a
gamma ray between two consecutive time steps. Pair production
occurs if p± < 1− e−δτ± , upon drawing a probability 0 ≤ p± ≤ 1.
The process is repeated at every time step for all gamma rays
in the simulation box. The pull of gamma rays and pairs is up-
dated correspondingly. To simplify the analysis we suppose that
in each pair production event the newly created electron and
positron have identical energies. This is a good approximation
near the threshold, where the cross section is at maximum (e.g.,
Blandford & Levinson 1995).
The curvature power emitted by an electron (positron) of en-
ergy γ in the ZAMO frame is given by
Pcur(γ) =
2
3
e2γ4v4
R2c
, (21)
where Rc is the curvature radius of the particle trajectory. For the
computations presented below we adopt Rc = rg. The charac-
teristic energy of a curvature photon (measured in mec2 units) is
c =
2piλc
Rc
γ3 = 10−24M−19 γ
3, (22)
where λc = ~/mec is the Compton wavelength of the electron.
The maximum Lorentz factor of the pairs is limited by back re-
action. From Equation (11) we find
γ < γmax =
(
E0R2c
e
)1/4
' 1.7 × 1010(ηB3)1/4M1/29 , (23)
where E0 = ηBH = η103B3 G is the maximum strength of the
electric field in the gap (see middle left panel in Fig. 1). This
maximum value is delineated by the vertical dashed line in Fig.
2. As will be shown, in the initial discharge pairs indeed accel-
erate to this Lorentz factor; however, after the relaxation of the
system the Lorentz factor is essentially limited by the oscilla-
tions of the electric field rather than curvature losses, provided
τ0 > 1. In a transparent gap, τ0 < 1, we expect domination of
curvature radiation during the entire evolution of the system.
The number of curvature photons emitted by an electron
(positron) of Lorentz factor γ over a dynamical time tg = rg/c is
Ncur = Pcurtg/c =
e2
3pi~c
γ = 7 × 10−4γ. (24)
It varies between 107 during the initial discharge (where γ '
γmax) to about 105 during the relaxed state. Thus, without proper
resampling it is practically infeasible to track these photons in
our PIC scheme. We note that once γ drops below 109 the char-
acteristic energy of curvature photons becomes c < 103, and
their contribution to pair creation and to the gamma-ray power
emitted from the gap can be neglected. However, curvature emis-
sion dominates the released power (and likely pair creation) dur-
ing the initial discharge. In order to account for this power, yet
avoiding tremendous numerical complications, the net curvature
luminosity measured by a distant observer is computed, at any
given time step, by summing up the contributions of all particles
in the simulation box, accounting properly for redshift effects
Lcur =
1
2
∑
i
α2i Pcur(γi), (25)
with αi ≡ α(ri) denoting the lapse function of the ith particle,
currently located at radius ri. This prescription lacks proper treat-
ment of time travel effects, which are particularly important near
the horizon. It merely provides a rough estimate of the contribu-
tion of curvature emission to the emitted gamma-ray luminosity.
2.3. Input parameters
The 1D gap model is characterized by the following input pa-
rameters: the black hole mass (M = 109M9 M), the BH spin
parameter (a˜), the angular velocity (Ω) of the magnetic surface
along which the gap lies, the strength of the magnetic field on the
horizon (BH = 103B3 G), the inclination angle of magnetic sur-
face (θ), the minimum energy and slope of the target spectrum
(s,min and p) (Eq. 18), the global electric current (J0) defined
in Equation (A.5), and the fiducial optical depth (τ0) defined in
Equation (19). The results presented below were computed using
the following canonical choice of parameters (M9 = 1, B3 = 2pi,
θ = 30◦, a˜ = 0.9, s,min = 10−8, p = 2), which correspond to
supermassive BHs accreting in the RIAF regime. For this choice
of parameters we explore how the behavior of the solutions de-
pends on J0 and τ0.
3. Implementation of the 1D GRPIC code
3.1. Numerical methods
The overall structure of the code is based on the 1D version of
the ZELTRON code (Cerutti et al. 2013), a highly parallelized
(special) relativistic electromagnetic PIC code, in addition to
which GR corrections and the Monte Carlo scheme introduced in
the previous section were implemented for this study. The code
solves the equations of motions and Maxwell’s equation using
an explicit second-order finite-difference scheme.
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The electric field is evolved in time using Eq. (6), such that√
AEn+1r,iξ =
√
AEnr,iξ − 4piδt
(
Σ jr,n+1/2iξ − J0
)
, (26)
where δt = tn+1 − tn = tn+1/2 − tn−1/2 is the time step. The electric
field is defined at full time steps n and n + 1, while the current is
defined at half time steps n + 1/2. This offset in time ensures a
second order accuracy of the scheme. Both Er and jr are defined
at the nodes of the grid given by the index iξ. Currents from indi-
vidual charged particles are deposited on the grid using Eq. (14)
where the three-velocities are known at the half time step n+1/2.
In the 1D limit, the equations of motions are also straight-
forward to integrate even though more steps are needed than for
the field. Starting with the equation of motion of the photons
(Eq. 16), a time-centered scheme gives
p˜r,n+1/2k − p˜r,n−1/2k
δt
= −√grr ∣∣∣ p˜r,nk ∣∣∣ ∂r (α) . (27)
Assuming that p˜r,nk = (p˜
r,n+1/2
k + p˜
r,n−1/2
k )/2, we obtain
p˜r,n+1/2k =
(
1 ∓ √grr∂r (α) δt/2
1 ± √grr∂r (α) δt/2
)
p˜r,n−1/2k , sgn
(
p˜rk
)
= ±1. (28)
The photon position at time tn+1 is then given by
ξn+1k = ξ
n
k +
δt√
A
p˜r,n+1/2k∣∣∣p˜r,n+1/2k ∣∣∣ . (29)
For the charged particles, we have (see Eq. 11)
un+1/2i − un−1/2i
δt
= −γni
√
grr∂r (α) + α
qi
me
Enr − α
Pcur
(
γni
)
mevni
. (30)
We break up this equation into three components corresponding
to each term on the right-hand side
un+1/2i,g − un−1/2i,g
δt
= −γni
√
grr∂r (α) , (31)
un+1/2i,L − un−1/2i,L
δt
= α
qi
me
Enr , (32)
un+1/2i,R − un−1/2i,R
δt
= −α
Pcur
(
γni
)
mevni
. (33)
Assuming that un−1/2i,g = u
n−1/2
i,L = u
n−1/2
i,R = u
n−1/2
i and adding all
three equations together yields
un+1/2i = u
n+1/2
i,L +
(
un+1/2i,g − un−1/2i
)
+
(
un+1/2i,R − un−1/2i
)
. (34)
The next step is to estimate the particle Lorentz factor and three-
velocity at time step tn. To do this, we first compute un+1/2i,L using
Eq. (32) where Enr is already known at the nodes of the grid and
linearly interpolated at the particle position. Using the same trick
as for the photons, i.e., uni,L = (u
n+1/2
i,L + u
n−1/2
i,L )/2, we compute
γni,L =
√
1 +
(
uni,L
)2
, vni,L =
uni,L
γni,L
. (35)
The last step is to inject these estimated values into Eq. (34),
such that
un+1/2i ≈ un+1/2i,L − δt
γni,L √grr∂r (α) + αPcur
(
γni,L
)
mevni,L
 . (36)
The charged particle positions are updated in the same way as
for photons,
ξn+1i = ξ
n
i +
δt√
A
vn+1/2i . (37)
3.2. Numerical setup
The spatial grid is fixed in time and uniform in ξ, ranging from
ξmin = −3 (rmin ≈ 1.5) to ξmax = −0.3 (rmax ≈ 4.3). Therefore,
the grid is highly non-uniform in radius, refined near the BH
horizon and sparse in the outer regions of the box. The time step
is set by the Courant-Friedrichs-Lewy condition defined at the
inner boundary, i.e.,
δt ≤ δtCFL ≡
(
r2min + a˜
2 − 2rmin
)
δξ. (38)
The simulation box is initially filled with a monoenergetic beam
of gamma-ray photons uniformly distributed along the ξ-grid for
reasons explained below, but it is empty of charged particles.
The initial (vacuum) electric field is obtained by numerically
integrating Eq. (7) with jt = 0. The solution is shown in the
middle-left panel in figure 1. Gauss’s law is integrated only once
at the beginning of the simulation. We have checked that it is
well satisfied throughout the simulation by virtue of charge con-
servation.
The choice of boundary conditions for the fields are trivial
in this problem because Ampère’s law given in Eq. (6) does not
involve any spatial derivative in 1D. The electric field is free
to evolve throughout the box. The particles, whether charged or
neutral, are simply deleted from the memory as soon as they
cross the boundaries to mimic an open boundary on both sides.
Therefore, we assume that no plasma injection from outside is
permitted.
Spatial and temporal resolutions are harder quantities to de-
fine in this setup because they essentially depend on the en-
ergy and the density of particles, which are the unknowns that
we are trying to measure here. Thus, resolution and numeri-
cal convergence can be checked a posteriori only. More specifi-
cally, it is crucial to resolve the collisionless plasma skin depth,
lp, otherwise the plasma will heat up artificially until it is re-
solved by the grid. It is instructive to give an estimate of the
skin depth in terms of the model parameters, the pair multiplic-
ity, κ = n±/nGJ , where n± denotes the pair density, and the mean
Lorentz factor of pairs 〈γ〉. Recalling that the plasma frequency
is ωp =
√
4pie2n±/me〈γ〉 and enGJ = ΩB/2pic, and adopting
Ω = ωH/2, we obtain
lp ≡ c
ωp
=
√
mec3〈γ〉
ωHBeκ
, (39)
and
rg
lp
' 107
√
κM9B3
2〈γ〉 . (40)
The number of cells needed to resolve the skin depth in a simu-
lation box of size h is approximately h/lp = (h/rg)(rg/lp). In the
cases studied below we find κ/〈γ〉 in the range 10−9 − 10−7 for a
range of opacities τ0 = 1 to τ0 = 10. For the size of our simu-
lation box, h/rg ≈ 3, at least 104 cells are needed to resolve the
skin depth for τ0 = 10. Simulations with τ0 < 10 showed good
convergence for a total Nξ = 16384 cells. For τ0 = 10, we had
to run with up to Nξ = 65536 cells to see convergence. For the
results described below, the initial beam of gamma rays is mod-
elled with five particles per cell. At the end of the simulation, the
average number of particles per cell varies from 2 (τ0 = 1) to 10
(τ0 = 10) for the pairs and from 2 to 50 for the photons. We have
also checked the good convergence of our results with respect to
the initial number of injected gamma-ray photons per cell.
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4. Results
4.1. Overall evolution
We ran simulations for a grid of models characterized by differ-
ent values of the parameters τ0 and J0. Quite generally, we find
that the evolution of the system depends on the value of τ0, but
is practically independent of J0 (Fig. 3). The prime role of J0
is to fix the time average value of the oscillating current. In all
cases explored we find an initial discharge of the gap that pro-
duces a gamma-ray flare, dominated by curvature losses, with a
duration of about ∆t ∼ rg/c and a luminosity that approaches
the maximum allowed power, Lγ ∼ χLBZ , where χ <∼ 1 depends
on the initial gap width (see Eq. (42) and text below), followed
by rapid, small amplitude oscillations that last for the entire sim-
ulation time, during which the pair plasma is continuously re-
plenished through self-sustained pair creation bursts. The long-
term behavior of the system (after the decay of the prompt spark)
is essentially independent of the initial condition, provided that
the initial pair density is well below the GJ density inside the
gap. This behavior is reminiscent of the longitudinal oscillations
found in the semi-analytic, two-beam model of Levinson et al.
(2005).
A typical example is shown in Figs. 1 and 2. Figure 1 exhibits
four snapshots of the pair and photon densities (upper panels),
electric flux (middle panels), and radial electric current (lower
panels), and Fig. 2 the corresponding spectral energy distribu-
tions of pairs and photons. The initial pair density was taken to
be zero in this example. To ignite the discharge process a mono-
energetic gamma-ray distribution (left panel of Fig. 2) was in-
jected at time t = 0 inside the simulation box, with a uniform
distribution in ξ space. The initial energy of injected photons was
chosen to optimize pair creation in order to speed up the com-
putations. We also performed several runs with the same setup
but different initial conditions, e.g., sub-GJ pair density and no
photons, and verified that the overall evolution of the system is
independent of the initial condition. In all cases, we find that af-
ter several crossing times the system approaches a state of quasi-
steady oscillations with essentially the same properties (as in the
rightmost panels in figures 1 and 2).
As seen in figure 1, after about one crossing time from the
start of the simulation the pair density exceeds the GJ value, giv-
ing rise to a nearly complete screening of the electric field. The
sporadic pair creation leads to rapid spatial and temporal oscilla-
tions of the electric field and radial current inside the simulations
box. The pair density and the amplitude of the electric field oscil-
lations ultimately approach their saturation levels (after several
crossing times), at which time pair creation inside the simulation
box balances pair escape through its boundaries. At this stage the
pair and photon spectra are quasi-stationary.
Figure 3 depicts the dependence of the pair multiplicity (up-
per panels), average Lorentz factor (middle panels) and aver-
age gamma-ray energy (lower panels) on the fiducial opacity τ0
(left) and global current J0 (right). As can be seen, the multi-
plicity increases roughly linearly with τ0, while the average pair
and photon energies decrease with increasing τ0. On the other
hand, those quantities are essentially independent of J0. The
overall gamma-ray luminosity emitted from the gap following
the prompt phase depends weakly on τ0 (figure 4). For the BZ
power used to normalize the luminosities exhibited in figures 4
and 5 we adopt
LBZ =
1
16
a˜2B2Hr
2
H . (41)
This is close to values obtained from solutions to the Grad–
Shafranov equation (Nathanail & Contopoulos 2014; Mahlmann
et al. 2018), but may somewhat overestimate the values expected
in realistic jets.
4.2. Flaring states
During the initial discharge (at t < rg/c), when the gap electric
field is still sufficiently intense, the newly created pairs quickly
accelerate to the terminal Lorentz factor γmax (Eq. (23)), at which
time the energy gain is balanced by curvature losses (indicated
by the vertical dashed line in figure 2). We note that at these ener-
gies Compton scattering is in the deep Klein–Nishina regime and
is highly suppressed. As time passes the average pair energy de-
clines, ultimately approaching a final value. For the case shown
in figure 2 it is about 5 × 107. At this state curvature emission
is completely negligible (see Fig. 5). As is evident from figure
2, during the initial discharge most particles quickly accelerate
to the terminal Lorentz factor, γi = γmax, where Pcur(γi) ' eE.
The peak luminosity occurs roughly when the pair multiplicity
approaches unity, while the electric field is not yet significantly
screened out. Thus, the curvature luminosity can be approxi-
mated as Lcur ' PcurnGJ4pir3H/3 ' eEnGJ4pir3H/3. From Equa-
tion (7) we estimate that E ' enGJrH before screening ensues.
With enGJ ' ΩBH/2pi and Ω = ωH/2 = a˜/4rH , we obtain
Lcur ' 112pi a˜
2B2Hr
2
H ' LBZ , (42)
where LBZ is the corresponding Blandford–Znajeck power given
explicitly in Eq. (41). Figure 5 exhibits the light curve computed
from the PIC simulations. As seen, the gamma-ray luminosity in-
deed approaches the BZ power during the initial spark, and then
decays to the terminal value as the gap electric field is screened
out. It can be readily shown that if the initial gap width is small,
h  rH , then Lcur is reduced by a factor χ ' (h/rH)2.
The above considerations suggest that strong rapid flares
should be produced every time a magnetospheric gap is restored,
for example by an accretion episode. The flaring episode is then
followed by quiescent emission with a luminosity Lγ ∼ 10−5LBZ .
5. Applications to M87
M87 exhibits TeV emission with a luminosity of LTeV ∼ 1040 erg
s−1 in the quiescent state. Several strong flares with durations of
∆t ' tg have been recorded in the past decade (Aharonian et al.
2006; Albert et al. 2008; Acciari et al. 2009; Abramowski et al.
2012). Various estimates of the average jet power in M87 (see,
e.g., Bicknell & Begelman 1996; Owen et al. 2000; Stawarz et al.
2006; Bromberg & Levinson 2009) yield a range of a few times
1043 to a few times 1044 erg s−1. Assuming that the jet is powered
by the BZ mechanism implies LTeV/LBZ ∼ 10−4. The SED ex-
hibits a peak in the sub-mm band at νpeak ' 1012 Hz, correspond-
ing to max ' 10−8 in our parametrization, with a bolometric lu-
minosity of Lb <∼ 1041 erg s−1. This sets an upper limit on the lu-
minosity of the putative RIAF emission, Ls = ηdLb, as the source
of the observed SED is yet unresolved. For a BH mass of M =
6×109M this implies ls < 10−7 and τ0 = 103ηd(R˜s/10)−2 < 103
from Equation (19). If the observed TeV emission originates
from a spark gap, then the pair production opacity must be suf-
ficiently low to allow TeV photons to escape the system. For the
target photon spectrum invoked in Equation (18) with p = 2,
min = 10−8, the pair production optical depth is given approxi-
mately by τγγ ' 0.1τ0R˜s(maxγ)2 = 10−13ηd(R˜s/10)−12γ . Thus,
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Fig. 1. Snapshots from a typical simulation of spark gap dynamics. Shown are the pair and photon densities (upper panels), electric flux (middle
panels), and radial electric current, Σ jr, normalized by the global magnetospheric current J0. The leftmost panels delineate the initial state, at t = 0.
The rightmost panels show the relaxed state, following the prompt discharge. We note the scale change on the vertical axis in the middle panels.
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Fig. 2. Snapshots of electron (blue line), positron (red line), and photon (yellow line) spectra computed during the run presented in figure 1.
it is transparent at energies below about 3 TeV. However, the
observed spectrum appears to extend up to ∼ 10 TeV, implying
ηd <∼ 10−1 and τ0 < 102.
Speculating that the observed TeV emission is produced in
a spark gap, we note that the gamma-ray power released by
the gap, as predicted by our model, Lγ ∼ 10−5LBZ , is some-
what lower, but still consistent with the observed emission in
the quiescent state given the various model uncertainties. Figure
2 confirms that for τ0 = 10 the spectrum extends up to about 10
TeV. The strong flares recorded in the past two decades might be
caused by some episodes during which the gap is suddenly re-
stored. We note that a small percent of the full gap width is suf-
ficient to account for the strongest flares observed by a sudden
discharge. Alternative models for the M87 flares include mis-
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aligned mini jets (Giannios et al. 2010), and star–jet interactions
(Barkov et al. 2010, see also Aharonian et al. 2017).
6. Conclusions
We explored the dynamics of pair discharges in a starved magne-
tosphere of a Kerr BH, using 1D PIC simulations. Our analysis
takes into account inverse Compton scattering and pair creation
via the interaction of pairs and gamma rays with an ambient radi-
ation field, assumed to be emitted by the putative accretion flow,
as well as curvature losses. In the computations presented here
the intensity of the external radiation field is taken to be a power
law with a slope of −2 and a minimum energy of 10−8mec2 (cor-
responding to a minimum frequency of about 1012 Hz). We find,
quite generally, that the initial gap electric field is screened out
by a prompt discharge of duration ∼ rg/c that produces a strong
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Fig. 5. Gamma-ray light curve produced by the gap discharge. The red
line corresponds to IC emission, the blue line to curvature emission, and
the black dashed line to the sum of both components.
flare of very high-energy curvature photons. This episode is fol-
lowed by a state of self-sustained, rapid plasma oscillations that
lasts for the entire simulation time, during which the pair and
gamma-ray spectra are quasi-stationary, with a gamma-ray lumi-
nosity that constitutes a fraction of about 10−5 of the BZ power
depending weakly on input parameters. As pointed out in §5, this
value is in rough agreement with observations of M87.
It is worth noting that the ratio Lγ/LBZ obtained during the
quiescent state in our model is typically smaller than the val-
ues obtained in steady-state models with extremely low accre-
tion rates. For example, Hirotani et al. (2017) obtained values
in the range 10−4 − 10−1 for accretion rates in the range from
10−4 to 5 × 10−6 Eddington, assuming an equipartition magnetic
field in the disk. Thus, if the gaps are unsteady, as our simula-
tions seem to indicate, reevaluation of observational predictions
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may be needed. On the other hand, for the same accretion rates
the BZ power can be larger by up to an order of magnitude if the
magnetic field approaches the saturation level predicted by MAD
models, as seems to be suggested by observations of M87. This
will give rise to correspondingly higher gamma-ray luminosities.
Our choice of parameters in the present analysis was moti-
vated by the applications to M87 and conceivably other AGNs.
However, the gap emission may also be relevant to galactic BH
transients (Lin et al. 2017; Levinson & Segev 2017), which span
a different regime in parameter space. If similar Lγ/LBZ ratios
are produced by Galactic BHs, then a 10 solar mass BH ac-
creting at a rate of 10−3 Eddington, can conceivably produce a
TeV luminosity of about 1031 erg s−1 that can be detected by
the Cherenkov Telescope Array out to a distance of about 1 kpc.
However, it is plausible that in these sources the emission will
be dominated by curvature losses due to the smaller curvature
radius, and it remains to be seen how the shape of the emitted
spectrum scales with source parameters. We leave this problem
to a future work.
Ultimately, global PIC simulations are required to compute
the full structure of the magnetosphere and its response to pair
discharges in starved region. Moreover, our 1D model is re-
stricted to longitudinal plasma oscillations, while in reality trans-
verse modes might be excited by the gap activity, which can only
be accounted for in 2D simulations. Nonetheless, our model cap-
tures the basic features of plasma production and gap emission.
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Appendix A: Derivation of the gap electrodynamic equations
We restrict our analysis to axisymmetric systems. We suppose that outside the gap the flow is stationary, and that inside the gap
particles can only move along magnetic surfaces; i.e., the gap oscillations are longitudinal (electrostatic). In the force-free section
outside the gap the angular velocity of field lines, Ω, is fixed. If the gap forms a small perturbation in the magnetosphere, then
variation in Ω across the gap can be ignored. It is then appropriate to define the electric field in the corotating frame as F′µt =
Fµt + ΩFµϕ. Outside the gap, in the ideal MHD section, F′µt = 0. Inside the gap, Gauss’s law, ∂µ(
√−gF tµ) = √−g jt, reduces to (see,
e.g., Levinson & Segev 2017)[
∆ sin θ
α2
F′rt
]
,r
+
[
sin θ
α2
F′θt
]
,θ
= 4pi
√−g( jt − ρGJ), (A.1)
where the GJ density is given by
4pi
√−gρGJ =
[
∆ sin θ
α2
(ω −Ω)Frϕ
]
,r
+
[
sin θ
α2
(ω −Ω)Fθφ
]
,θ
= A0
[
sin2 θ
α2
(ω −Ω)
]
,θ
, (A.2)
and the last equality applies to the split monopole geometry invoked in our model, Aϕ = C(1 − cos θ). We note that
√
ABr sin θ =
Fθϕ = C sin θ, which implies that
√
ABr =
√
AHBH = C, here BH = Br(r = rH) and likewise A. Explicitly:
ρGJ =
BH
√
AH cos θ
2piΣ2∆
[(
A +
2Mr(r2 + a2)
Σ
a2 sin2 θ
)
(ω −Ω) + ∆ω a2 sin2 θ
]
. (A.3)
Since the gap dynamics is restricted to longitudinal oscillations we have F′θt = 0 in Eq. (A.1). Next, the radial component of
Ampère’s law, ∂µ(
√−gFrµ) = √−g jr, gives
−
[
∆ sin θ
α2
{F′rt + (ω −Ω)Frϕ}
]
,t
+
(
∆ sin θ
Σ
Frθ
)
,θ
= 4pi
√−g jr, (A.4)
and for our split monopole geometry Frϕ = 0. Outside the gap the flow is stationary (∂t = 0), and charge conservation, ∂µ(
√−g jµ) =
0, yields ∂r(Σ jr) = 0 in the force-free limit, so that the radial electric current is conserved along magnetic surfaces: Σ jr = J0 =
const. From Equation (A.4) we obtain
J0 =
1
4pi sin θ
(
∆ sin θ
Σ
Frθ
)
,θ
(A.5)
outside the gap. This conserved current must be flowing through the gap. Thus, the induction equation, Eq. (A.4), reduces to
∂t
(A
Σ
F′rt
)
= −4pi(Σ jr − J0). (A.6)
Frame dragging couples the toroidal and poloidal components of the wave field:
∂t
(
Σ√
∆
E′ϕ
)
=
√
A sin θE′r∂rω, (A.7)
∂t
(
Σ√
∆
B′ϕ
)
= ∂θ
(
Σ√
A
E′r
)
. (A.8)
From the latter relations we find |E′ϕ| ∼ (λ/r)|E′r |  |E′ϕ|, where λ  r is the characteristic wavelength of the oscillations, and
likewise for B′ϕ, thus those fields can be neglected.
Appendix B: Monte Carlo scheme
Appendix B.1: Compton scattering
The Compton scattering opacity is given by
κc(γ) =
2piσT
hc
∫ 1
−1
dµs(1 − βµs)
∫ max
min
ds
s
Is(s)σ˜KN(′s) =
τ0
2rg
∫ 1
−1
dµs(1 − βµs)
∫ max
min

p
minds

p+1
s
σ˜KN(′s), (B.1)
where γ is the Lorentz factor of the particle before scattering, Is(s) is the intensity of the ambient radiation field defined in Equation
(18), ′s = γ(1 − βµs)s is the target photon energy in the rest frame of the particle, τ0 is the fiducial optical depth given in Equation
(19), and
σ˜KN(x) =
3
4
[
1 + x
x3
{
2x(1 + x)
1 + 2x
− ln(1 + 2x)
}
+
1
2x
ln(1 + 2x) − 1 + 3x
(1 + 2x)2
]
(B.2)
is the Klein–Nishina cross section measured in units of σT . The opacity κc(γ) is used to draw scattering events.
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Drawing the scattered photon energy
Once a scattering event occurs, the energy of the scattered photon is drawn upon transforming to the rest frame of the scatterer. The
probability density that an electron (positron) will produce a gamma ray of rest frame energy ′γ = γ(1−βµγ)γ in a single scattering
can be expressed as
f (′γ) = A
∫ ′u
′γ
d′s
∫ µ′max
µ′min
dµ′sσ(
′
γ, 
′
s)n
′
s(
′
s, µ
′
s), (B.3)
where A is a normalization coefficient, defined such that
∫
f (′γ)d′s = 1, ′u =min{′γ/(1−2′γ),′max}, βµ′min = max {−β, (min/γ′s)−1},
with −β holding for ′s > min/γ(1 − β), and βµ′max = min {β, (max/γ′s) − 1}, with β holding for ′s < max/γ(1 + β), and
n′s(
′
s, µ
′
s)d
′
s =
Is[′sγ(1 + βµ′s]
[γ(1 + βµ′s)]3
d′s
′s
, γ(1 − β)min < ′s < γ(1 + β)max (B.4)
is the spectral density of target radiation field in the rest frame of the particle. The cross section for scattering of a photon of energy
′s and direction µ′s to a final energy ′γ is given explicitly by
σ(′γ, 
′
s) =
∫
dσ
dΩ
δ
[
′γ −
′s
1 + ′s(1 − cos Θ)
]
dϕ′γdµ
′
γ =
2pi
′2γ
dσ
dΩ
(′s, 
′
γ), (B.5)
in terms of the differential cross-section
dσ
dΩ
=
3σT
16pi
(
′γ
′s
)2 (
′s
′γ
+
′γ
′s
− sin2 Θ
)
, (B.6)
where cos Θ = cos θ′s cos θ′γ−sin θ′s sin θ′γ cos(ϕ′s−ϕ′γ) is the angle between incident and scattered photons in the particle’s rest frame,
and dσ(′s, ′γ)/dΩ is obtained by substituting cos Θ = 1 + 1/′s − 1/′γ in Equation (B.6).
To save computing time we use an approximate method to sample the probability density f (′γ). We first note that to a good
approximation σ(′γ, ′s) ' 34′γ′s . Then, substituting Equations (18), (B.4), and the latter relation into Equation (B.3), we obtain
f (′γ) '
3
4′γ
∫ ′u
′γ
d′s
′−(p+2)
s
∫ µ′max
µ′min
dµ′s[γ(1 + βµ
′
s)]
−(3+p). (B.7)
The cumulative distribution is given by
F(′γ) =
∫ ′γ
′min
1+2′min
f (′γ)d′γ∫ ′max
′min
1+2′min
f (′γ)d′γ
. (B.8)
To shorten the notation we denote r = γ(1 + β)min. Approximate analytic expressions for F are obtained in terms of r as follows:
For r ≤ 0.3,
F(′γ) = C
−1
1
{
(′γ/r)2 − (′γmin/r)2 : ′γ < r
1 + 2/p − (2/p)(r/′γ)p − (′γmin/r)2 : ′γ > r (B.9)
where C1 = 1 + 2/p − (2/p)(r/′γmax)p − (′γmin/r)2.
For r > 0.3,
F(′γ) = C
−1
2

(′γ/r)2 − (′γmin/r)2 : ′γ < r/(1 + 2r)
p+2
p+1 r ln(
′
γ/r + 2
′
γ) + 1/(1 + 2r)
2 − (′γmin/r)2 : r > ′γ > r/(1 + 2r)
−(r/′γ)p+1r/(p + 1)2 +G0 ′γ > r
(B.10)
where C2 = r/(1 + p)2 +
p+2
p+1 r ln(1 + 2r) + 1/(1 + 2r)
2 − (′γmin/r)2. The analytic distribution, Equations (B.9) and (B.10),
is invertible and can be readily used to randomly select the energy ′γ. It is plotted in Fig. B.1 (red lines) for different values of
r = γ(1 + β)min, and compared (black lines) with the exact expression computed by numerically integrating Equation (B.3).
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Fig. B.1. Cumulative probability distribution for selecting scattered photon energy, for different values of r = γ(1 + β)min, with r = 0.02 (solid
lines), 0.2 (dashed lines), 2 (dot-dashed lines), and 20 (long-short dashed lines). The black curves delineate the exact distribution, and the red
curves the analytic approximation, Equations (B.9) and (B.10).
Drawing the scattered photon direction
Once the energy ′γ is selected it can be used to draw the direction µ′γ of the scattered photon. The cross section for a scattering of
target photon of energy ′s into the final state ′γ, µ′γ is
σ(′γ, 
′
s, µ
′
γ) =
∫
dσ
dΩ
δ
[
′γ −
′s
1 + ′s(1 − cos Θ)
]
dϕ′γ =
1
′2γ
√
(1 − χ2)(1 − µ′2γ ) − (µ′s − µ′γχ)2
dσ
dΩ
(′s, 
′
γ), (B.11)
where
χ(′s, 
′
γ) = 1 +
1
′s
− 1
′γ
. (B.12)
The conditional probability distribution reads
f (µ′γ|′γ) =
∫ ′u
′γ
d′s
∫ µ′s+
µ′s−
dµ′sσ(′γ, ′s, µ′γ)n′s(′s, µ′s)
f (′γ)
, (B.13)
with µ′s± = µ′γχ±
√
1 − µ′2γ
√
1 − χ2, and f (′γ) given by Equation (B.3). Due to the extremely strong beaming we can safely assume
that all particles arrive from direction µ′s = −1 with a very small scatter. The latter relation then yields χ = −µ′γ, and from Eq. B.12
we have
1
′s
=
1
′γ
− (1 + µ′γ); −1 ≤ µ′γ ≤ min{1, 1/′γ − 1}. (B.14)
Approximating the cross section by σ(′γ, ′s) ' 34′γ′s and recalling that ns ∝ 
′−(p+1)
s , we find
f (µ′γ|′γ) ∝
[
1
′γ
− (1 + µ′γ)
]p+2
; −1 ≤ µ′γ ≤ min{1, 1/′γ − 1}. (B.15)
The cumulative distribution, F(µ′γ|′γ) = F−10
∫ µ′γ
−1 f (y|′γ)dy, explicitly given by
F(µ′γ|′γ) =
1 −
[
1 − ′γ(1 + µ′γ)
]p+3
F0
− 1 ≤ µ′γ ≤ min{1, 1/′γ − 1},
where F0 = 1 − (1 − 2′γ)p+3 if ′γ ≤ 1/2 and F0 = 1 if ′γ > 1/2, is used to randomly select µ′γ.
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Appendix B.2: Pair production
The full pair production cross section (measured in units of σT ) is given by
σ˜γγ(s, γ, µ) =
3
16
(1 − β2cm)
[
(3 − β4cm) ln
(
1 + βcm
1 − βcm
)
− 2βcm(2 − βcm)
]
, (B.16)
where βcm is the speed of the electron and positron in the center of momentum frame, given by
1 − β2cm =
2
(1 − µ)sγ , (B.17)
and γ, s are the dimensionless energies of the annihilating photons. The threshold energy for pair production through the interaction
of a target photon with a gamma ray of energy γ is given by the condition βcm = 0 or th = 2/(1− µ)γ. The pair production opacity
reads
κpp(γ) =
2piσT
hc
∫ 1
−1
dµ(1 − µ)
∫ max
th
ds
s
I(s, µ)σ˜γγ(s, γ, µ) =
τ0
2rg
∫ 1
−1
dµ(1 − µ)
∫ max
th

p
minds

p+1
s
σ˜γγ(′s). (B.18)
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