Recently considerable attention has been given to the study of risksensitive stochasic control problems 1]-13]. Risk-sensitive control is a generalization of the risk-neutral approach, in which we seek to minimize an exponential of the sum of costs. In particular, there has been work on risksensitive Markov Decision Processes (MDPs) { i.e., discrete-time problems with a nite or countable state space; this research is reviewed in 12]. We focus here on risk-sensitive control of partially observable MDPs, also known as Hidden Markov Models (HMMs). For such problems, an information state and dynamic programming equations are introduced in 1]. Structural results for the value function in the partially observed setting are provided in 7]. The average cost partially observed problem has been studied in 8].
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The remainder of the paper is organized as follows. In Section 2 we introduce the partially observed risk sensitive control problem and a verication theorem is presented. Section 3 presents the replacement problem and proves existence of a solution to the dynamic programming equation. The structure of the optimal policy is analyzed in Section 4. Finally, in Section 4 we present simulation results and compare the behavior of optimal risk-sensitive policies to the risk-neutral and worst case behaviors. x2 Partially Observed Controlled Markov Model Let the partially observed controlled Markov model be given by a vetuple (X; Y; U; fP(u) : u 2 Ug; fQ(u) : u 2 Ug); here X = f1; 2; :::; N X g is the nite set of states, Y = f1; 2; :::; N Y g is the set of observations (or outputs), U = f1; 2; :::; N U g is the set of decisions (or controls). In addition, let P (u) := p ij (u)] be the N X N X state transition matrix, and Q(u) := q xy (u) ] is the N X N Y state/output matrix, i.e., q xy (u) is the probability of receiving message y when the state is x and action u has been taken. We adopt the following information pattern:
Information Pattern: At decision epoch t, the system is in the (unobservable) state x t = i, a decision u t = u is taken, and the state evolves to x t+1 = j with probability p ij (u) . Once the state has evolved to x t+1 , an observation y t+1 is gathered, such that: P robfy t+1 = yjx t+1 = i; u t = ug = q x;y (u):
Hence, based on I t := (y 0 ; u 0 ; y 1 ; :::; u t ; y t+1 ), a new decision u t+1 is selected. Let Y t be the -eld generated by the available observations up to t.
Given an expected cost per stage (i; u) 7 ! c(i; u), the sum of costs for the nite horizon T is given by
c(x t ; u t ):
The risk-sensitive control problem is that of nding a control policy = f 0 ; 1 ; :::; T ?1 g, with I t 7 ! t (I t ) 2 U, such that
is minimized, where ?1 > 0 is the risk factor; here E p 0 denotes the expectation induced by policy and, implicitly, the initial distribution of the state.
Then the risk sensitive optimal control problem is to nd a policy 2
(set of admissible controls) that minimizes J (p 0 ; ).
Remark 2.1 Under suitable conditions, a solution to this problem has been given in 8] using dynamic programming techniques. There, the problem is transformed into a completely observed problem by introducing a su cient statistic, and proving that a separated optimal control can be obtained from the corresponding dynamic programming equation. However, those conditions are not satis ed for some problems, e.g. the two state replacement problem. In particular, the conditions of 8] are essentially equivalent to the primitivity of P (u) for all u, which is not the case for the problem considered in Section 3 below. Thus another approach must be followed. Next we transform the above partially observed problem into one that is completely observed. For full details and justi cations consult 1,2,8,12].
Let 2 be given, and let G t = (x 0 ; : : : ; x t ; y 1 ; : : : ; y t ) be the -eld generated by the state and output processes up to time t. Let P be the probability measure induced by policy . Then there exists a probability measure P y (with corresponding expectation E y ) on G t , under which fy t g are independent and identically distributed random variables, uniformly distributed, independent of fx t 0 ; t 0 tg, and fx t g is a Markov chain with the same distribution as above. Further, P y is equivalent to P on G t , and .4) is optimal and is the optimal risk-sensitive average cost.
For the proof of this theorem, see 8, Theorem 4.1].
x3 The replacement problem
This section contains the main results of the paper. We consider the risk sensitive control of a replacement problem, which has been studied in the risk neutral case 5, 6] . This is a two-state replacement problem which models failure-prone units in manufacturing systems, communication systems, etc. Let x t be the state of the unit, which can either be working (x t = 0) or degraded/failed (x t = 1), and the control actions are to operate the system in its current condition (u t = 0), or replace the unit with a new one (u t = 1). The transition matrices P (u) for the state x t are given by Remark 3.1 The control action u = 1 plays the role of a reset action.
The next proposition summarizes several properties of f( ; y; 0), which will be used later in this section. Its proof follows in a straightforward manner by algebraic manipulations, and we omit it. In the risk neutral case 5] this equation was solved using the vanishing discount approach. However, for the risk-averse case, we approximate the value function of the average cost risk sensitive control problem through the value function of a discounted cost dynamic game satisfying Moreover, using induction, it can be easily seen that W n ( ) is nondecreasing and concave for all n = 0; 1 : : :, and therefore so is W . In this section we show that the optimal policy is of the \control limit" or \threshold" type, as is the case in the risk neutral average cost case 5]. Proof. We prove rst that it is average-cost optimal to produce at = 0. i.e.
(1 ? )W (1) 1 C:
Then, using the monotonicity of W ( ), we have
which is a contradiction. Thus, the minimum on the r.h.s. of (4.1) is achieved at u = 0, and using Lemma 4.5 in 5], it follows that it is average-cost optimal to produce at = 0. Let 0 < f(0; 0; 0) and assume that it is average-cost optimal to repair at . Then it is average-cost optimal to repair in ; 1] by Lemma 4.1. The average cost incurred by this policy is R. In view of Proposition 3.1, also a policy that produces in 0; f(0; 0; 0)] and replaces in (f(0; 0; 0); 1] incurs an average cost of R, and thus it is optimal to produce at . Proof From the proof of Lemma 3.2, it follows that there exists a sequence fW n g such that W 0 = 0, and W n % W . Then, in order to prove the lemma, it is enough to prove that for each 2 0; 1] the function
is nonincreasing for n = 0; 1; : : : : We rst prove that for each 2 0; 1] Then, from (4.5) and (4.7), it follows that (4.6) holds for n = k + 1. Finally, (4.3) follows in a straightforward way from (4.6). If C1 does not hold, the same arguments as in part (a) give that it is optimal to repair at = 1. Taking the limit when % 1, and using Lemma 4.4, we get C > : Assume that the statement of the theorem is not true, i.e., that there is not R 2 (0; 1) such that it is optimal to repair in R ; 1].
Then it will be optimal to produce in 0; 1). Since was chosen arbitrarily, we get that C, a contradiction.
x5 Simulation and comparison of results for di erent parameters
The optimal policies for this problem under the risk-sensitive and riskneutral cost criteria are of threshold type; however, for each value of the risk factor ?1 , this policy is a function of a di erent information state. Thus the policies cannot be meaningfully compared simply by comparing the thresholds. In order to compare policies for di erent values of the risk factor, we have compared by Monte Carlo simulation the percentage of repair actions induced by each policy.
Two sets of parameters were chosen and the e ect of the risk factor on other variables in the machine replacement problem were investigated. The interval 0,1] was partitioned into 100 points, so the information state is limited to 100 values. Information state evolution curves are shown in Figure 1(a,b) for two di erent values of risk factor. As the risk factor ?1 increases, there is a faster increase in the information state. Note that in Figure 1 (b) (larger risk factor), even when the observation indicates that the machine is in good condition, the information state increases. Figure 2(a,b) show how the threshold value changes with and Figures  3(a,b) show the replacement percentages for two di erent sets of parameters.
When an increase of the risk factor results in a decrease of the threshold ( R C < 2), the replacement percentage increases almost monotonically (the only downward jumps appear when there is is an upward jump in the threshold). But when the threshold increases with the risk factor, there is no monotonicity in the trend of change in the replacement percentage. There are discontinuities in the replacement percentage and threshold curves which are a result of discontinuous change of information state. The ratio R C is an important factor in determining the characteristics of the system. When R C < 2 (i.e., R 2 < C) the replacement percentage approaches 50% for large values of risk factor. This can be interpreted as follows: as ?1 ! 1, the risk-sensitive problem approaches the worst-case (or minimax) problem 4]. Since in the worst case, the machine fails as often as possible (one step after a repair), the optimal policy is to replace (i.e. reset the state to 0) every other step, with an average cost of R=2. When R C > 2 (i.e., R 2 > C) if we increase the risk factor, replacing every other step is more costly than not replacing at all and incurring an average cost of C . So when the risk factor gets large enough the replacement percentage suddenly drops to zero. 
