Abstract. Let M be a smooth compact manifold with boundary. Under some geometric conditions on M , a homotopical model for ∂M can be recovered from the configuration category of M ∂M . The grouplike monoid of derived homotopy automorphisms of the configuration category of M ∂M then acts on the homotopical model of ∂M , in a way which is compatible with the action of the homeomorphism group of M on ∂M .
Introduction
This paper is a continuation of [9] . The main point is a translation of the results of [9] into a more homotopical language. This makes a better connection with the configuration categories as used in [3] . The original formulation in [9] uses topological posets P(L), P(M ∂M ) etc., where M and L are smooth manifolds. Here is a short reminder in the simplest cases. Suppose first that L is a smooth compact submanifold of a smooth manifold M . Both M and L are without boundary and L is equipped with a Riemannian metric. The elements of P(L) are pairs (S, ρ) where S is a finite subset of L and ρ : S → R is a function with positive values. There is a condition: for each s ∈ S, the exponential map is defined and regular on the closed disk of radius ρ(s) in T s L, and the images of these disks under the exponential maps (for each s ∈ S ⊂ L) are pairwise disjoint in L. Let V L (S, ρ) ⊂ L ⊂ M be the union of the images in L of the corresponding open balls of radius ρ(s) in T s L under the exponential maps. There are results of the following form: the map
induced by the inclusions M L → M V L (S, ρ) is a weak equivalence, under some conditions. That map can also be written in the form
where Φ is the contravariant functor (S, ρ) → M V L (S, ρ) from P(L) to spaces. In any case the homotopy limit is an enriched form of homotopy limit. Suppose next that M is smooth, compact, with boundary and equipped with a Riemannian metric; no submanifold L is specified. Define P(M ∂M ) roughly as above in the case of L, so that elements of P(M ∂M ) are pairs (S, ρ) where S 2010 Mathematics Subject Classification. Primary 57R19, 55P65. This project was supported by the Humboldt foundation through a Humboldt professorship, 2012-2017. is a finite subset of M ∂M and ρ is a function with positive values on S. Again there is a condition: for each s ∈ S, the exponential map is defined and regular on the closed disk of radius ρ(s) in T s (M ∂M ), and the images of these disks under the exponential maps (for each s ∈ S) are pairwise disjoint in M ∂M . For (S, ρ) ∈ P(M ∂M induced by the inclusions ∂M → M V (S, ρ) is a weak equivalence, under some conditions. That map can also be written in the form ∂M −→ holim Ψ where Ψ(S, ρ) = M V (S, ρ) for (S, ρ) ∈ P(M ∂M ). The homotopy limit is an enriched form.
The language of configuration categories
The translation promised in the introduction uses Rezk's concept of a complete Segal space and the associated framework [7] in which topological categories can be viewed as objects of a model category. It is not a great challenge to recast the topological posets P(L), P(M ∂M ) etc. as complete Segal spaces. Indeed they are already complete Segal spaces; but we are going to tinker with their definitions in order to make a better connection with [3] . The more important and more challenging task for us is to make sense of the continuous functors Φ, Ψ etc. and their homotopy limits in the setting of complete Segal spaces.
Simplicial spaces, Segal spaces and complete Segal spaces.
In the first few sections of [3] there are definitions of Segal space and complete Segal space with some examples and counterexamples. The central example there is the configuration category of a manifold M . This comes in many guises, well-known and less well-known. There is a variant where M has empty boundary, and a more complicated variant in the case where M has nonempty boundary. Here we only give a brief review of the definitions and examples.
The nerve construction turns small categories into simplicial sets and small topological categories into simplicial spaces. It was Graeme Segal [8] , [2] who promoted the idea that the nerves and their homotopical properties are more important than the categories themselves. In that spirit Rezk [7] gave the following definition. For r ≥ 0 and i = 1, 2, . . . , r let u i : [1] → [r] be the monotone injection defined by u i (0) = i − 1 and u 1 (1) = i. A Segal space is a simplicial space X such that for each r ≥ 2 the map (u * 1 , u * 2 , . . . , u * r ) from X r to the homotopy inverse limit of the diagram
with r copies of X 1 , is a weak homotopy equivalence. (In the case where X 0 is weakly contractible this simplifies to the condition that (u * 1 , u * 2 , . . . , u * r ) as a map from X r to (X 1 ) r be a weak homotopy equivalence for all r ≥ 2, and constitutes Segal's definition of an A ∞ topological monoid with unit.) In particular the nerve of any small category is a Segal space X which also happens to be a simplicial set. Another important type of example: if C is a topological category (category object in the category of topological spaces), and if one of the maps source, target from the space mor(C ) to the space ob(C ) is a Serre fibration, then the nerve N C is also a Segal space.
An irritating fact remains: equivalences between small categories are not always reflected in degreewise weak equivalences between their nerves. is the union of the homotopy invertible path components of Y 1 . He showed that for every Segal space X there exists a Segal space Y and a simplicial map X → Y which is a Dwyer-Kan equivalence, and where Y is complete. Moreover a Dwyer-Kan equivalence between complete Segal spaces is a degreewise weak equivalence (between simplicial spaces). Example: a discrete group G determines a category with one object whose set of endomorphisms is the group G. The nerve of that category is a Segal space X, but it is not complete unless G is the trivial group. The Rezk completion Y of X has the form of a constant simplicial space, Y r = BG for all r ≥ 0.
The nerves of the topological posets P(L) and P(M ∂M ) defined in section 1 are excellent examples of complete Segal spaces. In [3] we use slightly different editions denoted con(L), con(M ), con(M ∂M ) etc., for mostly bureaucratic reasons. One definition of the simplicial space X = con(L) for a smooth Riemannian manifold L with empty boundary is as follows. An object, alias element of X 0 , is an element (S, ρ) of P(L) together with a total ordering of S. There is at most one morphism between any two objects, and this happens if and only if (S, ρ) ≤ (T σ) holds for the underlying elements (S, ρ) and (T, σ) of P(L). Thus X 0 is a covering space of the space of objects of P(L), so that the fiber over an element (S, ρ) in P(L) is the set of total orderings of S; and X 1 is a covering space of the space of morphisms in P(L), so that the fiber over (S, ρ) ≤ (T, σ) is the product of the set of total orderings of S with the set of total orderings of T . In this way, X 0 and X 1 form object space and morphism space of a topological category (category object in the category of topological spaces). The nerve of that is con(L), a simplicial space; more precisely it is called the Riemannian model of con(L) in [3] . It is a Segal space (e.g. because d 1 =target from X 1 to X 0 is a Serre fibration), but not a complete Segal space except in a few cases of little interest. We recover the loss by making two observations.
• The forgetful functor con(L) → P(L) is a Dwyer-Kan equivalence.
• con(L) is a fiberwise complete Segal space over the nerve of Fin (explanation follows).
Here Fin is the small category whose objects are the finite sets n = {1, 2, . . . , n} for n ≥ 0 with all maps between these sets as morphisms. There is an obvious forgetful functor from con(M ) in the above definition to N Fin, the nerve of Fin. By saying that con(L) → N Fin is a fiberwise complete Segal space we mean that the resulting commutative square
(where X = con(L) and Y = N Fin) is a weak homotopy pullback square. In the case where L has nonempty boundary, there is a more complicated definition of P(L) and a related definition of con(L). The elements of P(L) are pairs (S, ρ) where S is a finite subset of L ∂L and ρ is a function from S ⊔ ∂L to the positive reals, locally constant on ∂L and subject to a few more conditions.
-For each s ∈ S, the exponential map exp s at s is defined and regular on the disk of radius ρ(s) about the origin in T s L . -The (boundary-normal) exponential map is defined and regular on the set of all tangent vectors v ∈ T z L where z ∈ ∂L, where the vector v is inward perpendicular to T z ∂L and |v| ≤ ρ(z). There are many alternative descriptions of con(L) in [3] ; each of these can be related to the above definition by a chain of degreewise equivalences over N Fin or over N Fin * , as appropriate. (Actually L is typically called M in [3] and now we shall adopt that habit.) One of them, the approximate factorization model, deserves to be mentioned here because it does not require a Riemannian metric, or even a smooth structure, and has very good naturality properties. It is probably due to [1] . Suppose to begin with that M is a topological manifold with empty boundary. Let k ∈ N. The space of maps from k to M comes with an obvious stratification. There is one stratum for each equivalence relation η on k . The points of that stratum are precisely the maps k → M which can be factorized as projection from k to k /η followed by an injection of k /η into M . Now we construct a topological category whose object space is
By a morphism from f ∈ emb(k , M ) to g ∈ emb(ℓ , M ) we mean a pair consisting of a map v : k → ℓ and an exit path γ from gv to f in the stratified space of all maps from k to M . (In more detail: γ is a path [0, a] → map(k, M ) for some a ≥ 0, and the exit path property means that if γ t (x) = γ t (y) for some t ∈ [0, a] and x, y ∈ S, then γ s (x) = γ s (y) for all s ∈ [0, t]. Note that f is injective but gv need not be injective since v is not required to be injective.) The space of all morphisms is therefore a coproduct with one summand for each morphism v : k → ℓ in Fin, where that summand consists of triples (f, g, γ) as above: f ∈ emb(k , M ), g ∈ emb(ℓ , M ) and γ an exit path from gv to f . Composition of morphisms is obvious. The nerve of this category is a fiberwise complete Segal space over N Fin.
In the case of a topological manifold M with nonempty boundary, the definition of con(M ) along similar lines is slightly more complicated, but we need it. The space of maps from k to M comes with a stratification. There is one stratum for each pair (S, η) where S ⊂ k and η is an equivalence relation on k such that S is a union of equivalence classes. The points of that stratum are the maps k → M taking S to ∂M and the complement of S to M ∂M , and which can be factored as projection from k to k/η followed by an injection of k/η into M . Now we construct a topological category whose object space is
which is an exit path. It is required to satisfy γ a = f and
Composition of morphisms is almost obvious. The nerve of this topological category is a fiberwise complete Segal space over N Fin * which we can regard as an alternative definition or description of con(M ).
Functors as maps between simplicial spaces.
A map between complete Segal spaces X and Y is a simplicial map f : X → Y . Such an f can also be regarded as a functor from X to Y . The map f is considered to be a weak equivalence if each f r : X r → Y r is a weak equivalence of spaces. For many purposes it is useful to have a notion of space of maps from X to Y which is functorial in the two variables X and Y and takes weak equivalences to weak equivalences. Such a concept exists and is called the derived space of maps from X to Y , and denoted
Rmap(X, Y ) .
To define this we do not need to know or assume that X and Y are complete Segal spaces. It suffices to know that they are simplicial spaces. It suffices to have a decision as to which simplicial maps between simplicial spaces are to be called weak equivalences (namely, those which are weak equivalences of spaces). Therefore we switch briefly to the general setting where X and Y are contravariant functors from a (small, discrete) category C to the category of spaces. (The example to keep in mind is C = ∆.) Let D be the category of such functors from C to spaces, where morphisms alias maps are natural transformation. A map f :
is a weak equivalence of spaces for each object c in C . It is straightforward to define a space map(X, Y ), for example as the geometric realization of the simplicial set where a k-simplex is a map from X × ∆ k to Y , where ∆ k is the geometric k-simplex (a space). We look for a definition of Rmap(X, Y ), the derived mapping space. There are two well-known options.
• Dwyer and Kan [4] have a definition of Rmap(X, Y ) in an extremely general setting where X and Y are objects in a category D with a subcategory of so-called weak equivalences, subject to some mild conditions. Their definition of Rmap(X, Y ) is big in the sense that it can be a simplicial class rather than a simplicial set if D is not small.
• For the category D (as defined above, category of contravariant functors from C to spaces) we have a subcategory of weak equivalences and a preferred action of the category of simplicial sets on D, given by the ordinary degreewise product of simplicial sets with simplicial spaces. There are a few standard ways to enhance these data to the structure of a Quillen simplicial model category [6] , [5] . (For us the preferred choice is the one where a map between simplicial spaces is considered to be a fibration if it is a degreewise Serre fibration.) Then Rmap(X, Y ) can be defined as map(X ♭ , Y ♯ ) where X ♭ is a cofibrant replacement of X and Y ♯ is a fibrant replacement of Y . To achieve strict functoriality one should use functorial replacements, so that X → X ♭ is a functor with a natural transformation to the identity by weak equivalences, and Y → Y ♯ is a functor with a natural transformation from the identity by weak equivalences. It is a special case of a result in [4] that these two definitions of Rmap(X, Y ) agree up to a chain of weak equivalences. (This has the consequence that Rmap(X, Y ) according to the second definition is largely independent of the choices required there.)
Returning to simplicial spaces X and Y , we conclude that we have a few good definitions of a derived mapping space Rmap(X, Y ), since a simplicial space is a contravariant functor from ∆ to spaces. More generally, suppose that Z is a fixed simplicial set, and let X, Y be simplicial spaces over Z, that is to say, simplicial spaces equipped with reference maps p X and p Y to Z, respectively. By Rmap Z (X, Y ) we mean the fiber of the map Rmap(X, Y ) → map(X, Z) given by composition with p Y over the point determined by p X . Perhaps it is worth pointing out that map(X, Z) is a set, alias discrete space. We are also using the fact that p Y : Y → Z extends uniquely to a map Y ♯ → Z.
Derived section spaces and the shift construction
What we are after in this section is a description of functors such as the functor Ψ in section 1, and their homotopy inverse limits, in terms of not much more than the source category. In the setting of section 1 the source category would be P(M ∂M ), but it is better for us to use the variant con(M ∂M ) with the reference functor from there to Fin.
3.1. Derived section spaces. Let p : E → X be a map between simplicial spaces. Choose a factorization
of p where the first arrow is a weak equivalence and p ♯ is a fibration. Choose a weak equivalence X ♭ → X where X ♭ is cofibrant.
Definition 3.1.1. The derived section space of p, denoted RΓ(f ), is the space of lifts as in the diagram
Using functorial replacements p ♯ and X ♭ of p and X is a good idea.
3.2. The shift construction. Let X be a Segal space and let A be any simplicial space. Rezk has a definition of an internal mapping object X A which is as follows (in a possibly simplified form which I hope is good enough here). Put
where ∆[n] is the simplicial set freely generated by one element in degree n, so that the geometric realization |∆[n]| is the standard geometric n-simplex ∆ n . 
3. There is a functor σ : Fin → Fin given by disjoint sum with a singleton. In more detail, σ is given by {1, 2, . . . , k} → {1, 2, . . . , k, k+1} on objects, and for a morphism f : k → ℓ the morphism σ(f ) is given by σ(f )(x) = f (x) for x ≤ k and σ(f )(k + 1) = ℓ + 1. The standard inclusions of {1, 2, . . . , k} in {1, 2, . . . , k, k + 1} define a natural transformation u : id → σ between endofunctors of Fin . Together, σ and u determine a map from ∆ [1] × N Fin to N Fin, or in adjoint form, a map of Segal spaces from N Fin to N Fin ∆ [1] . Since N Fin ∆ [1] is a simplicial set and at the same time a Segal space, it is (isomorphic) to the nerve of a small category, and this is also easy to see directly. Let X be a simplicial space over N Fin. Let E σ (X) be the simplicial space defined by the pullback square of simplicial spaces and simplicial sets
There is a map ψ X :
from the defining pullback square with the map Let us see how the derived section space RΓ(ψ X ) depends on X. (Reason for being interested in RΓ(ψ X ): we will see later that it is a useful approximation to ∂M when X is con(M ∂M ) for a compact smooth manifold M .) Briefly, we would like to know that homotopy automorphisms of X as a simplicial space over N Fin induce homotopy automorphisms of RΓ(ψ X ). The following is a sketch. Abbreviate W (X) := RΓ(ψ X ). Let v : X → Y be a weak equivalence between simplicial spaces. This determines a commutative square of simplicial spaces
which are also Kan fibrations. It turns out that this is already enough to establish a great deal of naturality for the construction X → W (X). Namely, for a fixed X, simplicial space over N Fin, let C X be a small subcategory of the category of simplicial spaces over N Fin with the following properties.
• X is an object of C X .
• Every object of C X is weakly equivalent to X (in the category of simplicial spaces over N Fin).
• The morphisms in C X between any two objects of C X are precisely the weak equivalences between these two in the category of simplicial spaces over N Fin.
• C X is closed under (some) functorial cofibrant replacement.
It is well known reference ??? that the classifying space BC X is then a correct model for Bhaut N Fin (X), where haut N Fin (X) is the union of the homotopy invertible components of Rmap N Fin (X, X). A diagram of the shape
. . , v(k)), the inverse limit of the diagram of simplicial sets
This comes with forgetful projections to the W (X(i)) which are weak equivalences and Kan fibrations. Now we have the following projection map.
⋆ These homotopy colimits are taken over the category where an object is a contravariant functor from the ordered set [k] = {0, 1, . . . , k} to C X , for some k, and a morphism from v :
The target of the map (3.2.1) is still an incarnation of Bhaut N Fin (X) and the map itself is a quasi-fibration with fibers weakly equivalent to W (X). Therefore we can say that the map (3.2.1) determines a classifying map
where haut(W (X)) is the space of homotopy automorphisms of W (X); that is, haut(W (X)) = Rmap × (W (X), W (X)). 
is M V (S r , ρ r ). From a model category point of view we should have proceeded differently. The first step should have been to introduce E r (Ψ), total space of a fiber bundle on N r P(M ∂M ) such that the fiber over
is M V (S 0 , ρ 0 ). Note the difference between E ! r (Ψ) and E r (Ψ). Now [r] → E r (Ψ) is a simplicial space and the projections E r (Ψ) → X r make up a simplicial map p : E(Ψ) → N P(M ∂M ). It is easy to see that E(Ψ) is a complete Segal space like N P(M ∂M ), although this will not be used explicitly in the following. Think of E(Ψ) as the Grothendieck construction (also known as transport category) of the contravariant functor Ψ. This suggests the definition 
be a point in N r P(M ∂M ). Let F r,x be the space of maps from ∆ r to M satisfying the condition that, for every monotone injective u : [t] → [r], the corresponding face of ∆ r is taken to M V (S u(t) , ρ u(t) ). Let E ♯ r (Ψ) → N r (P(M ∂M ) be the fiber bundle such that the fiber over x is F r,x . There is an inclusion
indeed F r,x ∩ E r (Ψ) is precisely the subspace of the constant elements in F r,x . Moreover it is easy to see that E ♯ r (Ψ) is a simplicial space again. In the factorization
of p , the first map is a weak equivalence and the second is a Reedy fibration. Therefore it is allowed to define holim Ψ as the space of sections of
and this is exactly the definition of holim Ψ given in [9, §2.1]. Now it is also clear how we can relate the older definition of holim Ψ to the alternative definition (3.3.1). Namely, we pass from the honest section space of (3.3.2) to the derived section space of (3.3.2) in a possibly different model category structure (with the same weak equivalences), and compare that to the derived section space (3.3.1).
Example 3.3.1. One of the good things that we get from this section is an identification of holim Ψ in section 1 or [9, §2.1] with RΓ(ψ X ) of definition 3.2.3, where X is con(M ∂M ), a fiberwise complete Segal space over N Fin. There are a few simple steps to this conversion.
(i) We start with X = N P(M ∂M ) and the map p : E → X of simplicial spaces where E r = E r (Ψ) is the total space of a bundle on X r such that the fiber over a point (
. By definition and by the foregoing discussion, the homotopy limit holim Ψ in section 1 is RΓ(p), which can be thought of as the space of sections of p ♯ : E ♯ → X, where p ♯ is a Reedy fibration replacing p. (ii) We modify X, E and E ♯ in (i) by choosing total orderings for all configurations in sight. The new X is now entitled to the name con(M ∂M ) and it is a simplicial space over N Fin. We obtain a new RΓ(p), space of sections of the new p ♯ : E ♯ → X. The space RΓ(p) in (i) maps to the new version RΓ(p) here in (ii) by a weak equivalence. (iii) We keep X as in (ii) but make some small changes to E and E ♯ . The new E r is the total space of a fiber bundle on X r such that the fiber over a string ((S 0 , ρ 0 ) ≥ · · · ≥ (S r , ρ r )) ∈ X r , where the sets S 0 , . . . , S r are totally ordered, is the set of pairs (z, ε) where z ∈ M V (S 0 , ρ 0 ) and ε is a positive real number which is less than the distance from z to ∂M and less than the distance from z to the closure of V (S 0 , ρ 0 ). The new E is entitled to the name E σ (X). We obtain a new variant of p : E → X which is entitled to the name ψ X : E σ (X) → X. We obtain a new variant of RΓ(p). This is entitled to the name RΓ(ψ X ) where X = con(M ∂M ). Similar good things can be said about holim Ψ in [9, §3.2]. It can be identified with RΓ(ψ X ) of definition 3.2.4, where X is con(M ∂ 1 M ), a fiberwise complete Segal space over N Fin * . To recall some of the details: M is a smooth compact Riemannian manifold with boundary and corners in the boundary, so that
where S is a finite subset of M ∂M and ρ : S ⊔ ∂ 0 M → R is a function with positive values, locally constant on ∂ 0 M . There are some smallness conditions on ρ as usual. In addition it is required that the Riemannian metric on M be a product metric near ∂ 1 M (product of a Riemannian metric on ∂ 1 M and the standard metric on a closed interval). For (S, ρ) ∈ P(M ∂M ) the set V (S, ρ) is defined as an open subset of M ∂ 1 M , but the functor Ψ is defined by (S, ρ) → M V (S, ρ). As a result there is a map
. This is a weak equivalence under some (rather severe) conditions on M .
Twisted arrow construction combined with shift construction
In this section the construction in [9, §4.1] of a functor Θ from the twisted arrow construction on the topological poset P(M ∂ 1 M ) to spaces will be generalized. In the general form it is applicable to a simplicial space X over N Fin * which replaces the nerve of P(M ∂ 1 M ).
4.1. Twisted arrow construction on simplicial spaces. The twisted arrow construction on a simplicial space X is tw(X) := X • β, where β : ∆ → ∆ is the functor [n] → [2n + 1]. More precisely, ∆ is the category of totally ordered nonempty finite sets and order-preserving maps, or the equivalent full subcategory with objects [n] for n ≥ 0, and β is the functor which takes a totally ordered nonempty finite set S to S ⊔ S op (with the total ordering where a < b whenever a ∈ S ⊂ S ⊔ S op and b ∈ S op ⊂ S ⊔ S op ). The inclusions S → S ⊔ S op define a natural transformation e : id → β. This induces a simplicial map tw(X) → X of simplicial spaces which is entitled to the name source. Example: If X = N C for a small category C , then tw(X) = N (tw(C )) where tw(C ) is the twisted arrow category of C . (An object of tw(C ) is a morphism in C and a morphism in tw(C ) is a commutative diagram
in C , where the top row is the source object in tw(C ) and the bottom row is the target object.) The canonical map tw(X) → X is then the map of nerves induced by the forgetful functor which takes an object in tw(C ), alias morphism a → b in C , to its source a. Here we need another variant consisting of a functor τ : tw(Fin * ) → tw(Fin * ) and a natural transformation v from the identity on tw(Fin * ) to τ . On objects, τ is defined by
where g(x) = f (x) for x ∈ [m] and g(m + 1) := 0. The remaining details are settled in such a way that F s τ = σF s and F t τ = F t , where F s , F t : tw(Fin * ) → Fin * are the functors given by source and target, respectively.
For a simplicial space Y over tw(N Fin * ) = N (tw(Fin * )) let E τ (Y ) be the simplicial space defined by the pullback square of simplicial spaces and simplicial sets
There is a map
from the defining pullback square with the map More precisely this action is constructed as a map
More specifically, if Y = tw(X) for a simplicial space X over N Fin * , then we also have an obvious map Bhaut N Fin * (X) → Bhaut N tw(Fin * ) (Y ) which we can compose with the above, to conclude that haut N Fin * (X) acts on RΓ(θ Y ). 
where F * s ψ X is defined by a (degreewise) homotopy pullback square of simplicial spaces and simplicial maps
Configuration categories and homotopy automorphisms
It is easy to reformulate [9, Thm. 2.1.1] and [9, Thm. 3.2.1] in the language of configuration categories. In itself that may not be worthwhile, but we can make something new out of that by combining with the observation that the functor Ψ in these theorems, translated to the configuration category setting, admits a description in terms of the source category. That was already mentioned in sections 3.2 and 3.3.
5.1. The prototype. Suppose that the compact smooth M satisfies the condition of [9, Thm. 2.1.1]. That is to say, M is the total space of a smooth disk bundle on a smooth compact manifold L without boundary, where the fibers are disks of dimension ≥ 3. Write
for the union of the homotopy invertible (path) components in Rmap N Fin (X, X) where X = con(M ∂M ). Composition makes this into a grouplike topological or simplicial monoid. More details on that will emerge in the proof of the upcoming theorem.
Theorem 5.1.1. Under these conditions on M , the broken arrow in the following homotopy commutative diagram can be supplied:
Proof. We use the approximate factorization model for X = con(M ∂M ). Let A = con(M ∂M ; 0) be the simplicial subspace of X obtained by allowing only configurations of cardinality zero. This is of course rather trivial: A r is a point for all r ≥ 0. We will be interested in ψ X : E σ (X) → X and in the section space RΓ(ψ X ) and also in the section space RΓ(ψ X |A). It has already been indicated that RΓ(ψ X ) is weakly equivalent to ∂M , and it is easy to show directly that RΓ(ψ X |A) is weakly equivalent to M . Therefore the map
given by restriction of sections from X to A is a good candidate for something that can be described in terms of X and which is homotopy equivalent to the map or pair ∂M ֒→ M . Note in passing that, since we are using the approximate factorization model for X, we do not have a hands-on interpretation of RΓ(ψ X ). Instead we have to rely on the usual machinery with functorial cofibrant and fibrant replacements where appropriate. Despite that we have the following commutative diagram of topological or (preferably) simplicial groups:
The top horizontal arrow can be defined as the composition of the others. Now it only remains to show two things.
(i) Writing G for homeo(M ), there is a commutative diagram of G-spaces and G-maps of the form
There is a commutative square of the form
where the left-hand column is like the right-hand column of diagram (5.1.1) except for the prefix B, and the horizontal arrows are inclusion maps. Admittedly (ii) looks like something obvious or mechanical. Indeed it will be left to the reader, but since we have to rely on a cumbersome definition of Bhaut N Fin (X) as given after definition 3.2.3, it is not entirely mechanical. As for (ii), an easy solution is to introduce the manifold M e without boundary which is M with a copy of ∂M × [0, 1[ attached to ∂M as an outward collar. This means that M ⊂ M e and the action of homeo(M ) on M extends canonically to an action of homeo(M ) on M e . Let Z = con(M e ), so that A ⊂ X ⊂ Z. We let
The map from ∂M to the derived section space RΓ(ψ Z |X) which we require is easy to construct; in fact it comes as a map from ∂M to the honest section space of ψ Z |X.
(A point y ∈ ∂M determines a procedure which increases every configuration of cardinality k in M ∂M to one of cardinality k + 1 by adding that point y and viewing the result as a configuration in M e .) It follows from [9, Thm. 2.1.1] and the partial translation in section 3.3 that this map from ∂M to J is a weak equivalence. The map from M to K that we require is similar but easier to construct, and it is more obviously a weak equivalence. It is easy to relate the map (5.1.2) to the inclusion ∂M → M by a chain of homotopy equivalences (of maps, alias pairs). The topological group homeo(M ∂M ) acts on (5.1.2), since M/∂M is the one-point compactification of M ∂M . Showing that the composite map from homeo(M ∂M ) to haut(M, ∂M ) in the square of theorem 5.1.1 is that well-known map is not completely straightforward. The obvious and correct idea is that the comparison map ∂M → RΓ(ψ X ) needs to be factored in the following way,
where the second arrow respects the actions of homeo(M ∂M ), at least in a derived sense. The details are omitted. Outline of a proof. We can pretend that homeo(M ; ∂ 0 M ) consists of the homeomorphisms M → M which restrict to the identity on the closure of the collar U . Similarly, we pretend that homeo(M ∂ 1 M ; ∂ 0 M ∂∂ 0 M ) consists of the homeomorphisms M ∂ 1 M → M ∂ 1 M which restrict to the identity on the closure of U ∂ 1 M in M ∂ 1 M . This is also necessary to make the lower horizontal arrow in the square (of the theorem) meaningful. We proceed as in the proof of theorem 5.1.1. In particular we have A ⊂ X as before. We are guided by the idea that the restriction map
The argument does not require that either, but [9, Conj. 4.1.1] suggests that it is a weak equivalence under some additional geometric hypotheses on M .
5.4.
Variant with gate and cardinality restriction. Here we keep the notation of section 5.3 except for the following change: X is short for the truncated configuration category con(M ∂ 1 M ; j) and ∂X is short for con(U ∂ 1 U ; j). 
