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Abstract—We discuss a method which sequentially estimates
entire 3D shape and reflectance property of object. Our
method has novelty that use rays in both entire 3D shape
and reflectance estimation. We obtain rays on light field
and images with a slightly different viewpoint (called Sub-
aperture image) when we take light field. Therefore, we can
get dense 3D point cloud and reflected light. To estimate
these values, we use a light field camera to capture multi-view
light fields. First, we acquire partial 3D point cloud by linear
structure from motion for light field cameras (Johannsen et
al., 2015). Second, we get entire 3D point cloud to integrate
from partial shapes, and then we generate a mesh from
the point cloud. Third, we simultaneously estimate normal
vectors and a light source from the mesh. Finally, we estimate
reflectance parameters of a reflection model with the mesh,
normal vectors, and the light source. We also experimented
to estimation by light field CG image.
1. はじめに
3DCGはエンターテイメントや工業，医療など多岐
に渡る分野で使われる．コンピュータの計算速度や画
質が向上していくにつれ，近年は本物らしい見た目の
3DCGをリアルタイムで動かすことができるようになっ
てきている．3DCGをレンダリングするには物体の全周
3次元形状と反射特性，光源分布という 3要素が必要で
ある．実世界の物体から 3要素を精度よく推定できれ
ば，対象物体を高い再現性でレンダリングできる．
実世界の物体に対し，全周 3次元形状や反射特性を
推定する方法はいくつか提案されてきた．ライトフィー
ルド上で計算をおこなうのもアプローチの一つである．
ライトフィールドでは，撮影シーン内の光線を通過位
置と通過方向によって表すことができる．そのため，視
線変化の小さい範囲において，一般的な画像のように 2
次元座標のみを用いるよりも形状や反射光の変化を表
現しやすい．しかし，反射特性の推定では特定の視線方
向における深度推定，すなわち部分 3次元形状推定は
おこなわれているものの，全周形状と併せての推定は
おこなわれていない．
本研究では物体の全周 3次元形状と反射特性を，ラ
イトフィールドカメラを用いて推定する手法を提案す
る．ライトフィールドカメラとは，アレイ状に配置され
た小レンズ群をメインレンズの奥に内蔵したカメラで
ある．ライトフィールドカメラは受け取る光線をメイン
レンズで分解した後，小レンズでさらに分解して記録す
る．このため，得られた各光線をメインレンズの 2次元
通過位置と 2次元通過方向の 4Dライトフィールド座標
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として表すことができる．ライトフィールドカメラはこ
の光線の一部を抜き出すことで，1ショットの画像 (ライ
トフィールド画像)から，視点がわずかずつ異なる画像
(Sub-aperture image)を複数枚取得できる．Sub-aperture
imageを利用することで，少ない撮影回数から，物体の
表面を表す 3次元点群や反射光を密に取得可能である．
また，4Dライトフィールドを利用することで，3次元
形状推定と反射特性推定それぞれの計算における光線
群をまとめて扱うことができる．
著者らはライトフィールドカメラで撮影した画像に
対し，一般的なデジタルカメラ向けの 3次元形状推定
手法を適用して逐次推定をおこなった [1][2]．推定では
物体を撮影したライトフィールド画像それぞれを Sub-
aperture image に分解して SfM(Structure from Motion)
の入力とする．SfMで取得した全周部分点群から全周 3
次元点群を推定し，その点群に面を張ることで 3次元形
状を推定した．しかし，Sub-aperture image間の視点変
化が小さすぎることや部分形状の統合が不十分であった
ことから，点群を正確に推定できなかった．そのため，
小さい視点変化であることを考慮した推定を行うため
に，姿勢推定においてもライトフィールド座標を利用し
た推定方法を検討した [3]．
提案手法では，Johannsenらが提案したライトフィー
ルドカメラ向けの線形 SfM[4]を用いる．線形 SfMでは
2ショット間での推定前に，Sub-aperture imageを利用
し，1ショットごとに部分 3次元点群を推定する．その
後，部分点群同士で姿勢変化を推定した後に部分点群を
統合することで全周 3次元点群を得る．得られた全周
3次元点群にメッシュを張ることで全周 3次元形状を取
得した後，線形 SfMで用いた光線を利用して反射特性
を推定する．
2. ライトフィールド
本研究では，形状推定における姿勢変換や反射光を
計算するにあたり，ライトフィールド座標及びライト
フィールドカメラを利用する．ライトフィールドとは
空間上を飛び交う光線の場を表す概念である．Adelson
らは光の情報全てを記述するために，光を視線位置 (3
次元)，視線方向 (2次元)の 5次元で表す関数 Plenoptic
functionを提唱した [5]．一方，Levoyらは光が空間上
を直進すると仮定し，Plenoptic functionよりも次元を
下げた 4Dライトフィールドを考案した [6]．4Dライト
フィールドはいくつかの表現方法があるが，本研究にお
いては図 1のように，予め定義した平面に対する通過
位置 (2次元)と，通過方向 (2次元)による座標で各光線
を表す．
4Dライトフィールドを記録するカメラを，ライト
フィールドカメラという．ライトフィールドカメラは，
図 1: 4Dライトフィールド座標系の例．物体から反射した光
線が，UV座標系の (u, v)を，ST座標系の (s, t)を通過
している．この光線の座標を 4Dライトフィールドでは
(u, v, s, t)と表す．
(a) (b)
図 2: ライトフィールドカメラで撮影したライトフィールド画
像の例．Lytro社のカメラである Lytroで，机に置かれ
た象の置物を撮影した．(a)全体画像，(b)象の写ってい
る一部分を拡大した画像．左の写真ではわかりにくい
が，拡大すると六角形にわかれている．
メインレンズとセンサーの間に，アレイ状に並べた小
レンズ群を内蔵している．メインレンズを通った光線を
小レンズでさらに分解することで，各光線の，メインレ
ンズにおける通過位置 (u, v)と通過方向 (s, t)を取得で
きる．
ライトフィールドカメラで取得した RAW画像に対
して，デモザイク処理を施して得られるカラー画像をラ
イトフィールド画像と呼ぶ．図 2aのライトフィールド画
像を拡大すると，図 2bのようにハニカム構造になってお
り，Sub-imageと呼ばれる六角形の小画像は，それぞれ
1つの小レンズに対応している．ここから，座標 (u, v)
に配置された小レンズ内で座標 (s, t)を通る光線の座標
を (u, v, s, t) として表すことができる．U × V 個の並
んだ小レンズに対し，Sub-imageのサイズが Spx×Tpx
であるとき，座標の各値は 1 ≤ u ≤ U ,1 ≤ v ≤ V ,1 ≤
s ≤ S,1 ≤ t ≤ T である整数として得られる．また，各
小レンズの座標 (s, t)における画素値を抜き出し，座標
(u, v)にならって配置しなおすことで得られる画像を視
線方向 (s, t)の Sub-aperture imageと呼ぶ．本研究では
Sub-aperture imageを利用して同一 3次元点を通る光線
を求め，ライトフィールド座標を利用してカメラの姿勢
を推定する．また，同じライトフィールド座標を利用し
て入射・反射方向を推定する．
3. 関連研究
一般的なデジタルカメラとは異なった光の情報を保
持していることから，ライトフィールドカメラを撮影
シーンや撮影物体の推定に用いるケースは少なくない．
本節では，ライトフィールドを用いて 3次元形状や反射
特性を推定する従来手法について説明する．
3.1 ライトフィールドを用いた形状推定
ライトフィールドから物体表面の凹凸，すなわち部
分 3次元形状を推定する研究は，近年，様々な手法が提
案されている．部分 3次元形状推定の多くは，1ショッ
トのライトフィールド画像を用いた深度推定によるもの
である．
Heberらや Shinらは，次元数の大きいライトフィー
ルドを入力とするために，CNNを推定に利用している．
Heberらは，CNNと変分法を組み合わせて深度を推定
する手法を提案した [7]．まずエピポーラボリュームを
CNNで学習し，その向きを深度として予測する．その
後，エピポーラボリュームの向きを変分モデルに当て
はめ最適化することで，深度の推定結果を得る．実験
から，ライトフィールドのデータセットを増やすことに
より深度推定に CNNが利用できることを示した．Shin
らはエピポーラ幾何学に基づいた CNNである EPINET
を提案した [8]．Shin らの手法では中央視点の画像に
対し 0, pi/4, pi/2, 3pi/4 方向に連なる画像群を抜き出し
EPINET の入力データを作成する．作成した 4 方向の
画像変化を学習することで，高速な深度推定を可能に
した．
Willuemらや Schillingらは，1ショットからの推定
では誤差として扱われやすい遮蔽について対処をして
いる．Williemらは，角度エントロピーを利用したコス
ト関数を定義し遮蔽のあるシーンでの深度推定をおこ
なった [9]．このコスト関数を利用することで，自転車
のスポークや羽状複葉の植物を含むシーンでの推定精
度を向上させることができた．Schillingらは，遮蔽処理
を組み込んだ深度モデルを考案し深度を推定した [10]．
深度の最適化において遮蔽の有無を明示することで，凹
凸の多い物体に対する深度を正確に推定できることを
確認した．
Johannsenらは 2枚のライトフィールド画像からラ
イトフィールドカメラ姿勢推定をおこなう線形 SfMを
提案した [4]．線形 SfMでは 1ショット内の光線と 3次
元点との拘束式を求めることで 3次元部分点群を推定
し，もう一方の光線を拘束式に当てはめることでカメラ
の相対姿勢を推定する．実験の結果，Johannsenらはパ
ノラマライトフィールド画像生成のために線形 SfMの
姿勢推定結果が利用できることを確認した．
3.2 ライトフィールドを用いた反射特性推定
反射特性は，光線の入射・反射方向を入力として反
射光の強度を出力とする BRDF(双方向反射率分布関数)
として定義される．3次元的な形状をもつ物体から反射
特性を推定するには，物体の部分 3次元形状も同時に
推定する必要がある．
Chandrakerは未知の等方性BRDFをもつ物体の形状
を推定するため，深度を変数に取る BRDFの不変式を
提案した [11][12]．Wangらは Chandrakerの不変式を利
用し，1枚のライトフィールド画像から深度と反射特性
を推定する手法を提案した [13]．Wangらの手法では，
金属のような空間的に変化する反射特性を持つ物体で
も推定できる．一方，Liらは Chanrdakerの不変式を用
いた深度・反射特性推定の精度を向上させるため，推定
におけるエネルギーの最小化フレームワークを提案し
た [14]．
ライトフィールドを用いた推定は，上記の通り 1シ
ョットの画像のみでおこなう手法が多い．そのため，特
定の視界における 3次元形状と反射特性は推定できる
ものの，一般的なデジタルカメラを用いた場合のよう
図 3: 処理手順．本研究では入力データに対し，先に全周 3次
元形状を推定する．3次元形状推定で得られた結果を利
用して，反射特性を推定する．
な，全周 3次元形状とともに推定する手法はない．そ
れに対し，本研究では全周 3次元形状を推定するため，
2枚以上のライトフィールド画像に対して姿勢変化を求
められる Johannsenらの手法を利用する．Chandrakerら
やWangらの手法とは異なり空間的に不変な反射特性し
か推定しないが，ライトフィールド画像複数枚から 3次
元形状全体を取得できる手法として検討する．
4. 提案手法
本節では，全周 3次元形状と反射特性の逐次推定を
おこなう手順について説明する．我々は，Johannsenら
の線形 SfMを利用した形状推定 [4]と，著者らの反射
特性推定 [2]を組み合わせて逐次推定をおこなう．図 3
に提案手法の手順を示す．ライトフィールド画像の各画
素を 4次元ライトフィールド座標 (u, v, s, t)T で表現し
た，その光線の集合を LFとする．また，撮影した全て
のライトフィールド画像をまとめて，ライトフィールド
画像群として扱う．
本研究における入力は，キャリブレーションして画
像の色やレンズ歪みを補正したライトフィールド画像群
と，それぞれの焦点距離である．ただし，前処理として
ライトフィールドカメラのキャリブレーションをおこな
い，画像の歪みを補正しておく．
形状推定でははじめに Johannsenらの手法によって
LFごとの部分点群と，LF間の姿勢変化を推定する．得
られた部分点群と姿勢から，1つのライトフィールド座
標系に姿勢変換した光線群と，全周 3次元点群を取得す
る．最後に，全周 3次元点群に面を張り，全周 3次元形
状を取得する．反射特性推定では，まず全周 3次元形状
から頂点の法線方向を計算する．その後，1座標系にま
とめられた光線群を反射方向とみなし，各光線に対応す
る反射光の輝度を調べることで，入射方向を推定する．
法線と入射・反射方向と対応する画素値を反射モデルの
式に当てはめることで，物体の反射特性を表す反射モ
デルのパラメータを得る．
4.1 前処理
推定の前に，予めカメラの内部パラメータを推定す
るキャリブレーションをおこなう．チェッカーボードの
変化から内部パラメータを推定するという点では一般
的なデジタルカメラにおけるキャリブレーションと同じ
である．しかし，Sub-aperture image間の視差は常に一
定であること，メインレンズだけでなく小レンズの歪
みも含まれることから，ライトフィールドカメラ向けの
キャリブレーション手法も存在する [15][16]．本研究で
は，ライトフィールドカメラ向けの手法を用いることを
想定する．各手法ではまず撮影に使用するライトフィー
ルドカメラで，チェッカーボードを複数方向から撮影す
る．得られた各視点の画像から，交差する点の位置変
化，もしくは線の形状変化を調べることで，レンズの歪
みを表す内部パラメータを推定する．
4.2 入力
物体全体が映るように複数方向から撮影した，ライ
トフィールド画像群を用意する．まず，対象物体を台の
上に置き，ライトフィールドカメラを移動させながら撮
影していく．この時，常に物体がライトフィールド画像
の中央に写されるようカメラを動かす．取得したライト
フィールド画像に対し，前処理で推定したパラメータを
用いて歪みの補正をおこなう．補正済みの画像をデコー
ドし，各光線のライトフィールド座標 l = [u, v, s, t]Tと
各光線の画素値 C(u, v, s, t) = [r, g, b]T，撮影時の焦点
距離 f を取得する．このライトフィールド画像と焦点
距離を入力とする．
4.3 線形 SfMを利用した全周 3次元形状推定
Johannsenらの線形 SfM[4]により推定した姿勢を用
いて，全周 3次元形状を推定する．同じ LF上の光線が
3次元空間上の 1点を通るとき，光線のライトフィール
ド座標と 3次元点の座標は特定の関係式を満たす．通過
する 3次元点ごとに分けた光線を関係式に当てはめ，1
ショットごとに部分点群を推定する．また，一方の LF
からもう一方の LFに射影した光線を同じ関係式に当て
はめることで，ライトフィールドカメラ間の姿勢変化を
表す行列を求める．姿勢行列によって各 LFの光線をひ
とつの LF上に集めることで，全周 3次元点群を推定す
る．全周 3次元点群に面を張ったものを全周 3次元形
状の推定結果とする．
4.3.1 部分 3次元点群・カメラ姿勢推定. 部分 3次元点
群とカメラ姿勢の推定は，線形 SfMを用いておこなう．
2枚のライトフィールド画像を用いて，入力したライト
フィールド座標と焦点距離を基に，部分 3次元点群とカ
メラの相対姿勢を求める．まず，各LFから部分点群を推
定する．焦点距離 f のシーンにおいて，3次元点空間上
のある 1点 [X,Y, Z]T を通る全ての光線 l = [u, v, s, t]T
は以下の関係式 (1)を満たす．
[
1 0 fZ 0 − fXZ
0 1 0 fZ − fYZ
]
u
v
s
t
1
 = 0 (1)
関係式 (1)内の 2× 5行列をM とする．焦点距離 f
が既知であることから，同一点を通る光線がわかって
いれば未知の変数は 3次元点の座標 [X,Y, Z]Tのみとな
る．よって，Sub-aperture image間でマッチング等を実
行し，関係式 (1)を解くことで [X,Y, Z]Tの値が得られ
る．3次元点ごとに分けた LF内の光線から式Mを解い
て，3次元部分点群を取得する．
次に，隣り合った 2つの LF間で姿勢推定をおこな
う．点ではなく，光線自体の姿勢変換として計算をおこ
なうために，プリュッカー座標を用いる．プリュッカー座
標とは，直線を，3次元方向と (支持平面に対する)3次
元法線方向の 6次元で表す座標系である．2つの LFを
LF1,LF2としたとき，LF2上のある光線をプリュッカー
座標で (q2,m2)Tと表せるとする．また，LF2から LF1
へのカメラ姿勢のパラメータは，回転行列 R2,1，並進
ベクトル t2,1 をとるとする．この時，LF2上の光線は
以下の式 (2)によって LF1上でのプリュッカー座標に変
換できる．
r2,1 =
[
R2,1 0
(t2,1)× 2,1
]
r2 (2)
なお，この R, tは通常の 3次元点の変換でも使用でき
る．LF1におけるプリュッカー座標からライトフィール
ド座標の変換式を P (f1)と置く．この時，LF1上の式
M1に対し姿勢変換の式 (2)，座標関係の式 (P (f1))は以
下の関係式 (3)を満たす．
M1P (f1)
[
R2,1 0
(t2,1)× R2,1
] [
q2
m2
]
= 0 (3)
関係式 (3)を解くことで，2つの LF間の姿勢 R, tが得
られる．
4.3.2 全周 3次元点群推定. 部分点群を結合し，全ての
光線を 1つのライトフィールド座標系で表せるように
姿勢を変換する．LF1を基準の LFとしたとき，LF2の
光線は式 (2)にプリュッカー座標を代入することで LF1
上の座標を得ることができる．LF2の光線と LF3の光
線でも同様に，LF3の光線を LF2上の座標に変換でき
る．よって，以下の式 (4)のように姿勢変換式を連ねる
ことで LF1の姿勢に変換できる．
rn,1 =
[
R2,1 0
(t2,1)× R2,1
]
· · ·
[
Rn,n−1 0
(tn,n−1)× Rn,n−1
]
rn
(4)
その後，姿勢変換した光線のライトフィールド座標
を用いて，3次元点の座標を計算する．式 (1)を用いて
再度 LF1上における行列M を，3次元点ごとに推定し，
各点の 3次元空間上における座標 [X,Y, Z]Tを算出する
ことで，全周 3次元点群を求める．
4.3.3 面張り. 全周 3 次元点群に面を張り，全周 3 次
元形状を取得する．著者らの従来手法 [1][2][3] では
Bernardini らの BallPivoting[17] を用いて面を張った．
BallPivoting は各点の近傍点から注目点における傾斜
を予測して面を張る手法である．本研究でも同様に，
BallPivotingを用いて形状を取得する．
4.4 光線群を用いた反射特性推定
反射特性推定は，全周 3次元形状の各点の，法線に
対する入射・反射方向と画素値の対応関係を求めるこ
とである．物体表面上のある点X = [X,Y, Z]から撮影
カメラのセンサに向かう光線の方向を反射方向とする．
入射方向は，光源を平行光と仮定し，物体から光源に向
かう光線の方向を入射方向とする．全周 3次元形状の
頂点の画素を反射モデルに当てはめ，その反射モデル
のパラメータを求めることで推定とする．
(a) (b)
図 4: 入射方向と反射方向を求める概要図．(a)入射方向，(b)
反射方向．
4.4.1 法線推定. 物体表面の法線を取得する．本研究で
は取得した全周 3次元形状の頂点を用いて反射モデル
を推定するため，頂点に対する法線を推定する．法線推
定でも全周 3次元形状を用いる．各点の法線は，注目点
に接する辺の方向ベクトルに対し平均を計算し求める．
4.4.2 入射・反射方向推定. 得られた法線をもとに，入
射・反射方向を推定する．入射方向推定と反射方向推定
は，どちらも全周 3次元形状と LFの対応関係を用いる．
まず，入射方向を推定する．入射方向は，図 4aの
ように注目点から光源へ向かう光線Lを指す．ここで，
拡散反射は入射方向のみで反射光の強さが決定するこ
とを利用する．ある点で反射される光線の輝度が高い
とき，その点における光線の入射角は小さくなる．よっ
て，各点の輝度が全体として高い点，すなわち反射光の
輝度平均が最も高い点における法線方向に光源がある
とみなし，この法線方向を，ワールド座標における入射
方向とする．
輝度平均が最も高い点は，全周 3次元形状の法線，
姿勢推定によってひとつのライトフィールド座標系に
まとめた LFから推定する．まず，3次元点ごとに光線
の輝度平均をとる．光線の輝度値は，ライトフィール
ド座標 [u, v, s, t]の画素値をライトフィールド画像から
抜き出せるので，得ることは容易である．更に，全周 3
次元形状推定の際に，光線を 3次元点ごとに分けてい
た．これを利用して，3次元点ごとに光線の輝度を平均
する．得られた輝度平均 [r, g, b]のノルムが最大である
点を，最も輝度平均の高い点とし，この点の法線を取得
する．
次に，反射方向を推定する．反射方向は図 4bのよ
うに，注目点から撮影視点へ向かう光線 V を指す．入
射方向推定と同じく，3次元点ごとに分けた光線を用い
る．光線が通る 3次元点は物体表面上の点であり，撮影
で取得できる光線は全て撮影視点へ向かっている．その
ため，3次元点ごとに分けた光線を 3次元空間上の直線
として表すことで反射方向を取得できる．
ここで，一般的なデジタルカメラにおける 3次元点
と画像上の座標の対応を考える．3次元空間上のある点
kが，基準座標に対してR1,i, t1,iの姿勢をとる i番目の
カメラに写るとき，その画像における座標は以下の式
(5)で表せる．
1
z
 xiyi
1
 =
 fi 0 00 fi 0
0 0 1
R1,i
 XY
Z
+ t1,i

(5)
投映面が撮影視点に近づく，すなわち左辺の各値が
零に近づくとき，この式を利用して反射方向 (6)を得る
ことができる．
V = −(R−11,i t1,i +X) (6)
4.4.3 反射モデル. 取得した入射・反射方向と LFの画
素値が反射モデルに当てはまるとして，反射モデルの
パラメータを推定する．
入射方向 L，反射方向 V，法線N に対する反射光
の画素値 Lr = [r, g, b]T をが式 (7)の反射モデルを満た
すと仮定する．問題の簡略化のため，本研究では拡散
反射モデルとして Lambertモデルを，鏡面反射モデル
として Blinn-Phongモデルを適用し，2つのモデルの和
を，近似する反射モデルとした．
Lr(L,V ,N) = Cd(L ·N) + Cs((H ·N)m), (7)
H =
L+ V
|L+ V |
式中の Cd,Cs,m はそれぞれ拡散反射係数，鏡面反
射係数，光沢率を表す．入射・反射方向，法線，ライト
フィールド座標における画素値の組み合わせを式 (7)に
代入し，両辺の二乗差の平均が最小になるパラメータ
を Cd,Cs,mを推定し，反射特性とする．
5. 実験
同一の LFを用いて全周 3次元形状と反射特性の推
定ができることを確認するため，実験をおこなった．形
状推定に用いた線形 SfMは角度方向の姿勢変化が少な
いパノラマライトフィールドに対しての結果は述べてい
るものの，角度が変化する画像間での結果は実証してい
ない．そのため，CGモデリングソフトである Blender
でシーンを作成し，レンズの歪みや照明環境等の影響
を除外したライトフィールド画像を入力に用いて実験
した．
撮影対象は底面 300mm × 800mm，高さ 400mmの
箱に収まる程度の大きさの StanfordBunnyモデルを用い
た．また，モデルの底面と高さがそれぞれ Y軸，X軸，
Z軸に対応するよう配置した．図 5のように，Z軸に平
行になるよう配置して撮影したときのカメラ姿勢を基
準姿勢とし，Y軸を中心に 10度右に回転させたときの
カメラの姿勢をもう一方の姿勢とした．光源は太陽光
のような平行光源とし，右手前方向から物体へ照射す
るものとした．ライトフィールド画像は，Sub-imageを
複数枚生成し統合する処理を，Blender上で Pythonを実
行することで取得した．Sub-image同士の姿勢変化は平
行移動のみである．そのため，カメラ姿勢に対応する位
置で中心の Sub-imageを撮影し，中心の画像に対しカ
メラを平行移動させながら，残りの Sub-imageを撮影
した．表 1に示す撮影から得られたライトフィールド画
像に対して姿勢推定をおこない，3次元点群の統合をお
こなった．
5.1 結果・考察
形状推定を実行した結果を図 6に示す．5点のうち，
4点は 3次元空間上でやや近い位置をとったものの，四
角推の頂点 1点は明らかに異なる点とわかるような位
置への変換となってしまった．
推定した姿勢のうち，回転行列と実際の回転行列を
比較した．すると，Y軸を中心とした 10度の回転を想
定したのに対し，推定結果は-9.5度の回転行列となって
いた．回転方向が間違っている原因として，スケール変
表 1: シーンのパラメータ
設定対象 設定データ 値
光源 入射角 (rad,rad,rad) (pi/18,pi/18,0)
カメラ 焦点距離 (mm) 128
カメラ センササイズ (mm) 1.7
カメラ SI 間のローカル変位 (mm,mm) (1.7,1.7)
カメラ 物体との距離 (mm,mm,mm) (0,0,700)
レンダリング 画素数 15×15
レンダリング SI の枚数 625×435
(a)
(b)
図 5: 実験のため作成したライトフィールド画像．(a)物体を
正面から撮影した画像，(b)カメラを右に回転させて撮
影した画像．
化，視差が考えられる．姿勢推定において，光線のライ
トフィールド座標が-1から 1までの値に収まるように
正規化している．これにより，撮影シーンに移った物体
の形状のスケールが画像ごとに変化し，正しく対応をと
れなかったのではないかと考えられる．また，線形 SfM
の論文では Sub-aperture image間の視差が考慮されてい
ない．3次元点を通る光線間で行列Mを推定する際に，
中心に位置する Sub-aperture image以外の画像を通る光
線式に，それぞれ適切な視差を加えておく必要がある
と考える．
その他の理由として，本研究で用いた Sub-aperture
image間の視差が小さいことが何らかの影響を与えた恐
れがある．姿勢推定の手法自体は，光線同士での比較を
行うため差が小さくても推定できるものである．しか
し，視差に対する画素数が少ない場合，光線の通過位置
の差が正確に推定できない．よって，画素数に対する視
差を大きくして，再度調査する必要がある．
反射特性の推定も同時に行ったが，形状推定の誤差
が大きいためにそれらしい反射特性の推定が得られな
かった．そこで反射特性推定のうち，入射方向のみを，
頂点座標の輝度平均を計算して推定できるか確認した．
その結果，現在の四角推では最も輝度平均の高い点は
正しい値を取得できた．隣接する頂点とのなす角が鋭
角であると，辺の誤差が法線方向に影響しやすい．よっ
て，3次元点群を密に取得できれば，反射方向も精度よ
(a)
(b)
図 6: 実験 2による 3次元点群の推定結果．(a)正面からの点
群．(c)上方向からの点群．
く取ることができると考えられる．
6. まとめ
ライトフィールドカメラを用いて，物体の全周 3次
元形状と反射特性の逐次推定をおこなう手法を提案し
た．本研究は 2ショット以上のライトフィールド画像か
ら 3次元形状と反射特性を推定するという点で，従来
手法と異なっている．著者らの提案した従来手法よりも
精度を高めるため，線形 SfMによってライトフィール
ド画像から部分点群を求めて全周 3次元形状を推定す
ることを検討した．反射特性推定においても線形 SfM
と同じ光線を用いて推定する方法を提案した．
提案手法を確認するため，LF画像をCGで作成して
実験を行った．実験からは姿勢推定では必要な性能が得
られることが確認できなかったものの，光線による逐次
推定の可能性を示した．
今後の課題として，スケール変化と視差への対応を
挙げる．スケール変化は，縦横比が 1でない画像を用い
る際に想定していない姿勢変換がおこなわれてしまう
可能性がある．ゼロパディングによってどのような変化
が生じるかを確認したうえで，適切な修正を加える必要
がある．また，部分点群推定を正確におこなうために，
行列Mにおいて視差を考慮して計算する．同様に，一
般的なデジタルカメラを用いて推定手法で用いられるバ
ンドル調整を，誤差の修正に用いることを検討する．反
射特性推定は，より多くの点群が推定できた場合，より
詳しい特性を取得するためにモデルの変更を検討する．
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