Algorithms for Galois group computations over multivariate function fields by White, Gareth
Copyright and use of this thesis
This thesis must be used in accordance with the 
provisions of the Copyright Act 1968.
Reproduction of material protected by copyright 
may be an infringement of copyright and 
copyright owners may be entitled to take 
legal action against persons who infringe their 
copyright.
Section 51 (2) of the Copyright Act permits 
an authorized officer of a university library or 
archives to provide a copy (by communication 
or otherwise) of an unpublished thesis kept in 
the library or archives, to a person who satisfies 
the authorized officer that he or she requires 
the reproduction for the purposes of research 
or study. 
The Copyright Act grants the creator of a work 
a number of moral rights, specifically the right of 
attribution, the right against false attribution and 
the right of integrity. 
You may infringe the author’s moral rights if you:
-  fail to acknowledge the author of this thesis if 
you quote sections from the work 
- attribute this thesis to another author 
-  subject this thesis to derogatory treatment 
which may prejudice the author’s reputation
For further information contact the University’s 
Director of Copyright Services
sydney.edu.au/copyright
Algorithms for Galois Group Computations over
Multivariate Function Fields
Gareth White
A thesis submitted in partial fulfillment of
the requirements for the degree of
Doctor of Philosophy
Pure Mathematics
University of Sydney
March 2015

CONTENTS
Chapter 1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 2. Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1. Calculating the Galois Group of f(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2. Stauduhar’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3. Properties of the Resolvent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4. Valuation Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Chapter 3. Stauduhar’s Algorithm for Multivariate Polynomials . . . . . . . . . . . . . . . . . . . 30
3.1. The Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2. Constructing a Minimal Splitting Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3. Computing the Roots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4. Precision Bounds on the Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Chapter 4. Bounds on Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1. Remarks on the Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2. Expression of the Root . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3. Coefficient Bounds on the Roots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Chapter 5. Specialisation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.1. Specialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2. Properties of Specialisations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
i
5.3. Choice of Specialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4. Bound Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.5. Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.6. Remarks on the Specialisation Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Chapter 6. Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.1. Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2. Non-Specialisation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.3. Coefficient Bound Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.4. Specialisation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.5. Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.6. Precision Bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Chapter 7. Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.1. Practical Limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.2. Example 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.3. Example 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.4. Example 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.5. Example 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.6. Example 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.7. Example 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.8. Example 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.9. Example 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
ii
Acknowledgements
I’d like to express my deepest gratitude to the three supervisors that I had throughout my PhD
candidature, Dr David Kohel, Dr Claus Fieker and Dr Steve Donnelly. Dr Kohel was my Honours
supervisor and initially accepted me as his PhD student before leaving to take up a position
in France. Dr Fieker then supervised me, during which he suggested the thesis topic, as well
as provided guidance, encouragement, programming assistance and computer resources. His
unparalleled patience and support motivated me throughout my thesis, even after he left to take
up a position in Germany. Finally, Dr Donnelly accepted me as his student after Dr Fieker
left, and his guidance and assistance in making my thesis presentable was immensely helpful.
Furthermore, it was his suggestion and encouragement that led to the specialisation algorithm.
Many results in this thesis are due to valuable discussions with several members of the Maths
Department at Sydney University. The contour integral used to construct an upper bound on the
height of the resolvent polynomial is due to a suggestion by Dr Chris Cosgrove. Several tips
by Dr Geoff Bailey allowed me to implement an algorithm to compute this bound in MAGMA.
Much of the complexity analysis was the result of several fruitful discussions with Dr Allan
Steel. The construction of interesting examples in which to test my algorithms was helped by
Dr Andreas-Stephan Elsenhans. I would also like to thank Dr Laurentiu Paunescu, Yinan Zhang
and Nicole Sutherland for letting me discuss my work with them and giving suggestions, and Dr
Duncan Sutherland for aiding me when I had several LaTeX queries.
iii
I am incredibly grateful for the support of the postgraduate coordinators during my studies, Dr
Andrew Mathas, Dr Mary Myerscough and Dr Samuel Mueller. I’m sure I caused them much
grief, however they were always there to provide assistance to me. In particular Dr Myerscough
was of great help when I was experiencing a tough time due to personal issues. I would also like
to thank Dr Norman Dancer and Sonia Morr for their help and encouragement.
The list of friends who kept me sane during my PhD is far too long to include here in full, however
some people who I would like to mention in particular are Michael Barwick, Ryan Cassar, Zhuo
Jia Dai, Pon Dreezy, Owen Felthouse, Alex Hoare, Brendon Kwan, Yazhuo Li, Catherine Lin,
Erwin Lobo, Aditya Menon, Tinlok Pang, Tim Rouen, Andrew Smith and Jenny Wilcox. Thanks
for making sure I maintained some sort of social life. I particular, thanks to Ryan Cassar and his
family for always finding time to hang out when I needed a break from researching and writing.
I would also like to thank Ian Clark for his incredible support and generosity during my studies,
and Bany Jaya for showing interest in my work, giving my self-confidence a much needed boost.
Finally, I wish to thank my family for their support and love. In particular I want to thank my
parents for their unbounded patience and assistance, ensuring that I never had any problems
outside of my research.
This thesis is dedicated to my nan, who had to leave school at age 14 because her family could
no longer afford it, and to my mother, who made several sacrifices throughout my life in order to
further my education.
iv
CHAPTER 1
Introduction
The study of Galois groups arose from the desire to express the roots of polynomial equations
in terms of radicals, of which there is a long history. Methods of solving quadratic polynomials
have been known since the time of Euclid [11, p. 39], while formulas for the cubic and quartic
polynomial were first published by Cardano in 1545 [6]. It was not until 1824 that Abel proved
that there does not exist a general solution in radicals for polynomials of degree five or more [23,
p. 210]. However, it was Galois who in 1830 showed that a polynomial is solvable in radicals if
its Galois group is solvable [23, p. 232].
Galois group computation of single variable polynomials with rational coefficients has been stud-
ied extensively. The standard algorithmic approach to determining these groups is Stauduhar’s
method. Given an irreducible (single variable) polynomial f of degree n, the Galois group of f ,
denoted Gal(f), is a transitive subgroup of Sn. Given a pair of groups H < G with Gal(f) ≤ G,
an invariant of H and a set of coset representatives of H in G can be found. A resolvent polyno-
mial is then formed whose roots are the invariant evaluated at the roots of f under a permutation
of each of the coset representatives. This resolvent has integer coefficients that can be bounded,
which means that it can be determined exactly by computing sufficiently accurate estimates of
the roots of f . A linear factor of the resolvent indicates thatGal(f) is contained in a conjugate of
H . Stauduhar’s method involves traversing the lattice of transitive subgroups of Sn, computing
this resolvent at each necessary branch and searching for linear factors.
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Stauduhar’s 1973 paper described his algorithm for polynomials up to degree seven [22]. The
restriction in degree was due to some of the required data being stored rather than constructed
during the algorithm. In particular, the subgroups of Sn are precomputed, as well as coset repre-
sentatives and relative invariants for each possible pair H < G of subgroups. This was necessary
at the time since while formulas for constructing explicit invariants for any pair of groups were
already known, the resulting invariants were computationally inefficient. As the size of the input
polynomial grows, not only do more invariants need to be constructed, but the space required
to store them grows quickly. With this limitation, Stauduhar’s algorithm would be adapted for
larger degree polynomial inputs as computational power increased. Geißler provides an algo-
rithm for Galois groups of polynomials of degree at most 23 over Q and k(t) [16]. Fieker and
Klüners developed an algorithm that computes invariants for any possible pair of subgroups, and
thus can compute the Galois group of any polynomial without restriction on the degree [9]. In
practice it is fast for most single variable polynomials of degree 30 or more. Klüners improved
on the general approach by using subfields in order to get a smaller starting group than Sn [14].
Klüners, van Hoeij, Novocin later constructed a faster version of the subfields algorithm [26].
Elsenhans gives a new approach to constructing invariants using group representation theory,
which deals with some Stauduhar steps for which the usual invariants are inefficient [8].
This thesis is concerned with developing variants of Stauduhar’s method for a polynomial f ∈
Q[w1, . . . , wa][z]. In chapter 2 we cover the main results behind Stauduhar’s method and extend
them to multivariate polynomials. In particular we will show that the resolvent of f will have
integer coefficients, and Stauduhar’s method can be extended to cover polynomials of this type.
In chapter 3 we give our general approach to determining Gal(f). In summary, we compute
estimates of the roots of f to a predetermined sufficient precision through Hensel lifting, and use
these estimates to construct the resolvent exactly. We use valuation theory and Newton polygons
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to determine upper bounds on the degree of the parameters w1, w2, . . . , wa in the resolvent. How-
ever computing bounds on the integer coefficients of the resolvent is more complicated. We offer
two alternative approaches to deal with this.
The first algorithm uses Hensel lifting to estimate the roots of f as a multivariate power series in
w1, w2 . . . , wa. We developed a specialised Hensel lifting technique for this situation, in which
we square the ideal in whose modulus the roots are computed, which minimises the number of
Hensel lifts needed to obtain roots of sufficient precision. We determine the least number of
lifts required with this approach, as well as an appropriate ideal to use for each lift. In chapter
4 we determine the integer coefficient bounds of the resolvent by considering the roots of f as
a contour integral of a complex power series. We then lift the roots p-adically far enough to
determine them uniquely using the bounds. These integer bounds are then attained by Hensel
lifting the roots in a p-adic extension.
In chapter 5 we detail our second algorithm, the "specialisation algorithm", which constructs the
resolvents of a set of specialisations of f , taken by evaluating the parameters wi at integers in a
congruence class modulo p. These specialisations are single variable polynomials and so their
resolvents can be computed efficiently. We then interpolate these resolvents to determine the
resolvent of f .
In chapter 6 we compute sufficient precision levels of the roots and the complexity of the two
variants of our algorithm. Notably, the complexity estimates suggest that the specialisation algo-
rithm is the faster approach for almost all cases, with the exception of some polynomials whose
parameter degrees are extremely high.
In chapter 7, our algorithms are demonstrated for several polynomials up to degree 8. These are
performed in MAGMA version 2.19-7 [3]. We also discuss practical limits of our approach with
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current technology. Instead of doing a general implementation, we focused on understanding
how these algorithms work through these examples and analysing their complexity.
It should be noted that all algorithms presented calculate resolvent polynomials rather than check
if the invariant lies in the base field. The main disadvantage of this approach is that subgroups
H < G with large index [G ∶H] will tend to be impractical as the degree of the resolvent is many
times that of the invariant. One topic for future investigation is to look at algorithms focused on
the invariant.
4
CHAPTER 2
Background
Consider a field K of characteristic zero, for example Q, and an irreducible polynomial f(t) ∈
K[t].
2.1. Definition. The splitting field of a polynomial f(t) over a field K is a field extension of K
over which f(t) factorises into linear factors:
f(t) = (t − α1) (t − α2)⋯ (t − αn) .
2.2. Lemma. Let f(t) ∈K[t]. There exists an extension field E of finite degree that is a splitting
field of f(t) overK.
Proof. See [1, p. 30]. 
2.3. Definition. A minimal splitting field of a polynomial f(t) over a field K is a splitting field
E in which no subfields of E are splitting fields.
2.4. Lemma. Let f(t) ∈K[t]. There exists a minimal splitting field of f(t) overK.
Proof. From lemma 2.2, there is a finite field extension E that is a splitting field of f over K.
If no subfields of E are splitting fields, we are done. Otherwise, since E is a finite extension,
there are finitely many intermediate fields of E/K. Thus there are finitely many splitting field
subfields of E, and hence at least one must be minimal. 
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2.5. Theorem. Suppose the fields K and K¯ are isomorphic, and that under this isomorphism,
some polynomial f(t) ∈ K[t] maps to a polynomial f¯(t) ∈ K¯[t]. Let α1, . . . , αn be the roots
of f(t) and α¯1, . . . , α¯n the roots of f¯(t). Then the isomorphism can be extended to an iso-
morphism from any minimal splitting field K(α1, . . . , αn) of f(t) to any minimal splitting field
K(α¯1, . . . , α¯n) of f¯(t), with α1, . . . , αn mapping to α¯1, . . . , α¯n in some order.
Proof. See [25, p. 122]. 
2.6. Corollary. The miminal splitting field of f(t) over K is unique up to isomorphism.
Proof. This follows from theorem 2.5 by letting K = K¯ and using the identity mapping as the
isomorphism. 
We shall denote the minimal splitting field of f(t) over K as K(α1, . . . , αn), where α1, . . . , αn
are the roots of f(t).
2.7. Proposition. If a field K has characteristic zero, then every irreducible polynomial in K is
separable.
Proof. Let f(t) ∈ K[t] be an irreducible polynomial with a multiple root α. Then f(t) is
non-constant and f ′(α) = 0. Denote by d(t) the greatest common divisor of f(t) and f ′(t).
Then d(α) = 0 and so d has positive degree. However the only polynomial divisor of f with
positive degree is f , and so d(t) = f(t). Thus f(t) is a divisor of f ′(t). However f(t) is non-
constant, meaning it has a greater degree than f ′(t) and hence can’t be a divisor, giving us a
contradiction. 
2.8. Definition. Let L be an algebraic extension of a field K. Then the automorphism group of
L over K, denoted Aut(L/K), is the set of automorphisms of L that fix the elements of K.
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If the set of elements fixed by Aut(L/K) is precisely K, then L/K is called a Galois extension,
and Aut(L/K) is called the Galois group of L over K, denoted by Gal(L/K).
2.9. Proposition. If L/K is a Galois extension, then ∣Gal(L/K)∣ = [L ∶K].
Proof. See [1, p. 42]. 
It can be shown that the minimal splitting field of f(t) ∈K[t] is always a Galois extension ofK.
2.10. Proposition. Let L be an algebraic extension of a field K. Then for any element β ∈ L,
K(β) =K[β].
Proof. See [15, p. 225]. 
2.11. Corollary. LetL be an algebraic extension of a fieldK. Then for any elements β1, β2, . . . , βn ∈
L, we have that K(β1, β2, . . . , βn) =K[β1, β2, . . . , βn].
Proof. This follows from induction on n. The n = 1 case is true directly from proposition 2.10.
Suppose the result is true for n = k, that isK(β1, β2, . . . , βk) =K[β1, β2, . . . , βk]. LetK1 denote
K(β1, β2, . . . , βk) and K2 denote K[β1, β2, . . . , βk]. From these results and proposition 2.10 we
get K(β1, β2, . . . , βk, βk+1) = K1(βk+1) = K1[βk+1] = K2[βk+1] = K[β1, β2, . . . , βk, βk+1]. Thus
the result is true for n = k + 1, and hence by induction is true for all n. 
2.12. Lemma. Let K be a field and let f(t) ∈ K[t] be a degree n polynomial with distinct
roots α1, α2, . . . , αn and minimal splitting field L = K(α1, α2, . . . , αn). Then an element of L is
invariant under Gal(L/K) if and only if it is contained in K.
Proof. See [1, p. 44]

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2.13. Remark. The Galois group of the minimal splitting field of f over K is called the Galois
group of f and is denoted by Gal(f).
2.14. Lemma. Let f(t) ∈ K[t] be a polynomial of degree n. Then Gal(f) is isomorphic to a
subgroup of Sn, the symmetric group on n elements.
Proof. Consider a root αi of f and an isomorphism φ ∈ Gal(f). Then
f (φ (αi)) = φ (f (αi)) = 0.
Thus φ(αi) is a root of f , and so φ permutes the roots of f .
Since every element of the minimal splitting field of f , K(α1, α2, . . . , αn), can be written as
a rational function g(α1, α2, . . . , αn), the permutation of the roots determines the entire auto-
morphism. Thus Gal(f) is isomorphic to a subgroup of the symmetric group acting on the set
{α1, α2, . . . , αn}, which itself is isomorphic to a subgroup of Sn. 
2.1. Calculating the Galois Group of f(t)
With the indeterminates u1, u2, . . . , un, form the expression
θ = α1u1 + α2u2 +⋯+ αnun
Consider all permutations su of the indeterminates and form the product
F (z, u1, u2, . . . , un) = ∏
su∈Sn
(z − su(θ)) ,
which we factorise overK[z, u1, . . . , un]:
F (z, u1, . . . , un) = F1(z, u1, . . . , un)F2(z, u1, . . . , un)⋯Fr(z, u1, . . . , un).
Then Gal(f) is the group of permutations su which fix the factors Fi(z, u). Thus if f(t) has
degree n, we can find Gal(f) inK by factoring a degree n! polynomial overK.
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This method requires knowledge of all transitive permutation groups V of degree n. It also
involves factorising a degree n! polynomial in n + 1 variables. Both of these tasks are very
inefficient and as such it would be preferable to avoid them. One shortcut is to look at conju-
gates of V together. Let π1, π2, . . . , πk be representatives for the right coset of V in Sn, and let
h ∈ Z[X1,X2, . . . ,Xn] be a polynomial which is fixed under the action of V . Then form the
polynomial
Q(y) = k∏
i=1
(y − πi (h(α1, α2, . . . , αn))) .
We will show that this polynomial has integer coefficients and its factorisation will give informa-
tion regarding Gal(f). We will also show that the polynomial h exists. One potential issue with
this approach is the fact that the roots α1, α2, . . . , αn of f cannot always be computed exactly.
However we will prove that the coefficients ofQ can be determined exactly by using approxima-
tions of the roots of sufficiently high precision. These results give us Stauduhar’s method.
2.2. Stauduhar’s Method
2.15. Lemma. A polynomial f(t) ∈ K[t] is irreducible if and only if its Galois group is transi-
tive.
Proof. Say Gal(f) is not transitive. Then Gal(f) acts on the roots as two subsets, A and B. So,
in particular, A is invariant under Gal(f). Let f1(t) be the monic polynomial whose roots are
precisely the elements of A. The coefficients of f1(t) are symmetric functions of the elements
of A, and thus are invariant under the actions of Gal(f). Thus the coefficients of f1(t) are in the
base fieldK. In other words, f1(t) ∈K[t] is a non-trivial polynomial factor of f(t), and so f(t)
is reducible.
Conversely, say f(t) is reducible, so f(t) = f1(t)f2(t), where f1(t), f2(t) ∈ K[t] and have
positive degree. Let A be the set of roots of f1(t), which is a subset of the set of roots of f(t).
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Then for α ∈ A and φ ∈ Gal(f), we have
f1(φ(α)) = φ(f1(α)) (by the property of isomorphisms)
= φ(0)
= 0.
Thus φ(α) is a root of f1, and so φ(α) ∈ A. Therefore A is invariant under Gal(f), and so
Gal(f) is not transitive. 
2.16. Remark. All subgroups of non-transitive groups are non-transitive. Thus if f(t) is ir-
reducible, then any group U satisfying Gal(f) ≤ U ≤ Sn is transitive. Hence only transitive
subgroups need to be considered when finding Gal(f).
Let R = Z[X1,X2, . . . ,Xn].
2.17. Definition. Let I(x1, x2, . . . , xn) ∈ R and let π ∈ Sn. Then
π(I)(x1, x2, . . . , xn) = I(xpi(1), xpi(2), . . . , xpi(n)).
2.18. Definition. If V ∈ Sn is the group of permutations which leaves I unchanged, then I is
invariant under V .
2.19. Lemma. For any subgroup V of Sn, there exists a polynomial I invariant under V .
Proof. See [22, Theorem 1]. 
2.20. Remark. This also proves the existence of a homogeneous invariant under V . However
the invariant constructed here is not a good one to use. We will see that invariants of small total
degree are preferable.
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2.21. Definition. Given I ∈ R and π ∈ Sn, the function π(I) is called a conjugate value of the
function I .
2.22. Lemma. If H is a subgroup of Sn, and I is invariant under V , then I takes [H ∶ H ∩ V ]
distinct conjugate values under the permutations of H .
Proof. See [22, Theorem 2]. 
2.23. Definition. If V,H ≤ Sn, and I is invariant under V , and V ′ = V ∩H , then we say that I
is invariant under V ′ in H .
2.24. Lemma. If H2 < H1 ≤ Sn, and I is invariant under H2 in H1, and π ∈ H1, then π(I) is
invariant under πH2π−1 in H1.
Proof. See [22, Theorem 3]. 
Say I is invariant under H2 in H1, and [H1 ∶ H2] = k. Then there exist elements π1, π2, . . . , πk ∈
H1 such that π1(I), π2(I), . . . , πk(I) are distinct functions in indeterminates x1, x2, . . . , xn, and
H1 = π1H2 ∪ π2H2 ∪⋯∪ πkH2.
2.25. Definition. Let H1 be a subgroup of Sn and H2 a subgroup of H1. Also, let I ∈ R be
invariant under H2 in H1. Then the polynomial
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn))
is called a resolvent polynomial of f for H2 in H1.
2.26. Remark. Except in cases whereH1 andH2 are not clearly stated, ResH1,H2(y) will simply
be referred to as the resolvent of f throughout this thesis.
11
2.3. Properties of the Resolvent
Throughout this chapter,Rwill denote the polynomial ring Z[w1, w2, . . . , wa], andK will denote
its field of fractions Q(w1, w2, . . . , wa). Let f(t) ∈ K[t] be an irreducible polynomial of degree
n. Let H1 be a subgroup of Sn, and let H2 be a transitive subgroup of H1. Let I ∈ R be invariant
under H2 in H1. Consider the resolvent of f
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn)) .
We can rewrite this as
ResH1,H2(y) = [H1∶H2]∑
i=0
gi(α1, α2, . . . , αn)yi, (2.27)
where gi ∈ R for i = 0,1, . . . , [H1 ∶ H2]. We will show that if Gal(f) ≤ H1, then the coefficients
of the resolvent must be integers. We will also show that under certain restrictions, the resolvent
will have a root with integer coefficients if and only if Gal(f) is contained in some conjugate of
H2.
2.28. Proposition. R is integrally closed in K.
Proof. Since Z is a unique factorisation domain, it follows that Z[w1, w2, . . . , wa] is a unique
factorisation domain, and thus is an integrally closed domain. 
2.29. Lemma. Any irreducible polynomial f(t) ∈ K[t] can be transformed into an irreducible
monic polynomial g(t) ∈ R[t] with equivalent Galois group.
Proof. Suppose f has degree n. We can express f(t) in the form
f(t) = n∑
k=0
ckt
k,
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where ck ∈K. Let h(t) ∶= 1ck f(t). Then h(t) is monic and can be expressed in the form
h(t) = tn + n−1∑
k=0
ak
bk
tk,
where ak, bk ∈ R and gcd(ak, bk) = 1 for k = 0,1, . . . , n − 1. Let p = ∏n−1k=0 bk and define g(t) ∶=
pnh ( t
p
). Then we can write
g(t) = tn + n−1∑
k=0
akpn−k
bk
tk,
which lies in R[t] since p
bk
∈ R.
Let the roots of f(t) be α1, α2, . . . , αn. Then the roots of h(t) are α1, α2, . . . , αn and the roots of
g(t) are pα1, pα2, . . . , pαn. Since p ∈K it is clear thatK(α1, α2, . . . , αn) andK(pα1, pα2, . . . , pαn)
are identical, and thus f and h have the same minimal splitting field and therefore the same Ga-
lois group. 
As a result of 2.29, we will only look at irreducible monic polynomials with coefficients over
R. Consider such a polynomial f(t) with degree n. Consider a minimal splitting field L =
K(α1, α2, . . . , αn) ⊇K of f . Write
f(t) = n∏
i=1
(t − αi) ∈ L[t].
2.30. Lemma. LetH1 be a transitive subgroup of Sn, of which it is known thatGal(f) ≤H1. Let
H2 be a subgroup ofH1. Also, let I ∈ R be invariant underH2 inH1. Then ResH1,H2(y) ∈ R[y].
Proof. Suppose Gal(f) is in H1. If τ ∈ Gal(f), then τ ∈H2, and so
τ(ResH1,H2(y)) = ∏
σ∈H1/H2
(y − Iστ(α1, α2, . . . , αn)) .
Since τ ∈H1, the setH1/H2 is identical to the set {στ ∣ σ ∈H1/H2}. It follows that ResH1,H2(y)
is fixed under Gal(f), and thus its coefficients are in K. However, from equation (2.27), the
coefficients of ResH1,H2(y) are polynomial expressions in the roots of f . Since these roots are
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integral over R, the coefficients must also be integral over R. From 2.28, R is integrally closed
in K, and so the coefficients of ResH1,H2(y) are in R. 
The next two results demonstrate the relation of the roots of the resolvent of f to Gal(f).
2.31. Lemma. Let H1 be a transitive subgroup of Sn, of which it is known that Gal(f) ≤ H1.
Let H2 be a subgroup of H1. Also, let I ∈ R be invariant under H2 in H1. Suppose the resolvent
polynomial
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn))
is separable. Then Gal(f) ≤H2 if and only if I(α⃗) ∈ R.
Proof. Assume that Gal(f) ≤ H2. Then for all σ ∈ Gal(f), we have σ ∈ H2 and so σ(I) =
I . Thus I(α1, α2, . . . , αn) is fixed under Gal(f) and so I(α1, α2, . . . , αn) ∈ K. However
I(α1, α2, . . . , αn) is also integral over R and so from 2.28 it follows that I(α1, α2, . . . , αn) ∈ R.
Conversely, suppose that I(α1, α2, . . . , αn) ∈ R. Then I(α1, α2, . . . , αn) is fixed under Gal(f).
However, since it isn’t a repeated root, only H2 fixes I(α1, α2, . . . , αn) in H1. Since Gal(f) ≤
H1, every element of Gal(f) must be in H2. Thus Gal(f) ≤H2. 
2.32. Corollary. Let H1 be a transitive subgroup of Sn, of which it is known that Gal(f) ≤ H1.
Let H2 be a subgroup of H1. Also, let I ∈ R be invariant under H2 in H1. Suppose the resolvent
polynomial
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn))
is separable. Then Gal(f) ≤ σH2σ−1 if and only if Iσ(α⃗) ∈ R.
Proof. From 2.24, Iσ is invariant under σH2σ−1 inH1. LetW = σH2σ−1. Then clearlyH1/H2 ≅
H1/W , and so by 2.31, it follows that Gal(f) ≤ σH2σ−1. 
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2.33. Remark. If Iσ(α⃗) ∈ R, then we can reorder the roots of f so that α′j = ασ(j) for j =
1,2, . . . , n. Then since Iσ(α1, α2, . . . , αn) = I(α′1, α′2, . . . , α′n), it follows that I(α′1, α′2, . . . , α′n) ∈
R. Thus from 2.31, Gal(f) ≤H2 with respect to this new ordering.
2.34. Remark. From results 2.31 and 2.32, it follows that we only need to look for roots of the
resolvent polynomial inR, rather than roots inK. However, if the resolvent is reducible but does
not contain any linear factors, we can still extract information about Gal(f). Indeed, suppose
ResH1,H2(y) can be factored overK
ResH1,H2(y) = s∏
i=1
Qi(y),
where Qi(y) ∈ R[y] and is irreducible in R[y]. Then consider the set
Si = {σ ∈H1/H2 ∣ Qi(Iσ(α1, α2, . . . , αn))) = 0} .
So now Qi(y) can be expressed in the form
Qi(y) = ∏
σ∈Si
(y − Iσ(α1, α2, . . . , αn)), where ⊍Si =H1/H2.
NowH1 acts on Iσ(α1, α2, . . . , αn). Indeed, for τ ∈H1, τ(Iσ(α1, α2, . . . , αn)) = Iσ((α1, α2, . . . , αn)τ) =
Iτσ(α1, α2, . . . , αn). This can be extended to an action of H1 on H1/H2. This gives rise to a ho-
momorphism
ζ ∶H1 → Sym(H1/H2)
τ ↦ ζ(τ)
where ζ(τ) is the mapping
ζ(τ) ∶H1/H2 →H1/H2
σH2 ↦ τσH2
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Consider the Stabiliser of Si,
Stabζ(H1) Si = {τ ∈ ζ(H1) ∣ τσ ∈ Si,∀σ ∈ Si}.
If τ ∈ Gal(f), then τ(Qi) = Qi. Thus ζ(τ)(Si) = Si, and so ζ(τ) ∈ Stabζ(H1) Si. Therefore
τ ∈ ζ−1(Stabζ(H1) Si), and so Gal(f) ≤ ζ−1(Stabζ(H1) Si). Applying this across all factors of
ResH1,H2(y), we see that
Gal(f) ≤ s⋂
i=1
ζ−1(Stabζ(H1) Si).
Note that the result of 2.32 occurs if one of the factors Qi is linear. Indeed, suppose Q1(y)
has degree one. Then S1 = σH2 for some σ ∈ H1. Consider α ∈ ζ−1(Stabζ(H1) S1). Then
ζ(α) ∈ Stabζ(H1) S1, and so ζ(α)(σH2) = σH2, meaning that (ασ)H2 = σH2. SinceH2 contains
the identity permutation, it follows that ασ ∈ σH2. Thus α ∈ σH2σ−1. Therefore, Gal(f) ≤
ζ−1(Stabζ(H1) S1) ≤ σH2σ−1.
The previous results form the basis of Stauduhar’s algorithm. Suppose it is known that Gal(f) ≤
H1 with respect to some ordering of the roots of f . Initially we have H1 = Sn. For a maximal
transitive subgroupH2 ofH1, we compute the resolvent polynomialResH1,H2(y). From corollary
2.32, a root of ResH1,H2(y) lying in R implies Gal(f) ≤ σH2σ−1 for some σ ∈ H1/H2. If no
such root exists for any maximal transitive subgroup of H1, then Gal(f) = H1. If a root does
exist, we reorder the roots of f according to remark 2.33, so that Gal(f) ≤ H2, and repeat the
procedure. We shall denote this process a Stauduhar step. These Stauduhar steps traverse the
subgroup lattice of transitive permutation groups of degree n starting at Sn and ending atGal(f).
An alternative to calculating the resolvent is to compute Iσ(α⃗) for each σ ∈ H1/H2 and check
if any of them lie in R. The advantage to computing the resolvent is that from lemma 2.30 the
coefficients are integers, and as a result we can determine them exactly by computing approxima-
tions of the roots to sufficient precision. However, ResH1,H2(y)may have a high degree and large
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integer coefficient, and so its construction and factorisation could be very slow. Our algorithm
constructs ResH1,H2(y), except in the case where H1 = Sn and H2 = An, in which the following
result proves useful:
2.35. Lemma. If deg(f) = n, then Gal(f) ≤ An if and only if the discriminant of f(t) is a
perfect square inK.
Proof. Let ∆(f) be the discriminant of f(t),
∆(f) = ∏
1≤i<j≤n
(αi − αj)2 .
Now consider the product P = ∏1≤i<j≤n(αi − αj). Note that P 2 = ∆(f). Now consider a
permutation σ of the set {1,2, . . . , n}, and then consider φ ∈ Sn which maps αi to ασ(i). Clearly
the polynomial φ(P ) has the same factors as P , except for the signs. The factor (ασ(i) − ασ(j))
in φ(P ) will have an opposite sign to the corresponding factor in P if and only if (i, j) is an
inversion pair. Thus, if N(φ) denotes the number of inversions for φ, then
φ(P ) = (−1)N(φ)P = sgn(φ)P.
Thus, P is invariant under φ if and only if φ is an even permutation.
Now considerGal(f) ≤ An. ThenGal(f) contains only even permutations, and so P is invariant
under Gal(f). Thus, P ∈ K, and so √∆(f) = ∣P ∣ ∈ K. Similarly, if √∆(f) ∈ K, then P ∈ K
and so is invariant under Gal(f). Thus every permutation in Gal(f) must be even, and so
Gal(f) ≤ An. 
2.36. Remark. Note that the polynomial∏1≤i<j≤n(Xi −Xj) ∈ R is an invariant under An in Sn,
and so lemma 2.35 is a special case of lemma 2.31. Since computing the discriminant of f is
relatively fast, we will do so at the beginning of our algorithm to check if Gal(f) ∈ An. Also
note that ∆(f) is nonzero since f is separable from proposition 2.7.
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Finally, for the result 2.32 to be applicable, ResH1,H2(y) needs to be separable. Such a resolvent
can always be achieved by applying a suitable Tschirnhaus transformation to f , the details of
which are discussed in the proof of the following lemma:
2.37. Lemma. Let H1 be a transitive subgroup of Sn, of which it is known that Gal(f) ≤ H1.
Let H2 be a subgroup of H1. Also, let I ∈ R be invariant under H2 in H1. Suppose the resolvent
polynomial
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn))
is not separable. Then there exists a polynomial g such that Gal(g) = Gal(f) and the resolvent
polynomial ResH1,H2(y) of g is separable.
Proof. See [10]. 
2.3.1. Example. We will demonstrate Stauduhar’s algorithm for univariate polynomials by
computing the Galois group of f(t) = t4 − 3. With this simple case, we will also look at how the
roots are affected, by computing the Galois group over two different splitting fields. We consider
the splitting field of f over the 11-adic ring. This turns out to be Q11(β), where β is a root of
x2 + 7x + 2. Let’s call this splitting field S. The approximate roots of p(x) in S are:
α1 = 231654714476569056930 +O(1120)
α2 = −28995038397967300884β − 101482634392885553094 +O(1120)
α3 = −231654714476569056930 +O(1120)
α4 = 28995038397967300884β + 101482634392885553094 +O(1120)
18
We will use this as the initial ordering of the roots. Since f is a degree 4 polynomial, its Galois
group is a subgroup of S4. There are two maximal transitive subgroups of S4:
A4
G8 = ⟨(3,4), (1,4)(2,3)⟩
We will first test A4, which we do by computing the discriminant of f . Since ∆(f) = −2048
is not a perfect square, Gal(f) is not a subgroup of A4. We now test G8, which has three right
coset representatives
π1 = identity
π2 = (1,2,3,4)
π3 = (2,3,4),
and use a polynomial that is invariant under G8 in S4:
I(X1,X2,X3,X4) =X1X3 +X1X4 +X2X3 +X2X4.
The resolvent of f for G8 in S4 will thus be
ResS4,G8(y) = 3∏
i=1
(y − Ipii(α1, α2, α3, α4))
= (y − (α1α3 + α1α4 + α2α3 + α2α4)) ⋅ (y − (α2α4 + α2α1 + α3α4 + α3α1))
⋅ (y − (α1α4 + α1α2 + α3α4 + α3α2))
= y3 + 12y.
The resolvent has the single integer root 0, which upon checking the invariants we see corre-
sponds to I(π3(α1, α2, α3, α4)). This means that Gal(f) is in π3G8π−13 . Reordering the roots by
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the change (2,3,4), we have Gal(f) ≤ G8. Repeating this process, we see that Gal(f) is not
contained in any maximal transitive subgroups of G8, and so Gal(f) = G8 under the ordering
α
′
1
= α1, α
′
2
= α3, α
′
3
= α4, α
′
4
= α2. Next, we consider the splitting field of f over C. The roots
are:
α1 =
4
√
3i,
α2 = − 4
√
3i,
α3 =
4
√
3,
α4 = − 4
√
3.
Using the same invariant polynomial and coset representatives for G8 as before, we get the
same resolvent ResS4,G8(y) = y3 + 12y, and thus the same integer root 0, however this time
it corresponds to I(π1(r1, r2, r3, r4)). So in this case, Gal(f) ≤ π1G8π−11 = G8 under the above
ordering.
As we can see in this example, Stauduhar’s algorithm computes the Galois group as well as
the action on the roots. Thus the ordering of the roots is important. In our algorithm for Ga-
lois groups of multivariate polynomials, we will construct a splitting field in which to compute
approximations of the roots of f .
2.4. Valuation Theory
One of the major components of Stauduhar’s algorithm is determining a level of precision for
which approximations of the roots of f will be sufficient to determine the Galois group exactly.
For univariate polynomials, the resolvent of f has integer coefficients, and so precision bounds
are not difficult to compute. For example, one can compute approximations of the roots of f in C
such that the magnitude of the error of the coefficients of ResH1,H2(y) is within 12 . However, for
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multivariate f , the coefficients of ResH1,H2(y) are elements of R = Z[w1, w2, . . . , wa], and so we
need a different approach. In the next chapter we will prove that the degree of wi in the resolvent
has an upper bound, and also compute this bound. The rest of this chapter gives preliminary
theory leading to this main result.
2.38. Definition. Let K be a field. An absolute value on K is a function ∣ ∣ ∶ K → R satisfying
the following properties for x, y ∈K:
● ∣x∣ = 0⇔ x = 0,
● ∣x∣ ≥ 0,
● ∣xy∣ = ∣x∣∣y∣,
● ∣x + y∣ ≤ ∣x∣ + ∣y∣ (triangle inequality).
Furthermore, if the absolute value satisfies the ultrametric inequality
● ∣x + y∣ ≤max{∣x∣, ∣y∣},
then it is called a non-Archimedean absolute value, otherwise it is called an Archimedean abso-
lute value.
Note that for x, y ∈K,max{∣x∣, ∣y∣} ≤ ∣x∣+∣y∣. Thus the ultrametric inequality implies the triangle
inequality. One particular absolute value on a field K is the trivial absolute value, which sets
∣x∣ = 1 for all non-zero x ∈K, and ∣0∣ = 0. From now on we will only look at non-trivial absolute
values.
From this definition we can obtain some basic properties of absolute values.
2.39. Lemma. Let ∣ ∣ be an absolute value onK. Then
a) ∣1∣ = 1.
b) ∣ζ ∣ = 1, for all ζ ∈K satisfying ζd = 1 for some nonzero d ∈ N. In particular, ∣ − 1∣ = 1.
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c) ∣ − x∣ = ∣x∣, for all x ∈K.
d) ∣x−1∣ = ∣x∣−1, for all x ∈K.
e) ∣∣x∣ − ∣y∣∣ ≤ ∣x − y∣, for all x, y ∈K.
f) If ∣ ∣ is non-Archimedean, then ∣x + y∣ =max{∣x∣, ∣y∣} for all x, y ∈K satisfying ∣x∣ ≠ ∣y∣.
Proof. See [7, p. 12-15] and [12, p. 575]. 
The last property can be extended by induction to the following result:
2.40. Corollary. Let ∣ ∣ be a non-Archimedean absolute value onK. Let x1, x2, . . . , xn ∈K such
that ∣x1∣ > ∣xi∣ for i = 2,3, . . . , n. Then
∣ n∑
i=1
xi∣ = ∣x1∣.
2.41. Definition. Two absolute values on K are equivalent if they define the same topology on
K.
Note that this is obviously an equivalence relation.
2.42. Lemma. Let ∣ ∣1 and ∣ ∣2 be two absolute values on K. They are equivalent if and only if
there exists some real number s > 0 such that
∣x∣1 = ∣x∣s2, ∀x ∈K.
Proof. See [19, p. 117].

2.43. Corollary. Two absolute values ∣ ∣1 and ∣ ∣2 onK are equivalent if and only if
∣x∣1 ≤ 1⇔ ∣x∣2 ≤ 1.
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2.44. Definition. LetK be a field. Consider the object∞ with the convention that for all α ∈ R,
we have α <∞ and α+∞ =∞+α =∞, as well as∞+∞ =∞. Then a mapping v ∶K → R∪{∞}
is a valuation if for all a, b ∈K, it satisfies the following properties:
● v(ab) = v(a) + v(b)
● v(a + b) ≥min{v(a), v(b)}
● v(a) =∞⇔ a = 0
If v(K ∪ {0}) = sZ for some real s > 0, the valuation is called a discrete valuation. If s = 1, it is
called a normalised valuation.
From this definition we can obtain some basic properties of valuations.
2.45. Lemma. Let v be a valuation on K. Then
a) v(1) = 0.
b) v(ζ) = 0, for all ζ ∈K satisfying ζd = 1 for some nonzero d ∈ N. In particular, v(−1) = 0.
c) v(−x) = v(x).
d) v(x−1) = −v(x), for all x ∈K∗.
e) If x, y ∈K and v(x) ≠ v(y), then v(x + y) =min{v(x), v(y)}.
Proof. The first result follows from v(1) + v(1) = v(12) = v(1). For the remaining properties,
see [4, p. 386]. 
The last property can be extended by induction to the following result:
2.46. Corollary. Let v be a valuation on K. Let x1, x2, . . . , xn ∈ K such that v(x1) < v(xi) for
i = 2,3, . . . , n. Then
v ( n∑
i=1
xi) = v(x1).
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2.47. Definition. Two valuations v1 and v2 are equivalent if v1 = sv2 for some real number s > 0.
Note that this is clearly an equivalence relation.
2.48. Lemma. Let v be a valuation on K. Then for real q > 1, the function
∣ ∣q ∶K Ð→ R
x↦
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
q−v(x) if x ≠ 0
0 if x = 0
is a non-Archimedean absolute value on K. For q, q′ ∈ R satisfying q, q′ > 1 and q ≠ q′, the
absolute values ∣ ∣q and ∣ ∣q′ are equivalent.
Furthermore, let ∣ ∣ be a non-Archimedean absolute value on K and s ∈ R with s > 0. Then the
function
vs ∶K Ð→ R ∪ {∞}
x↦
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−s log ∣x∣ if x ≠ 0
∞ if x = 0
is a valuation on K. For s, s′ ∈ R satisfying s, s′ > 0 and s ≠ s′, the valuations vs and vs′ are
equivalent.
Proof. See [4, p. 405-406].

Thus every valuation v on K has an associated non-Archimedean absolute value ∣ ∣, and vice
versa. Note that clearly two equivalent valuations will correspond to equivalent non-Archimedean
absolute values.
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2.49. Definition. Let K be a field and ∣ ∣ an absolute value on K. A sequence {an}n∈N in K is
called a Cauchy sequence if, for all ǫ > 0, there exists N ∈ N such that
n,m ≥ N Ô⇒ ∣an − am∣ < ǫ.
2.50. Definition. A field K with absolute value ∣ ∣ is called complete if any Cauchy sequence
{an}n∈N in K converges to an element a ∈K. In other words,
lim
n→∞
∣an − a∣ = 0.
From now on, when we talk about a field being complete with respect to a valuation, we refer to
the field being complete with respect to its corresponding non-Archimedean absolute value.
2.51. Lemma. Let K be a field with valuation v and corresponding non-Archimedean absolute
value ∣ ∣. Then
a) The set
O ∶= {x ∈K ∣ v(x) ≥ 0} = {x ∈K ∣ ∣x∣ ≤ 1}
is an integral domain and a maximal (proper) subring of K, called the valuation ring.
Moreover, for all nonzero x ∈K, we have that either x ∈ O or x−1 ∈ O. Furthermore, two
equivalent valuations on K, or two equivalent non-Archimedean absolute values, will
give the same valuation ring.
b) The set
O∗ ∶= {x ∈K ∣ v(x) = 0} = {x ∈K ∣ ∣x∣ = 1}
is the group of units of O.
c) The set
p ∶= O ∖O∗ = {x ∈K ∣ v(x) > 0} = {x ∈K ∣ ∣x∣ < 1} = {x ∈ O ∣ x−1 ∉ O}
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is the unique maximal ideal of O.
Proof. See [19, p. 120].

This lemma shows that two equivalent valuations will have the same valuation ring. The converse
is also true. For say that two valuations have the same valuation ring. Then their associated
absolute values satisfy ∣x∣1 ≤ 1⇔ ∣x∣2 ≤ 1. By corollary 2.43, the absolute values are equivalent,
and so the valuations are equivalent. Thus two valuations are equivalent if and only if they have
the same valuation ring.
2.52. Lemma. A valuation ring is integrally closed.
Proof. See [19, p. 121]. 
2.53. Definition. Let V be a vector space over a field K with absolute value ∣ ∣. A function
∥ ∥ ∶ V → R+ is called a norm if for all a, b ∈ V, c ∈K
● ∥a∥ = 0⇔ a = 0
● ∥a + b∥ ≤ ∥a∥ + ∥b∥
● ∥ca∥ = ∣c∣∥a∥.
Two norms ∥ ∥1 and ∥ ∥2 are called equivalent if they induce the same topology on V .
Note that the equivalence of two norms is clearly an equivalence relation. Cauchy and convergent
sequences in normed vector spaces are defined similarly to fields with absolute values.
2.54. Lemma. (Hensel’s Lemma) Let O be a valuation ring of a field K that is complete with
respect to a discrete valuation. Let p be the maximal ideal of O. Consider a polynomial f(x) ∈
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O[x] that factorises modulo p
f(x) ≡ g¯(x)h¯(x) mod p,
where g¯, h¯ ∈ (O/p)[x] are relatively prime polynomials. Then there is a factorisation of f(x)
f(x) = g(x)h(x)
where g, h ∈ O[x] such that deg(g) = deg(g¯), deg(h) = deg(h¯), and
g(x) ≡ g¯(x) mod p and h(x) ≡ h¯(x) mod p.
Proof. See [19, p. 129].

2.55. Lemma. Let K be a field that is complete with respect to a non-Archimedean absolute
value ∣ ∣. Let L/K be a Galois extension of K. If [L ∶ K] is finite, then there exists a unique
extension (up to equivalence) ∣ ∣1 of ∣ ∣ to a non-Archimedean absolute value on L/K, given by
∣α∣1 = (NL/K(α)) 1n ,
where n = [L ∶K] and
NL/K(x) = RRRRRRRRRRR ∏σ∈Gal(L/K)σ(x)
RRRRRRRRRRR .
Proof. See [19, p. 131].

2.56. Corollary. Let K be a perfect field that is complete with respect to a valuation v. Let
L/K be a Galois extension of K. If [L ∶ K] is finite, then there exists a unique extension (up to
equivalence) w of v to a valuation on L/K, given by
w(α) = 1
n
v (NL∣K(α)) ,
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where n = [L ∶K] and
NL∣K(x) = RRRRRRRRRRR ∏σ∈Gal(L/K)σ(x)
RRRRRRRRRRR .
Proof. Consider the function w on L/K as described in the statement of the corollary. Clearly
it is equivalent to v when the domain is restricted to K. The function v on K is associated to a
non-Archimedean absolute value ∣ ∣. From lemma 2.48, v(α) = −s log ∣α∣ for α ≠ 0, where s > 0.
By lemma 2.55 there exists a unique extension of ∣ ∣ to a non-Archimedean absolute value ∣ ∣1
on L/K given by ∣α∣1 = (NL/K(α)) 1n . Then we have
w(α) = 1
n
v (NL∣K(α))
= − s
n
log ∣NL∣K(α)∣
= −s log ∣NL/K(α)∣ 1n = −s log ∣α∣1
Thus from lemma 2.48, w is the valuation associated to ∣ ∣1 on L/K.
Let w′ be another extension of v, and denote its associated non-Archimedean absolute value on
L/K by ∣ ∣′
1
. When restricted toK, w′ is equivalent to v, and so ∣ ∣′
1
must be equivalent to ∣ ∣ on
this restriction. Thus ∣ ∣′
1
is an extension of ∣ ∣. From lemma 2.55 extensions of absolute values
are unique, and so ∣ ∣′
1
is equivalent to ∣ ∣1. Thus w′ is equivalent to w, proving that w is unique
up to equivalence.

2.57. Corollary. Let K be a perfect field that is complete with respect to a valuation v. There is
a unique extension of v to the algebraic closure K¯ ofK.
2.58. Definition. Let K be a local field with a discrete valuation v, and let f(x) = anxn +
an−1xn−1 +⋯ + a1x + a0 ∈ K[x] with an = 1. For each i satisfying ai ≠ 0, let Pi = (i, v(ai)) be a
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point in the Cartesian plane. The Newton polygon of f is the convex hull of the set of points in
the Cartesian plane
{(i, v(ai)) ∣ i ∈ {1,2, . . . , n}, ai ≠ 0}.
In the next chapter, we will use Newton polygons to obtain an upper bound on the degree of the
parameters in the resolvent of f .
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CHAPTER 3
Stauduhar’s Algorithm for Multivariate Polynomials
Throughout this chapter, R will denote the polynomial ring Z[w1, w2, . . . , wa], andK its field of
fractionsQ(w1, w2, . . . , wa). Let f(t) ∈ R[t] be a monic irreducible polynomial. The main point
of Stauduhar’s algorithm is computing the resolvent polynomial. In the single variable case, this
is determined by computing the roots of f to sufficient enough precision such that the integer co-
efficients of the resolvent can be determined exactly. In our non-specialisation algorithm, we will
generalise this approach for multivariate polynomials. The main issues are computing approx-
imations to the roots of f and determining the level of precision needed, since the coefficients
of the resolvent are elements of Z[w1, w2, . . . , wa], not Z like in the single variable case. In this
chapter we will demonstrate a technique to compute high precision approximations of the roots
of f via Hensel lifting. We will also obtain an upper bound on the degree of w1, w2, . . . , wa in
the resolvent.
3.1. The Algorithm
In this section we will give a brief overview of the entire non-specialisation algorithm. More
elaborate descriptions of the steps are contained in the remarks following, as well as references
to results which verify their validity. Note that some of the steps are looked at in later chapters.
3.1. Algorithm. (Non-specialisation method for computing Galois groups)
Input: Monic, irreducible polynomial f(t, w⃗) ∈ Z[w1, w2, . . . , wa][t] of degree n in t and
degree n1, n2, . . . , na in the parameters w1, w2, . . . , wa respectively.
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Output: The Galois group of f including the action on the roots.
Step 1: If f(t, 0⃗) is not irreducible over Z, find a vector w⃗0 = {−s1,−s2, . . . ,−sa} ∈ Za
such that f(t, w⃗0) is irreducible. Then set g(t, w⃗) ∶= f(t, w⃗1), where w⃗1 = {w1 − s1, w2 −
s2, . . . , wa − sa}.
Step 2: Compute the Galois group of several specialisations of g. If any of these Galois
groups are Sn, then Gal(f) = Sn and we are done. If any specialisation has a Galois
group of An, then Gal(f) = An if √∆(g) ∈ K. Otherwise Gal(f) = Sn, and we are
done. LetW be the group generated by all the Galois groups from these specialisations.
ThenW ≤ Gal(f).
Step 3: Set H1 = Sn.
Step 4: Let U1, U2, . . . , Uk be the maximal transitive subgroups of H1 which containW as
a subgroup. Set i ∶= 1. If no such groups exist, then Gal(f) =H1.
Step 5: Set H2 ∶= Ui and find a polynomial I ∈ Z[X1,X2, . . . ,Xn] that is invariant under
H2 in H1.
Step 6: Using Newton polygons, determine upper bounds on the exponent of the parameters
wj in the resolvent ResH1,H2(y). Let ej be the upper bound on the exponent of wj found
using this method.
Step 7: Compute an upper bound for the height of ResH1,H2(y). Denote this upper bound
byM .
Step 8: Pick a prime p such that g(t, w⃗) is separable modulo p, and find the roots of
g(t, w⃗) modulo the ideal ⟨p,w1, w2, . . . , wa⟩. Hensel lift these to roots modulo the ideal
⟨pN , we1+1
1
, we2+1
2
, . . . , wea+1a ⟩, where pN > 2M . Denote these roots α1, α2, . . . , αn.
Step 9: For each coset σ ∈H1/H2, compute Iσ(α1, α2, . . . , αn).
Step 10: Construct the resolvent polynomialResH1,H2(y) = ∏σ∈H1/H2(y−Iσ(α1, α2, . . . , αn)).
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Step 11: Solve ResH1,H2(y) = 0 in R. If it has a root, then Gal(f) is in a conjugate of H2.
Reorder the roots so that Gal(f) ≤ H2. Set H1 ∶= H2 and return to Step 4. If there is
no root and i < k, set i ∶= i + 1 and return to Step 5. If there is no root and i = k, then
Gal(f) =H1.
3.1.1. Remarks on the Algorithm.
Step 1: We will prove that w⃗0 exists in lemma 3.2, and thatGal(f) = Gal(g) in lemma 3.3.
Step 2: We cover specialisations in chapter 5. From lemma 5.3, the Galois group of a
specialisation of f is a subgroup of Gal(f). From remarks 5.8, if this specialisation
has Galois group Sn then Gal(f) = Sn. If this specialisation has Galois group An then
Gal(f) is Sn or An. In this case, it follows from lemma 2.35 that Gal(f) = An if and
only if
√
∆(g) ∈ K. It is worth noting that performing the Stauduhar algorithm on
specialisations of f can also be useful in checking if any Stauduhar steps might require a
Tschirnhaus transformation.
Steps 3-4: These are unchanged from the single variable Stauduhar algorithm.
Step 5: We will see from result 3.22 that our upper bound for the exponents of the param-
eters in ResH1,H2(y) is proportional to the degree of the invariant I . Thus it is preferable
to use an invariant of small degree.
Step 6: For j = 1,2, . . . , a, let vj be the following mapping:
vj ∶K ↦ Z+ ∪ {0}
x→ −degwj(x)
We will prove in lemma 3.18 that this mapping is a valuation. Then express g in the form
g (t, w⃗) = n∑
k=0
ckt
k,
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where ck ∈ Z[w1, w2, . . . , wa]. We construct the Newton polygon of g over vj , consisting
of the points (k, vj (ck)) , k = 0,1,2, . . . , n. Let sj denote the steepest slope of this New-
ton polygon. We will prove in result 3.22 that an upper bound for the exponent of wj in
the resolvent is ej ∶= [H1 ∶H2]si deg(I).
Step 7: The computation of the upper bound of the height of ResH1,H2(y) is performed in
the algorithm 4.1.
Step 8: We will show in 5.11 that there exists primes p where g(t, w⃗) splits into n distinct
linear factors in the ideal ⟨p,w1, w2, . . . , wa⟩. In remark 3.16 we construct a method by
which we can lift these to roots modulo the ideal J ∶= ⟨pN , we1+1
1
, we2+1
2
, . . . , wea+1a ⟩ in no
more than
⌈log2N⌉ + ⌈log2 (−a + 1 + a∑
i=1
(ei + 1))⌉
Hensel lifts, while also minimising the complexity of each lift.
Step 9: The computation of Iσ(α1, α2, . . . , αn) is performed modulo J .
Step 10: The computation ofResH1,H2(y) is also performed modulo J . We prove in lemma
3.30 that this will give us the resolvent exactly.
Step 11: This is unchanged from the single variable Stauduhar algorithm.
3.2. Constructing a Minimal Splitting Field
We begin by looking for an ideal J such that f splits into distinct linear factors in R/J . The
simplest such ideal to work with is of the form ⟨p,w1, w2, . . . , wa⟩, where p is a prime. This
ideal will not work if f(t) is non-separable when every parameter is set to zero. However, from
the following two results we can find a polynomial satisfying this condition with an equivalent
Galois group.
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3.2. Lemma. Let f(t, w⃗) ∈ Z[w1, w2, . . . , wa][t] be a monic irreducible polynomial. There exists
s1, s2, . . . , sa ∈ Z such that f(t, w⃗0) has non-zero discriminant, where w⃗0 = {s1, s2, . . . , sa}.
Proof. The discriminant of f(t, w⃗) is a polynomial in Z[w1, w2, . . . , wa], denote it∆(w⃗). Since
f is irreducible, from proposition 2.7 it is separable, and so ∆(w⃗) is non-zero.
Suppose that ∆(w⃗0) = 0 for all w⃗0 ∈ Za. From lemma 5.25, which we will prove later, we can
determine ∆(w⃗) uniquely using a finite number of evaluations of w⃗0. Since ∆(w⃗) will coincide
with the zero polynomial for all of these evaluations, it follows that ∆(w⃗) = 0, a contradiction.

3.3. Lemma. Let f(t, w⃗) ∈ Z[w1, w2, . . . , wa][t] be a monic polynomial. Let g(t, w⃗) = f(t, w⃗1),
where w⃗1 = {w1 − s1, w2 − s2, . . . , wa − sa} with s1, s2, . . . , sa ∈ Z. Then Gal(f) = Gal(g).
Proof. The map wi ↦ wi − si is clearly an automorphism of Z[w1, w2, . . . , wa]. This leads to a
bijection between the roots of f and g that will preserve the rational relations of the roots. Thus
the Galois groups will be identical. 
3.4. Remark. Given f(t, w⃗), we will now find a vector w⃗0 = {−s1,−s2, . . . ,−sa} ∈ Za such
that f(t, w⃗0) has non-zero discriminant. We set g(t, w⃗) ∶= f(t, w⃗1), where w⃗1 = {w1 − s1, w2 −
s2, . . . , wa − sa}. Then from lemma 3.3, the polynomials f and g will have the same Galois
group. Also, g(t, 0⃗) will have non-zero discriminant, and so its roots will be distinct. As a result
we can express the roots of g(t, w⃗) as a power series centred at the origin. This will make them
easier to work with. In particular, in chapter 4 we will see that computing bounds on the integer
coefficients of ResH1,H2(y) is more convenient.
3.3. Computing the Roots
We compute the roots of our polynomial through a technique called Hensel lifting.
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3.3.1. Hensel Lifting. Hensel lifting is a technique for refining approximations to roots of
polynomials over local rings. They are usually performed over discrete valuation rings. We will
perform a version over multivariate polynomial rings.
3.5. Lemma. Let f be a polynomial with coefficients over a multivariate polynomial ring R. Let
J be an ideal of R. Suppose r ∈ R satisfies f(r) ≡ 0 mod J and f ′(r) is invertible modulo J .
Set
w ∶= (f ′(r))−1 mod J,
and r1 ∶= r − f(r)w.
Then the following is true:
● r1 ≡ r mod J ,
● f(r1) ≡ 0 mod J2,
● f ′(r1) is invertible modulo J2.
Proof. Let f(r) = 0 + ǫ for some ǫ ∈ J . Let w be an inverse of f ′(r) modulo J . Note that w is
unique modulo J . Indeed, if w′f ′(r) ≡ 1 mod J for some w′, then w −w′ ≡ (w −w′)wf ′(r) ≡
w (wf ′(r) −w′f ′(r)) ≡ 0 mod J . Let wf ′(r) = 1 + ǫ1 for some ǫ1 ∈ J . Now define
r1 ∶= r −wf(r).
Clearly r1 ≡ r mod J since f(r) ≡ 0 mod J . Then we have
f(r1) = f (r −wf(r))
= f(r −wǫ)
= f(r) + f ′(r)(−wǫ) + θ(−wǫ)2
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for some θ ∈ R, from Taylor’s theorem. Now using our expressions for f(r) and f ′(r), we have
f(r1) = ǫ − ǫ(1 + ǫ1) + θ(−wǫ)2
= −ǫǫ1 +w2ǫ2θ
≡ 0 mod J2.
Next we define
w1 ∶= w (2 −wf ′(r1)) .
We then have
f ′(r1) = f ′ (r −wf(r))
= f ′(r −wǫ)
= f ′(r) −wǫθ1
for some θ1 ∈ R, from Taylor’s theorem. Thus, f ′(r1) ≡ f ′(r) mod J , and so wf ′(r1) ≡
wf ′(r) ≡ 1 mod J . So let wf ′(r1) = 1 + ǫ2 for some ǫ2 ∈ J . Then we have
w1f
′(r1) = w (2 −wf ′(r1))f ′(r1)
= (2 − (1 + ǫ2))wf ′(r1)
= (1 − ǫ2)(1 + ǫ2)
= 1 − (ǫ2)2
≡ 1 mod J2
Thus w1 is the inverse of f ′(r1) modulo J2. 
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3.6. Corollary. Let f be a polynomial with coefficients over a multivariate polynomial ring R.
Let J be an ideal of R. Suppose r ∈ R satisfies f(r) ≡ 0 mod J and f ′(r) is invertible modulo
J . Then form ∈ N, there exists rm ∈ R satisfying
● rm ≡ r mod J ,
● f(rm) ≡ 0 mod J2m ,
● f ′(rm) is invertible modulo J2m .
Proof. We prove this by induction on m. The m = 0 case is trivial since r0 = r. Suppose it is
true for m = k. Thus there exists rk ∈ R with rk ≡ r mod J, f(rk) ≡ 0 mod J2k , and f ′(rk) is
invertible modulo J2
k
. Since J2
k
is an ideal of R, the m = k + 1 cases follows from lemma 3.5.
In particular, rk+1 ≡ rk mod J2
k
, and so rk+1 − rk ∈ J2k ⊆ J , and thus rk+1 ≡ rk ≡ r mod J . 
3.7. Remark. The proof of lemma 3.5 not only demonstrates the existence of a root modulo
the square of the ideal, it also gives us a method of constructing this root, as well as roots
modulo higher powers of this ideal. The process of constructing r1 given r is called a Hensel
lift. In general, we have rm, wm ∈ J2
m
satisfying rm ≡ r mod J, f(rm) ≡ 0 mod J2m and
wmf ′(rm) ≡ 1 mod J2m . The Hensel lift involves constructing
rm+1 ∶= rm − f(rm)wm mod J2m+1
wm+1 ∶= wm (2 −wmf ′(rm+1)) mod J2m+1 .
Then rm+1 ≡ r mod J, f(rm+1) ≡ 0 mod J2m+1 and wm+1f ′(rm+1) ≡ 1 mod J2m+1 . Given a
root modulo J , we can obtain a root modulo J2
m
by applyingm such Hensel lifts.
3.8. Definition. Consider the ideals J1 = ⟨wα11 , wα22 , . . . , wαii , . . . , wαaa ⟩ and J2 = ⟨wα11 , wα22 , . . . , w2αii , . . . , wαaa ⟩
of R. Given a root r such that f(r) ≡ 0 mod J1, if an algorithm produces a root r′ such that
f(r′) ≡ 0 mod J2, we say that the algorithm doubles the precision in the wi direction.
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When there is more than one variable, a single Hensel lift can double the precision in any variable
while maintaining the precision in the other variables.
Conveniently, we can choose what direction we perform each lift in. For example, if we have an
ideal in three variables,
J = ⟨a, b, c⟩
Then J2 = ⟨a2, b2, c2, ab, ac, bc⟩ is contained in ⟨a2, b, c⟩, ⟨a, b2, c⟩, and ⟨a, b, c2⟩. Thus we can
perform the Hensel lift modulo any one of these three ideals.
Consider a degree n polynomial f ∈ R[t]. For the rest of this chapter, let J1 denote the ideal
⟨p,w1, w2, . . . , wa⟩, with p prime. Suppose that f splits linearly modulo J1 (we will show in
chapter 5 that there exists a prime p such that this is the case). For the next few results, we shall
introduce some notation for convenience.
3.9. Definition. Consider a term x ∈ Z[w1, w2, . . . , wa], expressed in the form
x ∶= cpe0we1
1
⋯weaa ,
where c ∈ Z, (c, p) = 1 and ei ∈ Z≥0. We denote the grading of x to be grad(x) = ∑ai=0 ei,
with grad(0) ∶= ∞. The grading of a polynomial in Z[w1, w2, . . . , wa] is equal to the minimum
grading of its terms. For example, grad(p2w1 + pw1w2 +w42) = 3.
3.10. Proposition. The grading is a valuation on Z[w1, w2, . . . , wa].
Proof. Firstly, it is clear from the definition that grad(f) =∞ if and only if f = 0. Now consider
two terms x, y ∈ Z[w1, w2, . . . , wa]. If their degree in wi for some i differs, then x+y will consist
of two separate terms and so grad(x+y) =min{grad(x),grad(y)}. If their degree inwi matches
for i = 1, . . . , a, then we can write:
x = c1pe0we11 ⋯weaa , y = c2pe
′
0we1
1
⋯weaa ,
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and so
x + y = (c1pe0 + c2pe′0)we11 ⋯weaa .
Assume without loss of generality that e0 ≤ e
′
0
. Then pe0 divides c1pe0+c2pe′0 , and so grad(x+y) ≥
e0+∑ai=1 ei =min{grad(x),grad(y)}, with the inequality being strict if and only if e0 = e′0 and p
divides c1+c2. In particular, if grad(x) ≠ grad(y), then grad(x+y) =min{grad(x),grad(y)}. It
follows through termwise addition that grad(f + g) ≥min{grad(f),grad(g)} for any two poly-
nomials f, g ∈ Z[w1, w2, . . . , wa], with equality occurring in the case that grad(f) ≠ grad(g). For
two terms x, y ∈ Z[w1, w2, . . . , wa], it is clear that grad(xy) = grad(x)+grad(y). Thus it is clear
through termwise multiplication and the addition property that grad(fg) ≥ grad(f) + grad(g)
for any two polynomials f, g ∈ Z[w1, w2, . . . , wa]. Let f = f0 + f1 and g = g0 + g1, where f0 and
g0 denote the components of f and g consisting only the terms of grading grad(f) and grad(g)
respectively. Then grad(f1) > grad(f) and grad(g1) > grad(g). Order the terms of f0 and g0
in lexicographical order of their exponents in p,w1, . . . , wa. Denote the first term of f0 to be
x ∶= c1pd0wd11 ⋯wdaa and the first term of g0 to be y ∶= c2pe0we11 ⋯weaa . Then there are no other
terms in f0g0 with the same exponents in w1, . . . , wa as xy. Indeed, suppose a term x′y′, with
x′ a term in f and y′ a term in g, has matching exponents. Then they must also have matching
exponents in p, since they have the same grading as xy. Thus we can write x′y′ in the form
x′y′ = Cpd0+e0wd1+e1
1
⋯wda+eaa ,
where (C,p) = 1. Since x′ is after x in lexicographic order, degp(x′) ≥ d0. Similarly, degp(y′) ≥
e0, and thus equality occurs in both cases. A similar argument shows that degw1(x′) = d1 and
degw1(y′) = e1, and subsequently degwi(x′) = di and degwi(y′) = ei for each i = 1,2, . . . , a.
Thus x and x′ have matching exponents, a contradiction since they are separate terms in f . Thus,
xy is a unique term in f0g0, and so grad(f0g0) ≤ grad(xy) = grad(x) + grad(y) = grad(f) +
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grad(g). However, since grad(f0g0) ≥ grad(f0)+grad(g0) = grad(f)+grad(g), it follows that
grad(f0g0) = grad(f) + grad(g). Finally, we have
grad(fg) = grad ((f0 + f1)(g0 + g1))
= grad(f0g0 + f0g1 + f1g0 + f1g1)
≥min{grad(f0g0),grad(f0g1),grad(f1g0),grad(f1g1)}.
However, since grad(f1) > grad(f) and grad(g1) > grad(g), it follows that grad(f0g0) is a
unique minimum of these four gradings, and so grad(fg) = grad(f0g0) = grad(f) + grad(g).
Thus the grad function satisfies all the properties of a valuation. 
3.11. Lemma. For n ∈ Z+, Jn
1
is the set of polynomials f satisfying grad(f) ≥ n.
Proof. This is equivalent to showing that Jn
1
is generated by the monomials in Z[w1, w2, . . . , wa]
of grading n. We shall prove this by induction on n. The n = 1 case is clear. Indeed, J1 by def-
inition is generated by the monomials of grading 1. Now for some k ≥ 1, assume that Jk
1
is the set
{f ∈ Z[w1, w2, . . . , wa] ∣ grad(f) ≥ k}, and defineL ∶= {f ∈ Z[w1, w2, . . . , wa] ∣ grad(f) ≥ k + 1}.
Any term x ∈ L of grading k + i can be expressed in the form x = x1x2 where grad(x1) = k and
grad(x2) = i, thus x1 ∈ Jk1 and x2 ∈ J1. Since any polynomial f ∈ L is the sum of such terms, it
follows that f ∈ Jk
1
J1, and so L ⊆ Jk+11 . Now consider some arbitrary h ∈ Jk+11 = Jk1 J1. It can be
expressed in the form
h = f1g1 + f2g2 +⋯+ fmgm,
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where fi ∈ Jk1 and gi ∈ J1 for i = 1,2, . . . ,m. Thus grad(fi) ≥ k and grad(gi) ≥ 1. From
proposition 3.10 it follows that
grad(h) ≥ min
1≤i≤m
{grad(figi)}
= min
1≤i≤m
{grad(fi) + grad(gi)}
≥ min
1≤i≤m
{k + 1} = k + 1.
Thus h ∈ L and so Jk+1
1
⊆ L, meaning Jk+1
1
= L. The result follows by induction. 
3.12. Lemma. Let J1 = ⟨p,w1, w2, . . . , wj⟩ and J2 = ⟨pβ0 , w1β1 , w2β2 , . . . , wjβj⟩ be ideals of the
ring R. Set k ∶= −j +∑ji=0 βi. Then Jk1 ⊆ J2 and Jk−11 ⊈ J2.
Proof. From lemma 3.11, Jk
1
will be generated by the monomials in R of grading k. Consider
such an element g = pγ0wγ1
1
w
γ2
2
⋯wγjj , where ∑ji=0 γi = k. If γi < βi for each i = 0,1,2, . . . , j, then
γi ≤ βi − 1 and so k = ∑ji=0 γi ≤ ∑ji=0(βi − 1). Thus, if k ≥ 1 +∑ji=0(βi − 1), by the pigeonhole
principle there must exist some i ∈ {0,1,2, . . . , j} such that γi ≥ βi. If i = 0 then g ∈ ⟨pβ0⟩ ⊂ J2,
while if i ≠ 0 then g ∈ ⟨wβii ⟩ ⊆ J2. Thus Jk1 ⊆ J2 if k = 1 +∑ji=0(βi − 1) = −j +∑ji=0 βi.
Set g′ ∶= pβ0−1w1β1−1w2β2−1⋯wjβj−1. Then grad(g′) = ∑ji=0(βi − 1) = k − 1, and so g′ ∈ Jk−11 .
However g′ cannot be expressed as a combination of the generators of J2, and so g′ ∉ J2. Thus
Jk−1
1
⊈ J2. 
3.13. Proposition. Consider a polynomial f ∈ R[t] and a prime p. Let J1 = ⟨p,w1, w2, . . . , wj⟩
be an ideal and J2 = ⟨pβ0 , w1β1 , w2β2 , . . . , wjβj⟩. Consider r ∈ R such that f(r) ≡ 0 mod J1 and
f ′(r) is invertible modulo J1. Using no more than ⌈log2(−j +∑ji=0 βi)⌉ Hensel lifts, an element
r′ ∈ R can be found satisfying r′ ≡ r mod J1 and f(r′) ≡ 0 mod J2.
Proof. From lemma 3.12, Jk
1
⊆ J2 if k = 1 +∑ji=0(βi − 1) = −j +∑ji=1 βi.
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From corollary 3.6 and remark 3.7, m Hensel lifts will give us a root r′ satisfying f(r′) ≡ 0
mod J2
m
1
. For k ≤ 2m it is clear that J2m
1
⊆ Jk
1
⊆ J2, and so it follows that f(r′) ≡ 0 mod J2.
Thus, a sufficient m is one that satisfies 2m ≥ k ≥ −j + ∑ji=0 βi. This is equivalent to m ≥
log2(−j +∑ji=0 βi). Since ⌈log2(−j +∑ji=0 βi)⌉ ≥ log2(−j +∑ji=0 βi), this is a sufficient number of
Hensel lifts. 
3.14. Remark. From lemma 3.12 we have that −j +∑ji=0 βi is the smallest value of k satisfying
Jk
1
⊆ J2. Thus the number of lifts given by proposition 3.13 is the smallest possible under
this approach. Indeed, focusing on one parameter at a time will require at least as many lifts,
and usually will require strictly more. For example, consider a case with three parameters with
J1 = ⟨p,w1, w2⟩ and J2 = ⟨p2, w21, w22⟩. If we performed this technique to double the precision in
each direction, we would need to perform three lifts before we get the ideal J2. However,
J41 = ⟨p4, p3w1, p3w2, p2w21, p2w1w2, p2w22, pw31, pw21w2, pw1w22, pw32, w41, w31w2, w21w22, w1w32, w42⟩
⊆ ⟨p2, w21, w22⟩ ,
and so only two lifts are required.
By lifting in only one direction each time, the number of lifts necessary is
j
∑
i=1
⌈log2 βi⌉ ≥ j∑
i=1
log2 βi
= log2 ( j∏
i=1
βi) .
This is considerably more lifts than the amount in proposition 3.13, especially for large values of
j or βi.
Now that we know the minimum number of Hensel lifts required to compute the roots to suf-
ficient precision, the next step is to determine the best ideals to use for each lift. In order to
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compute the roots modulo an ideal J , we work over the quotient ring R/J . Our calculations will
be faster if R/J is smaller, thus we want J to be as large as possible. For example, suppose we
have the roots of f modulo J1 and wish to compute them modulo J
5
1
. A naive approach would be
to compute the roots modulo J2
1
, then modulo J4
1
, then modulo J8
1
, then take the natural projec-
tion R/J8
1
→ R/J5
1
. Instead, we can compute the roots modulo J2
1
, then modulo J3
1
, then modulo
J5
1
. In the latter approach the quotient fields will be smaller and so calculations will be quicker.
If we only work modulo powers of the ideal J1 ∶= ⟨p,w1, w2, . . . , wj⟩, then there is an optimum
chain of ideals.
3.15. Lemma. Let J1 = ⟨p,w1, w2, . . . , wj⟩ be an ideal in R and J2 = ⟨pβ0 , w1β1 , w2β2 , . . . , wjβj⟩.
Let k = −j +∑ji=0 βi and l = ⌈log2 k⌉. For i = 0,1, . . . , l, let Ki ∶= J ⌈ k2l−i ⌉1 + J2. Then K0 = J1,
K2i ⊆Ki+1, andKl ⊆ J2.
Proof. Since 2l ≥ k, it follows that K0 ∶= J ⌈
k
2l
⌉
1
= J1. Next, note that for ideals A,B, we have
(A+B)2 ⊆ A2+B. Thus we haveK2i ⊆ J2⌈ k2l−i ⌉1 +J2 ⊆ J ⌈ k2l−i−1 ⌉1 +J2 =Ki+1, since 2 ⌈ k2l−i ⌉ ≥ ⌈ k2l−i−1 ⌉.
Finally, from lemma 3.12 we have that Jk
1
⊆ J2. ThusKl ∶= Jk1 + J2 ⊆ J2 + J2 ⊆ J2. 
3.16. Remark. The previous lemma gives us a chain of ideals to work under during the Hensel
lifting that are both simple to construct and minimise the number of Hensel lifts required. How-
ever this is not necessarily the best approach as some terms of a particular grading are eas-
ier to work with than others. Indeed, since integer arithmetic is faster than polynomial arith-
metic, working under the ideal ⟨pβ, w1, w2, . . . , wj⟩ is better than working under, say, the ideal
⟨p,wβ
1
, w2, . . . , wj⟩. In particular, if β0 is large relative to β1, . . . , βj , then the last few Hensel
lifts will all be performed in a quotient ring containing the maximum ∏ji=1 βi terms. It is better
to use an approach that minimises the number of monomials in the quotient ring for each Hensel
lift, with minimising the number of total lifts being a secondary objective. In this case, the best
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strategy is to first lift to roots modulo the ideal ⟨pβ0 , w1, w2, . . . , wj⟩, and then use the method out-
lined in lemma 3.15 to obtain roots modulo J2. This requires ⌈log2 β0⌉+⌈log2 (−j + 1 +∑ji=1 βi)⌉
Hensel lifts, however it minimises the number of lifts in which we work under quotient rings
containing monomials.
Finally, although there exist better ideals to work with at each step, they are considerably more
complicated and the benefit in speed would be small. The next result gives us an idea as to the
optimal ideal for the penultimate lift in the case where f is a polynomial in two parameters.
3.17. Lemma. Let J1, J2 be two ideals of R = Z[w1, w2] with J2 ∶= ⟨wi1, wj2⟩ for some integers
i, j. Suppose J2
1
⊆ J2. Then the number of monomials in R ∖ J1 is at least ij2 .
Proof. Firstly, note that if wx0
1
w
y0
2
∉ J1, then wx1w
y
2
∉ J1 for all (x, y) satisfying x ≤ x0, y ≤
y0. Let Mx denote the number of monomials in R ∖ J1 whose degree in w1 is x. Suppose
Mi0 = j0. Then w
i0
1
w
j0
2
∈ J1 and wi01 w
j0−1
2
∉ J1. Thus wi−i0−11 w
j−j0−1
2
∉ J1, otherwise wi−11 w
j−1
2
=
wi0
1
wi−i0−1
1
w
j0
2
w
j−j0−1
2
∈ J2
1
, a contradiction since wi−1
1
w
j−1
2
∉ J2. ThereforeMi−i0−1 ≥ j − j0. Thus
we haveMi0 +Mi−i0−1 ≥ j0 + (j − j0) = j. If one of i, j is even, we can suppose without loss of
generality that i is even. Then
M0 +M1 +⋯+Mi−1 = (M0 +Mi−1) + (M1 +Mi−2) +⋯+ (M i
2
−1 +M i
2
)
≥
ij
2
.
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If i, j are both odd, then w
i−1
2
1
w
j−1
2
2
∉ J1, since its square is not in J2. ThusM i−1
2
≥ j−1
2
+ 1 = j+1
2
.
Then
M0 +M1 +⋯+Mi−1 = (M0 +Mi−1) + (M1 +Mi−2) +⋯+ (M i−1
2
−1 +M i−1
2
+1) +M i−1
2
≥
(i − 1)j
2
+ j + 1
2
=
ij + 1
2
>
ij
2
.
Since the number of monomials in R ∖ J1 is at least M0 +M1 + ⋯ +Mi−1, it follows that this
number is at least ij
2
. 
3.4. Precision Bounds on the Parameters
An important step in the algorithm for rigorous computation of Galois groups is determining to
what precision the roots will need to be calculated. Computing the required precision beforehand
will allow us to determine exactly how many Hensel lifts we need to perform when extracting
the roots. The precision necessary in the root calculations is determined by computing upper
bounds on the exponents of the parameters and the integer coefficients of the resolvent. Different
approaches are taken to calculate these bounds. In the remainder of this chapter we will give
a method for determining upper bounds on the exponents of the parameters. Integer coefficient
bounds will be looked at in the next chapter.
3.18. Lemma. Consider the ringR = Z[w1, w2, . . . , wa]with field of fractionsK = Q(w1, w2, . . . , wa).
For i = 1,2, . . . , a, consider the mapping vi ∶K ↦ Z, where for fg ∈K,f, g ∈ R, it is defined by
vi (f
g
) = degwi(g) − degwi(f) = − order of vanishing of fg at wi =∞,
with vi(0) =∞. Then vi is a valuation.
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Proof. Let x, y ∈K. Suppose vi(x) = −m and vi(y) = −n, and without loss of generality suppose
m ≥ n. Then we have
lim
wi→∞
x
wmi
= α1, lim
wi→∞
y
wni
= α2,
where α1, α2 ∈K are nonzero. Then
lim
wi→∞
xy
wm+ni
= α1α2 ≠ 0,
and so vi(xy) = −m − n = vi(x) + vi(y).
Ifm ≠ n, thenm > n and so
lim
wi→∞
x + y
wmi
= lim
wi→∞
x
wmi
+ lim
wi→∞
y
wmi
= α1 + 0
= α1 ≠ 0,
and so vi(x + y) = −m =min{vi(x), vi(y)}. Ifm = n, then
lim
wi→∞
x + y
wmi
= lim
wi→∞
x
wmi
+ lim
wi→∞
y
wmi
= α1 + α2.
If α1 + α2 ≠ 0, then vi(x + y) = −m. Otherwise, limwi→∞ x+ywm
i
= 0 and so the order of vanishing
must be less thanm, and thus vi(x+y) > −m. In both cases, vi(x+y) ≥ −m =min{vi(x), vi(y)}.
This proves that vi is a valuation. 
In fact, each parameterwi can be considered to be a prime inR. Consider the formal power series
ring over K generated by the roots of f . Denote this ring by K0. Since f is a polynomial, K0 is
a finite extension of K, and so vi can be extended uniquely to a valuation on K0. For simplicity,
we also denote this valuation as vi.
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3.19. Lemma. Consider a monic degree n polynomial f(t) = tn + an−1tn−1 +⋯+ a1t+ a0 ∈ R[t]
with Galois group Gal(f) ≤ H1 and roots α1, α2, . . . , αn. Let H2 be a transitive subgroup of H1
and let I be invariant under H2 in H1. For i = 1,2, . . . , a, consider the valuation vi from lemma
3.18.
Extend this valuation uniquely to a valuation onR. For each i = 1,2, . . . , a, construct the Newton
polygon of f over vi. Let si be the maximum slope in the Newton polygon. Consider the resolvent
ResH1,H2(y) = ∏σ∈H1/H2 (y − Iσ(α1, α2, . . . , αn)). Let cl be the coefficient of yl in ResH1,H2(y).
Then cl ∈ R and
degwi(cl) ≤ ([H1 ∶H2] − l) (deg(I))si.
Proof. Let α1, α2, . . . , αn be the roots of f in the formal power series ringZ[[w1]][[w2]]⋯[[wn]].
Then f = ∏nl=1(t − αl) = ∑nl=0 altl, where
al = ∑
X⊆{1,2,...,n}
∣X ∣=n−l
(∏
j∈X
αj) .
Then our Newton polygon consists of the points (l, vi(al)) for l = 0,1,2, . . . , n.
Order the roots so that vi(α1) ≥ vi(α2) ≥ ⋯ ≥ vi(αn). Group equal valuations into blocks. This
produces B blocks, where 1 ≤ B ≤ n. Say block x contains kx elements of valuation Vx, where
V1 > V2 > ⋯ > VB . Let Tm = ∑ml=1 kl. Since vi(αTm) is in block m while vi(αTm+1) is in block
m + 1, we have vi(αTm) > vi(αTm+1). Thus there is a unique minimum value of vi (∏j∈X αj) =
∑j∈X vi(αj) for ∣X ∣ = n − Tm. This occurs at the set X = vi(αn), vi(αn−1), . . . , vi(αTm+1).
Since it is unique, we have vi (aTm) = vi (∑∣X ∣=n−Tm (∏j∈X αj)) = min∣X ∣=n−Tm (vi (∏j∈X αj)) =
∑Bl=m+1 klVl. Now consider ab, where Tm < b < Tm+1. Taking into account the properties of
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valuations, we have
vi(ab) = vi ⎛⎝ ∑∣X ∣=n−b(∏j∈X αj)⎞⎠
≥ min∣X ∣=n−b(vi (∏j∈X αj))
= (Tm+1 − b)Vm+1 + B∑
l=m+2
klVl
= −Vm+1(b − Tm+1) + vi(aTm+1). (3.20)
Consider the two points (Tm, vi(aTm)) and (Tm+1, vi(aTm+1)) on our plot, and construct the in-
terval between them. The slope of this particular interval is
vi(aTm+1) − vi(aTm)
Tm+1 − Tm =
∑Bl=m+2 klVl −∑Bl=m+1 klVl
∑m+1l=1 kl −∑ml=1 kl
=
−km+1Vm+1
km+1
= −Vm+1. (3.21)
Extending this interval in both directions creates a line with equation
y = −Vm+1(x − Tm+1) + vi(aTm+1).
Setting x = b gives us y = −Vm+1(b − Tm+1) + vi(aTm+1) ≤ vi(ab) from 3.20. Thus the point
(b, vi(ab)) lies on or above the interval between the points (Tm, vi(aTm)) and (Tm+1, vi(aTm+1)).
The convex hull, and by definition the Newton polygon, will therefore will contain this interval.
From this, we can determine the Newton polygon of the polynomial. From 3.21 we see that the
valuations are represented by the slopes of the Newton polygon. Since kBVB = vi(aTB−1) ≤ 0, it
follows that VB ≤ 0. Since −V1 < −V2 < ⋯ < −VB , the steepest non-negative slope is −VB . Thus
si = −VB .
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Now consider the invariant I . Write I = ∑pl=1El, where El ∈ R is a monomial. Then deg(El) ≤
deg(I) and so we can write El = ∏nb=1Xβbb where βb ∈ Z≥0 and ∑nb=1 βb ≤ deg(I). Then
vi(El(α1, α2, . . . , αn)) = vi (∏nb=1αβbb ) = ∑nb=1 vi(αβbb ) = ∑nb=1 βbvi(αb) ≥ ∑nb=1 βbVB = VB∑nb=1 βb ≥
VB deg(I), since VB ≤ 0. Thus
vi(I(α1, α2, . . . , αn)) = vi ( p∑
l=1
El(α1, α2, . . . , αn))
≥ min
1≤l≤p
vi(El(α1, α2, . . . , αn))
≥ VB deg(I).
This inequality clearly holds for any polynomial P ∈ R satisfying deg(P ) = deg(I), when
evaluated at the roots of f . In particular, vi(Iσ(α1, α2, . . . , αn)) ≥ VB deg(I), for σ ∈ Sn.
Now consider the resolvent polynomial ResH1,H2(y) = ∏σ∈H1/H2(y − Iσ(α1, α2, . . . , αn)) =
∑[H1∶H2]l=0 clyl, where
cl = (−1)[H1∶H2]−l ∑
X⊆H1/H2∣X ∣=[H1∶H2]−l
(∏
σ∈X
Iσ(α1, α2, . . . , αn)) .
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From lemma 3.19, cl ∈ R. Now
vi(cl) = vi ⎛⎜⎜⎜⎝(−1)
[H1∶H2]−l ∑
X⊆H1/H2∣X ∣=[H1∶H2]−l
(∏
σ∈X
Iσ(α1, α2, . . . , αn))⎞⎟⎟⎟⎠
≥ min
X⊆H1/H2∣X ∣=[H1∶H2]−l
vi (∏
σ∈X
Iσ(α1, α2, . . . , αn))
= min
X⊆H1/H2∣X ∣=[H1∶H2]−l
(∑
σ∈X
vi(Iσ(α1, α2, . . . , αn)))
≥ min
X⊆H1/H2∣X ∣=[H1∶H2]−l
(∑
σ∈X
VB deg(I))
= min
X⊆H1/H2∣X ∣=[H1∶H2]−l
(∣X ∣VB deg(I))
= ([H1 ∶H2] − l) (−si)deg(I).
Since cl ∈ R, it follows that vi(cl) = −degwi(cl), and thus −degwi(cl) ≥ ([H1 ∶H2] − l) (−si)deg(I)⇒
degwi(cl) ≤ ([H1 ∶H2] − l) (si)deg(I).

This upper bound on the degree of wi in the resolvent coefficients is clearly larger for smaller
powers of y, and so setting y ∶= 0 gives us the following result:
3.22. Corollary. The maximum exponent of wi contained in the resolvent is not greater than
[H1 ∶H2]si deg(I).
3.23. Remark. This result gives us a way to determine a maximum degree on the resolvent.
This can be used to determine the necessary exponent precision required in the parameters when
computing the roots of f , as will be shown in lemma 3.30.
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3.24. Definition. Consider a polynomial P (w1, w2, . . . , wa) ∈ C[w1, w2, . . . , wa] in a ≥ 1 vari-
ables of degree (n1, n2, . . . , na), and denoted by
P (w1, w2, . . . , wa) = ∑
0≤kl≤nl
1≤l≤a
ck1,k2,...,kaw
k1
1
wk2
2
⋯wkaa ,
where ck1,k2,...,ka ∈ C. Then the height of P is given by
H(P ) ∶= max
0≤kl≤nl
1≤l≤a
∣ck1,k2,...,ka ∣.
3.25. Lemma. Let A,B ∈ Z+ with A > 2B. Then any two integers x ≠ y satisfying ∣x∣, ∣y∣ < B
will have different residues modulo A.
Proof. Suppose x ≡ y modulo A. Then A∣(x − y), and thus ∣x − y∣ ≥ A since x ≠ y. However, by
the triangle inequality
∣x − y∣ ≤ ∣x∣ + ∣ − y∣ < B +B = 2B < A,
a contradiction. Thus x, y must have different residues modulo A. 
From this result, we can determine a bounded integer by computing their residue in a sufficiently
large modulus.
Consider the inverse limit of the quotient rings L ∶= lim
←Ð
(R/Jn
1
), with the homomorphisms θij for
i > j given by
θij ∶ R/J i1 → R/J j1
x↦ x mod J
j
1
The elements of L are sequences of the form x = (x1, x2, x3, . . . ), where θij(xi) = xj for i > j.
It is clear that L is a ring under termwise addition and multiplication, with additive identity
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0L = (0,0,0, . . . ) and multiplicative identity 1L = (1,1,1, . . . ), where each 0 and 1 are the
identities of their corresponding quotient rings.
Consider an element f ∈ R. Let fi denote the image under the natural projection R → R/J i1.
Then the sequence (f1, f2, f3, . . . ) is a representation of f in L. Similarly, consider g ≠ f ∈ R
and its representation (g1, g2, g3, . . . ) in L. Since f − g ≠ 0 ∈ R, it has finite grading, and so
grad(f − g) < M for some integer M . Thus f − g ∉ JM+1
1
and so fM+1 − gM+1 ≠ 0 in R/JM+11 .
Therefore (f1 − g1, f2 − g2, f3 − g3, . . . ) ≠ 0L and so f and g have different representations in L.
As a result we can consider L to be an extension of R.
3.26. Proposition. L is an integral domain.
Proof. Suppose there exists nonzero elements x, y ∈ L such that xy = 0. Denote x and y by
the sequences (x1, x2, . . . ) and (y1, y2, . . . ) respectively. Since x ≠ 0, there exists such integer
i such that xi ≠ 0. Then for l > i, since θli(xl) = xi, it follows that xl ≠ 0. Similarly, since
y ≠ 0, there exists some integer j such that yl ≠ 0 for l ≥ j. Setting m ∶= max{i, j}, we have
that xm, ym are both nonzero. Since R/Jm1 is an integral domain, it follows that xmym ≠ 0. Thus
xy ∶= (x1y1, x2y2, . . . ) ≠ 0L, a contradiction. Hence L is an integral domain. 
3.27. Remark. Since L is an integral domain, it has a field of fractions. We will show in the
following result that the roots of f are contained in L, and thus its field of fractions is a splitting
field of L.
3.28. Proposition. Consider a degree n polynomial f ∈ R[t]. Let J1 be the ideal ⟨p,w1, w2, . . . , wa⟩,
with p prime. Suppose that f splits linearly modulo J1. Then f splits linearly in the inverse limit
of the quotient rings L ∶= lim
←Ð
(R/Jn
1
).
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Proof. Since f splits linearly in J1, there are n values s11, s12, . . . , s1n ∈ R with distinct residues
modulo J1 and which satisfy f(s1i) ≡ 0 mod J1. Consider one s1i. Since it is a single root of f
modulo J1, it follows that f ′(s1i) ≢ 0 mod J1. Since J1 is a maximal ideal, R/J1 is a field and
so f ′(s1i) is invertible modulo J1. Thus from corollary 3.6 there exists sji ∈ R satisfying sji ≡ s1i
mod J1 and f(sji) ≡ 0 mod J j1 . Let rji be the image of sji under the natural projection R →
R/J j
1
. Then for i = 1,2, . . . , n, we have f ((r1i, r2i, . . . )) = (f(r1i), f(r2i), . . . ) = (0,0, . . . ) =
0L. Thus (r1i, r2i, . . . ) ∈ L is a root of f . Also r1i is distinct for i = 1,2, . . . , n since each s1i has
a distinct residue modulo J1. Thus we have n distinct roots of f in L, and so f splits linearly in
L. 
3.29. Remark. From this result and proposition 3.26, it follows that the field of fractions of L is
a splitting field of f .
3.30. Lemma. Consider a degree n polynomial f ∈ R[t]. Let J1 be the ideal ⟨p,w1, w2, . . . , wa⟩,
with p prime. Suppose that f splits linearly modulo J1. Let L denote the inverse limit of the
quotient rings L ∶= lim
←Ð
(R/Jn
1
). Denote by L0 the subfield of the field of fractions of L such that
it is a minimum splitting field of f . Order the roots α1, α2, . . . , αn ∈ L0 and suppose that under
this ordering, Gal(f) ≤ H1. Let H2 be a transitive subgroup of H1 and let I be invariant under
H2 in H1. Consider the resolvent polynomial ResH1,H2(y) ∈ R[y], given by
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn)).
Write ResH1,H2(y) = ∑[H1∶H2]l=0 clyl. Define Bi ∶=max1≤l≤[H1∶H2] degwi(cl). Also, suppose
max1≤l≤[H1∶H2]H(cl) < pN2 , for some N ∈ N.
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Let J2 be the ideal ⟨pN , wB1+11 , wB2+12 , . . . , wBa+1a ⟩. Then f splits linearly modulo J2. Let si be
the image of αi in R/J2. Define QH1,H2(y) ∈ R/J2[y] by
QH1,H2(y) ∶= ∏
σ∈H1/H2
(y − Iσ(s1, s2, . . . , sn)).
Then replacing the coefficients ofQH1,H2(y)with their least absolute residue will produceResH1,H2(y).
Proof. From proposition 3.28, the roots lie in L. Note that JD
1
⊆ J2 forD ≥max{N,B1+1,B2+
1, . . . ,Ba+1}. Let the roots of f modulo J1 be r1, r2, . . . , rn ∈ R/J1. Since these roots each have
a multiplicity of one, it follows that f ′(ri) ≢ 0 mod J1 for i = 1,2, . . . , n. Since J1 is maximal,
R/J1 is a field, and so f ′(ri) is invertible in R/J1. Thus from proposition 3.13, through Hensel
lifting we can lift root ri to an element r
′
i ∈ R/J2 satisfying f(r′i) ≡ 0 mod J2. Thus f splits
linearly in R/J2.
Since αi ≡ si mod J2, it follows that ResH1,H2(y) ≡ QH1,H2(y) mod J2. The maximum degree
of wi in Q is Bi < Bi + 1. Thus the terms of ResH1,H2(y) and QH1,H2(y) contain the same
exponents. Furthermore, each coefficient of ResH1,H2(y) has height less than pN2 . From this and
lemma 2.30, the coefficients of each monomial in ResH1,H2(y) are integers with magnitude less
than p
N
2
. From lemma 3.25, we can determine these values exactly if given their residues modulo
pN . This value is the least absolute residue. Thus replacing the coefficients of QH1,H2(y) with
their least absolute residue will produce ResH1,H2(y). 
This result provides a way of computing exactly the resolvent polynomial, provided we have
upper bounds on the degree of the parameters and the height of the resolvent. The upper bounds
on the parameter degrees were given by corollary 3.22. The upper bound for the height of the
resolvent is looked at in the next chapter.
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CHAPTER 4
Bounds on Coefficients
Unfortunately, the Newton polygon method does not work when trying to determine bounds on
the integer coefficients (that is, the height of the resolvent polynomial). This is because the p-adic
valuation doesn’t give us any information about the size of these coefficients. The Archimedean
absolute value, while appropriate for measuring the size of the coefficients, does not satisfy the
ultrametric inequality, and so the Newton polygon approach doesn’t work here. Thus we need to
try alternate methods in order to find these bounds. This chapter will focus on the multivariate
case. The single variable case will be covered in the next chapter.
One way to determine the necessary p-adic precision required to compute the resolvent exactly
is to construct an upper bound on the maximum value of its coefficients. If we can obtain such
a bound, sayM , then from lemma 3.25 a sufficient level of precision is pN satisfying pN ≥ 2M .
In order to compute these bounds, we will use the roots in their complex form. From corollary
2.6, the minimal splitting field is unique up to isomorphism, and so there is a mapping between
the complex roots and the p-adic roots, and thus an ordering of the roots that will produce the
same resolvent. However since this isomorphism is not necessarily easy to determine, we will
compute the upper bound of the resolvent over all possible orderings of the complex roots.
As with the non-specialisation algorithm, references to results proving the validity of each step
are contained in the remarks following.
4.1. Algorithm. (Computation of bounds on the coefficients of the resolvent)
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Input: A monic, irreducible polynomial f(z, w⃗) ∈ Z[w1, w2, . . . , wa][z] of degree n in z
and degree n1, n2, . . . , na in the parameters w1, w2, . . . , wa respectively, a permutation
group H1 ≤ Sn satisfying Gal(f) ≤H1, and a maximal transitive subgroup H2 of H1.
Output: An integerM satisfying h (ResH1,H2) ≤M .
Step 1: For our polynomial F (z, w⃗), we define
A(z) ∶= F (z, 0⃗)
B(z, w⃗) ∶= A(z) − F (z, w⃗)
C(z, w⃗) ∶= zFz(z, w⃗)
The single variable polynomial A is separable and so will have n distinct roots in C.
These roots are computed to a significant level of precision. Denote them α1, α2, . . . , αn.
Also, denote by UA, UB, UC the magnituded polynomials of A,B,C respectively.
Step 2: For each root αi, we compute the distance between αi and its closest neighbouring
root in the complex plane. Let di denote this distance. Then any circle in the complex
plane with centre αi and radius ri < di will enclose exactly one root of A(z), namely αi.
Step 3: Consider a number ri between 0 and di. Let Ci denote the circle of centre αi and
radius ri in the complex plane. Determine the minimum value of ∣A(z)∣ for z ∈ Ci, and
denote this bym.
Step 4: Let B¯ and C¯ denote the evaluations of respectively UB and UC at z = ∣αi∣ + ri,
which is an upper bound for ∣z∣ on Ci. Thus B¯ and C¯ are upper bounding polynomials
for respectively B and C on Ci.
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Step 5: Set β ∶= ∑aj=1 ej to be the sum of the exponent bounds computed in step 6 of the
non-specialisation algorithm. The expression
Ugi(w⃗) ∶= riC¯m ⋅ β∑j=0( B¯m)
j
is an upper bounding polynomial for the truncated root
gi(w⃗) = 1
2πi
∮
Ci
C(ζ, w⃗)
A(ζ) β∑j=0(B(ζ, w⃗)A(ζ) )
j
dζ.
Step 6: Compute Ugi for several values of ri in the range 0 < ri < di, including ri =
di
2
,
and use the value of ri for which the sum of the magnitude of the coefficients of Ugi is
smallest.
Step 7: The polynomial
UResH1,H2(y) = ∏
σ∈H1/H2
(y + Iσ (Ug1 , Ug2 , . . . , Ugn))
is an upper bounding polynomial of the resolvent
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ (α1, α2, . . . , αn)) .
Let TrunUResH1,H2(y) denote the truncation of UResH1,H2(y) which removes all terms
in which deg(wi) > ei for some i = 1,2, . . . , a. Then the height of TrunUResH1,H2(y) is
an upper bound of the height of ResH1,H2(y).
4.1. Remarks on the Algorithm
Step 1: The roots of A are computed in C, and so can be obtained to large precision.
Step 2: This will be proven in proposition 4.2.
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Step 3: We will prove in proposition 4.4, we can express the root in the form given by
equation (4.5). Thus a lower bound on the denominator will give an upper bounding
polynomial on the root.
Step 4-5: This follows from lemma 4.10.
Step 6: We prefer to use the smallest possible upper bound to reduce the sufficient precision
and the number of Hensel lifts required. Higher precision will result in slower computa-
tions. However, each value of ri may take significant time to compute the bound, negating
the benefit of finding a better bound. In our current implementation we set ri ∶= di2 .
Step 7: This follows from corollary 4.13.
For the rest of this chapter, the absolute value used will be the Archimedean absolute value.
4.2. Expression of the Root
In this section we create a representation of the roots of F (z, w⃗) in the complex plane that will
make it possible to compute bounds on the size of its coefficients.
4.2. Proposition. Let F (z, w⃗) = F (z,w1, w2, . . . , wa) ∈ Z[w1, w2, . . . , wa][z] be a polynomial
in a + 1 variables, where w⃗ = (w1, w2, . . . , wa). Then F is analytic. Furthermore, fix w⃗ such
that g(w⃗) is a simple root of F (z, w⃗), and let C be a simple closed positively-oriented contour
in the complex ζ plane that encloses the point ζ = g(w⃗) but no other zeros in z of F (z, w⃗). Let
f(z) = zFz(z,w⃗)
F (z,w⃗) , where Fz(z, w⃗) is the partial derivative of F (z, w⃗) with respect to z. Then f(z)
has a pole at g(w⃗), and no other singularities inside C.
Proof. Clearly zFz(z, w⃗) is a polynomial and is thus analytic inside C, while F (z, w⃗) is analytic
and non-zero everywhere inside C except at the point ζ = g(w⃗). Thus f(z) is analytic everywhere
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inside C except at the point ζ = g(w⃗). Since g(w⃗) is a simple root of F (z, w⃗), it is a simple pole
of f(z) and the only singularity of f(z) inside C. 
4.3. Proposition.
1
2πi
∮
C
ζFζ(ζ, w⃗)
F (ζ, w⃗) dζ = Residue(zFz (z, w⃗)F (z, w⃗) , g(w⃗)) = g(w⃗).
Proof. From the residue theorem, if a function f contains a single singularity a in the interior of
C, then
1
2πi
∮
C
f(ζ)dζ = Residue(f, a).
Moreover, if the singularity is a simple pole, and f(z) = G(z)
H(z) , where H(a) = 0, H ′(a) ≠ 0, then
the residue can be computed:
Residue(f, a) = G(a)
H ′(a) .
We thus get that
Residue(zFz(z, w⃗)
F (z, w⃗) , g(w⃗)) = g(w⃗)Fz(g(w⃗), w⃗)Fz(g(w⃗), w⃗) = g(w⃗).
Therefore, from the residue theorem,
1
2πi
∮
C
ζFζ(ζ, w⃗)
F (ζ, w⃗) dζ = Residue(zFz(z, w⃗)F (z, w⃗) , g(w⃗)) = g(w⃗).

4.4. Proposition. The root g(w⃗) can be expressed as a power series in w⃗ that is uniformly
convergent in some local neighbourhood of w⃗ = w⃗0.
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Proof. Let w⃗0 = {w′1, w′2, . . . , w′a} ∈ Ca. Note that
F (z,w1, w2, . . . , wa) = F (z,w′1, w′2, . . . , w′a) + (F (z,w1, w′2, . . . , w′a) − F (z,w′1, w′2, . . . , w′a))
+ (F (z,w1, w2, w′3, . . . , w′a) − F (z,w1, w′2, w′3, . . . , w′a)) +⋯
+ (F (z,w1, w2, . . . , wa−1, wa) − F (z,w1, w2, . . . , wa−1, w′a)).
Also, wi −w′i is a factor of
F (z,w1, w2, . . . , wi−1, wi, w′i+1, w′i+2, . . . , w′a) − F (z,w1, w2, . . . , wi−1, w′i, w′i+1, w′i+2, . . . , w′a),
since the expression vanishes at wi = w′i. Thus we can define, for i = 1,2, . . . , a, the following
polynomials:
Bi(z,w1, w2, . . . , wi) = −(F (z,w1, w2, . . . , wi−1, wi, w′i+1, . . . , w′a) − F (z,w1, w2, . . . , wi−1, w′i, . . . , w′a))
wi −w′i
.
Letting A(z) = F (z,w′
1
, w′
2
, . . . , w′a), we then have
F (z,w1, w2, . . . , wa) = A(z) − ((w1 −w′1)B1(z,w1) + (w2 −w′2)B2(z,w1, w2) +⋯
⋯+ (wa −w′a)Ba(z,w1, w2, . . . , wa)).
Letting C(z, w⃗) = zFz(z, w⃗) gives us
zFz(z, w⃗)
F (z, w⃗) = C(z, w⃗)A(z) − ((w1 −w′1)B1(z,w1) + (w2 −w′2)B2(z,w1, w2) +⋯+ (wa −w′a)Ba(z,w1, w2, . . . , wa))
=
C(z, w⃗)
1 − (w1−w′1)B1(z,w1)+(w2−w′2)B2(z,w1,w2)+⋯+(wa−w′a)Ba(z,w1,w2,...,wa)
A(z)
⋅ 1
A(z)
=
C(z, w⃗)
1 − B(z,w⃗)
A(z)
⋅ 1
A(z) ,
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for any z such that A(z) ≠ 0, where B(z, w⃗) = (w1 −w′1)B1(z,w1) + (w2 −w′2)B2(z,w1, w2) +
⋯ + (wa − w′a)Ba(z,w1, w2, . . . , wa). Let C be a simple, closed, positively-oriented contour in
the complex plane that encloses a single root of A(z).
Now fix z such thatA(z) ≠ 0, and let a(w⃗) = B(z,w⃗)
A(z) . Then a(w⃗) is a polynomial inw1, w2, . . . , wa
and thus is continuous. Since a(w⃗0) = 0, there is an open neighbourhood of w⃗ = w⃗0 for which
∣a(w⃗)∣ < 1, and thus ∑∞i=0 ∣a(w⃗)∣i converges. For this region of w⃗, we have
C(z, w⃗)
1 − B(z,w⃗)
A(z)
⋅ 1
A(z) = C(z, w⃗)A(z) ∞∑i=0 (B(z, w⃗)A(z) )
i
.
Since Bi(z,w1, w2, . . . , wi) is a polynomial, we can express it in the following form:
Bi(z,w1, w2, . . . , wi) =∑ bα0,α1,...,αizα0(w1 −w′1)α1(w2 −w′2)α2⋯(wi −w′i)αi ,
where bα0,α1,...,αi ∈ Q. If ∣w⃗ − w⃗0∣ < 1, then ∣wj −w′j ∣ < 1 for all 0 ≤ j ≤ i, and so
∣Bi(z,w1, w2, . . . , wi)∣ = ∣∑ bα0,α1,...,αizα0(w1 −w′1)α1(w2 −w′2)α2⋯(wi −w′i)αi ∣
≤∑ ∣bα0,α1,...,αi ∣∣z∣α0 ∣w1 −w′1∣α1 ∣w2 −w′2∣α2⋯∣wi −w′i∣αi
≤∑ ∣bα0,α1,...,αi ∣∣z∣α0 .
This last function is clearly continuous in z. Since C is closed and bounded, by the extreme
value theorem this function contains a maximum on C, which we shall denote Ui. This Ui is
thus an upper bound for ∣Bi(z,w1, w2, . . . , wi)∣ on C. Similarly, ∣A(z)∣ is continuous on C, and
so contains a minimum on C, which we shall denote L. Let Mi be the maximum of UiL and
1. Then Mi is an upper bound for ∣Bi(z,w1,w2,...,wi)A(z) ∣ on C. For ∣wi − w′i∣ < 12aMi < 1, we have∣ (wi−w′i)Bi(z,w1,w2,...,wi)
A(z) ∣ ≤ ∣wi −w′i∣Mi < 12a for z ∈ C. Applying this to each i = 1,2, . . . , a, we get
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that for z ∈ C,
∣(w1 −w′1)B1(z,w1) + (w2 −w′2)B2(z,w1, w2) +⋯+ (wa −w′a)Ba(z,w1, w2, . . . , wa)
A(z) ∣
≤
a
∑
j=1
∣(wj −w′j)Bj(z,w1, w2, . . . , wj)
A(z) ∣
<
a
∑
j=1
1
2a
=
1
2
.
By the same argument as for ∣Bi(z,w1, w2, . . . , wi)∣, for ∣w⃗ − w⃗0∣ < 1 there exists a maximum for
∣C(z, w⃗)∣ on C, which we shall denote N0. Then
RRRRRRRRRRR
C(z, w⃗)
A(z) ⋅ (B(z, w⃗)A(z) )
iRRRRRRRRRRR <
N0
L
(1
2
)i .
Note that ∑∞i=0 N0L (12)i is finite, and so we can apply the Weierstrass M-test. Thus, for ∣wi −w′i∣ <
1
2aMi
,
C(z, w⃗)
A(z) ⋅ ∞∑i=0 (B(z, w⃗)A(z) )
i
(4.5)
converges uniformly in z on C.
Now we consider a finite truncation of this series. Let
ak(z, w⃗) = C(z, w⃗)
A(z) ⋅ k∑i=0 (B(z, w⃗)A(z) )
i
. (4.6)
Then
(A(z))k+1ak(z, w⃗) = C(z, w⃗) k∑
i=0
(B(z, w⃗))i(A(z))k−i
=
k1
∑
i1=0
k2
∑
i2=0
⋯
ka
∑
ia=0
Jk,i1,i2,...,ia(z)(w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia
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for some non-negative integers k1, k2, . . . , ka, where each Jk,i1,i2,...,ia(z) is an integer polynomial
in z. Let the expression (w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia denote a shift-monomial of degree
i1 +⋯ia. Note that for positive integer n,
(A(z))k+n+1 (ak+n(z, w⃗) − ak(z, w⃗)) = C(z, w⃗) ⋅ k+n∑
i=k+1
(B(z, w⃗))i(A(z))k+n−i
contains no shift-monomials of degree less than k+1. Thus Jk,i1,i2,...,ia(z)(A(z))k+1 is fixed for k ≥ i1+⋯ia.
Denote this rational function by Di1,i2,...,ia(z).
Define bk(z, w⃗) by
(A(z))k+1bk(z, w⃗) = ∑
0≤i1+⋯+ia≤k
Jk,i1,i2,...,ia(z)(w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia .
Then
(A(z))k+1(ak(z, w⃗) − bk(z, w⃗)) = ∑
i1+⋯+ia>k
Ji1,i2,...,ia(z)(w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia .
For a polynomial P (z, w⃗) ∈ Z[w1, w2, . . . , wa][z], let ∥P ∥s denote the sum of the L1 norms of
the shift-monomials of P . In other words, ∥P (z, w⃗)∥s ∶= ∥P (z, w⃗ + w⃗0)∥1. This is clearly a
norm, which we shall denote the s-norm. It also satisfies ∥PQ∥s ≤ ∥P ∥s∥Q∥s. This can be seen
by separating the polynomials into their shift-monomials and then using the triangle inequality.
Noting that the shift-monomials of (A(z))k+1(ak(z, w⃗) − bk(z, w⃗)) and (A(z))k+1bk(z, w⃗) are
disjoint, we have
∥(A(z))k+1ak(z, w⃗)∥s = ∥(A(z))k+1bk(z, w⃗)∥s + ∥(A(z))k+1(ak(z, w⃗) − bk(z, w⃗))∥s
≥ ∥(A(z))k+1(ak(z, w⃗) − bk(z, w⃗))∥s .
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Now let s =max (∥B(z, w⃗)∥s, ∥A(z)∥s), and t = ∥C(z, w⃗)∥s. Then
∥(A(z))k+1(ak(z, w⃗) − bk(z, w⃗))∥s ≤ ∥(A(z))k+1ak(z, w⃗)∥s
= ∥C(z, w⃗) k∑
i=0
(B(z, w⃗))i(A(z))k−i∥
s
≤ ∥C(z, w⃗)∥s k∑
i=0
∥(B(z, w⃗))i(A(z))k−i∥
s
≤ t
k
∑
i=0
sk
= tksk.
Now let d = degz(A(z)), b = degz(B(z, w⃗)), c = degz(C(z, w⃗)). Then
degz ((A(z))k+1ak(z, w⃗)) = degz (C(z, w⃗) k∑
i=0
(B(z, w⃗))i(A(z))k−i)
≤ c + bk + dk.
Therefore, degz(Jk,i1,i2,...,ia(z)) ≤ k(d + b) + c. Let
N1 =max(max
z∈C
∣z∣,1) .
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Then ∣Jk,i1,i2,...,ia(z)∣ ≤ ∥Jk,i1,i2,...,ia(z)∥s ⋅Nk(d+b)+c1 on C. Thus, for z ∈ C and ∣w⃗ − w⃗0∣ < 1, we
have
∣(A(z))k+1(ak(z, w⃗) − bk(z, w⃗))∣ = ∣ ∑
i1+⋯+ia>k
Jk,i1,i2,...,ia(z)(w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia∣
≤ ∑
i1+⋯+ia>k
∣Jk,i1,i2,...,ia(z)∣∣w1 −w′1∣i1 ∣w2 −w′2∣i2⋯∣wa −w′a∣ia
≤ ∑
i1+⋯+ia>k
∥Jk,i1,i2,...,ia(z)∥s ⋅Nk(d+b)+c1 ⋅ ∣w1 −w′1∣i1 ∣w2 −w′2∣i2⋯∣wa −w′a∣ia
≤ ∑
i1+⋯+ia>k
∥Jk,i1,i2,...,ia(z)∥s ⋅Nk(d+b)+c1 ⋅ (max
1≤i≤a
∣wi −w′i∣)k+1
= Nk(d+b)+c
1
⋅ (max
1≤i≤a
∣wi −w′i∣)k+1 ∑
i1+⋯+ia>k
∥Jk,i1,i2,...,ia(z)∥s
= Nk(d+b)+c
1
⋅ (max
1≤i≤a
∣wi −w′i∣)k+1 ⋅ ∥(A(z))k+1(ak(z, w⃗) − bk(z, w⃗))∥s
≤ Nk(d+b)+c
1
⋅ (max
1≤i≤a
∣wi −w′i∣)k+1 ⋅ ∥(A(z))k+1ak(z, w⃗)∥s
≤
((max1≤i≤a ∣wi −w′i∣)Nd+b1 s)k+1N c1tk
Nd+b
1
s
Recalling that ∣A(z)∣ ≥ L on C, we have
∣ak(z, w⃗) − bk(z, w⃗)∣ ≤ (
(max1≤i≤a ∣wi−w′i∣)Nd+b1 s
L
)k+1N c
1
tk
Nd+bs
Now restrict w⃗ so that ∣w⃗ − w⃗0∣ < min ((min1≤i≤a 12aMi ) , LNd+bs). Then since ∣wi − w′i∣ < LNd+bs ,
our last bound will converge uniformly to zero as k goes to infinity. Thus, ak(z, w⃗) − bk(z, w⃗)
converges uniformly to zero. Since ∣wi − w′i∣ < 12aMi , ak(z, w⃗) converges uniformly to zFz(z,w⃗)F (z,w⃗) .
Thus, bk(z, w⃗) converges uniformly to zFz(z,w⃗)F (z,w⃗) . We can therefore state that
zFz(z, w⃗)
F (z, w⃗) = limk→∞( ∑i1+⋯+ia>kDi1,i2,...,ia(z)(w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia) ,
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where Di1,i2,...,ia(z) is a rational function whose denominator is some factor of a non-negative
power of A(z). Therefore,
g(w⃗) = 1
2πi
∮
C
ζFζ(ζ, w⃗)
F (ζ, w⃗) dζ
=
1
2πi
∮
C
( lim
k→∞
( ∑
i1+⋯+ia>k
Di1,i2,...,ia(ζ)(w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia))dζ
in some neighbourhood of w⃗ = w⃗0. Since the series converges uniformly, the limit is continuous
(see, for instance [20, p. 150]). Since C is compact, by the extreme value theorem it is bounded,
and so by the dominated convergence theorem its integral is continuous. Thus g(w⃗) is contin-
uous. Thus there exists a neighbourhood of w⃗ = w⃗0 such that g(w⃗) is the only root of F (z, w⃗)
enclosed by C, and thus proposition 4.2 holds.
Due to uniform convergence of the series on C in our neighbourhood of w⃗ = w⃗0, we can inter-
change integration and summation. Integrating term by term gives us a power series representa-
tion of the root:
g(w⃗) = ∞∑
i1=0
∞
∑
i2=0
⋯
∞
∑
ia=0
1
2πi
(∮
C
Di1,i2,...,ia(ζ)dζ) (w1 −w′1)i1(w2 −w′2)i2⋯(wa −w′a)ia .

The proof of the last result provides a power series representation of the roots of F (z, w⃗). We
will use this power series to get bounds on the height of the resolvent.
4.3. Coefficient Bounds on the Roots
Although we have an expression for the root as a power series, it may not have a largest coeffi-
cient since there are an infinite number of terms. However from corollary 3.22 we have an upper
bound on the size of the exponents in the resolvent. Thus not only does the resolvent consist of
finitely many terms, but the set of possible monomials in the resolvent is also finite. We only
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need to look at these specific monomials in the root expression, since any other monomials will
consist of exponents that are too large to occur in the resolvent.
To consider these truncated root expressions, we will introduce some notation. For a power
series g(w1, . . . , wa), let Tk1,...,ka(g) denote the truncation of the power series where all terms
containing monomials wij with i > kj are removed. In other words,
Tk1,...,ka ( ∞∑
i1=0
⋯
∞
∑
ia=0
bi1,...,iaw
i1
1
⋯wiaa ) = k1∑
i1=0
⋯
ka
∑
ia=0
bi1,...,iaw
i1
1
⋯wiaa .
This operation has a few basic properties.
4.7. Lemma. For power series g(w1, . . . , wa) and h(w1, . . . , wa),
● Tk1,...,ka(g + h) = Tk1,...,ka(g) + Tk1,...,ka(h),
● Tk1,...,ka(gh) = Tk1,...,ka (Tk1,...,ka(g)Tk1,...,ka(h)).
Proof. Let
g(w1, . . . , wa) = ∞∑
i1=0
⋯
∞
∑
ia=0
bi1,...,iaw
i1
1
⋯wiaa
h(w1, . . . , wa) = ∞∑
j1=0
⋯
∞
∑
ja=0
cj1,...,jaw
j1
1
⋯wjaa .
Then
Tk1,...,ka ((g + h)(w1, . . . , wa)) = Tk1,...,ka ( ∞∑
i1=0
⋯
∞
∑
ia=0
(bi1,...,ia + ci1,...,ia)wi11 ⋯wiaa )
= Tk1,...,ka ( k1∑
i1=0
⋯
ka
∑
ia=0
(bi1,...,ia + ci1,...,ia)wi11 ⋯wiaa )
= Tk1,...,ka(g(w1, . . . , wa)) + Tk1,...,ka(h(w1, . . . , wa)),
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and
Tk1,...,ka ((gh)(w1, . . . , wa)) = Tk1,...,ka ( ∞∑
i1+j1=0
⋯
∞
∑
ia+ja=0
bi1,...,iacj1,...,jaw
i1+j1
1
⋯wia+jaa )
=
k1
∑
i1+j1=0
⋯
ka
∑
ia+ja=0
bi1,...,iacj1,...,jaw
i1+j1
1
⋯wia+jaa
= ∑
0≤i1+j1≤k1
0≤i1≤k1
0≤j1≤k1
⋯ ∑
0≤ia+ja≤ka
0≤ia≤ka
0≤ja≤ka
bi1,...,iacj1,...,jaw
i1+j1
1
⋯wia+jaa
= Tk1,...,ka ( k1∑
i1=0
k1
∑
j1=0
⋯
ka
∑
ia=0
ka
∑
ja=0
bi1,...,iacj1,...,jaw
i1+j1
1
⋯wia+jaa )
= Tk1,...,ka (Tk1,...,ka(g)Tk1,...,ka(h)) .

With this result, we can use a truncation of the power series expressions for the roots to determine
exactly. From corollary 3.22 we can determine an upper bound on the size of the exponents in
the resolvent
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn)).
Denote ej to be the upper bound for the exponent of wj . Then from lemma 4.7
Te1,...,ea (ResH1,H2(y)) = ∏
σ∈H1/H2
(y − Iσ (Te1,...,ea (α1) , . . . , Te1,...,ea (αn))) .
From equation (4.5) we have a method for obtaining the appropriate truncations of the integrand
of the root expression. However the contour integral is non-trivial and there is no known way to
compute it exactly. Instead, we can obtain upper bounds for the magnitude of each coefficient of
wi, which in turn can be used to obtain bounds on the coefficients of the resolvent polynomial.
We do this by obtaining bounds on the power series terms. With this approach it is possible
to get an explicit formula for an upper bound on the height of the resolvent as a function of
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the coefficients of F (z, w⃗) and the size of the groups being considered. This formula will be
calculated in chapter 6.
It is also possible to incorporate an algorithm to compute a bound on the height of the resolvent
by using accurate bounds on the roots. Although computing the bound will be slower than
using a single formula, the resulting bound will tend to be significantly better, leading to faster
computations of the resolvent as the integers involved will be much smaller.
4.3.1. Explicit Bounds. Consider the polynomial f(z, w⃗) ∈ Z[w1, w2, . . . , wa][z] and set
the parameters to be zero. The polynomial A(z) ∶= f(z, 0⃗) can be treated as a single variable
polynomial, for which bounds on the complex form of the roots exist. Some of the strongest
bounds will be looked at in the next chapter.
From lemmas 3.2 and 3.3, we can assume that A(z) is separable, with distinct roots γ1, . . . , γn.
Then we can compute the roots of A(z) by taking contour integrals around the roots of A(z).
For convenience, we will let these contours be circles centred at the roots. From propositions 4.2
and 4.3, if the interior of the contour contains no other roots of A(z), then the root of f(z, w⃗)
can be expressed
g(w⃗) = 1
2πi
∮
C
ζfζ(ζ, w⃗)
f(ζ, w⃗) dζ
=
1
2πi
∮
C
C(ζ, w⃗)
A(ζ) ∞∑i=0 (B(ζ, w⃗)A(ζ) )
i
dζ,
where C is the contour, B(z, w⃗) = A(z) − f(z, w⃗), and C(z, w⃗) = zFz(z, w⃗).
Now recall our series truncation ak(z, w⃗) from equation (4.6),
ak(z, w⃗) = C(z, w⃗)
A(z) ⋅ k∑i=0 (B(z, w⃗)A(z) )
i
=
1(A(z))k+1 ⋅ k1∑i1=0
k2
∑
i2=0
⋯
ka
∑
ia=0
Ji1,i2,...,ia(z)wi11 wi22 ⋯wiaa
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Due to uniform convergence, we can express the entire root in the following form:
g(w⃗) = 1
2πi
∮
C
∞
∑
i1=0
∞
∑
i2=0
⋯
∞
∑
ia=0
Ki1,i2,...,ia(ζ)wi11 wi22 ⋯wiaa dζ
=
∞
∑
i1=0
∞
∑
i2=0
⋯
∞
∑
ia=0
1
2πi
(∮
C
Ki1,i2,...,ia(ζ)dζ)wi11 wi22 ⋯wiaa ,
for some rational function Ki1,i2,...,ia . Due to the nature of this expression, any term with total
degree in the wi’s at most k in the truncation ak(z, w⃗) will have coefficient
Ji1,i2,...,ia(z)(A(z))k+1 =Ki1,i2,...,ia(z).
This is because if we consider the difference between the truncation and the full integrand, we
get:
C(z, w⃗)
A(z) ⋅ ∞∑i=0 (B(z, w⃗)A(z) )
i
− ak(z, w⃗)
=
C(z, w⃗)
A(z) ⋅ ∞∑i=k+1(B(z, w⃗)A(z) )
i
=
C(z, w⃗)
A(z) ⋅ (B(z, w⃗)A(z) )
k+1 ∞
∑
i=0
(B(z, w⃗)
A(z) )
i
.
Since B(z, w⃗) = w1B1(z,w1) + w2B2(z,w1, w2) + ⋯ + waBa(z,w1, w2, . . . , wa) contains no
constant terms, we have that (B(z,w⃗)
A(z) )k+1 contains no terms of degree less than k + 1, and thus
neither will the difference. Thus all terms of degree at most k in the truncation will coincide with
those of the full expression.
Recall that we can determine bounds on the exponents of the parameters in the resolvent. These
bounds will also work for the roots, since the roots are power series in these parameters, and
addition of multiplication of these terms will not decrease the exponents. Thus we can extract a
truncation of the roots to determine the exact resolvent. If we let ej be the exponent bound for
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wj , and β = ∑ai=1 ej , then β is the maximum total degree of any individual term in the resolvent,
and so aβ(z, w⃗) is a sufficiently accurate truncation to compute the resolvent exactly.
The next step is to compute a bound for each term in the expression of the root. Let g0(w⃗) denote
our truncated root:
g0(w⃗) = 1
2πi
∮
C
C(ζ, w⃗)
A(ζ) β∑i=0 (B(ζ, w⃗)A(ζ) )
i
dζ.
First, let us remind ourselves of some basic properties. For complex numbers x1, x2, if ∣x1∣ ≤ B1
and ∣x2∣ ≤ B2 for some non-negative real values B1 and B2, then
∣x1 ± x2∣ ≤ B1 +B2 (triangle inequality) and
∣x1 ⋅ x2∣ ≤ B1B2.
Thus sums and products preserve upper bounds.
These properties can be extended to polynomials.
4.8. Definition. Consider a polynomial f = ∑ni=0 aiX i ∈ C[X], with an ≠ 0. An upper bounding
polynomial of f is a polynomial g = ∑n0i=0 biX i ∈ R[X] satisfying
● n0 ≥ n;
● bi ≥ ∣ai∣ for i = 0,1, . . . , n; and
● bi ≥ 0 for i = n + 1, n + 2, . . . , n0.
Note that any upper bounding polynomial must necessarily have non-negative coefficients.
A specific type of upper bounding polynomial is one in which the coefficients are replaced with
their magnitudes.
4.9. Definition. Consider a polynomial f = ∑ni=0 aiX i ∈ C[X], with an ≠ 0. The magnituded
polynomial of f is a polynomial g = ∑n0i=0 biX i ∈ R[X] satisfying bi = ∣ai∣ for i = 0,1, . . . , n.
71
It is clear that these definitions can be extended to multivariate polynomials.
4.10. Lemma. Let Uf1 , Uf2 , . . . , Ufm ∈ R[X1,X2, . . . ,Xn] be upper bounding polynomials of
f1, f2, . . . , fm ∈ C[X1,X2, . . . ,Xn] respectively. Then for any polynomial h ∈ R[Y1, Y2, . . . , Ym]
with non-negative coefficients, h(Uf1 , Uf2 , . . . , Ufm) ∈ R[X1,X2, . . . ,Xn] is an upper bounding
polynomial of h(f1, f2, . . . , fm) ∈ C[X1,X2, . . . ,Xn].
Proof. Since h contains only non-negative terms, h(Uf1 , Uf2 , . . . , Ufm) is a manipulation con-
sisting of additions and multiplications (in particular, no subtractions). Since upper bounds are
preserved under addition and multiplication, h(Uf1 , Uf2 , . . . , Ufm) will maintain upper bounds of
the coefficients of h(f1, f2, . . . , fm). 
In particular, the following basic operations on polynomials preserve upper bounds on the coef-
ficients:
4.11. Corollary. Let Uf , Ug ∈ R[X1,X2, . . . ,Xn] be upper bounding polynomials of f, g ∈
C[X1,X2, . . . ,Xn] respectively. Then Uf + Ug is an upper bounding polynomial of f + g, and
UfUg is an upper bounding polynomial of fg.
Consider the root γ1 of A(z), and let d ∶= min2≤i≤n ∣γ1 − γi∣. We wish to find an upper bounding
polynomial of our truncated root g0(w⃗) of f(z, w⃗) in which the coefficients can be determined.
Let C be a circle in the complex plane centred at γ1 and with radius r, where r < d. Then by the
triangle inequality, for z ∈ C we have ∣z∣ ≤ ∣γ1∣ + r. For a polynomial f ∈ R[X], denote by f¯ the
magnituded polynomial of f . Then by the triangle inequality, for z ∈ C, ∣f(z)∣ ≤ f¯ (∣z∣). Thus,
since we have
g0(w⃗) = 1
2πi
∮
C
C(ζ, w⃗)
A(ζ) β∑i=0 (B(ζ, w⃗)A(ζ) )
i
dζ,
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an effective upper bounding polynomial for g0(w⃗) would be
Ug0(w⃗) = ∣ 12πi ∣ × length of C × C¯ (maxz∈C ∣z∣, w⃗)minz∈C ∣A(z)∣
β
∑
i=0
(B¯ (maxz∈C ∣z∣, w⃗)
minz∈C ∣A(z)∣ )
i
=
1
2π
× 2πr × C¯(M, w⃗)
m
β
∑
i=0
(B¯(M, w⃗)
m
)i
= r ⋅ C¯(M, w⃗)
m
β
∑
i=0
(B¯(M, w⃗)
m
)i ,
whereM ∶= ∣γ1∣ + r is an upper bound for ∣z∣ on C, andm is a lower bound for ∣A(z)∣ on C.
4.3.2. Computing Effective Bounds. Since the resolvent is a polynomial function of the
roots, by lemma 4.10 applying this polynomial function to our upper bounding polynomial forms
of the roots will give an upper bounding polynomial of the resolvent, which gives the following
result:
4.12. Proposition. Let f(z, w⃗) ∈ Z[w1, w2, . . . , wa][z] be a monic polynomial of degree n with-
out repeated roots. Let A(z) = f(z, w⃗),B(z, w⃗) = A(z) − f(z, w⃗), and C(z, w⃗) = zFz(z, w⃗).
Let γ1, . . . , γn denote the complex roots of A. Let Ci denote a circle in the complex plane centred
at γi and with radius ri <min1≤j≤a
j≠i
∣γj −γi∣. LetMi be an upper bound for ∣z∣ on Ci, and letmi be
a lower bound for ∣A(z)∣ on Ci. Suppose Gal(F ) ≤H1 and H2 is a maximal transitive subgroup
of H1. Let I be an invariant under H2 in H1 consisting of nI terms, and let dI denote the degree
of I . Let ej denote an upper bound for the degree of wj in ResH1,H2(y), and let β = ∑ai=1 ei. Let
B¯ and C¯ denote the magnituded polynomial of B and C respectively. Then the polynomial
UResH1,H2(y) = ∏
σ∈H1/H2
(y + I¯σ(Ug1 , Ug2 , . . . , Ugn))
is an upper bounding polynomial of ResH1,H2(y), where I¯ is the magnituded polynomial of I and
Ugi(w⃗) = ri ⋅ C¯(Mi, w⃗)mi
β
∑
j=0
(B¯(Mi, w⃗)
mi
)j .
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4.13. Corollary. Consider the polynomialUResH1,H2(y) from proposition 4.12. LetTrunUResH1,H2(y)
denote the truncation of this polynomial which removes all terms in which deg(wi) > ei for
some i = 1,2, . . . , a. Then the height of TrunUResH1,H2(y) is an upper bound for the height of
ResH1,H2(y).
Proof. From proposition 4.12, UResH1,H2(y) is an upper bounding polynomial of ResH1,H2(y).
Since ResH1,H2(y) contains no terms in which deg(wi) > ei for any i = 1,2, . . . , a, it follows
that TrunUResH1,H2(y) is also an upper bounding polynomial of ResH1,H2(y). Thus the max-
imum coefficient of ResH1,H2(y) is bounding from above by the corresponding coefficient in
TrunUResH1,H2(y). 
Our algorithm consists of computing TrunUResH1,H2(y) using appropriate values ofMi andmi.
The explicit bound can be improved in several aspects when given the actual polynomial. The
magnitude of the improvement will depend on the properties of f . In particular, if the highest-
degree terms of f have low coefficients, then the L1 norm will be a significantly inefficient upper
bound for the maximum coefficient when evaluated at large values of z.
For an individual polynomial, we can obtain bounds by looking at how the radius of the neigh-
bourhood considered will affect the minimum value of the denominator of the representation of
the truncated root as given in (4.5). As with the explicit formula, our contour will be a circle C
centred at a root of A(z) and with radius less than the distance to its nearest neighbouring root.
However instead of creating a general lower bound for ∣A(z)∣ on C, we will find its minimum
value on C.
Note that a minimum exists since A(z) is a continuous function and C is a closed curve. In the
Cartesian plane, each point on C is represented by a pair of coordinates, representing the real and
imaginary components respectively. We express these coordinates in polar form. Note that the
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radius is constant. The trigonometric component is instead replaced by t-formulae:
sin θ =
2t
1 + t2 , cos θ =
1 − t2
1 + t2 . (4.14)
The coordinates are now rational functions in t.
If we express a complex number z in the form x + iy, where x, y ∈ R and i2 = −1, then we can
also split A(z) into real and imaginary components:
A(z) = A(x + iy) = A1(x, y) + iA2(x, y),
where A1(x, y) and A2(x, y) are real-valued functions. Then √A21(x, y) +A22(x, y) gives the
absolute value of A(z). Thus we want to find the minimum of √A2
1
(x, y) +A2
2
(x, y). To make
things simpler, we will first find the minimum of A2
1
(x, y) + A2
2
(x, y). Replacing x and y with
the t-formulae in equation (4.14) will give us a rational function in t, which we shall denote
M(t). As t ranges over R, the corresponding complex values range over every point in C, with
the exception of the rightmost point (the point on C with the largest real component), which
corresponds to t = ∞. Note that limt→∞M(t) = limt→−∞M(t), which equals ∣A(z)∣2 at this
point. Thus we can compute the minimum value of M(t), as well as limt→∞M(t), and the
square root of the minimum of these two values will be the minimum value of ∣A(z)∣ on C. We
also determine at which point on C this minimum occurs. Note that since M(t) is a rational
function, any value t at which a minimum occurs will satisfyM ′(t) = 0, so we can simply solve
this equation (which is equivalent to finding the roots of a polynomial, since the numerator must
equal zero), evaluateM(t) at the roots, and find the minimum value of this set. In other words,
min
z∈C
∣A(z)∣ =√min ({M(t) ∣ t ∈ R,M ′(t) = 0}⋃{lim
t→∞
M(t)}).
With this minimum for ∣A(z)∣ on C, we can use 4.12 and 4.13 to compute upper bounds of the
coefficients of the resolvent.
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Note that when computing bounds on the coefficients of the roots, we will be using rational
numbers, as they are exact and so will not lead to issues of rounding errors. We will then convert
these root coefficient bounds to integers, using the ceiling function, to speed up computations of
the invariant and resolvent bounds, since working with integers is faster. Note that this rounding
will have a negligible relative effect on the overall bounds provided they are large, while if the
bounds are small they will still remain small after rounding.
4.15. Remark. This approach can be used for different radii of C, as long as the radius is less
than d, the distance to the nearest root. Since different radii will produce different estimates, it
may be useful to compute approximations for several different radii, and then pick the smallest
upper bounds, since they will all be upper bounds of the resolvent. The more radii used, the
sharper the upper bound will be, however more time will be required to compute every bound.
All radii extremely close to either zero or d will give a small lower bound for the denominator,
since some points on C will be close to a root of A(z), and thus a high upper bound, so radii
closer to d
2
will be more appropriate for an arbitrary polynomial.
For the current implemented algorithm, only one radius is used, that being r ∶= d
2
. This is because
in practice the time gained from the improved upper bound is usually less than the time lost from
computing estimates for multiple radii. This is in particular the case for large exponent bounds.
Furthermore, computing the resolvent using the upper bounding polynomial forms of the roots
can be very time-intensive if the invariant has a large degree or the subgroup degree is large, as
this will increase the number of multivariate polynomial multiplications. In chapter 6 we give
another way to compute an upper bound involving the splitting prime p which may be preferable
in these situations.
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CHAPTER 5
Specialisation Algorithm
Our approach to computing the resolvent ResH1,H2(y) of a polynomial f(t, w⃗) for given groups
H1,H2 involved performing calculations in a quotient ring Z[w1, w2, . . . , wa]/J , where J is an
ideal of the form ⟨pN , wB1
1
, wB2
2
, . . . , wBaa ⟩. Another approach is through computing the resol-
vents of several specialisations of f , and then interpolating them. This allows us to perform all
calculations in much smaller rings.
5.1. Specialisation
One way to get information about the Galois group of a multivariate polynomial f is by special-
isation. This is where the parameters are replaced with specific values, usually integers, to give
a specialised polynomial. The Galois group of this specialised polynomial gives us details on
the properties of the Galois group of f . This is already incorporated into our non-specialisation
algorithm. However, we can also use the resolvent polynomials of these specialisations to help
determine the resolvent polynomial of f , giving us a new method for computing the Gal(f).
5.1. Definition. An integer specialisation is a specialisation where every parameter is replaced
with an integer.
We will only be considering integer specialisations, and so we will just denote them as speciali-
sations.
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5.2. Properties of Specialisations
To prove our main result, we first will show that one can construct a correspondence between the
roots of f and the roots of a specialisation f(t, w⃗0).
5.2. Lemma. LetR be a ring containing Z, andK its field of fractions. Consider the polynomial
ring R[w][t]. Let f(w, t) ∈ R[w][t] be a polynomial and f(w0, t) ∈ R[t] an integer special-
isation of f(w, t) such that it splits into distinct linear factors over R[t]. Then there exists a
homomorphism between the power series ring K[[w −w0]] and K given by the mapping
φ ∶K[[w −w0]]→K
x↦ x mod J,
where J is the ideal ⟨w −w0⟩. Furthermore, there exists a subring R′ of K[[w −w0]] such that
φ(R′) ⊆ R and R′ contains the distinct roots of f(w, t), which are mapped to roots of f(w0, t)
under φ.
Proof. The field of fractions of R[w] is K(w), the rational function field over K. Since J is a
prime ideal of R[w], we can define a valuation vJ of K(w). For non-zero f(w, t) ∈ K(w)[t],
we can write it in the form
f(w, t) = (w −w0)m g(w, t)
h(w, t) ,
where g(w, t), h(w, t) ∈ K[w][t] and have no non-constant common factors with each other or
with w−w0. Then set vJ(f) ∶=m, and vJ(0) ∶=∞. The completion ofK(w) with respect to this
valuation is the field of formal power seriesK((w−w0)), consisting of all formal Laurent series
f(w) = (w −w0)m(u0 + u1(w −w0) + u2(w −w0)2 +⋯),
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where ui ∈ R and m ∈ Z. Its corresponding valuation ring is the power series ring K[[w −w0]],
which are the formal power series above satisfyingm ≥ 0. Its maximal ideal is J , and the residue
class fieldK[[w−w0]]/J is isomorphic toK. Thus the homomorphism φ is the natural quotient
map.
Clearly f(w, t) ≡ f(w0, t) modulo J . Thus f(w, t) ∈ K[[w −w0]][t] splits completely modulo
J :
f(w, t) ≡ f¯1(w, t)f¯2(w, t)⋯f¯n(w, t) mod J,
where each f¯i(w, t) ∈K[t] is a linear polynomial and no two are identical. Then by lemma 2.54,
f(w, t) splits completely inK[[w −w0]][t]:
f(w, t) = f1(w, t)f2(w, t)⋯fn(w, t)
where fi(w, t) is linear and fi(w, t) ≡ f¯i(w, t) mod J . Since no two f¯i are equivalent modulo J ,
it follows that no two fi(w, t) are equal, and so f(w, t) has distinct roots. Furthermore, each root
of f(w, t) maps to a root of f(w0, t) under φ. Denote the roots of f(w, t) as R1,R2, . . . ,Rn ∈
K[[w − w0]], where φ(Ri) = ri. Define R′ to be the ring generated by R1,R2, . . . ,Rn. Then
φ(R′) is the ring generated by r1, r2, . . . , rn, and so is contained in R. 
5.3. Corollary. Let f(t, w⃗) ∈ R[t] be a degree n polynomial. Let w⃗0 = {w′1, w′2, . . . , w′a} ∈ Za,
and let f¯(t) ∶= f(t, w⃗0) ∈ Z[t] be an integer specialisation of f(t, w⃗) such that its discriminant
is non-zero. Let S be a ring extension of Z such that f¯(t) splits into linear factors in S[t],
and let K be the field of fractions of S. Then there exists a subring Sa of the power series ring
K((w1 −w′1))⋯((wa−1 −w′a−1))[[wa −w′a]] that maps to S under the homomorphism
φa ∶ Sa → S
x↦ x mod Ja,
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where Ja is the ideal ⟨w1 −w′1, . . . , wa −w′a⟩. Furthermore, Sa contains the distinct roots of
f(t, w⃗), which are mapped to roots of f¯ under φa.
Proof. Wewill prove this by induction on a. Since f¯(t) has non-zero discriminant, it has distinct
roots. Thus the case a = 1 follows immediately from lemma 5.2. Assume it is true for a − 1.
Let fj ∶= f(t,w1, . . . , wj, w′j+1, . . . , w′a) ∈ Z[w1, w2, . . . , wj][t] for j = 0,1, . . . , a, with f0 = f¯
and fa = f . Then from our induction hypothesis, the polynomial fa−1 has distinct roots in a
subring Sa−1 of K((w1 − w′1))⋯((wa−2 − w′a−2))[[wa−1 − w′a−1]], which maps to S under the
homomorphism
φa−1 ∶ Sa−1 → S
x↦ x mod Ja−1,
where Ja−1 is the ideal ⟨w1 −w′1, . . . , wa−1 −w′a−1⟩. Furthermore, the roots of fa−1 map to the
roots of f0 under φa−1.
Now we can write fa as fa(t,wa) ∈ Sa−1[wa][t] and fa−1 as fa(t,w′a) ∈ Sa−1[t]. Let Ka−1
be the field of fractions of Sa−1. Then Ka−1 ⊆ K((w1 − w′1))⋯((wa−1 − w′a−1))((wa − w′a)).
Since fa−1 splits into distinct linear factors in Sa−1[t], it follows from lemma 5.2 that there is a
homomorphism betweenKa−1[[wa −w′a]] and Ka−1 given by the mapping
φ′ ∶Ka−1[[wa −w′a]]→Ka−1
x↦ x mod J ′,
where J ′ ∶= ⟨wa −w′a⟩. Furthermore, there is a subring Sa ⊆ Ka−1[[wa − w′a]] ⊆ K((w1 −
w′
1
))⋯((wa−1 −w′a−1))[[wa −w′a]] such that φa(Sa) ⊆ Sa−1 and Sa contains the distinct roots of
fa, which are mapped to roots of fa−1 under φ′.
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Defining φa ∶= φa−1 ○ φ′, we get a homomorphism chain
φa ∶ Sa → Sa−1 → S
x ↦ x mod J ′ ↦ x mod J ′( mod Ja−1),
where the roots of fa in Sa are mapped to the roots of f0 in S. However, since (Sa/Ja) /Ja−1 ≅
Sa/ (Ja ∪ Ja−1) = Sa/J , this is equivalent to the desired homomorphism. 
5.4. Remark. This homomorphism creates a bijection between the roots of f(t, w⃗) and the roots
of the specialisation f(t, w⃗0). This allows us to correlate between actions on the roots of the two
polynomials, such as the resolvents and Galois groups. We shall denote the roots of f(t, w⃗) as
α1, α2, . . . , αn and the roots of f(t, w⃗0) as δ1, δ2, . . . , δn, where φa(αi) = δi.
5.5. Corollary. Let f(t, w⃗) ∈ R[t] be a degree n polynomial, and let f¯(t) ∶= f(t, w⃗0) ∈ Z[t] be
an integer specialisation of f(t, w⃗) such that its discriminant is non-zero. Let H1 be a subgroup
of Sn containing Gal(f), and let H2 be a maximal transitive subgroup of H1. Let I be an
invariant under H2 in H1, and consider the resolvent polynomial ResH1,H2(y) of f :
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(α1, α2, . . . , αn)).
Then ResH1,H2(y) ∈ R[y] and the corresponding resolvent of f¯ is the evaluation of ResH1,H2(y)
at w⃗0. Furthermore, if Iσ(α1, α2, . . . , αn) ∈ R, then the corresponding invariant value of f¯ is the
evaluation of Iσ(α1, α2, . . . , αn) at w⃗0.
Proof. From the homomorphism φa in lemma 5.3, if g(w⃗) ∈ R then φa(g) = g(w⃗0). Recall the
resolvent of f from equation (2.27),
ResH1,H2(y) = [H1∶H2]∑
i=0
gi(α1, α2, . . . , αn)yi.
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Denote R¯esH1,H2(y) to be the resolvent of f¯ . Since the polynomials gi are dependent only onH1
andH2, they are preserved under specialisation, and thus R¯esH1,H2(y) is given by applying φa to
ResH1,H2(y),
R¯esH1,H2(y) = φa(ResH1,H2(y)) = [H1∶H2]∑
i=0
gi(δ1, δ2, . . . , δn)yi.
From 2.30, we have that gi(α1, α2, . . . , αn) ∈ R, and so gi(δ1, δ2, . . . , δn) = φa(gi(α1, α2, . . . , αn))
is the evaluation of gi(α1, α2, . . . , αn) at w⃗0. The same argument applies for Iσ(α1, α2, . . . , αn).

5.6. Corollary. Using the bijection from lemma 5.3, Gal(f¯) is a subgroup of Gal(f).
Proof. Firstly, note that under the homomorphism φa in lemma 5.3, φa(R) ⊆ Z. Consider a
maximal subgroup H2 of H1, which is itself a subgroup of Sn.
If the Galois group of f is a subgroup of H2, then the resolvent of f will contain a root in R.
Under φa, this maps to an integer root of the resolvent of f¯ . Thus the Galois group of f¯ is a
subgroup of H2.
Therefore, the Galois group of f¯ is a subgroup of H2 if the Galois group of f is a subgroup of
H2. In particular, the Galois group of f(t, w⃗0) is a subgroup of the Galois group of f . 
5.7. Corollary. Let f¯ be an integer specialisation of f . LetH2 be a maximal transitive subgroup
of some group H1, and let σ ∈H1/H2. If Gal(f) ≤ σH2σ−1, then Gal(f¯) ≤ σH2σ−1.
Proof. This follows immediately from lemma 5.6. 
5.8. Remark. Note that lemma 5.6 does not mean that the Galois group of f will be equal
to the Galois group of any particular specialisation. For example, the degree four polynomial
f(t,w1, w2) ∶= t4 +w1t2 +w2 ∈ Z[w1, w2][t] has Galois group D8, the dihedral group of order 8.
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However, for specialisations in which
√
w2 ∈ Q, the specialised polynomial f(t, w⃗0) will have
Galois group Z2 × Z2 or one of its subgroups. For our algorithm we will be making restrictions
on the types of specialisations allowed, but even with those restrictions it is possible to get an
infinite number of specialisations whose Galois group is a proper subgroup ofGal(f). While we
may not be able to determine the Galois group of f purely from specialisations, it does reduce the
number of subgroups of Sn that we need to look at. If G′ is the Galois group of a specialisation
of f , then Gal(f) must contain G′ as a subgroup, and so we only need to consider branches that
containG′. That is, if Gal(f) ≤H1, then we only need to consider maximal subgroupsH2 ofH1
such that G′ ≤H2.
In particular, ifG′ = Sn, thenGal(f) = Sn. Similarly, ifG′ = An, thenGal(f) = An or Sn, which
can be determined by looking at the discriminant of f . In these cases, only one specialisation is
required, and the Stauduhar algorithm need not be applied to f .
Since computing the Galois group of a specialisation is relatively fast, this is a good first step
in determining the Galois group of f . We can also use specialisations to check if any resolvent
polynomials may give multiple roots, requiring a Tschirnhaus transformation. We can use the
roots of the specialisation resolvent to determine the possible root of ResH1,H2(y).
5.9. Algorithm. (Specialisation method for computing Galois groups)
Input: Monic, irreducible polynomial f(t, w⃗) ∈ Z[w1, w2, . . . , wa][t] of degree n in t and
degree n1, n2, . . . , na in the parameters w1, w2, . . . , wa respectively.
Output: The Galois group of f including the action on the roots.
Step 1: If f(t, 0⃗) is not irreducible over Z, find a vector w⃗0 = {−s1,−s2, . . . ,−sa} ∈ Za
such that f(t, w⃗0) is irreducible. Then set g(t, w⃗) ∶= f(t, w⃗1), where w⃗1 = {w1 − s1, w2 −
s2, . . . , wa − sa}.
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Step 2: Compute the Galois group of several specialisations of f . If any of these Galois
groups are Sn, then Gal(f) = Sn and we are done. If any specialisation has a Galois
group of An, then Gal(f) = An if √∆(f) ∈ K. Otherwise Gal(f) = Sn, and we are
done. LetW be the group generated by all the Galois groups from these specialisations.
ThenW ≤ Gal(f).
Step 3: Set H1 = Sn.
Step 4: Find the smallest prime p such that f(t, w⃗) splits into n distinct linear factors
modulo J ∶= ⟨p,w1, w2, . . . , wa⟩. This is done by solving f(t, w⃗) = 0 inR/J for increasing
p starting with the smallest prime above n, and stopping once we find a case with n
distinct solutions. Denote the roots of f to be α1, α2, . . . , αn.
Step 5: Let U1, U2, . . . , Uk be the maximal transitive subgroups of H1 which containW as
a subgroup. Set i = 1. If no such groups exist, then Gal(f) =H1.
Step 6: Set H2 ∶= Ui and find a polynomial I ∈ Z[X1,X2, . . . ,Xn] that is invariant under
H2 in H1.
Step 7: Using Newton polygons, determine upper bounds on the exponent of the parameters
wj in the resolvent ResH1,H2(y). Let ej be the upper bound on the exponent of wj found
using this method.
Step 8: LetC ∶= C1×C2×⋯×Ca, whereCj = {0, p,2p, . . . , ejp}. For eachw0 ∈ C, consider
the specialised polynomial f(t, w⃗0). It will have n distinct roots modulo p. Using bounds
on the roots in C, compute an upper bound for the height of the resolvent polynomial for
f(t, w⃗0). Hensel lift the roots to the necessary precision to compute the resolvent exactly.
Step 9: Calculate the resolvent polynomial for each specialisation. For the first speciali-
sation, find the resolvent’s roots in Z, using a Tschirnhaus transformation if necessary
to avoid multiplicities. These roots are of the form Iσ for some σ ∈ H1/H2, evaluated
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at the roots of the specialisation. Find σ. For all subsequent specialisations, compute
the resolvent as well as Iσ. If a Tschirnhaus transformation was used, apply this same
transformation to all specialisations. If the first specialisation resolvent is irreducible,
then Gal(f) =H1.
Step 10: Interpolate the specialised resolvents to obtain the resolventResH1,H2(y) for f(t, w⃗).
Also interpolate Iσ to get Iσ(α1, α2, . . . , αn).
Step 11: Evaluate ResH1,H2 (Iσ(α1, α2, . . . , αn)). If it is zero, then Gal(f) ≤ σH2σ−1.
Otherwise there is no root.
Step 12: Reorder the roots into α
′
1
, . . . , α
′
n satisfying α
′
j ∶= ασ(j). Then under this ordering,
Gal(f) ≤H2. SetH1 ∶=H2 and return to Step 5. If there is no root and i < k, set i ∶= i+1
and return to Step 6. If there is no root and i = k, then Gal(f) =H1.
5.3. Choice of Specialisation
Once we have determined the appropriate subgroups of Sn to investigate, the next step is to
compute the resolvent of f using resolvents of specialisations of f .
Let f(t, w⃗) = f(t,w1, w2, . . . , wa) ∈ Z[w1, w2, . . . , wa][t] be a degree n polynomial in a param-
eters. Fixing w⃗ = w⃗0 ∈ Za, then f(t, w⃗0) is a single variable degree n polynomial, and so will
have n roots, including possible multiplicities. Let Y (f, [w1, w2, . . . , wa]) denote the set of roots
of f .
From equation (2.27), the resolvent of f is a polynomial in the roots of f . Denote this by
Res(f) = G(Y (f, w⃗)), for some G ∈ R. Then from corollary 5.5, G(Y (f, w⃗0)) is the same
function applied to the roots of f(t, w⃗0), and so Res(f(t, w⃗0)) = G(Y (f, w⃗0)).
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From lemma 2.30, Res(f(t, w⃗)) has integer coefficients. It follows that Res(f(t, w⃗0)) has inte-
ger coefficients, and so we can determine its coefficients using sufficiently accurate values of the
roots of f(t, w⃗0). We compute these roots by solving the equation f(t, w⃗0) = 0 explicitly.
In our approach, we ensure that the roots are in the same ordering for every specialisation. This
is because the resolvent polynomial
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ (α1, α2, . . . , αn))
is not fixed under Sn if H1 ≠ Sn. Thus a different ordering of the roots can give a different
resolvent polynomial. To effectively interpolate the specialised resolvents, they must all have the
same ordering of the roots. This is not necessary for the first application of the algorithm, as
H1 = Sn and so ResH1,H2 will be independent of root ordering, however it is still appropriate to
maintain a consistent ordering of roots in order to use these specialisations in later applications
of the algorithm.
In order to have a consistent root ordering, we desire for each specialised polynomial to have no
repeated roots. If we can find an ideal J such that the polynomial f(t, w⃗) splits into distinct linear
factors modulo J , then we can specialise these roots and then lift them further to the required
precision in the specialised ring.
Such an ideal does exist. Indeed, there exists a prime p such that f(t, w⃗) splits into distinct linear
factors modulo J ∶= ⟨p,w1, w2, . . . , wa⟩. This is proved below. First, we state a special case of
the C˘ebotarev density theorem.
5.10. Theorem. Let L be a degree n Galois extension of Q. Then the prime numbers that split
completely in L have density 1
n
.
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5.11. Lemma. Let f(t, w⃗) ∈ R[t] be a degree n monic polynomial such that f¯(t) ∶= f(t, 0⃗) ∈
Z[t] has non-zero discriminant. Then there exists a prime p such that f(t, w⃗) splits into distinct
linear factors modulo ⟨p,w1, w2, . . . , wa⟩.
Proof. This is equivalent to showing that there exists a prime p such that f¯(t) ∈ Z[t] splits into
distinct linear factors modulo p if f¯(t) has non-zero discriminant. Let L be a minimal splitting
field of f . Then L is an extension field of K, and thus an extension field of Q. Let d ∶= [L ∶ Q].
Then by theorem 5.10, the prime numbers that split completely in L have density 1
d
. In particular,
the set of prime numbers that split completely in L is infinite. Denote this set by S. Say p ∈ S
splits into the prime ideals P1,P2, . . . ,Pn in L, in other words
pOL =
n
∏
i=1
Pi.
The fields OL/Pi are isomorphic to OQ/p = Z/pZ. This induces n mappings θi ∶ OL → Z/pZ.
Let α be a root of f(t). Then α ∈ OL and θi(α) is a root of f(t) modulo p. Since each Pi is
distinct, the images θi(α) are distinct roots of f(t) modulo p. 
5.12. Lemma. Suppose f(t, w⃗) ∈ R[t] is a degree n monic polynomial, and let J be the ideal
⟨p,w1, w2, . . . , wa⟩, where p is prime. Suppose that the equation f(t, w⃗) ≡ 0 modulo J has n
distinct solutions ri(w⃗) where i = 1,2, . . . , n. Then consider the specialisation f¯(t) ∶= f(t, w⃗0) ∈
Z[t], where w⃗0 ∈ (pZ)a. Then f¯(ri(w⃗0)) ≡ 0 modulo p.
Proof. Consider a root ri(w⃗). Then f(ri(w⃗), w⃗) ∈ J = ⟨p,w1, w2, . . . , wa⟩. Since w⃗0 ∈ (pZ)n,
write w⃗0 ∶= {pv1, pv2, . . . , pva}, where v1, v2, . . . , va ∈ Z. Then
f¯(ri(w⃗0)) = f(ri(w⃗0), w⃗0) ∈ ⟨p, pv1, pv2, . . . , pva⟩ ⊆ pZ.
Thus f¯(ri(w⃗0)) ≡ 0 modulo p. 
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5.13. Remark. Specialisations in which w⃗0 ∉ (pZ)a will in general not correspond to roots
modulo p, since ⟨p, w⃗0⟩ ⊈ pZ. For example, consider the quadratic f(t,w1) = t2 + w1 + 1 and
the ideal J ∶= ⟨5, w1⟩. Then the congruence f(t,w1) ≡ 0 modulo J has two solutions, t = ±2.
However if we set w1 ≢ 0 modulo 5 in our specialisation f¯(t), then f¯(±2) ≢ 0 modulo 5. In fact,
if we set w1 ≡ 1,2 modulo 5, then the congruence f(t,w1) ≡ 0 modulo 5 will have no solutions.
Thus it matters what values we set our parameters in these specialisations.
Thus any specialisation that sets each parameter to a multiple of p will provide a specialised
polynomial f¯ that splits completely modulo p. We then Hensel lift these roots to large enough
precision to compute the resolvent of f¯ .
5.4. Bound Calculations
5.14. Lemma (Lagrange’s Bound). If f(t) = tn + an−1tn−1 + ⋯ + a1t + a0 is a polynomial with
complex coefficients, an upper bound for the absolute value of the roots of f is given by the sum
of the two largest values (including multiplicities) in the set
M = {∣an−k∣ 1k ; 1 ≤ k ≤ n} .
Proof. Firstly, if every coefficient ai is zero, then the roots will all be zero, as will every element
ofM . Thus the bound is exact. Let us now assume that at least one ai is nonzero. Let α ∈ C be a
nonzero root of f (if α = 0, the bound will work trivially). In other words, f(α) = 0, and so
αn = −(an−1(α)n−1 + an−2(α)n−2 +⋯+ a1α + a0).
By the triangle inequality, we get
∣α∣n ≤ ∣an−1∣ ⋅ ∣α∣n−1 + ∣an−2∣ ⋅ ∣α∣n−2 +⋯+ ∣a1∣ ⋅ ∣α∣ + ∣a0∣. (5.15)
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Now consider the following polynomial with real coefficients:
g(x) = xn − ∣an−1∣xn−1 − ∣an−2∣xn−2 −⋯− ∣a1∣x − ∣a0∣. (5.16)
Recall Descartes’ rule of signs, which states that the number of positive real roots of a polynomial
with real coefficients (that is ordered by descending variable exponent) is at most equal to the
number of sign differences between consecutive nonzero coefficients. Since g(x) contains only
one such change of sign, by this rule it has at most one positive real root. Since the leading term
grows the fastest, g(x1) will be positive for sufficiently large positive values of x1. Now say
ai ≠ 0 (recall that such a coefficient exists). Then for 0 < x0 < ∣ai∣ 1n−i , we have xn−i0 < ∣ai∣, and so
xn
0
< ∣ai∣xi. Thus, xn0 − ∣ai∣xi < 0, and it follows that g(x0) is negative. By the intermediate value
theorem, there exists a positive real root of g(x), which must be unique. Denote this root by µ.
It is clear then that
g(x) < 0,∀x ∈ (0, µ),
and
g(x) > 0,∀x ∈ (µ,∞),
as well as g(µ) = 0. Now notice that from (5.15), we get that g (∣α∣) ≤ 0. Thus ∣α∣ must be no
greater than µ. It suffices to show that the sum of the two largest values in M (which we shall
henceforth denote as A = ∣an−i∣ 1i and B = ∣an−j ∣ 1j , with A ≥ B) gives an upper bound for µ. This
is equivalent to showing that g(A +B) ≥ 0.
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By our notation, we have for all k ≠ i, ∣an−k∣ 1k ≤ B, and so ∣an−k∣ ≤ Bk. Thus, for all x > 0,
g(x) = xn − n∑
k=1
∣an−k∣xn−k
= xn −Aixn−i − ∑
1≤k≤n
k≠i
∣an−k∣xn−k
≥ xn −Aixn−i +Bixn−i −Bixn−i − ∑
1≤k≤n
k≠i
Bkxn−k
= xn −Aixn−i +Bixn−i −
n
∑
k=1
Bkxn−k.
We then obtain
g (A +B)(A +B)n ≥ (A +B)
n −Ai (A +B)n−i +Bi (A +B)n−i −∑nk=1Bk (A +B)n−k(A +B)n
= 1 − ( A
A +B)
i
+ ( B
A +B)
i
− ( BA+B) (1 − ( BA+B)n)
1 − ( B
A+B
)
=
(A −B) (A +B)i −A (Ai −Bi)
A (A +B)i + B
n+1
A (A +B)n
=
A −B
A (A +B)i ⋅ ((A +B)i −A
i−1
∑
s=0
AsBi−s−1) + Bn+1
A (A +B)n
=
A −B
A (A +B)i ⋅ (Bi +
i
∑
s=0
((i
s
) − 1)AsBi−s) + Bn+1
A (A +B)n
≥ 0.
Therefore, g (A +B) ≥ 0, and so A +B ≥ µ ≥ ∣α∣, completing the proof. 
From the proof, it is clear that this bound is optimal if and only if B = 0, which is equivalent to
f(t) having at most 2 non-zero terms (including the leading term). Thus, this bound will not be
optimal in most cases, however in practice it tends to be very close to optimal.
Also note that multiplicities need to be taken into account regarding the set M . For example,
consider the polynomial f(t) = t3 − 2t2 − t − 8. Our setM is {2,1,2}, giving us an upper bound
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of 2 + 2 = 4. If we ignore multiplicities, the set becomes {2,1}, and the sum of the largest two
values is 3, however this is not a valid upper bound since it is exceeded by one of the roots of f ,
t = 3.1337 . . . . Thus, multiplicities need to be included when constructingM .
Finally, this bound implies the following:
5.17. Corollary (Fujiwara’s Bound). An upper bound for the absolute value of the roots of f is
2 ⋅max (M).
Fujiwara’s bound coincides with Lagrange’s bound if the two largest values of M are equal. In
all other cases, Lagrange’s bound is strictly better.
While Lagrange’s bound is both strong and simple to compute, in certain cases there will be
stronger and simpler bounds.
5.18. Lemma (Cauchy’s Bound). If f(t) = tn + an−1tn−1 + ⋯ + a1t + a0 is a polynomial with
complex coefficients, an upper bound for the absolute value of the roots of f is given by
1 + max
0≤i≤n−1
{∣ai∣} .
Proof. Recall (5.16),
g(x) = xn − ∣an−1∣xn−1 − ∣an−2∣xn−2 −⋯− ∣a1∣x − ∣a0∣.
From our argument, the unique positive root µ of g is an upper bound, as well as any positive
value x1 satisfying g(x1) > 0, since this would imply that x1 > µ. Denote the maximum value of
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the set {∣a0∣, ∣a1∣, . . . , ∣an−1∣} by β. Then
g (1 + β) = (1 + β)n − ∣an−1∣ (1 + β)n−1 − ∣an−2∣ (1 + β)n−2 −⋯− ∣a1∣ (1 + β) − ∣a0∣
≥ (1 + β)n − β (1 + β)n−1 − β (1 + β)n−2 −⋯− β (1 + β) − β
= (1 + β)n − β (1 − (1 + β)n)
1 − (1 + β)
= (1 + β)n + (1 − (1 + β)n)
= 1
> 0.
Thus, 1 + β > µ, and so it is an upper bound. 
For a polynomial f(t) = tn + an−1tn−1 + ⋯ + a1t + a0 ∈ C[t], if an−1 is the largest-magnitude
coefficient, Cauchy’s bound will be at most 1 more than Lagrange’s bound, and will usually be
less than Lagrange’s bound. For most other polynomials, however, Lagrange’s bound tends to be
significantly stronger.
To compute a bound on the height of the resolvent, we will use the following result
5.19. Lemma. Let f(x) ∈ C[x] be a polynomial of the form
f(x) = (x −B)n ,
where B ∈ C. If ∣B∣ ≥ n, then H(f) = ∣B∣n.
Proof. From the binomial theorem,
f(x) = n∑
k=0
(n
k
) (−B)k xn−k.
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Let Ck denote the coefficient of xn−k. Then for k = 1,2, . . . , n,
∣Ck∣∣Ck−1∣ = (
n
k
) ∣−B∣k( n
k−1
) ∣−B∣k−1
=
n − k + 1
k
∣B∣
= (n + 1
k
− 1) ∣B∣
≥ (n + 1
n
− 1) ∣B∣
=
∣B∣
n
.
If ∣B∣ ≥ n, then ∣Ck ∣∣Ck−1∣ ≥ 1 for k = 1,2, . . . , n, and so the coefficient with greatest magnitude will
be Cn, the constant term. Thus H(f) = ∣Cn∣ = ∣B∣n. 
5.20. Remark. It is desirable to have small bounds, as this will lead to less Hensel lifting. The
bounds of Lagrange, Fujiwara and Cauchy are all dependent on the size of the coefficients, thus
it is advantageous for the coefficients of our specialisations to be as small as possible. A good
general rule is for the parameter values of our specialisation to be small.
5.21. Remark. A second approach to constructing an upper bound is to approximate the complex
roots of each individual specialisation, and use upper bounds for each individual root. This will
give sharper bounds, however since this approach will need to be applied for each specialisation,
more time is required to compute the bounds in the first place. A hybrid of these two approaches
may be ideal.
Once we have the necessary precision, we can compute the resolvent of each individual spe-
cialised polynomial. We then interpolate these polynomials to determine the resolvent of f .
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5.5. Interpolation
With one variable, for a polynomial P (x) of degree at most n, we can interpolate the polynomial
given n+ 1 distinct specialisations. That is, given n+ 1 pairs of values (xi, yi), i = 1,2, . . . , n+ 1,
where xi ≠ xj for i ≠ j, we can construct the unique polynomial P (x) of degree at most n
such that P (xi) = yi for all i. Methods of interpolation for single variable polynomials are well
known, the Lagrangian Polynomial being one such approach.
However, for more than one variable, there is no set number of points that will be sufficient
to determine the polynomial, if those points are randomly selected. For example, the bivariate
polynomial f(x, y) = xy is zero at every point in the infinite set S ∶= {(x,0) ∣ x ∈ R}, and so
cannot be distinguished from the zero polynomial.
If we are able to select the points, however, then similarly to the degree one case, we can show
that there is a unique polynomial interpolating the given points.
5.22. Definition. A Vandermonde matrix is anm × n matrix of the form
D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 α1 α
2
1
. . . αn−1
1
1 α2 α
2
2
. . . αn−1
2
1 α3 α
2
3
. . . αn−1
3
⋮ ⋮ ⋮ ⋱ ⋮
1 αm α2m . . . α
n−1
m
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The following result is well known.
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5.23. Lemma. The determinant of a square Vandermonde matrix
D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 α1 α
2
1
. . . αn−1
1
1 α2 α
2
2
. . . αn−1
2
1 α3 α
2
3
. . . αn−1
3
⋮ ⋮ ⋮ ⋱ ⋮
1 αn α2n . . . α
n−1
n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is
det(D) = ∏
1≤j<i≤n
(αj − αi) .
Proof. See [21, §2.9]. 
5.24. Remark. From the formula it is clear that the determinant is nonzero if the numbers αi are
all distinct.
5.25. Lemma. Let f(x1, x2, . . . , xn) be a degree (d1, d2, . . . , dn) polynomial in n variables over
a field K. For j = 1,2, . . . , n let Tj be a set of ej + 1 integers where ej ≥ dj . Consider the set of
points S = {(x1, x2, . . . , xn) ∣ xi ∈ Ti for i = 1,2, . . . , n}. Then evaluating f at each point in S is
sufficient to determine the coefficients of f .
Proof. We will prove that the set S is sufficient by induction on n. The n = 0 case is trivial.
Indeed, f is constant and so can be uniquely determined from one point.
Suppose the result is true for polynomials in n = k−1 variables. Let f(x1, x2, . . . , xk) be a degree
(d1, d2, . . . , dk) polynomial overK. We can write
f(x1, x2, . . . , xk) =
dk
∑
j=0
cj(x1, x2, . . . , xk−1)xjk,
where cj(x1, x2, . . . , xk−1) ∈K[x1, x2, . . . , xk−1] has degree (g1, g2, . . . , gk−1) where gj ≤ dj .
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Let Tk = {t0, t1, . . . , tdk}. For j = 0,1, . . . , tdk , consider the set Sj ∶= {(x1, x2, . . . , xk−1, tj) ∣
xi ∈ Ti for i = 1,2, . . . , k − 1}. Clearly S is a disjoint union of these sets. Furthermore, by our
induction hypothesis evaluating f at each point in Sj is sufficient to determine the coefficients
of f(x1, x2, . . . , xk−1, tj) ∈ K[x1, x2, . . . , xk−1]. Consider the (dk + 1) × (dk + 1) Vandermonde
matrix
D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 t0 t
2
0
. . . tdk
0
1 t1 t
2
1
. . . tdk
1
1 t2 t
2
2
. . . tdk
2
⋮ ⋮ ⋮ ⋱ ⋮
1 tdk t
2
dk
. . . tdkdk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then we have the matrix equation over K.
Dc⃗ = b⃗,
where c⃗ = [c0, c1, . . . , cdk]⊺ and b⃗ = [G(t0),G(t1), . . . ,G(tdk)]⊺ whereG(y) ∶= f(x1, x2, . . . , xk−1, y).
Since the numbers tj are all distinct, it follows from remark 5.24 that det(D) is nonzero and so
D is invertible. Thus the matrix equation has a unique solution for c⃗
c⃗ =D−1b⃗,
and so we can reconstruct f . 
5.26. Lemma. The coefficients of f cannot be determined using fewer than ∣S∣ = ∏ni=1(di + 1)
points.
Proof. The number of monomials that may appear in f is ∏ni=0(di + 1) = ∣S∣. Each evaluation
gives a linear relation on the coefficients of these monomials. In order for the solution to be
unique there must be at least ∣S∣ linear relations, and thus ∣S∣ evaluations. 
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Now consider the structure of Res(f). If we are considering a subgroup H of G, then Res(f)
will have degree [G ∶ H] = ∣G∣∣H ∣ , where each coefficient is a multivariate polynomial in w⃗. From
lemma 3.19, the maximal degree of wi in Res(f), and thus in any particular coefficient, can
be computed via Newton polygons. Let ei be the maximal degree of wi in Res(f) calculated
using this method. Now consider the coefficient of tj of Res(f(t, w⃗)). It will be a degree
(dj,1, dj,2, . . . , dj,a) polynomial, for some integers dj,i where dj,i ≤ ei. Now consider the set of
sequences of integers formed by the following Cartesian product:
C = C1 ×C2 ×⋯×Ca, where Ci = {0,1,2, . . . , ei}.
Then consider the corresponding coefficient of Res(f(t, w⃗0)) as w⃗0 ranges over C. From lemma
5.25, these evaluations are sufficient to determine the corresponding coefficient of Res(f(t, w⃗)).
Since every coefficient of the resolvent satisfies these particular restrictions, we can determine
every coefficient of Res(f(t, w⃗)), and thus we can determine Res(f(t, w⃗)).
If our resolvent has a root, we can use a specific specialisation to determine the appropriate con-
jugate of the subgroup. Recall lemma 5.7 which states that the Galois group of a specialisation
f(t, w⃗0) of f belongs to the same conjugate of H2 as Gal(f), and thus their rational resolvent
root will correspond to the same coset representative. We can explicitly compute the invariants
for this specialisation, as well as the root of the resolvent. We then match the root to one of the
invariants, and thus the corresponding coset.
5.27. Remark. While we can achieve distinct roots after reducing f modulo an ideal J , special-
ising these roots immediately may not be the fastest way to compute the resolvent. If we perform
Hensel lifts of the roots of the multivariate polynomial before specialising them, this will reduce
the number of Hensel lifts required for the specialised roots.
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5.28. Remark. Another issue is the number of specialisations required. This could also make
computing the inverse of the Vandermonde matrix, and performing subsequent multiplications,
computationally long.
5.29. Remark. Depending on precision, it is possible that extra lifting of specialised polynomials
will be necessary in later applications of the algorithm. The amount of lifting performed in
subsequent steps may be reducible depending on how much data can be obtained from previous
steps.
5.6. Remarks on the Specialisation Algorithm
Now that we have all of the results, we can elaborate on how our algorithm in 5.9 works.
Steps 1-3: These are also performed in the non-specialisation algorithm in steps 1 − 3, and they
are identical here. For remarks see section 3.1.1.
Step 4: Given our polynomial f(t, w⃗) ∈ R[t], we aim to find a prime p such that the equation
f(t, w⃗) = 0 has n distinct roots in the ring R/J , where J ∶= ⟨p,w1, w2, . . . , wa⟩. From lemma
5.11 such a prime p exists. Clearly p ≥ n since R/J ≅ Z/pZ. Our method simply tests each
prime above n in increasing order until we find one with the desired property. Once we find such
a prime p, we let r1, r2, . . . , rn be the roots of f modulo J . These roots are expressed in Z/pZ.
Steps 5-7: These are also performed in the non-specialisation algorithm in steps 4 − 6, and they
are identical here. For remarks see section 3.1.1.
Step 8: For j = 1,2, . . . , a, let Tj ∶= {0, p,2p, . . . , ejp}. Then let S ∶= {(x1, x2, . . . , xa) ∣ xi ∈ Ti
for i = 1,2, . . . , a}. It is clear that S ⊆ (pZ)a. Thus from lemma 5.12, if w⃗0 ∈ S then the
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specialisation f¯(t) ∶= f(t, w⃗0) has n distinct roots modulo p. Furthermore, these roots are ri(w⃗0)
for i = 1,2, . . . , n. These roots were already expressed in Z/pZ. The aim is to calculate the
resolvent polynomial ResH1,H2(y) for the specialisation f(t, w⃗0) for each w⃗0 ∈ S. We do this
individually for each specialisation by considering f¯ in the ring C[t]. We cannot compute the
complex roots δ1, δ2, . . . , δn of f¯ exactly, however we can get upper bounds on their magnitude
using Lagrange’s bound (5.14) or Fujiwara’s bound (5.17). Using this we can get an upper bound
on the magnitude of the invariant ∣I(δ1, δ2, . . . , δn)∣. Denote this bound by B. If B < n, then set
B ∶= n instead. Then from 5.19, Bn is an upper bound for the height of the resolvent polynomial
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ(δ1, δ2, . . . , δn)) .
We can now compute the resolvent exactly by working over Z/pkZ for some k ∈ N satisfying
pk > 2Bn. Since we have the roots of f(t, w⃗0)modulo p, we can Hensel lift them to roots modulo
pk.
5.30. Remark. In this step it may be more efficient to use the set
Cj = {− ⌊ej
2
⌋p,(− ⌊ej
2
⌋ + 1)p, . . . ,(ej − ⌊ej
2
⌋)p} for j ∶= 0,1, . . . , a,
as this minimises the size of the parameters. In practice this implementation gives very minor
improvement.
Step 9: Evaluating the resolvent at our lifted roots over Z/pkZ will give us the coefficients of
ResH1,H2(y, w⃗0) modulo pk. Since these coefficients are bounded above by pk2 , by lemma 3.25
we can determine the coefficients of ResH1,H2(y, w⃗0) over Z.
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From corollary 5.5, any root of ResH1,H2(y) in R will correspond to a root of a specialisation
of ResH1,H2(y) in Z. Thus factorising the first specialised resolvent will give us any potential
roots of ResH1,H2(y). If a Tschirnhaus transformation is required to avoid multiplicities, then
this Tschirnhaus transformation needs to be applied to all specialisations. This will ensure that
after interpolation, ResH1,H2(y) is separable. Note that in practice we almost never obtain more
than one distinct root of the resolvent.
Step 10: Given the resolvent polynomial of f(t, w⃗0) for each specialisation in S, by lemma
5.25 we can interpolate them to get the resolvent polynomial of f(t, w⃗). The interpolation is
performed iteratively on the parameters.
For j = 0,1, . . . , a, let Pj be the following set of resolvents
Pj ∶= {ResH1,H2(y,w1, w2, . . . , wj, tj+1, tj+2, . . . , ta) ∣ ti ∈ Ti for i = j + 1, j + 2, . . . , a}
⊆ Z[w1, w2, . . . , wj][y].
P0 is the set of resolvents computed in Step 9, while Pa consists of the single resolvent of f(t, w⃗).
5.31. Lemma. Given Pj , we can compute Pj+1.
Proof. Consider some Q
′ ∶= ResH1,H2(y,w1, w2, . . . , wj+1, tj+2, tj+3, . . . , ta) ∈ Pj+1. Noting the
exponent bound of wj+1 determined in Step 7, we can rewrite Q
′
in the form:
Q
′ =
ej+1
∑
k=1
ck(y,w1, w2, . . . , wj)wkj+1,
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where ck(y,w1, w2, . . . , wj) ∈ Z[w1, w2, . . . , wj][y]. Construct the (ej+1+1)×(ej+1+1) Vander-
monde matrix
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 . . . 0
1 p p2 . . . pej+1
1 2p (2p)2 . . . (2p)ej+1
⋮ ⋮ ⋮ ⋱ ⋮
1 ej+1p (ej+1p)2 . . . (ej+1p)ej+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then we have the matrix equation
Y c⃗ = b⃗,
where c⃗ = [c0, c1, . . . , cej+1]⊺ and b⃗ = [G(0),G(p), . . . ,G(ej+1p)]⊺ where
G(t) ∶= ResH1,H2(y,w1, w2, . . . , wj, t, tj+2, . . . , ta). Since Tj+1 = {0, p, . . . , ej+1p}, it follows that
each element of b⃗ is a member of Pj , and so we can determine the coefficients of Q
′
from the
matrix multiplication
c⃗ = Y −1b⃗.

Thus, since we have P0, using this approach we can compute in order P1, P2, . . . , Pa. Pa is a
singleton consisting of the resolvent of f(t, w⃗). Thus after computing Pa we have our resolvent.
The same process is used to obtain Iσ(α1, α2, . . . , αn).
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Note that in our implementation, we compute Y −1 by noting that⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 . . . 0
1 p p2 . . . pej+1
1 2p (2p)2 . . . (2p)ej+1
⋮ ⋮ ⋮ ⋱ ⋮
1 ej+1p (ej+1p)2 . . . (ej+1p)ej+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 . . . 0
1 1 1 . . . 1
1 2 22 . . . 2ej+1
⋮ ⋮ ⋮ ⋱ ⋮
1 ej+1 e
2
j+1 . . . e
ej+1
j+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 . . . 0
0 p 0 . . . 0
0 0 p2 . . . 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 . . . pej+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Since diagonal matrices are fast to invert and multiply, this allows us to invert a matrix with
smaller entries, which will be quicker.
Step 11: The advantage to interpolating any potentials roots of ResH1,H2(y) is that we avoid hav-
ing to factoriseResH1,H2(y), which can be quite expensive when the degree bounds inw1, w2, . . . , wa
are large. On the other hand, interpolating Iσ is relatively fast since it will have considerably less
terms than ResH1,H2(y). The polynomial in section 7.9 is a good example demonstrating the
advantage of this approach.
Step 12: This step is also performed in the non-specialisation algorithm in step 11. For re-
marks see section 3.1.1. Note that step 11 of the non-specialisation algorithm also factorises
ResH1,H2(y), which as previously remarked is not necessary here.
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CHAPTER 6
Complexity Analysis
In this chapter we will calculate and compare the complexity of our two algorithms. This includes
constructing explicit upper bounds on the size of the integers that we may need to work with in
order to construct the resolvent. Note that our algorithms have their own methods of computing
these upper bounds which take into account more specific properties of f(t, w⃗), and in practice
we obtain much sharper bounds than the explicit formulae presented in this chapter.
In the following calculations, the prime p refers to the smallest prime for which f(t, 0⃗) splits into
distinct linear factors, and will be the same value for both algorithms.
6.1. Preliminaries
Consider a multivariate polynomial quotient ring in which polynomials have m terms, includ-
ing possible terms with zero coefficient. Multiplying two polynomials in this ring will result
in m2 monomial comparisons of complexity O(m2), followed by a merge sort of complexity
O(m logm) to end up with a final polynomial product of up tom terms. The overall complexity
for this is O(m2) +O(m logm) = O(m2).
The product of a d1 × d2 matrix with a d2 × d3 matrix will have complexity O(d1d2d3) using the
school-book method. Since the dimensions of our matrices will not be large, there is no need to
use more complicated methods that may have a faster asymptotic complexity.
When performing arithmetic on polynomials and matrices, we also need to take into account the
size of the integers involved. There are several methods for multiplication of integers. Since
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we have to perform large integer multiplications in a few places, notably step 8 of the non-
specialisation algorithm, we would prefer a method which has fast asymptotic complexity. The
fastest method is the Schönhage-Strassen algorithm, in which the multiplication of two l-digit
integers has complexity O(l log l log log l).
Define RpN ∶= (Z/pNZ)[w1, w2, . . . , wa], where p is prime and N is a positive integer, and let
J be an ideal of RpN generated by monic monomials. Consider the quotient ring W ∶= RpN /J .
The calculations in steps 8, 9 and 10 will be performed over such a ring. The values of p and N
will be fixed throughout these steps, while the ideal J will vary in step 8. Let T (W ) denote the
number of monic monomials in w1, w2, . . . , wa contained in W . Then any element of W has at
most T (W ) terms.
In particular, consider the quotient ring W ∶= RpN /J2, where J2 ∶= ⟨we1+11 , we2+12 , . . . , wea+1a ⟩. In
this case, T (W ) =∏ai=1(ei+1). Suppose pN has l digits and letm =∏aj=1(ej+1). Then each ele-
ment ofW consists ofm terms with coefficients of at most l digits. Each pair of terms multiplied
together will have complexity O(l log l log log l), so the overall complexity of a multiplication in
W is O(m2l log l log log l).
6.2. Non-Specialisation Algorithm
The most interesting part of the non-specialisation algorithm to consider is the Hensel lifting step,
as this differs the most with the specialisation algorithm. The other steps that take significant time
are the computations of the invariants and resolvent. The factorisation of the resolvent can also
be slow if it contains many terms.
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6.2.1. Step 8 - Lifting Algorithm. Let our root approximation be r0, and let w0 = 1f ′(r0) .
Then in a lift we compute r1 and w1 as follows:
r1 = r0 −w0f(r0)
w1 = w0(2 −w0f ′(r1))
Let ej denote the exponent bound of the variablewj for our resolvent. Also let J1 = ⟨w1, w2, . . . , wa⟩
and J2 = ⟨we1+11 , we2+12 , . . . , wea+1a ⟩. Note that J1 and J2 are both ideals of RpN . Then the quo-
tient ring RpN /J2 will consist of polynomials with ∏aj=1(ej + 1) terms. The calculations of the
invariants and resolvent will be performed in this ring, as will the last Hensel lift.
Assume we are performing the Hensel lift in a ringW containing polynomials withm terms. An
efficient approach to evaluating a polynomial is through Horner’s method, where the polynomial
f(t) is expressed in the form
ant
n + an−1tn−1 +⋯+ a1t + a0 = ((⋯((ant + an−1)t + an−2)⋯)t + a1)t + a0.
Using this method, the evaluation of a degree n polynomial needs n multiplications. Since
f is monic, only n − 1 multiplications are needed. In W , each multiplication has complexity
O(m2l log l log log l). Once we have f(r0), computing w0f(r0) requires one more multiplica-
tion, and no more are required to compute r1. Thus n multiplications are needed in total for r1,
giving a complexity of O(nm2l log l log log l).
The derivative of f has degree n − 1, and so evaluating f ′(r1) requires n − 1 multiplications
by Horner’s method. Computing w0(2 −w0f ′(r1)) requires two further multiplications for each
time we multiply by w0. Thus n + 1 multiplications are also needed for w1, giving a complexity
of O((n + 1)m2l log l log log l).
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Since we have to compute r1 and w1 for each of the n roots of f , the overall complexity of one
Hensel lift is O(n(2n + 1)m2l log l log log l) = O(n2m2l log l log log l). For the last such lift,
m =∏aj=1(ej + 1). The second-last lift will be in a ring containing less terms.
We shall introduce some notation for the next few results. Let β ∶= ∑ai=1 ei. Define N0 ∶=
T (RpN /(J1 + J2)) = T (RpN /J1) = 1 and Nj ∶= T (RpN /(J j+11 + J2)) − T (RpN /(J j1 + J2)) for
j = 1, . . . , β.
6.1. Lemma. Nj is equivalent to the number of monic monomials of degree j in RpN /J2.
Proof. From lemma 3.11, J
j+1
1
contains all of the monic monomials of degree at least j+1. Thus
the monic monomials inRpN /(J j+11 +J2) are precisely the monic monomials inRpN /J2 of degree
at most j. Similarly, T (RpN /(J j1 + J2)) is the number of monic monomials in RpN /J2 of degree
at most j − 1. Thus Nj ∶= T (RpN /(J j+11 + J2)) − T (RpN /(J j1 + J2)) is equal to the number of
monic monomials of degree exactly j in RpN /J2. 
6.2. Lemma. For j = 0,1, . . . , β, Nj = Nβ−j .
Proof. Suppose f ∶= ∏ai=1wαii ∈ RpN /J2 with ∑ai=1αi = j. Then ∏ai=1wei−αii ∈ RpN /J2 with
∑ai=1(ei − αi) = β − j. This gives a bijection between monic monomials of degree j and monic
monomials of degree β − j in RpN /J2. Thus from lemma 6.1, Nj = Nβ−j . 
6.3. Lemma. If i ≤ j ≤ β
2
or i ≥ j ≥ β
2
, then Ni ≤ Nj .
Proof. We will prove this by induction on a. For a = 1, it is clear that Ni = 1 for i = 0,1, . . . , β,
since the only monic monomials in RpN /J2 are powers of w1. Thus Ni = Nj for all i, j.
Assume the result is true for a = k. Let R1 = (Z/pNZ)[w1, . . . , wk], K1 = ⟨w1, . . . , wk⟩, K2 =
⟨we1+1
1
, . . . , wek+1k ⟩, and β1 = ∑ki=1 ei. Let Mj denote the number of monic monomials of degree
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j in R1/K2. Then Mj is monotonically increasing for j ≤ β12 , and monotonically decreasing for
j ≥ β1
2
.
Consider the case a = k + 1. Denote R2 = (Z/pNZ)[w1, . . . , wk+1], J1 = ⟨w1, . . . , wk+1⟩, J2 =
⟨we1+1
1
, . . . , w
ek+1+1
k+1 ⟩, and β = ∑k+1i=1 ei = β1+ek+1. LetNj denote the number of monic monomials
of degree j in R2/J2. Without loss of generality, let max1≤i≤k+1 ei = ek+1. Consider the case
where ek+1 ≥ β2 . Then ∑kx=1 ex = β − ek+1 ≤ β2 . Noting that ex is the largest possible exponent of
wx in R2/J2, from the pigeonhole principle it follows that any monic monomial of degree i > β2
in R2/J2 must be divisible by wk+1. Let f ∈ R2/J2 be such a monomial. Then fwk+1 ∈ R2/J2 has
degree i − 1. This gives us an injection from monic monomials in R2/J2 of degree i to monic
monomials in R2/J2 of degree i − 1, and so Ni ≤ Ni−1. Thus Ni is monotonically decreasing for
i ≥ β
2
in this case.
For the case where ek+1 ≤ β2 , let i >
β
2
, meaning i ≥ β+1
2
. Furthermore, let A,B denote the number
of monic monomials of degree i in R2/J2 that respectively are and are not divisible by wk+1.
Also, let C,D denote the number of monic monomials of degree i − 1 in R2/J2 that respectively
are and are not divisible by w
ek+1
k+1 . Clearly Ni = A + B and Ni−1 = C +D. We will show that
A ≤ D and B ≤ C. Let f ∈ R2/J2 be a monic monomial with degree i. If f is divisible by wk+1,
define f0 ∶= fwk+1 . Then f0 ∈ R2/J2 and has degree i − 1. Also, since no expression in R2/J2 is
divisible by w
ek+1+1
k+1 , f0 =
f
wk+1
cannot be divisible by w
ek+1
k+1 . Thus A ≤D.
There is a clear bijection between monic monomials of degree i in R2/J2 that are not divisible
by wk+1, and monic monomials of degree i in R1/K2. Thus B = Mi. Similarly, there is a clear
bijection between monic monomials of degree i − 1 in R2/J2 that are divisible by wek+1k+1 , and
monic monomials of degree i − 1 − (ek+1) in R1/K2. Indeed, wα11 ⋯wαkk wek+1k+1 ∈ R2/J2 pairs with
wα1
1
⋯wαkk ∈ R1/K2, where ∑kx=1αx = i − ek+1 − 1. Thus C =Mi−ek+1−1.
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If i − ek+1 − 1 ≥ β12 , then i ≥ i − ek+1 − 1 ≥ β12 . From our inductive hypothesis, it follows that
Mi ≤Mi−ek+1−1, and so B ≤ C. If i − ek+1 − 1 < β12 , we have
i ≥
β + 1
2
Ô⇒ i ≥
β1 + ek+1 + 1
2
Ô⇒ i ≥ β1 − (i − ek+1 − 1) ≥ β1
2
.
From our induction hypothesis,Mi ≤Mβ1−(i−ek+1−1). Noting thatMi−ek+1−1 =Mβ1−(i−ek+1−1) from
lemma 6.2, it follows that Mi ≤ Mi−ek+1−1, and so B ≤ C in all cases. Combined with A ≤ D,
we have that A +B ≤ C +D, and so Ni ≤ Ni−1. Thus Ni is monotonically decreasing for i ≥ β2 .
For i ≤ j ≤ β
2
, note from lemma 6.2 that Ni = Nβ−i and Nj = Nβ−j . Since β − i ≥ β − j and
β − i, β − j ≥ β
2
we have that Nβ−i ≤ Nβ−j , and so Ni ≤ Nj . Thus Ni is monotonically increasing
for i ≤ β
2
. 
6.4. Corollary. If ∣i − β
2
∣ ≥ ∣j − β
2
∣, then Ni ≤ Nj .
Proof. From lemma 6.2, Ni = Nβ−i and Nj = Nβ−j . Thus we can assume without loss of
generality that i, j ≤ β
2
. Therefore, if ∣i − β
2
∣ ≥ ∣j − β
2
∣, then β
2
− i ≥ β
2
− j and so i ≤ j ≤ β
2
.
From lemma 6.3 we get that Ni ≤ Nj . 
6.5. Corollary. Ni is positive for i = 0,1, . . . , β.
Proof. From lemmas 6.2 and 6.4, Ni ≥ N0 = 1 for i = 0,1, . . . , β. 
6.6. Lemma. Suppose j < β
2
. Then T (RpN / (J2j+11 + J2)) ≥ 2T (RpN / (J j+11 + J2)) − 1.
Proof. From j < β
2
we get j ≤ β−1
2
. Consider i ∈ Z satisfying 0 ≤ i ≤ j. From j ≤ β−1
2
we get that
β
2
+ i − j ≥ j + 1 + i − β
2
. Since 2i ≥ −1, it follows that β
2
+ i − j ≥ −j − 1 − i + β
2
. Noting that
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β2
+ i − j > 0, the previous two inequalities imply ∣j − i − β
2
∣ ≥ ∣j + 1 + i − β
2
∣. Thus from corollary
6.4 we get that Nj−i ≤ Nj+1+i.
It follows that
T (RpN / (J2j+11 + J2)) = T (RpN / (J1 + J2)) + 2j∑
k=1
(T (RpN / (Jk+11 + J2)) − T (RpN / (Jk1 + J2)))
= N0 +
2j
∑
k=1
Nk
= 1 +
j
∑
k=1
(Nj+1−k +Nj+k)
= 1 +
j−1
∑
k=0
(Nj−k +Nj+k+1)
≥ 1 +
j−1
∑
k=0
2Nj−k
= 1 + 2
j
∑
i=1
Ni
= 1 + 2 (T (RpN / (J j+11 + J2)) −N0)
= 2T (RpN / (J j+11 + J2)) − 1.

6.7. Corollary. If i ≤ β, then T (RpN / (J i1 + J2)) ≥ 2T (RpN / (J ⌈ i2 ⌉1 + J2)) − 1.
Proof. If i is odd, set i ∶= 2j + 1. Then j < i
2
≤ β
2
, and ⌈ i
2
⌉ = j + 1. The result follows
from lemma 6.6. If i is even, set i ∶= 2j + 2. Again j < β
2
and ⌈ i
2
⌉ = j + 1. Noting that
T (RpN / (J2j+21 + J2)) ≥ T (RpN / (J2j+11 + J2)), the result again follows from lemma 6.6. 
6.8. Lemma. Let g ∶= ⌈log2(β + 1)⌉ and hi ∶= ⌈ β+12g−i ⌉ for i = 1,2, . . . , g. Then T (RpN / (Jhi1 + J2)) ≤(2
3
)g−im, wherem =∏aj=1(ej + 1).
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Proof. We have 2g−1 < β + 1, and so 2g−i < β + 1 for i ≥ 1. Thus hi = ⌈ β+12g−i ⌉ ≥ 2. Hence
T (RpN / (Jhi1 + J2)) = ∑hi−1x=0 Nx ≥ N0 + N1 ≥ 2, the last inequality coming from lemma 6.5.
Thus 2T (RpN / (Jhi1 + J2)) − 1 ≥ 32T (RpN / (Jhi1 + J2)). From corollary 6.7,
T (RpN / (Jhi+11 + J2)) ≥ 2T (RpN / (J ⌈hi+12 ⌉1 + J2)) − 1
= 2T (RpN / (Jhi1 + J2)) − 1
≥
3
2
T (RpN / (Jhi1 + J2)) .
Thus T (RpN / (Jhi1 + J2)) ≤ 23T (RpN / (Jhi+11 + J2)) ≤ (23)g−i T (RpN / (Jhg1 + J2)) by induc-
tion. However hg = β + 1, and so from lemma 3.12, Jhg1 ⊆ J2. Thus T (RpN / (Jhg1 + J2)) =
T (RpN /J2) =m, and so T (RpN / (Jhi1 + J2)) ≤ (23)g−im. 
From lemma 3.15, for the i-th lift we work modulo the ideal J
⌈ k
2g−i
⌉
1
+ J2. From lemma 6.8,
an element of the quotient ring will contain at most (2
3
)g−im terms, and so the cost of Hensel
lifting in this ring will be O (n2 (4
9
)g−im2l log l log log l). There are g Hensel lifts, with a total
complexity of
g
∑
i=1
O (n2 (4
9
)g−im2l log l log log l) = O (n2 ( g∑
i=1
(4
9
)g−i)m2l log l log log l)
= O (n2 (∞∑
j=0
(4
9
)j)m2l log l log log l)
= O (n29
5
m2l log l log log l)
= O (n2m2l log l log log l) .
6.2.2. Step 9. The invariant is represented by a straight-line program. Let sI denote the num-
ber of multiplications used to evaluate this invariant. Since we are working inRpN /J2, and noting
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that there are [H1 ∶H2] conjugates ofH2 inH1, this gives a complexity ofO ([H1 ∶H2]sIm2l log l log log l),
wherem =∏aj=1(ej + 1).
6.2.3. Step 10. The computation of the resolvent involves multiplying together [H1 ∶ H2]
terms of the form (y−x), where y is an indeterminate and x ∈ RpN /J2, to get a monic polynomial
of degree [H1 ∶H2]. One approach is to split the product into two groups of [H1∶H2]2 terms each, or
two groups of
[H1∶H2]−1
2
and
[H1∶H2]+1
2
terms respectively if [H1 ∶ H2] is odd. These sub-products
are then further divided into two equally sized groups, and the division continued until we are
left with the terms grouped into pairs. The products are then calculated while merging the groups
back together. For example, the product (y − 1)(y − 2)(y − 3)(y − 4) is performed by evaluating
(y−1)(y−2) = y2−3y+2 and (y−3)(y−4) = y2−7y+12, and then multiplying these quadratics
together.
For this procedure, the final step involves multiplying together two monic polynomials of degree
roughly
[H1∶H2]
2
. In general, the i-th last step will involve 2i−1 pairs of monic polynomials of
degree roughly
[H1∶H2]
2i
. This step will involve 2i−1 ( [H1∶H2]
2i
)2 = [H1∶H2]2
2i+1
multiplications of coef-
ficients in (RpN /J2) [y]. Since these coefficients are in RpN /J2, they containm terms and so the
total number of multiplications in the i-th last step will be
[H1∶H2]2m2
2i+1
. Combining all of the steps,
the total number of multiplications is less than∑∞i=1 [H1∶H2]
2m2
2i+1
= [H1∶H2]
2m2
2
. Thus the complexity
of constructing the resolvent polynomial is O ([H1 ∶H2]2m2l log l log log l).
6.2.4. Step 11. Finally, factoring the resolvent polynomial is polynomial time in the total
degree of y,w1, w2, . . . , wa and the length of the coefficients. In practice this step tends to take
less time than the previous three steps.
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6.3. Coefficient Bound Algorithm
Our algorithm 4.1 involves calculating upper bounding polynomials for the roots, invariant and
resolvent of f . These are performed in the ring R/J2, where R ∶= Z[w1, w2, . . . , wa]. Polyno-
mials in this ring will have m terms. Although there are no bounds on the integer coefficients
in this ring for arbitrary calculations, from the nature of the calculations in our algorithm, the
coefficients will be bounded from above byM , whereM is the upper bound of the height of the
resolvent.
6.3.1. Step 5. Let β ∶= ∑aj=1 ej . The algorithm for the root bound calculation requires β mul-
tiplications for the summation using Horner’s method, plus one further multiplication. However,
from the formula in proposition 4.12, we can see that each multiplication will involve either the
magnituded polynomial of f(z, 0⃗)−f(z, w⃗) or the magnituded polynomial of zfz(z, w⃗), both of
which will have less thanm terms. Let Tf denote the number of terms in f . Recall that pN has l
digits and satisfies pN > 2M , and thusM has at most l digits. Further noting that there are n roots,
the complexity of the root bound calculations is O (n(β + 1)(Tfml log l log log l +m logm)).
6.3.2. Step 7. The invariant and resolvent calculations are similar to steps 9 and 10 respec-
tively of the non-specialisation algorithm, and so their complexities areO ([H1 ∶H2]sIm2l log l log log l)
and O ([H1 ∶H2]2m2l log l log log l) respectively.
6.3.3. Total Complexity of the Non-Specialisation Algorithm. Taking into account the
complexities of each individual step, the total complexity is
O ((n2 + [H1 ∶H2]sI + [H1 ∶H2]2)m2l log l log log l + n(β + 1)(Tfml log l log log l +m logm)) .
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6.4. Specialisation Algorithm
The most time-intensive steps in the specialisation algorithm are the computations of the invari-
ants and resolvent for each specialisation, and the interpolation of the resolvents. We will show
that the invariant and resolvent calculations will have lower complexity when compared to the
non-specialisation algorithm.
6.4.1. Step 8. Bounds on the size of the coefficients of the specialised resolvents will be
computed in proposition 6.12. Let l0 denote the number of digits of the maximum height of the
resolvent over all specialisations.
6.4.2. Step 9. Computing the invariants in this algorithm is similar to the non-specialisation
algorithm except we are now computing integers instead of multivariate polynomials. Thus the
complexity for a single specialisation is O ([H1 ∶H2]sI l0 log l0 log log l0). The resolvent coeffi-
cients are also integers, and thus their complexity is O ([H1 ∶H2]2l0 log l0 log log l0).
The number of specialisations needed ism =∏aj=1(ej+1). Thus computing all the specialisations
has complexity O ([H1 ∶H2](sI + [H1 ∶H2])ml0 log l0 log log l0).
6.4.3. Step 10. There exist faster methods than the following approach for interpolating
exclusively sparse polynomials (e.g. see [13]). However our resolvents will generally not be
sparse enough for these methods to be effective compared to a general interpolation algorithm.
Furthermore, in many of our examples in chapter 7, we need to make a shift of parameters, which
tends to make the resolvent polynomial dense.
Inverting an n × n matrix by Gauss-Jordan elimination has complexity O(n3). It is worth noting
that there exist methods for specifically inverting Vandermonde matrices with complexity O(n2)
(see Traub 1966 [24] and Björck-Pereyra 1970 [2]), however these have not been implemented
here. Let l1 denote the number of digits of the largest element in the Vandermonde matrix. From
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our remark to step 10 in 5.6, the largest element will be max{pe, ee}, where e ∶= max1≤i≤a ei.
Then constructing the Vandermonde matrices has complexity O ((ej + 1)3l1 log l1 log log l1) for
j = 1,2, . . . , a.
We shall calculate the complexity of computing Pj+1 given Pj . Note that ∣Pj ∣ = ∏ai=j+1 ∣Ti∣ =
∏ai=j+1(ei + 1). Multiplying a d1 × d2 matrix with a d2 × d3 matrix has complexity O(d1d2d3).
Recall that to find a resolvent Q
′ ∈ Pj+1, we use the formula
c⃗ = V −1b⃗,
where c⃗ is the coefficients of wkj+1 in Q
′
, V is the (ej+1 + 1) × (ej+1 + 1) Vandermonde ma-
trix, and b⃗ = [G(0),G(p), . . . ,G(ej+1p)]⊺ where G(t) ∈ Pj . The polynomials in Pj have
([H1 ∶H2] + 1)∏ji=1(ei + 1) =∶ tj terms, and so the complexity of this matrix multiplication is
O ((ej+1 + 1) (tj + tj log(tj))) = O (([H1 ∶H2] + 1)∏j+1i=1 (ei + 1) (1 + log (([H1 ∶H2] + 1)∏ji=1(ei + 1)))).
However, we can avoid using polynomials at all during the interpolation by representing each
coefficient as a matrix entry, and thus representing each polynomial as a set of matrices. Us-
ing this approach, the complexity of the matrix multiplication is reduced to O ((ej+1 + 1)2tj) =
O ((ej+1 + 1) ([H1 ∶H2] + 1)∏j+1i=1 (ei + 1)). Thus constructing Pj+1 has complexity
O (∣Pj+1∣ (ej+1 + 1) ([H1 ∶H2] + 1) j+1∏
i=1
(ei + 1)) = O (( a∏
i=j+2
(ei + 1)) (ej+1 + 1) ([H1 ∶H2] + 1) j+1∏
i=1
(ei + 1))
= O ((ej+1 + 1) ([H1 ∶H2] + 1) a∏
i=1
(ei + 1))
= O ((ej+1 + 1) ([H1 ∶H2] + 1)m) .
Taking into account that we have P0, computing Pa requires computing P1, P2, . . . , Pa, and so
has cost
O (( a∑
j=1
(ej + 1)) ([H1 ∶H2] + 1)m) = O ((β + a) ([H1 ∶H2] + 1)m) ,
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where β ∶= ∑aj=1 ej . Letting l2 ∶=max{l0, l1}, the total cost isO ((β + a) ([H1 ∶H2] + 1)ml2 log l2 log log l2).
Note that interpolating the invariant will have lower complexity than that of the resolvent, since
the invariant will have fewer terms.
6.9. Remark. Representing the interpolated polynomials as matrices made storing this data quite
tricky, especially when f contains three or more parameters. Since matrices only have two
dimensions, polynomials in three or more variables need to be represented by multiple matrices.
However the benefit in running time is considerable.
6.4.4. Total Complexity of the Specialisation Algorithm. Taking into account the com-
plexities of each individual step, the total complexity is
O ([H1 ∶H2] (sI + [H1 ∶H2])mL0 +EL1 + (β + a) ([H1 ∶H2] + 1)mL2) ,
whereE = ∑aj=1(ej+1)3, L0 = l0 log l0 log log l0, L1 = l1 log l1 log log l1, andL2 = l2 log l2 log log l2.
6.5. Comparison
We can effectively express the complexity of the non-specialisation algorithm asO(Cm2l log l log log l),
where C is considerably less than m. Similarly, the complexity of the specialisation algorithm
is of the form O ((Dml2 +E) log l2 log log l2), where E = ∑aj=1(ej + 1)3 and D is considerably
less than m. This is especially true if a or more than one of the values ej is large. In this case
E will also be much less than m and the specialisation algorithm will be superior. Due to the
method the height bounds are calculated, we can also expect l2 to be significantly less than l,
further supporting the case of specialisation being the superior approach.
For the specialisation algorithm to be slower than the non-specialisation algorithm, we would
requirem =∏aj=1(ej + 1) to be relatively small and E = ∑aj=1(ej + 1)3 to be relatively large. The
"worst case" scenario would involve one ej being very large with the rest being very small, with
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a low number of parameters being preferable. Even in these cases, in practice the specialisation
algorithm is not much slower, if at all. We look at an example with these properties in chapter 7.
6.6. Precision Bounds
The cost estimates of our algorithms are dependent on the size of the integer coefficients of the
terms. In this section we determine upper bounds on these coefficients.
6.6.1. Non-Specialisation Algorithm. We can get a rough idea of the precision needed to
perform the Hensel lifting in the non-specialisation algorithm, in order to determine its cost. Of
course, algorithm given in 4.1 will give us a better estimate, however it is not a simple formula.
We aim to get an upper bound for the magnitude of the coefficients of the resolvent in terms of
the coefficients of the initial polynomial, the invariant, and the subgroup index. From proposition
4.12 we already have an upper bounding polynomial of the resolvent
UResH1,H2(y) = ∏
σ∈H1/H2
(y + I¯σ (Ug1 , Ug2 , . . . , Ugn)) ,
where
Ugi(w⃗) = ri ⋅ C¯(Mi, w⃗)mi
β
∑
j=0
(B¯(Mi, w⃗)
mi
)j .
Using this result we will get an explicit upper bound for the height of ResH1,H2(y). Recall
that ri < min1≤j≤a
j≠i
∣γj − γi∣. For simplicity, we will fix ri ∶= r ∶= 12 min1≤j,k≤a
j≠k
∣γj − γk∣ for all
i = 1,2, . . . , a. Then for z ∈ Ci, z will be on the boundary of the circle Ci and will not be in the
interior of the other circles, and thus ∣z − γj ∣ ≥ r for j = 1,2, . . . , a. This gives us a minimum
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value of ∣A(z)∣ for z ∈ Ci,
∣A(z)∣ = ∣ n∏
i=1
(z − γi)∣
≥
n
∏
i=1
r
= rn.
For convenience, we will setmi ∶=m ∶= rn.
Note from lemmas 3.2 and 3.3 that we can assume that A(z) has distinct roots. Let R ∶=
max1≤i≤a ∣γi∣. From the triangle inequality, for i ≠ j we have ∣γi − γj ∣ ≤ ∣γi∣ + ∣γj ∣ ≤ 2R. Thus
r ≤ R, and ∣γi∣ + ri ≤ R + r. Thus R + r is an upper bound for ∣z∣ on Ci. For convenience we
will set Mi ∶= M ∶= R + r. Note that since A(z) has distinct roots, the product of its nonzero
roots must be an integer, since the magnitude of this product is the constant term of either A(z)
or
A(z)
z
. Thus R ≥ 1 and soM > 1.
Set S ∶= ∥f(z, w⃗)∥
1
. Since f is monic in z, B(z, w⃗) ∶= A(z) − f(z, w⃗) will have degree at most
n − 1. Also, ∥B¯∥
1
= ∥B∥
1
< S. Since M > 1, it follows that ∥B¯(M, w⃗)∥
1
≤ SMn−1. Similarly,
C ∶= zfz has degree n and ∥C¯∥
1
= ∥C∥
1
= ∥zfz∥1 ≤ n ∥f∥1 = nS. Thus ∥C¯(M, w⃗)∥1 ≤ nSMn.
This gives
∥Ugi(w⃗)∥1 = XXXXXXXXXXXr ⋅
C¯(M, w⃗)
m
β
∑
j=0
(B¯(M, w⃗)
m
)jXXXXXXXXXXX1
≤ r
∥C¯(M, w⃗)∥
1
m
β
∑
j=0
⎛⎝∥B¯(M, w⃗)∥1m ⎞⎠
j
≤ R
nSMn
m
β
∑
j=0
(SMn−1
m
)j
= RnS (1 + R
r
)n β∑
j=0
⎛⎝S (1 +
R
r
)n−1
r
⎞⎠
j
. (6.10)
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Let ai denote the coefficient of zi inA(z). Then from Fujiwara’s bound (5.17), 2max1≤k≤n {∣an−k∣ 1k}
is an upper bound for the magnitude of the roots of A. Thus R ≤ 2max1≤k≤n {∣an−k∣ 1k} ≤
2max1≤k≤n {∣an−k∣} = 2H(A), whereH(A) denotes the height ofA. FromBugeaud andMignotte
[5], the distance between roots γj and γk of A(z) is bounded from below by
∣γj − γk∣ ≥√3(n + 1)−(2n+1)2 H(A)−n+1.
This gives us a lower bound for r, and subsequently (1 + R
r
),
1 + R
r
≤ 1 + 4H(A)√
3(n + 1)−(2n+1)2 H(A)−n+1
= 1 + 4√
3
H(A)n(n + 1) 2n+12
≤
8
3
H(A)n(n + 1) 2n+12 ,
since H(A) ≥ 1 and n ≥ 1.
From this and (6.10) we have
∥Ugi(w⃗)∥1 ≤ 2H(A)nS (83H(A)n(n + 1) 2n+12 )n β∑j=0( 2√3S(n + 1) 2n+12 H(A)n−1 (83H(A)n(n + 1) 2n+12 )
n−1)j
= 2H(A)nS (8
3
H(A)n(n + 1) 2n+12 )n β∑
j=0
( √3S
4H(A) (83H(A)n(n + 1) 2n+12 )n)
j
= 2H(A)nS 4H(A)T√
3S
(T β+1 − 1
T − 1 )
=
8n (H(A))2 T√
3
(T β+1 − 1
T − 1 )
≤
8n (H(A))2 T β+2√
3(T − 1) ,
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where T =
√
3S
4H(A) (83H(A)n(n + 1) 2n+12 )n. Since H(A) ≥ 1, n ≥ 1, and S ≥ H(A), we have
T ≥
√
3
4
(8
3
2
3
2 ) > 3. Thus, 1
T−1 <
1
2
. Therefore, T
T−1 = 1 + 1T−1 < 32 . We thus have ∥Ugi(w⃗)∥1 ≤
4
√
3n (H(A))2 T β+1.
Letting I be an invariant under H2 in H1, the resolvent
ResH1,H2(y) = ∏
σ∈H1/H2
(y − Iσ (α1, α2, . . . , αn))
can have an upper bounding polynomial of the form
UResH1,H2(y) = ∏
σ∈H1/H2
(y + I¯σ (Ug1 , Ug2 , . . . , Ugn)) ,
where Ugi is the upper bounding polynomial for the truncated form of αi, and I¯ is the magnituded
polynomial of I .
Clearly the height of URes is bounded from above by ∥URes∥
1
. Also, letting nI denote the
number of terms in I and dI denote the degree of I ,
∥I¯σ (Ug1 , Ug2 , . . . , Ugn)∥1 ≤ nI (max1≤i≤n ∥Ugi∥1)dI
≤ nI (4√3n (H(A))2 T β+1)dI ,
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and thus
∥UResH1,H2(y)∥1 = XXXXXXXXXXX ∏σ∈H1/H2 (y + I¯σ (Ug1 , Ug2 , . . . , Ugn))
XXXXXXXXXXX1
≤ ∏
σ∈H1/H2
∥y + I¯σ (Ug1 , Ug2 , . . . , Ugn)∥1
= ∏
σ∈H1/H2
(1 + ∥I¯σ (Ug1 , Ug2 , . . . , Ugn)∥1)
≤ ∏
σ∈H1/H2
(1 + nI (4√3n (H(A))2 T β+1)dI)
= (1 + nI (4√3n (H(A))2 T β+1)dI)[H1∶H2] .
From corollary 4.13, H (ResH1,H2(y)) ≤ H (TrunUResH1,H2(y)) ≤ ∥TrunUResH1,H2(y)∥1 ≤∥UResH1,H2(y)∥1, and so this gives us an upper bound for the height of the resolvent.
6.11. Proposition. Let f(z, w⃗) ∈ Z[w1, w2, . . . , wa][z] be a polynomial of degree n such that
A(z) ∶= f(z, 0⃗) is separable. Let ∥f∥1 denote the magnitude of f andH(A) denote the height of
A. Suppose Gal(f) ≤ H1 and H2 is a maximal transitive subgroup of H1. Let I be an invariant
under H2 in H1 consisting of nI terms, and let dI denote the degree of I . Let ej denote an upper
bound for the degree of wj in ResH1,H2(y), and let β ∶= ∑ai=1 ei. Then the height of ResH1,H2(y)
has an upper bound
H(ResH1,H2(y)) ≤ (1 + nI (4√3n (H(A))2 T β+1)dI)[H1∶H2] ,
where T =
√
3∥f∥1
4H(A) (83H(A)n(n + 1) 2n+12 )n.
Note that these bounds are significantly weaker than those obtained by the estimation algorithm,
however they do give us a computable bound in terms of the coefficients, invariants, and number
of cosets, and so we can use this to determine an upper bound for the complexity of the non-
specialisation algorithm.
120
6.6.2. Specialisation Algorithm. The size of the roots of the specialised polynomials of
f(z, w⃗) will depend on the size of their coefficients, which themselves will depend on the prime
in which the specialisation f(z, 0⃗) = A(z) splits. The minimal splitting field of A(z) will be
an extension of degree d ≤ n!, where n = deg(A). From theorem 5.10, the primes that split
completely in this splitting field have density 1
d
≥ 1
n!
. As a result we can expect A(z) to split
modulo a prime of size approximately n!, however as this is a probabilistic result the smallest
satisfactory prime may end up being larger. For the remaining calculations we will denote this
prime by p.
Let di denote the degree of the parameter wi in f , and let ei denote the upper bound of the degree
ofwi in the resolvent as determined by Newton polygons. Then resolvents ofm different special-
isations of f are computed, where the parameter wi takes the values 0, p, . . . , eip. Thus an upper
bound for the magnitude of the coefficients of one of these specialisations of f is ∥f∥1∏ai=1 eip,
where ∥f∥1 denotes the sum of the magnitudes of the coefficients of f . Using Fujiwara’s bound,
an upper bound for the magnitude of the roots of a specialisation is 2∥f∥1∏ai=1 eip. In the worst
case scenario f will contain few terms, of which their degree will be very large, and the largest
coefficient of the specialisation will be of a relatively large power of z. Since most polynomials
will not exhibit this worst case scenario, the actual bounds computed in the algorithm will tend
to be significantly stronger.
If we have an invariant I(X1,X2, . . . ,Xn) with degree dI and nI terms, then evaluating at the
roots gives a bound of
∣I ∣ ≤ nI (2∥f∥1 a∏
i=1
eip)dI .
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And finally, evaluating the resolvent at the invariants gives
∥ResH1,H2(y)∥1 ≤ ∏
σ∈H1/H2
∥y + I¯σ∥
1
≤ (∣I ∣ + 1)[H1∶H2]
≤
⎛⎝nI (2∥f∥1 a∏i=1 eip)
dI
+ 1⎞⎠
[H1∶H2]
.
This gives us the following result:
6.12. Proposition. Let f(z, w⃗) ∈ Z[w1, w2, . . . , wa][z] be a polynomial of degree n such that
A(z) ∶= f(z, 0⃗) is separable. Suppose A(z) splits into linear factors modulo a prime p. Let ∥f∥1
denote the magnitude of f and H(A) denote the height of A. Suppose Gal(f) ≤ H1 and H2
is a maximal transitive subgroup of H1. Let I be an invariant under H2 in H1 consisting of nI
terms, and let dI denote the degree of I . Let ej denote an upper bound for the degree of wj in
ResH1,H2(y). Then the height of ResH1,H2(y) has an upper bound
H(ResH1,H2(y)) ≤ ⎛⎝nI (2∥f∥1 a∏i=1 eip)
dI
+ 1⎞⎠
[H1∶H2]
.
6.6.3. Comparison of Precision Bounds. The important difference between the bound cal-
culations is the bounds on the roots. The height bound on the truncated root in the non-specialisation
algorithm is given by
4
√
3n (H(A))2 T β+1,
where T =
√
3∥f∥1
4H(A) (83H(A)n(n + 1) 2n+12 )n. The magnitude of the roots of the specialised polyno-
mial in the specialisation algorithm is bounded from above by
2∥f∥1 a∏
i=1
eip
2
.
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This bound is dependent on the prime p in which A(z) splits. However, unless p is excep-
tionally large, the specialisation algorithm bound will be significantly better than that for the
non-specialisation approach.
6.13. Lemma. Let n,H(A), ∥f∥1 be positive integers with ∥f∥1 ≥ H(A). Let e1, e2, . . . , ea be
positive integers and set β ∶= ∑ai=1 ei. Then for prime p < (n + 1)n2−1,
2∥f∥1 a∏
i=1
eip
2
< 4
√
3n (H(A))2 (√3∥f∥1
4H(A) (83H(A)n(n + 1) 2n+12 )n)
β+1
.
Proof. The following two inequalities are trivial
2∥f∥1 < 4√3n (H(A))2 (2√3∥f∥1
3
)β+1 ,
1 ≤ ((8
3
)n−1 (H(A))n2−1)β+1 .
Thus it is sufficient to prove that ∏ai=1 eip ≤ (n + 1)n(2n+1)(β+1)2 . Since n + 1 ≥ 2 we have ei <
(n + 1)ei . Since p < (n + 1)n2−1 ≤ (n + 1)(n2−1)ei , this gives eip < (n + 1)n2ei , and so
a
∏
i=1
eip <
a
∏
i=1
(n + 1)n2ei = (n + 1)n2β < (n + 1)n(2n+1)(β+1)2 .

6.14. Remark. In general, the prime p will have size approximately n!. For n ≥ 3, it is incred-
ibly unlikely that no sufficient p can be found satisfying p < (n + 1)n2−1. However it should be
noted that these bounds only demonstrate the theoretical limits of the coefficients of our resol-
vent. The non-specialisation algorithm computes sharper bounds by taking into account specific
properties of f such as the roots ofA(z). The specialisation algorithm computes bounds for each
individual specialisation, rather than a general bound. In practice, the bounds computed by the
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non-specialisation algorithm tend to be better than the bound in proposition 6.12, however the
time taken to compute them may negate their effectiveness.
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CHAPTER 7
Examples
7.1. Practical Limits
The speed of our algorithm is mainly affected by the number of terms in the resolvent. The main
factors involved are the number of parameters and their degrees, the degree of the invariant, and
the index of the subgroup. The subgroup index tends to have the biggest effect as it affects the
degrees of the parameters in the resolvent as well as being equal to the degree of the resolvent
itself. Degree eight polynomials are already stretching the limits of practicality of the speciali-
sation algorithm, with a subgroup index of 120 translating to several hours of computation time.
Degree nine polynomials can involve subgroups of index 840, which would be too large for our
algorithms to be feasible. A large number of parameters will also cause the number of resolvent
monomials to explode. We give one example which involves a resolvent consisting of approxi-
mately 2 million terms. It can be estimated that a resolvent of more than 5 million terms would
not be practical to compute.
The height of the resolvent affects the computation time to a lesser degree. Also, bounds on the
height are often linked to the number of terms in the resolvent, with more terms leading to higher
bounds on the height.
Note that for most of the examples in this chapter we will only detail the non-specialisation
algorithm. We include comments on the specialisation algorithm in the cases where it exhibits
notably interesting behaviour.
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7.2. Example 1
The first polynomial we will look at is f(t,w1, w2) = t6 + 20w1t4 + 40w2t3 − 80w21t2 − 32w1w2t−
5w2
2
, whose Galois group isG120, a maximal transitive subgroup of S6 of order 120. This example
will demonstrate how a large upper bound on the height of the resolvent can affect the speed of
the non-specialisation algorithm.
This polynomial is not separable at (w1, w2) = (0,0), so we make a shift in parameters,
g(t,w1, w2) ∶= f(t,w1, w2+1) = t6+20w1t4+40(w2+1)t3−80w21t2−32w1(w2+1)t−5(w2+1)2.
From lemma 3.3, f and g have the same Galois group.
The specialised polynomial g(t,0,0) = t6 + 40t3 − 5 has Galois group G120, which is a maximal
subgroup of S6 (in particular, it is not contained in A6). Thus from corollary 5.6, the Galois
group of g is either G120 or S6. We determine Gal(g) by computing the resolvent of G120 in S6.
The generators of G120 are (1,4)(2,3)(5,6) and (1,5,2,3,4,6).
An invariant under G120 in S6 is I(x1, x2, x3, x4, x5, x6) = x6x3x21x22 + x5x4x21x22 + x4x2x21x23 +
x3x2x
2
1
x2
5
+ x6x2x21x24 + x5x2x21x26 + x6x5x21x23 + x5x24x3x21 + x26x4x3x21 + x6x25x4x21 + x5x23x1x22 +
x2
4
x3x1x
2
2
+ x2
6
x4x1x
2
2
+ x6x25x1x22 + x26x23x1x2 + x25x24x1x2 + x6x24x1x23 + x25x4x1x23 + x26x25x1x3 +
x2
6
x5x1x
2
4
+ x6x4x22x23 + x25x4x3x22 + x26x5x3x22 + x6x5x22x24 + x5x24x2x23 + x6x25x2x23 + x26x24x2x3 +
x2
6
x2
5
x2x4 + x26x5x4x23 + x6x25x3x24, which has degree six.
Consider the valuation in lemma 3.18 associated with w1. The coefficients of g have valuations
0,0,−1,0,−2,−1,0.
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Constructing the Newton polygon, we find that the maximum slope is s1 ∶= 12 , and so from
corollary 3.22:
Maximum exponent of w1 in ResS6,G120(y) ≤ [S6 ∶ G120] × s1 × deg(I)
= 6 × 1
2
× 6
= 18.
That is, the resolvent contains no power of w1 higher than w
18
1
. Similarly, for the valuation
associated with w2, the coefficients of g have valuations 0,0,0,−1,0,−1,−2.
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✻
y
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏
r
r
r
r
r r r
Here the maximum slope is s2 ∶= 13 , so from corollary 3.22, the maximum exponent of w2 in
ResS6,G120(y) is bound by [S6 ∶ G120] × s2 × deg(I) = 12. That is, the resolvent contains no
power of w2 higher than w
12
2
.
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7.2.1. Non-Specialisation Algorithm. Testing prime numbers, we find that g(t,0,0) splits
into distinct factors modulo 181. From our algorithm for the coefficient bounds 4.1, we find that
181
76
2
is an upper bound for the height of ResS6,G120(y). Thus we perform our construction of the
resolvent in the quotient ring Z[w1, w2]/J2, where J2 ∶= ⟨18182, w191 , w132 ⟩.
We start by finding the roots of g(t,w1, w2) in Z[w1, w2]/ ⟨181, w1, w2⟩, which is equivalent to
solving g(t,0,0) ≡ 0 mod 181. The roots are r1 = 12, r2 = 33, r3 = 82, r4 = 135, r5 = 136, r6 =
145.
We then Hensel lift these roots to obtain roots of g(t,w1, w2) in Z[w1, w2]/ ⟨18176, w1, w2⟩ ≡
(Z/18176Z) [w1, w2]/ ⟨w1, w2⟩, which is equivalent to solving g(t,0,0) ≡ 0 mod 18176. This
requires seven Hensel lifts. We then Hensel lift these roots to obtain roots of g(z,w1, w2) in
Z[w1, w2]/J2. Setting K0 ∶= (Z/18182Z) [w1, w2] and K ∶= ⟨w1, w2⟩, and noting that K31 ⊆
⟨w19
1
, w13
2
⟩, we perform five Hensel lifts to obtain roots inK0/ (K2 + J2),K0/ (K4 + J2),K0/ (K8 + J2),
K0/ (K16 + J2), andK0/ (K31 + J2) ≡ Z[w1, w2]/J2. Working in the quotient ringZ[w1, w2]/J2,
we compute the resolvent polynomial
ResS6,G120(y) ∶= ∏
σ∈S6/G120
(y − Iσ(r1, r2, . . . , rn)) ,
making note to replace the coefficients with their least absolute residue. This gives us a degree
six polynomial in y, with coefficients in Z[w1, w2]. Factorising our resolvent gives the root
−1600w3
1
−465w2
2
−930w2−465, which is equal to Iσ(r1, r2, r3, r4, r5, r6)where σ = (1,5,3,6,4).
Setting αj ∶= rσ(j), we get an ordering under which Gal(f) ≤ G120. Since Gal(f) is either G120
or S6, we can conclude thatGal(f) = G120 where the roots of f are ordered in the following way
in Z[w1, w2]/ ⟨181, w1, w2 − 1⟩: α1 = 136, α2 = 33, α3 = 145, α4 = 12, α5 = 82, α6 = 135.
7.2.2. Specialisation Algorithm. We compute the resolvent ResS6,G120(y) of the polyno-
mials g(z,181d,181e) for d = 0,1, . . . ,18, e = 0,1, . . . ,12. We find the appropriate coset by
128
looking at the Galois group of g(t,0,0). Interpolation gives us the same resolvent as the non-
specialisation algorithm. Interpolation of the relevant invariant gives us the root ofResS6,G120(y).
7.2.3. Computation Times. The non-specialisation algorithm took 31 seconds in total, with
20.5 seconds required to compute the height of the resolvent. The specialisation algorithm took
1.4 seconds.
7.3. Example 2
The polynomial f(t,w1, w2) = t6 + 2w1t4 + (−4w2 +w21 − 4)t2 −w22 has Galois group G324, which
is even. Checking the discriminant of f , we find that it is a perfect square:
∆f =(−128w41w22 − 384w41w2 − 256w41 + 32w31w32 + 96w31w22 + 96w31w2+
32w31 + 1024w21w32 + 5120w21w22 + 8192w21w2 + 4096w21 − 1152w1w42−
5760w1w
3
2 − 10368w1w22 − 8064w1w2 − 2304w1 + 216w52 − 968w42 − 12176w32−
34704w22 − 39880w2 − 16168)2.
It follows that Gal(f) ≤ A6.
This polynomial is not separable at (w1, w2) = (0,0), so we make a shift in parameters, setting
g(t,w1, w2) ∶= f(t,w1, w2 + 1).
The specialised polynomial g(t,0,0) = t6−8t2−1 has Galois groupG3
24
= G48∩A6. SinceG48 is a
maximal subgroup of S6 and Gal(f) ≤ A6, it follows that Gal(f) is either A6 or G48 ∩A6 = G324.
The generators of G48 are (1,2)(5,6), (1,4,2)(3,6,5), (2,6), (1,5), (3,4).
An invariant under G48 in S6 is I(x1, x2, x3, x4, x5, x6) = (x1 + x5)2 + (x2 + x6)2 + (x3 + x4)2,
which has degree two.
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Letting ci be the coefficient of ti in g, we compute the valuation associated with w1, giving us
the valuations 0,0,−1,0,−2,0,0. The Newton polygon has maximum slope s1 ∶= 12 , and so from
corollary 3.22, the maximum exponent of w1 in ResS6,G48(y) is bound by [S6 ∶ G48] × s1 ×
deg(I) = 15.
Similarly, for the valuation associated with w2, the valuations are 0,0,0,0,−1,0,−2. Here
the maximum slope is s2 ∶= 13 , and so from corollary 3.22, the maximum exponent of w2 in
ResS6,G48(y) is bound by [S6 ∶ G48] × s2 × deg(I) = 10.
7.3.1. Non-Specialisation Algorithm. Testing prime numbers, we find that g(t,0,0) splits
into distinct factors modulo 163. From algorithm 4.1, we find that 163
62
2
is an upper bound for the
height of ResS6,G48(y). Thus we perform our construction of the resolvent in the quotient ring
Z[w1, w2]/J2, where J2 ∶= ⟨16362, w161 , w112 ⟩.
Solving g(t,0,0) ≡ 0 mod 163 gives roots r1 = 45, r2 = 50, r3 = 56, r4 = 107, r5 = 113, r6 = 118.
Our resolvent has a root 0, corresponding to Iσ(r1, r2, r3, r4, r5, r6) where σ = (1,2). Setting
αj ∶= rσ(j), we get an ordering under which Gal(f) ≤ G48. Since Gal(f) is either A6 or G48 ∩
A6 = G324, we can conclude that Gal(f) = G324 where the roots of f are ordered in the following
way in Z[w1, w2]/ ⟨163, w1, w2 − 1⟩: α1 = 50, α2 = 45, α3 = 56, α4 = 107, α5 = 113, α6 = 118.
7.3.2. Computation Times. The non-specialisation algorithm took 5.6 seconds in total,
with 2.5 seconds required to compute the a bound on the height of the resolvent. The spe-
cialisation algorithm took 1.1 seconds.
7.4. Example 3
To demonstrate how our algorithms work when multiple Stauduhar steps are required, we shall
look at the example f(t,w1, w2) = t6+w1w2t5+w21w22t4+w31w32t3+w41w42t2+w51w52t+w61w62. This
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polynomial has Galois group G2
6
, which will require four Stauduhar steps as G2
6
< G18 < G236 <
G72 < S6, with each of these subgroups being maximal.
This polynomial is not separable at (w1, w2) = (0,0), so we make a shift and set g(t,w1, w2) ∶=
f(t,w1 + 1, w2 + 1).
The specialised polynomial g(t,0,0) = t6 + t5 + t4 + t3 + t2 + t + 1 has Galois group G2
6
. Note
that any specialisation of g that is irreducible will have Galois group G2
6
, since this group has no
maximal transitive subgroups.
An invariant under G72 in S6 is I(x1, x2, x3, x4, x5, x6) = (x1 +x2 +x6)2 + (x3 +x4 +x5)2, which
has degree two.
Letting ci be the coefficient of ti in g, the valuations associated with w1 and w2 are identical.
Here, the valuations are 0,−1,−2,−3,−4,−5,−6. The Newton polygon has maximum slope 1,
corresponding to an exponent upper bound of [S6 ∶ G72] × 1 × deg(I) = 20. Thus the resolvent
contains no power of w1 or w2 higher than w
20
1
or w20
2
.
7.4.1. Non-Specialisation Algorithm. Testing prime numbers, we find that g(t,0,0) splits
into distinct factors modulo 29. From algorithm 4.1, we find that 29
102
2
is an upper bound for the
height of ResS6,G72(y). Thus we perform our construction of the resolvent in the quotient ring
Z[w1, w2]/J2, where J2 ∶= ⟨29102, w211 , w212 ⟩. This resolvent has a single root in Z[w1, w2], and
so after an appropriate reordering or the roots we have that Gal(f) ≤ G72.
This completes the first Stauduhar step. The second step checks to see if Gal(f) ≤ G2
36
.
An invariant under G2
36
in G72 is I(x1, x2, x3, x4, x5, x6) = (x2 − x6)(x1 − x6)(x1 − x2)(x4 −
x5)(x3 − x5)(x3 − x4), which has degree six. Note that now [G72 ∶ G236] = 2 and deg(I) = 6,
so the maximum exponents of w1 and w2 in ResG72,G236(y) are 12. Furthermore, 29582 is an upper
bound for the height of ResG72,G236(y). Set J3 ∶= ⟨2958, w131 , w132 ⟩. Since J2 ⊆ J3, we can use the
roots that we computed from the previous step, and then work in Z[w1, w2]/J3.
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The resolvent ResG72,G236(y) has two roots, which are negatives of each other. The conjugates are
identical, so we can keep our current root ordering. Thus Gal(f) ≤ G2
36
.
We now perform the third Stauduhar step, which checks if Gal(f) ≤ G18.
An invariant under G18 in G
2
36
is I(x1, x2, x3, x4, x5, x6) = (x4 − x5)(x3 − x5)(x3 − x4) + (x1 −
x2)(x6 −x1)(x6 −x2), which has degree three. From our bound calculations we compute the re-
solvent in Z[w1, w2]/J4 where J4 ∶= ⟨2929, w71, w72⟩. However we get ResG236,G18(y) = y2, which
has a double root at 0. Thus we need to make a Tschinhaus transformation. Note that a lin-
ear transformation will not work. Indeed, let T (x) ∶= ax + b, for some real a, b. Then clearly
I(T (x1), T (x2), T (x3), T (x4), T (x5), T (x6), T (x7), T (x8)) = a3I(x1, x2, x3, x4, x5, x6, x7, x8),
so there will still be a double root at 0. Instead, we use the quadratic transformation T (x) ∶=
x2 + x. Note that this changes the degree of the invariant and thus the bounds of the exponents
and the height of ResG2
36
,G18(y), however the bounds are still small enough that we can use roots
of g mod J2 computed in the first step.
The new resolventResG2
36
,G18(y) has two roots, which are negatives of each other. ThusGal(f) ≤
G18.
For the fourth Stauduhar step we check if Gal(f) ≤ G2
6
.
An invariant under G2
6
in G18 is I(x1, x2, x3, x4, x5, x6) = (x2 + x5)2 + (x1 + x4)2 + (x6 + x3)2,
which has degree two. Again the bounds for the exponents and height of the resolvent are small
enough to use the roots of g mod J2. The resolvent ResG18,G26(y) has a single root in Z[w1, w2],
and so Gal(f) ≤ G2
6
under the appropriate ordering of the roots. Since G2
6
has no maximal
transitive subgroups, Gal(f) = G2
6
.
7.4.2. Computation Times. The non-specialisation algorithm took 15 seconds in total, how-
ever of that time 14 seconds was used to compute bounds on the heights of the resolvents, with
9.5 seconds spent on the first resolvent. Note that we had to compute resolvent height bounds
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five times, as for the third Stauduhar step we needed to make a Tschirnhaus transformation,
giving us a new invariant. It is worth mentioning that to check if a Tschirnhaus transformation
works, we need to construct the resolvent, which requires getting a bound on its height. This
can become computationally expensive if we get particularly unlucky looking for an appropriate
transformation. The specialisation algorithm took 2.2 seconds, with 1.6 seconds needed for the
first Stauduhar step.
7.5. Example 4
We will now look at a polynomial with more than two parameters. Let f(t,w1, w2, w3) = t4 +
2w2t3 + (w1 + w22 + 2w3)t2 + (w1w2 + 2w2w3)t + w1w3 + w2 + w23, which has Galois group G8.
Since f has three parameters, an extra interpolation step will be required in the specialisation
algorithm compared to the previous examples.
This polynomial is not separable at (w1, w2, w3) = (0,0,0), so we instead use g(t,w1, w2, w3) ∶=
f(t,w1, w2 + 1, w3).
The specialised polynomial g(t,0,0,0) = t4+2t3+t2+1 has Galois groupG8, which is a maximal
subgroup of S4. Thus Gal(g) is either G8 or S4.
An invariant under G8 in S4 is I(x1, x2, x3, x4) = (x1 + x2)2 + (x3 + x4)2, which has degree two.
The valuations associated with w1 of the coefficients are 0,0,−1,−1,−1. The Newton polygon
has maximum slope of s1 ∶= 12 , and so the maximum exponent of w1 in ResS4,G8(y) is bound
by [S4 ∶ G8] × s1 × deg(I) = 3. Similarly, the maximum exponents of w2 and w3 are 6 and 3
respectively.
7.5.1. Non-Specialisation Algorithm. Testing prime numbers, we find that g(t,0,0,0) splits
into distinct factors modulo 53. From algorithm 4.1, we find that 53
21
2
is an upper bound for the
height of ResS4,G8(y). Thus we perform our construction of the resolvent in the quotient ring
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Z[w1, w2, w3]/J2, where J2 ∶= ⟨5321, w41, w72, w43⟩. This resolvent has a root 2w22 +4w2 +2, and so
reordering the roots of f gives us Gal(f) = G8.
7.5.2. Computation Times. The non-specialisation algorithm took 1.4 seconds in total,
with 0.75 seconds used to compute the bound on the height of the resolvent. The specialisa-
tion algorithm took 0.5 seconds. Unfortunately both algorithms were too fast to determine the
effect of an extra parameter to the running time. A polynomial of higher degree would have been
preferable to test this, however finding polynomials in three or more parameters with interesting
Galois groups proved to be very difficult.
7.6. Example 5
In practice, the specialisation algorithm is faster than the non-specialisation algorithm, with few
exceptions. One counterexample is the polynomial f(t,w1) = t4 + 2w501 t3 + w1001 t2 + 10, which
has Galois group G8.
The specialised polynomial f(t,0) = t4 + 10 has Galois group G8. Since G8 is a maximal
subgroup of S4, Gal(f) is either G8 or S4.
The invariant is the same as the previous example.
From the Newton polygon for the valuation associated with w1, the maximum slope is 50, trans-
lating to an upper bound of 301 for the exponent of w1 in ResS4,G8(y).
7.6.1. Non-Specialisation Algorithm. Testing prime numbers, we find that f(t,0) splits
into distinct factors modulo 13. We also get an upper bound for the height of ResS4,G8(y) of
13
19
2
. Thus we perform our construction of the resolvent in the quotient ring Z[w1]/J2, where
J2 ∶= ⟨1319, w3011 ⟩.
Our resolvent has a root in Z[w1], and so Gal(f) = G8 under the appropriate reordering of the
roots of f .
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7.6.2. Computation Times. The non-specialisation algorithm takes 1.7 seconds to compute
Gal(f). The specialisation algorithm takes 24.9 seconds, of which 22.3 seconds was spent in-
verting the Vandermonde matrix.
7.1. Remark. The specialisation algorithm is slower because the large degree bound of the pa-
rameter results in a large interpolation matrix, which takes a while to calculate the inverse. On
the other hand the power series expressions of the roots are sparse and so arithmetic operations
involving the roots are relatively fast.
This example is slightly misleading as we can make the parametric substitution w2 ∶= w501 to
get the equivalent polynomial f(t,w2) = t4 + 2w2t3 + w22t2 + 10, which eliminates the issues
affecting the specialisation algorithm. Altering the polynomial to prevent such substitutions
being possible will substantially increase the computation time of the height bound in the non-
specialisation algorithm, as the power series estimate of the root becomes dense quickly. As such
while there are non-trivial examples where the non-specialisation algorithm excluding the height
bound calculation is faster than the specialisation algorithm (for example f(t,w1) = t4+2w501 t3+
w100
1
t2 + t + 10, which also has Galois group G8), there is no known non-trivial example where
the entire non-specialisation algorithm is faster.
7.7. Example 6
The previous examples have been polynomials of degrees four and six. Polynomials of larger
degree take significantly longer to compute the Galois group, in particular because many of the
subgroups of Sn have large index for n ≥ 7. Consider f(t,w1) = t8 +2(w21 +1)t4 +4w21t2 +2w41 −
2w2
1
+ 1, which has Galois group [24]D(4).
We work with g(t,w1) ∶= f(t,w1 + 1). The specialised polynomial g(t,0) = t8 + 4t4 + 4t2 + 1
is irreducible and has Galois group [1/4.eD(4)2]2. The polynomial g(t,1) is reducible and
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g(t,2) = t8+20t4+36t2+145 has Galois group [24]D(4). Note that [1/4.eD(4)2]2 < [23]D(4) <
[24]D(4) < [24]S(4) < S8, with each of these subgroups being maximal. This shows thatGal(f)
is one of S8, [24]S(4), and [24]D(4). Showing that it is [24]D(4) will require two Stauduhar
steps.
An invariant under [24]S(4) in S8 is I(x1, x2, x3, x4, x5, x6, x7, x8) = (x1 + x4)2 + (x2 + x3)2 +
(x5 + x6)2 + (x7 + x8)2, which has degree two.
The Newton polygon for the valuation associated with w1 has a maximum slope of
1
2
. Thus the
exponent of w1 in ResS8,[24]S(4)(y) is at most 105.
7.7.1. Non-Specialisation Algorithm. Our polynomial g(t,0) splits modulo 337 and the
height of ResS8,[24]S(4)(y) has upper bound 3373502 . This resolvent has a single root 0, and so we
reorder the roots of f to get Gal(f) ≤ [24]S(4).
An invariant under [24]D(4) in [24]S(4) is I(x1, x2, x3, x4, x5, x6, x7, x8) = (x1+x2+x3+x4)2+
(x5 + x6 + x7 + x8)2. The roots of g computed in the previous step are of sufficient precision to
construct Res[24]S(4),[24]D(4)(y), however we get a triple root at zero, so we need to make a
Tschirnhaus transformation. As with example 3, a linear transformation will not work, so we
instead use the quadratic transformation T (x) ∶= x2. The new bounds for the exponents and
height of Res[24]S(4),[24]D(4)(y) are still small enough to allow us to continue using the same
roots of g to construct it. The resolvent has a single root of −32, corresponding to an ordering of
the roots of f under which Gal(f) ≤ [24]D(4), and thus Gal(f) = [24]D(4).
7.7.2. Computation Times. The non-specialisation algorithm took 270 seconds, with most
of it spent computing the resolvent in the first Stauduhar step. In comparison, the specialisa-
tion algorithm took only 20 seconds. In this case, the relatively large subgroup index [S8 ∶
[24]S(4)] = 105 resulted in both a large exponent bound and height bound for the resolvent.
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This led to a high degree of precision required to compute the roots of g in the non-specialisation
algorithm. In constract, the specialisation algorithm required a lot of specialisations due to the
large subgroup index, however all of these were computed over simpler rings due to the special-
isations being univariate, and so the run time was not affected as drastically.
7.8. Example 7
Mattman [18, p. 64] contains an example of a polynomial in two parameters with Galois group
PSL(3,2)+
f(t,w1, w2) ∶=t7 + (−6w1 + 2)t6 + (8w21 + 4w1 − 3)t5 + (−14w21 + 6w1 −w2 − 2)t4
+ (−8w31 + 6w21 − 4w1 +w2 + 2)t3 + (8w31 + 16w21)t2 + (8w31 − 12w21)t − 8w31.
Working with g(t,w1, w2) ∶= f(t,w1 + 1, w2), we find that g(t,0,0) splits modulo 31. The
discriminant of g is a square, and [A7 ∶ PSL(3,2)+] = 15. The resolvent ResA7,PSL(3,2)+(y) has
exponent bounds w46
1
and w16
2
, and coefficient height bound 31
206
2
. Constructing and factorising
the resolvent takes approximately 305 seconds for the non-specialisation algorithm and only 3.5
seconds for the specialisation algorithm.
7.9. Example 8
Malle [17, Thm 5.1] gives an example of a polynomial in two parameters with Galois group
PGL2(7)
f(t,w1, w2) ∶= t8 + t7 + 14w1t6 + 7w1t5 + 49w21t4 + 14w21t3 + (49w31 + 7w2)t2 + (7w31 +w2)t+w2.
Working with g(t,w1, w2) ∶= f(t,w1, w2 + 1), we find that g(t,0,0) splits into distinct factors
modulo 1069. The resolvent ResG8,PGL2(7)(y) has exponent bounds w2401 and w802 and degree
[G8 ∶ PGL2(7)] = 120, and so contains up to 241×81×121 = 2362041 terms. The specialisation
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algorithm takes 13140 seconds to compute Gal(f), with 12395 seconds taken to construct the
resolvent polynomials of all 19521 specialisations, and 672 seconds to interpolate them. The non-
specialisation algorithm was not attempted, although it is worth noting that simply factorising
ResG8,PGL2(7)(y) required 11 hours, which would have almost quadrupled the running time of
the specialisation algorithm if we didn’t interpolate the invariant root of each specialisation.
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