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Abstract—A novel localization approach is proposed in order
to find the position of an individual source using recordings of
a single microphone in a reverberant enclosure. The multipath
propagation is modeled by multiple virtual microphones as
images of the actual single microphone and a multipath distance
matrix is constructed whose components consist of the squared
distances between the pairs of microphones (real or virtual) or
the squared distances between the microphones and the source.
The distances between the actual and virtual microphones are
computed from the geometry of the enclosure. The microphone-
source distances correspond to the support of the early reflections
in the room impulse response associated with the source signal ac-
quisition. The low-rank property of the Euclidean distance matrix
is exploited to identify this correspondence. Source localization is
achieved through optimizing the location of the source matching
those measurements. The recording time of the microphone and
generation of the source signal is asynchronous and estimated
via the proposed procedure. Furthermore, a theoretically optimal
joint localization and synchronization algorithm is derived by for-
mulating the source localization as minimization of a quartic cost
function. It is shown that the global minimum of the proposed
cost function can be efficiently computed by converting it to a
generalized trust region sub-problem. Numerical simulations on
synthetic data and real data recordings obtained by practical
tests show the effectiveness of the proposed approach.
Index Terms – Single-channel source localization, Reverberant
enclosure, Image model, Euclidean distance matrix, Synchroniza-
tion, Distributed source localization.
I. INTRODUCTION
Sound source localization is an active area of research
with applications in hands-free speech communication, virtual
reality, and smart environment technologies. This task is
often achieved by collection of spatial observation of multiple
acoustic microphones which requires a carefully designed
infrastructure. To facilitate distributed processing of ubiquitous
sensory data provided by ad hoc microphone arrays, we are
motivated to address the problem of single channel source
localization in a reverberant enclosure.
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The previous approaches to source localization are largely
confined to multi-channel processing techniques. In the fol-
lowing, we provide a brief overview of the prior work on
reverberant source localization. We investigate the feasibility
of single channel localization based on the underlying concepts
of multichannel techniques.
The previous studies are directed down two avenues of
research: A large body of work is being conducted on variants
of multi-channel filtering to estimate the time difference of
arrival (TDOA) or steering the directivity pattern of a mi-
crophone array. The generalized cross-correlation is typically
used where the peak location of the cross-correlation function
of the signal of two microphones is mapped to an angular
spectrum for direction of arrival estimation [1]. A weighting
scheme is often employed to increase the robustness of this
approach to noise and multi-path effect [2, 3]. The TDOA
information can also be used to design a beamformer for
directional sound acquisition. This procedure enables source
localization by scanning the spatial space and computing the
steered response power (SRP) of the microphone array for all
directions; the source direction corresponds to that of maxi-
mum power. Delay-and-sum, minimum variance beamformer,
as well as generalized side-lobe canceler have been the most
effective techniques for source localization [4–6]. In principle,
TDOA-based localization techniques rely on the correlation of
multiple spatially distinct measurements of the source signal
and they can not be applicable for single-channel localization.
From a different perspective, a wide range of research
endeavors is dedicated to identifying and exploiting the struc-
ture underlying the localization problem; examples include
subspace and spatial sparsity methods. The subspace methods
exploit the rank structure of the received signals’ covariance
matrix and impose a stationarity assumption to accurately
estimate the source location [7]. Sparse methods in the context
of reverberant sound localization have been studied for model-
based sparse component analysis [8–11]. It has been shown
that incorporating spatial sparsity along with the underlying
structure of the sparse coefficients enable super resolution
in localization of simultaneous sources using very few mi-
crophones [9]. Relying on the image model for characteriza-
tion of multipath propagation, this approach enables accurate
localization of several simultaneous speech sources using
recordings of under-determined mixtures; for instance up to
eight overlapping speech sources can be localized with only
four microphones. Although the principle of spatial sparsity
holds for the recordings of a single microphone, it leads to
ambiguities in signal reconstruction. Hence, localization can
2not be possible unless the original source signal is known a
priori. The image model of multipath propagation, however,
identifies the relation between the room impulse response and
the source/microphone position. This concept is fundamental
to enable single-channel localization as we shall see in the
subsequent sections.
Furthermore, the data-driven learning and generative mod-
eling of location-dependent spatial characteristics has been
shown promising for sound source localization in a reverberant
environment; in [12] and [13] room- and microphone location-
specific models were trained on white noise signals and incor-
porated for 2D-localization with two microphones. Nesta and
Omologo [14] presented an approach that exploited sparsity
of source signals in the cross-power spectral domain and
accounted in a statistical manner for deviations of the sources’
spatial characteristics from an ideal anechoic propagation
model caused by multipath effect.
There is very little work in single-channel sound source
localization. Recent studies rely on supervised training of a
model of transfer functions for various positions in the room.
In [15], the authors estimate the acoustic transfer function
from observed reverberant speech using a clean speech model.
A maximum likelihood estimation is applied in the cepstral
domain assuming a Gaussian mixture model for the source.
The estimation involves two stages: in the training stage, the
distant speech signal is modeled for the potential locations so
the acoustic transfer function is learned. In the testing stage,
the location is inferred based on the location dependent speech
models.
Another supervised single-channel localization algorithm is
proposed in [16]. The problem is cast as recovering the con-
trolling parameters of linear systems using diffusion kernels.
The proposed algorithm computes a diffusion kernel with a
specially-tailored distance measure. The kernel integrates the
local estimates of the covariance matrices of the measurements
into a global structure. This structure, referred to as a mani-
fold, enables parameterization of the measurements where the
parameters represent the position of the source.
Furthermore, some methods using the (ultra-)wideband ra-
dio signals are proposed to enable single-channel localization
from the initial (deterministic) support of the impulse response.
In [17], the notion of virtual anchors is introduced whose
locations are unknown and exploited via cooperation. Given
the floor plan or the enclosure boundaries in [18], a maximum
likelihood formulation of the source positioning is derived
using the ranges to the virtual anchors. This approach has
been shown promising, if the exact mapping between the range
measurements and the reflective surfaces is known; However,
no effective mechanism is devised to find the range-surface
correspondences.
A. Main Contributions and Paper Outline
In this paper, we propose a novel approach to single-channel
sound source localization exploiting the information carried
by spatial sound. In contrast to the previous methods, no
supervised training is required. We use the image model to
characterize multipath acoustic propagation. According to this
model, a single microphone in a reverberant enclosure leads
to virtual microphones positioned at the mirrored locations
of the microphone with respect to the reflective boundary of
the enclosure. A reverberant signal is a collective observation
resulting from the superposition of all microphone signals.
We assume that the location of the microphone is known
a priori and construct a distance matrix consisting of the
pairwise distances between the microphone and its images
and the source. The distances between the microphone and
its images are known from the geometry of the room. The
distances between the source and microphones are extracted
from the spikes of the room impulse response function.
However, extra processing is necessary to match the spikes to
their corresponding image microphones. We exploit the low-
rank structure of the Euclidean distance matrix and propose a
procedure for image identification while compensating for the
asynchronous time offset of recording. Furthermore, a joint
localization and synchronization algorithm is proposed to find
the global optimum of the exploited cost function. The main
contributions of this paper can be summarized as follows
 A novel approach to single-channel spatial sound local-
ization exploiting the multipath propagation model and
properties of Euclidean distance matrices.
 Algorithms to identify the virtual/real microphones from
the early support (location of spikes) of the impulse
response while estimating and compensating for the time
offset of recording.
 Proposing a joint localization and synchronization al-
gorithm via the global optimization of the appropriate
squared range-based least square cost function.
 Extending the problem to distributed source localization
framework using asynchronous recordings via aggrega-
tion of single-channel estimates.
The rest of the paper is organized as follows. The problem
of source localization in a reverberant enclosure is formulated
in Section II. In Section III, we explain the proposed spa-
tial sound localization scheme based on multipath distance
matrix recovery: The low-rank property of the Euclidean
distance matrix (EDM) is established in Section III-A. Re-
lying on the EDM properties, the algorithms for identify-
ing the microphone-source distances along with localization
and synchronization are devised in Section III-B. Given the
microphone-source distances, a theoretically optimal method
to joint localization and synchronization is proposed in Sec-
tion III-C. The distributed source localization approach is elab-
orated in Section IV. The experimental results are presented
in Section V and the conclusions are drawn in Section VI.
II. STATEMENT OF THE PROBLEM
In this section, we set out the problem formulation and the
premises underlying the proposed localization approach.
A. Signal Model
Consider a scenario in which one microphone records the
signal of an omni-directional source in a reverberant enclosure.
3TABLE I: Summary of the notation.
Symbol Meaning Symbol Meaning
 recording time offset D microphone-source distance matrix;
c speed of sound Dij element of row i and column j
δ delay parameter equal to c  M˜ microphone-source measured squared distance matrix
d distance between source microphones Mˆ microphone-source estimated squared distance matrix
di element i of distance vector M microphone-source squared distance matrix
N number of microphones and source Π actual-virtual microphones Distance matrix
R number of reflectors X positions matrix
z source location Xˆ estimated positions matrix
The single-channel observation in time domain O(t) consists
of two components: a filtered version of the original signal s(t)
convolved with impulse response of the room and an additive
noise term n(t), thus expressed as
O(t) = h(t) ∗ s(t) + n(t). (1)
The time domain impulse response of the enclosure is assumed
to be a train of Dirac delta functions corresponding to the
direct path propagation and multipath reflections stated as
h(t) =
T∑
r=0
crδ(t− τr), (2)
where cr denotes the attenuation factor of the rth path pertain-
ing to the spherical propagation as well as the absorption of
air and reflective surfaces; τr designates the delay associated
with acquisition of the sound traveling the distance between
the source and microphone: τ0 represents the direct path delay
and τr, r > 0 corresponds to the reflected signal. We denote
the initial support of the room impulse response by
Λ = {τ0, . . . , τR}. (3)
The goal is to estimate the source location based on the
following available prior information:
 Geometry of the room
 Location of one microphone
 Early support of room impulse response, Λ.
Due to asynchronous recording of signal and blind estimation
of the room impulse response1, there is an indeterminacy in
support recovery so that τr = τ∗r +  where τ
∗
r indicates the
exact traveling time of the sound signal and  is the recording
time offset.
Table I summarizes the set of important notation adopted in
this paper.
B. Image Microphone Model
In this section, we introduce the notion of virtual mi-
crophones based on the image model of multipath propaga-
tion [20]. The image model theory asserts that a reverberant
sound field generated by a single source in an enclosure can
be characterized as the superposition of multiple anechoic
1The room impulse response is supposed to be estimated blindly and for this
reason it is subject to synchronization (and scaling) ambiguity. A method of
blind room impulse response estimation based on cross-relation formula [19]
is evaluated in Section V-C.
sound fields generated by images of the source with respect
to the enclosure boundaries. Thereby, the initial support of
impulse response corresponds to the direct-path traveling time
of multiple images of the source.
The image model as described above indicates a duality
between the image of source and microphones to model the
multipath propagation [21]. Indeed, the observation of the
source signal in a reverberant environment can be charac-
terized as a collective observation of multiple microphones
recording the direct-path propagation of a single source. The
virtual microphone, mr is obtained as the image of the actual
microphone with respect to the rth reflective surface. Fig.1
illustrates this duality in modeling the multipath effect.
According to the image microphone model, Λ is the prop-
agation delay between the source and the set of microphones.
We assume a cubic room shape in dimension κ consisting
of R reflecting walls. The following relation holds between
the components of Λ and the distances between source and
actual/virtual microphones: τr = dr/c +  where dr denotes
the microphone-source distance corresponding to time delay
τr; c is the speed of sound and  is the recording time offset.
The time delays (support) of the initial echos provide a
unique signature of the room geometry [22]. As the impulse
response is also a function of the source and microphone
positions [20], knowing the room geometry and microphone
position indicates a unique source position for a specific
support structure in Λ2. The source localization thus amounts
to addressing the following two problems: (1) finding the cor-
respondence between dr and rth surface and (2) revealing the
synchronization delay. To that end, we construct a multipath
distance matrix from the pairs of microphones and source
distances. The source localization is achieved exploiting the
Euclidean distance matrix properties.
III. SPATIAL SOUND LOCALIZATION
We use the low-rank structure of the Euclidean distance
matrices (EDM) to develop novel source localization and
synchronization algorithms. To that end, a microphone-source
squared distance matrix is constructed. The actual/virtual
microphones pairwise distances are assumed to be known
from the prior knowledge on the room geometry. The source
2The theory developed in [22] asserts that up to second order of reflections
is required to gaurantee the unique map. It is evident that if the microphone
is not positioned in symmetry to the walls, the unique map can be acheived.
This condition is considered for the experiments presented in Section V.
4distances to the microphones can be estimated from the
early support of the room impulse response function. The
difficulty then arises from the unknown microphone-source
correspondence (mapping). Thus different distance matrices
can be formed which are considered incomplete due to the
unknown constellation of the microphone-source distance vec-
tor. Section III-A shows that the squared distance matrix has a
low-rank structure. Relying on the results of Section III-A, the
low-rank structure of the EDM is exploited in Section III-B
to devise a method to identify the microphone-source distance
vector thus referred to as EDM matrix recovery, which in turn
enables estimation of the source location and synchronization.
Given the microphone-source distances, a joint localization
and synchronization algorithm is formulated in Section III-C
as a quartic cost function whose optimal solution can be effi-
ciently computed by converting it to an instance of generalized
trust region subproblem.
A. Multipath Euclidean Distance Matrix Rank Deficiency
The microphone pairwise distance matrix Π consists of
components Πij where Πij denotes the distance between
the actual/virtual microphones i and j. These distances are
assumed to be known a priori based on the image microphone
model as explained in Section II-B. The vector of distances
between source and actual/virtual microphones is represented
as
d = [d0, . . . , dR]
> (4)
where .> denotes the transpose operator and R is the number
of reflectors. The microphone-source multipath distance matrix
is constructed as
D =
[
Π d
d> 0
]
, D ∈ RN×N (5)
where N = R+ 2.
The components of d in (4) are assumed to be extracted
from the identified support of the spikes in the room impulse
response function Λ. Hence, D can be known after estimation
of d. The matrix D as formed in (5) contains zero-diagonal
elements and the cross-microphone and microphone-source
distances on the off-diagonals. Hence, it also has a symmetric
structure.
The Euclidean distance matrix D after applying a simple
transformation (Hadamard product) has low rank as stated
through the following lemma.
Lemma 1. [23] Consider a matrix MN×N consisting of
the squared pairwise distances between pairs of source and
microphones embedded in Rκ defined as
M = D ◦D = [D2ij] , i, j ∈ {1, . . . , N} (6)
where ◦ denotes the Hadamard product. The matrix M has
rank at most η = κ+ 2 < N .
Proof. Let X ∈ Rκ×N denote the position matrix consisting
of the coordinates of each node (source or microphone) and
1N is an all-one vector, we can write M = 1NΛ>+Λ1N>−
2XX>; thereby,M is the summation of three matrices where
the first two of them are rank-1 and the third is rank-κ. Hence
M has rank at most η = κ+ 2.
Based on Lemma 1, there is a strong dependency among the
entries of a squared distance matrix. Recent advances in matrix
recovery have shown that by exploiting the low-rank structure,
N2 components of M can be recovered from a subset of
order O(ηN) of its entries; the mathematical demonstration
of this theory is elaborated in [24] and it is not required for
the purpose of this paper.
The squared distance matrix M as defined through (5)–
(6) is indeterminate due to unknown permutation and offset
underlying components of d. This problem is addressed in the
following section and the low-rank structure of M is exploited
to recover the correct distances.
B. Multipath Euclidean Distance Matrix Recovery
Recovery of M can be achieved through the following
constrained optimization problem
Mˆ = arg min
M
∑
(i,j)∈E
(
Mij − M˜ij
)2
subject to: rank(Mˆ) = η and Mˆ ∈ EDMN
(7)
where E denote the set of indices of the measured distances
and M˜ is the corresponding squared distance matrix; by
adopting the notation in [25], EDMN refers to the convex
cone of all N ×N Euclidean distance matrices. Furthermore,
the Euclidean distance matrix must satisfy the following
properties [25]
Mˆ ∈ EDMN ⇐⇒

−a>Mˆa ≥ 0
1>a = 0
(∀‖a‖ = 1)
Mˆ ∈ SNh
(8)
for any vector a ∈ RN , where SNh designates the space of
symmetric, positive hollow matrices.
We assume that the components corresponding to the actual-
virtual microphones pairwise distances Π in (6) are known
based on prior knowledge on the room geometry and the actual
microphone location. However, the following two problems
associated with recovering M need to be resolved:
1) The correspondence between the spikes in the impulse
response and the boundaries of the room.
2) The time shift for synchronization of the source signal
generation and recording.
We refer to the first objective as image identification and
to the second one as synchronization. These two tasks are
the goal of the multipath Euclidean distance matrix recovery
algorithm and are elaborated in the following sections.
1) Image Identification: LetΞ denote the set of all possible
permutations of the components of d defined in (4). Hence,
the cardinality of Ξ is (N − 1)!. The key idea is that for the
correct permutation, the squared distance matrix (6) is low-
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Fig. 1: Image microphone model of a reverberant enclosure.
rank (Lemma 1). To formalize this idea, each member Ξpi of
the set is used to build a distance matrix as
D˜pi =
[
Π Ξpi
Ξ>pi 0
]
,
M˜pi = D˜pi ◦ D˜pi, M˜pi ∈ SNh , pi ∈ [(N − 1)!] .
(9)
The goal of image identification is to suitably assign the
spikes extracted from the room impulse response to their
corresponding microphones. We recall that if the components
of vector Ξpi are in correct order, augmenting the microphone
pairwise distances matrix Π with Ξpi yields M˜pi of rank η.
In theory, considering only R initial reflections, i.e.
N = R + 2, seems enough to locate the first order image
microphones and their correspondence to the unique location
of the source. In practice, however, greater values, i.e.,
R > R, can be taken into account to distinguish the echoes
of the principal reflectors from the spurious peaks caused
by the furniture. We discuss more on this issue in Section V-C.
2) Synchronization: The time discrepancy between the
source signal generation and recording causes a delay of 
in the estimated impulse response function. In this section,
we propose a new method to compensate this time shift for
synchronization.
To model the effect of time difference in signal generation
and recording, we define the vector Ξ ˜pi whose jth element is
computed as c (τpij − ˜) where τpij is a member of the set Λ
(defined in (3)) at permutation pi and ˜ is the current estimate
of . Construction of M˜ ˜pi in (9) is then revised using Ξ
˜
pi for
augmenting Π thus
M˜ ˜pi = D˜
˜
pi ◦ D˜˜pi, D˜˜pi , D˜pi −
[
0 c ˜1N−1
c ˜1>N−1 0
]
.
(10)
Let us denote a vector of desired microphone-source dis-
tances with d¯pi that corresponds to the last row of a de-
sired squared distance matrix M¯pi . Similarly, the vector of
microphone-source distances extracted from M˜pi is repre-
sented by d˜pi , the synchronization delay parameter δ˜ = c ˜
is obtained through
F(δ) =
∥∥∥d¯pi ◦ d¯pi − (d˜pi − δ 1N) ◦ (d˜pi − δ 1N)∥∥∥2
2
δ˜ = arg min
δ
F(δ)⇒ ˜ = δ˜/c
(11)
To solve this optimization problem, we take the derivative of
the objective function F(δ) and find the roots as
∂F(δ)
∂δ
= −
N−1∑
j=1
4(d˜pij − δ)
(
(d˜pij − δ)2 − ¯d2pij
)
= (N − 1)δ3 − 3
N−1∑
j=1
d˜pijδ
2 +
N−1∑
j=1
(3d˜2pij − ¯dpij2)δ
+
N−1∑
j=1
(
¯dpij
2
d˜pij − d˜3pij
)
= 0.
(12)
As the cubic polynomial in (12) has at most three roots, one
can solve it analytically to find the global minimizer of the
cost function defined in (11).
3) Source Localization: The source location is obtained
from the recovered multipath distance matrix. The goal of a
low-rank matrix recovery algorithm is to estimate a Euclidean
distance matrix with elements as close as possible to the
known entries. We use an exhaustive search through all possi-
ble permutations to solve (7) based on iterative augmentation
of the distance matrix as expressed in (9). Unless Ξpi consists
of correct order of images, the M˜pi does not correspond to
a Euclidean distance matrix, so we propose to project M˜pi
on to the cone of Euclidean distance matrices, EDMN . To
this end, we apply a projection, P : SNh 7−→ EDMN and
measure the distance between the estimated matrix and the
EDM cone [26, 27].
The simplest way to achieve the objective of (7) is via
singular value decomposition (SVD). The projection P is
implemented by sorting the singular values and thresholding
6Algorithm 1 SVD-Localization
Input: Matrix M˜
Output: Estimated positions zˆ and synchronization delay: ˆ
1. For every pi ∈ [|Ξ|] do the following steps
2. Initialize ˜ = 0.
3. Repeat
4. Compute −1
2
JM˜ ˜piJ where J = IN − 1N 1N1>N
5. Take the SVD of −1
2
JM˜ ˜piJ = UpiΣpiU
>
pi
6. X¯ ˜pi = Uκpi
√
Σκpi, based on the largest κ eigenvalues
7. Λ¯˜ = (X¯ ˜pi ◦ X¯ ˜pi)1κ
8. M¯ ˜pi = 1N Λ¯
˜>
+ Λ¯
˜
1>N − 2X¯ ˜piX¯ ˜
>
pi −→ d¯pi
9. Update ˜ using (11).
10. Until ˜ converges or maximum number of iterations is reached.
11. Compute Frobenius norm of error Fpi = ‖M˜ ˜pi − M¯ ˜pi‖F.
12. End For
13. Return Location and synchronization delay: ˆ, zˆ ← arg minpi Fpi
the smaller ones to achieve the desired rank. This approach is
summarized in Algorithm 1. The position matrix is denoted by
XN×κ whose ith row, x>i = [xi1, . . . , xiκ],∀i ∈ {1, . . . , N −
1}, is the position of microphone i in κ-dimensional space.
The order of the positions in X corresponds to the pairwise
distances in M . Hence, from the definition of (9), the last row
corresponds to the source position z> = [z1, . . . , zκ].
Algorithm 1 is an alternative coordinate descent approach
consisting of two steps. Initializing ˜ to zero and choosing
permutation pi, in the first step, the squared distance matrix
M˜ ˜pi as defined in (10) is double centered [28]
3 (steps 4)
followed by SVD to obtain a low-rank matrix M¯ ˜pi along with
the position matrix X¯ ˜pi; d¯pi is equal to the last row of X¯
˜
pi . In
the second step, ˜ is updated by solving (11) and (12). Based
on the new estimate of ˜, M˜ ˜pi is updated using (10). These
steps are repeated until ˜ converges or the maximum number
of iterations is reached. This procedure is executed for all
possible permutations and Fpi = ‖M˜ ˜pi − M¯ ˜pi‖F is computed.
The permutation with smallest error Fpi denotes the source
location, zˆ, and synchornisation delay ˆ.
The SVD-based low-rank projection does not incorporate
the full set of EDM properties, thus it is suboptimal. More
precisely, to achieve all the EDM properties, the projected
matrix must satisfy the properties expressed in (8). Hence, we
search in the EDM cone using the following cost function [27]
H(X,M˜pi) =
∥∥∥1NΛ> + Λ1N> − 2XX> − M˜pi∥∥∥2
F
,
(13)
where Λ = (X ◦ X)1κ. The known microphone locations
are used as the anchor points and only the source position
is updated. The minimum of H(X,M˜pi) with respect to
zi, i = {1, . . . , κ} can be computed by equating the partial
derivative of equation (13) with respect to each individual co-
ordinate zi to zero. Similar to (12), a third-order polynomial is
obtained with maximum three roots and the one which globally
minimizes the cost function is chosen. Hence, the optimization
3Torgerson’s double centering [28] as implemented in step 4 of Algorithm
1, is subtracting the row and column means of the matrix from its elements,
adding the grand mean and multiplying by -1/2. The double centered matrix
is scalar products relative to the origin and the coordinates is determined by
the singular value decomposition (steps 5-6).
is done coordinate-wise to obtain the new estimate X¯pi and
the corresponding squared distance matrix M¯pi .
Updating ˜ based on (12) causes M¯pi to deviate from the
EDM cone. Hence, the optimization of (13) is repeated in
an iterative fashion to project it back to the EDM cone. The
stopping criterion is satisfied when the new estimate of ˜
differs from the old one by less than a threshold.
Although the coordinate-wise optimization procedure finds
the optimal solution for each individual coordinate, reaching
the global optimum is not guaranteed. Nevertheless, the exper-
imental evaluation presented in Section V confirms that indeed
the algorithm approximately converges to the optimal point.
(cf. Section V).
The procedure of the EDM-Localization is summarized in
Algorithm 2.
Algorithm 2 EDM-Localization
Input: Matrix M˜
Output: Estimated source position zˆ and synchronization delay: ˆ
1. For every pi ∈ [|Ξ|] do the following steps do
2. Initialize ˜ = 0.
3. Repeat
4. X¯ ˜pi = arg minX H(X,M˜ ˜pi)
5. Λ¯˜ = (X¯ ˜pi ◦ X¯ ˜pi)1κ
6. M¯ ˜pi = 1N Λ¯
˜>
+ Λ¯
˜
1>N − 2X¯ ˜piX¯ ˜
>
pi −→ d¯pi
7. Update ˜ using (11).
8. Until ˜ converges or maximum number of iterations is reached.
9. Compute Frobenius norm of error Fpi = ‖M˜ ˜pi − M¯ ˜pi‖F.
10. End For
11. Return Location and synchronization delay: ˆ, zˆ ← arg minpi Fpi
C. Joint Localization and Synchronization via Generalized
Trust Region Sub-problem
In Algorithm 1 and Algorithm 2, we used an iterative
approach based on low-rank SVD approximation and EDM
projection to find the source location and synchronization
delay. Although the resulting solutions approximate a sta-
tionary point of the cost function, there is a possibility that
the resulting stationary point is a local rather than a global
minimum of the cost function. Notice that since the cost
function is positive and it tends to infinity as the location of
the source and the synchronization delay approach infinity, the
global minimum is guaranteed to exist.
In this part, we formulate finding the source location z and
the delay parameter δ = c, as a quartic optimization problem.
We assume that the distances between source and microphones
are known based on image identification. We theoretically
analyze the cost function and show that its global minimum
can be efficiently computed under some mild conditions on
the position of microphones and their images.
Recall that x1,x2, . . . ,xN−1 denote the positions of the
microphones along with their images, where xj ∈ Rκ and dj ,
j = 1, 2, . . . , N−1 are positive numbers corresponding to the
last row of the observed square distance matrix M˜ obtained
after image identification; hence, dj is the measured distance
between the position of the jth real/virtual microphone xj and
the location of the source z .
7We consider the following cost function for estimating the
source location z ∈ Rκ and the synchronization error δ ∈ R:
G(z, δ) =
N−1∑
j=1
(‖z − xj‖2 − (dj − δ)2)2 . (14)
Let (zˆ, δˆ) be the optimal estimate globally minimizing
the cost function (14). Due to synchronization error, what is
measured is a noisy distance plus some offset δ which is equal
to synchronization delay multiplied with sound velocity. If this
delay is compensated, the remaining noisy distances can be
found by an approach similar to [29]. Hence, based on [29], we
call the resulting estimate (zˆ, δˆ) the synchronization-extension
of squared-range-based least squares (SSR-LS) estimate. No-
tice that because of synchronization error, we obtain a different
quartic function than [29] and as a result a completely different
instance of the generalized trust region sub-problem (GTRS).
The SSR-LS cost function (14) is a non-convex quartic poly-
nomial function of (z, δ). Generally, it is known that global
minimization of polynomials in NP-hard. However, some
specific instances such as GTRS have efficient polynomial-
time algorithms. In the following, we address how the global
minimum of (14) can be computed efficiently.
We first transform (14) into a constrained minimization
problem. Notice that
G(z, δ) =
N−1∑
j=1
(‖z‖2 − δ2 − 2x>j z + 2δdj + ‖xj‖2 − d2j)2 .
Therefore, setting γ = ‖z‖2 − δ2, one can write
min
(z,δ)
G(z, δ) = min
(z,δ,γ)
{N−1∑
j=1
(γ − 2x>j z + 2δdj + ‖xj‖2 − d2j )2 :
‖z‖2 − δ2 = γ
}
.
Assuming y = (z>, δ, γ)>, this can be simplified to
min
y
{
‖Ay − b‖2 : y>Ly + 2f>y = 0
}
, (15)
where
A =

−2x>1 2d1 1
−2x>2 2d2 1
...
...
...
−2x>N−1 2dN−1 1
 , b =
 d
2
1 − ‖x1‖2
...
d2N−1 − ‖xN−1‖2
 ,
(16)
and
L = diag (1κ×1,−1, 0),f =
(
01×(κ+1) −0.5
)>
. (17)
Matrix A has the dimension (N−1)×(κ+2). We assume that
N ≥ (κ+3) and matrix A has full column rank which implies
that A>A is positive definite and, in particular, nonsingular.
Note that (15) is a problem of minimizing a quadratic function
under a single quadratic constraint. These kinds of problems
are called generalized trust region sub-problem (GTRS) [30].
Although usually non-convex, GTRS problems have necessary
and sufficient optimality conditions which allows them to be
efficiently solved. Specially, by [30] and [29], y ∈ Rκ+2 is an
optimal solution of (15) if and only if there is a λ ∈ R such
that
(A>A+ λL)y = A>b− λf , (18)
y>Ly + 2f>y = 0, (19)
A>A+ λL  0. (20)
Let us define
JPD = {λ ∈ R : A>A+ λL  0}. (21)
Notice that for every λ ∈ JPD, A>A + λL is a positive
definite thus a nonsingular matrix. We have the following
useful proposition which is an application of Theorem 5.1 in
[30].
Proposition 1. The set JPD is an open interval.
The proof is stated in the Appendix.
Proposition 2. Let JPD be as defined in (21). Then, JPD is
nonempty and bounded.
Proof. We assumed that A has full column rank, which
implies that A>A is positive definite thus 0 ∈ JPD. It remains
to prove that JPD is bounded from below and above.
For an upper bound, notice that L is an indefinite matrix.
Let w = (01×κ, 1, 0)> be an all zero vector with only one 1
in position κ + 1. One can simply check that w>Lw = −1
and w>A>Aw = ‖Aw‖2 = 4∑N−1j=1 d2j . This implies that
if A>A+ λL is positive definite then λ < 4
∑N−1
j=1 d
2
j . This
gives an upper bound λˆu = 4
∑N−1
j=1 d
2
j on the interval JPD.
For a lower bound, let v be a unit norm vector with zero in
its last two components. It follows that v>(A>A+λL)v > 0
if λ > −v>Kv, where K = 4∑N−1j=1 xjx>j . This implies
that λ > λˆl = −λ1(K), where λ1 denotes the smallest eigen-
value of the matrix K. Notice that as A is full rank, K is
positive definite with λ1(K) > 0. Therefore JPD ⊂ (λˆl, λˆu)
and it is bounded.
We are mostly interested in the feasible set of λ in (18).
Let us define JPSD = {λ ∈ R : A>A+ λL  0}.
Proposition 3. Let JPD = (λ∗l , λ∗u) be the open interval as
characterized by Proposition 2. Then, JPSD = J¯PD = [λ∗l , λ
∗
u]
is a closed interval.
Proof. The proof results from Theorem 5.3 in [30].
If we assume that the feasible λ in (18) belongs to JPD,
then A>A+ λD is positive definite, thus one can obtain the
optimal solution by
yˆ(λ) = (A>A+ λL)−1(A>b− λf). (22)
Moreover, one can find the optimal λ by replacing yˆ(λ) in
(20) and solving the equation φ(λ) = 0, λ ∈ JPD, where the
function φ is defined by
φ(λ) = yˆ(λ)>L yˆ(λ) + 2f>yˆ(λ). (23)
It is also known from [30] that φ(λ) is strictly decreasing over
JPD. Therefore, it has only one solution which can be found
8Algorithm 3 SSR-LS
Input: Position of microphones and images x1,x2, . . . ,xN−1
Output: Estimated source position zˆ and synchronization delay: ˆ
1. Build A, b, L and f according to (16), (17)
2. Define yˆ(λ) from (22)
3. Define function φ(λ) from (23)
4. Set λˆu = 4
∑N−1
j=1 d
2
j
5. Set λˆl to the smallest eigen-value of K = 4
∑N−1
j=1 xjx
>
j
6. Solve φ(λ∗) = 0 in the interval (λˆl, λˆu)
7. Return (zˆ, δˆ) that is found from yˆ(λ∗)
by applying the bisection algorithm with the initial interval
estimate (λˆl, λˆu) obtained in Proposition 2. We assume that
the optimal λ∗ belongs to JPD, thus A>A + λ∗L is positive
definite and nonsingular. There are rare cases in which λ∗
belongs to the boundary. In our case, for example, this occurs
when λ∗ ∈ {λ∗l , λ∗u}, where λ∗l , λ∗u are as in Proposition
3. This case, as also explained in [31], belongs to the hard
instances of the trust region algorithm that can also be treated
with a more refined analysis. In practice, considering the
measurement noise, it is very rare to obtain the optimal λ∗
on the boundary.
The procedure of the proposed SSR-LS joint
synchronization-localization algorithm is summarized in
Algorithm 3.
An application of the proposed single-channel localization
method is to devise a distributed localization framework
where each microphone provides an individual estimate of
the source location. The microphones may have different
recording time offset which is estimated and compensated
separately to yield an estimate of the source location. The
single-channel estimates are then aggregated to improve the
source localization performance. This idea is elaborated in the
following Section IV.
IV. DISTRIBUTED SOURCE LOCALIZATION
Extension of the algorithms presented in Sections III-B
and III-C to accommodate more than one microphone data is
straightforward and a similar formulation as presented earlier
can be applied. However, the exhaustive search required for
image identification becomes prohibitive for a large network
of microphones. An alternative approach is distributed source
localization. That is to aggregate the individual estimates
provided by each microphone while the differences in time
offsets are compensated locally.
Let the estimated distances between source and microphone
l and its images be denoted by dˆl. Furthermore, we assume
that every R + 1 consecutive rows and columns of matrix Π
correspond to the pairwise distances between each individual
microphone and its images. Hence, we can form matrix D
based on (5) as
D =
[
Π [dˆ1
>
, . . . , dˆm
>
]>
[dˆ1
>
, . . . , dˆm
>
] 0
]
, D ∈ RN×N
(24)
where N = m(R + 1) + 1 and m is the total number of
microphones. Thereby, the squared distance matrix of the
microphone array is obtained as M = D ◦ D. As the
last row of M consists of the separate estimates obtained
by low-rank matrix recovery performed for each microphone
individually, the resulting matrix after concatenation of the
distributed estimations may not fulfill the low-rank property.
Thus, Algorithms 1–3 are run to yield the source location
while the permutation is remained unchanged.
To summarize, the distributed microphones provide separate
estimates of the microphone-source distances and the ultimate
localization is achieved by estimating the source location best
matching those individual estimates. The distributed localiza-
tion framework can be particularly useful for ad hoc micro-
phone setups. Further extension to multi-source scenarios is
straightforward.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the proposed
localization algorithms using synthetic and real data record-
ings. We assess the robustness of the algorithms with respect
to jitter noise in the support of the spikes in the room impulse
response as well as synchronization delay.
A. Single-channel Synchronization-Localization Performance
For simulation, we consider a 8× 5.5× 3.5 m3 rectangular
enclosure. The location of the source and microphone are
randomly chosen in 100 trials. The random positions are
generated such that the the distances to the boundaries are
greater than 0.5 m. The speed of sound is assumed to be
c = 342 m/s. The sampling rate is 16 kHz.
The experiments are carried out on three simulated scenarios
considering noise and synchronization delay in estimation of
the room impulse response function. The noisy estimates of
microphone-source distances are simulated at different noise
levels indicated by distance-noise. The value of distance-
noise designates the error (cm) in microphone-source distance
estimation. Denoting the estimated distance from the source
to microphone j by d˜j , we consider in our measurements
‖d˜j−dj‖2 < ∆ and evaluation is conducted for various values
of ∆ as listed in the left hand side of Table II. For each
scenario, we run 400 random trials and average the results.
Table II summarizes the error of synchronization and source
localization using SVD-Localization, EDM-Localization and
SSR-LS algorithms. It is important to mention that the SVD-
Localization algorithm only extracts a possibly rotated or
reflected version of the points in the configuration. Using the
known real/virtual microphone positions as anchor points, we
use the optimization problem proposed in [32] to find the
absolute position of the source whereas EDM-Localization and
SSR-LS directly yield the absolute source position.
For SVD-Localization and EDM-Localization, the maxi-
mum iterations for ˆ estimation is set to 50 and if the estimates
in two successive iterations are less than 10e-5 different, the
iterative synchronization is stopped earlier. It may be noted
that the iterative synchronization procedure is applied only for
the two first algorithms, whereas SSR-LS directly gives the .
We observe that in all scenarios the image identifica-
tion is achieved correctly despite the error in estimation of
the microphone-source distances. Furthermore, we observe
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Fig. 2: (left) Behavior of the error function Fpi and (right) condition number of M˜ ˜pi in (10) for different synchronization delay
when the images are identified in a right or wrong order. In this example,  c = 3.4 m.
TABLE II: Performance of joint source localization and synchronization using Algorithm 1: SVD-Localization, Algorithm 2:
EDM-Localization and Algorithm 3: SSR-LS Algorithm. The left hand side quantifies the level of maximum error in estimation
of microphone-source distances, ∆ measured in centimeters. The listed numbers quantifies the error in synchronization (µs) -
finding the correct synchronization parameter  - and source localization (cm) for different distance-noise levels. The numbers
after ± indicate the 95% confidence interval.
Dis-Noise Synchronization Error (µs) Localization Error (cm)
(cm) SVD-Loc. EDM-Loc. SSR-LS SVD-Loc. EDM-Loc. SSR-LS
0 0 0 0 0 0 0
5 23.52 ± 2.95 19.42 ± 1.38 0.71 ± 1.30 4.15 ± 0.12 3.46 ± 0.11 3.25 ± 0.11
10 44.97 ± 5.77 37.40 ± 2.85 2.49 ± 2.64 8.13 ± 0.25 6.76 ± 0.24 6.35 ± 0.22
15 70.87 ± 9.34 58.29 ± 4.60 2.96 ± 4.39 12.55 ± 0.37 10.19 ± 0.35 9.48 ± 0.32
20 100.1 ± 11.5 85.33 ± 6.00 7.14 ± 5.53 15.97 ± 0.52 13.22 ± 0.47 12.61 ± 0.45
25 123.0 ± 14.9 103.7 ± 8.16 7.61 ± 7.72 20.94 ± 0.66 16.71 ± 0.60 15.47 ± 0.53
30 148.0 ± 17.5 128.4 ± 9.06 10.09 ± 8.40 24.59 ± 0.74 20.07 ± 0.69 19.00 ± 0.63
40 204.2 ± 24.7 178.5 ± 12.9 16.94 ± 12.0 32.61 ± 0.99 27.21 ± 0.90 25.58 ± 0.87
50 242.7 ± 29.7 214.1 ± 16.8 24.84 ± 16.0 40.47 ± 1.27 33.01 ± 1.11 30.97 ± 1.07
that the results of EDM-Localization are better than SVD-
Localization and they are very close to the global optimum
solution of SSR-LS cost function, whereas the synchroniza-
tion performance of SSR-LS is significantly better. We also
observe that the the coordinate-wise minimization in the EDM-
Localization almost always converges to the SSR-LS global
optimum point, however, in this paper, we do not theoretically
prove its global convergence.
From Table II, we see that the estimated delay parameters
for the two approaches are quite different. One justification
is that in the SVD method, we are looking for a three
dimensional subspace as the embedding dimension for the
microphone, images and the source. Now if there is a slight
delay in the measurements, intuitively, this delay can be taken
into account by keeping four rank-1 terms in the SVD rather
than three. More precisely, the SVD method automatically
takes this delay into account by adding an extra dimension
for the embedding space which is removed in the truncation
step in our algorithm. Intuitively that is the reason why the
delay is not given exactly as in GTRS method.
Fig. 2 (left hand side) illustrates an example of the error
curve for EDM-Localization Algorithm. We can see that if the
augmented distance vector Ξpi in (9) for image identification
has the correct correspondence,  can be estimated with
reasonable accuracy (cf. Table II). We also observe that for
all the permutation except the right one, the error function
Fpi has a large value and the rank of the matrix does not
change much as depicted in the right hand side of Fig. 2;
while the condition number of M˜ ˜pi defined in (10) for the right
permutation exceeds beyond 500 for noisy measurements, it is
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Fig. 3: Distributed source localization using aggregation
of single microphone measurements. The error bars corre-
spond to 95% confidence interval.
less than 25 for a wrong image identification and the measure
of error is far less for a correct order. Therefore, the algorithm
is able to find the correct order in all scenarios.
B. Multi-channel Distributed Source Localization
The single-channel estimates can be aggregated to improve
the localization performance. To that end, the microphone-
source distances are estimated for each microphone and its
images individually. The microphones may differ in the syn-
chronization time offset which is estimated and compensated
locally. The local distance estimates are used to construct a
distance matrix as expressed in (24). Consequently, the source
location will be updated using either Algorithms 1–3. The
performance of the distributed source localization is illustrated
in Fig. 3 for various distance-noise levels and number of mi-
crophones. The results of SSR-LS (Algorithm 3) are very close
to the EDM-Localization and they are not further illustrated.
The results are repeated for 100 random configurations and
averaged over 400 realizations at each distance-noise level.
The error bars correspond to 95% confidence interval.
We observe that exploiting additional microphones improves
the source localization performance and noise robustness sig-
nificantly. Furthermore, the performance gap between SVD-
Localization and EDM-Localization is reduced as the number
of microphones is increased. Indeed, we empirically observe
that for more than ten microphones, the algorithms perform
very close to each other.
C. Real Data Evaluation
To conduct the real data evaluation, we use the speech
recordings performed in the framework of the Multichannel
Overlapping Numbers Corpus (MONC) [33]. This database
was collected by outputting utterances from Numbers Corpus
release 1.0 on a loudspeaker, and recording the resulting sound
field using a microphone array [33] at sampling rate of 8
kHz. The recordings were made in a 8.2 m × 3.6 m × 2.4 m
rectangular room containing a centrally located 4.8 m × 1.2 m
rectangular table. The loudspeaker was positioned at 1.2 m
distance from the center of table at an elevation of 35 cm
(distance from table surface to center of loudspeaker). An
eight-channel, 20 cm diameter, circular microphone array was
placed in the center of the table recorded the mixtures. The
average signal to noise ratio (SNR) of the recordings was about
10 dB. The room is mildly reverberant with a reverberation
time about 250 ms.
We estimate the support of the room impulse response (RIR)
function using the blind channel identification approach based
on sparse cross-relation formulation [19, 34, 35]. The sparse
RIR model is theoretically sound [20], and it has been shown
to be useful for estimating real impulse responses in acoustic
environments [36]. This approach can provide an accurate
estimation of the acoustic channel up to a time delay and
scaling factor. As we only need the support of the early
part of the impulse response and the proposed approach can
effectively handle the issue of asynchronous recording time
offset, the resulting RIR is suitable to evaluate our method.
To employ the sparse cross-relation RIR estimation tech-
nique, two microphone recordings are required. Hence, the
two microphones in line with the speaker ([33]) are selected.
In addition to the sparsity constraint, a positivity constraint
is considered to yield more accurate early support estima-
tion [35]. The regularization parameter using the algorithm
published in [19] is set to 0.3 and the CVX software package is
used for optimization [37]. The length of the impulse response
is set to 150 samples.
The results of the RIR estimation for one microphone are
depicted in Fig. 4. The reflections are extracted by setting
a threshold of 0.05 (with respect to the direct path) on the
amplitude of the room impulse response. The spikes greater
than this threshold define the initial support of the impulse
response associated with the principal reflectors; their indices
are used for distance calculation in (4). As we can see, the
support is overestimated, i.e. R > R. A single reflection (cor-
responding to the wall at distance 8.2 m) can not be captured
in this range and thus computed based on the hypothesized
correspondence at each permutation. The heuristics as such
are helpful to speed-up the support recovery procedure and
there is no algorithmic impediment to consider longer filters
and drop the duality between the pairs of the spikes (due to
parallel walls). The first spike is associated to the direct path,
thus assumed to be fixed and all the
(R−1
R−1
)
combinations of the
support are tested. Based on the recovered support, the joint
synchronization and source localization procedure estimates
the source position with 5 cm error. If the measurements of
two microphones are aggregated as described in Section IV,
the error reduces to 3 cm.
Furthermore, we conducted experiments in more complex
acoustics using the data collected at the Laboratory of Elec-
tromagnetics and Acoustics (LEMA) at E´cole polytechnique
fe´de´rale de Lausanne (EPFL). The psychoacoustic room is
considered for data collection. The dimension of the room
is 6.6× 6.86× 2.69 m3 and it is fully equipped with furniture
such as shelves, boxes of different textures, distributed tables
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and chairs. The reverberation time is about 350 ms. The
source is located at z = [2.69 1.2 0.97]> with respect to
the origin at the door corner. The source signal is a white
Gaussian noise sampled at the rate of 51200 Hz. It is down
sampled to 8000 Hz for room impulse response estimation to
reduce the computational cost. If we use the channel response
at a microphone located at [2.22 4.11 0.95]>, the source
localization error is 6 cm. Using an additional microphone
located at [1.43 2.71 1.47]>, the error is reduced to 3.5 cm.
The proposed image identification exploiting the EDM
properties is robust to noise and channel order estimation and it
can further be utilized to enhance the estimation of the impulse
response function [35].
VI. CONCLUSIONS
In this paper, a novel single-channel source localization
approach was proposed applicable to distributed localization
scenarios. The image microphone model of multipath prop-
agation was employed to resolve the ambiguities in spatial
information recovery. A multipath distance matrix was con-
structed where the components corresponding to the distance
between the actual and virtual microphones were known. The
support of the spikes in the room impulse response function
indicates the distances between the unknown source location
and microphones up to indeterminacies in identifying the
correspondence to each image microphone along with a syn-
chronization delay. The properties of the multipath Euclidean
distance matrix were exploited to resolve these ambiguities and
novel algorithms were proposed to synchronize the recordings
and localize the source. In particular, an estimation strategy
was derived based on globally optimizing the synchronization
extension of squared-range-based least square cost function.
The experiments conducted on various simulated and real data
recordings of noisy scenarios demonstrated that the proposed
approach is robust to jitter noise in the support of spikes in
the room impulse response as well as the asynchronous time
offsets in recordings. Indeed, it was shown that the synchro-
nization delay can be estimated with reasonable accuracy and
compensated for source localization. Furthermore, aggregation
of multi-microphone estimates was elaborated and shown to
be effective to improve the source localization performance.
APPENDIX
Proof of Proposition 1: If JPD = ∅, the argument trivially
holds. Hence, let us assume that JPD 6= ∅. First, we prove
that JPD is a convex set which implies that JPD must be an
interval. Assume that λ1, λ2 ∈ JPD and let Gi = ATA+λiL,
i = 1, 2. Notice that for any u ∈ Rκ+2,u 6= 0, one has
uTGiu > 0, which implies that for any α ∈ [0, 1], uT (αG1+
(1− α)G2)u > 0. Thus αG1 + (1− α)G2  0. As
αG1 + (1− α)G2 = ATA+ (αλ1 + (1− α)λ2)L,
it follows that for any α ∈ [0, 1], αλ1+(1−α)λ2 ∈ JPD. This
proves the convexity of JPD.
To prove the openness of the interval JPD, let λ ∈ JPD be
an arbitrary point and let G = ATA+λL  0. Consider the
function g : {u : ‖u‖ = 1} → R defined on the unit ball by
g(u) = uTGu. Notice that g is a strictly positive function
since G  0. Therefore, it achieves its minimum value g∗ on
the compact set {u : ‖u‖ = 1} where g∗ > 0. As all the
eigen-values of L consist of {±1, 0}, one can simply check
that G + µL  0 for all µ ∈ (− g∗2 , g
∗
2 ). In particular, this
implies that for all γ in the open interval (λ − g∗2 , λ + g
∗
2 )
containing λ, ATA + γL  0. This shows that JPD is an
open interval.
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