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Abstract. Let M be a compact d-dimensional Riemannian manifold without a
boundary. Given E ⊂ M , let ∆ρ(E) = {ρ(x, y) : x, y ∈ E}, where ρ is the
Riemannian metric on M . Let ∆xρ denote the pinned distance set, namely, {ρ(x, y) :
y ∈ E} with x ∈ E. We prove that if the Hausdorff dimension of E is greater than
d+1
2 , then there exist many x ∈ E such that the Lebesgue measure of ∆xρ(E)
is positive. This result was previously established by Peres and Schlag in the
Euclidean setting. The main result is deduced from a variable coefficient Euclidean
formulation, which can be used to study a variety of geometric problems. We extend
our result to the setting of chains studied in [1] and obtain a pinned estimate in
this context. Moreover, we point out that our scheme is quite universal in nature
and this idea will be exploited in variety of settings in the sequel.
1. Introduction
The celebrated Falconer distance conjecture (see e.g. [4], [6]) says that if the
Hausdorff dimension of a compact set E ⊂ Rd, d ≥ 2, is greater than d
2
, then the
Lebesgue measure of the distance set ∆(E) = {|x − y| : x, y ∈ E} is positive. The
best known results are due to Wolff in two dimension [13] and Erdogan [2] in higher
dimensions. They proved that Lebesgue measure of the distance set is positive if the
Hausdorff dimension of E is greater than d
2
+ 1
3
. Under an additional assumption
that E ⊂ R2 is Ahlfors-David regular, Orponen ([8]) proved that if the Hausdorff
dimension of E is greater than 1, then the packing dimension of the distance set
∆(E) = {|x − y| : x, y ∈ E} is 1, thus contributing significantly to the Falconer
conjecture in this setting.
An interesting variant of the Falconer distance problem is obtained by pinning the
distance set. More precisely, given x ∈ E, let ∆x(E) = {|x − y| : y ∈ E}. Once
again, the question is, how large does the Hausdorff dimension of E need to be to
ensure that the Lebesgue measure of ∆(E) is positive for x in some subset of E.
Peres and Schlag ([9]) proved that the conclusion holds if the Hausdorff dimension
of E ⊂ Rd, d ≥ 2, is greater than d+1
2
. Their method relies on a clever application
of non-linear projection theory.
This work was partially supported by the NSA Grant H98230-15-1-0319 (A.I.) and grants DMS-
1056965 (US NSF), MTM2010-16232, MTM2015-65792-P (MINECO, Spain) (I. U.-T.).
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In this paper we give a simple proof of the Peres-Schlag result and generalize it to
a wide range of distance type functions. For x ∈ E, E a compact subset of Rd for
some d ≥ 2, we consider
(1.1) ∆xφ(E) = {φ(x, y) : y ∈ E},
where φ : Rd × Rd → R is continuous, infinitely differentiable, and satisfies
(1.2) |∇xφ(x, y)| 6= 0, |∇yφ(x, y)| 6= 0
almost everywhere on E × E. That is, for any Frostman measure µ on E, we set F
equal to the set of points where φ is not infinitely differentiable, and we assume that
(1.3) µ× µ (F ∪ {(x, y) : |∇yφ(x, y)| = 0 or |∇yφ(x, y)| = 0)}) = 0.
If, for instance, φ(x, y) = |x− y|, then the gradient vanishes on the diagonal x = y.
If φ(x, y) = |x − 3y|, then the gradient vanishes on x = 3y. If φ(x, y) = x · y, then
the gradient is vanishes on the hyperplanes x = 0 or y = 0.
We also assume throughout that φ satisfies the non-vanishing Monge-Ampere de-
terminant assumption:
(1.4) det
(
0 ∇xφ
−(∇yφ)T ∂2φdxidyj
)
does not vanish on the set {(x, y) : φ(x, y) = t}, t 6= 0.
Our main results are the following.
Theorem 1.1. Let E be a compact subset of Rd, d ≥ 2 and let ∆xφ(E) be defined as in
(1.1) above, with φ satisfying (1.2) and (1.4). Suppose that the Hausdorff dimension
of E is greater than d+1
2
. Then
(1.5) dimH
({x ∈ E : |∆xφ(E)| = 0}) ≤ d+ 1− dimH(E).
In particular, if dimH(E) = sE > d+12 , then |∆xφ(E)| > 0 for µ-a.e. x ∈ E, where
µ is a Frostman measure on E.
Corollary 1.2. Let E be a closed subset of a compact d-dimensional, d ≥ 2, Rie-
mannian manifold M without a boundary and let ρ denote the Riemannian metric
on M . Suppose that the Hausdorff dimension of E is greater than d+1
2
. Then
(1.6) dimH
({x ∈ E : |∆xρ(E)| = 0}) ≤ d+ 1− dimH(E).
In particular, if dimH(E) = sE > d+12 , then |∆xρ(E)| > 0 for µ-a.e. x ∈ E, where
µ is a Frostman measure on E.
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Corollary 1.2 follows from Theorem 1.1 and its proof by observing that in local
coordinates, the Riemannian metric ρ on a compact manifold without a boundary
satisfies the assumptions (1.2) and (1.4). See, for example, [12], Chapter 6, and the
references contained therein.
Remark 1.3. As the reader will see, the method of proof of Theorem 1.1 is very
flexible. For example, assumption on the Monge-Ampere determinant can be easily
replaced by a weaker condition on the rank of the Monge-Ampere matrix. More
precisely, the only thing required to obtain a non-trivial result is L2(Rd) → L2γ(Rd)
Sobolev bound for some γ > 0 for the generalized Radon transform
Rf(x) =
∫
φ(x,y)=t
f(y)ψ(x, y)dσx,t(y),
where ψ is a smooth cut-off function and σx,t is a smooth surface measure on the set
{y : φ(x, y) = t}.
It is also important to note that in this case of the Euclidean metric, φ(x, y) =
|x− y|, the only analytic input our proof uses is the fact that the operator
Af(x) =
∫
Sd−1
f(x− y)dσ(y),
where σ is the Lebesgue measure on the sphere, maps L2(Rd)) to L2d−1
2
(Rd). This is,
of course, just equivalent to the well-known stationary phase estimate (see e.g. [12])
|σ̂(ξ)| ≤ C|ξ|− d−12 .
1.1. Pinned Chains. Our methods also yield a result for pinned chains in thin
subsets of Euclidean space. Let E be a compact subset of Rd, d ≥ 2, and define a
k-chain in E with gaps t = (t1, · · · , tk) by{
(x1, · · · , xk+1) ∈ E × · · · × E : (φ(x1, x2), · · · , φ(xk, xk+1)) = t} .
Analogous to the distance set and pinned distance set, we define
(1.7) Ck,φ(E) =
{(
φ(x, x2), · · · , φ(xk, xk+1)) : x, x2, . . . , xk+1 ∈ E} ,
and
(1.8) Cxk,φ(E) =
{(
φ(x, x2), · · · , φ(xk, xk+1)) : x2, . . . , xk+1 ∈ E} ,
with φ satisfying (1.2) and (1.4).
In the special case that φ is the Euclidean distance, it is shown in [1] that if the
Hausdorff dimension of a set E ⊂ Rd is greater than d+1
2
, then the k-dimensional
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Lebesgue measure
(1.9) |Ck,φ(E)| > 0.
Moreover, it is shown that under this assumption Ck,φ(E) has non-empty interior.
We now extend this result to show that Cxk,φ(E) has positive k-dimensional Lebesgue
measure for a large set of x to be quantified.
Theorem 1.4. Let E be a compact subset of Rd, d ≥ 2 and let Cxk,φ(E) as in (1.8).
Suppose that the Hausdorff dimension of E is greater than d+1
2
. Then
(1.10) dimH
({x ∈ E : ∣∣Cxk,φ(E)∣∣ = 0}) ≤ d+ 1− dimH(E).
In particular, if dimH(E) = sE > d+12 , then |Cxk,φ(E)| > 0 for µ a.e. x ∈ E, where µ
is a Frostman measure on E.
Corollary 1.5. Let E be a compact subset of a compact d-dimensional, d ≥ 2,
Riemannian manifold M without a boundary and let Cxk,φ(E) be defined as in (1.8),
where φ is replaced by ρ, the Riemannian metric on M . Suppose that the Hausdorff
dimension of E is greater than d+1
2
. Then
(1.11) dimH
({x ∈ E : ∣∣Cxk,ρ(E)∣∣ = 0}) ≤ d+ 1− dimH(E).
In particular, if dimH(E) = sE > d+12 , then the k-dimensional Lebesgue measure of
Ck,ρ(E), denoted by |Cxk,ρ(E)| is positive for µ a.e. x ∈ E, where µ is a Frostman
measure on E.
Corollary 1.5 follows from Theorem 1.4 in the same way Corollary 1.2 follows from
Theorem 1.1.
1.2. A general pinning scheme. While we do not study the pinning problem in
full generality in this paper, we outline the basic general mechanism in this subsection
and work out a few examples. For the sake of simplicity we work with the Euclidean
distance, but the arguments work equally well with functions φ(x, y) satisfying (1.1)
and (1.2). Define the edge map
E : {1, 2, . . . , k + 1} × {1, 2, . . . , k + 1} → {0, 1}
and let n(E) denote the number of non-zero values taken on by E .
Given a compact set E ⊂ Rd, a positive integer k ≥ 1 and an edge map E , we
define the k-point configuration Pk,E(E) to be the set of n = n(E) vectors with
entries |xi − xj| where 1 ≤ i < j ≤ k + 1, E(i, j) = 1. In this way, we may naturally
view Pk,E(E) ⊂ Rn(E). For example, the chain set from the previous subsection
corresponds to the edge function E(i, j) = 1, j = i+ 1, 1 ≤ i ≤ k, and 0 otherwise.
PINNED GEOMETRIC CONFIGURATIONS IN EUCLIDEAN SPACE AND RIEMANNIAN
MANIFOLDS
5
Figure 1. Pinned necklace reduces to the consideration of two neck-
laces sharing the pinned point
To illustrate the general pinning process, we begin with a 2-chain and pin the
middle vertex. More precisely, we have
E(1, 2) = E(2, 3) = 1
and the rest of the values of E(i, j) = 0. Since we are pinning the middle vertex, we
are looking at the set
Px2,E(E) = {(|x1 − x|, |x2 − x|) : x1, x2 ∈ E}.
Following the argument for pinned chains below in this context, and relabelling
the coordinates, we see that proving that the two-dimensional Lebesgue measure of
Px2,E(E) is positive, we must estimate
(1.12)∫
−4µ× µ× µ× µ× µ{(x1, x2, x3, x4, x5) ∈ E5 : ti−  ≤ |xi− x3| ≤ ti + ; i 6= 3}dt.
To put it another way, after relabelling the coordinates, we are led to consider
P4,E ′(E), where E ′(i, j) = 1 if 1 ≤ i ≤ 4 and j = 5, and 0 otherwise. This is a four
vertex star with the center at x5. This instantly leads to an interesting estimate
because estimation of (1.12) leads to an L4 estimate of the underlying operator (see
(2.11) below), instead of the L2 bound required to prove Theorem 1.1 and Theorem
1.4. In this case integration in t is helpful, in view of Mockenhaupt-Seeger-Sogge
local smoothing estimates.
In general, in order to study the pinned version of Pk,E(E), where the k + 1st
vertex is pinned (which we can always arrange by relabeling), we are led to consider
P2k,E ′(E), where E ′(i, j) = E(i, j) if 1 ≤ i < j ≤ k+1, E ′(k+1, k+1+j) = E(j, k+1),
E ′(k + 1 + i, k + 1 + j) = E(i, j) and E ′(i, j) = 0 if i < k + 1 and j > k + 1.
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A slightly more complicated situation is described in Figure 1 above. In this case
E(1, 2) = E(2, 3) = E(3, 4) = E(1, 4) = 1 and E(i, j) = 0 otherwise. Denote this
configuration by P4,E , which is precisely what is depicted on the left hand side of
Figure 1. If we pin the vertex x4 and apply our method, we arrive at the configuration
P2k,E ′ depicted on the right hand side of Figure 1.
Our method also allows us to pin two or more vertices. We shall undertake a
systematic study of the pinned configurations in a subsequent paper.
2. Proof of Theorem 1.1
2.1. Basic reductions. Let µ be a Frostman measure supported on E. Recall that
this means that
(2.1) µ(B(x, r)) ≤ Crsµ
for sµ < dimH(E) and we can make sµ arbitrarily close to dimH(E). See, for example,
[6] for the construction.
Define the measure νx on ∆
x
φ(E) by the relation
(2.2)
∫
f(t)dνx(t) =
∫
f(φ(x, y))dµ(y).
Applying Cauchy-Schwartz we see that (formally)
(2.3) 1 =
(∫
dνx(t)
)2
≤ |∆xφ(E)| ·
∫
ν2x(t)dt.
If we could make sense of the right hand side and show that∫ ∫
ν2x(t)dµ(x)dt ≤ C,
we could conclude that ∫
ν2x(t)dt <∞
for µ-a.e. x ∈ E, and plugging this into (2.3) would show that |∆xφ(E)| > 0 for µ-a.e.
x ∈ E.
In order to prove the more precise estimate (1.5) we will show that if λ is a
compactly supported Borel measure such that
(2.4) λ(B(x, r)) ≤ Crsλ
for some sλ > 0, then
(2.5)
∫ ∫
ν2x(t)dλ(x)dt ≤ C
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if
sλ + dimH(E) > d+ 1.
The conclusion (1.5) is recovered by taking λ to be a Frostman measure on a subset
of E.
To make the setup rigorous and in order to understand the geometric meaning of
the quantity ∫ ∫
ν2x(t)dλ(x)dt,
let ρ be a smooth cut-off function, supported in the ball of radius 2 and identically
equal to 1 in the ball of radius 1 centered at the origin, with
∫
ρ = 1. (We used the
same notation ρ for the Riemannian metric, but the context makes it clear which is
which.) Let ρ(u) = 
−1ρ(u/). Then by (2.2),
νx ∗ ρ(t) = −1
∫
ρ
(
t− u

)
dνx(u)
(2.6) = −1
∫
ρ
(
t− φ(x, y)

)
dµ(y).
Note that the right hand side is clearly in L2(λ) with constants possibly depending
on . Our goal is to prove that these constants are, in fact, independent of .
Also note that ∫
νx ∗ ρ(t)dt = −1
∫ ∫
ρ
(
t− u

)
dνx(u)dt
(2.7) =
∫
dνx(u) = 1.
Since the integration in t is compact owing to the compactness of E, we can insert
a smooth cut-off function β. Squaring and integrating with respect to dλ(x), we
obtain
(2.8)
∫ ∫ ∣∣∣∣1
∫
ρ
(
t− φ(x, y)

)
dµ(y)
∣∣∣∣2dλ(x)β(t)dt
=
∫ ∫
1
2
∫ ∫
ρ
(
t− φ(x, y)

)
ρ
(
t− φ(x, z)

)
dµ(y)dµ(z)dλ(x)β(t)dt.
In view of (2.7) and the formal argument in (2.3), with νx replaced by ν

x = νx ∗ ρ
(see [7], pg.17), it suffices for us to show that
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(2.9)
1
2
∫
λ× µ× µ{(x, y, z) : t−  ≤ φ(x, y) ≤ t+ ; t−  ≤ φ(x, z) ≤ t+ }β(t)dt ≤ C
independently of . This will give us a lower bound on the Lebesgue measure of the
support of νx which is independent of . As an immediate consequence, we deduce
the lower bound on the Lebesgue measure of ∆xφ(E).
To be more precise, we consider (2.2), but with the measures convolved with ρ.
Now νx is indeed absolutely continuous with respect to Lebesgue measure. Then we
prove (2.5) for νx. Note that ν

x converges to νx as measures and hence as distribu-
tions. Moreover, ‖ νx ‖L2(dλ×dt)≤ C, so by Banach-Alaouglu we get that νx is abso-
lutely continuous with respect to Lebesgue measure and has density in L2(dλ× dt).
Now (2.3) is indeed rigorous.
The expression on the left hand side of (2.9), excluding the integration in t, is
precisely the quantity that arises in the study of geometric hinges, first explored by
the second listed author in her thesis and later studied systematically in the case
φ(x, y) = |x− y| in [1] and [5].
We have shown that the proof of Theorem 1.1 would follow if we could establish
the estimate (2.9). We now reduce this estimate to an operator bound. Let ψ be a
smooth cut-off function which is equal to 1 on (E × E) \N , where N is a small open
neighborhood of the set of points being measured in equation (1.3). By the regularity
of the measure µ × µ (see see [11],theorem 2.18) and by assumption (1.3), we can
choose N so that µ× µ(N) is arbitrarily small. Further, assume that ψ vanishes on
N . Set
(2.10) T φ,tf(x) =
1

∫
ρ
(
t− φ(x, y)

)
f(y)ψ(x, y)dy,
where ρ was introduced above equation (2.6) and φ is as in the statement of the
theorem.
The estimate (2.9) would follow instantly from the operator bound
(2.11)
(∫
|T φ(fµ)(x)|2dλ(x)
) 1
2
≤ C||f ||L2(µ)
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under the assumption sλ > d + 1 − sµ. Here, the constant C is uniform in t and
independent of , and T φ(fµ)(x) is the supremum in t > 0 of T

φ,t(fµ)(x) . This is
where we now turn our attention.
2.2. Proof of the operator bound (estimate (2.11)). We prove estimate (2.11)
by showing that, for g ∈ L2(λ),
|< T φfµ, gλ >| ≤ C||f ||L2(µ)||g||L2(λ).
Let α0(ξ) and α be smooth cut-off functions such that α0 is supported in the ball
{|ξ| < 4}, α is supported in the annulus {1/2 ≤ |ξ| ≤ 4}, and α0(ξ)+
∑
k α(2
−j·) ≡ 1.
Define PjT

φ, the classical Littlewood-Paley projection, by the relation
P̂jT φ = T̂

φ · α(2−j·),
and in general, for f ∈ L2(dx),
P̂jf = f̂ · α(2−j·).
Let g ∈ L2(λ). Then
(2.12)
〈
T φfµ, gλ
〉
=
∑
j,k≥0
〈
T φ(Pjfµ), Pkgλ)
〉
.
This equation would probably benefit from a few words of explanation. Indeed,
T φ is trivially continuous L
2(dx) → L2(dx), and thus, in the L2(dx) sense, T φfµ =∑
j≥0 T

φ(Pjfµ), if fµ were in L
2(dx), and then 〈·, ·〉 denotes inner product in L2(dx),
so the
∑
j,k≥0 can be taken out of the inner product. This is indeed what happens,
except that one has to make sense of fµ and gλ, which are not in L2(dx), since the
measures µ and λ are typically singular with respect to Lebesgue measure.
In order to do that, instead of µ and λ, consider µθ = µ∗ρθ and λδ = λ∗ρδ (since 
has already been used as a parameter for regularization). Then these new measures
are absolutely continuous with respect to Lebesgue measure and we can consider
f ∈ L2(µθ) and g ∈ L2(λδ) which are continuous and compactly supported. Now we
can run the whole argument of the proof below, and get (2.11) for the measures µθ
and λδ. Now note that by Fubini, for any F continuous and compactly supported,
(2.13)∫
F (x) dµθ(x) =
∫
F (x)
[∫
1
θ
ρ
(
x− u
θ
)
dµ(u)
]
dx =
∫
(F ∗ ρθ) (u) dµ(u).
Recall that if F is continuous and compactly supported, F ∗ ρθ → F uniformly.
Thus, by the dominated convergence theorem we have that, as θ → 0,
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(2.14) ‖ f ‖2L2(µθ)=
∫
|f |2 ∗ ρθ dµ→
∫
|f |2 dµ =‖ f ‖2L2(µ) .
On the other hand we claim that, for all x, as θ → 0, T φ(fµθ)(x) → T φ(fµ)(x).
Indeed, fix x and note that ψx(y) = ψ(x, y) is then a continuous function in y with
compact support. Then the same reasoning as (2.13) and (2.14) shows that as θ → 0,
T φ(fµθ)(x) =
1

∫
ρ
(
t− φ(x, y)

)
f(y)ψ(x, y)dµθ(y) =
1

∫ [
ρ
(
t− φ(x, ·)

)
f(·)ψx(·)
]
θ
(u)dµ(u)→ T φ(fµ)(x).
As a consequence, by Fatou’s lemma, the same reasoning as (2.13) and (2.14) for λδ,
and duality, we get (2.11) (for the measures µ and λ, as stated), and for f continuous
and compactly supported, which, by density, yields (2.11) in full generality.
Returning to (2.12), we consider the sum over |j − k| > K, for a large integer K
to be determined, and over |j − k| ≤ K separately.
Lemma 2.1. Let K be a positive integer. Then
(2.15)
∑
|j−k|≤K
∫
̂T φ(Pjfµ)(ξ)P̂kgλ(ξ)dξ ≤ C||f ||L2(µ)||g||L2(λ).
Lemma 2.2. With the notation above, there exists a positive integer K such that
(2.16)
∑
|j−k|>K
∫
̂T φ(Pjfµ)(ξ)P̂kgλ(ξ)dξ ≤ C||f ||L2(µ)||g||L2(λ).
To prove Lemma 2.1, we note that since the support of Pk in the frequency side
is contained in that of Pk−1 + Pk + Pk+1, we can add these in front of the left hand
term: ∑
|j−k|≤K
〈
T φ(Pjfµ), Pkgλ)
〉
=
∑
|j−k|≤K
〈
Pk−1T φ(Pjfµ), Pkgλ)
〉
+
∑
|j−k|≤K
〈
PkT

φ(Pjfµ), Pkgλ)
〉
+
∑
|j−k|≤K
〈
Pk+1T

φ(Pjfµ), Pkgλ)
〉
We only consider the second term above, the first and the third being similar.
Then we have that
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∑
|j−k|≤K
〈
PkT

φ(Pjfµ), Pkgλ)
〉 ≤
∑
|j−k|≤K
(∫
|P̂kgλ(ξ)|
2|ξ|−d+sλ−ηdξ
)− 1
2
·
(∫
|(PkT φ(Pjfµ))̂ |2|ξ|d−sλ+ηdξ
) 1
2
,(2.17)
for η > 0 sufficiently small.
We shall need the following lemma from [1] (Lemma 2.5). We shall give a proof
below for the sake of completeness.
Lemma 2.3. Let λ be a compactly supported Borel measure such that λ(B(x, r)) ≤
Crsλ for some sλ ∈ (0, d). Suppose that γ > d− sλ. Then for g ∈ L2(λ),
(2.18)
∫
|ĝλ(ξ)|2|ξ|−γdξ ≤ C ′||g||2L2(λ).
Applying Lemma (2.3) shows that the first term on the right hand side in (2.17)
is uniformly bounded. To handle the second term, we shall need the following result
due to Phong and Stein ([10]).
Theorem 2.4. Let T φ be defined as above with φ satisfying assumptions (1.2) and
(1.4). Then
T φ : L
2(Rd)→ L2d−1
2
(Rd) with constants independent of ,
where L2γ(Rd) denotes the Sobolev space of function with γ (generalized) derivatives
in L2(Rd).
The presence of Pk implies there exist constants 0 < c ≤ C such that the square
of the second term in the summand of (2.17) is bounded by∫
|(PkT φ(Pjfµ))̂(ξ)|
2|ξ|d−sλ+ηdξ ≤ C2k(d−sλ+η)
∫
c2j≤|ξ|≤C2j
|(T φ(Pjfµ))̂(ξ)|
2
dξ.
By Theorem 2.4, and recalling that |j − k| ≤ K, the right hand side is bounded
by
(2.19) C2j(d−sλ+η) · 2−j(d−1)
∫
|P̂jfµ(ξ)|
2
dξ.
It easily follows from Lemma (2.3) that∫ ∣∣∣P̂jfµ(ξ)∣∣∣2dξ ≤ C2j(d−sµ+η′)||f ||2L2(µ),
for η′ > 0 sufficiently small.
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Inserting this back into (2.19) we obtain
C2j(d−sλ+η) · 2−j(d−1) · 2j(d−sµ+η′)||f ||2L2(µ) = C2j(d+1−sµ−sλ+η+η
′)||f ||2L2(µ).
The geometric series converges precisely when sλ > d+ 1− sµ thus completing the
proof of Lemma 2.1.
To complete the proof of Theorem 1.1, it remains to prove Lemma 2.2 and Lemma
2.3. These proofs can be found in the next two subsections.
2.3. Proof of Lemma 2.2. (See, for example, [3], for similar arguments). Use
Fourier inversion to write
T φ(Pjfµ)(x) =
∫
Φ(φ(x, y)− t)Pj(fµ)(y)ψ(x, y)dy
=
∫∫∫
Φ̂(s)P̂j(fµ)(ζ) exp (2pi i((φ(x, y)− t)s+ y · ζ))ψ(x, y)dsdζdy
where Φ is
1
2
times the indicator function of the interval [−, ].
Recalling that (Pjfµ))̂ (ζ) = f̂µ(ζ)α(2
−jζ), we have
(2.20)
(
T φ(Pjfµ)
)̂
(ξ) =
∫∫
Φ̂(s) f̂µ(ζ)α(2
−jζ)G(s, ξ, ζ)dsdζ,
where G(s, ξ, ζ) =
∫∫
e(2pi i((φ(x,y)−t)s+y·ζ−x·ξ))ψ(x, y)dxdy.
We now give an upper bound on the modulus of G in the regime that |ζ| ∼ 2j and
|ξ| ∼ 2k.
Lemma 2.5. Suppose that |ζ| ∼ 2j and |ξ| ∼ 2k. Then there exists a K > 0 so
that if |j − k| > K, then for each positive integer M , there exist a positive constants
cM > 0 so that
|G(s, ξ, ζ)| ≤ cM inf
{|s|−M , 2−j M , 2−kM} ≤ cM˜ inf {|s|−M , 2−j (d−sλ)/2, 2−k (d−sµ)/2} .
We give the proof of this Lemma momentarily. Returning to the calculation above,
we multiply both sides of (2.20) by α(2−kξ) to see that
(2.21)
α(2−kξ)
(
T φ(Pjfµ)
)̂
(ξ) =
∫∫
(Φ)̂ (s)(̂fµ)(ζ)α(2
−kξ)α(2−jζ)G(s, ξ, ζ)dsdζ.
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Inserting the estimate from Lemma 2.5 and integrating in s, we bound (2.21) above
in absolute value by
α(2−kξ) min{2−j(M−1), 2−k(M−1)}
∫ ∣∣∣(̂fµ)(ζ)∣∣∣ α(2−jζ)dζ.
After applying Cauchy Schwarz, we use Lemma 2.3 to bound this expression above
by
α(2−kξ) min{2−j(M−1), 2−k(M−1)}2j(2d−sµ+η′′)/2‖f‖L2(µ),
for η′′ > 0 sufficiently small.
At last,
|< (PkT φ(Pjfµ))̂ , ĝλ >| .∫
α(2−kξ)
∣∣∣ĝλ(ξ)∣∣∣ dξmin{2−j(M−1), 2−k(M−1)}2j(2d−sµ+η′′)/2‖f‖L2(µ)
. min{2−j(M−1), 2−k(M−1)}2j(2d−sµ+η′′)/2‖f‖L2(µ)2k(2d−sλ+η′′′)‖g‖L2(λ),
for η′′′ > 0 sufficiently small.
Summing
∑
j,k:|j−k|>K
in the previous display, yields convergent geometric series, thus
proving the lemma.
2.4. Proof of Lemma 2.5. We prove the first inequality in the statement of the
Lemma, and the second follows by taking M sufficiently large. We first compute the
critical points of the phase function for
(2.22) G(s, ξ, ζ) =
∫∫
e(2pi i((φ(x,y)−t)s+y·ζ−x·ξ))ψ(x, y)dxdy.
The critical points occur when
(2.23) s∇xφ(x, y)− ξ = 0 and s∇yφ(x, y) + ζ = 0.
We may assume that exists positive constants 0 < c < C so that
c < |∇xφ(x, y)| < C and c < |∇yφ(x, y)| < C,
where the lower bound follows from the non degeneracy assumption in (1.2) coupled
with the assumption that ψ has compact support.
We argue that if |ζ| ∼ 2j, |ξ| ∼ 2k, and j and k are sufficiently separated, then
both equations in (2.23) cannot both simultaneously hold for (x, y) in the support of
ψ. Let us first take care of the scenario when s = 0. If s = 0, then we may at least
assume that either |ξ| 6= 0 or |ζ| 6= 0, and the lemma follows by repeated integration
by parts. Assume then that s 6= 0.
PINNED GEOMETRIC CONFIGURATIONS IN EUCLIDEAN SPACE AND RIEMANNIAN
MANIFOLDS
14
If both equations in (2.23) were to hold, then it would follow that
|ξ|
|ζ| ∈
(
c
C
,
C
c
)
.
This is clearly false if |ζ| ∼ 2j, |ξ| ∼ 2k, and j and k are sufficiently separated. We
conclude then that there exists K > 0 so that if |j − k| > K, then the integrand of
G is supported away from critical points.
Assuming then that |j− k| > K, it follows that for each (x, y) in the support of ψ
that either
(2.24) s∇xφ(x, y)− ξ 6= 0 or s∇yφ(x, y) + ζ 6= 0.
Fix (x, y) in the support of ψ, and assume the first inequality in (2.24) holds.
Let l ∈ {1, · · · , d} denote the coordinate such that |s∂φ(x,y)
∂xl
− ξl| is maximal. It
follows that |s∂φ(x,y)
∂xl
− ξl| ≥ 1d |s∇xφ(x, y)− ξ|. We see that e(2pi i((φ(x,y)−t)s−x·ξ)) is an
eigenvector of the differential operator
(2.25)
1
2pi i(s∂φ(x,y)
∂xl
− ξl)
∂
∂xl
.
Integrating by parts M times, we conclude that
|G(s, ξ, ζ)| ≤ cM sup
(x,y)
∣∣∣∣s∂φ(x, y)∂xl − ξl
∣∣∣∣−M .
We interpret this estimate in three separate cases:
{|ξ| ≤ c
2
|s|}, {2sC ≤ |ξ|}, and{
2sC > |ξ| > c
2
|s|}.
If |ξ| ≤ c
2
|s|, then∣∣∣∣s∂φ(x, y)∂xl − ξl
∣∣∣∣ ≥ 1d |s∇xφ(x, y)− ξ| ≥ 1d (|s∇xφ(x, y)| − |ξ|) ≥ c2d |s|.
Similarly, if 2sC ≤ |ξ|, then ∣∣∣∣s∂φ(x, y)∂xl − ξl
∣∣∣∣ ≥ |ξ|2d.
In either of the first two cases, if |ξ| ∼ 2k,
|G(s, ξ, ζ)| ≤ CM inf{|s|−M , 2−kM},
which in turn is ≤ CM inf{|s|−M , 2−jM , 2−kM} if |ζ| ∼ 2j ≤ C|s|.
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In the case that |ζ| ∼ 2j > C|s|, then the second inequality in (2.24) holds
(otherwise |ζ||s| ∈ [c, C]), and we can repeat the argument above to conclude that
in this case,
|G(s, ξ, ζ)| ≤ CM inf{|s|−M , 2−jM , 2−kM}.
Now, consider the case when {2sC > |ξ| > c
2
|s|}. In this regime, we claim that the
second equality in (2.23) cannot hold. Indeed, if the second equality in (2.23) held,
then {sC ≥ |ζ| ≥ c|s|}. But then note that if |j − k| > K, |ζ| ∼ 2j, and |ξ| ∼ 2k,
then both {2sC > |ξ| > c
2
|s|} and {sC > |ζ| > c|s|} cannot both simultaneously
hold.
Thus, when we can repeat the argument above (for the second inequality in
(2.24)), and we are only left with the case that both {2sC > |ξ| > c
2
|s|} and
{2sC > |ζ| > c
2
|s|} hold. But again, if |j − k| > K, |ζ| ∼ 2j, and |ξ| ∼ 2k,
then both {2sC > |ξ| > c
2
|s|} and {2sC > |ζ| > c
2
|s|} cannot both simultaneously
hold.
In all cases, we see that if |j − k| > K, |ζ| ∼ 2j, and |ξ| ∼ 2k, then
|G(s, ξ, ζ)| ≤ CM inf{|s|−M , 2−jM , 2−kM}.
2.5. Proof of Lemma 2.3. The left hand side of (2.18) can be re-written (see e.g.
Proposition 8.5 in [13]) as∫
|ĝλ(ξ)|2|ξ|−γdξ = cγ,d
∫∫
|x− y|γ−dg(x)g(y)dλ(y)dλ(x)
= cγ,d
∫
g(x)Sg(x)dλ(x)
≤ cγ,d · ‖g‖L2(λ) · ‖Sg‖L2(λ)
where Sg(x) =
∫ |x− y|γ−dg(y)dλ(y). We apply Schur’s test (see Lemma 7.5 in [13])
to verify that there exists a constant c > 0 so that if sλ > d− γ, then
‖Sg‖L2(λ) ≤ c‖g‖L2(λ).
To complete the proof of the lemma, we need only verify that Schur’s test applies.
Observe that ∫
|x− y|γ−ddλ(y) =
∫
|x− y|γ−ddλ(x),
and assuming without loss of generality that the diameter of the support of λ is at
most 1,
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∫
|x− y|γ−ddλ(y) =
∑
j≥0
∫
{2−(j+1)≤|x−y|≤2−j}
|x− y|γ−ddλ(y)
≤ c′
∑
j≥0
2j(d−γ) λ(B(x, 2−j)).
We recall that λ(B(x, 2−j)) ≤ C2−j sλ and conclude that the quantity above is
bounded above when sλ > d− γ.
3. Proof of Theorem 1.4
As before, let µ be a Frostman measure supported on E. Recall that this means
that
(3.1) µ(B(x, r)) ≤ Crsµ
for sµ < dimH(E) and we can make sµ as close to dimH(E) as we want.
Let Cxk,φ(E) as in (1.8), and define the measure ν
(k)
x on Cxk,φ(E) by the relation
(3.2)∫
Rk
f(t )dν(k)x (t ) =
∫
f
(
φ(x, x2), φ(x2, x3), · · · , φ(xk, xk+1)) dµ(x2) · · · dµ(xk+1).
Applying Cauchy-Schwartz we see that (formally)
(3.3) 1 =
(∫
dν(k)x (t)
)2
≤ |Cxk,φ(E)| ·
∫ (
ν(k)x (t)
)2
dt.
As in the proof of Theorem 1.1, the strategy is to establish the bound∫ ∫ (
ν(k)x (t)
)2
dµ(x)dt ≤ C,
and conclude that ∫ (
ν(k)x (t)
)2
dt <∞
for µ-a.e. x ∈ E. Plugging this into (3.3) shows that |∆xφ(E)| > 0 for µ a.e. x ∈ E.
In order to prove the more precise estimate (1.10) we will show that if λ is a
compactly supported Borel measure such that
(3.4) λ(B(x, r)) ≤ Crsλ
for some sλ > 0, then
(3.5)
∫ ∫ (
ν(k)x (t)
)2
dλ(x)dt ≤ C
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if
sλ + dimH(E) > d+ 1.
The conclusion (1.10) is recovered by taking λ to be a Frostman measure on a
subset of E.
We prove (3.5) following the same basic reductions found in the proof of Theorem
1.1. Let ρ : Rk → R+ be a smooth cut-off function, supported in the ball of radius 2
and identically equal to 1 in the ball of radius 1 centered at the origin, with
∫
ρ = 1.
Let ρ(u) = 
−kρ(u/). Then by the definition of the measure ν(k)x given in (3.2),
ν(k)x ∗ ρ(t) = −k
∫
ρ
(
t − u

)
dν(k)x (u )
= −k
∫
ρ
(
t − (φ(x, x2), . . . , φ(xk, xk+1))

)
dµ(x2) · · · dµ(xk+1).
Let β be a smooth cut-off function. Since the integration in t is compact owing
to the compactness of E, we can throw β in for free. Squaring and integrating with
respect to dλ(x), we obtain∫ ∫ ∣∣∣∣∣ 1k
∫
ρ
(
t − (φ(x, x2), . . . , φ(xk, xk+1))

)
dµ(x2) · · · dµ(xk+1)
∣∣∣∣∣
2
dλ(x)β(t)dt.
As in Theorem 1.1, it follows that in order to bound∫ ∫ (
ν(k)x (t)
)2
dλ(x)dt
it suffices to let Sφ,t equal{
(x = x1 = y1, x2, · · · , xk+1, y2, · · · , yk+1) : ∣∣φ(xi, xi+1)− ti∣∣ ≤ , ∣∣φ(yi, yi+1)− ti∣∣ ≤ , 1 ≤ i ≤ k}
and show that
(3.6)
1
2k
∫
λ× µ× · · · × µ{Sφ,t} β(t)dt ≤ C,
independently of .
Letting T φ, the operator as in (2.10), bounding the expression above reduces to
bounding the following from above by a constant independent of t in a compact set
and  > 0
(3.7)
∫ ∫ ∣∣∣T φ,t1 (T φ,t2 (· · ·(T φ,tk (T φ,tk+1(µ) · µ) · µ)) · µ)∣∣∣2dλ(x)β(t)dt.
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We repeatedly apply the mapping property in (2.11) k times with λ = µ to see that
this expression is bounded above when sλ > d+ 1− sµ and sµ > d+12 .
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