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We deﬁne and examine certain matrix-valued multiplicative functionals with local Kato
potential terms and use probabilistic techniques to prove that the semigroups of the
corresponding self-adjoint partial differential operators with matrix-valued coeﬃcients
map from L2(Rn,Cd) to the space of continuous bounded functions, and that these
semigroups have a jointly continuous and spatially bounded integral kernel. These partial
differential operators include Yang–Mills type Hamiltonians with “electrical” potentials that
are elements of the matrix-valued local Kato class.
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1. Main results
Let Rn and Cd both be equipped with the corresponding Euclidean metric ‖ • ‖. The associated operator norm on
Mat(Cd) := Matd×d(C) will be denoted with the same symbol. We will use the following notation for any
α ∈ Ω1(Rn,Mat(Cd)),
the smooth 1-forms on Rn with values in Mat(Cd): Any such α can uniquely be written as α =∑nj=1 α j dx j with
α j =
(
αkj,l
)1kd
1ld ∈ C∞
(
R
n,Mat
(
C
d)), j = 1, . . . ,n. (1)
Let U (d) denote the skew-Hermitian elements of Mat(Cd), that is, U (d) is the Lie algebra corresponding to the unitary
group U(d). In this paper, we will be concerned with probabilistic methods for self-adjoint operators in L2(Rn,Cd) that are
formally given by the differential expression
τ (α, V ) = −1
2
− 1
2
n∑
j=1
α2j −
1
2
n∑
j=1
(∂ jα j)−
n∑
j=1
α j∂ j + V , (2)
where α ∈ Ω1(Rn,U (d)) and where V : Rn → Mat(Cd) is a potential, that is, a measurable function with V (x) = V ∗(x) for
almost every (a.e.) x ∈ Rn . If d = 1, then one has α = iα˜ for some real-valued α˜ =∑nj=1 α˜ j dx j , so that τ (α, V ) is nothing
E-mail address: gueneysu@math.uni-bonn.de.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.02.038
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R
(Rn) and the electrical
potential V : Rn → R,
τ (α, V ) = −1
2
+ 1
2
n∑
j=1
α˜2j −
i
2
div(α˜)− i
n∑
j=1
α˜ j∂ j + V .
The following conventions will be used for our probabilistic considerations: For any x ∈ Rn we will denote the usual Wiener
probability space with
Px := (Ω,F , (Ft)t0,Px),
where Ω = C([0,∞),Rn) and where Px stands for the Wiener measure on (Ω,F ) which is concentrated on the paths
ω : [0,∞) → Rn with ω(0) = x. The underlying σ -algebra F and the ﬁltration F∗ will be the ones corresponding to the
canonical process
X : [0,∞)×Ω → Rn, (3)
where F∗ will be made right-continuous and complete (locally complete, if Girsanov techniques are used; here we im-
plicitely use the results of Section 5.6 in [8]), whenever necessary. We consider the process X given by (3) as a Brownian
motion starting in x under Px and we will write “d” for Stratonovic differentials, whereas Itô differentials will be written
as “d”.
Fix x ∈ Rn now. If α ∈ Ω1(Rn,Mat(Cd)) and V : Rn → Mat(Cd) is such that
P
x
{ t∫
0
∥∥V (Xs)∥∥ds < ∞
}
= 1 for all t > 0, (4)
then the processes
Aα,V :=
n∑
j=1
•∫
0
α j(Xs)dX
j
s −
•∫
0
V (Xs)ds : [0,∞)×Ω → Mat
(
C
d),
Bα,V := Aα,V + 1
2
[
Aα,V , Aα,V
] : [0,∞) ×Ω → Mat(Cd), (5)
where
[
Aα,V , Aα,V
] j
k :=
d∑
l=1
[(
Aα,V
) j
l ,
(
Aα,V
)l
k
]
for j,k = 1, . . . ,d
is the quadratic covariation, are continuous semi-martingales. For any l ∈ N and t  0 let the simplex tl be given by
tl :=
{
(t1, . . . , tl)
∣∣ 0 t1  · · · tl  t}.
Deﬁning a stochastic path ordered exponential1 by
A α,Vt := 1+
∞∑
l=1
∫
tl
dBα,Vt1 · · ·dBα,Vtl , (6)
where the convergence is Px-a.s. uniformly in compact subsets of [0,∞) [13], one ﬁnds that
A α,V : [0,∞)×Ω → Mat(Cd)
is uniquely determined as the solution of
A α,Vt = 1+
t∫
0
A α,Vs dB
α,V
s (7)
1 This notation has to be understood as
A α,Vt = 1+ Bα,Vt +
t∫
0
Bα,Vs dB
α,V
s +
t∫
0
( s∫
0
Bα,Vr dB
α,V
r
)
dBα,Vs + · · · .
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A α,Vt = 1+
t∫
0
A α,Vs dA
α,V
s , (8)
A α,V ,∗t = 1+
t∫
0
(
dAα,V ,∗s
)
A α,V ,∗s , (9)
A α,V ,−1t = 1−
t∫
0
(
dAα,Vs
)
A α,V ,−1s . (10)
Remark 1.1. If d = 1 and α = iα˜ for some α˜ ∈ Ω1
R
(Rn), then one easily ﬁnds
A α,V = exp
(
i
n∑
j=1
•∫
0
α˜ j(Xs)dX
j
s −
•∫
0
V (Xs)ds
)
= exp
(
i
n∑
j=1
•∫
0
α˜ j(Xs)dX
j
s + i2
•∫
0
div(α˜)(Xs)ds −
•∫
0
V (Xs)ds
)
, (11)
an expression which is well known from the classical Feynman–Kac–Itô formula. In particular, the identity
Aα,Vt
(
ω(s + •))= Aα,Vs+t (ω)− Aα,Vs (ω) for all s, t  0, Px-a.e. ω ∈ Ω
(which follows from approximating the integrals in the deﬁnition of Aα,V with Riemann type sums as in (84)) and ez1+z2 =
ez1ez2 directly imply the following relation:
A α,Vs+t (ω) = A α,Vs (ω)A α,Vt
(
ω(s + •)). (12)
Although one does not have such an explicit expression for A α,V for d > 1, one can still prove the multiplicative
property (12) in the general case:
Lemma 1.2. The process A α,V is a multiplicative matrix-valued functional, that is, for any s, t  0 one has
A α,Vs+t = A α,Vs
(
A α,Vt ◦ ϑs
)
P
x-a.s., (13)
where ϑs(ω) =ω(s + •) stands for the shift operator on Ω .
Proof. We ﬁx s and deﬁne A := A α,V and A := Aα,V . The following stochastic integrals are all understood with respect
to Px . We will prove that the processes As+• and As(A• ◦ ϑs) both solve the following Stratonovic initial value problem
(with respect to the ﬁltration (Fs+t)t0):
Ut = As +
t∫
0
Ur dr As+r . (14)
To this end, note that (8) directly implies
As+t = 1+
s+t∫
0
Ar dr Ar = 1+
s∫
0
Ar dr Ar +
t∫
0
Ar+s dr Ar+s = As +
t∫
0
As+r dr As+r . (15)
On the other hand, the identity
Ar ◦ ϑs = As+r − As Px-a.s. for all r  0
implies the second identity in
At ◦ ϑs = 1+
( t∫
0
Ar dr Ar
)
◦ ϑs = 1+
t∫
0
Ar ◦ ϑs dr Ar+s, (16)
so that the desired equality follows from multiplying the latter equation with As from the left. 
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Matrix-valued Kato functions can be deﬁned as follows:
Deﬁnition 1.3. A measurable function V : Rn → Mat(Cd) is said to belong to the Mat(Cd)-valued Kato class of Rn , if one has
lim
t↘0 supx∈Rn
E
x
[ t∫
0
∥∥V (Xs)∥∥ds
]
= 0,
and V is said to be in the Mat(Cd)-valued local Kato class of Rn , if 1K V is in the corresponding Kato class for any compact
subset K ⊂ M .
We write K(Rn,Mat(Cd)) and Kloc(Rn,Mat(Cd)) for the Kato and the local Kato class, respectively. Note that for a mea-
surable function V : Rn → Mat(Cd) the condition V ∈Kloc(Rn,Mat(Cd)) is equivalent to
ϕV ∈K(Rn,Mat(Cd)) for any ϕ ∈ C∞0 (Rn).
For any p such that p  1 if m = 1, and p >m/2 if m 2, one has
Lploc
(
R
n,Mat
(
C
d))⊂Kloc(Rn,Mat(Cd))⊂ L1loc(Rn,Mat(Cd)). (17)
These inclusions may be found in [1].
Remark 1.4. We will frequently use a simple consequence of the deﬁnition of the Kato class: If V ∈K(Rn,Mat(Cd)), then
the Chapman–Kolmogorov equation for the heat kernel of Rn shows that for all t  0,
sup
x∈Rn
E
x
[ t∫
0
∥∥V (Xs)∥∥ds
]
< ∞. (18)
Using this and the continuity of Brownian motion easily implies the following fact: If V ∈Kloc(Rn,Mat(Cd)), then
P
x
{ t∫
0
∥∥V (Xs)∥∥ds < ∞
}
= 1. (19)
We can now prove two convergence results for A α,V that will turn out to be closely related to continuity properties
of the semigroup that corresponds to an operator of the form τ (α, V ) as in (2). To this end, a potential V will be called
nonnegative, V  0, if all eigenvalues of the matrix V (x) : Cd → Cd are nonnegative for a.e. x ∈ Rn . The following two
lemmas extend Lemma C.3 and Lemma C.5 in [3] to the matrix-valued setting:
Proposition 1.5. Let V be a potential with
0 V ∈K(Rn,Mat(Cd))
and let α ∈ Ω1(Rn,U (d)) be such that
max
i=1,...,n
j,k=1,...,d
∣∣∂iα ji,k∣∣ ∈K(Rn), maxi=1,...,n
j,k,l,m=1,...,d
∣∣α ji,lαki,m∣∣ ∈K(Rn), (20)
where the meaning of the indices in (20) is as in (1). Then one has
lim
t↘0 supx∈Rn
E
x[∥∥A α,Vt − 1∥∥]= 0. (21)
Remark 1.6. If d = 1, then the estimate |ez − 1| C |z|emax{Re(z),0} for all z ∈ C combined with (11) and V  0 directly imply
E
x[∣∣A α,Vt − 1∣∣] CEx
[∣∣∣∣∣i
n∑
j=1
t∫
0
α˜ j(Xs)dX
j
s + i2
t∫
0
div(α˜)(Xs)ds −
t∫
0
V (Xs)ds
∣∣∣∣∣
]
, (22)
so that in this case (21) follows immediately from the Itô isometry and the assumptions on (α, V ). Since one does not
have an explicit expression as (11) for A α,Vt (ω) for d > 1, we have to proceed differently for the general case: We will use
the differential equation (8) to rewrite A α,Vt (ω) − 1, and then use a uniform estimate for ‖A α,Vt (ω)‖ (which is proved in
Lemma A.2) in order to derive an estimate that is similar to (22).
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dA ij = (A dA)ij =
∑
k
A ik dA
k
j =
∑
k
A ik dA
k
j +
∑
c
1
2
d
[
A ik , A
k
j
]
, (23)
one has
A ij − δij =
∑
k
∫
A ik dA
k
j +
1
2
∑
k,l
∫
A il d
[
Alk, A
k
j
]
. (24)
Furthermore, by the Itô formula and [Xit , X jt ] = δi jt , [Xit , t] = 0 for all t > 0, one has
Aij =
∑
k
∫
αik, j(X)dX
k + 1
2
∫ ∑
k
∂kα
i
k, j(X)dt −
∫
V ij(X)dt (25)
and
[
Aij, A
k
l
]=∑
m
∫
αim, j(X)α
k
m,l(X)dt, (26)
so that we arrive at
A ij − δij =
∑
k,l
∫
A ikα
k
l, j(X)dX
l + 1
2
∑
k,l
∫
A ik ∂lα
k
l, j(X)dt
−
∑
k
∫
A ik V
k
j (X)dt +
1
2
∑
k,l,m
∫
A il α
l
m,k(X)α
k
m, j(X)dt. (27)
Let t > 0. In order to use the Itô isometry, we estimate the stochastic integrals by using Jensen’s inequality as follows,
E
x
[∣∣∣∣∣
t∫
0
(As)
i
kα
k
l, j(Xs)dX
l
s
∣∣∣∣∣
]2 12
 Ex
[∣∣∣∣∣
t∫
0
(As)
i
kα
k
l, j(Xs)dX
l
s
∣∣∣∣∣
2] 12
= Ex
[ t∫
0
∣∣(As)ikαkl, j(Xs)∣∣2 ds
] 1
2
. (28)
By Lemma A.2, there is a C = C(d) > 0 such that for all i,k = 1, . . . ,d and s 0∣∣(As)ik∣∣ C Px-a.s., (29)
so that
E
x[∣∣A ij − δij∣∣] C∑
k,l
E
x
[ t∫
0
∣∣αkl, j(Xs)∣∣2 ds
] 1
2
+ 1
2
C
∑
k,l
E
x
[ t∫
0
∣∣∂lαkl, j(Xs)∣∣ds
]
+ C
∑
k
E
x
[ t∫
0
∣∣V kj (Xs)∣∣ds
]
+ 1
2
C
∑
k,l,m
E
x
[ t∫
0
∣∣αlm,k(Xs)αkm, j(Xs)∣∣ds
]
(30)
and the proof is complete by (20). 
If one weakens the Kato assumption on V in the previous proposition to a local Kato assumption, one still has:
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0 V ∈Kloc
(
R
n,Mat
(
C
d))
and let α ∈ Ω1(Rn,U (d)). Then for any compact K ⊂ Rn one has
lim
t↘0 supx∈K
E
x[∥∥A α,Vt − 1∥∥]= 0. (31)
Proof. For any radius r > 0 let ζKr(0) be the ﬁrst exit time of X from the open ball Kr(0). For any t > 0 one has
sup
x∈K
E
x[((1− 1{t<ζKr (0)})+ 1{t<ζKr (0)})∥∥A α,Vt − 1∥∥]
 2 sup
x∈K
E
x[1− 1{t<ζKr (0)}] + sup
x∈K
E
x[1{t<ζKr (0)}∥∥A α,Vt − 1∥∥], (32)
where we have used Lemma A.2. Since Levy’s maximal inequality (as it is formulated in [16]) implies
sup
x∈K
E
x[1− 1{t<ζKr (0)}] → 0 as r → ∞ for any t > 0,
taking r → ∞ in (32) shows that it is suﬃcient to prove that for all r > 0 one has
sup
x∈Rn
E
x[1{t<ζKr (0)}∥∥A α,Vt − 1∥∥]→ 0 as t ↘ 0. (33)
To this end, we ﬁrst note that (26) shows
(
Bα,V
)i
j =
∑
k
∫
αik, j(X)dX
k −
∫
V ij(X)dt +
1
2
∑
k,l
∫
αil,k(X)α
k
l, j(X)dt. (34)
We ﬁx t > 0, r > 0 and let ψ ∈ C∞0 (Rn) be such that ψ = 1 in Kr(0). It follows from (34) that Bψα,ψVs = Bα,Vs in {t < ζKr (0)}
for all 0 s t . As a consequence, the expansion (6) for A α,V shows
E
x[1{t<ζKr (0)}∥∥A ψα,ψVt − 1∥∥]= Ex[1{t<ζKr (0)}∥∥A α,Vt − 1∥∥].
Since ψα and ψV satisfy the assumptions of Proposition 1.5, we have proved (33). 
We now come to the main results of this paper. If α ∈ Ω1(Rn,U (d)), then the partial differential operator
τ (α,0)Ψ = −1
2
Ψ − 1
2
n∑
j=1
α2jΨ −
1
2
n∑
j=1
(∂ jα j)Ψ −
n∑
j=1
α j∂ jΨ, (35)
deﬁned initially for all2 Ψ ∈ D(τ (α,0)) = C∞0 (Rn,Cd), is an essentially self-adjoint nonnegative [9] operator in the Hilbert
space L2(Rn,Cd) of (equivalence classes of) measurable functions f = ( f 1, . . . , f d) : Rn → Cd such that
‖ f ‖2L2(Rn,Cd) :=
∫
Rn
∥∥ f (x)∥∥2 dx< ∞
with scalar product
〈 f , g〉L2(Rn,Cd) =
∫
Rn
〈
f (x), g(x)
〉
dx,
where 〈•,•〉 denotes the Euclidean scalar product in Cd . We denote the quadratic form that corresponds to the closure
H(α,0) 0 of τ (α,0) with qα,0. One has
D(qα,0) =
{
f ∈ L2(Rn,Cd)
∣∣∣∣∣
(
n∑
j=1
‖∂ j f + α j f ‖2
) 1
2
∈ L2(Rn)
}
,
qα,0( f ) = 1
2
∫
Rn
n∑
j=1
∥∥∂ j f (x)+ α j f (x)∥∥2 dx, (36)
2 “D(•)” stands for domain of deﬁnition.
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a nonnegative potential with
V ∈Kloc
(
R
n,Mat
(
C
d))⊂ L1loc(Rn,Mat(Cd)),
then the KLMN-theorem (which we use in the sense of Theorem 10.3.19 in [12]) implies that the quadratic form given by
D(qα,V ) := D(qα,0)∩
{
f
∣∣∣ ∫
Rn
〈
V (x) f (x), f (x)
〉
dx< ∞
}
,
qα,V ( f ) := qα,0( f )+
∫
Rn
〈
V (x) f (x), f (x)
〉
dx
is densely deﬁned, closed and nonnegative, and thus uniquely corresponds to a self-adjoint nonnegative operator H(α, V )
in L2(Rn,Cd). Differential operators of this type arise in nonrelativistic quantum mechanics, when one wants to describe
the energy of Yang–Mills particles [10,4] (with internal symmetries that are modelled by a subgroup of U(k)), which live on
R
n under the inﬂuence of the “electrical” potential V .
Note that under the above assumptions on (α, V ), the expressions
E
x[A α,Vt f (Xt)], x ∈ Rn, t > 0,
are well deﬁned (this follows from Remark 1.4 and Lemma A.2). As our ﬁrst main result, we are going to prove the following
Feynman–Kac type formula, which will be our main tool in the following:
Theorem 1.8. Let α ∈ Ω1(Rn,U (d)) and let V be a potential with
0 V ∈Kloc
(
R
n,Mat
(
C
d)).
Then for any t > 0, f ∈ L2(Rn,Cd) and a.e. x ∈ Rn one has
e−tH(α,V ) f (x) = Ex[A α,Vt f (Xt)]. (37)
The proof of Theorem 1.8 will be given in Section 2.
As a ﬁrst application of Theorem 1.8, we are going to use Proposition 1.7 to prove the following theorem, which is our
second main result:
Theorem 1.9. Fix the assumptions of Theorem 1.8. Then e−tH(α,V ) f has a bounded continuous representative which is given by
R
n → Cd, x → Ex[A α,Vt f (Xt)].
In particular, any eigenfunction of H(α, V ) can be chosen bounded and continuous.
Remark 1.10. If n 3 and V ∈ L2loc(Rn,Mat(Cd)), then one has
D
(
H(α, V )
)⊂ H2loc(Rn,Cd), (38)
the local second order Sobolev space (this follows for example from Theorem 2.3 in [2]), which proves the continuity of
the eigenfunctions in this case. In this sense, the continuity result from Theorem 1.9 extends this continuity to higher
dimensions.
Proof of Theorem 1.9. For any function h : Rn → Cd let
Pα,Vt h(x) := Ex
[
A α,Vt h(Xt)
]
.
If f ∈ L2(Rn,Cd), then Pα,Vt f (x) is well deﬁned for all t > 0, x ∈ Rn . Due to Lemma A.2, the corresponding semigroup
domination∥∥Ex[A α,Vt f (Xt)]∥∥ Ex[∥∥ f (Xt)∥∥] for any x ∈ Rn, (39)
and the fact that E•[‖ f (Xt)‖] is bounded, we have that Pα,Vt f is bounded for all t > 0.
In order to prove the asserted continuity, one can use the boundedness of Pα,Vt f and the pointwise semigroup property
of (Pα,Vt )t0 (which follows easily from (13)), to see that we can assume that f is bounded. Let us also note that for any
p ∈ [1,∞] and t > 0,
P0,0t : Lp
(
R
n,Cd
)→ C(Rn,Cd).
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compact K ⊂ Rn one has
sup
x∈K
∥∥Ex[ f˜ (t − s, Xs)]−Ex[A α,Vt f (Xt)]∥∥→ 0 as s ↘ 0, (40)
since
f˜ : [0,∞)×Rn → Cd, f˜ (u, x) := Ex[A α,Vu f (Xu)]
is bounded in x. We set A := A α,V . Using the Markov property of the Brownian motion together with (13) shows that for
any x ∈ Rn ,
E
x[ f˜ (t − s, Xs)]−Ex[At f (Xt)]= Ex[A −1s At f (Xt)−At f (Xt)]. (41)
Noting that by Lemma A.1 one has∥∥A −1s At∥∥ 1 Px-a.s.,
we can estimate as follows,∥∥Ex[A −1s At f (Xt)−At f (Xt)]∥∥= ∥∥Ex[(1−As)A −1s At f (Xt)]∥∥ ‖ f ‖∞Ex[∥∥(1−As)∥∥].
Now (40) follows from Proposition 1.7. 
Our next aim will be to prove that e−tH(α,V ) has a jointly continuous integral kernel. To this end, we need the Brownian
bridge measure(s) Px,yt : Let
pt(x, y) = 1
(2πt)
n
2
e−
‖x−y‖2
2t
stand for the heat kernel of Rn . We ﬁx arbitrary t > 0, x, y ∈ Rn for the following considerations. Let Ωt := C([0, t],Rn), let
X (t) : [0, t] ×Ωt → Rn (42)
be the canonical process and denote the corresponding σ -algebra and ﬁltration with F (t) and (F (t)s )0st , respectively.
The measure Pxt stands for the Wiener measure on (Ωt ,F
(t)) which is concentrated on the paths ω : [0, t] → Rn with
ω(0) = x. Then the Brownian bridge measure Px,yt can be deﬁned as the unique probability measure on (Ωt ,F (t)) such
that
dPx,yt
dPxt
∣∣∣∣
F (t)s
= pt−s(X
(t)
s , y)
pt(x, y)
for any s < t. (43)
The process (42) is a well-deﬁned continuous semi-martingale under Px,yt , which is a Brownian bridge from x to y with
terminal time t , so that Px,yt is concentrated on the set of paths ω : [0, t] → Rn with ω(0) = x and ω(t) = y. It is well known
(see for example Corollary A.2 in [17]) that the family Px,yt disintegrates P
x
t in the sense that
P
x
t (A) =
∫
Rn
P
x,y
t (A)pt(x, y)dy for any A ∈ F (t), (44)
and that for any F ∈ L1(Py,xt ) one has the following time reversal property:∫
Ωt
F
(
ω(t − •))Px,yt (dω) =
∫
Ωt
F (ω)Py,xt (dω).
The local Kato class is compatible with the Brownian bridge measures in the following sense:
Remark 1.11. If V ∈Kloc(Rn,Mat(Cd)), then by Lemma C.8 in [3] one has
P
x,y
t
{ t∫
0
∥∥V (X (t)s )∥∥ds < ∞
}
= 1. (45)
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V ∈ Kloc(Rn,Mat(Cd)) be a potential. Remark 1.11 and the fact that (42) is a continuous semi-martingale under Px,yt
show that
Aα,V ,(t) : [0, t] ×Ωt → Mat
(
C
d),
Aα,V ,(t)s :=
n∑
j=1
s∫
0
α j
(
X (t)r
)
dX (t), jr −
s∫
0
V
(
X (t)r
)
dr
is also a continuous semi-martingale under Px,yt , so that the same is true for
Bα,V ,(t) : [0, t] ×Ωt → Mat
(
C
d), (46)
which is deﬁned in analogy to (5). If we furthermore set
A α,V ,(t)s := 1+
∞∑
l=1
∫
sl
dBα,V ,(t)s1 · · ·dBα,V ,(t)sl , (47)
where the convergence is Px,yt -a.s. uniformly in [0, t], we have that
A α,V ,(t) : [0, t] ×Ωt → Mat
(
C
d)
is uniquely determined as the solution of
A α,V ,(t)s = 1+
s∫
0
A α,V ,(t)r dA
α,V ,(t)
r (48)
under Px,yt . We will use the notation
−→∏
1 jn
M j := M1 · · ·Mn for M1, . . . ,Mn ∈ Mat
(
C
d).
One has the following Hermitian symmetry:
Lemma 1.12. Let α ∈ Ω1(Rn,U (d)), let V be a potential with
0 V ∈Kloc
(
R
n,Mat
(
C
d)),
and for any t > 0 let
e−tH(α,V )(•,•) : Rn ×Rn → Mat(Cd),
e−tH(α,V )(x, y) := 1
(2πt)
n
2
e−
‖x−y‖2
2t E
x,y
t
[
A α,V ,(t)t
]
. (49)
Then e−tH(α,V )(x, y) is well deﬁned for all t > 0, x, y ∈ Rn and one has
e−tH(α,V )(y, x) = e−tH(α,V )(x, y)∗. (50)
Remark 1.13. Let d = 1. Using that Px,yt is equivalent to Pxt on F (t)s for all 0 s < t , it follows (from taking s ↗ t and from
the fact that X (t) is a continuous semi-martingale under Px,yt ) that for all j,k = 1, . . . ,n one has[
X (t), j, X (t),k
]
s = δ jks Px,yt -a.s. for all 0 s t.
As a consequence, the Itô formula gives
A α,V ,(t)s = exp
(
i
n∑
j=1
s∫
0
α˜ j
(
X (t)r
)
dX (t), jr + i2
s∫
0
div(α˜)
(
X (t)r
)
dr −
s∫
0
V
(
X (t)r
)
dr
)
(51)
P
x,y
t -a.s. for all 0  s  t . In particular, (50) becomes a simple consequence of the time reversal property of the Brownian
bridge in this case. For the general case, we will use a result [6] by Emery, which states that A α,V ,(t) can be approximated
by stochastic product integrals.
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(2πt)
n
2
.
We set A (t) := A α,V ,(t) and B(t) := Bα,V ,(t) . The time reversal property of the Brownian bridge measure implies∫
Ωt
A (t)t (ω)P
y,x
t (dω) =
∫
Ωt
A (t)t
(
ω(t − •))Px,yt (dω),
so that it is suﬃcient to prove
A (t),∗t
(
ω(t − •))= A (t)t (ω) for Py,xt -a.e. ω ∈ Ωt . (52)
We can proceed as follows in order to prove the latter equality: For any partition
σ = {0 = t0 < t1 < t2 < · · · < tm = t}
of [0, t] we deﬁne
A (t),σt :=
(
1+ B(t)t0
) −→∏
1 jm
(
1+ B(t)t j − B(t)t j−1
)
. (53)
Analogously to (34) one has
(
B(t)
)i
j =
∑
l
∫
αil, j
(
X (t)
)
dX (t),l −
∫
V ij
(
X (t)
)
ds + 1
2
∑
k,l
∫
αil,k
(
X (t)
)
αkl, j
(
X (t)
)
ds. (54)
By [6, p. 256], the family of random variables (A (t),σt )σ converges in probability (with respect to P
y,x
t ) to A
(t)
t as |σ | → 0.
Now the key observation for proving (52) is the following: Since α∗j = −α j , j = 1, . . . ,n, and V = V ∗ , approximating the
integrals in (54) with Riemann-type sums as in (84) implies
B(t),∗s
(
ω(t − •))= B(t)t (ω) − B(t)t−s(ω) for Py,xt -a.e. ω ∈ Ωt, 0 s t. (55)
Now (52) follows from (55) and the adjoint version of formula (53). 
Being equipped with this result, we can use Proposition 1.7 to prove our third main result:
Theorem 1.14. Fix the assumptions of Theorem 1.8.
(a) The map e−tH(α,V )(•,•) represents an integral kernel of e−tH(α,V ) in the sense that for all f ∈ L2(Rn,Cd) and a.e. x ∈ Rn one has
e−tH(α,V ) f (x) =
∫
Rn
e−tH(α,V )(x, y) f (y)dy. (56)
(b) The map
(0,∞) ×Rn ×Rn → Mat(Cd), (t, x, y) → e−tH(α,V )(x, y)
is bounded in (x, y) and jointly continuous in (t, x, y).
(c) It holds that
trL2(Rn,Cd)
(
e−tH(α,V )
)= ∫
Rn
trMat(Cd)
(
e−tH(α,V )(x, x)
)
dx, (57)
as a number in [0,∞].
Proof. (a) Let
Πt : Ω → Ωt, Πt(ω) = ω|[0,t]
denote the canonical projection. Since X (t) is a continuous semi-martingale under Pxt (in fact, a Brownian motion starting
in x), the expansion for A α,V ,(t) converges with respect to Pxt and one has
A α,Vs = A α,V ,(t)s ◦Πt Px-a.s. for all 0 s t. (58)
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E
x[A α,Vt f (Xt)]= Ex[(A α,V ,(t)t f (X (t)t )) ◦Πt]
= Ext
[
A α,V ,(t)t f
(
X (t)t
)]
=
∫
Rn
pt(x, y)E
x,y
t
[
A α,V ,(t)t
]
f (y)dy.
(b) We set A (t) := A α,V ,(t) and A(t) := Aα,V ,(t) for any t > 0. The asserted boundedness has already been checked in
the proof of Lemma 1.12. For the continuity, let K ⊂ Rn be an arbitrary compact subset, and let τ1  τ2 be arbitrary positive
real numbers. In view of Lemma 1.12, one can go through the same steps as in the proof of Theorem 6.1 in [3] to see that
it is suﬃcient to prove that
lim
s↘0 supτ1tτ2
sup
x,y∈K
∥∥Ψ (t, s, x, y)∥∥= 0, (59)
and that for all 0< s < τ1,
lim
r↘0 supτ1tt˜τ2, |t−t˜|<r
sup
x,y∈K ,‖y− y˜‖<r
∥∥Φ(t, t˜, s, x, y, y˜)∥∥= 0, (60)
where
Ψ : [τ1, τ2] × (0, τ1)× K × K → Mat
(
C
d),
Ψ (t, s, x, y) := pt(x, y)Ex,yt
[
A (t)t −A (t)t−s
]
,
Φ : [τ1, τ2] × [τ1, τ2] × (0, τ1)× K × K × K → Mat
(
C
d),
Φ(t, t˜, s, x, y, y˜) := pt˜(x, y˜)Ex, y˜t˜
[
A (t˜)
(t−s)θ(t˜−t+s)
]− pt(x, y)Ex,yt [A (t)t−s],
and where θ : R → [0,∞) stands for the Heaviside function.
Proof of (59): One has∥∥Ψ (t, s, x, y)∥∥ pt(x, y)Ex,yt [∥∥A (t)t −A (t)t−s∥∥]
= pt(x, y)Ex,yt
[∥∥A (t)t−s(A (t),−1t−s A (t)t − 1)∥∥]
 pt(x, y)Ex,yt
[∥∥A (t),−1t−s A (t)t − 1∥∥], (61)
where we have used that∥∥A (t)t−s∥∥ 1 Px,yt -a.s.
by Lemma A.2. The time reversal property of the Brownian bridge measure shows
E
x,y
t
[∥∥A (t),−1t−s A (t)t − 1∥∥]=
∫
Ωt
∥∥A (t),−1t−s (ω(t − •))A (t)t (ω(t − •))− 1∥∥Py,xt (dω). (62)
Using the identity
A (t),−1t−s
(
ω(t − •))A (t)t (ω(t − •))= A (t),∗s (ω) for Py,xt -a.e. ω ∈ Ωt, (63)
which we are going to prove in a moment, and using (43) and (58) we arrive at∥∥Ψ (t, s, x, y)∥∥ pt(x, y)Ey,xt [∥∥A (t),∗s − 1∥∥]
= (2π(t − s))− n2 Ey[e− ‖y−Xs‖22(t−s) ∥∥A ∗s − 1∥∥]

(
2π(t − s))− n2 Ey[∥∥A ∗s − 1∥∥]. (64)
Now (59) is implied by Proposition 1.7.
It remains to prove (63): Note that if d = 1, then this formula follows directly from (51) and ez1+z2 = ez1ez2 . For the
general case, we will (analogously to the proof of Lemma 1.2) use the following trick: We will prove that for ﬁxed t , both
sides of (63) solve the same initial value problem with respect to s. To this end, ﬁx some arbitrary t > 0, x, y ∈ Rn , and let
the process
˜A (t) : [0, t] ×Ωt → Mat
(
C
d)
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˜A (t)s (ω) = 1+
( t−s∫
0
A (t)r dA
(t)
r
)(
ω(t − •)). (65)
As in (55) one sees
A(t),∗s
(
ω(t − •))= A(t)t (ω)− A(t)t−s(ω) for Py,xt -a.e. ω ∈ Ωt, (66)
so using the adjoint version of (66) and approximating the Stratonovic integral in (65) with Riemann sums as in (84) easily
implies the ﬁrst identity in( t−s∫
0
A (t) dA(t)
)(
ω(t − •))=
( t∫
s
˜A (t)r dA(t),∗r
)
(ω)
=
( t∫
0
˜A (t)r dA(t),∗r
)
(ω) −
( s∫
0
˜A (t)r dA(t),∗r
)
(ω).
Thus, ˜A (t) is uniquely determined as the solution of d ˜A (t)s = − ˜A (t)s dA(t),∗s with initial value ˜A (t)0 (ω) = A (t)t (ω(t − •)),
which shows
˜A (t)s (ω) = A (t)t
(
ω(t − •))A (t),∗,−1s (ω) for Py,xt -a.e. ω ∈ Ωt
and (63) is proved.
Proof of (60): In view of (60) let t  t˜ . Using (43) and (58) we have
Φ(t, t˜, s, x, y, y˜) = Ex[(2π)− n2 ((t˜ − t + s)− n2 e− ‖Xt−s− y˜‖22(t˜−t+s) − s− n2 e− ‖Xt−s−y‖22s )At−s], (67)
so that Jensen’s inequality gives
∥∥Φ(t, t˜, s, x, y, y˜)∥∥2  (2π)−nEx[((t˜ − t + s)− n2 e− ‖Xt−s− y˜‖22(t˜−t+s) − s− n2 e− ‖Xt−s−y‖22s )2]. (68)
Now the proof of Theorem 6.1 in [3] can be copied word by word.
(c) This formula follows directly from the continuity of the integral kernel and well-known algebraic arguments (see for
example the proof Proposition 12 in [18]). 
2. Proof of Theorem 1.8
Throughout the proof, we will use the unitarity A α,0,−1 = A α,0,∗ , which follows from Lemma A.2(a). For any potential
W : Rn → Mat(Cd) that satisﬁes (4) (with V replaced with W ) for all x ∈ Rn , we deﬁne the process
˜A α,W : [0,∞)×Ω → Mat(Cd)
as the path ordered exponential
˜A α,Wt = 1+
∞∑
l=1
∫
tl
−→∏
1 jl
(−A α,0t j W (Xt j )A α,0,−1t j )dt1 · · ·dtl.
Then ˜A α,W is nothing but the pathwise weak solution [5] of
d
dt
˜A α,Wt = − ˜A α,Wt A α,0t W (Xt)A α,0,−1t , ˜A α,W0 = 1, (69)
and the Stratonovic product rule implies the following formula for any x ∈ Rn ,
A α,Wt = ˜A α,Wt A α,0t Px-a.s. (70)
Furthermore, Gronwall’s lemma implies the following inequality for any x ∈ Rn ,∥∥ ˜A α,Wt ∥∥ e∫ t0 ‖W (Xs)‖ds Px-a.s. (71)
We ﬁx arbitrary t > 0 and f ∈ L2(Rn,Cd). The remaining proof can be divided into three steps, and it is modelled after the
proof of Theorem 1.3 in [7].
Step 1. Assume that V is a potential in Cb(Rn,Mat(Cd)), the space of continuous bounded functions Rn → Mat(Cd).
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Pα,Vt : L2
(
R
n,Cd
)→ L2(Rn,Cd), Pα,Vt h(x) := Ex[A α,Vt h(Xt)]
is a well-deﬁned bounded linear operator in L2(Rn,Cd). If ψ ∈ C∞0 (Rn,Cd), then a straightforward calculation, which uses
the Itô formula repeatedly, shows that for any x ∈ Rn , one has the following equality Px-a.s.,
A α,Vt ψ(Xt) = [a martingale which starts from 0] +ψ(x)
+
t∫
0
A α,Vs ψ(Xs)ds +
t∫
0
A α,Vs
n∑
j=1
(
∂ jα j(Xs)
)
ψ(Xs)ds
+ 2
t∫
0
A α,Vs
n∑
j=1
α j(Xs)∂ jψ(Xs)ds +
t∫
0
n∑
j=1
α2j (Xs)ψ(Xs)ds −
t∫
0
A α,Vs V (Xs)ds,
so that taking Ex[•] in this equation implies
Pα,Vt ψ(x) = ψ(x)−
t∫
0
Pα,Vs H(α, V )ψ(x)ds. (72)
This shows Pα,Vt ψ = e−tH(α,V )ψ so that the boundedness of Pα,Vt implies Pα,Vt f = e−tH(α,V ) f , the Feynman–Kac formula.
Step 2. Assume that V is a potential in L∞(Rn,Mat(Cd)).
Using Friedrichs molliﬁers as in [12, p. 280], one ﬁnds a sequence (Vm) ⊂ Cb(Rn,Mat(Cd)) of potentials with
Vm(x) → V (x) asm → ∞,
∥∥Vm(x)∥∥ C(d)‖V ‖∞ for a.e. x ∈ Rn. (73)
It follows from (73) and dominated convergence that for any ψ ∈ C∞0 (Rn,Cd),∥∥H(α, Vm)ψ − H(α, V )ψ∥∥L2(Rn,Cd) → 0 asm → ∞. (74)
As a consequence, Theorem VIII 25 and Theorem VIII 20 from [15] show that we may assume
e−tH(α,Vm) f (x) → e−tH(α,V ) f (x) asm → ∞ for a.e. x ∈ Rn. (75)
On the other hand, the decomposition (70) combined with Lemma A.1(b) implies
∥∥A α,Vmt −A α,Vt ∥∥ ∥∥ ˜A α,Vmt − ˜A α,Vt ∥∥ e2 ∫ t0 ‖Vm(Xs)‖ds+∫ t0 ‖V (Xs)‖ds
t∫
0
∥∥Vm(Xs)− V (Xs)∥∥ds,
so that by (73) and dominated convergence,
∥∥A α,Vmt f (Xt)−A α,Vt f (Xt)∥∥ ∥∥ f (Xt)∥∥e(2C(d)+1) ∫ t0 ‖V (Xs)‖ds
t∫
0
∥∥Vm(Xs)− V (Xs)∥∥ds → 0
asm → ∞, Px-a.s. for any x ∈ Rn. (76)
Furthermore, (71) and (73) imply3∥∥A α,Vmt f (Xt)∥∥ eC(d) ∫ t0 ‖V (Xs)‖ds∥∥ f (Xt)∥∥ eC(d)t‖V ‖∞∥∥ f (Xt)∥∥ ∈ L1(Px)
so that by (76) we may use dominated convergence to deduce
E
x[A α,Vmt f (Xt)]→ Ex[A α,Vt f (Xt)] asm → ∞ for any x ∈ Rn, (77)
and the Feynman–Kac formula for essentially bounded potentials follows from combining (75) with the result from step 1.
Step 3. Assume that V is potential with 0 V ∈Kloc(Rn,Mat(Cd)).
3 Note that Ex[‖ f (Xt )‖] = et‖ f (•)‖(x) < ∞.
722 B. Güneysu / J. Math. Anal. Appl. 380 (2011) 709–725Let U : Rn → U(d) be a measurable function with
V (x) = U∗(x)diag(v1(x), . . . , vd(x))U (x) for a.e. x ∈ Rn,
where v j : Rm → R. For any m ∈ N we deﬁne a potential Vm with 0 Vm ∈ L∞(Rn,Mat(Cd)) by setting
Vm(x) := U∗(x)diag
(
v(m)1 (x), . . . , v
(m)
d (x)
)
U (x),
where v(m)j (x) := min{v j(x),m}. Note that we again have (73) and that by monotone convergence of quadratic forms we may
also assume (75) (see [15, Theorem S.14 on p. 373]). On the other hand, (73) shows that one can use the same arguments
as in the proof of step 2 to deduce (76). Furthermore, since Vm  0, it follows from Lemma A.2(a) that∥∥A α,Vmt f (Xt)∥∥ ∥∥ f (Xt)∥∥ ∈ L1(Px),
so that we also have (77). Now the general Feynman–Kac formula follows from (75) and step 2.
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Appendix A
We prove two auxiliary results here.
The ﬁrst assertion gives estimates on the solutions of certain matrix-valued ordinary linear differential equations: Fix
t0  0 and let
F ∈ L1loc
([t0,∞),Mat(Cd)).
Then a standard use of the Banach ﬁxed point theorem shows that there is a unique weak (= absolutely continuous)
solution Y : [t0,∞) → Mat(Cd) of the ordinary initial value problem
d
ds
Y (s) = Y (s)F (s), Y (t0) = 1.
We will write 〈•,•〉 for the Euclidean inner product in Cd and ‖ • ‖ will stand for the induced norm on Cd and also for the
induced operator norm on Mat(Cd).
Lemma A.1. (a) Assume that F (s) is Hermitian and that there exists a real-valued function c ∈ L1loc[t0,∞) such that F (s) c(s) for
a.e. s t0 . Then∥∥Y (t)∥∥ e∫ tt0 c(r)dr for any t  t0.
(b) Let F1 , F2 ∈ L1loc([t0,∞),Mat(Cd)) and let
Y1, Y2 : [t0,∞) → Mat
(
C
d)
be the unique solutions of the ordinary initial value problems
d
ds
Y j(s) = Y j(s)F j(s), Y j(t0) = 1 for j = 1,2.
The following inequality holds for all t  t0 ,
∥∥Y1(t)− Y2(t)∥∥ e2 ∫ tt0 ‖F1(s)‖ds+∫ tt0 ‖F2(s)‖ds
t∫
t0
∥∥F1(s) − F2(s)∥∥ds.
Proof. The lemma is included in Proposition B.1 and Proposition B.2 of [7]. We give the short proof for the convenience of
the reader.
(a) Let e1, . . . , ek be the standard orthonormal basis of Cd . Since ‖Y ∗‖ = ‖Y‖, we can assume that
d
ds
Y (s) f j = F (s)Y (s) f j, Y (t0) = 1,
so
d
ds
∥∥Y (s) f j∥∥2 = 2〈F (s)(Y (s) f j), Y (s) f j 〉 2c(s)∥∥Y (s) f j∥∥2 for a.e. s t0, (78)
and the assertion follows from the Gronwall lemma.
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d
ds
Y−1j (s) = −F j(s)Y−1j (s).
Since
d
ds
(
Y−11 (s)Y2(s)
)= Y−11 (s)(F2(s) − F1(s))Y2(s) for a.e. s t0,
one obtains the following equality (after integration and multiplication with Y1(t)):
Y2(t) = Y1(t)+ Y1(t)
t∫
t0
Y−11 (s)
(
F2(s) − F1(s)
)
Y2(s)ds.
Thus,
∥∥Y1(t)− Y2(t)∥∥ ∥∥Y1(t)∥∥
t∫
t0
∥∥Y−11 (s)∥∥∥∥F2(s) − F1(s)∥∥∥∥Y2(s)∥∥ds. (79)
The claim follows from observing that∥∥Y j(s)∥∥ e∫ tt0 ‖F j(r)‖dr, ∥∥Y−1j (s)∥∥ e
∫ t
t0
‖F j(r)‖dr,
which follows from the Gronwall lemma. 
Of course, similar results hold if one replaces the time interval [t0,∞) with a ﬁnite time interval of the form [t0, t1].
For the second lemma, we use the notation of (6) and (8).
Lemma A.2. Let α ∈ Ω1(Rn,U (d)), let V be a potential with
0 V ∈Kloc
(
R
n,Mat
(
C
d)),
and let x, y ∈ Rn, t > 0, 0 s t. The following assertions hold:
(a) One has A α,0,∗t = A α,0,−1t and∥∥A α,Vt ∥∥ 1 Px-a.s. (80)
(b) It holds that∥∥A α,V ,−1s A α,Vt ∥∥ 1 Px-a.s.
(c) One has A α,0,(t),∗s = A α,0,(t),−1s and∥∥A α,V ,(t)s ∥∥ 1 Px,y-a.s.
Proof. Firstly, note that under these assumptions on (α, V ), the existence of
A α,V : [0,∞)×Ω → Mat(Cd)
as the solution of (8) with respect to Px , and of
A α,V ,(t) : [0, t] ×Ωt → Mat
(
C
d)
as the solution of (48) with respect to Px,yt has been established in Section 1. We shall prove (a) and (b). The proof of (c) is
similar to the proof of (a).
As we have already remarked in Section 1, A α,0 is invertible and A α,0,−1 is uniquely determined by
dA α,0,−1 = −(dAα,0)A α,0,−1, A α,0,−10 = 1.
Noting that Aα,0,∗ = −Aα,0 and that A α,0,∗ is uniquely determined by
dA α,0,∗ = (dAα,0,∗)A α,0,∗, A α,0,∗0 = 1,
it follows that A α,0 is unitary.
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˜A α,V : [0,∞)×Ω → Mat(Cd)
be the pathwise weak solution of
d
dt
˜A α,Vt = − ˜A α,Vt A α,0t V (Xt)A α,0,−1t , ˜A α,V0 = 1. (81)
It follows from Lemma A.1(a) that∥∥ ˜A α,Vt ∥∥ 1 Px-a.s.
Noting that the Stratonovic product rule implies
A α,Vt = ˜A α,Vt A α,0t Px-a.s., (82)
inequality (80) follows from the fact that A α,0 is unitary.
(b) With the notation of the proof of part (a) one has∥∥A α,V ,−1s A α,Vt ∥∥= ∥∥A α,0,−1s ˜A α,V ,−1s ˜A α,Vt A α,0t ∥∥ ∥∥ ˜A α,V ,−1s ˜A α,Vt ∥∥. (83)
Noting that for ﬁxed s, the process ˜A α,V ,−1s ˜A α,V• is the unique solution of
d
dt
( ˜A α,V ,−1s ˜A α,Vt )= −( ˜A α,V ,−1s ˜A α,Vt )A α,0t V (Xt)A α,0,−1t ,
˜A α,V ,−1s ˜A α,Vt
∣∣
t=s= 1,
the assertion follows from Lemma A.1. 
Appendix B
For the sake of completeness, we recall the Riemann sum approximation of Stratonovic integrals: Let
B,C : [0,∞) ×Ω → R
be continuous semi-martingales with respect to some ﬁltered probability space (Ω,F ,F∗,P) which satisﬁes the usual
hypothesis. If 0 t0  t1 < ∞, then the Stratonovic integral over the time interval [t0, t1] of B with respect to the integrator
C can be approximated as follows:
t1∫
t0
B(s)dC(s) = l.i.p.
n→∞
n∑
j=1
1
2
{
B
(
t0 + ( j − 1)(t1 − t0)
n
)
+ B
(
t0 + j(t1 − t0)
n
)}
×
{
C
(
t0 + ( j − 1)(t1 − t0)
n
)
− C
(
t0 + j(t1 − t0)
n
)}
. (84)
Here, l.i.p. stands for the limit in probability with respect to P. In particular, there is a subsequence which converges P-a.s.
With obvious adaptions, these considerations carry over to continuous semi-martingales
B,C : [0, T ] ×Ω → R
which are deﬁned on a ﬁltered probability space of the form(
Ω,F , (Ft)0tT ,P
)
with some 0< T < ∞. A proof of these well-known facts can be found in [11].
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