Recently, deep learning has been widely studied to recognize ground objects with satellite imageries. However, finding ground truths especially for developing and rural areas is quite hard and manually labeling a large set of training data is costly. In this work, we propose an ongoing research named DeepVGI which aims at deeply learning from satellite imageries with the supervision of Volunteered Geographic Information (VGI). VGI data from OpenStreetMap (OSM) and a crowdsourcing mobile application named MapSwipe which allows volunteers to label images with buildings or roads for humanitarian aids are utilized. Meanwhile, an active learning framework with deep neural networks is developed by incorporating both VGI data with more complete supervision knowledge. Our experiments show that Deep-VGI can achieve high building detection performance for humanitarian mapping in rural African areas.
INTRODUCTION
Recently, machine learning especially deep learning algorithms like Convolutional Neural Networks (CNNs) are widely applied in satellite image classification for building detection, scene understanding, etc. However, such learning methods usually rely on a large set of labeled samples for supervision and semi-supervision. Finding training samples or manually labeling images for a specific domain like humanitarian mapping is costly.
With the development of World Wide Web and crowdsourcing, Volunteered Geographic Information (VGI) which is a special case of the larger Web phenomenon known as user-generated content starts to harvest big geographic data provided voluntarily by individuals [1] . VGI platforms like OpenStreetMap (OSM) provide a way for free labels for satellite image classification. Mnih et al. [2] proposed to extract vector data from OSM for supervised learning with deep networks. The study defined missing error (i.e., cases when an object that appears in an satellite image does not appear in the map) and registration error (i.e., cases when the location of an object in the map is inaccurate) of the c map labels and developed two loss functions for training to reduce the negative effect of such noise.
In humanitarian mapping where prediction targets are often located in rural or undeveloped areas (e.g., cottage in Africa) and not labeled on OSM (cf. (3) in Figure 1 ), the missing error becomes so large that only a part of the domain's supervision knowledge is covered by OSM. In this work, we propose an ongoing study named DeepVGI which aims at deeply learning from VGI and satellite images for humanitarian mapping. It incorporates free satellite image labels from both OSM and MapSwipe (cf. (1) in Figure 1 ) with an active deep learning framework based on deep neural networks and a cost sensitive active sampling strategy which enriches the supervision knowledge for the domain of building detection. 
PROBLEM AND FRAMEWORK
In MapSwipe, the humanitarian mapping task is to judge whether a size-fixed satellite image (256*256) has target objects (e.g., building). With DeepVGI, this task is implemented by first sliding a window (e.g., 32*32) over an image and then classifying the image tiles generated by the sliding window. Therefore, the technical problem of DeepVGI includes (1) predicting the label y of each small tile x and (2) deciding the label l of a MapSwipe image s.
The workflow of DeepVGI which includes four steps is shown in Figure 2 . The first step (S1) trains a multilayer artificial neural network (ANN-S1) with (1) positive tiles (x, y+) whose centers are determined by the geographic locations of the buildings on OSM and (2) negative tiles (x, y−) that are extracted from empty MapSwipe images. The second step (S2) includes an active sampling strategy which (1) slides a window over each training MapSwipe image (2) predicts the label of each tile using ANN-S1 with a probability threshold α and determines whether the image has any buildings, (3) divides the training images into MapSwipeconsistent (s C ) and MapSwipe-inconsistent (s I ) by comparing the predicted label with the MapSwipe volunteers' label. The third step (S3) manually labels a limited number of positive tiles (x I , y+) randomly selected from the above MapSwipe-inconsistent images with type II error. The fouth step (S4) integrates the new training tiles in S3 with the old training tiles in S1 and re-trains a multilayer artificial neural network (ANN-S4).
In the above workflow of DeepVGI, we call the procedure of resampling as VGI-based active learning strategy, where the MapSwiple volunteers' labels are used to guide the selection of candidate images for manual labeling. The positive supervision knowledge from OSM are compared against those from MapSwipe. Those training MapSwipe images whose supervision knowledge are consistent with OSM are denoted as s C , while those that are inconsistent are denoted as s I where new positive tiles are sampled to bridge the supervision knowledge gap between OSM labels and the whole humanitarian mapping domain. We can find that the VGI-based strategy achieves the best performance with 10 actively sampled tiles, and outperforms the uncertainty-based strategy in most cases. To further improve the accuracy, we will on one hand adopt much more training data for higher generalization performance with a scalable implementation on the Spark cluster. On the other hand, refined OSM supervision knowledge (e.g. building contour) as well as other VGI will be utilized with a more carefully designed object function. By the way, we will also implement the deep learning algorithm in [2] to extend the evaluation.
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