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Abstract  Wheel  alignment,  consisting  of  properly 
checking  the wheel  characteristic  angles  against  vehicle 
manufacturersʹ  specifications,  is  a  crucial  task  in  the 
automotive field since it prevents irregular tyre wear and 
affects  vehicle  handling  and  safety.  In  recent  years, 
systems  based  on  Machine  Vision  have  been  widely 
studied  in  order  to  automatically  detect  wheels’ 
characteristic angles. In order to overcome the limitations 
of  existing  methodologies,  due  to  measurement 
equipment  being mounted  onto  the wheels,  the present 
work deals with design and assessment of a 3D machine 
vision‐based system  for  the contactless  reconstruction of 
vehicle  wheel  geometry,  with  particular  reference  to 
characteristic planes. Such planes, properly referred to as 
a  global  coordinate  system,  are  used  for  determining 
wheel angles. The effectiveness of  the proposed method 
was  tested  against  a  set  of  measurements  carried  out 
using  a  commercial  3D  scanner;  the  absolute  average 
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1. Introduction 
In  the  automotive  industry,  vehicle  quality  and  safety 
require  the  measurement  and  adjustment  of  wheel 
alignment  settings,  both  during  manufacture  and 
afterwards, during the life of the vehicle [1].  
 
It  is  commonly  known  [2]  that  motor  vehicle  wheel 
alignment  consists  of  correctly  checking  the  wheel 
characteristic  angles  against  vehicle  manufacturersʹ 
specifications.  Incorrect  alignment  may  result  in  rapid 
and  irregular  tyre  wear,  and  can  dramatically  affect 
vehicle handling and safety. 
 
The  two most  important wheel  angles,  to be  set during 
wheel  alignment,  are  the  toe  and  camber  angles  of  the 
front wheels (see Figure 1).  
 
Toe  is defined as  the symmetric angle  that wheel makes 
with  the  longitudinal  axis  of  the  vehicle  observing  the 
vehicle from above (or below) [3]. When a pair of wheels 
is  set  so  that  their  leading  edges  are  pointed  slightly 
towards each other, the wheel pair is said to have toe‐in; 
in other words the two planes tangent to the tyre sidewall 
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(referred to as “wheel planes” from now on) cross in front 
of  the  considered  axle  with  respect  to  the  driving 
direction.  If  the  leading  edges  point  away  from  each 





Camber  is defined as  the angle between  the vertical axis 
of  the wheels  used  for  steering  (i.e.,  the  imaginary  line 




has negative camber;  if  it  leans away from the car,  it has 
positive  camber.  The  cornering  force  that  a  tyre  can 




In  the  last  few  decades,  the  wheel  alignment  field 
experienced  a  tremendous  surge  of  interest,  as 
demonstrated  by  technical  literature.  In  particular,  the 
state  of  the  art  moved  from  mechanical  and  electro‐
mechanical  measurement  devices,  often  referred  as 
“direct measurement methods”,  to  2D  and  3D machine 
vision‐based systems.   
 
The  earlier  direct  measurement  methods  used  to  be 
unwieldy,  time‐consuming,  labour‐intensive  and  often 
less  accurate  than  desired.  Dealing  with  more  recent 
approaches, a number of machine vision‐based  systems, 
often  referred  to  as  non‐contact  methods  [5],  are 
marketed  by  companies  producing  wheel  alignment 




targets,  provided  with  structured  markers,  to  be 
manually attached on wheel rims; an appositely devised 
acquisition  system  is  then  either  placed  frontally  to  the 
vehicle  or  placed  in  a  relative  lateral  position  to  the 
vehicle.  In  the  first  case  [6‐9]  the  structured  targets  are 
usually  applied  to  wheels  and  are  provided  with  a 
suitable  inclination with  respect  to  the wheel plane. The 
main drawbacks of these systems are: 
 the  need  to  position  the  equipment  by  attaching  it 
onto  the wheel, which  often  results  in  a  non‐trivial 
procedure  and which  can  expose  the  equipment  to 
damages from incidental drops, etc.  
 the  increase  in  measurement  time  caused  by 
mounting 
 the mounting stability:  the  targets must be mounted 
on  the  wheel  with  extremely  stable  connections  to 
prevent  generation  of  measurement  errors  during 
movements  and  rotations of  the wheel occurring  in 
the normal measure operations. 
 





be  applied  if  pre‐marked  rims  or  tyres  are  used. 
Alternatively,  the  technician  performing  the 
measurement/adjustment  can  apply  the  structured 




Other works  [11,  12] proposed  solutions  based  on  laser 
devices projecting  features  to be  identified on  the wheel 
in order to perform the measurements.  
 
These  systems,  however,  are  characterized  by 
considerable  constructional  complexity  and  low 
flexibility,  which  is  a  primary  issue  when  considering 
variability in vehicle and wheel dimensions. 
 
In  order  to  partially  overcome  the  drawbacks  of  prior 
methods,  the main aim of  the present paper  is  to design 
and  assess  a  novel  Machine  Vision‐based  system  for 
contactless  measurement  of  vehicles’  wheel  alignment. 
The proposed  system  is able  to provide  toe and  camber 
angles  without  requiring  highly  precise  application  of 




markers,  attached  to  the  tyre  sidewall  so  to describe  an 
approximate circumference coaxial to the wheel axis. The 
3D  position  of  the markers  is  then  related  to  the  plane 
where  the  wheel  lies  by  using  image  processing  and 
stereoscopic triangulation‐based algorithms.  
 
The  paper  is  structured  as  follows.  In  Section  2  the 
imaging  acquisition  hardware  is described.  In  Section  3 
the  procedure  for  carrying  out  intrinsic  and  extrinsic 
calibration of  acquisition devices  is briefly  summarized. 
In  Section  4  the  algorithms  for determining  2D  and  3D 
marker  positions  and  wheel  planes  are  illustrated.  In 





both  front  and  rear  axles  of  a  vehicle,  a  proper  image 
acquisition system has been devised.  
 
As  depicted  in  Figure  2,  the  system  comprises  four 
columns  (one  for  each  wheel)  each  one  equipped  with 
two  commercial  QXGA  resolution  ½  inches  CMOS 
cameras, surrounded by an LED ring working in the NIR 
range  (800nm).  The  two  cameras  (for  each  column)  are 
placed in the upper and lower parts of the column so that 
their  optical  axes  form  an  angle  of  approximately  20°. 




lens,  possibly  affected  by  large  distortion.  As  is  well 







an  NIR  pass  band  filter  in  the  range  700‐900nm.  As  a 
consequence,  the  visible  light  is  removed  from  the 
acquired  images. The columns are placed  laterally to the 
car  lift at a distance of approximately 0.8m, so  that each 
pair  of  cameras  acquires  a  1335  x  1000mm  scene, 
containing a single wheel; in this configuration the spatial 
resolution  results  are  equal  to  0.65mm/pixel. A  number 
(at  least  six) of  circular  (non‐structured) NIR  responsive 
markers (diameter 20mm) need to be manually placed on 
the  tyre  sidewall  so  that  1)  the  locus  of  marker  centre 
points  defines,  approximately,  a  circumference  coaxial 
with  the wheel  (practical  tests have  shown  that up  to  a 
5mm  distance  from  the  ideal  circumference  can  be 
tolerated)  and  2)  the markers  are  approximately  evenly 
spaced. This may be practically performed by adhesively 
placing  the  markers  using,  as  a  reference,  one  of  the 
circular outlines, which can always be  found on  the  tyre 
sidewall (see Figure 3). It must be noted that the tyres are 
required  to be  reasonably  cleaned  in order  to  avoid  the 
markers  detachment  due  to  excessive  dirt.  Generally 
speaking,  the  use  of  such  markers  is  preferable  with 








The  car  lift  is  provided  with  four  L‐shaped  targets 
(placed  in proximity  to  the position of  the  four wheels 
when the car is on the lift) provided with a unique NIR 
responsive  marker  (whose  “negative”  consists  of  a 
number  of  squares).  Such  targets, meant  to work  as  a 
reference  system  for  the  evaluation  of  toe  and  camber 
angles, need to be placed with high precision as further 
explained in the next section. In the present work, the L‐
shaped  targets  are  characterized  by  a  shorter  vertical 
arm  (with  respect  to  the  horizontal  one)  in  order  to 
avoid  possible  overlapping  of  the  wheel  in  acquired 
images.   The described  architecture may  be  used with 
all  types  of  vehicle  lifts,  including  scissors, 
parallelogram  and  two  and  four‐post  lifts  to  the 
condition  that  sufficient  room  for placing  the L‐shaped 
targets is available.  
3. System calibration 
The  central  issue  in  the  set‐up  of  the proposed  stereo‐
vision  system  is  two‐fold:  1)  determining  the  single 
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2)  determine  the  relative  position  of  all  the  pairs  of 
cameras  with  respect  to  a  global  coordinate  system 
(VCS). 
3.1 Mono and stereo camera calibration 
Each of the cameras  jiC (where  i 1...4 is the index of the 
acquisition  columns  and  j 1,2   is  the  index  of  the 
cameras  of  each  column)  is  intrinsically  calibrated, 
independently, in order compute the focal distance and to 
take  into  account  non‐idealities  such  as  lens  distortion. 
Although a number of different calibration methods and 
models have been investigated by the authors [13], in the 
present  work  this  procedure  is  performed  according  to 
the widely known approach described in [14, 15], since it 
proved to be the most effective in properly calibrating the 
system.  The  results  of  camera  calibration  consist  of 
determining the following parameters: 
 
– Camera  Matrixes  1iKK and  2iKK defined,  for  the 
generic jth camera.  
– Focal distances  (a unique  value  in mm)  juf and  jvf  
expressed  in  units  of  horizontal  and  vertical  pixels 
for the generic jth camera. 




y) for the generic jth camera  juk  and  jvk .  
 
Obviously,  calibration  procedure  is  affected  by 
uncertainties  on  the  assessment  of  such  parameters.  In 
order  to  reduce  possible  calibration  errors,  we  used  a 




– maximum  error  in  dimension  of  the  single  checker 
equal to 0. 1mm; 
– maximum  error  in  absolute  position  of  a  single 
checker on the pattern equal to 0. 1mm. 
 
Once  all  the  single  cameras  are  calibrated,  a  stereo 
calibration can be carried out. As is well known, the goal 
of a stereo calibration routine (once each single camera is 





– Rotation  Matrixes  12iR   between  the  reference 
systems of the cameras making up each stereo couple 
(camera 1 and camera 2 of the ith column). 






System  (VCS),  a  frame  of  reference  usually  adopted  by 
manufacturers  to specify  the alignment parameters. This 
is  possible  if  the  position  of  each  L‐shaped  target  is 
known  with  respect  to  the  others,  i.e.,  a  properly  Lift 






First,  the  reference  systems  of  each  L‐shaped  target  
( i i i iO X YZ ) need to be defined. In the exemplificative case 




1Y   is  defined  by  the  line  passing  through  1O   and  the 
centroids of all the vertically aligned quadrilaterals, while 




One  of  the  L‐shaped  targets  has  to  be  selected  for 
conventionally  setting  the VCS. From now on,  the  front 
left target reference system is selected as VCS.  
 
Referring  to column 1,  the camera  11C   is able  to acquire 
the reference target in its field of view so that a number of 
feature  points  belonging  to  it  can  be  retrieved.  The 
knowledge of such points, as explained below, allows the 
reference system’s evaluation with respect to the camera. 
In  acquiring  the  necessary  images  to  identify  the  L‐
shaped  target,  though  the  cameras  are  equipped  with 
NIR pass band  filter  and  the marker  is NIR  responsive, 
the  (non‐uniform)  environmental  light  may  be 
responsible  for  undesired  background  noise.  Moreover, 
noise can occur  in acquired  images due  to possible LED 




with  LED  off  (see  Figure  5a)  so  that  only  background 
noise  and  reflections  due  to  environmental  light  are 
visible in the image. Another image is then acquired with 
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LED  on  (see  Figure  5b).  Accordingly  the  entire  scene 
objects (background, reflections and markers) reflected in 
the  NIR  range  are  visible.  Finally,  an  image  11I   is 
evaluated  as  the difference between  the  image  acquired 
with LED on and  the one with LED off  (Figure 5c). This 
allows  an  image where  both  the  background  noise  and 
the reflections due to environmental light are removed to 
be obtained. Unfortunately, when the LED ring is turned 
on,  reflections  in  the  NIR  range  may  still  occur  in  the 
image. As a consequence further processing is required. 
 
The  image  11I   is processed by global thresholding using 
the Otzu method [16], thus obtaining a binary image  11B  
where  the marker,  the  reflections and  the possible noise 
are described by white pixels, while both the background 














by  image  11B   by  simply  discarding  all  labelled  objects 
whose 0th moment is lower than the maximum one.  
 
The  resulting  image  11B   is  inverted so  that  the negative 
image  11B   represents  the  projected  quadrilaterals  using 
white pixels (while the background is black).  
 
Image  11B   is  also  processed  as  described  in  Step  3; 
moreover the 1th moments of the labelled components are 
evaluated,  so  that  the  nine  centroids  of  each  projected 
quadrilateral  are  detected.  Note  that,  due  to  the  actual 
positioning  of  the  vision  system  and  the  dimensions  of 
the  target,  the  well‐known  difference  between  the 
projection  of  the  centroid  and  the  centroid  of  the 
projection, which  is  induced  by  perspective  distortions, 
can be neglected. 
 
Since  the nine physical centroids  lie on plane  1 1X Y   (and 
their  position  in  such  a  plane  is  known),  planar 
homograpy  [18]  can  be  computed  between  the 
corresponding  points  in  such  a  plane  and  in  the  image 
one. The homograpy allows  the 3D position of  the nine 
centroids to be determined, thus including the origin  1O . 
Such  centroids  are  used  for  computing  the  least  square 
best  fitting  plane.  The  centroids  themselves  are  then 
projected onto  such a plane  so as  to define  the axes  1X  
and  1Y  as  follows.  1X   is assumed  to be  the best  fitting 
line computed for all the horizontal points (including  1O
), while  1Y  is defined as the best fitting line computed for 
vertical ones. The knowledge of  1O ,  1X  and  1Y  allows 
the axis  1 1 1Z X Y   to be determined so that the whole 
VCS  is  now  known.  Once  the  VCS  is  known  with 
reference  to  the  camera 11C ,  it  is  possible  to  (reversely) 
refer camera  11C  to it.  
 
The  same  procedure  described  above  for  camera  11C  
(Steps  1‐7)  can  be  reiterated  for  cameras 12C ,  13C and 
1
4C .  As  a  result,  the  reference  systems  defined  by  the 




Finally,  it  is possible  to determine  the position of all  the 
eight  cameras with  respect  to  the VCS  by  knowing  the 
relative position  (translation vector  and  rotation matrix) 
of the four targets attached to the car lift. Although such 
roto‐translations  are  measurable  with  a  sufficient 
accuracy  using,  for  instance,  3D  Scanners  or  other  3D 
measurement  devices,  in  the  present  work  some 
convenient  technical  solutions  have  been  adopted  in 
order to simplify this task. First, the L‐shaped targets are 
attached  to  the  car  lift  using  inclinometers  so  that  the 
i iX Z   planes  are  practically  parallel  to  the  ground 
(orientation  error  lower  than  0.005°).  In  order  to  fix  the 
remaining  rotation and  the  three  translations among  the 
four  reference  systems,  suitable  mounting  equipment 
(whose description lies outside the aim of this work) has 
been  devised  and  used.  The  actual  obtained  target 
positioning has been, successively, validated by means of 
3D  scanning.  Using  such  equipment  it  is  possible  to 
practically  align  1X   and  2X   with  3X   and  4X , 
respectively and  1Z , 2Z  with  3Z , 4Z , while  13X , 24X , 
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with  sufficient  accuracy  in  order  to  guarantee 
measurement results are good enough. The final result of 
this  calibration procedure  is  the  complete knowledge of 
the position of any camera with respect to  the LCS. This 
allows  the  acquisition  columns  to be moved  as desired, 
within certain practical limits, without having to measure 
their movements and/or rotations with other methods. In 
fact,  the  aforesaid  procedure  allows  automatic 




In order  to determine  toe and camber angles of  the  four 
wheels,  the  evaluation  of  wheel  planes  is  essential.  As 
detailed  in  the  rest  of  this  section,  such  planes  are 
determined  by  combining  image  processing  based 
algorithms  together with  stereo  triangulation  (Figure  7). 
First, noise  (background  and  reflections possibly due  to 
chromed, polished  and  glossily painted  surfaces)  in  the 
wheel  images  is  partially  removed.  Then,  the 
correspondence  between  2D  marker  centroids  in  the 
images  from  camera  1  and  camera  2  of  each  column  is 
univocally determined using  the procedure described  in 







wheels  can  be processed. As  already  stated,  each pair  of 
cameras  is able  to acquire a single wheel. For  the sake of 
clarity,  the  procedure  described  below  is  referred  to  as 
single column (images acquired by cameras  11C and  21C ); 
obviously,  the  images  from  the  remaining  three  columns 
are processed analogously.  
Similarly  to  the  acquisition  of  L‐shaped  targets,  two 




Images  11J  and  21J are subsequently  thresholded so  that 
only the NIR responsive markers, plus possible areas due 
to  reflections,  are  visible  in  the  resulting  images.  By 
applying  component  labelling  and  by  evaluating  region 
moments,  it  is possible  to obtain  for each  image a set of 





Among  them, only  jm n connected  components  (“c.c.” 
from  now  on)  represent,  for  each  image,  the  NIR 
responsive markers  (where m  is  the number of markers 
attached  to  the  wheel).  Therefore,  a  procedure  for 
removing  the  remaining  jm n c.c.  (representing 
reflections)  has  to  be defined.  Since markers  are  round, 
due  to  perspective,  they  are  represented  in  acquired 
images  by  ellipses.  Depending  upon  the  camera(s) 
relative position with  respect  to  the wheel,  such ellipses 
may be characterized by different area values even if the 
actual  area  is  the  same  for  all  markers.  Moreover, 
reflections  also  may  result  in  (approximately)  elliptic 
zones  whose  areas  may  be  comparable  with  the  ones 
characterizing  the markers. As  a  consequence, detection 




1. A threshold area value  tA  is evaluated as the actual 
area of a marker  aA  and normalized with respect to 
the spatial resolution. In this work, since the marker 
diameter  is  20mm,  2aA 314mm   and 
2
tA 743.5pixel .  All  the  c.c.  whose  area  jbA   is 
lower or greater  than  t0.5A   and  t1.5A respectively, 
are discarded. Due to perspective and wheel rotation 
the  markers  may  appear  as  ellipses  whose  area  is 
considerably  different  from  the  ideal  one.  As 
demonstrated  by  experimental  tests,  the  range  [
t t0.5A 1.5A ] assures a good c.c. discrimination  for 
all the possible wheel rotations of practical interest in 
wheel alignment. 
2. 2nd  moments  of  c.c.  are  computed  so  that  the 
principal  axes  are  also  computed.  The  ratio  j  
between  the major and minor axes  is evaluated and 
all  the  c.c.  for  which  j 0.5  and  j 1.5    are 
discarded.  The  result  of  steps  1‐2  is  still  a  set  of 
jn m  connected components.  
3. Unfortunately,  although  j jn n ,  the  procedure 
described above does not always allow  the  removal 
of  all  possible  reflections  in  acquired  images.  The 
remaining  reflection  induced  c.c.  (r.i.c.c.)  can  be 
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removed  by  means  of  additional  processing,  as 
described in Section 4.2. 
4.2 Correspondences evaluation and triangulation  
In  order  to  properly  detect  correspondences  between  c.c. 
acquired by  each  camera of  a given  stereo  couple  (and  to 
discard  the  remaining  r.i.c.c.)  epipolar  geometry  is  used. 
With reference to column 1, epipolar lines are computed for 
the  1n centroids detected in image  11J according to [19]. As is 
well  known,  such  lines  should  pass  perfectly  through  the 
centroids of  the  corresponding points  in  image plane  21J . 
Actually, due  to  both  numerical  and  (possible)  calibration 




pair  of  marker  centroids  in  images  1  and  2  defining  the 




equal  to 20 pixels)  is created;  then,  the  following scenarios 
are possible (see Figure 8): 
 
– The  epipolar  line  originated  from  a  marker 
centroid  in  image  11J   passes  near  one  marker 
centroid (i.e., S is composed by only one marker 
centroid);  as  a  consequence,  such  a point  is  the 
only  one  univocally  satisfying  the  epipolar 
constraint  (see  for  instance epipolar  lines  e1,  e2, 
e4, e5, e6, e7 and e8 in Figure 8) and the point to 
point correspondence is determined.  
– The  epipolar  line  originated  from  a  marker 
centroid  in  image  11J passes near  two  (or more) 
marker centroids  (i.e., S  is composed by  two or 
more marker  centroids);  in  this  case, one of  the 
points  composing  the  set  S  is  surely  the 
correspondent one.  
– The  epipolar  line  originated  from  a  marker 
centroid  in  image  11J passes near one  (or more) 
marker centroid(s) and one (or more) r.i.c.c. 
– The  epipolar  line  originated  from  an  r.i.c.c.  in 
image  11J passes  near  two  (or  more)  marker 




image  11J ; (b) corresponding epipolar lines on image  21J  




– The epipolar  line originated from an r.i.c.c.  in  image 
1
1J passes  near  two  (or  more)  r.i.c.c.  This  is  a  very 





For  all  the  described  scenarios  the  discrimination  of 




1. All  the centroids  (marker and/or  r.i.c.c.) detected by 
the generic epipolar  line are stored and used  for 3D 
triangulation  according  to  [20].    The  triangulation 
result consists of a set of  h  3D points  (with  jh n ) 
usually composed by a number of points greater that 
m ;  among  them only  m points  represents markers 
and are appropriate for evaluating wheel plane.  
2. For the set containing  h  elements, the number of its 


















by  similar  normal  vectors  values.  For  instance,  in 
Figure  9  the  marker  centroids  lie  on  a  number  of 
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the  pairs  of  normal  vectors  for  the h ʹ planes  is 
evaluated.  The  m ʹ   planes  are  the  ones  whose  dot 
product is nearly equal to one. Consequently, all the 
pairs  of  planes  whose  absolute  value  of  the  dot 
product  results  is  greater  than  0.95  may  be 
considered  a  reliable  guess  of  the  wheel  plane.  In 
fact,  this procedure allows  the user  to get  rid of  the 
possibly  remaining  reflections  spots  from  the  pre‐
processing described in Section 4.1.  
4. Finally,  the  wheel  plane  is  evaluated  as  the  least 
square‐fitting  plane  approximating  the  points  that 
define  the  m ʹ   planes.  Approximation  to  the 
minimum  squares  is  used  to  reduce  the  effect  of 
possible  errors  related  to  marker  misplacement. 
Using an appropriate number of points  (at  least six) 
it has been demonstrated by experimental  tests  that 








The  procedure  described  in  Section  4  allows  the 
determination of  the  equation of  the  four wheel planes, 
each one  referred  to  the  1iC of  the  respective acquisition 
column. Since the positions of all the cameras are known 
in the VCS, it is forthright to refer all the wheel planes to 
the  global  coordinate  system.  In  detail,  toe  angle  is 
provided by: 
   i z 180arcsin v v                            (1) 
Where  iv  is the normal vector for the ith wheel and  zv is 
the normal vector of the plane  1 1X Y . 
 
Analogously, the camber is defined as follows: 
   i y 180arcsin v v                            (2) 
Where  yv is the normal vector of the plane  1 1X Z .  
The toe angles defined  in Eq. 1, do not take  into account 
possible misalignments of  the car with respect  to  the car 
lift.   In order  to compensate for  this effect, an additional 
step  is  required.  Since  the  wheel  marker  centroids 
approximately  define  a  circumference  in  the  3D  space 
(coaxial  to  the wheel  axis)  it  is  possible  to  evaluate  the 
wheel  centre coordinates with  respect  to  the VCS as  the 
centre  of  the  3D  best  fitting  circumference.  Once  the  4 
wheel centre coordinates are known, the lines connecting 
the four centres define a quadrilateral as shown in Figure 
10.  The  thrust  axis  deviation,  i.e.,  the  axis  defining  the 
misalignment  of  the  vehicle,  is  evaluated  as  the  line 
joining  the  midpoints  of  the  front  and  rear  part  of  the 
quadrilateral.  Finally, the angle  ʹ  defined by the thrust 
axis deviation and  the  1X axis  is used  for  compensating 
the  run‐out effect  (i.e.,  to evaluate  the actual  toe  ʹʹ ) as 
follows: 
 





measurement  provided  by  the  devised  system, 
measurement  results  were  tested  against  a  complete  3D 
reconstruction  of  wheel  alignment  obtained  using  a 
commercial  3D  scanner  (Romer  Absolute  Arm  7520).  The 







such  an  accuracy  may  lead  to  a  maximum  error  in 
determining wheel angles equal to 0.009° when measuring a 
14’’  wheel;  since  wheel  alignment  is  considered  accurate 
when  the  measured  angles  are  affected  by  an  error  not 
exceeding  0.05°,  the  3D  scanning  measurement  can  be 
considered  to  provide  sufficiently  accurate  values  to  be 






support platforms  (which can always be  found on car  lifts 
and are meant  to allow  front wheel steering), by changing 
the toe and camber angles of the four wheels, the thrust axis 
changes  too.  For  all  configurations,  toe  and  camber  have 
been measured using  the proposed machine‐vision system. 
The  resulting values are compared with  the ones obtained 
by  processing  the  point  clouds  resulting  from  the  3D 
scanning (see for instance Figure 11).  
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In detail, starting  from a generic point cloud, wheel planes 
have been evaluated by best  fitting  the centroids of all  the 
NIR  markers  (each  centroid  is,  in  turn,  evaluated  as  the 
barycentre  of  all  the  points  composing  each  marker).  By 
means of  the same procedure,  the  target planes have been 
evaluated using the centroids of the quadrilaterals inside the 
L‐shaped  target. Finally,  toe and  camber angles have been 
assessed using Eq.1‐3 after  referring all  the planes  (wheels 
and targets) to the VCS. Results listed in Table 1 show that 






In  other  words,  the  system  provides  measures  with  an 
absolute difference  lower  than  0.05° with  respect  to  the 
3D scanner measurement. Accordingly, the described MV 
system  proves  to  be  effective  for  toe  and  camber 
measurement for the considered test case.  
 
N°  Wheel  Angle  3D Scanner MV System Absolute difference
Test 1 
FL  Toe  0.144  0.124  0.020
Camber  ‐0.236  ‐0.253  0.018
FR  Toe  0.353  0.366  0.013
Camber  ‐0.646  ‐0.622  0.024
RL  Toe  0.297  0.281  0.016
Camber  ‐0.439  ‐0.411  0.028
RR  Toe  0.301  0.326  0.026
Camber  ‐0.447  ‐0.482  0.035
Test 2 
FL  Toe  0.175  0.195  0.020
Camber  ‐0.204  ‐0.227  0.023
FR  Toe  0.313  0.328  0.015
Camber  ‐0.603  ‐0.642  0.039
RL  Toe  0.257  0.236  0.021
Camber  ‐0.374  ‐0.399  0.025
RR  Toe  0.267  0.234  0.033
Camber  ‐0.387  ‐0.339  0.048
Test 3 
FL  Toe  0.096  0.134  0.038
Camber  ‐0.157  ‐0.186  0.029
FR  Toe  0.202  0.181  0.021
Camber  ‐0.464  ‐0.442  0.022
RL  Toe  0.198  0.159  0.039
Camber  ‐0.326  ‐0.343  0.017
RR  Toe  0.167  0.144  0.023








Further  work  will  be  addressed  to  perform  additional 
validation taking into consideration a number of different 
vehicles  in order  to spot possible  issues related  to errors 
introduced  by  manufacturing  tolerances  in  rims  and 
wheels,  damage  to  the  wheel  assemblies  and  to 
suspension  components,  mounting  variances  of  tyres 
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