Garsia-Haiman modules C[X n , Y n ]/I γ are quotient rings in the variables X n = {x 1 , x 2 , . . . , x n } and Y n = {y 1 , y 2 , . . . , y n } that generalize the quotient ring C[X n ]/I, where I is the ideal generated by the elementary symmetric polynomials e j (X n ) for 1 j n. A bitableau basis for the Garsia-Haiman modules of hollow type is constructed. Applications of this basis to representation theory and other related polynomial spaces are considered.
Introduction
Let X n = {x 1 , x 2 , . . . , x n } and Y n = {y 1 , y 2 , . . . , y n } be sets of indeterminates. The main purpose of this paper is to give explicit combinatorial bases for certain quotients of the ring 
of polynomials in the variables X n and Y n with complex coefficients. In doing so, we give combinatorial interpretations for the corresponding Hilbert and Frobenius series. The ideals in the aforementioned quotients are defined via determinants as described below. Throughout this paper, we will identify any element α i = (α i,1 , α i,2 ) ∈ N 2 with the unit square in the first quadrant of the plane having α i as its corner closest to the origin. A lattice diagram, 1 
Given any polynomial P (X n , Y n ) ∈ C[X n , Y n ], there is a corresponding polynomial of differential operators 
P (∂ X , ∂ Y ) = P (∂ x
The quotients C[X n , Y n ]/I L [α] , known as Garsia-Haiman modules, were introduced by A. Garsia and M. Haiman in [1] . A good overview of the subject can be found in [2] . A. Garsia and M. Haiman introduced modules of this type to study the q, t-Kostka coefficients. This paper will henceforth concern itself only with Garsia-Haiman modules arising from hollow lattice diagrams. Roughly, a hollow lattice diagram is a subset of a hook shape obtained by removing a (perhaps trivial) contiguous region of squares from each of the arm and leg of the hook (see Fig. 1 . Our goal is to consider the combinatorics of the hollow Garsia-Haiman space C[X n , Y n ]/I γ . As is suggested by the previous terminology, the rings C[X n , Y n ]/I γ carry symmetric-group representations: The symmetric group, S n , has a natural diagonal action on C[X n , Y n ] given by σ P (x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n )
= P x σ (1) , x σ (2) , . . . , x σ (n) , y σ (1) , y σ (2) , . . . , y σ (n) .
This action passes through to an action on each C[X n , Y n ]/I γ . Let R be any S n -module realized as a polynomial ring over X n and Y n (such as C[X n , Y n ]/I γ ) and let R r,s denote the subspace of R containing elements of total degree r in X n and total degree s in Y n . We can decompose each R r,s as R r,s r,s c λ r,s S λ where each S λ is an irreducible S n -module (i.e., Specht module). Denote the Schur functions by s λ . The (bi-graded) character, Frobenius series and Hilbert series are then, respectively, given by ch(R) = 
Here χ λ denotes the character of S λ and λ n signifies that λ is a partition of n. The Frobenius series is the image of the graded character under the Frobenius map which sends χ λ to s λ . Note that the Hilbert series can be recovered from the Frobenius series by formally replacing each s λ by the dimension of S λ . By constructing an appropriate basis we will prove the following theorem. (The definition of a standard tableau will be given in Section 2; the cocharge statistics |X(rs(C γ (T )))| and |Y (rs(C γ (T )))| are defined in Section 5.)
where SYT(λ) denotes the collection of standard tableaux of shape λ.
The modified Macdonald polynomials,H μ (q, t), are a family of symmetric functions over the field of Laurent polynomials in two variables that specialize to many important classical symmetric functions; they are parametrized by partitions. An argument analogous to the one used to prove Theorem 2.1 in [3] can be used to deduce the following corollary from Theorem 1.
Corollary 2. The hollow Garsia-Haiman graded module C[X n , Y n ]/I γ has its Frobenius characteristic given by the polynomial
To prove Theorem 1, we will define a sequence of ideals
For each ideal E = E(X n , Y n ) in (9), we will define appropriate generators for E, construct a base for the corresponding quotient space C[X n , Y n ]/E, and compute the corresponding Hilbert series. To complete the proof, we will use a correspondence between our basis elements for C[X n , Y n ]/I γ and the irreducible characters of S n . Sections 2-4 will introduce the necessary background and notation on tableaux, cocharge diagrams and symmetric polynomials, respectively. The following four sections consider the situations corresponding to G γ , H γ , both J γ and K γ , and both J γ and I γ , respectively. We note here that Garsia-Haiman modules corresponding to specific classes of lattice diagrams have been studied elsewhere. Periodic Garsia-Haiman modules were considered by the first author [4] and (in one variable) by H. Morita and H.-F. Yamada [5] , R. Stanley [6] and J. Stembridge [7] . Dense Garsia-Haiman modules were investigated by the first author in [8] . F. Bergeron, A. Garsia and G. Tesler in [3] study several specific cases including arbitrary onerow diagrams and also hook diagrams plus an additional square. Those three authors, along with N. Bergeron and M. Haiman [9] , studied the Garsia-Haiman modules corresponding to Ferrers diagrams with one square removed. J.-C. Aval [10] produces an explicit basis for hook shapes. He has studied certain sums of Garsia-Haiman modules in [11] and, with N. Bergeron [12] , considered the action of certain partial differential operators on such spaces.
Finally, it should be noted that a conjecture has been announced by J. Haglund, M. Haiman, N. Loehr, J. Remmel, and A. Ulyanov [13] for a combinatorial formula for the character of the diagonal coinvariants of the symmetric group.
Note 1.
There is a wide variety of indexing and notational conventions among papers in this field. Most obviously, when the primary lattice diagrams under consideration are partitions, the correspondence between N 2 and first quadrant lattice points usually has the first index giving the y-coordinate. Also note that we here write (m, k, p) for the tuple
Tableaux
A partition μ = (μ 1 , μ 2 , . . . , μ j , . . .) is a (possibly infinite) sequence of weakly decreasing integers with j 1 nonzero terms. We will not distinguish between partitions with the same collection of nonzero terms. Write |μ| = μ 1 + μ 2 + · · · + μ j for the sum of the parts. If |μ| = n, then we say that μ is a partition of n and write μ n. The length, j , is denoted (μ). If i appears r i times in μ for each i, then the tuple (1 r 1 , 2 r 2 , . . .) is called the type of μ. The transpose of μ will be denoted by μ t .
Let μ, λ n. We use " lex " on partitions to denote the lexicographic order. A (French-style) Ferrers diagram of shape μ is a collection of left-justified unit squares ("cells") in the first quadrant with μ i squares in the ith row from the bottom. The shape of a Ferrers diagram D, sh(D), is the partition obtained by listing the row lengths of D. The notation dg(μ) will be used to denote the canonical Ferrers diagram of shape μ.
A Σ-filling f is a map f : dg(μ) → Σ from the cells of a Ferrers diagram to some totally ordered alphabet Σ. We will consider fillings with three different alphabets: A filled diagram is injective if the map f is an injective map. When Σ = Z 1 ⊂ N, we refer to a Σ -filled diagram as a tableau. A filled diagram of shape μ is said to be column strict if the entries increase weakly from left to right in each row and increase strictly in each column from bottom to top. We will denote the collection of column-strict tableaux for a given alphabet Σ by CS Σ (and use CS n,Σ if we want to specify the number of cells). An injective column-strict tableau with distinct entries {1, 2, . . . , n} for some n is often referred to as a standard tableau. Let SYT, SYT(λ), and SYT n denote the collections of standard tableaux, standard tableaux of shape λ, and standard tableaux with n cells, respectively. In the context of filled diagrams, T will be reserved for a standard tableau; V for a column-strict tableau. Finally, for any filled diagram U , we define U t to be the tableau obtained by reflecting U along the line y = x. Fig. 2 illustrates an A-filled diagram U of shape sh(U ) = (3, 2) along with its transpose U t . Note that in this case, U t ∈ CS A .
Let I denote an injective tableau of shape μ = (μ 1 , μ 2 , . . . , μ j ), R i (1 i j ) denote the collection of integers in the ith row of I and D i (1 i μ 1 ) denote the collection of integers in the ith column of I . Set
and
where S R i and S D i denote the symmetric group on the collections of elements R i and D i , respectively. Define, in the group algebra C[S n ], In this paper, a bitableau is a pair (S, U ) of filled diagrams of the same shape in which S is N-filled and U is A -filled. A standard bitableau satisfies the additional stipulations that S is a standard tableau and U ∈ CS A . The set of all standard bitableaux (S, U ) on n cells will be denoted Θ n if we restrict to U ∈ CS n,A and Θ n if we do not place this restriction. Let U = (f, dg(μ)) be any column-strict Σ-filled diagram. Roughly, the standardization std(U ) = (ξ f , dg(μ)) of U is a standard tableau that retains the relative order of the entries in the cells of U . When an entry occurs more than once in U , we require that the corresponding entries in std(U ) increase from top to bottom and from left to right. (An example can be found among the first two diagrams of Fig. 3 .) More precisely, we set ξ f : dg(μ) → {1, 2, . . . , n} to be the unique standard filling such that: For cells c, d ∈ dg(μ),
For U a Σ -filled diagram and S an injective {1, 2, . . . , n}-filled tableau, we denote the entry in U in the cell corresponding to i in S by u S i . Two cases that arise frequently are when S = std(U ) and when (S, U ) is a bitableau.
Let S be an injective {1, 2, . . . , n}-filled tableau. For a bitableau (S, U ) we set the bidetermi-
Similarly, the corresponding bipermanent [S, U ] per is given by
The following theorem is a special case of [14, Theorem 8] (cf. [8, 15] ). We suggest the reader work out some examples from the case n = 3 by hand.
Lemma 3. The collections
For a Σ-filled diagram U , the row sequence rs(U ) is the sequence obtained by listing the entries of U in each row from left to right, starting with the bottom row. The column sequence cs(U ) is found by listing the entries of U from bottom to top in each column, starting with the leftmost column. Finally, the content κ(U ) is a rearrangement of the row sequence rs(U ) of U into nondecreasing order with respect to < Σ .
Example 4. For U as in Fig. 2 , we have
, and
There are two orderings of bitableaux that are particularly important when considering elements of BD or BP. Let > lex(A ) denote the lexicographic order with respect to > A . For diagrams S 1 , U 1 , S 2 and U 2 with sh(S 1 ) = sh(U 1 ) and sh(S 2 ) = sh(U 2 ), we will say that
whenever
where cs(S i ) cs(U i ) is the concatenation of cs(S i ) and cs(U i ) for i = 1, 2.
Similarly, we will say that
where rs(S i ) rs(U i ) is the concatenation of rs(S i ) and rs(U i ) for i = 1, 2.
Theorem 6.
(See [8, 14, 15] .) Let [S, U ] det be a bitableau on n cells with U A -filled such that either S is not standard or U is not column-strict. Then we can write
where, for each i, it is true that
The above statements hold, mutatis mutandi, for bipermanents and the order > per .
Cocharge diagrams
The standardization map of the previous section associates to any column-strict, filled diagram a standard tableau. It does this in such a way as to retain as closely as possible the relative order of the entries. We now describe a more elaborate version of this association. Whereas the standardization map applies to a Σ -filled diagram for any Σ, here we will only be interested in A-filled diagrams as inputs. And whereas the standardization map produces a N-filled diagram, our new map will return another A-filled diagram.
Our construction takes as input not only a standard tableau
The first step is to apply the usual cocharge map π T : {1, 2, . . . , n} → N to T . This map is defined recursively as follows:
The map π T is well defined on standard diagrams. The essence of π T is that it replaces a sequence of northwest-to-southeast string of entries i, i + 1, . . . , j of T with the same value in π T (T ).
The second step uses a map h γ : N → A to associate to the tableau π T (T ) an A-filled diagram h γ (π T (T )) (= C γ (T )). We first require that h γ (π T (T ))
have (0, 0) as the entry occurring where m 2 + p 2 occurs in T . The map h γ is then uniquely determined by requiring that it be order-and cover-preserving (i.e., h γ (π T 
For an A-filled diagram as in Fig. 3 , the sequence α of Lemma 8 is 
Some operations by symmetric polynomials
We now review some important definitions and results regarding symmetric polynomials. A standard reference for this material is [16] . We use the convention that tuples of elements of A or A are written in boldface. In these definitions, let λ = (λ 1 , λ 2 , . . . , λ j , . . . , λ n ) be a partition with j n indexing the last nonzero part.
(1) Define the monomial symmetric function
where the sum is over all distinct permutations ν of λ.
where the sum is over all distinct permutations δ of β. (3) For a positive integer r, define the elementary symmetric function
Set e 0 = 1 and e λ = e λ 1 e λ 2 · · · e λ j .
(4) For a positive integer r, define the complete (or homogeneous) symmetric function
Set h 0 = 1 and h λ = h λ 1 h λ 2 · · · h λ j (we extend this definition in the obvious way to the case where λ is a j -tuple of nonnegative integers; i.e., not necessarily nonincreasing). 
. Suppose that β ∈ A n and β i A β i+1 for 1 i n − 1. Then
where c T ,V = 0 andW is A -filled with at least one entry not in A. , we have
where a = (1, 2). We see that the second bipermanent is, in fact, larger than (T , V ) in the order > per (the content (2, 1, 3 ) is greater than that of V in the lexicographic order with respect to A).
We also have the following lemma (cf. [4, Theorem 5.2]).
Lemma 11. For β ∈ (A ) n and a lattice diagram L[α] of n cells,
for some constants c δ ∈ N. Here, the sum is over all distinct permutations δ of β. We use the convention that c δ = 0 if α i − δ i / ∈ A for some 1 i n.
Proof. First note that m β (∂ X , ∂ Y ) can be written as
for some constant K ∈ Q dependent on the extent to which factors in β are repeated. Then,
for some constants c δ . In the above, we consider the coefficient c φ to be zero if any of the exponents α σ −1 (i) − β σ −1 φ(i) are not in A ; c δ to be zero if α − δ / ∈ (A ) n . In addition, we let δ run over all distinct permutations of β. 2 G γ (X n , Y n ) and the ring C C C[X n , Y n ]/G γ Let G γ (X n , Y n ) be the ideal generated by the monomials in the collections 
The ideal
Note that each of the monomials in Eqs. (32) and (33) is in the ideal
For an arbitrary bipermanent b = [T , V ] per , we write |X(b)| as shorthand for |X(rs(V ))|; similarly for |Y (b)|. In addition we will write
The generating function for the sum
subject to the constraints that α ∈ A n , α i A α i+1 for 1 i n − 1 and α m 2 +p 2 = (0, 0), is given by
Define
Theorem 12. The Hilbert series of On the other hand, it is easily seen that if v
It follows from Lemma 3 that the set
is a basis for C[X n , Y n ]/G γ . The theorem then follows by combining the decomposition of Lemma 8 with the basis of (40) and the generating function of (37). 2
Although the above proof constructs a basis of C[X n , Y n ]/G γ , it will be more useful in the next section to have the basis offered by Theorem 13.
Theorem 13. The collection
where the ε i and β i are allowed to run over all nonnegative integers, is a basis for C[X n , Y n ]/G γ .
Proof. For this proof, linearly extend the notation |X(p)| to apply to elements p ∈ EEB. By the proof of Theorem 12, it suffices to consider a bideterminant [T , V ] per where (T , V ) ∈ Θ n and v
for all 1 i n, then V ∈ CO n,γ ; hence, by definition, [T , V ] per ∈ B γ . Assume not. We consider two possibilities.
Suppose there exists an index i with c
. Suppose the smallest such index i is greater than m 2 + p 2 . Let U denote the tableau for which u 0) for i j n. It follows from the proof of Lemma 8 that U ∈ CS n,A . Utilizing the identity e n−i+1 = m 1 n−i+1 , it follows from Lemma 9 that 
The fact that the collection EEB spans C[X n , Y n ]/G γ and yields the desired Hilbert series (see Theorem 12) implies that EEB must be a basis for the quotient ring
We have the following corollary.
Corollary 14. The collection
is algebraically independent in the ring C[X n , Y n ]/G γ .
Proof. Any nontrivial algebraic dependence amongst the elements of (44) would yield a linear dependence amongst the elements of EEB, conflicting with its role as a basis for 
The ideal H γ (X n , Y n ) and the ring
Consider the action of an elementary symmetric differential operator e j (∂ Y n ), such as is illustrated in Fig. 4 12Δ L[(5,3,2,0,1)] . (4, 0) ).
Fig. 5. Illustration of the action of h 2 (∂ X
4 ) = m 2 (∂ X 4 ) + m 11 (∂ X 4 ) on Δ L[α] for α = ((0, 1), (0, 0), (3, 0),
Corollary 15. The set
is a basis for
Corollary 16. The Hilbert series of C[X n , Y n ]/H γ is given by
7. The ideals J γ (X n , Y n ) and K γ (X n , Y n )
In the previous section, we considered symmetric functions whose corresponding differential operators moved collections of cells, but for which each cell was only moved one place. Monomial symmetric functions yield operators that move cells farther. In this section we consider which ones will also annihilate Δ L [α] . In fact, due to fortuitous cancellations, we can focus on the differential operators corresponding to the complete symmetric functions. Fig. 5 illustrates the action of h 2 (∂ X ) = m 2 (∂ X ) + m 11 (∂ X ) on a given Δ L [α] . Notice that the hollow lattice diagram corresponding to the tripleγ = ((1, 2), (2, 0), (2, 0) ) is obtained in two different ways: once through the action of m 11 (∂ X ) and once through m 2 (∂ X ). However, for m 2 (∂ X ) the cell that moves jumps over another cell. This leads to the introduction of a sign. Hence, the two Δγ that appear cancel. In fact, as Lemma 17 shows, under the action of an h j on some Δ L [α] , the only term that survives is that which moves the cell (m 1 + k 1 , 0) (or (0, m 2 + k 2 ), as appropriate) j spaces. We now need to consider lattice diagrams that are subsets of hook shapes, but are not hollow. In particular, we wish to consider hollow diagrams modified by sliding certain cells closer to the origin.
Suppose 
If a = 0 for > i and b = 0 for > j, we sometimes abbreviate
(While this notation is only lightly used in Lemma 17, it greatly simplifies the expression of Theorem 25.) An example is illustrated in Fig. 6 . In the figure, the left diagram is the hollow lattice diagram for γ = ((2, 1), (5, 2), (3, 3) 
for some constants c j , c > 0. Proof. We only prove the h j (∂ X ) version as the proof of the h (∂ Y ) version is effectively identical. We assume k 1 > 0 as otherwise the result is trivial. 
where the sum is over all distinct permutations ν of λ. As previously, we use the convention Let μ be given by μ m 1 +1 = (j, 0) and μ i = (0, 0) for i = m 1 + 1. We now proceed to define an involution on our set of distinct permutations of λ such that the only fixed point of this involution is μ. Consider such a permutation ν with ν = μ.
Define < r to index the smallest two terms (with respect to < A ) of
The indices and r index the two cells of Δ L[α] not contiguous with the cell (0, 0) that have moved farthest to the left upon subtraction of ν. Set
We now define
The left-hand picture in We have that 
We now utilize Corollary 18 to define a sub-ideal
As it turns out,
It follows from Corollary 18 that
We prove that h k 1 +p 1 +a (X n ) ≡ 0 (mod J γ (X n , Y n )) for a 1 by induction on a. For a 1, we have
Recall from (33) and (45) that e p 1 +j (X n ) ∈ H γ (X n , Y n ) for j 1. So the second sum of (58) is in
Thus, for a = 1, the first sum of (58) is in J γ (X n , Y n ) as well. This proves the claim for a = 1. The claim for a > 1 thereby follows by the obvious induction hypothesis. Similar arguments can be made about h k 2 +p 2 +a (Y n ) for a 1. 2
Our next goal is to show that the collection that generates J γ (X n , Y n ) in Eq. (56) is itself algebraically independent in C[X n , Y n ]/H γ . To prove this, we begin with the following lemma.
Lemma 20. The collections
are each algebraically independent in the ring
The reader is advised to follow Example 22 while reading the proof.
Proof. It suffices to show that there is no nontrivial polynomial Q such that
The lemma is vacuous if p 1 = 0, so we assume p 1 > 0. So, to prove the theorem, we assume that such a Q does exist and obtain a contradiction. Specifically, we will show that if the h i in question are algebraically dependent in H γ (X n , Y n ), then the e i of (44) are algebraically dependent in G γ (X n , Y n ), in direct contradiction with Lemma 14.
A relation such as (61) can be rewritten as
where each λ is a partition with parts of length chosen from the collection {k 1 + 1,
We assume that c λ = 0 for any λ with h λ ∈ H γ (X n , Y n ) and that there exists some c λ = 0. Since the elementary symmetric functions are a basis of the ring of symmetric functions, any such h λ can be expanded in terms of the e μ . In fact, this can be done explicitly as follows (cf. [17] ).
Define a domino to be a set of horizontally consecutive squares in a Ferrers diagram. For λ, μ n, a domino tabloid of shape λ and type μ is a tiling of dg(λ) with dominoes of length μ 1 , μ 2 , . . . . We consider dominoes of the same length to be indistinguishable. Let d λ,μ denotes the number of domino tabloids of shape λ and type μ. Then we can write
Recall that e μ (X n ) ∈ G γ (X n , Y n ) (respectively, H γ (X n , Y n )) whenever μ has a part greater than or equal to m 1 + p 1 (respectively, p 1 + 1). Combining (62) and (63), we find that
or, equivalently, that
for some constants a μ . If one of the a μ = 0 or one of the λ c λ d λ,μ = 0 for some μ, then we have a contradiction of the algebraic independence in C[X n , Y n ]/G γ of the set {e i (X n )} 1 i p 1 +m 1 −1 (asserted by Corollary 14) . We will, in fact, show that at least one of the λ c λ d λ,μ is nonzero. For a given λ, there is a maximum (with respect to lexicographic order) μ with d λ,μ = 0 and e μ / ∈ H γ (X n , Y n ). It is given by
where, for 1 f < p 1 , α f equals the number of entries in
congruent to f (mod p 1 ) and
( x denotes the floor of x). In particular, modulo H γ (X n , Y n ), we can rewrite (63) as 
is algebraically independent in the ring C[X n , Y n ]/H γ .
Proof.
If p 1 = 0 or p 2 = 0, the statement of the theorem reduces to that of Lemma 20. If they are both zero, then the statement is vacuous. So assume p 1 , p 2 > 0.
To show the algebraic independence of (70) in the ring C[X n , Y n ]/H γ , we suppose on the contrary that there is a nontrivial polynomial P such that
By Lemma 20, the set {h
This implies that in the expansion
the polynomials Q ε are uniquely determined. Furthermore, for the inclusion of (71) to hold,
But, by Lemma 20, this implies that each Q ε is identically zero. In turn, P = 0. This yields our desired contradiction. 2 (3, 0) ). In this example we consider the expansion of h λ = h (9, 9, 9, 8, 7, 7) 1,2,3,9,10,11 1,2,3,9,10,11 )] 1,2,3,6,10,11 Suppose the sequences β and δ correspond to
respectively, for some triple γ and nonincreasing sequences (a ), (b ), (a ) and (b ). (Recall that the notation for γ and γ is defined near the beginning of Section 7.) We write β > cont δ (or γ > cont γ ) whenever
Theorem 25. If
where cγ > 0 and 
As an illustration of the equality between the first two lines, consider .
In going from the second to the third lines, we set φ = σ • τ −1 • ι −1
T ,S , used the fact that the sign of any permutation is the sign of its inverse, and noted that as τ runs over S n , so does φ.
For each φ, we would like to interpret the sum over σ as a bideterminant [T t , (E α φ ) t ] det . Formally this makes sense as bideterminants are signed sums over the elements in the column stabilizer of some filled diagram. Here we have a signed sum over a row stabilizer; hence we consider transposes. If 
Let (T 1 , U 1 ), (T 2 , U 2 ) be bitableaux. We define
according to the following tiebreakers (recall that cs(U ) denotes the column sequence of U ; cf. Example 4):
(1) sh(T t 1 ) < lex sh(T t 2 ); 
Using the techniques found in [8] , it should not be difficult to construct bases for R ± γ 1 ,γ 2 using variations of the polynomials in (105) and (106). These are generalizations of rings that were studied in [20, 23] .
