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A sequential effect algebra (SEA) is an effect algebra equipped with a sequential
product operation modeled after the Lu¨ders product (a, b) 7→ √ab√a on C∗-algebras.
A SEA is called normal when it has all suprema of directed sets, and the sequential
product interacts suitably with these suprema. The effects on a Hilbert space and the
unit interval of a von Neumann or JBW algebra are examples of normal SEAs that are
in addition convex, i.e. possess a suitable action of the real unit interval on the algebra.
Complete Boolean algebras form normal SEAs too, which are convex only when 0 = 1.
We show that any normal SEA E splits as a direct sum E ≡ Eb ⊕ Ec ⊕ Eac of a
complete Boolean algebra Eb, a convex normal SEA Ec, and a newly identified type of
normal SEA Eac we dub purely almost-convex.
Along the way we show, among other things, that a SEA which contains only idem-
potents must be a Boolean algebra; and we establish a spectral theorem using which
we settle for the class of normal SEAs a problem of Gudder regarding the uniqueness of
square roots. After establishing our main result, we propose a simple extra axiom for
normal SEAs that excludes the seemingly pathological a-convex SEAs. We conclude
the paper by a study of SEAs with an associative sequential product. We find that
associativity forces normal SEAs satisfying our new axiom to be commutative, shed-
ding light on the question of why the sequential product in quantum theory should be
non-associative.
1 Introduction
Understanding the properties and foundations of quantum theory requires contrasting it with
hypothetical alternative physical theories and mathematical abstractions. By studying these alter-
natives it becomes clearer which parts of quantum theory are special to it, and which are present
in any reasonable physical theory.
One such successful abstraction is the notion of an effect algebra, introduced in 1994 by Foulis
and Bennett [5]. Effect algebras generalise and abstract the unit interval of effects in a C∗-algebra.
The study of effect algebras has become a flourishing field on its own [1, 4, 6, 16, 19, 24, 31] and
covers a variety of topics [23, 25, 32, 34]. It has also spawned a number of variants that add
additional structure, such as lattice effect algebras (where the induced order forms a lattice), and
convex effect algebras where there is an action of the real unit interval [17].
In this paper we will be looking at sequential effect algebras. Sequential effect algebras (SEAs)
were introduced by Gudder and Greechie in 2002 [12] to model the effects on a Hilbert space
together with their sequential product (a, b) 7→ √ab√a, which represents the act of first measuring a
and then measuring b. SEAs have been studied by several authors, see e.g. [8–10, 13, 14, 20, 26,
27, 33, 35, 36, 38, 40, 42]. We call a SEA normal when every directed set has a supremum, the
product preserves these suprema in the second argument, and an effect commutes with such a
suprema provided it commutes with all elements in the directed set. The set of effects on a Hilbert
space is a convex normal SEA. More generally, the unit interval of any JBW-algebra (and so in
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particular any von Neumann algebra) is also a convex normal SEA [39]. As a rather different
example, any complete Boolean algebra is a normal SEA, which is not convex.
In this paper we will show that any normal SEA is isomorphic to a direct sum Eb ⊕ Ec ⊕ Eac,
where Eb is a complete Boolean algebra, Ec is a convex normal SEA and Eac is a normal SEA that
is purely a-convex, a new type of effect algebra we will define later on. We will show there is no
overlap: for instance, there is no normal SEA that is both purely a-convex and Boolean.
Along the way we will show that any SEA where all elements are sharp (i.e. idempotent) is a
Boolean algebra, and that consequently any SEA with a finite number of elements is a Boolean
algebra. We introduce a new axiom for SEAs that exclude the seemingly pathological purely
a-convex SEAs, and hence normal SEAs satisfying this additional axiom neatly split up into a
Boolean algebra and a convex normal SEA. Finally, we study SEAs where the sequential product
is associative. We find that associative normal SEAs satisfying our additional axiom must be
commutative, and we are able to completely classify the associative normal purely a-convex factors,
i.e. SEAs with trivial center.
This work relies on recent advances made in the representation theory of directed-complete
effect monoids [41]. An effect monoid is an effect algebra with an additional associative (not
necessarily commutative) multiplication operation that is additive in both arguments. Crucially,
any commutative normal SEA is a directed-complete effect monoid.
Section 2 contains the basic definitions and recalls the necessary results from [41]. Then in
Section 3 we show that a (normal) SEA where every element is idempotent must be a (complete)
Boolean algebra. In Section 4 we prove our main technical results that show that any normal
SEA splits up into a Boolean algebra and an a-convex normal SEA. Then in Section 5 we improve
this result by showing that an a-convex normal SEA splits up into a convex part and a purely
a-convex part, and we introduce a new axiom that excludes the seemingly pathological purely a-
convex normal SEAs. In Section 6 we study the consequences of our representation theorem for the
existence of non-commutative associative sequential products. Finally, in Section 7 we speculate
on possible future avenues and consequences of our results.
2 Preliminaries
Definition 1. An effect algebra (EA) is a set E with distinguished element 0 ∈ E, partial binary
operation > (called sum) and (total) unary operation a 7→ a⊥ (called complement), satisfying
the following axioms, writing a ⊥ b whenever a> b is defined and 1 ≡ 0⊥.
• Commutativity: if a ⊥ b, then b ⊥ a and a> b = b> a.
• Zero: a ⊥ 0 and a> 0 = a.
• Associativity: if a ⊥ b and (a> b) ⊥ c, then b ⊥ c, a ⊥ (b> c), and (a> b)> c = a> (b> c).
• The complement a⊥ is the unique element with a> a⊥ = 1.
• If a ⊥ 1 for some a ∈ E, then a = 0.
For a, b ∈ E we write a ≤ b whenever there is a c ∈ E with a>c = b. This turns E into a poset with
minimum 0 and maximum 1. The map a 7→ a⊥ is an order anti-isomorphism. Furthermore a ⊥ b if
and only if a ≤ b⊥. If a ≤ b, then the element c with a> c = b is unique and is denoted by b	 a.
Remark 2. We pronounce a ⊥ b as ‘a is summable with b’. This is not standard in the literature
on effect algebras, as the relation ⊥ is usually known as orthogonality. In a sequential effect algebra
we will however already have a different notion of orthogonality.
Example 3. Let B be an orthomodular lattice [21, 29, 30] (or just a Boolean algebra.) Then B
is an effect algebra with the partial addition defined by x ⊥ y ⇐⇒ x ∧ y = 0 and in that case
x> y = x ∨ y. The complement, ( )⊥, is given by the orthocomplement, ( )⊥ (or just the Boolean
algebra complement.) The lattice order coincides with the effect algebra order (defined above). See
e.g. [42, Prop. 27] or [5, §5].
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Example 4. Let G be an ordered Abelian group (such as a C∗-algebra.) Then any interval [0, u]G ≡
{a ∈ G ; 0 ≤ a ≤ u} where u is a positive element of G forms an effect algebra, with addition given
by a ⊥ b ⇐⇒ a+ b ≤ u and in that case a> b = a+ b. The complement is defined by a⊥ = u− a.
The effect algebra order on [0, u]G coincides with the regular order on G.
In particular, the set of effects [0, 1]C of a unital C∗-algebra C forms an effect algebra with
a ⊥ b ⇐⇒ a+ b ≤ 1, and a⊥ = 1− a.
Some effect algebras are more closely related to ordered vector spaces (like the example of a
C∗-algebra above). We call these effect algebras convex:
Definition 5. A convex action on an effect algebra E is a map · : [0, 1]×E → E, where [0, 1] is
the regular unit interval, obeying the following axioms for all a, b ∈ E and λ, µ ∈ [0, 1]:
• λ · (µ · a) = (λµ) · a.
• If λ+ µ ≤ 1, then λ · a ⊥ µ · a and λ · a> µ · a = (λ+ µ) · a.
• 1 · a = a.
• λ · (a> b) = λ · a> λ · b.
A convex effect algebra [17] is an effect algebra endowed with such a convex action. We will say
that an effect algebra E is convex when there is at least one convex action on E.
Example 6. Let V be an ordered real vector space (such as the space of self-adjoint elements of
a C∗-algebra). Then any interval [0, u]V where u ≥ 0 is a convex effect algebra with the obvious
action of the real unit interval. Conversely, for any convex effect algebra E, we can find an ordered
real vector space V and u ∈ V such that E is isomorphic as a convex effect algebra to [0, u]V [18].
Remark 7. Convex effect algebras have been well-studied, see e.g. [11, 22, 25, 36, 37]. In the
literature on effectus theory, convex effect algebras are often called effect modules [2, 3]. In
Definition 42 we introduce a-convex (almost convex) effect algebras, by dropping the last axiom.
Definition 8. Let E be a partially ordered set (such as an effect algebra). A subset S of E is
called directed when it is non-empty, and for any a, b ∈ S there exists a c ∈ S such that a, b ≤ c.
We say that E is directed complete when every directed subset S of E has a supremum,
∨
S.
Example 9. Any complete Boolean algebra is a directed-complete effect algebra.
Example 10. Let A be a unital C∗-algebra. Then [0, 1]A is a directed-complete effect algebra if
and only if A itself is bounded-directed complete. Such C∗-algebras are called monotone complete or
monotone closed, [28, §2], and include all von Neumann algebras. A commutative unital C∗-algebra,
being of the form C(X) for some compact Hausdorff space X, is bounded-directed complete if and
only if X is extremally disconnected [7, 1H & 3N.6].
2.1 Sequential effect algebras
Definition 11. A sequential effect algebra (SEA) [12] E is an effect algebra with an additional
(total) binary operation ◦, called the sequential product, satisfying the axioms listed below,
where a, b, c ∈ E. Elements a and b are said to commute, written a | b, whenever a ◦ b = b ◦ a.
S1. a ◦(b> c) = a ◦ b> a ◦ c whenever b ⊥ c.
S2. 1 ◦ a = a.
S3. a ◦ b = 0 =⇒ b ◦ a = 0.
S4. If a | b, then a | b⊥ and a ◦(b ◦ c) = (a ◦ b) ◦ c for all c.
S5. If c | a and c | b then also c | a ◦ b and if furthermore a ⊥ b, then c | a> b.
A SEA E is called normal when E is directed complete, and we have:
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S6. Given directed S ⊆ E we have a ◦∨S = ∨s∈S a ◦ s, and a | ∨S when a | s for all s ∈ S.
We say E is commutative whenever a | b for all a, b ∈ E. An element a ∈ E is central if it
commutes with every element in E. The center Z(E) of E is the set of all central elements. We
call p ∈ E an idempotent whenever p2 ≡ p ◦ p = p (or equivalently p ◦ p⊥ = 0). We call E Boolean
if every element is an idempotent1. We say a, b ∈ E are orthogonal, provided that a ◦ b = 0.
Remark 12. In general the sequential product is not additive in the left argument, as will be clear
from Example 13 below.
The motivating example of a (normal) sequential effect algebra is the unit interval of a C∗-algebra:
Example 13. If A is a C∗-algebra, then the EA [0, 1]A is a SEA with the sequential product
defined by a ◦ b ≡ √ab√a, see [12]. If A is furthermore bounded-directed complete (for instance if
it is a von Neumann algebra), then [0, 1]A is a normal SEA with the same sequential product. It is
also possible to define a sequential product using only the Jordan algebra structure. In particular,
any JB-algebra is a convex SEA, while any JBW-algebra is a convex normal SEA. For the details
we refer to [39].
We will use the following properties without further reference in the remainder of the paper.
Proposition 14 (Cf. §3 of [12]). Let E be a SEA with a, b, c, p ∈ E with p idempotent.
1. a ◦ 0 = 0 ◦ a = 0 and a ◦ 1 = 1 ◦ a = a.
2. a ◦ b ≤ a.
3. If a ≤ b, then c ◦ a ≤ c ◦ b.
4. p ≤ a iff p ◦ a = p iff a ◦ p = p iff a⊥ ◦ p = 0 iff p ◦ a⊥ = 0.
5. a ≤ p iff p ◦ a = a iff a ◦ p = a iff a ◦ p⊥ = 0 iff p⊥ ◦ a = 0.
6. p⊥ is idempotent.
7. If p ⊥ a, then a is idempotent if and only if p> a is idempotent.
Proof. Concerning 1: Since 0 = 0 > 0 by S1, we have a ◦ 0 = a ◦ 0 > a ◦ 0, and so a ◦ 0 = 0.
Then 0 ◦ a = 0 too, by S3. In particular, a | 0, and so a | 0⊥ ≡ 1, by S4. With S2, we get
a ◦ 1 = 1 ◦ a = a.
Ad 3: when a ≤ b, we have b = a > (b 	 a), and so c ◦ b = c ◦ a > c ◦(b 	 a) ≥ c ◦ a, by S1.
Taking b = 1, we get c ◦ a ≤ c ◦ 1 ≡ c, by 1, and thence 2.
For 5, first suppose that a ≤ p. Then p⊥ ◦ a ≤ p⊥ ◦ p = 0, by 3, so p⊥ ◦ a = 0. Now suppose
instead that p⊥ ◦ a = 0, which is equivalent to a ◦ p⊥ = 0 by S3, which in turn is equivalent
to a ◦ p = a by S2. Since then a | p⊥, we get a | p, by S4, and so p ◦ a ≡ a ◦ p = a. Since p ◦ a = a
on its own entails that a ≤ p, by 2, we are back where we started, and therefore done.
For 4, note that p ≤ a iff a⊥ ≤ p⊥ iff a⊥ ◦ p = 0 iff p ◦ a⊥ = 0 by 5. Moreover, since p ◦ a = p
is equivalent to p ◦ a⊥ = 0 by S1, and a ◦ p = p entails p ≤ a by 2, the only thing left to show is
that p ≤ a implies a ◦ p = p. So suppose that p ≤ a. We already know that a⊥ ◦ p = 0 = p ◦ a⊥ = 0
and p ◦ a = p. Since thus a | p⊥, and so a | p by S4, we get a ◦ p = p ◦ a = p.
For 6, note p ◦ p⊥ = 0 and so p⊥ ◦ p = 0 by S3. Hence p⊥ is indeed idempotent.
Finally, we move to point 6. Assume a is idempotent. Clearly p ≤ p> a and so (p> a) ◦ p = p
by 4. Similarly (p>a) ◦ a = a. Thus (p>a) ◦(p>a) = ((p>a) ◦ p)> ((p>a) ◦ a) = p ◦ a, as desired.
Conversely, assume p> a is an idempotent. Note p⊥ and (p> a)⊥ are summable idempotents and
so by the previous a⊥ = p⊥ > (p> a)⊥ is idempotent as well. Thus a is indeed idempotent.
The next five lemmas were originally proven in [41] for effect monoids, and we will need them
for our results in the context of SEAs.
1 We will see that a Boolean SEA is a Boolean algebra, see Proposition 41.
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Lemma 15. Let E be a SEA with p, a, b ∈ E and p idempotent. If a, b ≤ p and a > b exists,
then a> b ≤ p.
Proof. Because a ≤ p, we have p⊥ ◦ a = 0. Since similarly, p⊥ ◦ b = 0, we have p⊥ ◦(a> b) = 0, and
so a> b ≤ p.
Lemma 16. For any a ∈ E in some SEA E, the element a ◦ a⊥ is summable with itself.
Proof. Note that since a | a, we have a | a⊥ by S4, or in other words a ◦ a⊥ = a⊥ ◦ a. Since
1 = a>a⊥ = a ◦(a>a⊥) > a⊥ ◦(a>a⊥) = a ◦ a > a ◦ a⊥ > a⊥ ◦ a > a⊥ ◦ a⊥ = a2>2(a ◦ a⊥)>(a⊥)2,
we see that a ◦ a⊥ is indeed summable with itself.
Lemma 17. Let E be a directed-complete effect algebra, and let S ⊆ E be some directed non-empty
subset. Let a ∈ E be such that a ⊥ s for all s ∈ S. Then a ⊥ ∨S and a>∨S = ∨s∈S a> s.
Proof. The map b 7→ a > b, giving an order isomorphism from [0, a⊥]E to [a, 1]E (with inverse
b 7→ b	 a,) preserves (and reflects) suprema. In particular, ∨S, the supremum of S in E, which is
the supremum of S in [0, a⊥]E too, is mapped to
∨
s∈S a> s, the supremum of the a> s in E, and
in [a, 1]E too.
Lemma 18. The only element a of a directed-complete effect algebra E for which the n-fold
sum na exists for all n is zero.
Proof. We have a>∨n na = ∨n a> na = ∨n(n+ 1)a = ∨n na, and so a = 0.
Lemma 19. Let E be a normal SEA and suppose a ∈ E satisfies a2 = 0. Then a = 0.
Proof. Since a2 = 0 we have a = a ◦ 1 = a ◦(a > a⊥) = a ◦ a⊥, and hence (see Lemma 16) a is
summable with itself. But furthermore (a> a)2 = 4a2 = 0, and so (a> a)2 = 0.
Continuing in this fashion, we see that 2na exists for every n ∈ N and (2na)2 = 0. Hence, for
any m ∈ N the sum ma exists so that by Lemma 18, we have a = 0.
Proposition 20. Assume E is a SEA with idempotent p ∈ E. Write p ◦E ≡ {p ◦ a; a ∈ E} for
the left corner by p. The sequential product of E restricts to p ◦E and in fact, with partial sum
and zero of E and complement p	 a, the set p ◦E is an SEA. If E is normal, then p ◦E is normal
as well.
Proof. By Prop. 14 we have p ◦E = {a; a ∈ E a ≤ p} and so p ◦E is an effect algebra. For a, b ∈
p ◦E, we have a ◦ b ≤ a ≤ p and so a ◦ b ∈ p ◦E. As the sequential product, zero and addition
of p ◦E and E coincide almost all axioms for an SEA hold trivially. Only the first part of S4
(which involves the orthocomplement) remains. So assume a, b ∈ p ◦E with a | b. We have to show
that a | p	 b. Note a ◦ p⊥ = 0 and so a | p⊥. Thus by S5, we have a | b> p⊥ = (p	 b)⊥. Hence
by S4 (for E), we have a | p	 b. Thus p ◦E is indeed an SEA.
Now assume E is normal. As a principal downset of E, the suprema computed within p ◦E
are the same as computed in E and so p ◦E is directed complete. As additionally the sequential
product of p ◦E is the restriction of that of E, the axiom S6 holds trivially.
Proposition 21. Let p be a central idempotent in a SEA E. Then E ∼= p ◦E ⊕ p⊥ ◦E.
Proof. Note that the map a 7→ (p ◦ a, p⊥ ◦ a) is additive and unital. It is order reflecting, because if
p ◦ a ≤ p ◦ b and p⊥ ◦ a ≤ p⊥ ◦ b then a = a ◦ p> a ◦ p⊥ = p ◦ a> p⊥ ◦ a ≤ p ◦ b> p⊥ ◦ b = b, using
the centrality of p (and hence p⊥). It is obviously surjective because for a ∈ p ◦E we have p ◦ a = a,
and similarly for b ∈ p⊥ ◦E, and hence a> b 7→ (a, b).
To show that it preserves the sequential product we note that
p ◦(a ◦ b) = (p ◦ a) ◦ b = (p ◦(p ◦ a)) ◦ b = ((p ◦ a) ◦ p) ◦ b = (p ◦ a) ◦(p ◦ b)
and similarly for p⊥.
Definition 22. We call an idempotent p ∈ E Boolean when p ◦E is Boolean, i.e. when all a ≤ p
in E are idempotent.
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The following definition and result will be crucial for our arguments, as it relates sequential
effect algebras to commutative effect monoids (see next section).
Definition 23. Let S ⊆ E be a subset of elements of a SEA E. The commutant of S is defined
as S′ ≡ {a ∈ E; a | s for all s ∈ S}. The bicommutant of S is defined simply as S′′ ≡ (S′)′.
Remark 24. Let H be some Hilbert space, and let E = B(H ). For any a ∈ E, the bicommu-
tant {a}′′ is the set of effects of the least commutative von Neumann algebra of B(H ) containing a
by the bicommutant theorem. In general this is false, consider for instance E = [0, 1]2 and a = (0, 1)
— then {a}′′ = E, while {0} × [0, 1] is a smaller commutative subalgebra containing a.
Proposition 25 (Cf. [36], Proposition III.12). Let S ⊆ E be a set of mutually commuting elements
in a normal SEA E, then S′′ is a commutative normal SEA.
Proof. To start off, assume S ⊆ E an arbitrary subset of E. Clearly 0, 1 ∈ S′. If a, b ∈ S′, then for
any s ∈ S, we have a | s and b | s so that a ◦ b | s and a⊥ | s. If a ⊥ b, then a> b | s. Thus S′ is
closed under partial sum, complement and sequential product. As a direct axiom of a normal SEA,
the set S′ is also closed under directed suprema. Hence S′ is a sub-normal-SEA of E.
As S was arbitrary, we see that (S′)′ ≡ S′′ is a sub-normal-SEA of E as well. Assume the
elements of S are pairwise commuting. Then S ⊆ S′ so that S′′ ⊆ S′. By definition S′′ commutes
with all elements from S′ and so in particular with all elements from S′′ itself. Hence S′′ is
commutative.
2.2 Effect monoids
Before we can proceed with the theory of (normal) SEAs we must discuss effect monoids. Roughly
speaking, effect monoids are the classical counterparts to SEAs, being endowed with an associative
and biadditive multiplication ·. Almost all effect monoids are SEAs, the only exception being effect
monoids that do not satisfy a · b = 0 =⇒ b · a = 0. Note that we do not require an effect monoid
to be commutative, since this often follows automatically, for example, in the (for us relevant) case
that the effect monoid is directed complete.
Definition 26. An effect monoid (EM) is an effect algebra (M,>, 0, ( )⊥, · ) with an additional
(total) binary operation ·, such that the following conditions hold for all x, y, z ∈M .
• Unit: x · 1 = x = 1 · x.
• Distributivity: If y ⊥ z, then x · y ⊥ x · z, y · x ⊥ z · x with x · (y > z) = (x · y) > (x · z)
and (y > z) · x = (y · x)> (z · x). In other words: · is bi-additive.
• Associativity: x · (y · z) = (x · y) · z.
We call an effect monoid M commutative if x · y = y · x for all x, y ∈ M ; an element p of M
idempotent whenever p2 ≡ p · p = p; elements a, b of M orthogonal when a · b = b · a = 0. An
effect monoid is Boolean if all its elements are idempotents.
Example 27. Any Boolean algebra (B, 0, 1,∧,∨, ( )⊥), being an orthomodular lattice, is an effect
algebra by Example 3, and, moreover, a Boolean commutative effect monoid with multiplication
defined by x · y = x ∧ y. Conversely, any Boolean effect monoid is a Boolean algebra [41,
Proposition 47].
Example 28. The unit interval [0, 1]R of any (partially) ordered unital ring R (in which the sum
a+ b and product a · b of positive elements a and b are again positive) is an effect monoid.
Let, for example, X be a compact Hausdorff space. The space of complex-valued functionals C(X)
is a commutative unital C∗-algebra (and conversely by the Gelfand theorem, any commutative
C∗-algebra with unit is of this form) and hence its unit interval [0, 1]C(X) = {f : X → [0, 1]} is a
commutative effect monoid.
In [2, Ex. 4.3.9] and [42, Cor. 51] two different non-commutative effect monoids are constructed.
The latter also provides an example of an effect monoid that is not a SEA (since e3  e2 = 0, while
e2  e3 = e5.)
6
Example 29. A commutative SEA is exactly the same thing as a commutative effect monoid.
Moreover, a normal commutative SEA is the same thing as a directed-complete commutative effect
monoid (this requires showing that the product in such an effect monoid is necessarily normal. This
is done in [41, Theorem 43]).
Remark 30. In Ref. [20], “distributive” sequential effect algebras were introduced. These are the
same thing as effect monoids satisfying the condition a · b = 0 ⇐⇒ b · a = 0.
Example 31. Given two effect algebras/monoids/SEAs E1 and E2 we define their direct sum
E1 ⊕ E2 as the the cartesian product with coordinatewise operations. This is again an effect
algebra/monoid/SEA.
Example 32. Let M be an effect monoid and let p ∈M be some idempotent. The subset pM ≡
{p·e; e ∈M} is called the left corner by p and is an effect monoid with (p·e)⊥ ≡ p·e⊥ and all other
operations inherited from M . The map e 7→ (p · e, p⊥ · e) is an isomorphism M ∼= pM ⊕ p⊥M [41,
Corollary 21]. Analogous facts hold for the right corner Mp ≡ {e · p; e ∈M}.
2.2.1 Representation theorem for directed-complete effect monoids
We will need the following representation theorem for directed-complete effect monoids from [41].
(In fact, a representation theory for the more general class of ω-directed complete effect monoids
is established there, which we do not need here.)
Theorem 33. [41] In every directed-complete effect monoid M there is an idempotent p such
that pM is convex and p⊥M is Boolean. Furthermore, there is an extremally-disconnected compact
Hausdorff space X such that pM ∼= [0, 1]C(X).
Corollary 34 (Spectral Theorem for normal SEA). Assume E is a normal SEA with an element a ∈
E. Then there is a extremally-disconnected compact Hausdorff space X and complete Boolean
algebra B such that {a}′′ ∼= [0, 1]C(X) ⊕B.
Proof. Combine Example 29, Proposition 25 and Theorem 33.
The previous allows us to answer Problem 20 of [10] for the special case of normal SEAs:
Corollary 35. Any element a of a normal SEA E has a unique square root.
Proof. Note that a ∈ {a}′′. There is an idempotent p ∈ {a}′′ such that p ◦{a}′′ contains only
idempotents and p⊥ ◦{a}′′ ∼= [0, 1]C(X) for some extremally-disconnected compact Hausdorff spaceX.
Write ai ≡ p ◦ a and ac ≡ p⊥ ◦ a. Then there is a unique b ∈ p⊥ ◦{a}′′ with b2 = ac (because this is
true in C(X)). Define
√
a ≡ ai > b. As ai is idempotent, it is easy to see that √a2 = a and that in
fact
√
a is the unique such element within {a}′′.
To prove uniqueness, assume c2 = a. As {c}′′ is a sub-algebra of mutually commuting elements
we have a = c2 ∈ {c}′′ and hence a | c. As √a ∈ {a}′′, we must then also have c | √a.
Consider B ≡ {√a, a, c}′′. Reasoning as before, a has a unique root in B, hence c = √a.
2.3 An interesting sequential effect algebra
Before we continue, let us construct a concrete example of a sequential effect algebra that is not
directed complete, in order to serve as a foil of some of the other properties we will prove later.
First, the following is a construction for effect monoids.
Example 36. Let V be an ordered vector space. Let R be the space of linear functions f : V → V .
For f, g ∈ R we set f ≤ g when f(v) ≤ g(v) for all v ≥ 0 in V . This makes R into an ordered
vector space. The set M := [0, id]R := {f ∈ R ; 0 ≤ f ≤ id} is then a convex effect algebra [17]
with f > g := f + g defined when f ≤ id − g. It is furthermore an effect monoid with the
product given by composition: f · g := f ◦ g. Indeed, this product obviously distributes over the
addition and has id as the identity. That 0 ≤ f · g ≤ id follows because for all v ∈ V+ we have
0 ≤ f(g(v)) ≤ f(v) ≤ v = id(v), since 0 ≤ g(v), f(v) ≤ v = id(v) by assumption.
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We can use this construction to construct a specific effect monoid that also happens to be a
non-commutative sequential effect algebra.
Example 37. Consider V ≡ R2 with order fixed by (a, b) > 0 iff a+b > 0. Let R and M be defined
as in Example 36. Of course R is just the space of 2× 2 real matrices. With some straightforward
calculation it can then be verified that
A ≡
(
a b
c d
)
∈M ⇐⇒ A = 0 or A = id or 1 > a+ c = b+ d > 0.
Define a map τ : M → [0, 1] by τ(( a bc d )) = a + c = b + d. Then it is straightforward to check
that τ is monotone (A ≤ B =⇒ τ(A) ≤ τ(B)), multiplicative (τ(A ·B) = τ(A)τ(B)), and A = 0
iff τ(A) = 0. As a result A ·B = 0 iff A = 0 or B = 0. Hence M satisfies A ·B = 0 iff B · A = 0,
making M a SEA.
This example is interesting because of how close its structure is to that of a SEA coming from a
C∗-algebra while still being different in crucial ways. First of all it is convex and it is Archimedean
in the sense of effect algebras, i.e. it has no non-zero infinitesimal elements: if nA ∈ M for all n,
then A = 0. As far as we are aware, this is the first example of a non-commutative Archimedean
convex SEA that is not somehow related to examples from quantum theory. Furthermore, denote
by W the space spanned by M in R. Then W is a (non-Archimedean) order unit space with its
order-unit norm satisfying ‖A‖ := inf{λ ∈ R>0 ; −λid ≤ A ≤ λid} = |τ(A)|. As a result we see
that the sequential product is continuous in the order unit norm.
In Ref. [38] it was shown that if the unit interval of a finite-dimensional Archimedean order
unit space V is a SEA such that the sequential product is continuous in the norm, that then V is
order-isomorphic to a Euclidean Jordan algebra. The above example shows that the assumption
of Archimedeaness of the order unit space is in fact necessary, and that the mere absence of
infinitesimal elements does not suffice.
The example has some further noteworthy properties. Its product is associative, in contrast
to the sequential product in quantum theory. It has no non-trivial zero divisors, and thus also no
non-trivial idempotents. Finally, any non-empty directed set S has a minimal upper bound but,
unless
∨
τ(S) = 1, no supremum, and hence it is not directed complete.
3 Boolean sequential effect algebras
Naming sequential effect algebras where every element is idempotent ‘Boolean’ of course suggests
that such an effect algebra must actually be a Boolean algebra. This is indeed the case, and as far
as we know has not been observed before. Let us therefore prove this before we continue on to our
main results. Note that these results are a strict generalization of those in Ref. [35].
Lemma 38. Let a and b be elements of a SEA such that a ◦ b is idempotent. Then a ◦ b ≤ b.
Moreover, if a ◦ b⊥ is idempotent too, then a ◦ b = b ◦ a.
Proof. Since a ◦ b ≤ a, and a ◦ b is an idempotent, we have a ◦ b | a and a ◦ b = (a ◦ b) ◦ a, by point 4
of Proposition 14. Then, using S4, we see that a ◦ b = (a ◦ b) ◦(a ◦ b) = ((a ◦ b) ◦ a) ◦ b = (a ◦ b) ◦ b,
and so a ◦ b ≤ b, by point 4 of Proposition 14.
Now suppose that a ◦ b⊥ is an idempotent too. Since then a ◦ b⊥ ≤ b⊥, we have b ◦(a ◦ b⊥) = 0,
and so b ◦(a ◦ b) = b ◦ a. On the other hand, a ◦ b = b ◦(a ◦ b), because a ◦ b ≤ b, so altogether we
get a ◦ b = b ◦(a ◦ b) = b ◦ a.
Corollary 39. A Boolean idempotent of a SEA E is central.
Proof. The Boolean idempotent a commutes with every b ∈ E, by Lemma 38, because a ◦ b
and a ◦ b⊥ are idempotents, on account of being below the Boolean idempotent a.
Proposition 40. Let p and q be idempotents of a SEA E. Then p ◦ q is an idempotent if and only
if p and q commute. Moreover, in that case p ◦ q is the infimum of p and q in E.
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Proof. If p and q commute, then it is straightforward to show that (p ◦ q)2 = p ◦ q.
Now for the other direction, suppose p ◦ q is idempotent. Then p ◦ q⊥ is idempotent too, and
so p and q commute, by Lemma 38.
Finally, we must show that p ◦ q is the infimum of p and q in E. By Lemma 38 we know that p ◦ q
is a lower bound of p and q. To show that p ◦ q is the greatest lower bound, let r ≤ p, q be given.
Since p and q are idempotents, we have r ◦ p = r = r ◦ q and r | p, so r ◦(p ◦ q) = (r ◦ p) ◦ q = r ◦ q = r.
It follows that r ≤ p ◦ q, and so we conclude that indeed p ◦ q = p ∧ q.
Proposition 41. Let E be a Boolean SEA (i.e. where every element is an idempotent). Then E is
a Boolean algebra. Furthermore, for all a, b ∈ E, a ◦ b = a ∧ b. If E is normal, then E is complete
as a Boolean algebra.
Proof. Let a, b ∈ E. As a, b and a ◦ b are idempotent by assumption, by the previous proposition
they commute and a ◦ b = a ∧ b. We conclude that E is commutative, and hence it is a (directed-
complete) Boolean effect monoid. Ref. [41, Proposition 47] then shows that it is a (complete)
Boolean algebra.
Using our later results it will turn out that any SEA containing only a finite number of elements
must be a Boolean algebra (see Corollary 54).
4 Almost-convex sequential effect algebras
We prove our structure theorem for normal SEAs (Theorem 59) in two steps. In this section
we introduce the notion of a-convexity and show that every normal SEA factors as a complete
Boolean algebra and an a-convex normal SEA (Theorem 53). In the next section we will show that
an a-convex normal SEA factors into a convex normal SEA and a ‘purely a-convex’ normal SEA
(Proposition 58).
Definition 42. An a-convex action (almost-convex action) on an effect algebra E is a map
· : [0, 1]×E → E, where [0, 1] is the standard real unit interval, satisfying the following axioms for
all a, b ∈ E and λ, µ ∈ [0, 1]:
• λ · (µ · a) = (λµ) · a.
• If λ+ µ ≤ 1, then λ · a ⊥ µ · a and λ · a> µ · a = (λ+ µ) · a.
• 1 · a = a.
An a-convex effect algebra is an effect algebra E endowed with such an a-convex action. When
we say that an effect algebra E is a-convex we mean that there’s at least one a-convex action on E
(although there might be more).
Remark 43. A convex action on an effect algebra is an a-convex action that in addition satisfies
the final requirement of Definition 5: for all summable a and b, and λ ∈ [0, 1]
λ · (a> b) = λ · a> λ · b.
The definition of a-convexity is strictly weaker then that of convexity. Before we demonstrate
this with an explicit example, we first recall the following method for constructing new (sequential)
effect algebras.
Definition 44. Let I be some indexing set, such that for each α ∈ I there is an effect algebra Eα.
The horizontal sum [5] of the Eα is then defined as HS(Eα, I) ≡
(∐
α∈I Eα
)
/∼, the disjoint
union modulo the identification of all the zeros and and all the ones: (a, α) ∼ (b, β) iff a = b = 1
or a = b = 0 or a = b and α = β. The horizontal sum is an effect algebra with (a, α)⊥ = (a⊥, α)
and (a, α) ⊥ (b, β) iff α = β and a ⊥ b, and then (a, α)> (b, α) = (a> b, α) (with the action of the
unique zero element being the obvious one).
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The horizontal sum of two sequential effect algebras does not have to again be a sequential effect
algebra. Necessary and sufficient conditions were found in Ref. [12, Theorem 8.2] for a horizontal
sum of sequential effect algebras to allow a sequential product. Let us give a simple example of
such a SEA coming from a horizontal sum.
Example 45. Let H be the horizontal sum of the unit interval with itself. I.e. H is the disjoint
union of the unit interval with itself, that we will call the left [0, 1]L and the right [0, 1]R interval,
where 0L = 0R and 1L = 1R are identified. This is an effect algebra where addition is only
defined when elements are both from the left respectively the right interval, and the complement is
λ⊥L = (1− λ)L (same for right). It is easy to see that this effect algebra is directed complete (as
each of the unit intervals is). It is also a normal SEA with the product λA ◦µB = (λµ)A where
A,B ∈ {L,R}. We can give H two different a-convex structures. Determined by either setting
λ ·1 = λL or λ ·1 = λR. For every other element there is a unique choice given by λ ·µA = (λµ)A for
A ∈ {L,R}. It is straightforward to check that either choice for λ · 1 gives an a-convex action on H.
This however does not make H a convex effect algebra, because (supposing without loss of generality
that λ · 1 = λL) we get λ · ( 12R > 12R) = λ · 1 = λL, while λ · 12R > λ · 12R = (λ 12 )R > (λ 12 )R = λR.
On a normal SEA E an a-convex action yields an additive map ϕ : [0, 1]→ E given by ϕ(λ) = λ · 1.
We will prove its converse, but that will require some preparation.
Definition 46. Let E be a normal SEA. For a ∈ E we define its floor to be bac := ∧n an.
Lemma 47. Let E be a normal SEA. For a ∈ E, we have bac ≤ a, and furthermore, bac is the
largest idempotent below a.
Proof. To start, since a commutes with each an, we have a | bac ≡ ∧n an, and bac ◦ a = a ◦bac =∧
n a ◦ an =
∧
n a
n+1 =
∧
n a
n = bac. Then bac ◦ an = bac for all n, and so bac2 = ∧nbac ◦ an = bac.
Hence bac is an idempotent.
Let p be an idempotent below a; we must show that p ≤ bac. Since p ≤ a, we have p ◦ a =
a ◦ p = p. Note that p ◦ a2 ≡ p ◦(a ◦ a) = (p ◦ a) ◦ a = p ◦ a = p, using here that a | p. By a similar
reasoning we get p ◦ an = p for all n. Thus p ◦bac = ∧n p ◦ an = p, and so p ≤ bac.
Lemma 48. Given an element a of a normal SEA E with bac = 0 and n ∈ N>0, there is a
unique a′ ∈ E with a = na′. Moreover, a′ ∈ {a}′′.
Proof. Concerning uniqueness, suppose for now that there is an a′ ∈ {a}′′ with na′ = a, and
let b ∈ E with a = nb be given. Since b | nb = a, we have b ∈ {a}′, and thus b | a′, using here
that a′ ∈ {a}′′. It follows that b and a′ are both part of the commutative normal SEA {b, a′}′′. Now,
the representation theory for directed-complete effect monoids gives us that nb = na′ implies b = a′.
(Indeed, this implication holds for commutative C∗-algebras, and trivially for Boolean algebras.)
Whence a′ is unique.
For the existence of a′ ∈ {a}′′ we can assume without loss of generality that E = {a}′′, and,
moreover, that E ≡ B ⊕ C for some complete Boolean algebra B, and some convex normal effect
monoid C, again by the representation theory for directed-complete effect monoids. Then a = (b, c)
for some b ∈ B and c ∈ C. We claim that b = 0. For this, note that b must be an idempotent
since B is Boolean, and so bbc = b. Since 0 = bac = b(b, c)c = (bbc, bcc) = (b, bcc), we have b = 0.
Finally, define a′ := (0, 1n · c), using here that C is convex, and observe that na′ = a.
Note that the condition bac = 0 is necessary in the previous Lemma since for instance in
Example 45 we have 2( 12L) = 1 = 2(
1
2R).
Proposition 49. Let ϕ : [0, 1]→ E be an additive map into a normal SEA E.
1. ϕ is normal: we have ϕ(
∨
D) =
∨
λ∈D ϕ(λ) for every directed subset D of [0, 1].
2. ϕ(λ) | ϕ(µ) for all λ, µ ∈ [0, 1].
3. bϕ(λ)c = 0 for any λ ∈ [0, 1).
4. If ϕ(λ) = ψ(λ) for some λ ∈ (0, 1) and additive ψ : [0, 1]→ E, then ϕ = ψ.
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Proof. 1. Since
∨
λ∈D ϕ(λ) ≤ ϕ(
∨
D) the difference ϕ(
∨
D) 	 ∨λ∈D ϕ(λ) exists; we must show
that it is zero. Let a natural number n > 0 be given, and pick µ ∈ D with ∨D − µ ≤ 1n . Since
ϕ(
∨
D) 	 ∨λ∈D ϕ(λ) ≤ ϕ(∨D) 	 ϕ(µ) = ϕ(∨D − µ) ≤ ϕ( 1n ),
using that ϕ(µ) ≤ ∨λ∈D ϕ(λ) in the first inequality, we see then that ϕ(∨D) 	 ∨λ∈D ϕ(λ) has an
n-fold sum for all n, and hence must therefore be zero by Lemma 18.
2. Let n,m > 0 be natural numbers. Since ϕ( 1nm ) commutes with itself, it commutes with
nϕ( 1nm ) ≡ ϕ( 1m ) by S5. But then mϕ( 1nm ) ≡ ϕ( 1n ) commutes with ϕ( 1m ) too, again by S5. Going
on like this we see that ϕ( kn ) | ϕ( `m ) for all natural numbers k ≤ n and ` ≤ m. Whence ϕ(q) | ϕ(r)
for all rational q, r ∈ [0, 1]. Now let x, y ∈ [0, 1] be arbitrary, and pick directed sets C,D ⊆ [0, 1]
of rational numbers with
∨
C = x and
∨
D = y. Then ϕ(c) | ϕ(d) for all c ∈ C and d ∈ D,
and so ϕ(x) =
∨
c∈C ϕ(c) | ϕ(d) for all d ∈ D, by S6, and the fact that ϕ is normal. But
then ϕ(x) | ∨d∈D ϕ(d) = ϕ(y) too.
3. Pick a natural number n > 0 with λ ≤ 1− 1n . Then bϕ(λ)c ≤ bϕ(1− 1n )c and so it suffices to
show that bϕ(1− 1n )c = 0. To this end let p be an idempotent with p ≤ ϕ(1− 1n ). We have to show
that p = 0. Since p ≤ ϕ(1 − 1n ) = ϕ(1) 	 ϕ( 1n ) ≤ 1 	 ϕ( 1n ), and so ϕ( 1n ) ≤ p⊥, we have ϕ(1) ≡
nϕ( 1n ) ≤ p⊥ by Lemma 15, and whence p ≤ ϕ(1)⊥. On the other hand p ≤ ϕ(1− 1n ) ≤ ϕ(1), so
p, being below both ϕ(1) and ϕ(1)⊥, is summable with itself. Since p is an idempotent, we get
p> p ≤ p by Lemma 15, and so p = 0, as desired.
4. Since ϕ(λ) = ψ(λ), we have ϕ(λn ) = ψ(
λ
n ) for all natural numbers n > 0, by Lemma 48, using
here that bϕ(λ)c ≡ bψ(λ)c = 0 by point 3. Since numbers of the form mλn lie dense in [0, 1], point 1
entails that ϕ = ψ.
Proposition 50. Let E be a normal SEA. A half is central if it is unique, and vice versa.
Proof. Given elements h and g of E with h> h = 1 = g > g, and h ◦ g = g ◦h, we have h = h ◦ 1 =
h ◦(g > g) = h ◦ g > h ◦ g = g ◦h > g ◦h = h ◦(g > g) = h. So commuting halves are equal. In
particular, a half is unique when it is central.
For the converse, suppose that h is the only half in E, and let a be an element of E. We must
show that a and h commute. To this end, note that a ◦h>a⊥ ◦h is a half, and so h = a ◦h>a⊥ ◦h,
by uniqueness of h. Since a ◦h commutes with a ◦h> a ◦h ≡ a, and, similarly, a⊥ ◦h commutes
with a⊥, and thus with a too, we see that a commutes with a ◦h > a⊥ ◦h = h. Whence h is
central.
Theorem 51. Let E be a normal SEA. Any unital, additive map ϕ : [0, 1]→ E gives an a-convex
action on E via λ · a = a ◦ϕ(λ). Moreover, the following are equivalent.
1. E is convex.
2. There is a central h ∈ E with h> h = 1.
3. There is precisely one h ∈ E with h> h = 1.
In that case all scalars of E, elements of the form λ · 1 for some λ ∈ [0, 1], are central.
Proof. (From ϕ to an a-convex action) Let ϕ : [0, 1]→ E be an additive map with ϕ(1) = 1, and
define λ · a ≡ a ◦ϕ(λ) for all λ ∈ [0, 1] and a ∈ E. We will show that this defines an a-convex action
on E. Clearly 1 ·a = a and (λ+µ) ·a = λ ·a>µ ·a for λ+µ ≤ 1 and a ∈ E. The only difficulty here
is in establishing the last remaining condition, that µ · (λ · a) = (µλ) · a given µ, λ ∈ [0, 1] and a ∈ E.
Since for fixed λ and a both µ 7→ µ · (λ ·a) and µ 7→ (µλ) ·a give additive maps [0, 1]→ E, it suffices
by point 4 of Proposition 49 to show that 12 · (λ · a) = ( 12λ) · a. For λ = 1, this is obvious enough,
and for λ < 1 this follows immediately from the fact that λ · a has a unique half by Lemma 48,
because bλ · ac = 0 by point 3 of Proposition 49. Note that we could not prove 12 · (λ · a) = ( 12λ) · a
here by simply applying point 4 of Proposition 49 again as it’s a priori not clear that λ 7→ 12 · (λ · a)
is additive.
(1 ⇒ 2) Assume E is convex. There is a unique half; indeed if h>h = 1, then h = 12 ·h> 12 ·h =1
2 · (h> h) = 12 · 1. Thus by Prop. 50 we know 12 · 1 is a central.
(2 ⇒ 3) Follows immediately from Proposition 50.
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(3 ⇒ 1) Assume there is a unique half h in E. By Prop. 50 we know that h must be central.
Note {h}′′ must be convex. Its scalar multiplication λ 7→ λ ·1 is an additive map ϕ : [0, 1]→ E. This
gives an a-convex action on E via λ ·a ≡ a ◦ϕ(λ). It remains to be shown that λ ·(a>b) = λ ·a>λ ·b
for any summable a, b ∈ E and λ ∈ [0, 1]. To wit: a ◦ϕ(λ) > b ◦ϕ(λ) = (a > b) ◦ϕ(λ). Clearly
it is sufficient to show that ϕ(λ) is central. By definition ϕ(λ) ∈ {h}′′, and as h is central, we
have {h}′ = E and so {h}′′ = E′ = Z(E). Thus ϕ(λ) ∈ {h}′′ = Z(E) is indeed central.
(λ · 1 central) Assume E is convex. Then there is a central half. With the same argument as
before {h}′′ = Z(E) and so λ · 1 ∈ {h}′′ is central for any λ ∈ [0, 1].
Theorem 52. Let E be a normal SEA. Among all idempotents p such that p ◦E is a-convex, there
is a maximum p0. This p0 is central and p⊥0 ◦E is Boolean.
Proof. To start, we will show that there is a maximal self-summable element a ∈ E (cf. [41,
Lemma 56].) Write A ≡ {a ∈ E; a ⊥ a}. We have to show that A has a maximal element. For this
we will use Zorn’s Lemma. To this end, suppose D ⊆ A is a chain. We have to show that it has an
upper bound in A. If D is empty, then 0 ∈ A is clearly an upper bound, so we may assume D is
not empty. Define a ≡ ∨D. It is sufficient to show a ⊥ a as then a ∈ A. Assume d, d′ ∈ D. We
claim d ⊥ d′. Indeed, assuming without loss of generality that d′ ≤ d, we see d′ ≤ d ≤ d⊥ and
so d ⊥ d′.
So
∨
d′∈D d> d′ exists. As addition preserves suprema (Lemma 17), we have ∨d′∈D d> d′ =
d > ∨d′∈D d′ = d > a. Hence ∨d∈D d > a exists and ∨d∈D d > a = (∨d∈D d) > a = a > a, so
indeed a ∈ A.
Write a for the maximal self-summable element. Define p0 ≡ a> a. For brevity write p ≡ p0.
Our next order of business is to show that p is an idempotent. Note that p⊥ ◦ p is summable with
itself (see Lemma 16). Consequently p⊥ = p⊥ ◦ 1 ≥ p⊥ ◦(p⊥ ◦ p > p⊥ ◦ p) = (p⊥)2 ◦ p > (p⊥)2 ◦ p.
Thus 1 = a > a > (a > a)⊥ = a > a > p⊥ ≥ a > a > (p⊥)2 ◦ p > (p⊥)2 ◦ p, hence a > (p⊥)2 ◦ p
is summable with itself. As a is maximal with this property, we must have (p⊥)2 ◦ p = 0, but
then (p⊥ ◦ p)2 = ((p⊥)2 ◦ p) ◦ p = 0 and so p⊥ ◦ p = 0 by Lemma 19, which shows that p is indeed
an idempotent.
Next we will show that p⊥ is Boolean, i.e. that p⊥ ◦E only contains idempotents. To this end,
assume s ≤ p⊥. Note s ◦ s⊥ is summable with itself and so s ◦ s⊥ > s ◦ s⊥ ≤ p⊥ ≡ (a > a)⊥ by
Lemma 15. Thus a> a ⊥ s ◦ s⊥ > s ◦ s⊥ and so a> s ◦ s⊥ is summable with itself. By maximality
of a we must have s ◦ s⊥ = 0, which shows that s is indeed an idempotent. Thus p⊥ is Boolean and
by Corollary 39 both p and p⊥ are central.
We need to show that p ◦E is a-convex. To do this, consider {a}′′. Let c be the idempotent
from Theorem 33 such that c ◦{a}′′ is convex and c⊥ ◦{a}′′ is Boolean. Clearly a ≤ c and so p ≤ c.
Thus there is a unital additive map [0, 1]→ p ◦{a}′′ ⊆ p ◦E and so p ◦E is a-convex.
Finally, to show that p is the maximum among idempotents with a-convex corner, assume q ∈ E is
an idempotent with q ◦E a-convex. As p⊥ is central we have p⊥ ◦ q = q ◦ p⊥ ≤ q and hence 12 (p⊥ ◦ q)
exists. But as furthermore p⊥ ◦ q ≤ p⊥, we also have 12 (p⊥ ◦ q) ≤ p⊥. As 12 (p⊥ ◦ q) is then a self-
summable idempotent, it must be zero. Thus p⊥ ◦ q = 0. It follows that q ≤ p as desired.
Theorem 53. Let E be a normal SEA. Then E ∼= E1 ⊕ E2, where E1 is a-convex and E2 is a
complete Boolean algebra.
Proof. By Theorem 52 there is a central idempotent p such that p ◦E is a-convex, and p⊥ ◦E is
Boolean. By Proposition 41, p⊥ ◦E is then a complete Boolean algebra. Since p is central we have
by Proposition 21 that E ∼= p ◦E ⊕ p⊥ ◦E.
Corollary 54. Let E be a SEA with a finite number of elements. Then E is a Boolean algebra.
Proof. Any directed subset S ⊆ E is also finite, and hence contains a maximum. Thus E is
normal and hence splits up as E ∼= E1 ⊕ E2 where E1 is a-convex and E2 is a Boolean algebra. If
E1 6= {0} then it would necessarily contains a continuum of elements contradicting the finiteness
of E. Thus E ∼= E2 is a Boolean algebra.
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5 Pure a-convexity
In this section we will show that any a-convex normal SEA factors as a convex normal SEA and a
purely a-convex normal SEA. We start with a few observations before we introduce the notion of
pure a-convexity.
Corollary 55. Let E be an a-convex normal SEA. Then λ · 1 ∈ Z(E) for all λ ∈ [0, 1] if and only
if E is convex.
Proof. Follows directly from Theorem 51.
Corollary 56. Let E be an a-convex normal SEA with Z(E) Boolean. Suppose E = E1 ⊕ E2.
Then neither of E1 and E2 can be convex.
Proof. Let E = E1 ⊕E2. We remark that the unit 1E1 of E1 corresponds to a central element in
E. We also remark that Z(E) = Z(E1)⊕ Z(E2). By the previous Corollary, if E1 is convex, then
λ1E1 ∈ Z(E1). But by assumption Z(E) is Boolean, so this is not possible.
This corollary motivates the following definition.
Definition 57. Let E be a-convex. We say it is purely a-convex when Z(E) is Boolean. We
say E is an a-convex factor if Z(E) = {0, 1}.
Proposition 58. Let E be an a-convex normal SEA. Then E ∼= E1 ⊕E2 where E1 is convex and
E2 is purely a-convex.
Proof. Obviously Z(E) is a commutative normal SEA, and thus also a directed-complete effect
monoid. There is then an idempotent p ∈ Z(E) such that p ◦Z(E) is convex, while p⊥ ◦Z(E) is a
Boolean algebra. Letting E2 ≡ p⊥ ◦E, then indeed shows that Z(E2) = Z(p ◦E) = p ◦Z(E) is a
Boolean algebra, and hence E2 is purely a-convex. We claim that E1 ≡ p ◦E is convex. Indeed,
note 12 · 1 ∈ Z(p ◦E) = p ◦Z(E) is a central half and so E1 is convex by Theorem 51.
Combining the previous results, we get the following representation theorem.
Theorem 59. Let E be a normal SEA. There is a complete Boolean algebra B, convex normal
SEA Ec and purely a-convex SEA Eac with E ∼= B ⊕ Ec ⊕ Eac.
Boolean algebras are obviously very well-studied and understood, and convex normal SEAs
also seem to be quite well-behaved (they are for instance order-isomorphic to the unit interval of
some directed-complete Archimedean homogeneous order unit space [36]).
The purely a-convex normal SEAs do not seem to have an easily visible structure or classification
however. For instance, we can take an a-convex normal SEA and take the horizontal sum with
itself to get a new a-convex normal SEA. We can then take any amount of such a-convex horizontal
sums and take their direct sum. Any collection of such direct sums can then again be combined
into a horizontal sum. In this way we can create arbitrarily deeply nested sequential effect algebras.
The following proposition shows that much of the structure of a-convex normal SEAs reduces
to that of convex normal SEAs:
Proposition 60. Let E be an a-convex normal SEA. Then E can be written as the (possibly
non-disjoint) union of convex normal sub-SEAs.
Proof. Let a ∈ E be arbitrary. We will construct a convex normal sub-SEA that contains a.
Consider the sub-algebra { 12 · a}′′. Let qc be the idempotent that defines its convex part. Obviously1
2 · a belongs to the convex part and hence 12 · a ≤ qc so that 12 · a is orthogonal to q⊥c . But then 12 · a
is also orthogonal to 12 · q⊥c so that they commute. Since there is necessarily an element b ∈ { 12 · a}′′
such that b> b = qc, which is for the same reasons as before orthogonal to 12 · q⊥c , this element also
commutes with both a and 12 · q⊥c . Let D ≡ { 12 · a, 12 · q⊥c , b}′′. Then D is a normal sub-SEA, and
1 = 2(12 · q⊥c > b), so that 1 belongs to the convex part, and hence D is also convex.
We suggest the following axiom to be added to those already present in a SEA in order to
remove the kind of pathology introduced by a-convex algebras.
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Definition 61. We say a sequential effect algebra has commuting halves when a | b and b = c>c
implies that a | c.
Proposition 62. Let E be a normal a-convex SEA. It is convex if and only if it has commuting
halves.
Proof. Suppose E is convex. Let a, b, c ∈ E with a | b and b = c> c. Note that c = 12 · c> 12 · c =1
2 · (c> c) = 12 · b = b ◦( 12 · 1). As a | b and a | 121 we then also get a | b ◦ 121 = c, and hence we are
done.
Now suppose E is a-convex and has commuting halves. For any a ∈ E we have a | 1 and hence
a | 12 · 1. As 12 · 1 is then central, E is convex by Theorem 51.
Combining this proposition with Theorem 59 then easily gives the following.
Theorem 63. Let E be a normal sequential effect algebra with commuting halves. Then E = B⊕Ec
where B is a complete Boolean algebra and Ec is a convex normal SEA.
6 Associative sequential products
In this section we will go on a tangent, and explore one of the consequences of our representation
theorem for normal SEAs.
In Ref. [15] it was noted that it seems reasonable to expect the sequential product to satisfy
a ◦(b ◦ c) = (a ◦ b) ◦ c for all a, b and c (i.e. that the product is associative), and not just for
commuting a and b. This is however not the case in quantum theory, where the expression (a ◦ b) ◦ c
does not seem to correspond to any physical quantity when a and b do not commute. The sequential
product in classical probability theory is of course associative. This raises the question of whether
associativity is somehow involved in ensuring the classicality of the sequential product, i.e. whether
an associative sequential product is necessarily commutative.
The answer to that is no: there do exist (normal) SEAs where the product is associative, while
the product is still non-commutative as is demonstrated in Examples 37 and 45. There are however
strong restrictions implied by the sequential product being associative:
Proposition 64. Let E be a SEA with an associative sequential product. Then every idempotent
is central.
Proof. Assume ◦ is associative. Let a be any effect and let p be idempotent. Of course p⊥ ◦ a is
orthogonal to p and hence 0 = (p⊥ ◦ a) ◦ p = p⊥ ◦(a ◦ p). But then p⊥ | a ◦ p, and hence p | a ◦ p.
Similarly, we also get p | a ◦ p⊥. As a result p | a ◦ p⊥ > a ◦ p = a. As a was arbitrary we see that
idempotent elements are central.
This gives some motivation to the lack of associativity in the sequential product of quantum
theory: if it were associative, while still satisfying all the other axioms of a SEA, then every sharp
measurement had to be classical. For the case of normal SEAs with commuting halves, we have a
stronger result.
Proposition 65. Let E be a normal SEA with commuting halves and an associative sequential
product. Then E is commutative.
Proof. By Theorem 63, E is a direct sum of a Boolean algebra and a convex normal SEA. As the
Boolean algebra is always commutative we can without loss of generality assume that E is convex.
By Proposition 64, all idempotents are central, and hence by Corollary 55, λ · p is central for any
λ ∈ [0, 1] and p idempotent, and hence any>ni=1 λi · pi with the pi idempotent and orthogonal is
central. Call such elements simple. By the spectral theorem (Corollary 34), any element a can be
written as a =
∨
n an where a1 ≤ a2 ≤ . . . is an increasing sequence of simple elements. As any
other b commutes with all the an, it must then also commute with a. As a and b are arbitrary, this
shows that E is commutative.
Finally, we note that the example of a horizontal sum of unit intervals is in a sense the most
general possible, when restricting to a-convex factors, as Proposition 67 will show.
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Lemma 66. Let E be a normal SEA. If the only idempotents in E are 0 and 1, then a ◦ b = 0
implies a = 0 or b = 0.
Proof. Recall that bac is the largest idempotent below a for any a ∈ E. Thus by assumption
necessarily bac = 0 or bac = 1. As bac ≤ a, bac = 1 happens only when a = 1.
Suppose a ◦ b = 0, so that in particular a | b. Then a ◦ b⊥ = a and hence by induction a ◦(b⊥)n =
(a ◦ b⊥) ◦(b⊥)n−1 = a ◦(b⊥)n−1 = a. But then a ◦bb⊥c = ∧n a ◦(b⊥)n = ∧n a = a. If bb⊥c = 0, then
this implies a = 0. Otherwise, bb⊥c = 1 and hence b⊥ = 1 so that b = 0.
Proposition 67. Let E be a normal a-convex factor with an associative sequential product. Then
there is some index set I such that E is isomorphic to the horizontal sum of #I copies of the real
unit interval [0, 1].
Proof. By Proposition 64, any idempotent is central, but by assumption Z(E) = {0, 1}, hence the
only idempotents are 0 and 1. Hence, by the previous lemma, E does not have any non-trivial zero
divisors.
Let S ⊆ E be any subset of mutually commuting elements, and let qc be the idempotent
with qc ◦S′′ convex and with q⊥c ◦S′′ Boolean. Then qc = 1 or qc = 0. If qc = 0, then S′′ is Boolean
and hence S′′ = {0, 1}. As S ⊆ S′′, the only elements of S can then be 0 and 1. But since 1 and
0 are central we would then have {0, 1} = S′′ = E so that E is not a-convex. Hence qc = 1 and
S′′ is convex. As E has no non-trivial zero divisors, the same is true for S′′. But then S′′ is a
convex directed-complete effect monoid without non-trivial zero divisors so that by [41, Theorem 71]
we have S′′ ∼= [0, 1]. As S ⊆ S′′ there is then a unique additive unital map ϕS : [0, 1] → E such
that for each s ∈ S, there is a λs ∈ [0, 1] with ϕS(λs) = s. If T ⊇ S is a larger set of mutually
commuting elements, and there is some s ∈ S with s /∈ {0, 1}, then it follows from pt. 4 of Prop. 49
that ϕS = ϕT .
Let I be a maximal collection of non-commuting elements of E \ {0, 1} (which exists by Zorn’s
lemma). We claim that E is isomorphic to the horizontal sum of #I copies of [0, 1], where
the sequential product is defined by (λ, a) ◦(µ, b) ≡ (λµ, a). To show this, we will construct an
isomorphism Θ: F ≡ HS([0, 1]a∈I , I) → E. For a ∈ I, write ϕa ≡ ϕ{a}. Note that for a, b ∈ I
with a 6= b we have ϕa(λ) 6= ϕb(µ) for all λ, µ ∈ (0, 1). Define Θ(λ, a) = ϕa(λ).
It is easy to see that Θ is unital, additive and injective. To show it is multiplicative, sup-
pose (λ, a), (µ, b) ∈ F are given for λ, µ ∈ (0, 1). We need to show that ϕa(λ) ◦ϕb(µ) = ϕa(λµ).
For the moment assume µ = 2−n for some n ∈ N. Note that 2n(ϕa(λ) ◦ϕb(2−n)) = ϕa(λ) and
so ϕa(λ) ◦ϕb(2−n) commutes with ϕa(λ). Thus by the earlier analysis ϕa(λ) ◦ϕb(2−n) = ϕa(ζ) for
some ζ. As 2nϕa(ζ) = ϕa(λ) we must have ζ = 2−nλ hence Θ(λ, a) ◦Θ(2−n, b) = ϕa(λ) ◦ϕb(2−n) =
ϕa(λ2−n) = Θ((λ, a) ◦(2−n, b)). Taking sums and suprema it follows that Θ(λ, a) ◦Θ(µ, b) =
Θ((λ, a) ◦(µ, b)) for arbitrary µ. Thus Θ is multiplicative.
To show Θ is surjective, suppose a ∈ E is given. As Θ is additive and unital, the cases a ∈ {0, 1}
are already covered, so assume a /∈ {0, 1}. There must be some b ∈ I with which a commutes, for
otherwise I would not be maximal. But then a = ϕb(λ) = Θ(λ, b) for some λ as desired.
To show Θ is an isomorphism, it remains to be shown that Θ is an embedding, and as
x ≤ y ⇐⇒ x ⊥ y⊥ for any x, y in an effect algebra it hence suffices to show that for any
(λ, a), (µ, b) ∈ F with Θ(λ, a) ⊥ Θ(µ, b) we have (λ, a) ⊥ (µ, b).
So let (λ, a), (µ, b) ∈ F be given with Θ(λ, a) ⊥ Θ(µ, b). Recall that we have (λ, a) ⊥ (µ, b)
iff a = b and λ + µ ≤ 1. If λ ∈ {0, 1} it is easy, so assume λ, µ /∈ {0, 1}. By surjectivity there is
some c ∈ I and ζ ∈ [0, 1] with ϕa(λ)>ϕb(µ) = ϕc(ζ). For any α ∈ (0, 1) we have ϕc(αλ)>ϕc(αµ) =
ϕc(α) ◦(ϕa(λ) > ϕb(µ)) = ϕc(α) ◦ϕc(ζ) = ϕc(αζ). But then αλ + αµ ≤ 1 and αλ + αµ = αζ.
As α ∈ (0, 1) was arbitrary, we get λ+ µ = ζ and λ+ µ ≤ 1. It remains to show that a = b. Let
n ∈ N be such that 2−n ≤ λ, µ. We then also have ϕa(2−n) ⊥ ϕb(2−n) and hence by the previous
argument there is a c such that ϕa(2−n)> ϕb(2−n) = ϕc(21−n). Adding these sums to themselves
2n−1 times and using additivity of the ϕ’s we then get ϕa( 12 ) > ϕb( 12 ) = ϕc( 12 > 12 ) = 1. Hence
ϕb( 12 ) = ϕa(
1
2 )⊥ so that ϕa(
1
2 ) and ϕb(
1
2 ) commute. We must then have a = b.
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7 Conclusions and outlook
We have shown that any normal sequential effect algebra can be decomposed into a direct sum of
a complete Boolean algebra, a convex normal sequential effect algebra and a new kind of normal
sequential effect algebra that we have dubbed ‘purely a-convex’.
Our proofs relied in a few crucial ways on the assumption of directed completeness of the effect
algebra. It is then interesting to wonder if a similar characterization or decomposition is possible
when we only assume ω-completeness to get what Gudder and Greechie dubbed a σ-SEA [12].
The characterization of ω-complete effect monoids of Ref. [41] still implies a lot of structure for
the commutative subalgebras present in such a SEA, but it is not exactly clear how this can be
translated to global structure of the SEA.
We introduced the notion of an a-convex factor for those a-convex algebras where the only
central elements are 0 and 1. Examples of a-convex factors include any horizontal sum constructed
out of a-convex SEAs. We do not know of any other examples of a-convex factors. This might
point towards a characterization of a-convex factors as horizontal sums of a-convex SEAs.
Convex normal sequential effect algebras are order-isomorphic to the unit interval of a complete
Archimedean order unit space that furthermore has a homogeneous positive cone [36]. The only
known examples of convex normal SEAs come from JB-algebras (a type of Jordan operator algebra).
It is an open question whether convex normal SEAs axiomatise directed-complete JB-algebras.
What is known are the following two special cases. First, when the order unit space is finite-
dimensional, and the sequential product is norm-continuous in the first argument, the space must be
a Euclidean Jordan algebra. Second, when a normal sequential product satisfies for all idempotents
p and q the identity (p ◦ q)2 = p ◦(q ◦ p) and the implication ω(q) = 1 =⇒ ω(q ◦ p) = ω(p) for any
state ω, then the space must be a JB-algebra [38]. It seems a question of foundational interest to
the theory of Jordan operator algebras to find out if sequential effect algebras indeed axiomatise
the Jordan product. Combined with the results of this paper this would give an axiomatization of
Jordan operator algebras, a structure close to the core of quantum theory, that does not even refer
a priori to the concept of real numbers.
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