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Abstract
Uncertainty factors (also known as extrapolation or safety factors) are widely
used in lower tier ecotoxicological risk management in order to allow for sources of
variability and uncertainty for which there is only limited information. From the
point of view of probabilistic risk assessment, the rationale underlying both the use
of uncertainty factors and the specific values chosen is often unclear. On the other
hand, uncertainty factors are a convenient approach to lower tier risk assessment.
This paper considers the problem of how to improve these lower tier risk assess-
ments without moving completely away from the use of uncertainty factors towards
complex probabilistic modelling which often requires calculations using Monte Carlo.
It is shown how relatively simple statistical models lead to manageable procedures
for computing a single uncertainty factor for multiple sources of uncertainty includ-
ing inter-species variation, elaborating on ideas and methodology presented in a
recent European Food Safety Authority scientific opinion in relation to aquatic risk
assessment for pesticides.
1 Introduction
This paper was stimulated by the author’s involvement as a so-called ad hoc expert
providing research and advice to the PPR (plant health, plant protection products and
their residues) panel of EFSA (European Food Safety Authority) in relation to an EFSA
scientific opinion ([1]) on uncertainty factors for use in aquatic ecotoxicology. The views
expressed here should not be taken to represent EFSA, the members of the panel or the
other ad hoc experts involved with the opinion.
In many areas of ecological and environmental risk management for hazardous sub-
stances, the application of one or more uncertainty factors to a statistic derived from
relevant measurements is the standard method for determining a regulatory threshold
in lower-tier risk management. Relevant government agency documents include [2], [3],
[4] and [5].
The context in [1] is risk assessment for effects of pesticides on aquatic ecosystems.
The risk management problem is the licensing of pesticides for agricultural use. The
standard regulatory approach is to require a comparison of predicted exposure concen-
tration (under planned use of pesticide) to some suitable measure of acceptable exposure
concentration (known hereafter as AEC) derived from tests of sensitivity of individual
species. In general, the AEC is supposed the be a level at which sufficiently adverse
consequences are unlikely to occur; in some contexts the desired level is the so-called
predicted no-effect concentration (PNEC). If predicted exposure is less than the AEC,
the pesticide is passed for use (in reality there are also assessments for other risks which
must be passed). If predicted exposure is greater than the AEC then the pesticide can
only be licensed by undertaking a higher-tier risk assessment which is generally a much
more detailed and expensive assessment of the nature and magnitude of risk involved.
As usual, the idea is that the lower tier procedure is reasonably cautious and that a
1
pesticide which passes at that stage is very unlikely to cause problems. However, it’s
not at all clear how this is calibrated given the lack of transparency and apparent lack
of rationality (from a probabilistic perspective) in the approach which is used to derive
the AEC.
In this paper, the focus is on simple procedures for determining a suitable AEC for
a new substance (such as a pesticide). The goal is not to develop a fully believable
probabilistically coherent approach. In principle, risk should be assessed in terms of the
final risk management decision. However, the science of toxicity is quite distinct from
that underlying exposure assessment and the experts on one are not usually experts on
the other. Moreover, toxicity by itself presents plenty of obstacles to overcome. Sim-
ple procedures are needed for routine risk management especially in a world where risk
managers are not themselves highly quantitatively literate. It is stated in [6] that, de-
spite the existence for the previous decade of a legal requirement for risk assessment for
industrial and agricultural chemicals, the process had been carried out for fewer than 10
of the 100,000 or so chemicals registered by industry. The EFSA opinion on aquatic eco-
toxicology ([1]) was constrained by the need to provide computationally straightforward
procedures requiring very little, if any, mathematical sophistication from the user. The
need for simple procedures means that the statistical models used must themselves be
simple but it is nevertheless important that they capture the key features of the problem.
In current practice for the aquatic context, the procedure for computing the AEC is
to start by testing a number of species for sensitivity to the pesticide, the results being
expressed in terms of exposure concentrations. Then the value obtained for the most
sensitive species is divided by one or more uncertainty factors (also known as extrapola-
tion, safety or assessment factors) to obtain the AEC. A useful critical discussion of the
use of uncertainty factors in ecological risk assessment may found in [6].
In the literature on quantitative methods for ecological risk assessment (for example,
see [7] and [8]), the usual underlying measure of performance is the proportion of species
suffering adverse effects if exposed to a concentration below or equal to the AEC. Clearly,
it would be better to use a measure of ecosystem response. However, that would be
more difficult both to define and to measure; moreover, there may not be any clear
ecosystem or group of ecosystems to be considered at the lower tiers of risk assessment.
This does not preclude the use of an uncertainty factor to adjust for differences between
consequences for an ecosystem and for individual species but such a factor is not included
in the proposals for risk calculations given later and would have to be applied separately.
2 Uncertainty factors
In many areas of application, individual uncertainty factors are not clearly specified but
the reasoning presented in the literature indicates that overall uncertainty factors are
usually obtained by multiplying individual factors related to specific sources of uncer-
tainty. A description of factors recommended for use in the European Union and by the
US Office of Pollution Prevention and Toxics may be found in [6].
The glossary ([9]) for the US Environmental Protection Agency’s Integrated Risk
Information System refers to separate uncertainty factors for intra-species variability,
interspecies uncertainty, extrapolation from sub-chronic to chronic exposure, extrapo-
lating from low-effect data to no-effect and uncertainty associated with an incomplete
database. Moreover the US Food Quality Protection Act ([10]) requires the use of an
additional uncertainty factor to account for possible differences in sensitivity between
adults and children.
A detailed discussion of the history of uncertainty factors used in aquatic ecotoxi-
cology is given in [1] and it is clear that the overall uncertainty factor is the product of
individual factors. In aquatic ecotoxicology, uncertainty factors are applied to allow for
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the difference between measurements under laboratory conditions of some suitable expo-
sure concentration for a toxicity endpoint such as LC501 over some suitable time period
and the exposure concentration which will result in significant adverse consequences in
the ecosystem. Issues being covered by uncertainty factors include differences between
acute and chronic sensitivity, between laboratory and field environments and between
individual species and ecosystems.
On the one hand, uncertainty factors are a simple way to account for multiple sources
of uncertainty in the relationship between laboratory data and adverse consequences in
the system being managed. On the other hand, the choice of value for an individual
uncertainty factor is rarely given a detailed justification and the risk resulting from
applying multiple factors is poorly quantified.
A relatively simple approach to the problem is to model the sources of uncertainty
probabilistically as has been attempted in in [11] and [12]; the latter also includes a
number of references to earlier related work. However, the authors of [12] clearly feel the
need to derive the distributions used purely from empirical evidence rather than expert
judgment and [11] proposes an inappropriate method for combining factors. Both [11]
and [12] assume that the sources may be treated independently, an assumption which is
convenient but not really necessary.
To simplify matters, we will focus on the two extreme ends of the process of extrapo-
lation for a particular substance. Let l denote the laboratory measurement for a species
of the exposure concentration corresponding to some suitable (probably acute) toxic-
ity endpoint and f denote the unknown/unknowable exposure concentration for which
there would be no adverse consequences in the field. The difference between f and l
originates from a number of sources which are accounted for by uncertainty factors. The
way in which the uncertainty factors are applied and the literature on their use strongly
suggests a hypothesis of additive components of uncertainty on logarithmic2 scale, i.e.
in relation to log l and log f . First, since the AEC is obtained by dividing a value of l
by uncertainty factors, log AEC is obtained by subtracting uncertainty shifts from log l.
Secondly, the magnitude of l does not affect the factors applied. Thirdly, data are nearly
always statistically modelled and analysed using log l.
In [13], an analysis is given of the relationship between exposure concentrations cor-
responding to particular acute and chronic toxicity endpoints for a substantial number of
substances and species for which both forms of endpoint had been measured in the same
experiment. The substances are categorised into four chemical groups and a separate
linear regression is carried out for each group to model the dependence of log f on log l.
Interestingly, the hypothesis that the slope is 1 in each regression is not explored. The
data were reexamined for this paper and for three of the groups the data are consistent
with a slope of 1; for the fourth group it can be argued that the slope is statistically
significantly different from 1 but there would be little loss of predictive accuracy in using
a slope of 1. Figure 1 shows the data for each group with a line overlaid having slope 1.
Thus a simple model is that the difference between log f and log l is distributed inde-
pendently of the laboratory measurement. The distribution of the difference was found
to be reasonably normal although there is some suggestion of a long tail at lower values
which merits further investigation as it is potentially important from risk management
perspective. The mean and standard deviation of the difference were found to vary
significantly from one group of substances to another.
There is not a large amount of readily available data to be used for statistical mod-
elling of other sources of difference between log l and log f . This does not preclude the
use of expert judgment/opinion. After all, current values for uncertainty factors arise in
1LC50 is the concentration at which 50% of individuals die in the specified time period
2In the toxicity and ecological risk assessment communities, logarithms are always base 10
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Figure 1: Data from [13] on relationship between chronic and acute sensitivity for four
classes of chemical (heavy metals, polar, non-polar, specific mechanism). Slope of over-
laid line in each panel is 1.
that way. However, current uncertainty factors do not distinguish mean and standard
deviation which play different roles; the mean acts as a bias term to change the typical
exposure concentration whereas the standard deviation encodes additional variability. A
single uncertainty factor confounds these two effects. Of course, experts have to specify
just one number for an uncertainty factor as opposed to two for a mean and standard
deviation. On the other hand, it is difficult to understand how a careful choice of uncer-
tainty factor could be made without first considering the two issues of typical change in
exposure concentration and magnitude of variability in the change.
Suppose then that the difference between log l and log f is the sum of a number
of components each of which has a normal distribution and that a mean and standard
deviation is known for each component. Then of course the distribution of the difference
is itself normal with mean µd being the sum of the component means and standard
deviation σd being the square root of the sum of the squares of the individual standard
deviations. In the event that data or expert judgment suggest the components are not
independent it is simple to incorporate correlations between the components.
Clearly there is no reason why each source of variability should have a normal dis-
tribution or why they should all be purely additive (on log-scale). However, the goal
here is to develop simple procedures for risk management and the assumptions being
made here do lead to tractable calculations. If necessary, the means and standard de-
viations may need to be specified conservatively to allow for departures from normality
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or uncertainties about their values if only limited data are available.
3 Species sensitivity distributions and risk quantification
In recent years, the concept of species sensitivity distribution has acquired a lot of
support in ecological risk assessment. For a comprehensive overview, see [14]. The idea
makes many possible many quantitative risk calculations although it has been criticised,
for example in [6].
The basic idea of the species sensitivity distribution (SSD) is that for a given sub-
stance and chosen measure of sensitivity3 (such as log l), there is a distribution of mea-
sured sensitivities between species. No distinction is usually made between actual and
measured sensitivity, perhaps because of difficulties in quantifying measurement error,
especially in databases of results from several decades of experiments. In practice, one
tends to assume that the geometric mean (mean on log-scale) of all the relevant data is
the actual sensitivity. The role of the SSD is to act as a surrogate for all the individual
species sensitivities for the species one would find in the ecosystem(s) under consider-
ation. In reality, each ecosystem is unique and the number of species involved is finite
though possibly large; theoretically, it is convenient to assume a continuous distribu-
tion of sensitivity which applies to all ecosystems being considered. Because there are
different kinds of sensitivity, different ways to measure them and possibly different labo-
ratories to consider, there are in fact many SSDs for any given substance and population
of species. For the purposes of this paper we will confine attention to just two: the SSD
for log l and the SSD for log f .
However, there is a second hidden assumption which permeates the SSD literature.
Implicitly it is assumed that, for a new substance, the sensitivities of the species rep-
resented by the SSD are a priori exchangeable. At the same time, it is fairly widely
accepted that some species are more sensitive than others; indeed, the legislative re-
quirement for the use of rainbow trout in aquatic ecotoxicology is rooted partly in the
relative ease of measurement of sensitivity for this species and partly in the knowledge
that it tends to be more sensitive than average (see [1]).
Once one accepts that a single species is more sensitive than others, one should accept
the possibility that there are fundamental differences in sensitivity for many (if not all)
species. This would appear to totally undermine the SSD concept. However, it depends
on the view one takes of the role of the SSD in risk assessment and management. If the
role is to act as (foundation for) the predictive distribution for sensitivity of un-measured
species on the basis of measurements for others, it may be possible to salvage the con-
cept. An important realisation is that, once we have per-species distributions, there is
an implicit assumption of some population of substances, not just some population of
relevant species. In fact this same assumption underlies much of the SSD literature but
is not emphasised.
In [1] it is assumed throughout that the SSD is normal but in certain situations
applies to all except one species which is given a different (implicitly subjective/Bayesian
predictive) normal distribution with mean and standard deviation obtained from (but
differing from) those of the SSD. The problem is how to extend that idea to allow for
the possibility that there are many (possibly all) species which are typically more or
less sensitive than the average. The difficulty is that it is no longer easy in practice to
define the distribution of individual species by reference to the common distribution of
the remainder of species. Indeed it is easy to end up with a probabilistically incoherent
model. It is certainly not clear how to do so while maintaining tractability of the resulting
3Sensitivity is really a misnomer for log l as higher values of the latter correspond to less sensitive
species. However, this is the standard usage.
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risk calculations.
The pragmatic approach offered here (and to a limited extent in [1]) is to retain ex-
changeability of sensitivity for all species other than those whose sensitivity is measured
for the risk assessment; thus the SSD describes those species. We then measure the per-
formance of the choice of AEC in terms of the SSD. The presumption is that whatever
procedure we adopt for determining the AEC, the measured species will themselves be
adequately protected.
Adapting the approach in [1], the adverse consequences of a particular choice of AEC
are measured, using the SSD for log f , as the proportion of species for which the field
sensitivity log f of the species lies below t = logAEC, in other words it is the cumulative
distribution function (cdf) of the field SSD evaluated at t. For the sake of subsequent
mathematical simplicity we assume that the SSD for log l is normal with mean µ and
standard deviation σ and so the SSD for log f is normal mean µf = µ+µd and variance
σ2f = σ
2 + σ2d. Thus if t, µ and σ are known, the adverse consequences are measured by
Φ
(
(t− µf )/σf
)
where Φ(.) denotes the cdf of the standard normal distribution.
To cope with uncertainty about µ and σ (and t when considering the frequentist
viewpoint), the expected adverse consequences (risk in the statistical sense) are mea-
sured by E[Φ
(
(t − µf )/σf
)
] where the expectation is computed using respectively the
sampling distribution of t and the posterior distribution of µ and σ when considering
the frequentist and Bayesian viewpoints. It can be argued that this measure is too crude
as it only measures the average/expected proportion of species “at risk” and not vari-
ability/uncertainty in that proportion; however, the Markov inequality guarantees that
a high proportion at risk is unlikely if the expectation is made small and hopefully that
will hold in application.
An alternative way of understanding this measure is that it is the probability that
randomly chosen value y from the field SSD lies below t. From the frequentist perspec-
tive, the probability is evaluated taking both t and y as random whereas a Bayesian
evaluates the probability using the posterior predictive distribution for y treating t as
constant.
4 Statistical modelling
The data to be used will be values of l measured for n species. Denote the resulting
values of log l by x1, . . . , xn. Denote the corresponding unknown values of log f by
y1, . . . , yn where the relationship between y and x is that yi = xi+ di and d1, . . . , dn are
independent and identically distributed with known mean µd and standard deviation σd.
In order to arrive at simple rules for determining the AEC, we assume that the
variation in σd from substance to substance exactly follows the variation in σ between
substances, i.e. σd = βσ for some known value β. This is a very strong assumption which
clearly should be validated using data. However, the data in [13] only provide information
about d and not about the value of σ. Moreover the database of fish sensitivities used in
[1] is confidential and permission has not been obtained to use it here. If this assumption
fails, a more sophisticated model of the relationship between σd and σ will be needed
and even a simple linear relationship between the variances presents considerable extra
challenges in terms of deriving simple procedures for determining the AEC.
4.1 Non-exchangeability
In [1], non-exchangeability is incorporated by the assumption that xi is normal with
mean µ − kiσ and standard deviation φiσ where ki represents the “bias” of species i
and φi allows for different variability for species i. Implicitly, ki and φi are defined with
reference to some suitable population of substances and are assumed known. The idea
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of using kiσ as the adjustment to the mean was to allow the expected position of the
species in the SSD to be unaffected by variability in σ from substance to substance. A
method was provided by the author in [15] for estimating ki and φi for a single biased
species, from a suitable database of measured sensitivities for many substance/species
combinations, using maximum likelihood estimation based on appropriate t-statistics.
The method extends straightforwardly to more than one biased species but will become
increasingly and undesirably sensitive to the structure of the database as the number of
such species increases.
However, in [1], non-exchangeability was not pursued for methods of determining
the AEC for a specified level of adverse consequences but only for those special methods
which sought to maintain the current unspecified level of environmental protection with-
out unnecessarily discouraging notifiers from measuring more species than the minimum
required by regulations. A slight modification to the non-exchangeability model leads
to our desired goal of simple rules for the determining the AEC. Rather than taking the
mean of xi to be µ − kiσ, we take it to be µ − ki. This does mean that the expected
position of the species in the SSD varies from substance to substance with σ; however,
the data on for acute toxicity in the RIVM database used in [1] do not strongly suggest
that the adjustment should be proportional to σ.
Standard linear model theory (see [16]) then shows that the best estimate of µ is
µˆ = [
∑
i φ
−2
i (xi + ki)]/[
∑
i φ
−2
i ] and the best estimate of σ
2 is s2 where (n − 1)s2 =∑
i φ
−2
i (xi + ki − µˆ)2. Moreover, µˆ is normal with mean µ and variance σ2/[
∑
φ−2i ] and
(n− 1)s2/σ2 has the chi-squared distribution with n− 1 degrees of freedom.
4.2 Borrowing strength from other substances
Where toxicity data are available for other relevant substances, it may be possible to
derive information about the distribution of σ from substance to substance. Two simple
situations are considered in [1].
In the first situation, it is supposed that there is a large database relating to sub-
stances which might be considered to be exchangeable with the substance being as-
sessed. The database may be used to estimate the shape parameter α and rate pa-
rameter λ for a gamma-distribution modelling variability of σ−2 from substance to
substance; the estimation procedure given in [15] is based on maximising a suitable
marginal likelihood for the parameters. Then we suppose that σ−2 for the substance
being assessed is drawn from this gamma-distribution (equivalently, consider it to be a
prior for σ−2 in the Bayesian viewpoint). This leads to an improved estimator of σ2:
s2A = [2λ + (n − 1)s2]/[2α + (n − 1)] where
(
2α + (n − 1))s2A/σ2 is chi-squared with
2α+ (n− 1) degrees of freedom.
In the second situation, it is supposed that toxicity data log l are available for a small
number N of other substances for each of which there is good reason to believe that the
standard deviation will be very similar to that of the substance being assessed. Let nj
be the number of observations for the jth other substance and s2j the estimate of σ
2
from the data for that substance. Then this leads to the usual pooled variance estimate
s2P = [(n − 1)s2 +
∑
j(nj − 1)s2j ]/[(n − 1) +
∑
j(nj − 1)] having (n − 1) +
∑
j(nj − 1)
degrees of freedom.
5 Determining the AEC
In what follows, S denotes s, sA or sP and m denotes the associated degrees of freedom
so that mS2/σ2 is chi-squared with m degrees of freedom.
The obvious way to define the AEC is to put
t = µˆ+ µd − kS (1)
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for some appropriate choice of k to be determined to achieve the required level of statis-
tical risk. In effect, we are computing a single uncertainty factor covering inter-species
variation as well as extrapolation from laboratory to field. The uncertainty factor is sim-
ply 10kS−µd and is being applied to a weighted geometric-type mean of l1, . . . , ln after
an adjustment for non-exchangeability.
The frequentist computation is P[y < t] = P[(y−µˆ−µd)/S < −k]. However y−µˆ−µd
is normal with mean 0 and variance (ψσ)2 where ψ2 = (1 + β2 + 1/[
∑
i φ
−2
i ]) so that
(y − µˆ − µd)/(ψS) = Tm where Tm has the t-distribution with m degrees of freedom.
Hence if p is the required value of P[y < t], k = ψtm,p where tm,p is the 100(1 − p)th
percentile of the t-distribution having m degrees of freedom.
From the Bayesian perspective, standard Bayesian theory for the linear model (see
for example [17]) shows that the posterior predictive distribution for (y − µˆ− µd)/(ψS)
is the t-distribution with m degrees of freedom, provided we use the prior distribution
p(τ, µ) ∝ 1/τ when there is no available data from other relevant substances, p(τ, µ) ∝
τα−1 exp{−λτ} in the first situation discussed in section 4.2, and p(τ, µ, µ1, . . . , µN ) ∝
1/τ in the second situation. Consequently the Bayesian statistical risk of (1) is exactly
the same as the frequentist statistical risk in these circumstances. Thus provided k =
ψtm,p, (1) defines the Bayesian decision rule.
Given the model, the Bayesian has no choice about how to define t whereas the
frequentist could for example instead choose to base t on some suitable order statistic
of the data; for other reasons, this was the approach taken in [1] for one particular
situation. The fact that (1) is the Bayesian solution provides strong evidence that this
is an efficient choice of rule from the frequentist point of view.
6 Conclusions and future directions
We have seen that it is possible to arrive a straightforward procedure for finding the AEC.
In effect, it involves applying a single uncertainty factor to an appropriate summary of
laboratory toxicity data. Unlike standard factors currently used, the proposed uncer-
tainty factor explicitly depends on the mean and standard deviation of the difference
between laboratory and field sensitivity, on information concerning non-exchangeable
species, on the number of species tested, and on an estimate of the standard deviation
of the laboratory SSD derived from available toxicity data.
However, there are are several very strong modelling assumptions being made, both
distributionally and otherwise, in order to achieve a simple procedure. Where possible,
these should be validated using data and otherwise sensitivity of the result should be
examined. Moreover, the possibility of weakening the assumptions at the price of small
increases in complexity of the procedure should be investigated. Of these assumptions,
the most obvious weakness is the assumption that σd ∝ σ.
Even where quite large databases of toxicity data exist, the combinations of substance
and species tested have arisen largely by historical accident and are not necessarily suit-
able for estimating non-exchangeability parameters or differences between various toxi-
city measures. There is an interesting experimental design problem to decide how best
to expend some further experimental effort to maximise the return from the databases.
It’s fairly obvious that the most important aspects of uncertainty are those for which
it’s most difficult and expensive to obtain quantitative data, namely the sources of
differences between field and laboratory sensitivities: µd and β. Obtaining information
about the shape of the distribution of log l, variability of σ and about non-exchangeability
of log l is much easier but ultimately less informative.
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