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a b s t r a c t
Many studies of mechanical systems in engineering are based on second-order matrix
models. This work discusses the second-order generalization of previous research on
matrix differential equations dealing with the construction of approximate solutions
for the initial problem Y ′′(x) = f (x, Y (x), Y ′(x)) using matrix-cubic splines without
any dimensional increase. An estimation of the approximation error, the corresponding
algorithm of our approach and some illustrative examples are presented.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Matrix initial-value problems of the form:
Y ′′(x) = f (x, Y (x), Y ′(x))
Y (a) = Y0, Y ′(a) = Y1
}
a ≤ x ≤ b, [a, b] ⊂ R, (1)
with matrices Y0, Y1, Y (t) ∈ Cr×q and matrix function f : [a, b] × Cr×q × Cr×q 7−→ Cr×q, are frequent in different fields
in physics and engineering. Note that Eq. (1) could e.g. be the statement of Newton’s second law of motion for a coupled
mechanical system. Models of this kind frequently appear in molecular dynamics, quantum mechanics and for scattering
methods, where one solves scalar or vectorial problems with boundary-value conditions [1–6].
Numerical methods for the calculation of approximate solutions of simpler matrix problems Y ′′ = f (x, Y (x)) have been
studied before using linear multi-step matrix methods with constant steps [7]. In this case, there arise a priori error bounds
which depend on the data given. As these error bounds display exponential behavior with respect to the integration step h,
it will in practice have to take very small values. This unfortunately comes with an increase in computational cost. Similarly,
the standard transformation [8] of the differential matrix problem (1) into an extended first-order system induces a growth
in CPU usage. Furthermore, these methods require some additional interpolation techniques in order to obtain a continuous
solution, see Ref. [9].
Cubic splines were used in the scalar case to solve first-order differential equations [10], obtaining approximations that,
among other advantages, were of class C1 in a given interval [a, b] and are easy to compute. For these first-order differential
scalar problems, the associated approximation errors were of O(h4), see [10, p. 440], although this must not necessarily hold
for scalar problems of a different class [11].Moreover, thismethod has been used in the resolution of various scalar problems
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as discussed in Refs. [12,13], for vector problems [14], linear matrix problems [15], first-order matrix differential equations
[16], and also for a simpler case of problem (1), given in Ref. [17]. In the present work, we extend previous work [15–17]
to the resolution of second-order matrix problems, Eq. (1) without any additional increase in the dimensionality of the
problem.
2. Notation and terminology
In this work, Cp×q will in general denote the set of rectangular p × q complex matrices. If the matrix satisfies A ∈ Cr×s,
then ‖A‖will be its 2-norm defined by
‖A‖ = sup
z 6=0
‖Az‖
‖z‖ .
As usual, for a vector z ∈ Cs the Euclidean norm is ‖z‖ = (ztz) 12 and the maximum norm ‖z‖∞ = maxi=1,...,s |zi|. Following
the procedure given in Ref. [18, p. 56], we assume that
max
ij
∣∣aij∣∣ ≤ ‖A‖ ≤ √r smax
ij
∣∣aij∣∣ . (2)
If A = (aij) ∈ Cm×n, the Frobenius norm of A is given by
‖A‖F =
√√√√ m∑
i=1
n∑
j=1
∣∣aij∣∣2, (3)
and the following relationship between the 2-norm and Frobenius norm holds (see Ref. [18])
‖A‖ ≤ ‖A‖F ≤
√
n ‖A‖ . (4)
We will denote by Pn[x] the set of matrix polynomials with degree n and real variable x. Furthermore, we will say that
a matrix function g : [a, b] 7→ Cr×q is of class k ≥ 0, written as g ∈ Ck ([a, b]), if g is k-times differentiable and its kth
derivative is continuous in [a, b]. Let [a, b] ⊂ R and consider the following partition of [a, b]:
∆ = {a = x0 < x1 < · · · < xn = b} .
Givenm, an integer greater than or equal to zero, we define the set of matrix splines of orderm as
M−Cr×r(∆)mm−1 =
{
Q : [a, b] 7−→ Cr×q;Q ∈ Cm−1 ([a, b]) , Q∣∣∣∣[xi−1,xi] (x) ∈ Pm[x] ∀i ∈ {1, . . . , n}
}
.
Form = 3 the matrix splines are calledmatrix-cubic splines as in [19].
The paper is organized as follows. Section 3 outlines the proposed method and its algorithm given in Section 4. Finally,
in Section 5, some practical examples are discussed.
3. Construction of the method
As a starting point, let us consider the initial-value problem
Y ′′(x) = f (x, Y (x), Y ′(x))
Y (a) = Y0, Y ′(a) = Y1
}
a ≤ x ≤ b, (5)
where Y0, Y1, Y (t) ∈ Cr×q, f : [a, b] × Cr×q × Cr×q 7−→ Cr×q, f ∈ C0 (T ), with
T = {(x, Y , Z); a ≤ x ≤ b, Y , Z ∈ Cr×q} . (6)
As usual, the Lipschitz condition on function f , i.e.
‖f (x, Y1, Y )− f (x, Y2, Y )‖ ≤ L1 ‖Y1 − Y2‖ , a ≤ x ≤ b, Y1, Y2, Y ∈ Cr×q
‖f (x, Y , Y1)− f (x, Y , Y2)‖ ≤ L2 ‖Y1 − Y2‖ , a ≤ x ≤ b, Y1, Y2, Y ∈ Cr×q
}
, (7)
guarantees the existence and uniqueness of the continuously differentiable solution Y (x) for the set of equations (5), see
e.g. [20, p. 99]. For general procedures and algorithms to estimate the Lipschitz constant for a scalar function, we refer the
reader to [21, p. 151], and [22] and references therein. For the matrix case see e.g. [23].
In the following, we divide the interval [a, b] into subintervals according to the partition
∆[a,b] = {a = x0 < x1 < · · · < xn = b} , xk = a+ kh, k = 0, 1, . . . , n, (8)
with step size h = (b− a)/n and n being a positive integer.
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For each subinterval [a+ kh, a+ (k+ 1)h], we will construct a matrix-cubic spline approximating the solution of Eq. (5).
Starting off with the first interval [a, a+ h], we assume that the spline is given by
S|[a,a+h] (x) = Y (a)+ Y ′(a)(x− a)+
1
2!Y
′′(a)(x− a)2 + 1
3!A0(x− a)
3, (9)
where the matrix A0 ∈ Cr×q is an unknown to be determined. Given this definition of S|[a,a+h] (x), it is straightforward to
check:
S|[a,a+h] (a) = Y (a), S ′|[a,a+h] (a) = Y
′(a), S ′′|[a,a+h] (a) = Y
′′(a) = f (a, S|[a,a+h] (a), S ′|[a,a+h] (a)).
By construction, Eq. (9) satisfies Eq. (5) for x = a. However, for a complete determination of the spline in [a, a + h], we
still have to find A0. This is readily done by imposing that (9) is a solution of problem (5) at x = a+ h. Hence, we obtain
S ′′|[a,a+h] (a+ h) = f
(
a+ h, S|[a,a+h] (a+ h), S ′|[a,a+h] (a+ h)
)
. (10)
Applying Eq. (10), we then find the matrix equation with the remaining unknown matrix A0:
A0 = 1h
[
f
(
a+ h, Y (a)+ Y ′(a)h+ 1
2
Y ′′(a)h2 + 1
6
A0h3, Y ′(a)+ Y ′′(a)h+ 12A0h
2
)
− Y ′′(a)
]
. (11)
Finally, by imposing again that the matrix equation Eq. (11) has one solution A0, the spline is fully determined in the first
subinterval [a, a+ h].
Now, we move on to the next subinterval [a+ h, a+ 2h]. Here, the matrix-cubic spline takes the following form
S|[a+h,a+2h] (x) = S|[a,a+h] (a+ h)+ S ′|[a,a+h] (a+ h)(x− (a+ h))
+ 1
2!S
′′|[a,a+h] (a+ h)(x− (a+ h))
2 + 1
3!A1(x− (a+ h))
3. (12)
Note that S(x) is defined in such a way that it is of class C2([a, a+ h] ∪ [a+ h, a+ 2h]), and again all of the coefficients
of the spline S|[a+h,a+2h] (x) are determined with the exception of matrix A1 ∈ Cr×q.
Repeating the previous procedure in the first subinterval, we use a spline of the form (Eq. (12)) which satisfies the
differential equation (5) at x = a + h. Then, we are in a position to calculate A1 assuming that the differential equation
(5) also holds at point x = a+ 2h:
S ′′|[a+h,a+2h] (a+ 2h) = f
(
a+ 2h, S|[a+h,a+2h] (a+ 2h), S ′|[a+h,a+2h] (a+ 2h)
)
.
After further simplification, we can isolate the matrix equation for the only unknown quantity A1:
A1 = 1h
[
f
(
a+ 2h, S|[a,a+h] (a+ h)+ S ′|[a,a+h] (a+ h)h+
1
2
S ′′|[a,a+h] (a+ h)h
2 + 1
6
A1h3,
S ′|[a,a+h] (a+ h)+ S
′′|[a,a+h] (a+ h)h+
1
2
A1h2
)
− S ′′|[a,a+h] (a+ h)
]
. (13)
Hence, assuming that the matrix equation (13) has only the solution A1, the spline of subinterval [a+ h, a+2h] is totally
determined.
From the previous explanation, it should be clear how to generalize this iteration process for all subsequent subintervals
up to the last interval of the partition. For illustration, let us consider without any loss of generality the matrix-cubic
spline in any subinterval [a+ (k− 1)h, a+ kh]. Then, for the next subinterval [a+ kh, a+ (k+ 1)h], we can define the
corresponding spline in a similar fashion as seen before:
S|[a+kh,a+(k+1)h] (x) = βk(x)+
1
3!Ak(x− (a+ kh))
3, (14)
where
βk(x) =
2∑
l=0
1
l!S
(l)
|[a+(k−1)h,a+kh] (a+ kh)(x− (a+ kh))
l. (15)
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With this definition, the matrix-cubic spline is of class
S(x) ∈ C2
(
k⋃
j=0
[a+ jh, a+ (j+ 1)h]
)
and fulfills the differential equation (5) at point x = a+ kh. As an additional requirement, we assume that S(x) satisfies the
differential equation (5) at point x = a+ (k+ 1)h:
S ′′|[a+kh,a+(k+1)h] (a+ (k+ 1)h) = f
(
a+ (k+ 1)h, S|[a+kh,a+(k+1)h] (a+ (k+ 1)h), S ′|[a+kh,a+(k+1)h] (a+ (k+ 1)h)
)
,
and the equation with the unknown matrix Ak is
Ak = 1h
[
f
(
a+ (k+ 1)h, βk(a+ (k+ 1)h)+ 16Akh
3, β ′k(a+ (k+ 1)h)+
1
2
Akh2
)
− β ′′k (a+ (k+ 1)h)
]
. (16)
Observe that this general result for Ak reduces to Eqs. (11) and (13), when taking k = 0 and k = 1, respectively.
It remains to show that expression Eq. (16) for Ak in fact provides a unique solution of the problem. In the following, we
will demonstrate uniqueness by using a fixed-point argument (see Ref. [16] for the first-order case).
Given a fixed step size h, we consider the matrix function g : Cr×q → Cr×q defined by
g(T ) = 1
h
[
f
(
a+ (k+ 1)h, βk(a+ (k+ 1)h)+ 16Th
3, β ′k(a+ (k+ 1)h)+
1
2
Th2
)
− β ′′k (a+ (k+ 1)h)
]
. (17)
It is clear that Eq. (16) will only be valid if and only if Ak = g(Ak), Thus, Ak is a fixed-point solution of function
g(T ).
By adding and subtracting expression
f
(
a+ (k+ 1)h, βk(a+ (k+ 1)h)+ 16T2h
3, β ′k(a+ (k+ 1)h)+
1
2
T1h2
)
to ‖g(T1)− g(T2)‖ using Eq. (17) and applying Lipschitz’s conditions (7), it follows that
‖g(T1)− g(T2)‖ = 1h
∥∥∥∥f (a+ (k+ 1)h, βk (a+ (k+ 1)h)+ 13!T1h3, β ′k (a+ (k+ 1)h)+ 12T1h2
)
− f
(
a+ (k+ 1)h, βk (a+ (k+ 1)h)+ 13!T2h
3, β ′k (a+ (k+ 1)h)+
1
2
T1h2
)
+ f
(
a+ (k+ 1)h, βk (a+ (k+ 1)h)+ 13!T2h
3, β ′k (a+ (k+ 1)h)+
1
2
T1h2
)
− f
(
a+ (k+ 1)h, βk (a+ (k+ 1)h)+ 13!T2h
3, β ′k (a+ (k+ 1)h)+
1
2
T2h2
)∥∥∥∥
≤
(
L1h2
6
+ L2h
2
)
‖T1 − T2‖ .
Taking h <
(√
24L1 + 9L22 − 3L2
)
/2L1 it is
(
L1h2/6+ L2h/2
)
< 1. Therefore, g(T ) is a contractive matrix function and
consequently Eq. (16) has unique solutions Ak for k = 0, 1, . . . , n− 1. This completes our proof that the matrix-cubic spline
of cubic order is completely determined. Summing up, the following result can been established (for an analogous argument
see also Ref. [10] by using relation (2)):
Theorem 3.1. (i) Let L1, L2 be Lipschitz constants defined by Eq. (7). If step size h <
(√
24L1 + 9L22 − 3L2
)
/2L1 is chosen,
then there exists a matrix-cubic spline S(x) for each subinterval [a+ kh, a+ (k+ 1)h], k = 0, 1, . . . , n− 1 (following our
previously outlined construction method).
(ii) If f ∈ C1(T ), then ‖Y (x)− S(x)‖ is at least of order O(h2) ∀x ∈ [a, b], where Y (x) is the theoretical solution of Eq. (5).
4. Algorithm
The algorithm used is a straightforward implementation of the procedure explained in Section 3. As explained before,
it will compute the approximate solution of Eq. (5) by means of matrix-cubic splines for the interval [a, b] with an error at
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?
choose integer
n > 2L1(b−a)√
24L1+9L22−3L2
?
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step size h = (b− a)/n
∆[a,b] with Eq. (8)
?
LET k = 0
?
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Ak with Eq. (16)
S|[a,a+h] (x) with Eq. (14)
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
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
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HH
HH
HH
IS k = n− 1? No
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- LET k = k+ 1
ﬀ
?
PRINT
S(x) =
n−1⋃
k=0
S|[a+kh,a+(k+1)h](x)












?ﬀ


END
Diagram 1: Flow diagram representing the algorithm for matrix-cubic spline approximation of differential matrix systems
of type Y ′′(x) = f (x, Y (x), Y ′(x))with constant Y0 = Y (a) and Y1 = Y ′(a) at initial point a ∈ R.
least of order O(h2) for step size h of the partition∆[a,b]. Diagram 1 schematically displays this algorithm in a flow diagram.
It can be easily implemented in various computer languages.
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5. Examples
For some particular cases, the matrix equations (11) and (16) can be solved analytically [24], otherwise they can be
tackled with standard iterative methods (see e.g. [25,26]) using
T sl+1 = g(T sl ), where T s0 is an arbitrary matrix in Cr×q and s = 0, 1, . . . , n− 1,
where g(T ) is given by Eq. (17).
Knowing the fully analytical results for some standard examples of matrix differential equation of second order enables
us to study the quality and convergence of the approximate results generated by our algorithm. In the following two sections,
we have chosen a non-linear vector system and an incomplete second-order differential for testing the proposed algorithm.
5.1. A non-linear differential vector system
As a toy example, let us consider the following trivial non-linear vector system:
y′′1(x) = 1− cos(x)+ sin
(
y′2(x)
)+ cos (y′2(x))
y′′2(x) =
1
4+ y1(x)2 −
1
5− sin2(x)
y1(0) = 1, y2(0) = 0,
y′1(0) = 0, y′2(0) = pi
 0 ≤ x ≤ 1. (18)
It is easy to verify that this problem has the exact solution y1(x) = cos(x), y2(x) = pix. Thus, we can compare our
numerical estimates with this solution in order to obtain the exact errors of the approximation.
System Eq. (18) can be recast in the more compact form
Y ′′(x) = F (x, Y , Y ′) , Y (x) = (y1(x)y2(x)
)
Y (0) =
(
1
0
)
, Y ′(0) =
(
0
pi
)
,
(19)
where
F(x, Y , Y ′) =
1− cos(x)+ sin (y′2(x))+ cos(y′2(x))1
4+ y1(x)2 −
1
5− sin2(x)
 . (20)
Thus, we obtain
Y ′′(0) = F (0, Y (0), Y ′(0)) = (−10
)
,
and it is not difficult to show that F(x, Y , Y ′), given by Eq. (20), fulfills the global Lipschitz conditions:
‖F (x, Y1, Y )− F (x, Y2, Y )‖ ≤ ‖Y1 − Y2‖
‖F (x, Y , Y1)− F (x, Y , Y2)‖ ≤ 2 ‖Y1 − Y2‖
}
, 0 ≤ x ≤ 1, Y , Y1, Y2 ∈ R2. (21)
Next, we determine L1 and L2 calculated by Eq. (7) as L1 = 1, L2 = 2. Theorem 3.1 implies that we need to take
h < 0.872983, so here we choose h = 0.1. To tackle the emerging algebraic equations, we have used Mathematica. Most
of the results are generated using its FindRoot function. Table 1 summarizes all the numerical estimates, which have been
rounded to the fifth relevant digit. In each interval, we evaluated the difference between the estimates of our numerical
approach and the exact solution, and then took the Frobenius norm of this difference. The corresponding errors are indicated
in the third column. In Fig. 1 these errors are plotted for each subinterval. Note that although the error is growing almost
linearly, the error margin is very small, namely [0, 0.0004], and well within the bounds dictated by Theorem 3.1. To avoid
any averaging, as occurs using the Frobenius norm, we also add in the last column the error corresponding to the maximum
norm evaluated at the final point of each interval.
5.2. Incomplete second-order differential system
The problem
Y ′′(t)+ A Y (t) = 0, (22)
with Y (0) = Y0, Y ′(0) = Y1, has the exact solution
Y (t) = cos
(√
At
)
Y0 +
(√
A
)−1
sin
(√
At
)
Y1, (23)
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Table 1
Approximation for the vector differential system Eq. (18) in the interval [0, 1]with step size h = 0.1
Interval Approximation Error Max. error
[0, 0.1]
(
1− 0.5x2 + 0.00833x3
3.14159x
)
4.16114× 10−6 4.16114× 10−6
[0.1, 0.2]
(
0.99998+ 0.00050x− 0.50497x2 + 0.02490x3
3.14159x
)
1.66032× 10−5 1.66032× 10−5
[0.2, 0.3]
(
0.99985+ 0.00246x− 0.51476x2 + 0.04122x3
3.14159x
)
3.72028× 10−5 3.72325× 10−5
[0.3, 0.4]
(
0.99942+ 0.00675x− 0.52908x2 + 0.05713x3
3.14159x
)
6.57658× 10−5 6.57551× 10−5
[0.4, 0.5]
(
0.99844+ 0.01412x− 0.54749x2 + 0.07247x3
3.14158x+ 0.00002x2 − 0.00001x3
)
1.02012× 10−4 1.01985× 10−4
[0.5, 0.6]
(
0.99662+ 0.02507x− 0.56941x2 + 0.08708x3
3.14159x
)
1.45563× 10−4 1.45550× 10−4
[0.6, 0.7]
(
0.99365+ 0.03992x− 0.59415x2 + 0.10082x3
3.14156x+ 0.00004x2 − 0.00002x3
)
1.96167× 10−4 1.96024× 10−4
[0.7, 0.8]
(
0.98928+ 0.0586x− 0.62090x2 + 0.11356x3
3.14159x
)
2.52912× 10−4 2.52907× 10−4
[0.8, 0.9]
(
0.98334+ 0.08091x− 0.64873x2 + 0.12516x3
0.00002+ 3.14153x+ 0.00008x2 − 0.00003x3
)
3.15643× 10−4 3.15637× 10−4
[0.9, 1.0]
(
0.97579+ 0.10608x− 0.67670x2 + 0.13552x3
3.1416x
)
3.83638× 10−4 3.83579× 10−4
Fig. 1. Error margins for the vector differential system Eq. (18) in the interval [0, 1]with step size h = 0.1.
where
√
A denotes any square root of a non-singularmatrix A (see e.g. Ref. [27]). Amajor disadvantage of this formal solution
is the non-trivial computation of
√
A, cos(
√
At) and sin(
√
At). Our proposed method aims at avoiding these difficulties.
For our example Eq. (22), we choose the parameters
A =
(
1 0
2 1
)
, Y0 =
(
0 0
0 0
)
, Y1 =
(
1 0
1 1
)
, t ∈ [0, 1]. (24)
The corresponding exact solution, as given in Ref. [7], is
Y (t) = sin
[(
1 0
1 1
)
t
]
=
(
sin(t) 0
t cos(t) sin(t)
)
.
In this case, we have L2 = 0 and L1 ≈ 2.82843. According to Theorem 3.1, we need to take h < 1.45647 as in Ref.
[17], so we choose h = 0.1 for example. Again, we use Mathematica to solve the algebraic equations which arise from the
algorithm of Diagram 1. Table 2 lists all numerical estimates (rounded to the fifth relevant digit). The maximum error for
each subinterval is indicated in the third column of the table. Fig. 2 gives a graphical representation for these errors. Note
again that although the error is increasing within an error margin of [0, 0.0007], it is much below the bounds dictated by
Theorem 3.1.
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Table 2
Approximation for the incomplete second-order differential system Eq. (22) in the interval [0, 1] with step size h = 0.1 and the parameters given in Eq.
(24)
Interval Approximation Error
[0, 0.1]
(
x− 0.1664x3 0
x− 0.4986x3 x− 0.1664x3
)
1.0072×10−6
[0.1, 0.2]
(
1.00005x− 0.0005x2 − 0.1647x3 0
1.0002x− 0.0025x2 − 0.4903x3 1.0001x− 0.0005x2 − 0.1647x3
)
6.3032×10−6
[0.2, 0.3]
(
1.0005x− 0.0025x2 − 0.1614x3 0
−0.0001+ 1.0022x− 0.0124x2 − 0.4738x3 1.0005x− 0.0025x2 − 0.1614x3
)
2.0059×10−5
[0.3, 0.4]
(−0.0002+ 1.0018x− 0.0069x2 − 0.1565x3 0
−0.0008+ 1.0088x− 0.0344x2 − 0.4494x3 −0.0002+ 1.0018x− 0.0069x2 − 0.1565x3
)
4.6213×10−5
[0.4, 0.5]
(−0.0006+ 1.0049x− 0.0147x2 − 0.1500x3 0
−0.0028+ 1.0242x− 0.0728x2 − 0.4174x3 −0.0006+ 1.0049x− 0.0147x2 − 0.1500x3
)
8.8359×10−5
[0.5, 0.6]
(−0.0016+ 1.0109x− 0.0266x2 − 0.1420x3 0
−0.0077+ 1.0536x− 0.1316x2 − 0.3782x3 −0.0016+ 1.0109x− 0.0266x2 − 0.1420x3
)
1.4964×10−4
[0.6, 0.7]
(−0.0036+ 1.0210x− 0.0436x2 − 0.1327x3 0
−0.0176+ 1.1030x− 0.2140x2 − 0.3324x3 −0.0036+ 1.0210x− 0.0436x2 − 0.1327x3
)
2.3267×10−4
[0.7, 0.8]
(−0.0073+ 1.0368x− 0.0661x2 − 0.1219x3 0
−0.0354+ 1.1791x− 0.3227x2 − 0.2807x3 −0.0073+ 1.0368x− 0.0661x2 − 0.1219x3
)
3.3941×10−4
[0.8, 0.9]
(−0.0134+ 1.0597x− 0.0947x2 − 0.1100x3 0
−0.0646+ 1.2885x− 0.4595x2 − 0.2237x3 −0.0134+ 1.0597x− 0.0947x2 − 0.1100x3
)
4.7114×10−4
[0.9, 1]
(−0.0229+ 1.0914x− 0.1299x2 − 0.0970x3 0
−0.1093+ 1.4378x− 0.6253x2 − 0.1623x3 −0.0229+ 1.0914x− 0.1299x2 − 0.0970x3
)
6.2838×10−4
Fig. 2. Error margins for the incomplete second-order differential system Eq. (22) in the interval [0, 1]with step size h = 0.1.
5.3. Second-order polynomial matrix equation
Here, we consider the following problem in C2×2
Y ′′(t)+ A1 Y ′(t)+ A0Y (t) = 0, t ∈ [0, 1], (25)
where
A1 =
(−1 1
0 −2
)
, A0 =
(
0 0
0 1
)
,
employing the method described in [28] with the general solution (25) given by
Y (t) =
(
1
0
)
D1 +
(
1 −1 1
0 −1 1
)
exp
[(1 1 0
0 1 1
0 0 1
)
t
]
D2, D1 ∈ C1×2, D2 ∈ C3×2. (26)
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Table 3
Approximation for the second-order polynomial matrix equation (25) in the interval [0, 1]with step size h = 0.1
Interval Approximation Error
[0, 0.1]
(
1+ x+ 0.5x2 + 0.1754x3 −0.5x2 − 0.3601x3
0 1+ x+ 0.5x2 + 0.1756x3
)
1.53895×10−5
[0.1, 0.2]
(
1+ 1.0006x+ 0.4945x2 + 0.1939x3 0.0001− 0.0017x− 0.4828x2 − 0.4175x3
0 1+ 1.0006x+ 0.4944x2 + 0.1941x3
)
6.67523×10−5
[0.2, 0.3]
(
0.9998+ 1.0030x+ 0.4822x2 + 0.2143x3 0.0006− 0.0096x− 0.4435x2 − 0.4829x3
0 0.9998+ 1.0030x+ 0.4822x2 + 0.2146x3
)
1.63924×10−4
[0.3, 0.4]
(
0.9992+ 1.0091x+ 0.4619x2 + 0.2369x3 0.0026− 0.0297x− 0.3764x2 − 0.5576x3
0 0.9992+ 1.0091x+ 0.4618x2 + 0.2372x3
)
3.18789×10−4
[0.4, 0.5]
(
0.9976+ 1.0211x+ 0.4320x2 + 0.2618x3 0.0080− 0.0705x− 0.2744x2 − 0.6425x3
0 0.9976+ 1.0211x+ 0.4318x2 + 0.2623x3
)
5.45654×10−4
[0.5, 0.6]
(
0.9942+ 1.0417x+ 0.3907x2 + 0.2894x3 0.0201− 0.1430x− 0.1293x2 − 0.7392x3
0 0.9942+ 1.0419x+ 0.3903x2 + 0.2899x3
)
8.61682×10−4
[0.6, 0.7]
(
0.9876+ 1.0746x+ 0.3358x2 + 0.3198x3 0.0439− 0.2618x+ 0.0686x2 − 0.8492x3
0 0.9875+ 1.0749x+ 0.3352x2 + 0.3205x3
)
1.28740×10−3
[0.7, 0.8]
(
0.9760+ 1.1241x+ 0.2651x2 + 0.3535x3 0.0867− 0.4454x+ 0.3309x2 − 0.9741x3
0 0.9759+ 1.1246x+ 0.2642x2 + 0.3543x3
)
1.84731×10−3
[0.8, 0.9]
(
0.9570+ 1.1956x+ 0.1758x2 + 0.3907x3 0.1593− 0.7176x+ 0.6712x2 − 1.1159x3
0 −0.9568+ 1.1964x+ 0.1745x2 + 0.3917x3
)
2.57055×10−3
[0.9, 1]
(
0.9270+ 1.2955x+ 0.0648x2 + 0.4318x3 0.2766− 1.1086x+ 1.1055x2 − 1.2768x3
0 0.9267+ 1.2969x+ 0.0628x2 + 0.4331x3
)
3.49171×10−3
With the initial conditions Y (0) = Y ′(0) =
(
1 0
0 1
)
, a simple calculation shows that
D1 =
(
0 −1) , D2 = (1 00 −1
0 0
)
,
and thus the solution of the problem (25) takes the simple form:
Y (t) =
(
et −1+ et − et t
0 et
)
, t ∈ [0, 1]. (27)
Taking into account (25), we obtain
f (t, Y , Z) = −A0Y − A1Z,
and therefore
‖f (t, Y1, Z)− f (t, Y2, Z)‖2 ≤ L1 ‖Y1 − Y2‖2‖f (t, Y , Z1)− f (t, Y , Z2)‖2 ≤ L2 ‖Z1 − Z2‖2
}
, (28)
where L1 = ‖A0‖2 = 1 and L2 = ‖A1‖2 = 2.28825. Here we must take the step size given by the constraint
h <
(√
24L1 + 9L22 − 3L2
)
/2L1 = 0.784401.
In Table 3, we use a step size of h = 0.1 to represent the cubic-matrix approximation for the problem at hand, rounded
to the fourth significant digit. Again, the maximum error (given by the Frobenius norm) is displayed in the fourth column
of the table. Fig. 3 displays a graphical representation for these errors. Observe that although the error is increasing up to a
value of [0, 0.0035], it remains well within the error bounds fixed by Theorem 3.1.
6. Conclusions
In this work, we have presented a novel method for the numerical treatment of second-order differential matrix systems
of the type Y ′′(x) = f (x, Y (x), Y ′(x)), x ∈ [a, b], as they are frequently encountered in engineering modeling. Our approach
is a generalization of previously developed methods employing matrix-cubic splines for lower-order equations.
There are several important advantages of our proposed method. Firstly, the algorithm is straightforward to implement
on numerical and symbolical computer systems or by even using suitable low-level programming languages. Secondly, in
the case of second-order differential matrix systems, our method does not require to disentangle the system at hand and
reduce it to a higher dimensional system of lower order, common in practice in problems of this kind. This reduction would
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Fig. 3. Error margins for the second-order polynomial matrix equation (25) in the interval [0, 1]with step size h = 0.1.
only come at the price of increasing computational cost. Thirdly, all spline solutions are by construction already continuous
in the interval under consideration. Three explicit numerical examples have tested the method and have shown that the
errors are at most of the order O(h2). By adapting the step size to a particular problem, in principle, any desired accuracy
can be reached.
With these benefits, it is hoped that our approach provides an alternative method to existing ones andmay open up new
avenues to the numerical integration of second-order models in practical applications; especially, if work in progress will
show that it may be a second option to yet existing boundary-value integrators, such asMatlab’s BVP routines.
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