Abstract. We introduce a Kullback-Leibler type distance between spectral density functions of stationary stochastic processes and solve the problem of optimal approximation of a given spectral density Ψ by one that is consistent with prescribed second-order statistics. In general, such statistics are expressed as the state covariance of a linear filter driven by a stochastic process whose spectral density is sought. In this context, we show (i) that there is a unique spectral density Φ which minimizes this Kullback-Leibler distance, (ii) that this optimal approximate is of the form Ψ/Q where the "correction term" Q is a rational spectral density function, and (iii) that the coefficients of Q can be obtained numerically by solving a suitable convex optimization problem. In the special case where Ψ = 1, the convex functional becomes quadratic and the solution is then specified by linear equations.
Introduction
In this paper we are interested in approximation of power spectra of stationary stochastic processes and, in particular, in the following type of problem. Suppose that an a priori estimate Ψ of the power spectrum is available and that new data is obtained that is inconsistent with this estimate. Then the basic problem is to find another power spectrum Φ that is as close as possible to Ψ in some suitable sense and is consistent with the data. This is motivated by applications where one is called to reconcile inconsistent sets of data and incorporate prior information into the modeling process.
often, cross correlations of outputs of different linear filters driven by y(t). Such filters could represent the dynamics of physical or algorithmic devices used for measurement. A general framework encompassing all such possibilities is to take as data an estimate of the state covariance Σ of a linear system driven by y(t). Thus we require Φ to be consistent with such a state covariance.
As a distance measure between two spectral density functions, Ψ and Φ, we will use (1.1)
where, for economy of notation, we often write simply Ω to denote integrals of the form
. This is known as the Kullback-Leibler distance, originally applied to probability distributions [11] , and possessing some rather useful properties. Although not symmetric in its arguments, it is jointly convex. Assuming that Ψ and Φ have the same zeroth moment, S(Ψ Φ) ≥ 0 with equality if and only if Φ = Ψ.
Given an arbitrary a priori spectral estimate Ψ and the second-order statistics Σ, the main result of this paper is that the problem of minimizing S(Ψ Φ) subject to consistency with Σ has a unique minimum Φ. It is worth noting that this minimizing solution is unaffected by scaling Ψ, since this modifies S(Ψ Φ) by a constant additive term and a positive, multiplicative, and constant factor.
When there is no a priori spectral estimate, it is reasonable to take Ψ = 1, which corresponds to white noise. Then, since S(1 Φ) := − log Φ, minimizing the Kullback-Leibler distance amounts to maximizing the entropy gain. Consequently, the maximum-entropy solution is the spectral density Φ closest to white noise that is consistent with the data.
The Kullback-Leibler integral has been studied intensively in statistics, information theory and communication, typically optimizing with respect to the first argument Ψ [11, 12, 13] , and has been considered as providing a distance measure between GaussMarkov [29] and hidden Markov models [15] . In another direction, estimating Markov models from covariance data has a long history; see, e.g., [2, 8, 14, 17, 28, 30, 32, 36] . The approach taken here is based on ideas developed in [5, 6] in the context of Carathéodory extension, in [3, 4] in the context of Nevanlinna-Pick interpolation, and in [9, 10] in the context of generalized moment problems with complexity constraint. In this paper, the theory is developed in the framework of generalized analytic interpolation [21, 22] .
State covariance statistics
In this section we explain the nature of the covariance data of our approximation problem. We model the measuring device as a linear system
G(z)
E E x y with transfer function
such that A has all its eigenvalues in the open unit disc and (A, B) is a reachable pair, i.e., rank [B, AB, A 2 B, . . . , A n−1 B] = n. Now, a general framework for obtaining second-order data is to pass the signal y(t) through the device until it is in steady state and estimate the state covariance
In fact, if the input is a stationary stochastic process {y(t), t ∈ Z}, the output process {x(t), t ∈ Z} is a stationary vector process satisfying the state equation
Therefore, in order for the spectral density Φ of {y(t), t ∈ Z} to be consistent with the data, it must satisfy the constraint (2.2) GΦG * = Σ.
Example 1.
The simplest case is when the data consists of a finite sequence of covariance lags c k = E{y(t)ȳ(t + k)}, k = 0, 1, . . . , n − 1. This corresponds to
and the state covariance
is a Toeplitz matrix. The problem of parameterizing the class of spectral densities that satisfy (2.2) for this case is the classical trigonometric moment problem going back to Carathéodory, Schur and Toeplitz (see, e.g., [25] ). This class is nonempty if and only if Σ ≥ 0 (which here of course is always the case since Σ is assumed to be a covariance), and it contains infinitely many elements if and only if Σ > 0. Such spectral densities correspond to infinite extensions of the finite covariance sequence c 0 , c 1 , . . . , c n−1 , and hence the problem is also referred to as the covariance extension problem.
In particular, the so-called maximum-entropy extension(see, e.g., [26] ) is the unique covariance extension that maximizes the entropy gain log Φ = −S (1 Φ) and is obtained in our framework as the minimizer of (1.1) when Ψ = 1. When Ψ ranges over arbitrary positive trigonometric polynomials of degree n, the minimizers of (1.1) are precisely the coercive spectral densities of degree at most 2n that are consistent with the data, thus recovering basic results in [5, 6, 7, 8, 18, 20] .
More generally, the measurement device could be a bank of filters
The following are two examples of particular interest that have been explored in the context of high-resolution spectral estimation in [3, 4, 21] .
Example 2. First, consider the case where
and the state covariance Σ can be shown to have the form of a Pick matrix
. . .
(Cf. Remark 7 below.) The problem of parameterizing the class of spectral densities that satisfy (2.2) for this case now relates to the classical Nevanlinna-Pick interpolation problem (see, e.g., [1, 40] ). In this problem one seeks an analytic function F on the unit disc D that has positive real part and satisfies the interpolation conditions F (p k ) =w k , k = 1, 2, . . . , n. The data w 1 , w 2 , . . . , w n can be recovered (modulo a common imaginary constant that plays no role) from the measured covariance statistics Σ, and the spectral density Φ can be obtained from F via Φ(e iθ ) = 2Re{F (e iθ )}. Following classical theory, the class of solutions is nonempty if and only if Σ ≥ 0 (which again is guaranteed if Σ is to be a covariance), and it contains infinitely many elements if and only if Σ > 0. The minimizer of (1.1) when Ψ = 1 is the so-called central solution. Moreover, suitable choices of Ψ as a rational function having the same poles as the filter bank, leads to a complete parameterization of all rational spectral densities of degree at most 2n that are consistent with the data, thus recovering results from [3, 4, 19, 20] .
Example 3. In the case where
the system matrices become
while the covariance matrix is now of the form
where W is an upper triangular Toeplitz matrix, and E is the reachability gramian of (A, B) [21, p. 33] . In the same way as above, spectral densities consistent with the data do exist if and only if Σ ≥ 0, and there are infinitely many when Σ > 0. Analogous results and parameterization of spectral densities which are consistent with covariance data can be obtained in this case as well.
The family of spectral densities consistent with the state statistics Σ in this example, as well as in Example 2, strongly depends on the choice of poles p 1 , p 2 , . . . , p n . In fact, by choosing these filter bank poles appropriately, it is possible to give preference to selected frequency bands of the spectrum and allow more accurate reconstruction of the spectral density in these particular frequency bands [3, 4, 21, 34] .
These examples suggest that, besides being Hermitian, Σ is highly structured and that there is a redundancy in the formulation of the constraint (2.2). In fact, Σ is in the range of an integral operator
which, in our present setting, it suffices to define on the space C(T) of continuous functions on the unit circle T. The range of Γ can then be described as follows [21, 22] .
A matrix Σ is in the range of Γ if and only if
Moreover, any positive semi-definite matrix Σ which satisfies (2.7) qualifies as a state covariance of the system (2.1) for a suitable stationary input process [22, Theorem 1] . In Section 7 we shall need the following lemma. Now, it follows from B * ΩB = 0 that β = 0, which inserted into ΩB = 0 yields w = 0. Consequently, BH + H * B * = 0 if and only if H = iαB * for some α ∈ R, proving that the kernel has real dimension one, as claimed.
On the Kullback-Leibler measure
The Kullback-Leibler distance has its roots in hypothesis testing and represents the mean information per observation for discrimination of a possible underlying probability density function from another [31, page 6] . It is also called cross-entropy [24] or gain of information [37] . In this paper, we use S(Ψ Φ) as measure of distance between spectral density functions. To this end, several remarks are in order.
If Ψ equals λ := Φ, then, by Jensen's inequality,
with equality if and only if Φ = Ψ. Although S(Ψ Φ) is not a metric, this property allows us to interpret it as a distance between Φ and Ψ. It is often the case that λ is part of the data Σ. This happens exactly when A is a singular matrix. To see this, let v * A = 0 for some v ∈ C n . Then
Therefore, in case A is singular, Ψ can be scaled so that Ψ = λ. Then S(Ψ Φ) is a bona fide distance measure, and it is reasonable to consider the problem of minimizing S(Ψ Φ) over Φ subject to the constraints Γ(Φ) = Σ.
However, even in the case where A is nonsingular, the minimization problem makes sense, and, as we shall see in the next section, it has a unique solutionΦ. If we normalize Ψ, a posteriori, to the new functionΨ =
where α = ∫Φ/ ∫ Ψ and β = ∫Φ log α. Thus, the minimizing Φ would be the same in either case, and S(Ψ Φ) would retain a distance-like character, being nonnegative except when the two arguments are identical in which case it is zero.
The approximation problem
Denote by C + (T) the subset of positive functions in the space C(T) of continuous functions on the unit circle T. We now state and prove our main result. 
Given any Ψ ∈ C + (T) and any Σ > 0 which satisfies (2.8), there is a unique Φ ∈ C + (T) that minimizes
subject to Γ(Φ) = Σ, i.e., subject to
This minimizer takes the form The techniques used in proving this theorem are based on duality theory of mathematical programming and are motivated by the ideas in [5, 6, 3, 4, 9] .
We begin by forming the Lagrangian
Here Λ ∈ range (Γ) is the Lagrange multiplier. Next, we consider the problem of maximizing the dual functional
Note that
The dual functional will take finite values only if
Therefore, without loss of generality, we restrict Λ to the set
For each Λ ∈ L + , the function Φ → L(Φ, Λ) is strictly convex. Hence, if this function has a minimum in C + (T), then the directional derivative δL(Φ, Λ; δΦ) = δΦ Q − Ψ Φ will be zero for all continuous variations δΦ at the minimum. Therefore, the possible minimizer must be of the form
and the dual functional must be
with J Ψ (Λ) defined by (4.4). Hence, the dual optimization problem amounts to min-
The following key lemma will be proved in the next section. Lemma 6. The functional J Ψ (Λ) has a unique minimumΛ ∈ L + . Moreover,
We now use this lemma to complete the proof of the theorem. We first note that the function in the lemma, given bŷ
belongs to C + (T) and is a stationary point of Φ → L(Φ,Λ), which is strictly convex. Consequently,
or, equivalently, since Γ(Φ) = Σ,
for all Φ ∈ C + (T) satisfying the constraint Γ(Φ) = Σ. The above holds with equality if and only if Φ =Φ. This completes the proof of the theorem.
Remark 7.
The connection between the approximation problem of this section to analytic interpolation problems described in [3, 4] is in terms of the function This so called Carathéodory function can be continuously extended to the unit circle T, where Φ is continuous, and
there. This is the content of the Riesz-Herglotz Theorem [27] . Now, since G = B + zAG,
where the middle term is zero since GF is analytic in D . Therefore Σ := GΦG * satisfies (2.7) if and only if
Consequently, the constraint (4.2) in terms of Φ is equivalent to the constraint (4.5) in terms of F [22] .
The dual problem
To prove Lemma 6 we need to consider the dual problem to minimize J Ψ (Λ) over L + . To this end, form the directional derivative
in any direction δΛ ∈ range (Γ), as well as the second derivative
From these expressions we observe two things. First, any stationary point of J Ψ (Λ) must satisfy the equation
where the map ω :
Second, J Ψ (Λ) is strictly convex, and therefore there is at most one such stationary point, which would then be the unique minimum. This is an immediate consequence of (5.2) and the following lemma. In particular, the map ω : L + → S + is injective.
Proof. Without loss of generality, we assume that G is normalized so that GG * = I. This can be achieved by a similarity transformation of the system matrices (A, B) .
Since Λ ∈ range (Γ), and therefore Λ = GΘG * for some Θ ∈ C(T), this can be written
By changing the order of integration and using the fact that e −ikθ GG
A similar argument, exchanging A for A * , shows that e −ikθ G 2 Θ = 0 also for negative k. Thus G 2 Θ = 0 on T. By reachability of (A, B) , G = 0 on T, and hence Θ = 0, and so is Λ.
Next, we prove that in fact ω : L + → S + is also surjective, thus establishing the existence of a unique solution to (5.3), and hence a unique minimum of the dual functional J Ψ . To this end, we first note that both sets L + and S + are nonempty,
convex, and open subsets of the same Euclidean space, and hence diffeomorphic to this space. Besides being continuous, the map ω is also proper, i.e., the inverse image ω Consequently, the dual problem provides us with an approach to computing the unique Φ that minimizes the Kullback-Leibler distance S(Ψ Φ) subject to the constraint Γ(Φ) = Σ.
The maximum entropy solution
We now turn to the case where Ψ = 1. As we explained before, this represents the situation when no a priori spectral estimate is available, and the selected spectral density Ψ corresponds to white noise. The Kullback-Leibler distance S(1 Φ) := − log Φ, now has the interpretation of entropy rate of the underlying process [26] .
In this case the solution of the dual problem is particularly simple, and we shall derive a closed-form solution along similar lines to those in [16, 33] . In fact, the dual functional becomes (6.1)
where the first term can be rewritten as
To simplify the stationarity conditions of J 1 we use an alternative representation for
which is the content of the following lemma.
Proof. We first introduce notation. Let
where H 2 (T) denotes the Hardy space of square-integrable functions on the unit circle T with analytic continuation in the open unit disc D . We remark that ϕ is an inner function and that K is finite-dimensional with the elements of G forming a basis.
Since Q = Q * > 0 on T, there is an outer function a ∈ H 2 (T) such that Q = a * a. Moreover, since |ϕ = 1, |ϕQ| = |a| 2 . Therefore the outer part of ϕQ equals a 2 . Since the elements of ϕ * G are orthogonal to H 2 (T), it follows that ϕG * vanishes at the origin, and so does ϕQ. Hence ϕQ = θa 2 , where θ is inner and θ(0) = 0. In view of the fact that ϕa * = θa, it readily follows that ϕ * a is orthogonal to H 2 (T). Therefore a ∈ K and can thus be expressed as C * G for some C.
Although we are here interested in functions that are rational, the lemma actually holds in greater generality.
Returning to the dual functional, we now have
where in the last step we used the fact that C * G is an outer function and thus that log C * G is harmonic in D [38] . Since G(0) = B, the dual functional only depends on
which we now differentiate to obtain the equation
Consequently, the maximum-entropy spectral density is given by
A version of this formula, valid for multivariable processes, appears in [23] .
On the numerical solution of the dual problem
The case when Ψ = 1 is very special, and, as we have seen, it can be solved in closed form. In general, when Ψ is an arbitrary rational, or even irrational, function, one needs an iterative algorithm for solving the dual problem. Since the dual functional J Ψ is convex, such an algorithm could be based on Newton's method. For this, we first need a global coordinatization of L + that preserves convexity.
To this end, given a Λ ∈ L + , let M be the unique solution of the Lyapunov equation To express the dual functional J Ψ in the new coordinates, we also observe that tr{ΛΣ} = tr{M Σ} − tr{MAΣA * } by (7.1), which, in view of (2.7), becomes
Consequently, the dual problem is equivalent to minimizing the convex functional
over K + . DifferentiatingĴ Ψ with respect to the complex variables K 1 , K 2 , . . . , K n , remembering that
∂K j ∂K
= 0 for all j, , we obtain the gradient
with Q given by (7.2), which can also be written as
in terms of the Carathéodory function
(See Remark 7.) To see this, observe that
We note that the gradient equals zero when the condition (4.5), or, equivalently, the condition (2.2), holds, in harmony with Theorem 5. Now, the functionĴ Ψ : K + → R is strictly convex, and therefore Newton's method can be used to determine its minimum. Such a method was developed in [4] for an analogous problem. The drawback seems to be that the gradient (7.4) becomes unbounded near the boundary of K + , often causing numerical instability.
The alternative parameterization in terms of C, used in the previous section, is also applicable to the case of a general Ψ. To see this, replace tr(ΛΣ) by C * ΣC and G * ΛG by C * GG * C in (4.4). The dual functional is now expressed in terms of C in the form (7.7) J Ψ (C) = C * ΣC − Ψ log(C * GG * C), and the gradient (7.8)
where Q := C * GG * C, is zero whenever condition (2.2) holds. This parameterization has two advantages. It avoids a time-consuming spectral factorization problem in each iteration, and also is better behaved at the boundary. However, J Ψ is not globally convex. Such parameterizations have been explored in [16] for Carathéodory extension problems and in [33] for Nevanlinna-Pick interpolation. In these papers, a homotopy continuation method was used to compensate for the loss of global convexity.
Concluding remarks
Given generalized covariance data Σ of a stationary stochastic process and an initial estimate Ψ for its spectral density, which may be inconsistent with the data, we formulated and solved the approximation problem of determining a closest approximant to Ψ in the sense of Kullback-Leibler which is also consistent with the data. In particular, we have shown that the minimizing function is unique.
This problem is relevant when statistics is specified in the form of a state covariance of a linear system driven by the unknown process. This is a rather general situation which, in particular, encompasses spectral analysis in linear arrays [39] with ordinary partial autocorrelation function, as well as spectral analysis using filter banks [3, 4] .
The basic techniques that we have developed here should carry over to the case of a vector valued stochastic processes, where the distance measure is replaced by the matricial Kullback-Leibler-von Neumann generalization [35] S(Ψ Φ) := tr Ψ log Ψ − Ψ log Φ .
In this case, the data can again be encapsulated as the state covariance of a multiinput system [22] . This is the topic of a forthcoming paper.
