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CHAPTER I. INTRODUCTION 
In many areas of research, scientists are faced with a 
large pool of variables which could be measured for indi­
viduals in a study, and which may somehow be related to 
another variable of primary interest. Sufficient informa­
tion about this latter "dependent" variable may be gleaned, 
however, from only a subset of the set of possible "inde­
pendent" variables. In fact, depending on the type of 
information desired, and on the method of judging it, 
omitting some variables may be better from both a sta­
tistical and an economic viewpoint. This study will examine 
some of the ramifications, in a particular setting, of 
using a subset of the independent variables which has been 
selected from the entire pool, rather than using the entire 
pool itself. 
Typically, when all variables are used, a model is as­
sumed in which the dependent variable is expressed as a 
stochastic function of the set of independent variables. We 
suppose such an experimental situation with a linear re­
gression model. It is assumed that there are n _> r+1 
observations, the ith of which consists of a vector 
x^ = (x^^, Xj^2' • - •regressors (independent vari­
ables) and the scalar response (dependent variable) y^^, 
related by the equation 
2 
r 
y. = 0- + Z 9.x.. + £. . (1.1) 
^ j=l ] ^ 
The residuals, e^, i = 1,2,—,n, are assumed independently 
distributed as normal random variables with zero mean and 
2 
unknown variance a . We allow x^ and the unknown regression 
parameters 9^, j = 0,1,...r, to assume different structures 
in the various settings which we will discuss. In particu­
lar, x^ may be a fixed vector, or may be regarded as the 
realized value of a random vector. Similarly, the EU's 
2 
and a may be simply unknown parameters, or may be regarded 
as random variables (in a Bayesian setting). 
The model given in (1.1) can be expressed in matrix 
notation as 
2 = 0Q^ + •*"£./ (1.2) 
where is the vector of n observed y^'s, 1 is a vector of 
n I's, £ contains the n z . ' s ,  9 = and the 
ith row of X is x!. In some circumstances, it is more 
—1 
convenient to denote X* = (1 X), xf = (1 x!)', and 
— —"1 —X 
2* = (8Q_6 ' ) ' f so that (1.2) can be expressed as 
Y_ = X*2* + (1.3) 
It is implicit in our model assumptions that the r 
regressors contain all relevant variables, although 
extraneous variables may be included. This ideal situation 
certainly cannot be guaranteed in practice, but it will 
be supposed that at least in implementation, the data 
support such an assertion. By this we mean that a residual 
analysis has been performed which did not reveal any con­
tradictions to the assumed model. 
The model we have described in (1.3) forms the basis 
for a variety of applications, not all of which are ap­
propriate for variable subset selection. In some cases, 
merely a description of the data, with an estimation of the 
regression parameters, is warranted. Since usually all of 
the independent variables are of interest in such situa­
tions, selection of a subset is not pertinent and we will 
thus not be concerned with such applications. 
Model building may seem to be a situation in which 
attention should be given to variable selection, since 
"submodels" of (3.1) may be examined. We have, however, 
decided on a model, and wish to examine the ramifications 
of using, in the future, only some of the variables involved 
in that model. Since we are not concerned with establishing 
a new model, model building is not a use of regression which 
we will consider. 
Prediction is, on the other hand, an important use of 
linear regression in which selection of a variable subset 
is sometimes performed. A forecast of a future value of the 
4 
dependent variable, y, may be desired, based on (1.3) and 
the future regressor or "predictor" set x* = (1 x^,x2,... 
x^)'. The predictor may, however, involve only some sub­
set of the elements of x*. Some notation (useful also in 
settings other than prediction) is convenient for denoting 
such subsets. Let be a (r+1 x p) matrix of zeroes and 
ones such that 
X = x*P (1.4) 
—p — p 
is the subvector of x* which contains the p, 1 P £ r+1, 
variables of interest. The corresponding vector of re­
gression parameters is given by 
0^ = e*P^. (1.5) 
-p - p 
Typically, the predictor based on only x^ is of the form 
yp = ip'ïp' d-s' 
where § is some estimator of 0 . The decision on the 
-p -p 
choice of the subset is usually made by reference to 
(e.g., choosing "large" |0j|'s). Examination of the 
future use of 0^, for selected , and of properties of 
y should reflect this. 
A situation similar to that for prediction occurs in 
the problem of control of the future level of the dependent 
variable y. In this, typically engineering, application. 
5 
it is desired to maintain y at a prespecified level y^. 
Some, or all, of the independent variables are chosen as a 
set to be varied in order to accomplish this. The choice 
of the variables to be used is again typically made by 
examining the estimator §*. Analysis of a future use of , 
for selected x^, and of expressions involving it, should 
recognize that selection has taken place. 
In this paper, we will, however, concentrate on the 
prediction setting. Reference to other applications of 
regression will be made only from a historical perspective, 
or in discussing selection strategies which have appeared 
in the literature. 
As mentioned previously, use of a partial set of re-
gressors may be "better", statistically and economically, 
than using the entire set of regressors. How is this so? 
Economic savings, when using regression for prediction of 
y, may result when it is expensive to observe some of the 
x^ variables. Medical applications, with expensive 
diagnostic tests used as the regressor or predictor vari­
ables is a case in point. The cost of computation may also 
be a consideration, as extensively examined in Thompson 
(1978a). 
Inclusion of the entire set of independent variables 
may also bring about numerical difficulties due to multi-
6 
collinearity. Suppose, for example, that ordinary least 
squares is used to estimate 0_* of the model in (1.3) , to 
obtain the estimator 
§* = (X*'X*)"^X*'^, (1.7) 
where it is assumed here that X*'X* is invertible. For 
large r, it is more likely that at least two highly corre­
lated variables are included in the set of independent 
variables. This may result in a column of X* which is 
very nearly a linear combination of other columns, or 
equivalently, that X*'X* has an eigenvalue which is "close" 
to 0. Thus, while X*'X* is invertible, it may be ill-
conditioned (in having a very small eigenvalue) seriously 
enough to give a numerically inaccurate evaluation of 
(X*'X*) . (This is one of the arguments (see, e.g., 
Hoerl and Kennard (1970)) for ridge regression estimators.) 
A selected subset which does not contain any strong corre­
lations among its variables may alleviate this numerical 
problem. 
A third impetus for working with a partial set of 
independent variables concerns precision. Consider the 
situation where we wish to predict a future value y. Use 
of the entire set of regressors may provide an accurate 
predictor of y in the sense that it is unbiased. Recall 
that unbiasedness in prediction is defined as follows. 
Definition 1.1: The bias of a predictor y of y is 
E(y-y). (1.8) 
If E(y-y) = 0, then y is unbiased for y. 
Suppose, for example, that the ordinary least squares 
estimator 6^* given by (1.7) is used with the future re-
gressor vector x* = (1 x')' to obtain the predictor 
y = 6_*'x*. (1.9) 
Then y is indeed unbiased, but may well be not as precise 
as other estimators, for certain measures of precision. 
In fact, if variance is used as such a measure, it can 
easily be shown (see, e.g., Rao (1971)) that 
Var(y) ^  Var(y^) (1.10) 
for y^ given by (1.6), and 
Ip = (1-11) 
where X , assumed to be of rank p, is defined as 
P 
X = X*P_. (1.12) 
P P 
This result holds for y obtained from any selected 
subset of independent variables. Thus, in terms of 
variance, any y from (1.4) and (1.9) is at least as precise 
as y. Since predictors based on a subset of the entire set 
8 
of independent variables are frequently biased, other 
measures of precision may be preferable. 
To maximize precision, we prefer to use a decision 
theoretic approach, and attempt to minimize expected loss 
for a predictor y, measured by some loss function L(y,y). 
One of the most common loss functions is given in the 
following definition. 
Definition 1.2; The squared error loss of y, as a predictor 
of y, is given by 
L(y,y) = (y-y)^, (1.13) 
and the mean squared error of y , as a predictor of y, is 
its expectation, denoted by 
MSEP(y) = E(y-y)^. (1.14) 
When using mean squared error as a measure of precision, 
ws can again shcv: that of (1.6) and (1.11) is more 
precise than y for certain configurations of the true 
value of £*. We first need the following definition. 
Definition 1.3: A pxp matrix is said to be positive 
definite if 
(1) A = A', 
and (2) a'Aa > 0 for each nonzero p-dimensional vector a. 
I 
9 
Denote ^  the subvector of corresponding to the vari­
ables which are not selected for inclusion in of (1.6), 
and denote by ^  the corresponding subvector of The 
following lemiaa is presented in Hocking (1976) or Rao 
(1971). 
Lemma 1.1: If Var(8g) - is positive definite, and ^  
is given by (1.11), then 
MSEP(y) > MSEP(yp). (1.15) 
This lemma and expression (1.10) seems to indicate 
that, for some reasonable loss functions, expected loss 
may be less when not all possible regressors are used. 
This provides the major statistical basis for variable 
subset selection. It should be remembered, however, that 
these results are based on the assumption that the sub­
set of variables under consideration has been selected with­
out reference to the data (y and X*). This, of course, is 
not the case in practice, but it is hoped that similar 
results hold when such selection is recognized. Whether 
these hopes are justified is a primary concern of this 
study. 
Our goal is thus two-fold. The first step is a presen­
tation of a criterion for selecting predictor variables 
that accounts for the cost of observation and the precision 
10 
of the resulting predictor, by means of an appropriate 
loss fuzction. The second step is an evaluation of the 
predictor, with respect to bias and mean squared error, 
which recognizes that the predictor variables have been 
selected. (We will frequently refer to this recognition 
as "conditioning on selection".) A brief overview of the 
contents of the remaining chapters follows. 
In Chapter II, we examine various proposed solutions 
to the general problem of variable selection. We include 
a discussion of the relevance of various criteria to 
certain goals. 
In Chapter III, we explore in depth one of the cri­
teria introduced in Chapter II, and discuss some extensions 
and generalizations. 
In Chapter IV, we make precise the notion of "con­
ditioning on selection" and examine the conditional bias 
and mean squared error for the predictor discussed in 
Chapter III. 
In Chapter V, we consider the numerical evaluation of 
the conditional bias and mean squared error. 
11 
CHAPTER II. LITERATURE REVIEW 
Introduction 
The appropriate criterion for the selection of vari­
ables in multiple regression is dependent upon several 
factors. The first factor concerns the use to be made of 
the fitted regression equation. As discussed in Chapter I, 
control of the dependent variable y at a preassigned value, 
and prediction of a future value of y are the two major 
uses of regression where variable selection is pertinent. 
The nature of the regressors themselves is also a considera­
tion. While, in the control problem, it is assumed that 
the regressors are controllable at fixed values, in the pre­
diction problem, the values of the regressors can sometimes 
be viewed as the realizations of random variables. Further, 
a Bayesian approach will generally lead to a different 
selection criterion than a frequentist approach. 
These factors have led to a plethora of criteria. 
Authors of some of these criteria clearly indicate that they 
are considering some very specialized situations, while 
other criteria are presented without specific reference 
to the intended use of the regression, nor to the nature of 
the regressors. This has led to selection criteria which 
range from the general criterion of minimizing the residual 
mean square, whose appeal is primarily intuitive, to criteria 
12 
developed from loss functions tailored to particular cir­
cumstances . 
In this chapter, we discuss various criteria which 
have appeared in the literature. Good review articles on 
this topic include those of Hocking (1976) and Thompson 
(1978a). The presentation in this chapter is largely 
descriptive; a more analytical discussion is given in 
Chapter III. 
2 Criteria Developed from R 
Some of the earliest selection criteria are based on 
the minimization of the residual sum of squares. 
Consider a subvector of x*, the corresponding 
matrix of (1.12) and the vector of estimated regression 
parameters ^  given in (1.11). For this p-variable subset, 
we make the following definitions. 
Definition 2.1: The residual sum of squares due to Xp is 
given by 
RSSp = y-y - :;x;xp:p (2.3) 
Definition 2.2: The residual mean square due to ^  is 
given by 
RSS„ 
RivIS = £ . (2.4) 
p n-p 
Note that substitution of (1.11) into (2.3) provides 
13 
RSSP . %' (I-XP(X^XP,-IX^)%, (2.5) 
and that, when all regressors are used, we have 
= Y.'z - i'*x*'x*e_* 
= Y'(I-X*(X*'X*)"lx*')Yy (2.6) 
where &* = is the ordinary least squares estimator 
of given in (1.7). 
Definition 2.3: The coefficient of determination for a 
p-variable subset is given by 
, RSS„ 
= 1 - ^ (2.7) 
2 Since R measures the amount of variation "accounted 
P 
for" by the p-variable subset, maximization of the coeffi­
cient of determination, or equivalently minimization of the 
residual sum of squares, has intuitive appeal as a variable 
selection criterion. It is well-known, however, that 
2 2 
^ Rp for all possible p-variable subsets, so a modifi­
cation of this criterion must be made. We shall examine 
three such modifications. 
One approach is to select the value of p empirically 
and to then choose the set of regressors with maximal 
2 
Rp among those of size p. To determine the value of p, 
2 2 Rp, the largest value of for a specified p, is plotted 
14 
against p. Generally, this curve increases sharply for 
small values of p, and then remains fairly flat. The 
value of p at which the "knee" occurs is chosen as the 
number of regressors to be included in the fitted re-
2 gression equation, and the set of p regressors giving 
is chosen. Several authors, including Hocking and Leslie 
(1967), Beale (1970), and Furnival and Wilson (1974) , 
_2 have devised algorithms to determine R^. These algorithms 
require the evaluation of substantially fewer than 2^ "*"^  - 1 
regressions. 
2 
A second approach adjusts R^ to another "meaningful" 
2* quantity, R^ , which is explicitly dependent on p. Whereas, 
2 1-Rp is the ratio of a residual sum of squares to the 
2* total sum of squares, 1-R^ is the ratio of a residual 
mean square to the total mean square. We have 
2* 
RSS^ 
n=p 
=  1 - 5  P  
2* The selected subset is that one which gives maximal R 
P 
2 * The use of R^ was initially proposed by Ezekial (1930) 
and is commonly used in economic circles (see, e.g., Theil 
(1961, p. 213) ). 
15 
2 
A third approach also modifies by replacing the 
sums of squares by other measures of variability. Denote 
the ith row of by , so that 
X' = ' (2.10) 
p  ^-p -p 
Suppose that , i = l,2,...,n, are used as "future" 
predictor vectors ^  in the predictor (1.6), to obtain 
the n predictors 
i = 1,2,...,n, (2.11) 
where ^ is given by (1.11). Suppose further that the 
variance of y^^^ is computed under the assumption that 
the set of independent variables in the model includes 
only the p variables under consideration, and that the 
2 
residual variance is given by a^. Since, by (1.11), 
V(L) = (x;x„)"^aî, (2.12) 
we have the predictor variance 
= (1 + ('-.13) 
Definition 2.4: The total variance for prediction for a 
p-variable subset of regressors is given by 
16 
TVP^ = Z ). (2.14) 
P i=l P 
Since X'X is assumed to have rank p, we have, by p p 
(2.13) , 
= (trace [Xp(X^Xp)"V] + n)a^ 
= (trace [X'X (X'X )~^] + n)a^ p p p p p 
= (n+p)Op (2.15) 
2 2** Haga and Okuno (1976) proposed modifying to , 
which involves an estimate of TVP . R^ can be used as a 
P P 
selection criterion, however, only when choosing among 
subsets of independent variables which contain an inter­
cept term (i.e., contains the first element of x*). 
Whereas l-R^ is the ratio of a residual sum of squares 
2** to the total sum of squares, is the ratio of an 
estimate of TVP to an estimate of TVP,. Note that TVP, 
P 11
is the total variance for prediction in making n predictions 
/\ 2 
of 0Q. Estimating in (2.15) by RMS^, we have 
17 
,** (n+p)RMS. 
R: = 1 -
p {n+l)RMS^ 
RSS /(n—p) 
= 1 _ E±P El 
n+1 RSS^/(n-l) 
RSS^ 
(n+1) (n-p) RSS^ = 1 - S?^ ?!(n-!! ^ • (2.16) 
2** Haga and Okuno (1976) refer to R^ as "doubly adjusted 
multiple correlation". 
The appeal of these criteria appears to be strictly 
intuitive. No explicit loss function is minimized, and, 
2** 
with the exception of R^ , the intended use of the fitted 
regression equation is not considered. The first approach 
also suffers from the fact that the determination of the 
value of p is very subjective. 
Sequential Procedures 
A major objection to the criteria based on the coeffi­
cient of determination is the amount of computation re-
quired to make the selection. There are 2 — -1 possible 
sets of regressors, which becomes sizeable even for small 
values of r. As mentioned previously, many algorithms have 
been developed which require fewer regressions to be per­
formed. Garside (1965) has devised a technique which 
obtains all 2^ ^^ -l regressions systematically with 2^ """^  
sweeps of (X*'X* X*'^) . In spite of these computation, 
saving tools, selection may still be costly to implement. 
18 
This problem provided the impetus for the development of 
sequential selection procedures, known as stepwise re­
gression techniques. These procedures are described in 
detail by Efroymson {I960, 1966) and by Draper and 
Smith (1966). Most stepwise techniques are variations of 
two basic procedures: forward selection and backward 
elimination, 
Forward selection begins with no regressors in the 
regression equation and sequentially adds regressors until 
some prechosen stopping rule is satisfied. The regressor 
added at any step is the one giving the largest single 
degree of freedom F ratio among those eligible for in­
clusion. In other words, regressor is entered into the 
regression equation (which already contains p variables) 
if it maximizes 
R S S ^ - R S S ,  
T? = f KC • f 7 1-7\ 
-i ' 
where the subscript (p+i) indicates the set of p regressors 
that were incorporated at previous steps, together with the 
regressor labelled i. RSS and RMS were defined in (2.3) 
P P 
and (2.4), respectively. 
Backward elimination begins with all regressors in 
the regression equation and deletes regressors until a 
stopping rule is satisfied. The particular variable to be 
19 
deleted from the p-regressor equation at a step in the 
procedure is that one among the p variables which minimizes 
n -
P 
where the subscript (p-i) indicates the set of p-1 vari­
ables which remain after the regressor labelled i is 
deleted from the p variables retained from the previous 
step. 
Stopping rules for these procedures are designed to 
specify when it is "not worthwhile" to add another variable 
(in forward selection), or when it would be "too much of a 
loss" to delete a variable (in backward elimination). 
Usually a constant F\^(p) or Fgut/P) specified. For­
ward selection is terminated if < F^^^p) for all r+l-p 
possible regressors. Backward elimination is terminated if 
F| > FgutCp) for all p possible regressors. Some practi­
tioners choose the upper o .point for the F distribution 
with 1 and p+1 degrees of freedom for F^^(p), and choose 
the upper a point for the F distribution with 1 and p 
degrees of freedom for With the multitude of 
"tests" (which are conditional on previous "tests") being 
performed, however, statements claiming 100(l-a)% cer­
tainty in such cases are incorrect. 
In practice, a combination of forward selection and 
20 
backward elimination is usually employed, allowing for the 
possibility of addition or deletion of variables at each 
step. Some authors reserve the term stepwise regression 
for such a combination, and refer to forward selection and 
backward elimination as sequential methods. A concise 
summary of sequential algorithms, emphasizing computational 
aspects, is given by Kennedy and Gentle (1980, pp. 331-
346) . 
A major criticism of stepwise procedures is the vague­
ness of the objectives; no loss function or intended use 
of the fitted regression equation is considered. Further, 
the algorithms effectively exclude from consideration many 
2 
contending regressor sets which give similar values. 
Some algorithms will choose subsets for each value of p, 
allowing the user to choose the value of p. Oosterhoff 
(1963) has shown that forward selection and backward 
elimination need not agree for any proper regressor subset 
size p. Mantel (1970) presents a case where forward 
selection overlooks an excellent model because of the 
restriction of adding only one variable at a time. 
I 
I 
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The PRESS Criterion 
Allen (1971) developed a selection criterion tailored 
specifically for prediction which is based on an attempt 
to simulate "prediction" of the observed vector He 
considered splitting the data into a portion for parameter 
estimation and a portion for assessment of the prediction 
equation obtained from the estimated parameters. This 
spitting of the data is actually performed n times, where 
each single observation has its turn at comprising the 
assessment set and the remaining n-1 observations com­
prise the estimation set. 
For each i = l,2,...,n, let YpCi) be the least squares 
predictor of y^ obtained by fitting a set of p regressors 
to the n-1 observations that exclude y^. If the ith row 
f i l '  
of Xp is denoted by , as in (2.10), then 
yp(i) = 4" ' • (2.19) 
The resulting "errors of prediction" are squared and summed 
to form 
PRESS = Z (yi-y(i))2. (2.20) 
P i=l P 
The selection criterion calls for choosing the p regressor 
set which minimizes PRESS^. 
The PRESS criterion seems to have the disadvantage of 
22 
requiring a large amount of computation. A total of n 
regression analyses are required for each PRESS^ evaluation, 
resulting in an overall total of n(2^^^-l) regression 
analyses. Allen has developed algorithms for reducing 
somewhat the amount of computations and, in fact, only 
2^^^-l regression analyses are actually required, as is 
evident by the following observation (see, e.g.. Hocking 
(1976)) . 
Let e^ denote the vector of residuals for predicting 
using ordinary least squares, a p-regressor set, and 
all observations in prediction of each y^. Specifically, 
e^ = (e^,e2,...,e^)', where 
®i " ^i'^p^^' (2.21) 
and y^^) is given by (2.11). Then it can be shown that 
PRESS = e'D~^e , (2.22) 
p —p p —p 
where is a diagonal matrix whose diagonal elements 
are the diagonal entries of I-X (X'X ) ^X'. p p p p 
Schmidt (1973) has suggested what he refers to as 
the standardized residual sum of squares, 
RSS* = e'D~^e , (2.23) 
p P -f ' 
as an alternative criterion. 
23 
The PRESS criterion has considerable intuitive appeal, 
and many variations are possible, especially with respect 
to the decision on how to split the data. 
Mallows' Cp Statistic 
Mallows (1973) developed a selection criterion for the 
case of nonrandom regressors, and for use when prediction 
2** is the objective. As in the criterion involving R^ , and 
in the PRESS criterion, prediction over the rows of 
plays the central role. This approach consists of selecting 
the regressor set that minimizes the estimated total MSEP 
in predicting over all of the rows of X^. 
The predictor to be used for a future y, with associated 
regressor set x?, based on the predictor set given by 
the ith row of X^, is y^^^, given in (2.11). .Note that 
/  ^  \  /  Z  \  **  f i  \  *1  
_ T _L T ^ • na^. Z MSEP(y\"') = Z Var(y\"') + Z [E(y'"')-x. 8*] " + 
i=l P i=l P i=l P ~ 
(2.24) 
^ (i) 
Minimization of Z MSEP(y ) is equivalent to mini-
i=l P 
mization of the "standardized total squared error" 
r = ^ Var(yi.^') + Z [E(y^-') - xf'8*]-). (2.25) 
P i=l P i=l P 
Thompson (1978a) showed that 
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E(RSS ) 
r = ^ + 2p-n, (2.26) 
^ a 
which suggests the estimator 
RSS 
Cp = <2-") 
Mallows' criterion selects the subset which minimizes 
Cp. It can be shown that, for negligible bias, Cp is 
approximately equal to p. Thus, a plot of Cp vs. p can 
indicate which preductors are highly biased. In fact, a 
modification of Mallows' criterion consists of examining 
a plot of Cp vs. p to obtain a regressor set that gives 
small Cp, but that also gives predictors that are 
hopefully not markedly biased. 
2 2* 
Cp can be related to Rp and Rp by recalling, from 
(2.7) and (2.9), respectively, that 
and 
Thus, 
2 ?* 
RSS^ 1-R^ 1-R„ 
^ ^ = (n-p, ^
and (2.2.7) provides 
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l-Rp 
C = (n-r-1) 2— (2.28) 
l-R^ 
= (n-p) ^ . (2.29) 
l-*r+l 
Thompson (1978a) , referring to these relationships, notes 
that 
In both cases, for each p, the minimum C and maxi­
mum r2 or r2* occur for the same set of ^ variables, 
P P 
although that value of p finally chosen, may, of 
course, differ. The factor (n-r-1) in (2.28) may 
cause sharp decreases in minimum Cp values as p 
increases, although is only slowly increasing. 
Thus the C procedure^frequently results in the 
selection ^of a larger set of variables than that 
resulting from consideration of the R^ curve. 
The S Criterion 
P 
Another criterion that can be established when the 
fitted regression equation is to be used for prediction 
can be developed for the case where the regresscrs are the 
realizations of random variables. Mean squared error of 
a predictor will be considered for this criterion, as it 
is for Mallows' criterion. Mallows' criterion, however, 
examines the MSEP, totalled (or averaged) over the rows of 
Xp, whereas the present criterion examines the expectation 
of the MSEP over all possible realizations of the regressor 
set. 
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Assume that (y x')' is distributed as an (r+1) 
dimensional normal random vector, and that the predictor 
of y, using a p-regressor set and ordinary least squares 
estimation of is given by y^ of (1.6). Now, 
MSEP(yp) = Var(yp) + [E (y^)-x* ' e_*] " 
= 0^(l+^(X'X^)"^x ) + [E(y^)-x*'8*]2, (2.30) 
~P P P ^ P — — 
as in (2.13). It can be shown (see, e.g.. Hocking (1976)) 
that taking the expectation of the expression in (2.30) 
with respect to x results in 
E[MSEP(yp)J = Sii T, (2.31) 
where T depends on unknown parameters and can be estimated 
unbiasedly by RMS^. Replacing T by RMS^ and eliminating 
terms involving only n in (2.31) gives the statistic 
Rî-îS_ 
=p = ^ • '2-321 
The Sp criterion selects that subset of regressors that 
minimizes S_. 
P 
Tukey (1967) gives a different argument for the use 
of this statistic. Hocking (1976) asserts that, since the 
expectation is taken over all predictor sets, the equation 
found by the use'Sî^ tlîè criterion "may be appropriate 
for moderate extrapolation". 
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A Bayesian Approach 
Lindley (1968) appears to be the only author who has 
considered the cost of observation explicitly in formulating 
a selection criterion. His approach consists of mini­
mizing the sum of the expected squared difference between 
the true and predicted values of y and the cost of observing 
the regressors used in the predictor. In other words, 
Lindley considers the loss function 
[y-f(Xp)]^ + Costp, (2.33) 
where Cost, is the cost of observing x_ and f is a function p 
of Xp used to predict y. 
In this approach, the n observations, the future re-
gressor x, y, and the unknown parameters are assumed to 
possess a joint probability distribution. It is with 
respect to this joint distribution that the expectation of 
the expression (2.33) is taken, in order to obtain the 
selection criterion. The "optimal" form of the function 
f is also obtained. 
The data (^ and X) are referred to collectively as H, 
and it is assumed that, conditional on H, x and are 
distributed independently. It is further assumed that, 
a priori (to H), (y x')' is normally distributed, that 
2* and E(x^), i = 1,2,...,r, are "locally uniformly" 
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distributed, and that the distribution of V(x) is inversely 
proportional to its determinant. Further, £*, E(x), and 
V(x) are independently distributed. These assumptions 
are an attempt to describe little knowledge, a priori, 
relative to the information in H. 
The determination of the selection criterion is a 
two-step process. The loss function of (2.33) is first 
averaged over y. The resulting expression is found to 
attain a minimum when 
f(x) = E(x*lx ,H) •E( e*|H) , (2.34) 
—P — ' ' 
where the vertical line is interpreted as "conditional on". 
Using this f(x^), the resulting expression is averaged 
over all possible realizations of the fixed p-regressor 
set 2^. The final criterion, which is to be minimized over 
^(RSSp-RSS^_^^) + Costp. (2.35) 
As noted by Hocking (1976) and by Thompson (1978a), 
this criterion places a strong emphasis on the observational 
costs. If cost is negligible, then the full (r+1)-
regressor set will always be selected, since the first term 
in (2.35) is zero for that set. 
This criterion forms the basis for the present study. 
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and the derivation is examined in more detail in Chapter 
III. 
An Adapted Ridge Criterion 
Although not designed for the purpose of variable 
selection, the techniques of ridge regression can be 
adapted for this goal. For each value of k (k>0), the 
quantity 
i(k) = (X*'X*+kI)"^X*'^ (2.36) 
can be regarded as an estimator of £*. The relative size 
of l§^(k)I can then be examined as k increases. Hoerl and 
Kennard (1970) claim that regressors corresponding to 
those |0^(k)I that tend to zero rapidly as k increases 
"cannot hold their predicting power" and should not be 
included in the predictor. 
This criterion has been criticized for its arbitrari­
ness by Hocking (1976), who questions how small |8\(k)| 
should be to warrant deletion. Thompson (1978a) also points 
out that "... the magnitude of the variables should be 
taken into consideration when deciding on predicting 
power." 
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A Potpourri 
The selection criteria already discussed are only 
some of the many that have been proposed. Amemiya (1980) 
states that ". . .by slightly varying the loss function 
and decision strategy, one can indefinitely go on inventing 
new criteria." In this section, we mention a few other 
criteria and some possible extensions. 
Amemiya (1980) proposed a criterion which he called 
the Unconditional Mean Square Prediction Error (UMSPE) 
criterion, which seems to be a variation on the criterion. 
The regressors are assumed random, but with the further 
assumption that 
E(xx') = ^ X'X. (2.37) 
— n 
His approach consists of minimizing the quantity 
RSS^(1+|). (2.38) 
The author has generalized his approach to the non-
homogeneous variance case and to nonlinear regression. 
Akaike (1973) proposed an approach to a general 
parametric problem, which, when applied to the problem of 
selecting regressors, is equivalent to the minimization of 
the quantity 
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RMS_ 
AICp = log (—^) + ^  • (2.39) 
Akaike (1976) took a Bayesian approach where the 
prior distribution for 9_* is multivariate normal with 
zero mean and variance T^(X*'X*) for given T>0- This 
criterion, as well as that involving AIC^, seem to be more 
appropriate for model selection (identifying regression 
coefficients as zero) than for prediction. 
Narula and Wellington (1977, 1979) considered two 
approaches using absolute errors (rather than squared errors) 
in loss functions, while Roodman (1974) described a step­
wise procedure that is based on absolute errors. 
With the exception of the criterion based on ridge 
regression, all of the selection criteria we have dis­
cussed are based on the estimation of the regression 
parameters by ordinary least squares. However, when 
dealing with prediction, unbiasedness of the predictor does 
not seem as important as its precision, so biased methods 
would seem to be viable choices. Many of the criteria could 
be implemented with ridge regression or other shrunken 
estimators, by merely using such estimators after selection. 
Some authors, however, have modified some of the criteria. 
Mallows (1973) discussed a modification of his pro­
cedure for use with ridge regression. Allen (1974) extended 
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his PRESS criterion and the C criterion for use with 
P 
ridge regression. 
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CHAPTER III. DERIVATION OF THE VARIABLE SELECTION 
CRITERION AND THE PREDICTION EQUATION 
Introduction 
In this chapter, we describe the criterion to be used 
as a variable selection rule, and derive the prediction 
equation as a function of the selected variables. The 
development is decision-theoretic, with the following 
features : 
1. Data are available from a "multiple regression 
experiment" involving all of the variables of 
interest. This forms the basis for the selection 
rule, and in some instances may be viewed as a 
pilot study. 
2. Values for the selection variables are to be made 
available. These are the regressors to be used in 
making the prediction. 
3. Other information - external to the data genera­
tion - may or may not be available. This will be 
incorporated as prior information via a Bayesian 
approach. 
It is assumed that the practitioner can assess the cost 
of observing any possible subset of regressor variables. 
The source of the information used in making the assessments 
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whether "prior" or experimental - is immaterial. 
The format of the development is as follows : 
First, the distributional forms and the structure of the 
data for the regression experiment and of the future observa­
tion will be described. We will then be in a position to 
formulate the prediction problem in precise mathematical 
terms; the statement of the decision problem accompanies 
this. 
Next, we derive the selection criterion and the general 
prediction equation, following the Bayesian approach of 
Lindley (1968). The selection criterion and prediction 
equation depend on the data obtained from the regression 
experiment and also on any prior information. More specifical­
ly, the quantities depend on the moments of the posterior 
distribution. The remainder of Chapter III deals with the 
structure of the prior information. 
Prior information for the potential regressors (i.e., 
the potential "independent" variables) is considered first. 
The prior distribution for x to be used throughout the study 
is presented. The distribution of x posterior to the 
multiple regression data is described. 
Prior assumptions about the regression parameters 
is considered next. We examine several choices for the 
prior distribution and make comparisons among the 
35 
corresponding Bayes estimators of the regression parameters. 
Throughout the development, we assume the existence 
of an underlying probability space over which all intro­
duced random variables are defined. We further assume the 
existence of a measure over this space, with respect to 
which the probability measures of all random variables 
are absolutely continuous. This assumption assures the 
existence of density functions. Generically, we shall 
denote p(•), E(•)/ and V(•) as a density, the expectation 
operator, and the variance operator, respectively. 
The Data Structure, Model, and 
Decision Problem 
Our goal is a precise, yet relatively inexpensive, 
prediction of a future value of some random variable y. 
To aid in our forecast, we may observe some, or all, of the 
r predictor variables of the vector x Recall, from 
Chapter I, that we are considering a regression model which 
includes a vector of regression parameters and a 
parameter o. We now set out to make a precise formulation 
of this model. Formally, we assume a joint probability 
distribution for the vector 
z = (y ' x-l x' ..  .  X  ' y X  6* a) ' . (3.1) 
— —JL. z —n — — 
The description of the joint distribution for this vector 
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will involve various marginal and conditional distributions 
taken with respect to this joint distribution. We mention 
here a few commentions to be used in discussing densities 
and moments, and in referring to the distributions in 
general. 
If certain of the components of z_ are not involved in 
a quantity, then we are considering a marginal distribution 
of the quantity under discussion. For example, p(x) refers 
to the marginal density of x with respect to the distribution 
of £. 
A single vertical line, |, indicates "conditional on". 
Components to the left of '|' are considered conditional on 
those to the right of '|'. For example, E(y|x, £*,a) 
refers to the expectation of y, conditional on realizations 
X, £*, and a, where the conditional distribution is taken 
with respect to the marginal distribution of (y x 9* a). In 
some situations, other given constants or parameters may 
appear to the right of the conditional sign. This avoids 
the use of subscripts and superscripts which can lead to 
confusion. 
We begin our description with the assumption that x 
is normally distributed. 
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Assumption 1: 
_r _1 
p(x) = (2tt) ^exp[-^(x-y^)(x-Uj^) ] (3.2) 
In order to exploit x in predicting the value of y, 
we must provide a probabilistic model for y in terms of x. 
We will assume that the mean of ^  is a linear combination 
of the elements of x* = (1 x')', i.e., that y has a linear 
regression on x*. The variance of y will be of unknown 
2 
magnitude a , but independent of x* and the associated 
regression coefficients . Formally, we make the fol­
lowing assumption. 
Assumption 2: The density p(y|x, 0*, a) is normal with 
mean 
E(y|x, 0*,a) = £*'x* = eQ+i'x (3.3) 
and variance 
V(yjx 2*'C) (3.4) 
where a is an unknown strictly positive parameter. 
What is the nature of and of a? In this Bayesian 
formulation, a prior probability distribution must be 
specified for (£*, a). We suppose that this prior distri­
bution has a density p(9_*, a); specific choices for p(^*, a) 
will be discussed later in this chapter. Unlike x*, 8_* 
and a are not observable. To obtain estimates of 0* and a 
I 
I 
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to be used in the prediction of y, we use information from 
the regression experiment. As stated in the following 
assumption, this experiment consists of a random sample of 
size n, (y^^ x^^) , i = l,2,...,n, from the same distribution 
which gave rise to the future realization (y x). 
Assumption 3; For i = l,2,...,n, 
(1) x^ = *'^ir^' the same density as 
X in (3.2) , 
and 
(2) the density p(y^|x^, £*, a) is the same as 
p(y|x, 9*, a) in Assumption 2. 
Furthermore, (y xI 8*a) , (y^ x^l9*a), — , (y^ 
are distributed independently. 
Note that the distribution of (y x | ^*a) can be 
obtained from (3.2) and Assumption 2, as can that of 
(y^ Xj^ ! a), i = 1,2,...,n. 
For convenience, we introduce the following notation 
for the information generated by the multiple regression 
experiment. 
Notation : H = {(y% x^), i = 1,2,...,n} (3.5) 
Of course, H will provide information regarding x, 
9_*, and c, and, to some degree, the validity of p(ylx, 8*,c). 
We will, however, be unswerving in our belief that 
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p(y|xy 9*,a), as previously described, represents the 
true state of nature. No "goodness of fit" tests of the 
model will be performed; once x, £*, and a are known, no 
configuration of H can alter our model. Thus, we make the 
following assumption: 
Assumption 4; p(y|xy 9_*, a, H) = pCyjx, £*, a) (3.6) 
We will also assume that, given H, x and (6_*,0) are 
distributed independently; i.e., we make the following 
assumption: 
Assumption 5: p (x 0_* a|H) =p(x|H)p(^* a|H) (3.7) 
With this understanding of the structure of the 
data and the model, we now turn to a description of the 
decision problem. Since we will be considering subsets 
of the set of all possible regressors, a notation to indi­
cate such a partial set is required. Recall that we 
previously referred to Xp a p-variable subvector of x*. 
We now wish to distinguish whether a subset contains the 
first element of x* (namely, the constant 1), and to dif­
ferentiate among subsets of the same size. We thus let 
I represent any subset of the set of integers {l,2,...,r}. 
Then x^ will denote the card(I)-dimensional vector 
—"X 
consisting of the elements x^, id. Furthermore, x| = 
(1 xi)', and Xt will denote the vector containing the other 
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regression variables (i.e., = x^^ 2 r}\I^* 
Using this notation, we may now divide the decision 
problem into two stages. First, we choose some 
I {l,2,...,r}; second, we choose some function f^ of the 
vector Xj as a predictor of y. The mechanism by which we 
choose I will be called the selection criterion and 
y = fj(Xj) will be called the resulting prediction. Thus, 
we make the following definition: 
Definition 3.1: Decision space OB' = {d:d= (I,f^ ( • ) ) 3-, (3.8) 
where 
I {1,2,•..,r}, 
and 
dim X 
f j(-) : R ^ R 
The choice of dzSf will be determined by two factors: 
the cost of observing x^, and the expected squared difference 
between y and y. Thus.- we adopt the following loss func­
tion. 
2 
Definition 3.2; Loss function L(y,d) = (y-fj(Xj)) + C^, 
(3.9) 
where 
d = (I,fJ(•))e £0, 
and 
c^ = cost of observing x^. 
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Here, by cost, we mean cost in a relative sense. The 
practitioner must assign the costs in such a way that he 
judges a decrease of one unit in the squared predictor 
error to be of the same value as a decrease of one unit 
in the cost of prediction. 
Derivation of the Variable Selection 
Criterion and the Prediction Equation 
We proceed to derive the selection criterion and the 
prediction of y, based on the formulation of the previous 
section. 
Recall that any deconsists of two components: a 
subset I, and a predictor f^Cx^). The present derivation is 
in two steps. We first determine the optimum choice of f^ 
for any fixed I (i.e., derive the predictor), and then 
describe the best subset I (i.e., the selection criterion). 
ga-f- Q vm 4 -r* 0 •h'Ko 4 miTm -rwo/^ I V 
contains some subset of the set of r regressors. We choose 
fy(Xy) to minimize the conditional expectation of the 
loss (.3.7), given x^ and H. Since 
E[{y-E(yjXj,H)}{E(y]x^,H)-f^(x^)}|x^,H] 
= [E(yiXj^ g )-f^(x^)]E[{y-E(yixj,H){tx^,H] 
= [E (y lXj,H)-f J (Xj) ] [E(y|Xj^jj)-E{ylXj,H) ] 
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we have that 
E[L(y,d)lXj,H] = E[{y-fj(Xj)}^|Xj,H] + (3.10) 
= E[{y-E(ylXj,H) + E(y|xj^g) - f^(x^)]x^,H] 
= E[{y-E(y|Xj,H)}^|Xj,H] 
+ E[{E(ylXj,H)-fj{Xj)}^|Xj,H] + c^. (3.11) 
Since only the second term of (3.11) involves 
the expected conditional loss is minimized by setting this 
term equal to zero. We thus have 
fj(Xj) = E(y|Xj,H) (3.12) 
= E[E{ylx^,0*,a,H)|Xj,H] 
= E(e_*'x*lXj,H) by (3.6) and (3.3) 
= E(e_*lx^,H)'E(X*1XJ,H) by (3.7) 
= E(0*lH)•E(x*|Xj,H) by (3.5) again. (3.13) 
The predictor which minimizes the Bayes risk for 
fixed I is thus a bilinear form in the estimated regression 
coefficients and the "estimated regressors". For the 
regressors indexed in I, the estimated regressors coincide 
with the actual regressors. The other regressors (with the 
exception of the constant 1) , are estimated from those 
indexed in I. In a subsequent section, we show that, in 
special cases, the predictor (3.13) corresponds to the 
"usual" regression equation, in which the existence of the 
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unobserved regressors is ignored. 
We now turn to the determination of the selection 
criterion, i.e., the rule for choosing I. We choose the 
subset I to minimize the conditional expectation of the 
loss (3.9) given H. We found that the function f^(x^) 
given by (3.13) minimizes the conditional expected loss, 
given H and x^. It suffices to substitute this f^(x^) 
into expression (3.10) for this conditional expected 
loss, to average this expression over x holding I fixed, 
and to minimize this average with respect to I. By using 
(3.3) and (3.6), we find that 
Ei(y-8*'x*) {6_ * ' X*-E(£*|H) 'E(x*|x^,H) }|H] 
= E{E[ (y-e*'x*) {0_*'x*-E(e*|H) •E(x*|x^,H) } | e*,x,a,H] |H} 
= E{ [e_ * ' x*-E(^*|H) 'E( x * | X j,H)]E[ ( y -8* ' x * )  |e* , x,a,H] |H} 
= 0, 
and hence, using (3.8), (3.10), and (3.13), that 
EtL(y,fj(x^)) jH] = E[{y-E(e*|H)'E(x*|Xj,H)}2|H] + c^ (3.14) 
= E[{y-e_*'x*+£*'x* 
- E(e*lH)'E(X*1XJ,H)}^1H] + Cj 
= E [ (y-2* ' X*) ^ j H] 
+ E[{^*'x*-E(0_*|H) 'E(x*|Xj,H) iH] + c^. (3.15) 
Using (3.3) and (3.6), the first term of (3.15) can 
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be rewritten as 
E[(y-8*'x*)2|H] = E{E[(y-e*'x*)^l£*,x,a,H]|H} 
= E(a^|H). (3.16) 
To evaluate the second term of (3.15), we note 
that 
£*'x*-E(e_*lH) 'E(x*lx^,H) = [9*-E(£*|H)] 'x* 
+ E(0*lH)•[x*-E(x*lx_,H)] 
= + Tg + Tg , (3.17) 
where 
= [e*-E(8*|H)]'(x*-F(x*|H)], 
^2 = [8*-E(8*|H)]'E(x*|H), 
and 
T, = E( e *jH)'[x*-E(x*|x^,H)]. 
We now determine the conditional expectations, given 
H, of the pairwise products of the three terms , 
and . The three crossproducts are : 
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EfT^TglH) = E{trace(T3_T2) iH} 
= trace{E[{9*-E(9*|H)}{8*-E(9*|H)}' • 
{x*-E(x*1H)}E(X*IH)•1H]} 
= trace{E[ { 8*-E( 8*|H) } { e_*-E (e_* iH) }' |H] . 
E[{x*-E(x*|H)}E(x*lH)•|H]} by (3.7) 
= trace{V(£*|H) [E(x*|H)-E(x*|H)]E(x* j H)' 
=  0 ,  
EfT^T^lH) = E{trace(T^T^)|H} 
= trace{E [E (^* | H) { e_*-E (^* ] H) } ' {x*-E (x* ] H) } • 
{X*-E(X*1XJ,H)}•|H]} 
= trace{E [E (£* | H) {0_*-E (9* | H) } ' ] H] -
E[{x*-E(x*jH)} { X*-E( X * | X J,H)}'|H]} by (3.7) 
= trace{E(£*|H)[E(6*|H)-E(8*|H)]'. 
E[{x*-E(x*lH)}{X*-E(X*|XJ,H) 
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EfTgTgjH) = EKtracefTgT^ilH} 
= trace{E[E(0_*lH) {^*-E(e_*lH) }'E(x*|H)' 
{x*-E(x*lXj,H)}•|H]} 
= trace{E [E (0_* | H) {^*-E (8/|H)]}'. 
E[E(X*1H){X*-E(X*1XJ,H)}'|H]} by (3.7) 
= trace{E(£*lH){E(£*lH)-E(e*lH)}• • 
E[E(x*|H) {x*-E(x*lx^,H) 
=  0 .  
The squared terms are : 
E(T^^lH) = E{trace(T^)iH} 
= trace{E[{l*-E(£*lH) } { 8_*-E(8_*|H) } ' • 
{ x * - E ( x * 1 H ) } { x * - E ( X * 1 H ) > • ! H ] }  
= tracs{E [ {^*-E (9_* "[ H) } {^*-E (9* i H) } ' j H] • 
E[{x*-E(x*|H)}{x*-E(x*lH)}•jH]} by (3.7) 
= trace{V(0_*lH)V(x*lH) }, (3.18) 
E( T 2 | H )  = E[E(x*|H) •{£*-E(e*|H) }{£*-E(^*lH) }'E(x*lH) |h ]  
= E(x*|H) 'V(0*|H)E(x*|H) , (3.19) 
! 
I 
I 
i 
I 
I  
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and 
E C T ^ I H )  =  E [ E ( 8 * | H ) ' { x - E ( x * | X j , H ) } { x * - E ( x * | X j , H } " E ( 8 * r H ) | H ]  
= E(9*1H)'•V*E(.e*lH) . (3.20) 
where 
V* = E[{X*-E(X*1XJ,H)}{X*-E(X*1X^,H)}'1 H] . (3.21) 
Note that the rows and columns of V* corresponding to 
the elements of I are zero. 
Substituting into (3.15), we have that, for fixed I, 
E[L(y,fj(x^) 1h]= E(a^|H) + trace{V%8*|H)V(x*|H)} 
+ E(X*|H) 'V(8*|H)E(x*|H) 
+ E(e_*lH) 'V*E(8*|H) 
+ c^ (3.22) 
Note that only the last two terms of (3.22) involve 
I; so minimizing (5-20) with respect to I is equivalent 
to minimizing 
E(8*|H)'V*E(6*|H) + Cj. (3.23) 
Theorem 3.1; The minimum Bayes-risk predictor of y, given 
H, is 
E(y|Xj,H) = E(0_*lH) 'E(x*|Xj,H) , 
where I is chosen to minimize 
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E(8*|H)'V*E(£*lH) + Cj, 
and V* is given by (3.21). 
We are now in a position to discuss the inclusion of 
a constant term in the predictor. First, notice that 
the value of the selection criterion given by (3.23) would 
not be altered if x_ did contain the constant 1 as an ele-
—± 
ment. This is due to the fact that l-E(llXj,H) = 0, so 
that the first row and column of V* consist of zero elements 
(and to the fact that no cost is involved with an intercept). 
The selection rule cannot, therefore, distinguish between 
selecting and selecting x*. The second point to notice 
is that conditioning on is equivalent to conditioning on 
X*. The expression E(x*|xj,H) is equivalent to E(x*|x*,H) 
and has a 1 as its first element, so that the predictor 
given by (3.13) always contains an additive constant. 
Note that a similar situation exists for regressors 
which are deterministic functions of other regressors. In 
such a case, for some j/I, we have 
E(Xj|x^,H) = Xj, 
and Cj = Cj, where J = IU{j}. The row and column of V* 
corresponding to x^ consist of zeroes and the selection 
criterion cannot distinguish between I and J. This is 
especially critical, for example, if we actually had only 
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one regressor variable, say x, and that = x^, i = 1,2,... 
r. The procedure could not be used to select the power of 
X for the predictor in this "polynomial regression" situa­
tion, but rather, only whether x should be used for pre­
diction at all. This problem has been pointed out by 
Thompson (1978a) and by Hocking (1976) , who correctly 
identified the source as the strong dependence in the 
selection criterion on the observational cost. A simple 
solution, however, is the alteration of the cost function 
to include not only observational cost, but also "intangible 
cost. The latter could include a penalty for inclusion, 
perhaps by means of an overhead cost for each variable. 
The expressions for both the predictor and the selec­
tion rule, as given by Theorem 3.1, involve posterior 
distributions. These distributions will be discussed later 
in this chapter when specific prior distributions are intro­
duced. We are not yet able to evaluate E(X"]Xj,H) or V| 
even when p(X*|H) is known. In some simple cases, e.g., 
with independent regressors, this evaluation is simple. 
In general, however, we require some additional structure 
relating the regressors. We thus make the following 
assumption. 
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Assumption 6; For any I, there exists a matrix B*, that 
does not depend on H or x^, such that 
This assumption asserts that, conditional on H, the x 
variables have linear regressions. Unconditionally, the x's 
also have linear regressions, since they are normally distribu­
ted. When p(x|H) is developed, we shall see that (3.24) 
is satisfied for that specific set-up. 
In the following, we shall need to partition E(xj*|H), 
and V(x*jH) into components for x* and x^ for an arbitrary 
I. We shall suppose that x* = (x** x^)'. This assumption 
can be made without loss of essential generality since results 
for other partitionings can be obtained by an appropriate 
permutation of elements of vectors and rows and columns of 
matrices. 
From the assumption (3.24), we have that 
E(Xj|x 3.,H) = B|x*. (3.24) 
(3.25) 
It is convenient to define the partitioning 
E ( x * X * ' ! H )  5  M * ( x * )  =  ,  
'-II 11-" 
(3.26) 
conformai to the partitioning (x*' xj)• Using (3.24) 
we find that 
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E(X^|H) = E[E(XjlXj,H)iH] = E(B*X*|H) = B*E(X*|H), 
(3.27) 
and 
M*^ = E(XjX*' |H) 
= E[E(XjX*' |Xj,H) 1H] 
= E(B*X*X*'|H) 
= BJM*J . (3.28) 
Defining the partitioning 
*0 0 ^ = 
_o v+ 
(3.29) 
conformai with the partitioning (^' x^) , we have that 
V+ = E[{Xj-E(XjlXj,H)}{Xj-E(Xj|Xj,H)} ' |H] 
= E[{xj-B*x*}{xj-B*x*} ' I H] [by (3.24)] 
= E(x^x^l H)-Bp(x*x^| H)-E(x^x*' I H)B*' 
+ B*E(x_xl|H)B*' X —I—I' I 
= M^B*M*Y -M*^B*'+B*M*^B*' 
= [by (3.23)] (3.30) 
= M|y [by (3.28)] (3.31) 
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where denotes any generalized inverse of 
We have thus expressed in terms of the posterior 
second moment for x*. A similar expression can be obtained 
for the posterior variance matrix for x*. To derive these 
expressions, define the partitioning 
V(X*|H) = 
pîi ni 
•Jîi n 
conformai to the partitioning (x*' x^), and note that 
and 
Using (3.27) and (3.28), we find that 
V*y' = M*y' - E(x^lH)E(x*|H)• 
— J--JJ —J— X I 
= B*[M*j-E( X * IH)E( X *  j H) '3 
I'll 
and hence that 
(3.32) 
M*I = V*i + E(x*lH)E(x*|H)•, (3.33) 
M*j = V*^ + E(x*|H)E(XilH)' , (3.34) 
+ E(Xi|H)E(XI|H). (3.35) 
= B*V* [by (3.31)], (3.36) 
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V+ = + E (xj 1 H) E (x j 1H) • 
- B*[V*2+E(x*|H)E(x*iH)•]B*• 
[by (3.33) and (3.35)] 
= Vfj-B*V*iB*' 
= Vf^B*V|^V*-V*^B*' 
(3.37) 
= V^V*^'V*^V*j [by (3.34)], (3.38) 
where V * z  is any generalized inverse of V*^. 
Based on the assumption (3.24), we can now restate 
Theorem 3.1 as follows: 
Theorem 3.2: The minimum Bayes-risk predictor of y, given 
H, is 
E(y|Xj,H) = E{0*lH)'(g*)x*, 
where I is chosen to minimize 
(3.39) 
E(0jlH)'[V*^-V*iV*^*^]E(6^|H) + Cj, 
i* = (0Î' 01) ' , 
—X —X 
and 
V(x*|H) = 
L^îï V. II-
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Determination of p(x|H) 
In the previous section, the predictor and variable 
selection rule were determined as functions of the (posterior) 
distributions of x* and £*, conditional on the multiple 
regression data H. In this section, we derive a specific 
posterior density p(x|H) for x. 
Recall, from Assumption 1, that x is assumed to be 
normally distributed with mean vector and covariance 
matrix H contains n realizations from this distribu­
tion, which provide information regarding and Thus, 
the posterior density p(xjH), which is sometimes referred 
to as the "predictive posterior density" of the (n+l)st 
observation, given n observations, will differ from p(x). 
We find p(x|H) in two steps. We first assign a prior 
distribution to and and derive the corresponding 
posterior distribution for and E... This posterior 
distribution is then combined with p(x) to obtain p(x|K). 
We begin by defining several probability distributions and 
the notation we shall use for them. 
Definition 3.3: x is said to have an r-dimensional Normal 
distribution with parameters u and I, which we write as 
x| u, (WyZ), 
if its distribution has the p.d.f. 
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p(xlu,Z) = (27r)~^'^^ 1 E l~^'^^exp[~(x-u) ' (x-ii) ] . 
Definition 3.4; v and Z  are said to have an r-dimensional 
Normal-Wishart distribution with parameters m, V, n, and 
V, which we write as 
U,Z|m,V,n,v ~ NW^(m,V,n,v) , 
if their joint distribution has the p.d.f. 
1 
p (u ,2 lm,V,n,v) = k(r,v)exp[-in(y-m)'Z ^ (y-m) ] ' | E ^ | ^ 
1 -I &(v+r-l) iv-1 
• exp[-| trace v]|v|^ |E \ 
where r r 1 
k(r,v) = (2tt) ^ ^r(r-l)/4 ^ r{|(v+r-i) }] "^, 
i=l ^ 
Definition 3.5: x is said to have an r-dimensional 
t distribution with parameters m, K, and v, which we write 
as 
xlm,K t^ (m,K,v) , 
if its distribution has the p.d.f. 
V 
2  1 1  1  
V (lyv+yr-l) I jv+r 
p (x |m,K,v) = — [v+(x-m)'K(x-m) ] 
2 1 
TT^(yV-l) 1 
We shall require expressions for the first two moments 
of a multivariate t distribution. Raiffa and Schlaifer 
(1961, pp. 256-258) prove the following lemma. 
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Lemma 3.1; If xlm,K,v t^(m,K,v), with v>2, then 
E(x|m,K,v) = m, (3.40) 
and 
V(x|m,K,v) = ^  k"^ . (3.41) 
To determine the posterior p.d.f. P(H.x' %x.^|H), we 
must first specify a prior density P^H-x'^x ^ ' We 
consider the case where there is only vague prior knowledge 
about and Specifically, we make the following 
assumption : 
Assumption 7 ; P^Ex'^x^^ is proportional to ^. 
We are thus assuming that the distribution of 
is uniform over and that the distribution of ^ 
is inversely proportional to its determinant. This form, 
which is sometimes called the Fisher-Cornish prior, can 
be regarded as an "objective Bayesian criterion" (Geisser 
and Cornfield (1963)). 
We also assume that these parameters are distributed 
independently of (^*,a): 
Assumption 8: P (u^^, 9.* ,a) = p (u^^, 2^^) p (£* ,a) (3.42) 
To incorporate the prior "information" with the in­
formation from the regression experiment to obtain 
p (u^, 1H) , we make use of the following result (e.g.. 
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Geisser and Cornfield (1963)). 
Theorem 3.3: Suppose x,are n realizations of 
——— —X —6 —n 
the (]£, 2 ) distribution, and denote 
1 ^ 
m  =  i  E x .  ( 3 . 4 3 )  
- ^ i=l-^ 
and 
n 
V = I (x.-m)(x.-m)'. (3.44) 
i=l -
For some constants n and v, if p(UyZ|n,v) is proportional 
i(v-n-l) 
to IZ j , then 
U,Z ^|m,V,n,v NW^ (m,V,n/ V )  .  
Now, H contains n realizations of the"(y^,Z^) distribu­
tion (and other data), and P(H.x'^x ^ given by Assumption 
7. Applying Theorem 3.3, we find that 
Z^^ |m,V,n ~ NW^ (m,V,n,n-l) , (3.45) 
where m and V are given by (3.43) and (3.44). Having thus 
updated our knowledge about the distribution of and 
Z^ , we can now update that of x, using the following 
result, which is given by Ando and Kaufman (1965) . 
Theorem 3.4; If x|u,Z '\'N^(y,Z) , 
and 
-1 U,Z |m,V,n,v "x, NW^ (m,V,n,v) , 
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then 
vn 
Applying Theorem 3.4, we conclude that 
xlm,V,n -v t^(m (3.46) 
It is well-known that, for given n, (m,V), as a set of 
statistics obtained from (x,x_,...,x ), is sufficient for 
— z  — n  
(y„/2„). Thus, p(xlx,,x_,...,x„) is the multivariate t 
—X X — —X —Z —il 
p.d.f. with parameters given in (3.46). We desire 
P(x|h) = p(x|y,x^,... ,^) , however. The following lemma 
shows that (m,V) is also sufficient for (y^ ,Z^) when 
considered as a set of statistics obtained from H. 
Lemma 3.2: P/ • • • j^x^ = P^IM-x'* 
g (Y.fX^f • • • fX^) / where g does not depend on (Hx'^x^ * 
Proof : From Assumption 3the distribution of v, given 
—1'**''^ (and (£*,a)) does not depend on ^Ex'^x^' 
the distribution of (x^,...,x^) does not depend on (8*,o). 
We thus have 
(3.47) 
Using (3.47), we thus have 
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p(y,Xi,... = p(^,x^, ...,^,i*,a|Ujç/Z^)â(9_*,a) 
d(^*,a) 
= p(x^,X2,...,^lUj^,Zj^) • 
P ( z l ? i i ' •  •  *  
p(i*,a!u^,Z^)d(e*,a) 
p(x^,x2, — '-nli^x'^x^ 
g(y,x^,...,x^), (3.48) 
where g does not depend on (0*,a) by Assumption 8. 
Since p(x^,... • 92^^!" ' 
for some g^ and gg, where g2 does not depend on 
(Anderson (1958; p. 56),- a similar result holds for 
p(y,x^,... ,x^li^^,Zjj) . Specifically, P ' • • •'?in ' ^.x'^x^ = 
gs • 94 some g^ and g^, where 
g^ does not depend on (Hx'^x^* other words, (m,V) is 
sufficient, with respect to H, for (Uj,/Z^) . Thus, from 
(5.46;, we have tnat 
n(n-l) ,-l 
x|H ^ t (m. 
—r —' n+1 V ", n-1). (3.49) 
Applying (3.40) and (3.41), we have that 
60 
E (xI H) = m, (3.50) 
and 
V .  ( 3 . 5 1 )  
Note that (3.40) is independent of the choice of v, 
but (3.41) is not. Recall that we chose v = n-1 (there are 
n-1 degrees of freedom associated with V). This is the 
value of v for the Fisher-Cornish prior for (u^, Z^^). How­
ever, Theorem 3.3 applies to an entire family of priors, 
depnding on v, many members of which could be considered 
"objective Bayesian". In fact, another reasonable choice 
for v, which results in what is sometimes called the Retelling 
prior, is v = n-r. Under the Hotelling prior, we obtain 
= n(n-?-2) V. 
It should be noted that even for a moderately large value 
of n, V(xjH) does not vary significantly over these choices 
of V or for other similar choices. For convenience, we 
approximate V(x|h) as ^V. Our results are summarized in 
the following theorem. 
Theorem 3.5; If is proportional to \l ^| ^, and 
(u , Z •^) and (8*,o) are distributed independently, then 
EilH ^ t^(m, n-1)' 
E(x1H) = m, (3.52) 
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and 
V(xjH) = |v, (3.53) 
where 
1 
and 
n 
V = Z (x.-m)(x.-m)'. 
i=l -
Determination of E(9*|H) 
Recall, from (3.13) and (3.23), that the predictor 
and variable selection rule were determined as functions 
of the (posterior) distributions of x* and £*, conditional 
on the multiple regression data H. In the previous section, 
p(xIH), the posterior density for x, was considered. In 
this section, we discuss the posterior distribution of £*. 
Attention will be directed primarily to the first moment 
of the posterior distribution of £*, since the Bayes pro­
cedure depends on this distribution only through that 
moment. 
Recall that the distribution of y. depends not only on 
2 
e_* (and X*) , but also on the variance a . To derive 
p(£*]H), a joint prior distribution for and a must be 
specified. In this study, only two forms for this prior 
will be considered. The first form is one which repre­
sents vague prior knowledge. The second form represents a 
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class of conjugate priors. 
According to Assumption 3, 
y|X*, 0_*,a 'vN^(X*9_*, 0^1). (3.54) 
Momentarily taking a to be known, we have that 
p(8*|H,o) = Jl(9*lH,a) • p(^^la), (3.55) 
where £.(£*|H,a) represents the likelihood of £*. Further­
more, we have that 
&(e*|H,o) = exp[-^(y-X*^*)'a~^I(y-X*£*)].  (3.56) 
Taking £* to be the ordinary least squares estimator defined 
in (1.7), we find that 
(^-X*^*) ' (y-X*£*) = (y-X*8*+X*8*-X*8*) ' (^-X*^*+X*£*-X*e_*)  
= (^-X*^*) • (y-X*|_*) + (9_*-9*) 'X*'X*(e*-8*) . 
Since v-X-^* does not involve 8^*, we thus find that 
f i . (e_* H,a) = exp[ - | (0*-§*)  •a"^X*'X*(e_*-0*)  ]  .  (3.57) 
If little prior information is available about 2* 
(relative to the information provided by the data H), then 
some type of noninformative prior distribution would be 
appropriate for 0_*. We shall assume that, regardless of 
the value of a, the distribution of is locally uniform, 
i.e., we shall make the following assumption. 
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Assumption 9; p(6_*,a) = p(0_*|a)p(a) = p(a) (3.58) 
Under this assumption, p(0_*la) is taken to be pro­
portional to a constant, so that, according to results 
(3.55) and (3.57), the conditional distribution of d_*, 
given H and a, is approximated by the (£*,(X*'X*) ^ ) 
distribution. Since §_* does not depend on a, we have that 
E(^*|H) = E[E(0*lH,a)] = i* (3.59) 
Thus, for the locally uniform noninformative prior, the 
posterior mean of £* coincides with the least squares 
estimator. Note that we did not need to specify p(a) 
in order to determine E(£*|h). If one also assigns a 
locally uniform prior to (a function of) a, it can be 
shown (e.g.. Box and Tiao (1973, pp. 116-117)) that 
p(^*IH) is multivariate t with mean 
If information about (^*,a) is available prior to the 
regression experiment, this information can be incorporated 
into an informative prior p(^*,a). We consider .one such 
class of prior distributions, namely, prior distributions 
for which the conditional distribution of given a is 
multivariate normal. For certain prior distributions for a, 
this choice produces a conditional prior distribution for £* 
given a that is a conjugate prior distribution for the like­
lihood function (3.57). Thus, we now consider the following 
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assumption as an alternative to assumption 9. 
assumption 9'; For some known a and positive definite 
matrix D, 
0_*la -v N^^^(a,a^D) . (3.60) 
Under assumption 9', we have that 
p(0*|a) =exp[-j(£*-a)'a"^D"^(^*-a)] , (3.61) 
and hence that 
p (2* IH, a ) = exp —{ ( 0_*-a) ' D ^ (£*-a) 
+ (Y-X*e*)'(y-X*6*)}] 
-2  1  
= exp[-^^{^*'(D~ +X*'X*)£* 
- 20*'(X*'^+D~^a)}] 
—2 
= exp[-^^{ [£*-(D"^+X*'X*)"^(X*'^ 
+ D"^a)]•{D"^+X*>X*) • 
[0_*-(D"^+X*'X*)"^ (X*'^+D"^a) ]}]. (3.62) 
We restate this result as the following theorem. 
Theorem 3.6: If 0*|a (a, o^D) , then 
e_*|H,a ^ (D~^+X*'X*)~^(X*'y+D"^a) , (D~^+X* "X*) " 
Noting that E(^*lH,a) does not depend on a, we have that 
65 
E(8*|H) = E[E(8*|H,a)] = (D"^+X*'X*)(X*•^+D~^a) 
= a + (d"^+X*"X*)"^X*'(^-X*a). 
(3.63) 
An interesting special case of this result is obtained by 
putting a = 0 and, for some given scalar k>0, D = ^I. 
We then obtain 
E(^*|H) = (X*'X*+kI)"^X*'^, 
which is sometimes called a deterministic or nonadaptive 
ridge rule (Thisted 1976)). Note that, in this special 
case, the prior distribution for is such that the 9^*s 
are distributed independently with common variance Priors 
with small values of k thus correspond to vague prior 
knowledge about the 9^'s (relative to that obtained from the 
data), and thus, approximate noninformative priors. In 
fact, the posterior mean for 9_* obtained from the locally 
uniform prior, i.e., the ordinary least squares estimator 
!_*, equals the limit of a sequence of posterior means ob-
_2 
tained by using ~j^ I) priors and letting k approach 
zero. 
We summarize our results in the following theorem. 
Theorem 3.7; (1) If 9^*|cr is locally uniform, then 
E(9_*jH) = (X*'X*)~^X*'^ E 0*. 
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2 (2) If 9_*|a ^r+1^—' ^  for known a and positive 
definite matrix D, then 
E(e_*lH) = a + (D ^ +X*'X*) ^X*'(^-X*a). 
(3) If Ej^(^*1h) denotes the posterior mean under the 
N^^^(0, ^  I) prior for 8_*|a (i.e., Ej^(£*|H) = 
(X*'X*+kI)"^X*'y), then lim E, (8*|H) = 0*. 
k^O ^ 
Subsequently, we use the symbol 0_* to represent E(0_*|H). 
One comment is in order regarding case (1) of Theorem 
3.7. When E(2* |H) = £*, the predictor of y, from Theorem 
3.2, is given by 
^=i*'(g*)x*. (3.64) 
We now show that this predictor is equivalent to the one 
that would be obtained when the existence of the unobserved 
regressors is ignored, and is estimated by ordinary least 
squares. The multiplier of xz in (3.64) is given by 
-1 T T 
Y/X*(X*'X*) (G ^ = "'V*R ) 
)M*~ 
B*M*I^ II 
[by (3.28)] 
(3.65) 
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where the partitioning X* = [X|X^] is conformai with the 
partitioning x* = (x*'x^)'. The multiplier of x* given 
in (3.65) provides the "usual" predictor. 
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CHAPTER IV. CONDITIONING ON SELECTED SUBSETS 
Introduction 
We have found in Chapter III that, depending upon the 
prior distribution chosen for 2.* » the Bayes estimator of 9_* 
is either the ordinary least squares estimator or some biased 
estimator. The bias in the latter type of estimator is that 
due to a purposeful shrinking of the least squares esti­
mator. In general, a bias is also introduced by the very 
act of selecting the regressor set. Which regressors are 
selected for inclusion in the predictor and the predictor 
itself depend on the elements of E(£*jH). In evaluating the 
predictor, we should take into account the selection and 
its dependence on the data. 
In this chapter, we examine the conditional properties 
of the predictor, where the conditioning is with respect to 
the selection that has taken place. We consider the proper­
ties from a frequentist point of view. For convenience, we 
refer to E(£*|H) as and use the term "conditional" to 
mean conditional on selection. 
We first describe the partitioning of the r-dimensional 
space of £ values that determine which subset of regressors 
will be selected. Expressions for various expectations 
conditional on selection are then considered. Description 
of some symmetry considerations and a discussion of the 
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problem of approximating these conditional expectations 
follow. 
Specification of Selection Regions in R^ 
Recall that the regressor set that is chosen is the one 
that minimizes 
Si = i'v^e + c; (4.1) 
with respect to I, where 
= 
0 0 
_o 
is partitioned conformai with the partitioning of 
X = (x^,x^)' , as is 
V = 
V II ^if 
i^l î^ï 
and - Vlï' ^ lï Vlï' 
(4.2) 
(4.3) 
(4.4) 
where V~j- is any generalized inverse of 
To avoid confusion, we must keep in mind that the 
ordering of the regressors is such that the subset I under 
investigation appears first in x (see the discussion in 
Chapter III relating to permuta tiens te accomplish this 
ordering). Also, recall that a constant term is always 
included in the predictor, so that 8g is not represented 
in formula (4.1). 
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Before examining the general problem of specifying a 
region in r-dimensional space for §_ where a particular 
subset I is selected, we consider an interesting, if some­
what unrealistic special case. Suppose that the posterior 
covariances of the regressors are all zero, i.e., that 
V = diag (v^j_,V22 » • • • , say, and assume that the costs 
are additive, i.e., that c_ = E c. for all I, where 
iel _ 
Cj^ = cost of observing x^^. Then, denoting I = {1,2,... ,r}*^I, 
we have 
/s2 
s t  =  e  v . +  z  c .  
^ j£Ï : iei ^ 
= K + Z (c.-v. 0?), (4.5) 
iel 1 ^ 
r ^2 
where K = Z v..6.. Note that K does not depend on I. 
i=l ^ 
Thus, to minimize S^, we merely choose I to consist of those 
values of i for which c^ £ "^ii®i* That is, x^ is observed 
if its variation or the absolute magnitude cf the cor­
responding estimated regression parameter is sufficiently 
large relative to the cost of observing x^. Since the re-
gressor variables are uncorrelated, the decision as to 
whether or not to observe x^^ is made independently of the 
decision for the other regressors. Figure 4.1 presents a 
geometric description of this situation. 
In general, a regressor subset I is chosen if, for each 
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{1,2} { 2 }  {1,2} 
{1}- 0- •{1} 
{1,2} 
Figure 4.1. 
i 
{ 2 }  {1,2} 
A partitioning of the plane for (§^,§2)-
values into selection regions for subsets 
Y , { ! } ,  {2}, {1,2} \ V 12 = 0) 
I 
I 
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of the other 2^-1 possible subsets of {l,2,...,r}, denoted 
by t = 1,2,...,2^-1, we have that 
-St > 0. 
It I -
Subset I is thus chosen if 0_eRj, where is the region of 
consisting of 2 satisfying 
e'Vr § - 8'V_9 + c_ -c^ >0, t = 1,2,...,2^-1, 
i.e., where 
Rt = {0 £R^; §'A_ 8 + C_ >0, t = 1,2,...,2^-1}, (4.6) 
I - - It" ^t " 
where 
AT = V -V^, (4.7) 
•^t t 
and 
C- = c -c . (4.8) 
•^t t 
If we view R space as partitioned into 2 regions which 
specify those values of §_ for which the various regressor 
sets are chosen, then each region is determined as the 
intersection of sets defined by 2^-1 quadratic inequalities. 
To enhance our understanding of the situation, let 
us consider in detail the case of two possible regressor 
variables (i.e., the case r=2). Suppose that I = {1}. 
Other candidates for the selected regressor set are : 
Il = (|), I2 = {2}, and I^ = {1,2}. Letting 
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' - ' 
and taking the costs to be additive, then the three in­
equalities that must be satisfied in order for the set I 
to be selected are : 
<^-1 V<[53-[o 
rO Ol rO 0 •] 0, 
^®1 ®2^ Ho Oj " [O V22"^12/ViiJ(92^^^2 
Thus, 
^{1} '(°1 ®2''* "ll°l ^"l2®l"2 '"l2^'"22'"2 ^1 -
(V11-V12/V22) ^i" (V22-Vi2/'^1I) ®2 •*• °2~°1 -
- (^22-^12/^11) §2 + (=2 1 0}' (4.10) 
In a similar manner, and R^^ can be determined. 
 ^ f m»  ^
The general form of this partitioning is depicted geometrically 
in Figure 4.2 for a certain type of configuration of V and 
the costs. Note that again large estimated regression 
coefficients lead to the selection of the corresponding 
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{1,2} 
{1} 
Figure 4.2. A partitioning of the plane for (6^,§2)-values 
into selection regions for subsets 1 = 4), {1}, 
{2}, {1,2} (0 <"22/2 2  ^ 2^^2 ^  ^ )  
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regressor. Other configurations of V and the costs maintain 
this feature also. 
Moments Conditional on Selection 
When considering the bias and the MSEP for a predictor 
y, we must recognize that the data from the multiple re­
gression experiment are used to select the form of the 
predictor. We shall examine bias and MSEP from a frequentist 
viewpoint, conditioning on selection having taken place. 
The selection of a particular regressor subset I takes 
place when where is defined in (4.5). Since y 
is a function of conditioning on the selection of subset 
I is equivalent to conditioning on H and the event ^^R^. Sup­
pressing the conditioning on H, we write, e.g., E(£lRj). So 
far, we have been ignoring the parameter 9^ and its estimator 
in discussing selection. The intercept is always included 
in the predictor, and the properties of its estimatorlike 
the properties of the estimators of the regression coeffi­
cients, need to be considered. 
The estimator was described in Theorem 3.7. Here, 
we consider estimators of £* given by (1) and (3) of that 
theorem. That is, we consider estimators of the form 
!_* = (K*'X* + k*)~^X*'^ (k>0) . (4.11) 
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Since y , is normally distributed with mean X*'8* and vari-
2 
ance a I, we have that 
§* ~ N^+i(E(§*), V(§*)), (4.12) 
with 
E(e*) = (X*'X*+kI)"^X*'X*8*, 
and 
V(0*) = (X*'X*+kI)"^X*'X*(X**X*+kI)~^a^. 
To simplify our evaluations, we shall assume that the re-
gressors have been centered, so that 
n 
Z x . . = 0 ,  j = l , 2 , . . . , r .  ( 4 . 1 3 )  
i=l 
Using assumption (4.13), we have that 
rn 0_'-
X*'X* = i^o X'X 
and 
"n+k 0_' 1 
0 X'X+klJ 
X*'X*+kI = 
Thus, denoting the first component of by 9q, we have that 
n 
9- = S y./(n+k) (4.14) 
^ i=l ^ 
and 
§ = (X'X+kI)"^X'y . (4.15) 
If we ignore the effects of selection, we obtain 
and 
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E(*o) = aSk *0' (4.16) 
E(f) = (x'x+kl)"lx'(SqI + X^) 
= {x'x+kl)"lx'x^ [by (4.5)], 
V(§) = (X'X+kI)~lx'X(X'X+kI)''la^, 
Cov(9q,^) = £. (4.17) 
Note that, since cov(9q,^) = 0_, and since Rj does not in­
volve 9g, we have, for any continuous function g, that 
E[g(8o) [R;] = E[g(§Q)] . (4.18) 
Let us consider how assumption (4.13) affects the 
predictor y. Recall from Theorem 3.2 that 
y = ' 
where it is assumed that the regressors have been permuted 
in such a way that x* ' = (x*' x^). The matrix B* is obtained 
from the posterior covariance matrix for x* in accordance 
with the condition 
= B*M*2 , (4.19) 
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where 
rail M-ji 
LUii MfjJ 
E (x*x* ' I H) = M* = 
Now, defining M with the partitioning 
E (xx ' 1H) = M = 1^1 "ll~' (4.20) 
conformai with the partitioning x = (x^, x^) ', we have that 
M* = 
E(x|H) 
E(x|H)' 
M 
Applying assumption (4.13) we have from Theorem 3.5 that 
M* = 
"1 8_' 
0 M 
(4.21) 
and M = è-X'X. 
n 
Assuming that X'X is positive definite and using condition 
(4 = 19).- we find that 
B* = M*^ M*"-^ 
= [0 
1 0'i 
[by (4.21)] 
= [0 M'J 
Using this expression, we obtain the following simplification 
of the predictor 
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y = 
= (9o 8) 
LO 
= 00 + e- (b^)x^, .  (4.22) 
where 
®i = "iî «il 
We now proceed to derive expressions for the bias 
and MSEP of y, conditional on selection of subset I. The 
conditional bias is 
E[y-y|Rj] = E(êQlR^)-0Q + (E(ê|Rj)'[g ]x^-e')x 
= - HTk 8o +E(ê|R;,'[I^!X;-8'x (4.23) 
[by (4.16) and (4.18)]. 
The conditional MSEP is 
E[(y-y)^lRj] =E[(0q-0q) + (0'[J^ "i ' )x-£) ^ 1 
= a^+E[(0Q-0Q)2lR^]+E[{(§•°]-e')x}^|R^] 
[by (4.17)] 
= C7^+V(êQ)+[E(0Q)-0Q]2+E[{ (£• [g^ g]-0')x}2|Ri] 
I 0 [by (4.18)] I B1 
= k*+x'E[([Q o^]g-8)(8'[ o]-8/)|R;]x 
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= k*+x^{ [E(§j§^ 1 Rj] +2B^E (8-^-^1 Rj) +Bj.E R^) B^}x^ 
2x^ [E (§j I Rj) +B^E (§y1 Rj) ] i'x 
+ x'88'x (4.24) 
where 
k* = a^(l + ——y) + 
(n+k)^ (n+k)2 
(4.25) 
and 
i' = <4 &). 
Expressions (4.23) and (4.24) give the conditional bias 
and MSEP of y in terms of E(^'IRj) and ^(GjR^) . We shall 
be primarily concerned with how the conditional bias and 
MSEP of y differ from the unconditional bias and MSEP, 
respectively. Thus, we require expressions for the latter 
quantities. It is common practice not only to ignore the 
fact that selection has been oerformedbut to oroceed 
as though the "true" model contains only those regressors 
which have been selected. For example, if x^ is the vector 
of selected regressors, then the ordinary least squares 
estimator 0_j (computed using only x|) is assumed to be an 
unbiased estimator of 2%' which, in general, is not true 
under the full model. We shall compare the conditional 
bias and MSEP, given selection, with those quantities obtained 
via this "usual practice". In this latter approach, we have 
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that 
y = 0Q + (4.25) 
where is given by (4.14), 
9_^ = (Xpj+kI)~^Xj:y, (4.27) 
and the partitioning X = (X^ Xj) is conformai with the 
partitioning x = (x^ x^)'. We act as though 
y-y = ®o"®o + 
Ignoring selection, the bias is 
E(y-y) = E(§Q)-9Q+x^[E(è„)-e_j] 
îï+k ®0~®0 x^[(XjXj+kI) Xj OqI+X^B^)-0^] 
= - 5fk Go + X'[(x'xj+kl)-^xpj9^-e3.] (4.28) 
[by (4.13)]. 
Note, as mentioned in the previous paragraph, that 
E(y-y) = 0 when k=0. 
As a consequence of our assumption that X^l = .0, we 
have that Cov(§Q,8j) = 0. Using (4.14) and (4.27), we 
find that 
Cov(@o,8j) = (X^Xj+kI)"*X^ (j^ l)a- = 0. (4.29) 
Now, ignoring selection, we obtain 
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E(y-y)^ = a^+E(0Q-0Q)^+E[x^(0j-8j)[by (4.29)] 
= a^+V () +(E (0q)-0Q) ^+V (xp J) + [E ( X  )  -x^ijl^  
= k*+xiV(§j)xj+[x'(x'X^+kl)-^X^Xj0^-x'0j]2 
= k*+x^ (X^Xj+kl) "^Xpj. (Xpj+kl) ~^x^a^ 
+ (x^[ (Xp^+kI)"^X^X^-I]0j)^, (4.30) 
where k* is given in (4.25). 
We can now find the "additional" bias and MSEP due to 
selection for any selected subset I by subtracting expres­
sions (4.24) and (4.30) from expressions (4.23) and (4.23), 
respectively. Note that these differences do not depend on 
Go-
symmetry Considerations 
In the previous section, we examined the bias and the 
MSEP of y, conditional on selection, and we obtained 
expressions for these quantities in terms of the moments 
E(£jRj) and E(£^'jR^). The evaluation of these moments 
involves integration over the region R^. It is of interest, 
then, whether the symmetry (through the origin) which is 
evident in Figure 4.2 can be helpful in evaluating these 
conditional moments. Before investigating this question, 
we formally verify the existence of the symmetry that is 
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suggested by the figure. In what follows, a subscript 
on a density or moment identifies the true mean of £. 
Lemma 4.1: For each I, we have -R^ = {-GzGsR-} = . 
———± — — 1 1 
Proof : 
We have that 
gcR- iff §'a_ 8 + >0 (t = 1,2,...,2^-1) 
- ^ - It- ^t -
iff (-8)'A_ (-0) + >0 (t = 1,2,...,2^-1) 
- ^t - ^t -
iff -§£R_. 
0 " \ 
Lemma 4.2: ?.£(£) ("Il = Pe(|) (£) 
Proof : This result follows immediately from the form 
of the p.d.f. 
0 
Corollary 4.1; E_g[g(-^} |R^] = [g(§)|R^] for any 
continuous function g. 
Proof : This is an immediate consequence of Lemma 4.2. 
0 
Corollary 4.2: = -E_g^]R^). 
Proof : Set g(6_) = ^ in Corollary 4.1. 
Corollary 4.3: Eq(§1r^) = 0 
Proof : Set E ( §_) = 0_ in Corollary 4.2. 
0 
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Approximation of Moments Conditional on 
Selection 
In Chapter V, we will numerically determine the condi­
tional expectations E(£|r^) and E(^']Rj) for the case of 
two regressors, and we will examine the difficulties in­
volved in calculating these quantities when more than two 
regressors are involved. In cases where there are more than 
three or four regressors, the exact evaluation of these 
expectations becomes intractable, even when numerical methods 
are employed. Thus, it would be useful to have approxi­
mations for these quantities. In this section, we briefly 
discuss one possible method of approximation. 
Let us consider the evaluation of E(§^|Rj) for i = 
1,2,...,r. It is convenient Lo denote ^i:y the (r-1)-
dimensional vector which includes all ements of §_ except 
9^. Note that 
E(êj_iRj) = E[E(§j_lS;^^j ,Rj) |Rj] . (4.31) 
Now, as will be seen in Chapter V, E(0^. Rj) can be 
expressed in terms of the p.d.f. and c.d.f. of the standard 
normal distribution (provided R^ is of appropriate form) . 
Denoting 
f (0 (j_)) = E(0j_l9 ,Rj) , (4.32) 
we consider replacing f by its first order Taylor series 
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approximation in 6^^^: 
E(e^lRj) = E[f iRj] 
= E[{f [E(9(.j |Ri)] + [6(i)-E(9(.j 1%;)]' 
9 
3i(i) ^  
}\R^] (4.33) 
=  £ ( E ( ê , j ^ ) | R j ) ]  
= E[9^|E(ê^^j iRj) ,R^] . (4.34) 
By choosing to form the Taylor series for about 
the point E(§^^^ [R^), we obtain considerable reduction in 
arriving at (4.34). The approximation of EXB^jR^) is 
obtained by proposing an initial guess, say E^(^|Rj), 
for the vector E(§|Rj), and using the subvector of E^CBjR^) 
which excludes the ith component, say as 
E(9_,^^jRT) in (4.34). We obtain 
E^(6j_lRj) = E[8^lE°(0 iRj) ,Rj] (4.35) 
as an approximation of E(0^|Rj). Implementing this process 
for all i yields a vector 
= (Ê^(6^jRj),...,Ê^(ê^jRj))', 
and the approximation 
E(6iRj) = E^(0|R^). (4.36) 
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Repetition of the entire procedure with E^(£|Rj) replacing 
E^(£1Rj) yields another approximation and iteration can be 
carried out. Some type of convergence would then be hoped. 
Unfortunately, there is a serious problem with this 
approach. Define 
Rj(i) = êeRj}. 
Note that must be in R^d), in order for to 
be well-defined, since otherwise the conditioning set in the 
definition of f would be empty. In the iterative process, 
the argument of f is the most recent approximation of 
E(9(i)|Ri). If this approximation is not in R^(i), then 
the function f is ill-defined. In practice, this problem 
would occur frequently. For example, we know (from 
Corollary 4.3) that E(£]R^) = 0 when E(8) = 0_. If the 
iterative scheme were applied in this case, and the 
approximation to Ef^lRy) began to converge toward zero.- the 
process would eventually break down for any R^ such that 
9£Rj. 
We could consider expanding f about some point other 
than E(8^^j (R^); however, it is not clear how this point 
should be chosen. 
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CHAPTER V. NUMERICAL RESULTS 
Introduction 
In Chapter IV, we discussed the effect of selection on 
the bias and MSEP. The quantities of interest were identi­
fied to be E[^-y|R^] and E(^-y)^lRj]. It was shown that 
the evaluation of these quantities can be reduced to the 
evaluation of E(9^|Rj) for i = 1,2,...,r and of E(9^§jjRj) 
for i,] = 1,2,...,r. Note that Et^-yjR^], given in (4.23), 
2 
and E[(^-y) [Rj], given in (4.24), were expressed as linear 
and quadratic functions, respectively, of the future re-
gressor vector x. The same is true of the unconditional 
2 quantities E(^-y), given in (4.28), and E(^-y) , given 
in (4.30). Our goal is a compilation of the coefficients 
of the x^'s and the x^x^'s in E[?-y Rj]-E(y-y) and 
E[(?-y)^IRj]-E(y-y)^. 
Quantities such as E(9^§j}R^) are not easy to evaluate. 
The computation requires numerical integration over non-
rectangular regions in R^. Consider, for example, the 
selection regions discussed earlier for the case of two 
regressors (Figure 4.2^. When I = {1}, R^ consists of the 
regions labelled {1} in the figure. 
In this chapter, a numerical evaluation of E (99 ' | Rj.) 
and E(£1Rj) for the case of two regressors is presented first. 
Then, we use these results to make numerical comparisons 
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between the conditional and unconditional biases and MSEP's 
of the predictors of y. Lastly, we consider the problem 
of obtaining numerical results for a larger number of re-
gressors. 
Numerical Evaluation of E(0.IR-) and 
E(§^«2lRj) ^ ^ 
To evaluate the bias and the MSEP of y using expressions 
(4.23) and (4.24), we must compute E(ê|Rj) and E(99'|R-). 
In this section, we discuss the numerical evaluation of 
these quantities for the case r=2. 
2 
Recall that R^ is the region of ^-values in R that 
lead to selection of subset I. To determine E(g(§_) R^) 
2 for some continuous function g:R -^R, we require the p.d.f. 
of the conditional distribution of given ^ eR^. This 
p.d.f. is j-pig, 
IpTo Y 
p{§lRj) ^ (5.1) 
0 otherwise, 
where p(S) is the p,d.f. of the unconditional (bivariate 
normal) distribution of 9^, and P(Rj) is the probability 
assigned to the region R^ by this distribution. 
We have that 
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E[g(e) iRj] = g(§)p(§lRj)d§ 
g (0)p (0)d9 
R, 
P(Rl) 
(5 .2 )  
It is helpful to reexpress this integral as an iterated 
integral. For each value of §2/ define Rj(82) to be the 
set of 6^-values such that Then, 
[ g(£)p(e^ 1 e2)d0^]p(92)de2 
E[g(8) [Rj] = 
P(Rj) (5.3) 
To compute the probability of the region R^, we reexpress. 
the denominator as an iterated integral also : 
P i R j )  = [ 
Ri(§2) 
p(0^162)dê^]p(62)d02 
P[§3_eR^(02) I §2]P (82)482' 
If g is a function of only i.e., if g(8) = g(02), 
then, from (5.3) , we have that 
g(§2)P[§ieRj(§2) 162^P^®2)4®2 
(5.4) 
E[g(e^) |R_] = 
P (Rj) . (5.5) 
By setting g(©2) = ^2 g(02) = ^2' can obtain the 
first two conditional moments of 8g f^rom (5.5). 
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If g(9_) = then 
j Ggg* (82)9(82)682 
E(§^@2|Ri) - P(R^) ' (5.6) 
where 
g*(8,)  = 8,9(8, |8_)d8, . (5.7) 
^ 8^(82) 
Now, from (4.12), we have that § is normally distributed 
and p(0-,) and p(9^l02) can be determined accordingly. The 
region 8^(82) which appears in (5.3-5.7) is generally either 
empty or an interval or a complement of an interval, as 
depicted in Figure 4.2. (In cases of strong correlation 
between 9^^ and êg, Rj(e2) may be the union of several 
intervals.) If i-s an interval, the following 
result (Johnson and Kotz (1970, p. 81)) can be used to 
evaluate g* (§2)• 
2 Lemma 5.1; If x^N^(p,o ) with density p (x) , then 
xp(x)dx = w[0(^)-$(^)]-a[*(^)-({)(^)] , (5.8) 
where (J) and $ represent the p.d.f. and the c.d.f. of the 
standard normal distribution. 
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The integral over the complement of (a,b) is, of course, 
merely y minus the integral in (5.8). By applying this 
lemma, we can compute g^CGg) using standard numerical 
algorithms for evaluating the functions $ and $. 
To explicitly determine recall [from expression 
(4.6)] that Rj is specified by three quadratic inequalities 
in and §2' For a given value of §2, Rj(62) is thus 
determined by three inequalities in 0^. Rj(82) can thus 
be determined by finding the intersection of the three 
sets of 8^ values defined by these inequalities. In the 
cases which are examined numerically in the next section, 
82) is either an empty set or a single interval or the 
complement of a single interval. 
Now, by using Lemma 5.1 and the procedure outlined 
in the preceding paragraph, we can numerically evaluate the 
integrands of (5.4) and (5.5) for any Gg'values. It re­
mains to numerically integrate over §2- This can be ac­
complished by any number of quadrature formulas. In our 
computations, we use Romberg integration. (In numerically 
integrating over $2' the range of integration was taken to 
be +3.5 standard deviation units from the mean of the 
distribution of @2/ which covers most of the region of 
positive probability.) 
To find the first two conditional moments of , the 
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iterated integration in'the plane is carried out in re­
verse order, of course. Analogous to expression (5.5), we 
have the expression 
g(6j_)P[02eRj(0^) |ê3_lp(ej_)dê^ 
E[g(e^)lRj] =-
P ( R x )  (5.9) 
where 
Rl(§l) = {§%: (§1 ^ 2^ 
In computing E(9^§2lRj), we can use expression (5.6) 
or the alternative expression 
E(9^e2lRj) = 
9^g*(e^)p(§^)d§^ 
(5.10) 
where g*(8^) = e2P(S2I9^)d0^ . 
The probability P(Rj) can also be evaluated by the alterna­
tive expression 
PCRj.) = PtêgERife^) i0^]p(e^)d§^. (5.11) 
The quantities P(Rj) and E(0j^02jRj) were, in fact, each com­
puted twice, using (5.4) and (5.11) and (5.6) and (5.10). 
This provided a check on the computations. 
The computational procedure for computing E(92[Rj) was 
typical, consisting of the following steps: 
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1. Choose I. 
2. Specify the number of values of to use in the 
numerical integration. 
3. Choose a value for §2. 
4. Determine Rj(02) by solving the quadratic in­
equalities (4.10). 
5. Compute P[§^eRj(§2) |§2] • 
6. Compute the integrand of (5.5) with 9(62^ ~ ®2* 
7. Return to (3) until all of the points specified in 
(3) have been exhausted. 
8. Perform Romberg integration and check for 
convergence of the integral. 
9. If the convergence criterion is not met, return to 
(3), specifying a larger number of values of 82» 
10. Return to (1) and specify a new choice for I, 
stopping when all four possibilities have been 
considered. 
All calculations were performed on Advanced Systems 
AS/6 hardware using FORTRAN with double precision arith­
metic. The IMSL subroutine DCADRE (IMSL (1980)) was used to 
perform Romberg integrations. 
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Numerical Results with Two Regressors 
In this section, we apply our results on the evalua­
tion of the bias and the MSEP to various configurations of 
unknowns. Different configurations are obtained by varying 
the following quantities : 
1. The costs of observing and X2 (denoted c^ and Cg). 
2. The true value of the regression coefficients 
(denoted 0^ and Eig). 
3. The matrix X'X. 
4. The prior distribution for £*. • 
We limit our study to the prior distributions for d_* 
considered in parts (1) and (3) of Theorem 3.7. These 
prior distributions lead to estimators of 6_ of the form 
ê= (x'x+ki)"^x'% (k>0). 
Since the value of k determines the prior distribution, 
varying k is equivalent to varying the prior. 
2 Since a enters only as a multiplicative constant, 
it was not varied, but was set equal to 1. 
Table 5.1 gives a summary of the configurations which 
were examined. For each configuration, and for each of the 
four possible selected subsets, three quantities are pre­
sented in the subsequent tables. First, the probability 
of the region is given. Secondly, the difference in the 
conditional (on selection) and unconditional bias is given. 
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Table 5.1. Index of configurations examined 
CD
 
H
 ®2 k =1 °2 (x'x),: (X'=)l2 
Table 
gives 
which 
results 
0 0 0 1 2 1 1 0.5 5.2,5 .5,5.6,5.7 
0 0 0 1 1 1 1 0.5 5.2 
0 0 0 1 4 1 1 0.5 5.2 
0.5 0 0 1 2 1 1 0.5 5.3 
1.0 0 0 1 2 1 1 0.5 . 5.3 
1.5 0 0 1 2 1 1 0.5 5.3 
2.0 0 0 1 2 1 1 0.5 5.3 
1.5 2.0 0 1 2 1 1 0.5 5.4 
-1.5 2.0 0 1 2 0.5 5.4 
0 2.0 0 1 2 1 1 0.5 5.4 
0 0 0 1 2 1 1 0.0 5.5 
0 0 0 1 2 1 1 0.2 5.5 
0 0 0 1 2 1 1 0.7 5.5 
0 0 0 1 2 1 1.5 0.5 5.6 
0 0 0 1 2 1 2.0 0.5 5.6 
0 0 0 1 2 1 2.5 0.5 5,6 
0 0 0. 01 1 2 1 1 0.5 5.7 
0 0 0. 10 1 2 1 1 0.5 5.7 
0 0 0. 50 1 2 1 1 0.5 5.7 
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Lastly, the difference in the conditional and unconditional 
MSEPs is given. For these last two quantities, only the 
coefficients for functions of and X2, the future re-
gressor values, are presented. The difference in bias, 
i.e., the difference between expressions (4.23) and (4.28) 
is of the form 
E[y-ylR^]-E(y-y) = d^x^+dgXg . 
The values of d^ and d^ are reported in the tables. The 
difference in MSEP, i.e., the difference between expressions 
(4.24) and (4.30) is of the form 
E[(^-y)^lRj]-E(y-y)^ = b^x^+b2X2+b^K^x, . 
The values of b^, h2, and b^ are reported in the tables. 
In addition to the difference in bias and MSEP for each 
possible subset, we report overall differences by averaging 
[with weights-'given by the P(Rj)j over the subsets. 
There are six tables, each containing several configu­
ration's obtained generally by varying a single factor. Each 
table thus offers the possibility of comparison for some 
factor. Table 5.2 presents results for three cost ratios. 
Tables 5.3 and 5-4 relate the effect of varying the true 
value of the regression parameters. Table 5.5 illustrates 
the effect of varying the off-diagonal element of the X'X 
matrix. (Recall that, up to a constant, X'X is both V(x|H) 
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Table 5.2. Coefficients for differences in bias and MSEP due to selection; 
cost comparison = (g) ^ X'X = (  ^ k=oJ 
c^ Cg I P(R^) 
E(y-yIRj)-E(y-y) 
X, 
E [ (y-y) ^ j R^] -E (y-y) ^ 
*1*2 
1 1 c{) 0.479 0.0 p.O 
1 0.201 0.0 0.0 
2 0.201 0.0 0.0 
1.2 0.119 0.0 0.0 
Avg. 0.0 0.0 
0 - 0  
1.605 
0 . 0  
2.685 
0.319 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
1.605 0.0 
2.685 -5.357 
0.319 -0.661 
1 2 $  0 . 5 8 7  0 . 0  0 . 0  
1 0.256 0.0 0.0 
2 0.093 0.0 0.0 
1.2 0.064 0.0 0.0 
Avg. 0.0 0.0 
0.0  
1.559 
0 . 0  
3.094 
0.598 
0 . 0  
0 . 0  
0 . 0  
0 . 0  
2.749 0.0 
4.211 -7.610 
0.529 -0.488 
1 4 (j) u.oo/ u.u u.u 
1 0.299 0.0 0.0 
2 0.023 0.0 0.0 
1.2 0.021 0.0 0.0 
Avg. 0.0 0.0 
1.525 0.0 0.0 
0.0 5.038 0.0 
3.695 0.966 -10.844 
0.534 0.262 -0.228 
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Table 5.3. Coefficients for differences in bias and MSEP due to 
selection: 9^ comparison^, X'X = ( ^ k=oj 
®2 I  P(Rj.)  
E(y-ylRj) -E(y-y) E[(y-y) ^ 1 Ry] -E (y-y) ^ 
=1 
^2 2 =1 i L  
^2 
0.5 0.0 4) 0 .536 -0.5 0.0 0.250 0.0 0.0 
1 0.304 0.608 0.0 1.168 0.0 0.0 
2 0.092 -0.5 0.823 0.250 2.914 -0.823 
1,2 0.067 0.373 -0.765 2.705 4.088 -6.840 
Avg. -0.081 0.024 0.694 0.543 -0.536 
H
 
O
 
0 .0  4) 0 .408 -1.0 0.0 1.0 0.0 0.0 
1 0.427 0.679 0,0 0.221 0.0 0.0 
2 0.088 -1.0 1.450 1.0 3.228 -2.899 
1,2 0.076 0.890 -1.149 1.829 3.822 -5.139 
Avg. -0.138 0.040 0.730 0.576 -0.647 
1.5 0.0 0,257 -1.500 0.0 2.250 0.0 0.0 
1 0.575 0.496 0,0 -0.181 0.0 0.0 
2 0.077 -1.500 1.851 2.250 3.650 -5.554 
1,2 0.090 0.931 -1.106 0.991 3.578 -3.613 
Avg. -0.133 0.044 0.738 0.604 -0.754 
2.0 0.0 é 0.133 -2.0 0.0 4.0 0.0 0.0 
1 0.700 0.296 0.0 -0.271 0.0 0.0 
2 0.060 -2.0 2.100 4.0 4.131 -8.323 
1,2 0.107 0.749 -0.832 0.470 3.438 -2.726 
Avg. -0.098 0.036 0.632 0.616 -0.794 
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Table 5.4. Coefficients for differences in bias and MSEP due to selection: 
0^ comparison!^ = , X'X = ( ^ - k=(^ 
E (y-y IR -E (y-y) 
IT 
E(y-y) ^ IR^] -E (y-y) ^ 
% 
1. 5 2.0 < P  0.263 1.500 -2.000 2.250 4.000 -6.000 
1 0.135 0.310 -2.000 0.554 4.000 -1.240 
2 0.158 1.500 0.152 2.250 -0.579 0.455 
1,2 0.443 0.845 0.853 0,023 -0.005 -0,432 
Avg. 1.049 -0.395 1.033 1.499 -1.867 
0 2.0 ' P  0.180 0,0 -2.000 0.0 4.000 0.0 
1 0.170 1.708 -2.000 2,770 4.000 -6.831 
2 0.466 0.0 0.510 0.0 -0.237 0.0 
1,2 0.183 -0.868 0.922 2.003 8.288 -1.655 
Avg. 0.132 -0.295 0.834 2.810 -1.469 
1. 5 2.0 < P  0.022 -1.500 -2.000 2.250 4.000 -6,000 
1 0.335 1.188 -2.000 1.149 4.000 -1,240 
2 0.319 -1.500 0.977 2.250 0.776 0.455 
1,2 0.324 0.397 0.514 -0.400 -0.579 -0.432 
Avg. 0.016 -0.237 1.023 1.490 -1,867 
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Table 5.5. Coefficients for differences in bias and MSEP due to 
selection: (X'X)^^ comparisons = (Q), £= k = 0 
E (y-y I Rj) -E (y-y) E[ (y-y) ^ | R^] -E (y-y) ^ 
(X'X'll «'«12. I P(Rl) 
^1 ^2 
2 
=1 4 *1* 
1 1 
O
 
o
 4» 0.575 0.0 0.0 0.0 0.0 0.0 
1 0.267 
o
 
O
 0.0 1.510 0.0 0.0 
2 0.107 O
 
O
 
0.0 0-0 2.613 0.0 
1,2 0.050 
O
 
O
 0.0 1.512 2.614 0.0 
Avg • 0.479 0.411 0.0 
0 . 2  
0.5 
0.7 
* 0.577 
O
 
o
 0.0 0.0 0.0 0.0 
1 0.265 
o
 
o
 0.0 1.562 0.0 0.0 
2 0.105 
o
 
o
 0.0 0.0 2.655 0.0 
1,2 0.052 
o
 
o
 0.0 1.467 2.564 -2.215 
Avg, 
o
 
o
 
O
 
O
 0.490 0.413 -0.115 
0.587 
o
 
o
 
o
 
o
 0.0 0.0 0.0 
1 0.256 0.0 0.0 1.559 0.0 0.0 
2 0.093 0.0 0.0 0.0 2.749 0.0 
1,2 0.064 
O
 
o
 0.0 3.094 4.211 -7.610 
Avg 
o
 
o
 0.0 0.598 0.529 -0.488 
<î> 0.598 
o
 
o
 
O
 
O
 0.0 0.0 0.0 
1 0.247 0.0 0.0 1.675 0.0 0.0 
2 0.075 0.0 0.0 0.0 3.165 0.0 
1,2 0.081 
O
 
o
 0.0 5.908 7.023 -13.465 
Avg 0.896 0.809 -1.097 
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and the inverse of V(6_|H) when k=0) . Table 5.6 maintains 
a constant value for the off-diagonal element of X'X, but 
varies the (2,2)-element, thus altering the ratio of 
V(X2IH) to V(x^1h). Table 5.7 considers the effect of 
varying k. 
General conclusions are difficult to make from these 
tables, although some trends are certainly evident [e.g., 
2 
as the amount of bias increases, the coefficients of 
2 
and X2 in the MSEP decrease). One interesting observation 
2 
which is very consistent involves the coefficients for x^ 
2 2 
and Xg and that for X^X2. As the coefficients of x^ and 
2 Xg increase, that for x^xg decreases and is typically of 
opposite sign (negative). 
More than Two Regressors 
It would be desirable to obtain the conditional bias 
and MSEP of y when there are more than two regressors. Re­
call that expressions for any number of regressors were 
developed in Chapter IV. It remains to obtain evaluations 
of E(£lRj) and E(0§_'|Rj). In this section, we briefly describe 
some of the difficulties involved in obtaining these quanti­
ties . 
Recall that throughout this chapter we dealt with the 
problem of evaluating expressions such as E(g(£) [r^) when the 
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Table 5.5. Coefficients for differences in bias and MSEP due to selection: 
tX'X)22 comparisons = (°), C = C^), k = oj 
E(y-y 1R )-E(y-y)" (E[(y-y)^|R ]-E(y-y)^ 
(X'X)-, (X'X)^_ (X'X),, I P(R,) 
'11 ' '22 "'12 2 2 
^1 *2 ^1 *2 *1*2 
1 1.0 0.5 4» 0.587 0.0 0.0 0.0 0.0 0.0 
1 0,256 0.0 0.0 1.559 0.0 0.0 
2 0.093 0.0 0.0 0.0 2.749 0.0 
1,2 0.064 0.0 0.0 3.094 4.211 -7.610 
Avg. 0.0 0.0 0.598 0.529 -0.488 
1 1.5 0.5 4) 0.588 0.0 0.0 0.0 0.0 0.0 
1 0.260 0.0 0.0 1.548 0,0 0.0 
2 0.099 0.0 0.0 0.0 1.746 0.0 
1,2 0.062 0.0 0.0 2.566 2,356 -3.950 
Avg. 0.0 0.0 0.560 0.326 -0.244 
1 to
 
o
 
0.5 (i> 0.587 0.0 0.0 0.0 0.0 0.0 
1 0.261 0.0 0.0 1.541 0,0 
O
 
o
 
2 0.102 0.0 
o
 
o
 0.0 1.347 
o
 
o
 
1,2 0.060 0.0 0.0 2.302 1.630 -3.708 
Avg. 0.0 0.0 0.540 0.234 -0.221 
1 2.5 0.5 (J) 0.586 0.0 0.0 0.0 0.0 0.0 
1 0.263 0.0 0.0 1.535 0.0 0.0 
2 0.103 0.0 0.0 0.0 1.071 0.0 
1,2 0.058 0.0 0.0 2.148 1.245 2.979 
Avg. 0.0 0.0 0.528 0.183 -0.173 
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Table 5.7. Coefficients for differences in bias and MSEP due to selection: 
k comparisons= (q) / C = (2), X'X = (  ^ '^ )| 
E(y-y IR )-E(y-y) E[(y-y)^|R ]-E(y-y)^ 
k I P(R,) 
 ^ ''l ""2 
4) 0.587 0.0 0,0 0.0 0.0 0.0 
1 0.256 0.0 0,0 1.559 0.0 0.0 
2 0.093 0.0 0,0 0.0 2.794 0.0 
1,2 0-064 0.0 0.0 3.094 4.211 -7.610 
Avg. 0.0 0.0 0.598 0.529 -0.488 
(f) 0.595 0.0 0.0 0.0 0.0 0.0 
1 0.254 0.0 0.0 1.550 0.0 0.0 
2 0.910 0,0 0.001 0.0 2.782 0.0 
1,2 0.060 0.003 0,004 3.054 4.180 -7.522 
Avg. 0,0 0,0 0.576 0.562 -0.448 
4» 0.661 0,0 0,0 0.0 0.0 
0
 
0
 
1 0.234 0.0 0.0 1.488 0,0 0
 
0
 
2 0.075 0.0 0.001 0.0 2,696 0.0 
1,2 0.029 0.004 0.006 2.747 3,948 -6.744 
Avg. 0.0 0.0 • 0.428 0.319 -0.198 
4) 0.836 0,0 0.0 0.0 0.0 0.0 
1 0.140 0.001 0.0 1.342 0.0 0.0 
2 0,023 0.0 0.006 0.0 2.471 0.0 
1,2 0.001 -0.012 0.033 2.011 3,309 -2.634 
Avg. 0,0 0.0 0.189 0.061 -0.002 
104 
dimension of ^  is 2. When 0_ has more than two elements, 
the functions g whose expectation needs to be evaluated still 
only involve one or two elements of e.g., g (£) = 9 ^ • 
The complexity of g does not increase, but, on a practical 
level of performing the calculations, two problems arise. 
Firstly, although calculations with two regressors were 
reasonably accurate (generally to three significant digits), 
they were not sufficiently accurate to be used in intermediate 
calculations to provide functional values for another nu­
merical integrations. Secondly, the expense involved would 
be very prohibitive. Since usually 32 function values were 
required for numerical integration in the case of two re­
gressors, the cost of each integral evaluation for the case 
of three regressors would likely be about 30 times that for 
two regressors. The IMSL package does contain a subroutine 
for performing 2 dimensional numerical integration which 
may provide better efficiency than this, but it is applicable 
only to rectangular regions in the place and is thus not 
appropriate. 
Since extension of the techniques employed here does 
not seem possible, we are left with Monte Carlo simulation 
as a numerical technique for obtaining results for cases 
where r is larger. 
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