Abstract -The governing equations are Maxwell's. The source of the current is either j = ey δ(z − z0)δ(x)f (t) or eϕ δ(z − z0)δ(r − r0)f (t) (straight wire or loop of current, f (t) is a pulse). The conductivity σ(z) and permittivity ε(z) are unknown in the medium (z > 0) and are known in the air (z < 0). The source is in the air: z 0 < 0. The μ is a known constant. The data are the values of E (x, y, z, t) and H(x, y, z, t) for all t > 0, all x, y ∈ R 2 on the surface z = 0. For t < 0 the system is at rest: the electromagnetic fields vanish. Given the data, an exact inversion procedure is described to find σ(z) and ε(z).
INTRODUCTION
Consider the ground-penetrating radar problem (GPR):
(1.1)
E = E(x, y, z, t), H = H(x, y, z, t)
are electric and magnetic fields, the source j = e y δ(z − z 0 ) δ(x)f (t) (1.2) describes the straight wire with current along y-axis, δ(x) is the delta-function, e y is the unit vector along this axis, z 0 < 0 is the height at which the wire is located, z > 0 is the medium (subsurface) region, z < 0 is the region above the surface (the air, for example), f (t) describes the shape of the time pulse, σ(z) is the conductivity, ε(z) is the dielectric permittivity, which are assumed known for z < 0 and unknown for z > 0. The function f (t) is assumed to be compactly supported real-valued and bounded, for example, it can be a rectangular pulse or its smoothed version. The magnetic permittivity μ is a known constant, μ > 0. For t < 0 the electromagnetic fields vanish.
The data are the values E(x, y, t, z), H(x, y, z, t), ∀x, y ∈ R 2 , ∀t > 0 at z = 0.
(1.
3)
The GPR problem is: given the data (1.3), find ε(z) and σ(z) for z > 0. This problem has been studied in the literature, see [5, 6, 9, 10] , and references therein. A method for analytical recovery of σ(z) and ε(z) from the data has been developed in [9] . In [6] a similar problem was solved for the case when the source was a loop of current
where r 0 > 0 is the radius of the loop and e ϕ is the unit vector in the cylindrical coordinate system. The analytical solution given in [6, 9] , relies on the low-frequency exact inversion theory developed in [3, 5] . The purpose of this paper is to develop an exact inversion theory for any frequency band.
EXACT INVERSION THEORY FOR GRP PROBLEM
The reduction of the GPR problem (1.1), (1.2) to an inverse problem for an ordinary differential equation (see equation (2. 3) in [9] )
has been done in [9] for the source (1.2) and in [6] for the source (1.4). In equation (2.1) the source is defined by formula (1.2), the unknown function is u = u(z, λ, ω), the coefficients are:
ω is the dual variable (in the Fourier transform) with respect to t, and λ is the dual variable with respect to x. The data (1.3) yield the data
The prime denotes the derivative with respect to z. The vector-field E(x, y, z, t) corresponding to the source (1.2) does not depend on y. Thus, it can be sought in the form E(x, y, z, t) = E(x, z, t) e y . The scalar function E(x, z, t) is related to u(z, λ, ω) by the formulas:
and
As we show below, the zeros of F (ω) in the region Im ω > 0 are also zeros of the integral in (2.5), so the function u(z, λ, ω) is well defined. The zeros of F (ω) form a discrete set on the complex plane ω since F (ω) is an entire function of ω of exponential type. This is true because f (t) is assumed compactly supported (it is a pulse in practice).
For rectangular pulse, for example, all zeros of F (ω) are real numbers (zeros of a sine-function), and the function u(z, λ, ω), defined in (2.5), which solves (2.1), is well defined at the zeros of F (ω) as the unique solution of (2.1) which vanishes as |z| → ∞. In fact, the ratio (2.5) remains finite at all ω in the region Im ω > 0, and at ω > 0.
Let us show that if ω in the region Im ω > 0, is a zero of F (ω), then the integral in (2.5), which in this case solves the homogeneous problem (2.1), (2.2), must vanish.
Indeed, if ω = ω 1 + iω 2 , ω 1 = 0, ω 2 > 0, then multiplying the homogeneous version of equation (2.1) by u, (the overline stands for complex conjugate) integrating over (−∞, ∞), then by parts, and taking the imaginary part of the resulting expression, one gets:
Note also that equation (2.1) (with the requirement that its solution must vanish as |z| → ∞) is equivalent to an integral equation which can be solved by iterations since it is an equation with the operator whose norm is small, so that the contraction mapping principle is applicable, for all sufficiently large λ (see [6, equations (2.5) and (2.8)]), and the above integral equation has the unique solution.
The kernel of this integral equation depends analytically on ω > 0 (in [6] in equation (2.5) k stands for ω) and the equation is obviously uniquely solvable for sufficiently small ω for any fixed λ in the half plane Re λ > 0 of the complex plane. If A 2 (z) and B(z) are compactly supported or tend to zero as |z| → ∞, then the integral operator in equation (2.5) in [6] is compact analytic operator function (in the space L 2 (0, L)) of the parameter ω (k in [6] ). Therefore, by the analytic Fredholm theorem (see [3, pp. 57-61] ), the solution u(z, λ, ω), for any fixed λ, Re λ > 0, is analytic with respect to ω for all complex ω on the complex plane, except possibly for a discrete set. The function u(z, λ, ω) for any fixed ω is analytic with respect to λ in the half-plane Re λ > c > 0, for sufficiently large c > 0 (see equation (2.1)).
The function σ(z) can be assumed compactly supported in many applications. In this case B(z) is compactly supported. The function A 2 (z) is not compactly supported in some applications but can be assumed to take constant values at +∞ and at −∞, often different (see [9] , for example).
In [9] , equation (2.5), the integral operator for u is linear, compact, and depends on the parameter k (ω in the present paper) analytically on the complex ω-plane with cuts (see formula (2.8) in [9] ). Since equation (2.5) in [9] is uniquely solvable for ω in Im ω > 0, one concludes that u(z, λ, ω) is analytic in ω on the complex plane with cuts, except, possibly, for a discrete set of points.
The values (2.4) determine uniquely u(0, λ, ω) and u (0, λ, ω) in the regions
w is analytic in the region Im k > 0, Re ν > 0 (2.13)
(2.14)
Define the impedance I-function (see [4] and [5, p. 288]):
where ν > 0 is arbitrary fixed. One can prove [8] , that the I-function is identical to the Weyl function for potentials in the class L 1,1 , which consists of real-valued potentials such that It is proved in [4] (see also [5, pp. 288-291] ) that I-function determines (for any fixed ν > 0) the potential p(z, ν) ∈ L 1,1 uniquely, and an algorithm is proposed for the recovery of p(z, ν) from I(k). Necessary and sufficient conditions are given in [5] and [4] for a function I(k) to be of the form (2.15), where h and g are defined by (2.12), ν is fixed, and w solves (2.11 ) with p = p(z, ν) ∈ L 1,1 . In [7] , and especially in [8] , one finds many applications of the I-function, its many properties and representation formulas [8] , and an algorithms for finding the scattering data from the I-function.
Let us recall the recovery algorithm from [5, p. 288] and [4] . This algorithm allows one to recover the spectral function from the I-function and then the Gel'fand -Levitan inversion method applies. Another algorithm is developed recently in [8] . The algorithm from [8] allows one to recover the scattering data from the I-function and then the Marchenko inversion algorithm applies.
First, note that if c + = 0, that is, both functions A 2 (z) and B(z) are compactly supported, then k = K, q(z, ν) = p(z, ν) ≥ 0 and therefore there are no bound states of the operator
(with the Dirichlet condition at z = 0). Under this assumption the spectral function dρ(k) of this operator can be calculated by the formula:
Note that the solution w of (2.11) is the solution proportional to the Jost solution f (x, k) of (2.11), so that
The Jost solution f (x, k) is defined as the solution to (2.11) with the asymptotics
where the Wronskian formula
was used. The spectral function is of the form:
and one gets (2.16) from (2.19) and (2.21). The spectral function defines q(z) := q(z, ν) uniquely and algorithmically via the Gel'fand -Levitan procedure: a) Since the non-negative potential (18) produces no bound state, one defines the kernel: 
is found for ν = ν 1 and ν = ν 2 = ν 1 , then one finds A 2 (z) and B(z) uniquely from the linear algebraic system:
The determinant of this system is This completes the description of the exact inversion method for solving the GPR problem under the assumption that A 2 (z) and B(z) vanish for z > L. The more complicated case when c + > 0, so that bound states may occur, is discussed at the end of the paper.
Remark. One step of this method requires to find u(0, −ik, iν), ν > 0, k > 0, from the given u(0, λ, ω) where λ = −ik, ω = iν, which amounts to analytic continuation of the data from the real axis ω > 0 to the imaginary axis ω = iν, ν ≥ 0. This step can be done by the Cauchy formula
Recall that, for ω < 0, one has This happens if c − ≤ q(x, ν), which is quite often the case in physics. If this assumption is not satisfied, then one has to determine the poles of I(K) by analytic continuation from the real axis where I(K) is known.
