The harmonic balance method is a mixed time domain and frequency domain approach for efficiently solving periodic unsteady flows. The implementation described in this paper is designed to efficiently handle the multiple frequencies that arise within a multistage turbomachine due to differing blade counts in each blade row. We present two alternative algorithms that can be used to determine which unique set of frequencies to consider in each blade row. The first, an all blade row algorithm, retains the complete set of frequencies produced by a given blade row's interaction with all other blade rows. The second, a nearest neighbor algorithm, retains only the dominant frequencies in a given blade row that arise from direct interaction with the adjacent rows. A comparison of results from a multiple blade row simulation based on these two approaches is presented. We will demonstrate that unsteady blade row interactions are accurately captured with the reduced frequency set of the nearest neighbor algorithm, and at a lower computational cost compared to the all blade row algorithm.
INTRODUCTION
Unsteady numerical simulation techniques continue to play a key role in the development of multistage turbomachines by offering insight into the underlying time-varying flow field. Therefore, it is essential to develop numerical methods that predict periodic unsteady flows accurately and efficiently to achieve significant gains in performance.
Application of conventional unsteady time domain techniques to flows through multi-stage machines that involve moving one blade row relative to another with each time step results in an accurate prediction of all the unsteady effects [1] . However, it becomes necessary to use a small time step to preserve the temporal accuracy, and many time steps are required to obtain a time periodic solution. Hence, the computational cost of such an approach can be prohibitively high, rendering it impractical for industrial use on complex geometries. Additionally, for multistage machines with unequal blade counts, it is often necessary to model several blade passages in each blade row, therefore adding to the computational expense.
A steady mixing-plane approach, where the flow field is "averaged out" circumferentially at the interface between each blade row, has been widely used as a low cost method for predicting the time-mean flow field. However, disregarding unsteady effects in this manner can lead to errors in predicting the time-averaged solution field, as shown in this paper.
The Harmonic Balance method, developed by Hall et. al. [2] , is a mixed time and frequency domain approach in which a finite set of solutions at fixed time instances (time-levels), distributed equally over one period of unsteadiness, are solved simultaneously. These time-level solutions are coupled by a pseudo-spectral time derivative operator and through periodic boundary conditions. This approach is computationally efficient, as only a small number of time levels are required to accurately resolve all the unsteady effects. Also, phase-lagged periodic boundary conditions make it possible to model only one blade passage in each blade row. Several variants and extensions of the harmonic balance approach exist in the literature [3] . This paper considers the implementation of the implicitly coupled harmonic balance approach described by Weiss et. al. [4] .
Two different approaches can be used within the context of the harmonic balance method to exchange unsteady solutions at the inter-row interfaces: an all blade row approach that retains all the frequencies involved and a nearest neighbor approach that uses a reduced frequency set. The nearest neighbor approach is a cost effective way of computing the unsteady solutions compared to the all blade row approach. This paper demonstrates, using a multi-row test case, that the accuracy of the unsteady solutions computed using these two approaches are closely comparable.
Use of the harmonic balance method in obtaining an unsteady solution to the flow through a multistage turbomachine results in significant computational cost savings [5] . This makes it possible to obtain solutions to problems that are extremely costly to achieve using conventional time-marching techniques. One such example is the General Electric Energy Efficient Engine (E3), a two stage, cooled, high pressure turbine cascade [6] . The full E3 geometry, with unequal blade counts amongst adjacent rows, and blades that include cooling holes and passages, requires a large number of cells to model.
Our previous work [4, 5] has demonstrated the accuracy of the harmonic balance method by comparing its solution against time domain methods and experimental results for cases involving two, or three blade rows. In this paper, we consider a two stage, four blade row case to further demonstrate the efficacy of the harmonic balance method. Additionally, we show that time-mean solutions obtained by an unsteady method such as harmonic balance differ from those obtained using the steady mixing-plane approach, thus emphasizing that unsteadiness influences the time-mean of these non-linear flows.
COMPUTATIONAL APPROACH
Consider the Navier-Stokes equations, coupled with the Spalart-Allmaras turbulence model equations [7] , in integral form for a rigid, arbitrary control volume V with differential surface area dA in a relative frame of reference rotating steadily with angular velocity Ω:
where W is the vector of conservation variables
F , G, and S are the inviscid flux, viscous flux and source vectors, respectively.
Here, ρ, u, v = u − r × Ω, E, p andν are the density, absolute velocity, relative velocity, total enthalpy, pressure and the modified turbulent viscosity, respectively. The quantitiesτ ,τν, and Sν refer to the shear stress tensor, the diffusion and source terms of the Spalart-Allmaras turbulence model.
Harmonic Balance Equations
Since the solution W is periodic in time, we can represent it using a Fourier series:
where ω m is the frequency corresponding to mode m, M is the number of harmonics retained in the solution, andŴ m (x) are the Fourier coefficients. The coefficientsŴ m can be uniquely determined from the discrete Fourier transform:
where W * n are a set of N solutions at discrete time levels t n = nT /N distributed equally through out one period of unsteadiness, T . At any location in the flow field domain, we can transform the time level solutions into Fourier coefficients using a discrete Fourier operator Ê W = E W * (6) Equation (6) is identical to Eq. (5) presented in matrix form. The inverse discrete Fourier operator E −1 transforms Fourier coefficients into time level solutions
Due to the aperiodic nature of the frequencies in some multistage turbomachinery flows, the set of frequencies ω m may not have a unique fundamental frequency that evenly divides all the available frequencies. Under these circumstances, it may be necessary to retain more time level solutions than there are frequencies. In practice, setting the number of time levels to one and a half times of the number of unique frequencies has been found adequate in most cases. In this event, the operator E −1 will be non-square and we must replace the Fourier transform operator E by the pseudo-inverse operator E + , which is evaluated using:
where E −T refers to the transpose of the matrix E −1 . The solutions at each discrete time level are obtained by applying the governing equations, Eq. (1), to all W * simultaneously:
where the flux and source vectors F * , G * and S * are evaluated using the corresponding time level solution. The time derivative in Eq. (9) is evaluated by differentiating Eq. (7) with respect to time and employing Eq. (6) as follows:
where D is the pseudo-spectral time-derivative operator. Substituting Eq. (10) for the time-derivative term in Eq. (9) yields the harmonic balance equations:
Flow Field Kinematics
The frequencies and circumferential wave numbers (or nodal diameters) within each blade row are determined by the blade count and rotation rate of the individual rows. The nodal diameters in each blade row are given by:
where m j is the modal index associated with the j th blade row. The parameter m j can take all integer values from −M j to +M j , where M j is a user-specified number of harmonics to be retained in blade row j. Here B j refers to the number of blades in blade row j and N rows refers to the total number of blade rows in the simulation.
The frequencies that arise in blade row i is given by:
where Ω i and Ω j are the rotational rates of blade rows i and j, respectively. The total number of frequencies is equal to Nrows j=1 (2M j + 1). If we assume that there exists a fundamental frequency ω i 0 that evenly divides all the frequencies, ω i , then the time period T i in blade row i is given by the expression 2π/ω i 0 . This period is used in constructing the operator E −1 in Eq. (7), and the number of time levels in blade row i is set equal to N i = 2M + 1, where M is the unique set of frequencies present in the set ω i . If no such fundamental frequency exists, the largest wavelength that can adequately sample one period of the smallest frequency present in the set ω i is assumed as the time period, and the number of time levels in blade row i is then set to 1.5 × (2M + 1), which is 50% more time levels than is required by the Nyquist sampling theorem.
Boundary Condition
Periodic Boundaries. To reduce the model to a single passage in each blade row, complex periodic boundary conditions are applied at the periodic boundaries in the direction of rotation. The time level solutions at one periodic boundary are first Fourier transformed in time to obtain temporal Fourier coefficients. Then, for each Fourier coefficient, the following complex boundary condition is applied:
whereŴ m (r, θ, z) andŴ m (r, θ + G, z) are the m th Fourier coefficient of the solution at the two periodic boundaries, respectively, G is the sector angle or pitch for the modeled blade row passage, and N m is the nodal diameter associated with the m th mode. Finally, the solution is inverse Fourier transformed to obtain the desired phase-lagged time-level solutions.
Farfield and Inter-Row Boundaries. To prevent spurious unsteady numerical disturbances from reflecting back into the domain and corrupting the solution, non-reflecting farfield boundary conditions are applied to the inflow and outflow boundaries of the computational domain. The non-reflecting treatment allows truncated blade passages to be modeled with boundaries positioned near to the leading and trailing edges of the blades, thus further reducing the size of the model, and hence, the computational cost.
Multistage coupling of the unsteady solution is achieved via inter-row boundary conditions applied at the interface between adjacent blade rows. The time level solutions on the two sides of the interface are first Fourier transformed in space and time, and the Fourier modes that share a common nodal diameter and frequency are set equal to one another. The remaining modes on either side of the interface are treated by the same non-reflecting boundary condition treatment as applied on the farfield boundaries. Further details on the implementation of these boundary conditions can be found in reference [4] .
Solution Procedure
The harmonic balance equations are discretized using a cellcentered, polyhedral-based, finite-volume scheme, with a second order spatial accuracy achieved by means of a multi-dimensional linear reconstruction of the solution variables [8] . The convective fluxes are evaluated by an upwind, flux-difference splitting [9] , and diffusive fluxes are evaluated using a second-order central difference. A pseudo-time derivative is introduced into Eq. (11) to solve for the steady harmonic balance equations by means of a time marching procedure. An Euler implicit discretization in pseudo-time is used [10] to yield the linearized system of equations at each time level, coupled by the pseudo-spectral harmonic balance time derivative term. An approximate factorization procedure is used to decouple the time levels and reduce the size of the linear system required to solve the set of coupled equations containing all the time level variables. Finally, an algebraic multigrid (AMG) solver is used to solve the resulting linear system and obtain solutions for each of the time levels independently. Further details of the solution procedure can be found in reference [4] .
Frequency Retention Algorithms
The unique set of frequencies retained within a given blade row determines the number of unique, unsteady harmonic solutions computed within that row. Each unique frequency represents a communication of disturbance between the given blade row and some other row in the machine. For a given blade row i to capture disturbances arising from all other blade rows, all frequencies computed by ω i in Eq. (13) must be retained in that row. In addition, the relative rotation rate between any two blade rows must be non-zero for those two rows to transmit disturbances between each other. This implies that even for stator rows, some small, fictitious rotation rate will need to be applied if these rows are to communicate with one another. If multiple rotors exist in the model, then, in like manner, some small, fictitious rotation rate must be added to the rotation rate of each subsequent rotor such that any two rows have non-zero relative rotation.
This approach, in which small, fictitious rotation rates (typically of the order of 1/1000 th of the machine rotation rate) are applied, and all the frequencies ω i retained, is termed the all blade row algorithm. In practice, this approach leads to a large number of frequencies in every blade row and a large number of time levels, which in turn tends to diminish the computational cost advantage offered by the harmonic balance method over the conventional time-marching method.
As an alternative, one can consider retaining only the dominant frequencies in each blade row. These are typically the blade passing frequencies of the adjacent rows. In this approach, termed the nearest neighbor approach, the unsteady disturbances arising in any given blade row propagate just one blade row in either direction before exiting the computational domain via the non-reflecting boundary conditions applied at inter-row interfaces. The unique set of frequencies that are retained in this approach is given by:
where ω i ngb refers to the frequencies arising in the i th blade row, and i − 1 and i + 1 refer to the blade rows immediately upstream and downstream of blade row i. Comparing Eq. (13) with Eq. (15), it can be seen that the nearest neighbor approach discards the frequencies that arise from interactions between a given blade row and those that do not share a common inter-row interface with it. This approach permits the use of a smaller number of time levels in each blade row, thus preserving the computational time advantage of the harmonic balance method. It will be shown that this method captures the unsteady effects with reasonable accuracy compared to the all blade row approach.
RESULTS
We begin this section with a brief introduction of the General Electric Energy Efficient Engine (E3) turbine cascade [6] and the typical nature of the full three-dimensional mesh that would be required to model this geometry. Next we consider a threedimensional section of the E3 turbine cascade geometry, absent cooling passages, and present a comparison of the nearest neighbor algorithm to the all blade row algorithm to demonstrate that the unsteady solution is accurately captured with the reduced frequency set. Following, we apply the nearest neighbor approach in an analysis of the three-dimensional section of the E3 cascade, including the effects of blade cooling, and compare the solution to that obtained with a steady mixing-plane approach. Finally, we consider an isolated turbine blade in two-dimensions to illustrate the importance of performing an unsteady analysis, even when the objective is to accurately predict the time-mean behavior of the primary and cooling flows.
Two-Stage Energy Efficient Engine Turbine Cascade
The high pressure turbine for the General Electric Energy Efficient Engine (E3) is a two-stage, low through-flow design of moderate loading, an experimental investigation of which is presented in [6] . The aerodynamic design parameters for both stages of the E3 is presented in Table (1). Figure (1) presents the two-stage E3 geometry modeled with cooling passages and cooling holes on the blade surfaces. It can be seen from Fig. (1) that a large number of cells will be required to mesh even a single blade passage in each blade row. Due to the non-integral blade count ratios between adjacent rows, obtaining an unsteady solution on this mesh by conventional time-domain methods would require modeling at least half of the entire wheel in each blade row, leading to extremely high computational cost. However, since the present method requires modeling only one blade passage in each row, it can be used to obtain an unsteady solution at a computational cost that is closely comparable to that 
Modified E3 Two-Stage Turbine Cascade
In this section we compare the nearest neighbor and all blade row algorithms applied in an unsteady simulation of the the twostage E3 turbine, absent blade cooling holes and passages. Here we consider a three-dimensional section of the geometry, shown in Fig. (1) , that represents a portion of the flow path from the inlet of the first stage to the exit of the second stage, located at mid-span, and extending in the radial direction a width of approximately 10% of the local span. Figures (2) and (3) show the modified geometry and the details of the mesh consisting of approximately 125,000 polyhedral cells used to model one passage in each of the four blade rows.
The blade counts in the four rows (Stator -Rotor -StatorRotor) are 46, 76, 48, and 70, respectively. The machine rotation rate is 8295 rpm. However, since the all blade row algorithm requires a non-zero relative rotation rate between any two blade rows, a small, fictitious rotation rate is added to the stator and rotor of the second stage, resulting in actual rates of Ω 1 = 0 rpm, Ω 2 = 8295 rpm, Ω 3 = 8.295 rpm and Ω 4 = 8303.295 rpm applied in the four blade rows, respectively. The frequencies arising in the four rows using the all blade row algorithm are given by Eq. (13) and values used in the E3 simulation are listed in Table ( 2). Although the use of fictitious rotational rates is not required by the nearest neighbor algorithm, in order to do a mode-to-mode comparison of the all blade row results against that of the nearest neighbor approach, the rotation rates in the four blade rows are set identical to that used in the simulation based on the all blade row approach. The frequencies arising in the four blade rows using the nearest neighbor algorithm are given by Eq. (15) and values used in the E3 simulation listed in Table ( 3). The frequencies that are common between both the algorithms are underlined and shown in bold face in the two tables. Note that the all blade row approach results in significantly more frequencies in each blade row compared to the nearest neighbor algorithm. Resolution of these additional frequencies requires a larger number of instantaneous time-levels in each blade row, thus resulting in an increased computational cost. The number of time-levels retained in each blade row for the nearest neighbor case is 3, 9, 9, and 3, respectively, while that for the all blade row case is 27, 29, 27, and 29, respectively. This latter set includes extra time-levels in blade rows 2 and 4 due to the over-sampling required to capture the disparate set of frequencies arising in the all blade row algorithm.
Simulations of the modified, uncooled E3 geometry were carried out using both the all blade row and the nearest neighbor algorithms. The presence of high frequencies in the simulation using the all blade row approach (as compared to the nearest neighbor) necessitated a reduction in CFL number to run that case. This had the effect of increasing the number of iterations to converge, and pushing up the computational expense in this case. Convergence plots showing L2-norms of the continuity residuals vs. iteration for both runs using the all blade row and the nearest neighbor algorithm are presented in Fig. (4) . On a Linux workstation (Intel(R) Xeon(R) CPU X5675 @ 3.07GHz (x86 64)), using a single processor, the computational time per solver iteration of the nearest neighbor case was 13.6 seconds, while that for the all blade row case was 179.7 seconds. This represents more than a factor of thirteen speed up using the nearest neighbor approach compared to the all blade row algorithm.
Comparison of the time-mean values of pressure along the blade surfaces of the four blade rows are presented in Fig. (5) . It is seen that both the algorithms yield identical time-mean solutions.
To gain some insight into why this is the case, consider Figure (6) that shows the L2 norm of the unsteady pressure field in the case of the all blade row algorithm for each unsteady harmonic present in Table ( 2). This figure clearly indicates that that there exists only a few dominant modes contributing to the unsteadiness in each blade row. These are mode 9 in row 1; mode 6 in row 2; modes 1, 6, 9, and 10 in row 3; and mode 9 in row 4. Most of these dominant modes correspond to the blade passing frequencies, which are also present in the nearest neighbor case. For example, referring to Tables (2) and (3), mode 9 of the all blade row case in row 1 (with a frequency of 66017.4 rad/s) corresponds to the blade passing frequency between rows 1 and 2, and is present in the nearest neighbor case as mode 1 (in row 1). It is for this reason, that the dominant modes correspond to the blade passing frequencies and these frequencies are retained in both approaches, that we see identical time-mean solutions between the two simulations. Table ( 2) for the four blade rows.
Unsteady blade surface pressures corresponding to one dominant mode from each of the two simulations in each blade row are compared in Fig. (7) . The dominant modes shown for the all blade row case correspond to modes 9, 6, 6, and 9 in the four rows, respectively (see Table ( 2)), and modes 1, 2, 2, and 1 in the four rows, respectively, for the nearest neighbor case (see Table (3)). (7) shows that the unsteady solutions computed for the harmonics present in the case of the nearest neighbor algorithm agree very well with those computed for the dominant modes present in the case of the all blade row approach. This suggests that the nearest neighbor algorithm can capture the dominant unsteadiness in the flow with acceptable accuracy as compared to the all blade row scheme.
Modified E3 Two-Stage Turbine Cascade with Blade Cooling
In this section, we perform an unsteady analysis of the cooled, two-stage E3 turbine cascade. The same modified geometry used in the previous uncooled E3 simulation is considered in this section, but with the addition of cooling holes introduced at the blade surfaces as shown in Fig. (8) . The computational mesh used for the modified E3 geometry including cooling holes is shown in Fig. (9) . This mesh consists of approximately 644,000 polyhedral cells in each blade row. Because of the need to mesh the cooling holes, the overall cell count required in this case has increased by roughly factor of five as compared to the uncooled case considered in the previous section. An unsteady simulation of the modified E3 geometry, in-cluding cooling, was performed using the nearest neighbor algorithm. In addition, a steady-state simulation was run in which mixing-planes were employed at the inter-row interfaces. In both cases the relative total temperature of the cooling flow in the four blade rows was set to 60.18 C, 60.18 C, 82.4 C, and 71.29 C, respectively. The mass flow rates through the cooling holes were prescribed as a percentage of the inlet mass flow rates corresponding to 2.3%, 3.6%, 0.5% and 2.8%, respectively. Figure (10(a) ) shows the time-mean temperature solution for the steady and unsteady cooled E3 cases. The difference in the mean temperatures between the steady and the unsteady cases are presented in Fig. (10(b) ). This figure shows that there exists a difference in the mean temperatures between the steady and the unsteady cases, indicating the effect of the unsteady analysis on the mean solution. However, the magnitude of the temperature differences are small. This is due to the relatively weak temperature wake, with small defect, at the outlet of each of the blade rows that does not, in general, produce significant unsteadiness in the resultant temperature field. These figures show that the amplitudes of the higher unsteady modes are a small fraction of the mean temperature. This is consistent with the results of Fig. (10(b) ) that show only minor differences between the steady and time-mean temperature fields. However, if the unsteady thermal wake has a large defect it will produce more significant unsteadiness in the temperature field. In this case, one can expect a more pronounced effect of the unsteady analysis on the time-mean solution. To illustrate this, we consider an unsteady analysis of a flow through an isolated turbine blade passage with a stronger inlet wake in the subsequent section.
Also, the computational cost of running one solver iteration of the zero modes case (i.e. steady case) on a Linux workstation (Intel(R) Xeon(R) CPU X5675 @ 3.07GHz (x86 64)) using a single processor was 24.0 s, while that for the unsteady case was 76.8 s. This demonstrates that the cost of performing an unsteady analysis using the harmonic balance solver is closely comparable to that of a steady-state simulation.
Hodson Turbine
In this section we illustrate the importance of including unsteady effects in the simulation and analysis of time-mean flow solutions by considering the low-speed turbine tested and studied by Hodson [11] . The computational grid, and inlet and outlet mean boundary conditions used for this study are shown in Fig. (13) . Results from a steady-state simulation of this case are compared to the time-mean of an unsteady solution produced by means of the harmonic balance solver. Identical time-averaged boundary conditions are applied at the inlet in both the steadystate and the unsteady cases. In the unsteady model, a hot wake is prescribed at the inlet to simulate the effect of inlet guide vanes upstream of the turbine blade. The prescribed wake has a Gaussian profile with a width of 15% of the pitch, and a peak temperature that exceeds the mean inflow by 20%. The pitch ratio (wake-to-rotor) is 1.417, corresponding to a phase lag of 150 degrees. Two harmonics of the wake passing frequency are retained the the unsteady, harmonic balance simulation.
Representative, instantaneous contours of temperature from the unsteady run are shown in Fig. (14) . This figure gives some appreciation for the magnitude of unsteadiness present. Here we see the peak temperature in the wake is 389 K, which corresponds to the prescribed 20% difference of about 64 degrees K as compared to the mean inlet (static) temperature of 323 K. The steady temperature field, and the time-mean of the unsteady temperature field, are presented in Fig. (15(a) ). Clearly, these two results indicate that a significant difference exists between the steady-state solution and the time-mean of the unsteady solution. This is further highlighted by Fig. (15(b) ) which shows contours of the difference between these two fields. From this figure we see that, while the temperature difference at the inlet is near zero (i.e. the steady inlet conditions match the time-mean of the unsteady conditions), the temperature difference elsewhere is as large as 17.7 degrees K on the suction side of the blade, and 9.9 degrees K on the pressure side. These differences correspond to more than 5%, and 3%, respectively, of the mean inlet value.
The time-mean of the unsteady temperature on the blade surface is plotted in Fig. (16) . This figure also includes the steadystate results. Here again we see predicted blade surface temperatures that differ by as much as 5% of the mean value. These differences make sense when one considers the magnitude of unsteadiness in this case. 
CONCLUSIONS
This work presents two different approaches -the nearest neighbor and the all blade row algorithms -for obtaining an unsteady solution to time-periodic flows by means of the implicitly coupled, non-linear harmonic balance method. The all blade row approach retains all frequencies arising from unsteady interaction between a given blade row and all other blade rows in the simulation. Alternatively, the nearest neighbor approach considers only adjacent blade row interactions and retains a reduced frequency set containing only those dominant harmonics. By applying both approaches to a two-stage turbine cascade, and by comparing the mean and unsteady solutions computed by the two methods, this paper establishes that the nearest neighbor approach captures the unsteady effects in the solution with acceptable accuracy compared to that of the all blade row approach. Furthermore, it is shown that the nearest neighbor method computes the unsteady solution at a computational cost that is over an order of magnitude lower than that of the all blade row method. Hence, the harmonic balance approach using the nearest neighbor algorithm can be efficiently used to accurately compute solutions to unsteady flows through multi-stage turbo machines. This paper also demonstrates the importance of including unsteady effects when carrying out such simulations, even if the objective is just to accurately predict the time-averaged solution. This is demonstrated via two separate cases: a two-stage, cooled turbine cascade, and an isolated, low-speed turbine blade row with prescribed wake. In both the cases, a comparison is made between the steady-state and time-averaged, unsteady flow (especially temperature) to demonstrate that differences exist between these methods of analysis. It is shown that such differences become larger and more significant as the strength of the inlet wake and the amplitudes of the unsteadiness increase in the flow field.
Finally, this work demonstrates that the harmonic balance method can be used to obtain an unsteady solution to flows through complex geometries at a reasonable computational cost, closely comparable to that of a steady-state analysis. This is primarily attributed to the fact that a time accurate, unsteady solution can be computed by this approach through retaining just a few harmonics, typically two to three, of the dominant blade passing frequencies between adjacent blade rows as identified by the nearest neighbor algorithm.
