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NOTES ON C-GRADED MODULES OVER AN AFFINE
SEMIGROUP RING K[C]
KOHJI YANAGAWA
Abstract. Let C ⊂ Nd be an affine semigroup, and R = K[C] its semigroup
ring. This paper is a collection of various results on “C-graded” R-modules
M =
⊕
c∈C
Mc, especially, monomial ideals of R. For example, we show the fol-
lowing: IfR is normal and I ⊂ R is a radicalmonomial ideal (i.e., R/I is a general-
ization of Stanley-Reisner rings), then the sequentially Cohen-Macaulay property
of R/I is a topological property of the “geometric realization” of the cell com-
plex associated with I. Moreover, we can give a squarefree modules/constructible
sheaves version of this result. We also show that if R is normal and I ⊂ R is a
Cohen-Macaulay monomial ideal then
√
I is Cohen-Macaulay again.
1. Introduction
First, we fix the notation used throughout this paper. Let C ⊂ Zd ⊂ Rd be
an affine semigroup (i.e., C is a finitely generated additive submonoid of Zd), and
R := K[xc | c ∈ C] ⊂ K[x±11 , . . . , x±1d ] the semigroup ring of C over a field K. Here
xc for c = (c1, . . . , cd) ∈ C denotes the monomial
∏d
i=1 x
ci
i . We always assume that
ZC = Zd and C ∩ (−C) = {0}. Thus dimR = d and m := (xc | 0 6= c ∈ C) is a
maximal ideal of R.
Of course, R =
⊕
c∈C Kx
c is a Zd-graded ring. We say a Zd-graded ideal of R is
a monomial ideal. Let *ModR be the category of Zd-graded R-modules and their
degree preserving R-homomorphisms, and *modR its full subcategory consisting
of finitely generated modules. As usual, for M ∈ *ModR and a ∈ Zd, Ma denotes
the degree a component of M , and M(a) denotes the shifted module of M with
M(a)b = Ma+b. We say M ∈ *ModR is C-graded, if Ma = 0 for all a 6∈ C.
A monomial ideal I ⊂ R and the quotient ring R/I are C-graded modules. Let
*modC R be the full subcategory of *modR consisting of C-graded modules.
Miller [14] proved that *modC R has enough injectives and any object has a
minimal injective resolution in this category, which is unique up to isomorphism and
has finite length. This resolution is called a minimal irreducible resolution, since an
indecomposable injective in *modC R corresponds to a monomial irreducible ideal.
In §2, under the assumption that R is Cohen-Macaulay and simplicial, we show
that information on M ∈ *modC R such as depth and Cohen-Macaulay property
can be read off from numerical invariants of the minimal irreducible resolution ofM
(something analogous to “Bass numbers”). One might think these results should be
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a variant of the fact that depth and related conditions can be characterized by Bass
numbers. But this insight is not quite correct. Philosophically, our result is rather
closer to a theorem of Eagon and Reiner [2] stating that the Stanley-Reisner ring
of a simplicial complex ∆ is Cohen-Macaulay if and only if that of the Alexander
dual ∆∗ has a linear free resolution, and Miller’s generalization of this result to
finitely generated Nd-graded modules over a polynomial ring K[x1, . . . , xd] (see
[13]). In fact, in the polynomial ring case, the “Alexander dual” of our Theorem 2.6
corresponds to his [13, Theorem 4.20]. But the proofs are not similar.
In §§3-6, we assume that R is normal (but not necessarily simplicial). In §3, we
study the full subcategory Sq of *modC R consisting of squarefree modules. The
notion of squarefree modules over a normal semigroup ring was introduced by the
author in [22]. A monomial ideal I ⊂ R is squarefree if and only if it is a radical
ideal (i.e., I =
√
I). The category Sq behaves much nicer than *modC R as shown
in [22]. In this paper, we show that a squarefree module M is sequentially Cohen-
Macaulay (a non-pure generalization of the Cohen-Macaulay property) if and only
if the linear strand of its minimal irreducible resolution is acyclic.
In §4, assuming that R is normal, we study the quotient ring R/I by a radi-
cal monomial ideal I, focusing on the problem when R/I is sequentially Cohen-
Macaulay. When R is a polynomial ring, R/I is usually called a Stanley-Reisner
ring. As a Stanley-Reisner ring is associated with a simplicial complex, our R/I is
associated with a polyhedral complex ∆ contained in the polyhedral cone R≥0C ⊂
Rd. So we denote it by K[∆]. Our K[∆] is a special case of the rings Stanley
constructed from more general polyhedral complexes in [18, §4], but still an inter-
esting class. On the other hand, the sequentially Cohen-Macaulay property has
become important in the theory of Stanley-Reisner rings, since it is closely related
to non-pure shellability and shifting of simplicial complexes (c.f. [17, 3]). Among
other things, we show that the sequentially Cohen-Macaulay property of K[∆] is
a topological property of the “geometric realization” |∆| ⊂ B of the complex ∆.
Here B is a (d−1)-dimensional polytope which is the intersection of the cone R≥0C
and a hyperplane H ⊂ Rd.
With the above notation, a squarefree module M gives a K-constructible sheaf
M+ on B. For example, K[∆]+ is theK-constant sheaf on the geometric realization
|∆| ⊂ B. As shown in [23], we can connect the local cohomology ofM and the sheaf
cohomology of M+. More precisely, we have [H i+1
m
(M)]0 ∼= H i(B;M+) for all i ≥ 1
and an exact sequence 0 → [H0
m
(M)]0 → M0 → H0(B;M+) → [H1m(M)]0 → 0.
We say M ∈ Sq is regular, if [H0
m
(M)]0 = [H
1
m
(M)]0 = 0. For all M ∈ Sq, there
is a unique M ∈ Sq which is regular and M+ ∼= M+. In §5, we show that if M
is regular then the (sequentially) Cohen-Macaulay property of M depends only on
the sheaf M+. This result can imply the main result of §4.
Assume that R is normal and I ⊂ R is a (not necessarily monomial) ideal. In
§6, generalizing a result of Herzog, Takayama and Terai [9], we show that if R/I
is Cohen-Macaulay and
√
I is a monomial ideal, then R/
√
I is Cohen-Macaulay
again. (If
√
I is not a monomial ideal, this statement does not hold. Otherwise, if
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I ⊂ S := K[x1, . . . , xd] defines a set theoretic complete intersection subscheme of
Ad, then S/
√
I must be Cohen-Macaulay. This is clearly strange.)
Let S = K[x1, . . . , xd] be a polynomial ring, and I ⊂ S a monomial ideal.
Recently, Takayama [20] showed that the range { a ∈ Zd | [H i
m
(S/I)]a 6= 0 } is
controlled by the degrees of minimal generators of I (especially, when H i
m
(S/I) has
finite length). In §6, after giving a simple new proof of this result, we will (partially)
extend it to affine semigroup rings. For example, we prove the following: Assume
that R is normal and simplicial. ForM ∈ *modC R, H im(M) has finite length if and
only if H i
m
(M) is C-graded. A similar result holds for arbitrary affine semigroup
rings, but some modification is necessary.
2. Irreducible resolutions over Cohen-Macaulay simplicial
semigroup rings
We use the same notation as in the introduction. Let R≥0 := {r ∈ R | r ≥ 0} be
the set of non-negative real numbers, and P := {∑ γici | γi ∈ R≥0, ci ∈ C } ⊂ Rd
the polyhedral cone spanned by C. Let L be the set of (non-empty) faces of P.
Note that P itself and {0} belong to L. For F ∈ L, PF denotes the monomial ideal
(xc | c ∈ C \ F ) of R. Then PF is a prime ideal. Conversely, any monomial prime
ideal of R is of the form PF for some F ∈ L.
It is well-known that *ModR has enough injectives (c.f. [15, Chapter 11]). We
denote the injective hull of R/PF in *ModR by
∗E(R/PF ). Assume that M ∈
*ModR is indecomposable. Then M is injective in *ModR if and only if there are
some a ∈ Zd and F ∈ L such that M ∼= ∗E(R/PF )(−a). Recall that M ∈ *ModR
has a minimal injective resolution in *ModR, which is unique up to isomorphism.
For a monomial prime ideal PF , set µi(PF ,M) := dimK(F )(Ext
i
R(R/PF ,M)⊗RPF ),
where K(F ) is the quotient field of R/PF . It is well-known that if J
• is a minimal
injective resolution of M in *ModR, then we have J i ∼= ⊕ ∗E(R/PF )µi(PF ,M) for
all i as underlying R-modules (i.e., if we forget the grading of the modules).
We say an ideal I ⊂ R is irreducible if every expression I = I1 ∩ I2 of I as an
intersection of two ideals satisfies that I = I1 or I = I2. An irreducible ideal is
always a primary ideal, while the converse is not true. In particular, the radical√
I of an irreducible ideal I is a prime ideal. According to Miller [14], we use the
letter W to denote a monomial irreducible ideal. Then we have
√
W = PF for some
F ∈ L. In this case, dim(R/W ) equals the dimension of F as a polyhedral cone.
When R is a polynomial ring K[x1, . . . , xd], I is a monomial irreducible ideal if and
only if it is a complete intersection ideal generated by powers of variables.
For M ∈ *ModR, we say the submodule ⊕
c∈C Mc is the C-graded part of M ,
and we denote it by MC .
Proposition 2.1 (Miller [14, §2]). We have the following.
(1) Let I ⊂ R be a monomial ideal. Then I is irreducible if and only if there
are some a ∈ C and F ∈ L such that R/I ∼= [∗E(R/PF )(−a)]C .
(2) The category *modC R has enough injectives. An indecomposable module
M is injective in *modC R if and only if M ∼= R/W for some monomial
irreducible ideal W ⊂ R.
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We say an injective resolution in *modC R is an irreducible resolution.
Theorem 2.2 (Miller [14, Theorem 2.4]). LetM ∈ *modC R be a C-graded module,
and J• a minimal injective resolution of M in *ModR. Then the C-graded part
[J•]C of J• is an irreducible resolution of M , and has finite length.
We say the irreducible resolution given in Theorem 2.2 is a minimal irreducible
resolution. Every M ∈ *modC R has a minimal irreducible resolution, and this is
unique up to isomorphism. Any irreducible resolution is a direct sum of a minimal
one and an exact sequence. It is noteworthy that Helm and Miller [8] gave an
algorithm to compute minimal irreducible resolutions.
Let I• be a minimal irreducible resolution of M ∈ *modC R. Then, for a mono-
mial irreducible ideal W and an integer i ≥ 0, we have νi(W,M) ∈ N satisfying
I i ∼=
⊕
(R/W )νi(W,M).
Note that
(2.1) µi(PF ,M) ≥
∑
√
W=PF
νi(W,M)
for all F ∈ L. Set ir-dimM := max{ i | I i 6= 0 }. Theorem 2.2 states that
ir-dimM <∞ for all M . But, if R is not a polynomial ring, then sup{ ir-dimM |
M ∈ *modC R } =∞. In fact, for a given integer n, we have ir-dim( (R/m)(−c) ) >
n for sufficiently “large” c ∈ C.
Lemma 2.3. LetM ∈ *modC R. If ν0(W,M) 6= 0, then
√
W is an associated prime
of M . Conversely, if PF is an associated prime of M , then there is a monomial
irreducible ideal W with
√
W = PF and ν0(W,M) 6= 0. In particular, dimM =
max{ dim(R/W ) | ν0(W,M) 6= 0 }.
Proof. The first assertion follows from (2.1). Since M is a submodule of I0 :=⊕
(R/W ′)v0(W
′,M) and an irreducible ideal is a primary ideal, we have Ass(M) ⊂
Ass(I0) = {√W ′ | v0(W ′,M) 6= 0}. So the second statement follows. The last
assertion is easy. 
For further information on irreducible resolutions, consult [15, Chapter 11].
We say R is simplicial if there are e1, · · · , ed ∈ C such that P = {
∑d
i=1 γiei | γi ∈
R≥0 }. In this case, we have C = Zd ∩ {
∑d
i=1 αiei | αi ∈ Q≥0 }, and {e1, · · · , ed} is
a basis of Rd (and Qd). A polynomial ring K[x1, . . . , xd] is a primary example of a
simplicial semigroup ring.
Lemma 2.4. Assume that R is Cohen-Macaulay and simplicial. Then R/W is
Cohen-Macaulay for all monomial irreducible ideal W .
Proof. By Proposition 2.1 (1), there is some a =
∑d
i=1 αiei ∈ C (αi ∈ Q≥0) such
that [∗E(R/PF )(−a)]C ∼= R/W, where F is the face of P with PF =
√
W . We may
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assume that F is spanned by e1, e2, . . . , en as a polyhedral cone. Set H := C ∩ F
to be a submonoid of C, and set
U := {
d∑
i=1
βiei ∈ C | βi ≥ 0 for all i and βi ≤ αi for all i > n }.
Then U is an H-ideal in the sense of [5], that is, H + U ⊂ U . (In [5], they
assumed that U is contained in the group generated by H . But their results hold
without this assumption.) Note that A := K[H ] =
⊕
c∈H Kx
c is a simplicial affine
semigroup ring. Clearly, A ∼= R/PF . But here we regard A as a subring of R via
the inclusion H ⊂ C. As an A module, R/W is isomorphic to K[U ], and it is
finitely generated. Since R = K[C] is Cohen-Macaulay, U satisfies the condition
(iii) of [5, Theorem 2,2] as an H-ideal. Thus R/W is a Cohen-Macaulay module
over A (thus over R). 
Example 2.5. (1) In the non-simplicial case, a monomial irreducible ideal need
not be Cohen-Macaulay, even if the ring is normal. Consider the affine semigroup
C in Z3 generated by (0, 0, 1), (0, 1, 1), (1, 1, 1) and (1, 0, 1). Then the semigroup
ring R of C is normal but not simplicial. We denote the monomials in R with
degrees (0, 0, 1), (0, 1, 1), (1, 1, 1) and (1, 0, 1) by x, y, z and w respectively. Note
that R = K[x, y, z, w]/(xz − yw). Set W = (y2, yz, z2). Then W is an irreducible
ideal, since R/W ∼= [∗E(R/(y, z))(−(1, 1, 1))]C. But computation by Macaulay 2
shows that R/W is not Cohen-Macaulay.
(2) If R is normal (but not necessarily simplicial), then R/PF is a normal semi-
group ring (in particular, Cohen-Macaulay) for any monomial prime ideal PF . If
R is simplicial and Cohen-Macaulay, then so is R/PF by Lemma 2.4. On the
other hand, if R is Cohen-Macaulay but not simplicial, then R/PF need not be
Cohen-Macaulay. The following example is due to Professor Ngo Viet Trung.
The affine semigroup ring R := k[s4, s3t, st3, t4, s4u, t4u] is Cohen-Macaulay. But
P = (s4u, t4u) is a prime ideal and R/P ∼= k[s4, s3t, st3, t4] is not Cohen-Macaulay.
When R is Cohen-Macaulay, ωR denotes the canonical module of R.
Theorem 2.6. If R is Cohen-Macaulay and simplicial, and M ∈ *modC R, then
we have
(2.2) depthRM = min{ dim(R/W ) + i | νi(W,M) 6= 0 }.
Proof. Let I• : 0 → I0 d0→ I1 d1→ · · · be a minimal irreducible resolution of M , and
set Ωi(M) := ker(di). Of course, Ω0(M) = M . Set δ to be the right hand side of
(2.2).
To prove depthRM ≥ δ, we will show that depth(Ωi(M)) ≥ δ − i for all i by
backward induction on i. (Here we set the depth of the 0 module to be +∞.)
If i ≥ d, there is nothing to prove. Assume that depthR(Ωi+1(M)) ≥ δ − i − 1.
Consider the short exact sequence
(2.3) 0→ Ωi(M)→ I i → Ωi+1(M)→ 0.
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Recall that I i =
⊕
(R/W )νi(W,M) and each R/W is Cohen-Macaulay by Lemma 2.4.
By the assumption, if νi(W,M) 6= 0 then dim(R/W ) ≥ δ− i. So depthR I i ≥ δ− i.
By (2.3), we have depthR(Ω
i(M)) ≥ δ − i.
We can take n ∈ N such that νn(W,M) 6= 0 for someW with dim(R/W ) = δ−n.
To prove depthRM = δ, we will show that depthR(Ω
i(M)) = δ − i for all i ≤ n
by backward induction on i. Since
√
W is an associated prime of Ωn(M) and
dim(R/
√
W ) = δ − n, we have depthR(Ωn(M)) ≤ δ − n. (In fact, we have
Hδ−n
m
(Ωn(M))∨ ∼= Extd−δ+nR (Ωn(M), ωR) 6= 0 by an argument similar to [1, Theo-
rem 8.1.1].) But we have seen that depthR(Ω
n(M)) ≥ δ−n. So depthR(Ωn(M)) =
δ − n. Assume that depthR(Ωi+1(M)) = δ − i− 1. Since depth I i ≥ δ − i, we have
depthR(Ω
i(M)) = δ − i by (2.3). 
The following is an easy consequence of the theorem.
Corollary 2.7. Assume that R is Cohen-Macaulay and simplicial. Then M ∈
*modC R is a Cohen-Macaulay module of dimension p if and only if νi(W,M) 6= 0
implies p− i ≤ dim(R/W ) ≤ p for all i.
We can also characterize Serre’s condition (Sn) in our context.
Theorem 2.8. Assume that R is Cohen-Macaulay and simplicial. If I ⊂ R is a
monomial ideal with dim(R/I) = p, then the following are equivalent for an integer
n ≥ 2.
(a) R/I satisfies Serre’s condition (Sn).
(b) If i ≤ n− 1 and dim(R/W ) < p− i, then νi(W,R/I) = 0.
To prove the theorem, we need the following (more or less) well-known facts.
Note that these facts hold in much wider context (e.g., over a noetherian local ring
admitting a dualizing complex).
Lemma 2.9. For a monomial ideal I ⊂ R and a module M ∈ *modR, we have
the following.
(1) We always have dim(ExtjR(M,ωR)) ≤ d − j. And the equality holds if and
only if there is an associated prime P of M with dim(R/P ) = d− j.
(2) If R/I satisfies the (Sn) condition for some n ≥ 2, then all associated primes
of R/I have the same dimension.
(3) Let n ≥ 2. Then R/I satisfies (Sn) if and only if dim(ExtjR(R/I, ωR)) ≤
d− j − n for all j > d− dim(R/I).
Proof. (1) Essentially same as [1, Theorem 8.1.1].
(2) See [7, Remark 2.4.1].
(3) Follows from (2) and the local duality. 
The parts (2) and (3) of Lemma 2.9 do not hold for a moduleM . So Theorem 2.8
only concerns ideals. But if all minimal primes of M ∈ *modC R have the same
dimension, then Theorem 2.8 holds for M .
Proof of Theorem 2.8. Set A := R/I. As before, let I• : 0 → I0 d0→ I1 d1→ · · · be a
minimal irreducible resolution of A, and set Ωi(A) := ker(di).
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Assume that A satisfies the condition (b). Then ExtjR(I
i, ωR) = 0 for all i < n
and j > d− p+ i by Lemma 2.4. The short exact sequence (2.3) yields
ExtjR(Ω
i(A), ωR) ∼= Extj+1R (Ωi+1(A), ωR)
for all i < n− 1 and j > d− p+ i. Using this, we get
ExtjR(A, ωR)
∼= Extj+n−1R (Ωn−1(A), ωR)
for all j > d − p. In this case, the dimension of any associated prime of Ωn−1(A)
is at least p− n+ 1 by (b), and we have dim(Extj+n−1R (Ωn−1(A), ωR)) ≤ d− j − n
by Lemma 2.9 (1) (note that j + n− 1 > d− p+ n− 1). Thus A satisfies the (Sn)
condition by Lemma 2.9 (3).
Conversely, assume that A satisfies (Sn) for some n ≥ 2 but νi(W,A) 6= 0 for
some i ≤ n − 1 and some W with dim(R/W ) ≤ p − i − 1. Set P = √W . Then
dimAP ≥ p− (p− i− 1) = i+ 1. But, we have ExtiR(R/P,A) 6= 0 by (2.1). Hence
depthRP AP ≤ i < min{n, dimAP}. It contradicts (Sn). 
Definition 2.10. We say M ∈ *modR is a generalized Cohen-Macaulay module if
H i
m
(M) has finite length (i.e., dimK H
i
m
(M) < ∞) for all i < dimM . We can also
define this concept over a noetherian local ring in a similar way.
By Lemma 2.9 (1), all minimal primes of a generalized Cohen-Macaulay module
have the same dimension.
Proposition 2.11. Assume that R is Cohen-Macaulay and simplicial. For M ∈
*modC R with dimM = p, M is a generalized Cohen-Macaulay module if and only
if νi(W,M) = 0 for all i and all W with 0 < dim(R/W ) < p− i.
Proof. (Sufficiency) By argument similar to the proof of Theorem 2.6, Hj
m
(Ωi(M))
has finite length for all j < p− i. Since Ω0(M) =M , we are done.
(Necessity) We will prove the contrapositive. Assume that νn(W,M) 6= 0 for
some n ≥ 0 and some W with 0 < dim(R/W ) < p − n. We may assume that
n is minimum among such integers, and set q := dim(R/W ). We can prove that
Hq+n−i
m
(Ωi(M)) does not have finite length for all i ≤ n by backward induction.
Since Ω0(M) = M and q + n < p, M is not generalized Cohen-Macaulay. 
The notion of Buchsbaum modules is an intermediate concept between Cohen-
Macaulay modules and generalized Cohen-Macaulay modules. [19] is a nice intro-
duction of this theory.
Proposition 2.12. Assume that R is Cohen-Macaulay and simplicial. Let M ∈
*modC R be a C-graded module of dimension p. If νi(W,M) = 0 for all i ≥ 0 and
all monomial irreducible ideal W with W 6= m and dim(R/W ) < p− i, then M is
Buchsbaum.
Proof. By an argument similar to the above, we can see that [H i
m
(M)]a = 0 for all
i < p and all 0 6= a ∈ Zd. So the assertion follows from [23, Corollary 4.6]. 
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3. Squarefree modules over a normal semigroup ring
For the results in the previous section, the assumption thatR is simplicial is really
necessary. But when we consider radical monomial ideals in a normal semigroup
ring, we can remove this assumption.
Throughout this section, we assume that R is normal.
For a point u ∈ P (= R≥0C), we always have a unique face F ∈ L whose relative
interior contains u. In this notation, we denote s(u) = F .
Definition 3.1 ([22]). Assume that R is normal. We say an R-module M is
squarefree, if M ∈ *modC R and the multiplication map Ma ∋ y 7→ xby ∈Ma+b is
bijective for all a,b ∈ C with s(a+ b) = s(a).
For a monomial ideal I ⊂ R, I (or R/I) is a squarefree module if and only if I is
a radical ideal (i.e., I =
√
I). Since the canonical module ωR of R is isomorphic to
the ideal (xc | c ∈ C with s(c) = P ), it is also squarefree. It is easy to check that
if M is squarefree, we have dimK Ma = dimK Mb for all a,b ∈ C with s(a) = s(b).
Let us recall basic properties of squarefree modules. See [22] for detail. Sq
denotes the full subcategory of *ModR consisting of squarefree modules. Then
Sq is closed under kernels, cokernels and extensions in *ModR. Hence Sq is an
abelian category. Moreover, it admits enough projectives and injectives, and an
indecomposable injective object is isomorphic to R/PF for some F ∈ L.
IfM ∈ *modR and N ∈ *ModR, then the R-module HomR(M,N) has a natural
Zd-grading with HomR(M,N)a = Hom*ModR(M,N(a)). Similarly, Ext
i
R(M,N) has
a natural Zd-grading.
Lemma 3.2 ([22]). Let M be a squarefree R-module, and I• its minimal irreducible
resolution. Then we have the following.
(1) If νi(W,M) 6= 0 for some i ≥ 0, then W is a prime ideal. Moreover, I• is
a minimal injective resolution of M in Sq.
(2) dim I i > dim I i+1 for all i. In particular, ir-dimM ≤ d.
(3) ExtiR(M,ωR) is squarefree for all i.
Let M be a squarefree module. For each F ∈ L, take some c(F ) ∈ C ∩ rel-int(F )
(i.e., s(c(F )) = F ). If F,G ∈ L and G ⊃ F , [22, Theorem 3.3] gives a K-linear
map ϕMG,F : Mc(F ) →Mc(G). These maps satisfy ϕMF,F = Id and ϕMH,G ◦ ϕMG,F = ϕMH,F
for all H ⊃ G ⊃ F .
Theorem 3.3 ([22, Theorem 4.15]). For M ∈ Sq and F ∈ L with dimF = t, we
have
(3.1) νi(PF ,M) = dimK [Ext
d−i−t
R (M,ωR)]c(F ).
Since Extd−i−tR (M,ωR) is squarefree, the value of the right side of the equality
(3.1) does not depend on the choice of c(F ).
Propositions 3.4, 3.5 and 3.6, which follow from Theorem 3.3, are the square-
free modules version of results in the previous section. While (the latter part of)
Proposition 3.4 has been stated in [22], we state it here for the reader’s convenience.
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Since R/PF is always Cohen-Macaulay whenever R is normal, we can also prove
these results by arguments similar to the previous section.
Proposition 3.4 ([22]). If M ∈ Sq, then depthRM = min{ dim(R/PF ) + i |
νi(PF ,M) 6= 0 }. In particular, M is a Cohen-Macaulay module of dimension p if
and only if νi(PF ,M) = 0 for all i and all PF with dim(R/PF ) 6= p− i .
Proposition 3.5. If I ⊂ R is a radical monomial ideal with dim(R/I) = p, then
the following are equivalent for an integer n ≥ 2.
(a) R/I satisfies Serre’s condition (Sn).
(b) If i ≤ n− 1 and dim(R/PF ) 6= p− i, then νi(PF , R/I) = 0.
For squarefree modules, we can prove the converse of Proposition 2.12 by virtue
of [23, Corollary 4.6].
Proposition 3.6. Assume that R is normal. Let M be a squarefree R-module
of dimension p. Then M is Buchsbaum, if and only if it is generalized Cohen-
Macaulay, if and only if νi(PF ,M) = 0 for all i and all monomial prime ideal PF
with dim(R/PF ) 6= 0, p− i.
The linear strand of a minimal free resolution of a finitely generated graded
module over a polynomial ring is an important notion introduced by Eisenbud (c.f.
[4]). Here we introduce the analog of this concept for an irreducible resolution of
squarefree modules. (Miller also studied this concept implicitly. See [14, §3].)
Let M be a squarefree R-module, and I• its minimal irreducible resolution.
For each l ∈ N, we define the l-linear strand linl(M) of (the minimal irreducible
resolution of) M as follows: The term linl(M)
i of cohomological degree i is⊕
dim(R/PF )=l−i
(R/PF )
νi(PF ,M),
which is a direct summand of I i =
⊕
(R/PF )
νi(PF ,M), and the differential linl(M)
i →
linl(M)
i+1 is the corresponding component of the differential I i → I i+1 of I•. By
Proposition 3.4, M is a Cohen-Macaulay module of dimension p if and only if
I• ∼= linp(M). Set lin(M) :=
⊕
0≤l≤d linl(M).
Using spectral sequence argument, we can construct lin(M) from a (not neces-
sarily minimal) irreducible resolution J• of M . For each i ∈ N, let J i ∼= ⊕j≥0 J i,j
be a decomposition with dim(J i,j) = j or J i,j = 0. Consider the filtration J• =
F0J
• ⊃ F1J• ⊃ · · · ⊃ FdJ• = 0 with FpJ i =
⊕
j≤d−p J
i,j , and the associated
spectral sequence {E∗,∗r , dr}. Since FpJ i is a direct summand of J i, we have
Ep,q0 = (FpJ
p+q/Fp+1J
p+q) ∼= Jp+q,d−p and J t0 :=
⊕
p+q=tE
p,q
0
∼= J t. The maps
dp,q0 : E
p,q
0 → Ep,q+10 make J•0 a cochain complex. On the other hand, we always
have a decomposition J• = I• ⊕ T • such that I• is minimal and T • is exact. If
we identify J t0 with J
t = I t ⊕ T t, the differential d0 of J•0 is given by (0, dT •). As
before, let I i ∼= ⊕j≥0 I i,j be a decomposition with dim(I i,j) = j or I i,j = 0. Then
we have Ep,q1
∼= FpIp+q/Fp+1Ip+q ∼= Ip+q,d−p and J t1 :=
⊕
p+q=tE
p,q
1
∼= I t. The maps
dp,q1 : E
p,q
1 → Ep+1,q1 make J•1 a cochain complex, which is isomorphic to lin(M).
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A minimal injective resolution of ωR in *ModR is of the form
(3.2) I• : 0→ I0 → I1 → · · · → Id → 0,
I i =
⊕
F∈L
dimF=d−i
∗E(R/PF )
and the differential is composed of the maps (±1) nat : ∗E(R/PF ) → ∗E(R/PF ′)
for F, F ′ ∈ L with F ⊃ F ′ and dimF = dimF ′ + 1, where nat : ∗E(R/PF ) →
∗E(R/PF ′) is induced by the natural surjection R/PF → R/PF ′, and the sign ± is
given by an incidence function (c.f. [1, §6.2]) of P.
Let Db(Sq) be the bounded derived category of Sq. By [23, Lemma 2.3], we
have Db(Sq) ∼= DbSq(*ModR), so we will identify these categories. For a complex
M• and an integer n, let M•[n] be the nth translation of M•. That is, M•[n] is a
complex with M i[n] =M i+n. Since ExtiR(M,ωR) ∈ Sq for all M ∈ Sq,
D(−) := RHomR(−, ωR)
gives a contravariant functor from Db(Sq) to itself satisfying D ◦D ∼= IdDb(Sq).
For M ∈ *ModR, we say the submodule ⊕
c∈C Mc is the C-graded part of M .
Since R is normal now, the C-graded part of ∗E(R/PF ) is isomorphic to R/PF (c.f.
[15, Chapter 13]). Moreover, we have the following.
Lemma 3.7. Assume that R is normal. For M ∈ Sq and F ∈ L, the C-graded
part of HomR(M,
∗E(R/PF )) is isomorphic to (Mc(F ))∗ ⊗K (R/PF ).
Proof. When R is a polynomial ring, this result was given in [21, Lemma 3.20]. The
general case can be proved by essentially same argument. But we give a precise
proof here for the reader’s convenience.
Let M ′ be the submodule of M generated by Mc(F ). By the injectivity of
∗E(R/PF ), f ∈ Hom*ModR(M ′, ∗E(R/PF )(c)) for c ∈ C can be extended to M →
∗E(R/PF )(c). On the other hand, if c′ ∈ C \ F , then [∗E(R/PF )]c+c′ = 0. Hence,
for 0 6= g ∈ Hom*ModR(M, ∗E(R/PF )(c)), there is some c′ ∈ F such that g(y) 6= 0
for some y ∈Mc′ . In this situation, we have g(xc(F )y) = xc(F )g(y) 6= 0. Since M is
squarefree and s(c(F )) = s(c(F ) + c′), there is z ∈Mc(F ) such that xc′z = xc(F )y.
Clearly, g(z) 6= 0. Hence the restriction g|M ′ of g ∈ Hom*ModR(M, ∗E(R/PF )(c))
to M ′ is 0 if and only if g = 0. Combining these observations, we have
[HomR(M
′, ∗E(R/PF ))]C ∼= [HomR(M, ∗E(R/PF ))]C .
Since ann(y) ⊂ PF for all 0 6= y ∈ Mc(F ), f ∈ HomK(Mc(F ), ∗E(R/PF )(c)) can
be extended to f˜ ∈ Hom*ModR(M ′, ∗E(R/PF )(c)). Note that ∗E(R/PF )c+c(F ) 6=
0 if and only if ∗E(R/PF )c+c(F ) ∼= K if and only if c ∈ F . Hence we have
[HomR(M
′, ∗E(R/PF ))]C ∼= (Mc(F ))∗ ⊗K R/PF as graded K-vector spaces. But
it is easy to see that this is also an isomorphism of R-modules. 
Lemma 3.8. Assume that R is normal. IfM ∈ Sq, then D(M) is quasi-isomorphic
to the complex D• : 0→ D0 → D1 → · · · → Dd → 0 with
(3.3) Di =
⊕
F∈L
dimF=d−i
(Mc(F ))
∗ ⊗K (R/PF ).
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Here the differential is the sum of the maps
(±ϕMF,F ′)∗ ⊗ nat : (Mc(F ))∗ ⊗K R/PF → (Mc(F ′))∗ ⊗K R/PF ′
for F, F ′ ∈ L with F ⊃ F ′ and dimF = dimF ′ + 1, and nat denotes the natural
surjection R/PF → R/PF ′.
Moreover, if M• ∈ Db(Sq), then D(M•) is quasi-isomorphic to the total com-
plex of the double complex W i,j(M•) = Di(M−j). Here the differential W i,j =
Di(M−j)→W i+1,j = Di+1(M−j) is the ith differential of D•(M−j) and the differ-
ential
W i,j =
⊕
F∈L
dimF=d−i
(M−j
c(F ))
∗ ⊗K (R/PF ) −→W i,j+1 =
⊕
F∈L
dimF=d−i
(M−j−1
c(F ) )
∗ ⊗K (R/PF )
is induced by the differential ∂−j−1M• : M
−j−1 →M−j of M•.
Proof. When R is a polynomial ring, the assertion was given in [24, §3]. The
general case can be proved by a similar argument to [24]. Here we only remark
that RHomR(M
•, ωR) is quasi-isomorphic to Hom•R(M
•, I•) where I• is the minimal
injective resolution of ωR described in (3.2), and the isomorphism (3.3) clearly
follows from Lemma 3.7. 
Convention. In the sequel, as an explicit complex, D(M•) for M• ∈ Db(Sq)
means the complex described in Lemma 3.8.
The next result refines Theorem 3.3.
Theorem 3.9. Assume that R is normal. If M ∈ Sq, then we have lini(M) ∼=
D(Extd−iR (M,ωR))[d− i] for all i.
Proof. Note that D ◦ D(M) is a complex of injective objects in Sq, and quasi-
isomorphic to M . Hence it is a (non-minimal) irreducible resolution of M . Set
J• := D ◦D(M) and N• := D(M). Recall that J• = D(N•) is the total complex
of the double complex W •• defined in Lemma 3.8. We use the same notation as
in the spectral sequence construction of lin(M). Recall that J i ∼= J i0 for all i. The
construction of J•0 cancels the horizontal differential of W
•• (i.e., the differential
which comes from that of D(N i)). Hence the differential of J•0 is just induced by
that of N•. So if we set H(N•) to be the complex such that H(N•)i = H i(N) for
all i and the differential maps are zero, then J•1 is isomorphic to D(H(N
•)). Since
the ith cohomology of H(N•) is H i(N) = ExtiR(M,ωR), the assertion follows. 
Definition 3.10 (Stanley, [17]). Let M ∈ *modR. We say M is sequentially
Cohen-Macaulay if there is a finite filtration
0 = M0 ⊂ M1 ⊂ · · · ⊂Mr = M
of M by graded submodules Mi satisfying the following conditions.
(a) Each quotient Mi/Mi−1 is Cohen-Macaulay.
(b) dim(Mi/Mi−1) < dim(Mi+1/Mi) for all i.
Corollary 3.11. Let M ∈ Sq. Then M is sequentially Cohen-Macaulay if and
only if lin(M) is acyclic (i.e., H i(lin(M)) = 0 for all i 6= 0).
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Proof. For 0 6= N ∈ Sq, H i(D(N)) = 0 for all i 6= n if and only if N is Cohen-
Macaulay and dimN = d − n. By Theorem 3.9, lin(M) is acyclic if and only if
Extd−iR (M,ωR) is a Cohen-Macaulay module of dimension i for all i. So the assertion
follows from [17, Theorem III.2.11]. 
Remark 3.12. Assume that R is a polynomial ring. It is easy to see that lin(M)
of M ∈ Sq is acyclic if and only if the Alexander dual of M is componentwise
linear (see, for example, [16, 24] for this concept). So Corollary 3.11 generalizes
[16, Theorem 4.5].
4. Sequentially Cohen-Macaulay face rings
In this section, we always assume that R is normal.
We have a hyperplane H ⊂ Rd such that B := H ∩ P is a (d − 1)-dimensional
polytope. Clearly, B has the topology induced by the Euclidean space Rd, and B
is homeomorphic to a closed ball of dimension d − 1. For a face F ∈ L, set |F |
to be the relative interior of F ∩ H . Regarding L as a partially ordered set by
inclusions, we say ∆ ⊂ L is an order ideal, if ∆ is a non-empty subset such that;
F ∈ ∆, G ∈ L and F ⊃ G ⇒ G ∈ ∆. If ∆ is an order ideal, then |∆| := ⋃F∈∆ |F |
is a closed subset of B, and
⋃
F∈∆ |F | is a regular cell decomposition (c.f. [1, §6.2])
of |∆|. Up to homeomorphism, (the regular cell decomposition of) |∆| does not
depend on the particular choice of the hyperplane H . The dimension dim |∆| of
|∆| is given by max{ dim |F | | F ∈ ∆ }. Here dim |F | denotes the dimension of |F |
as a cell (we set dim ∅ = −1), that is, dim |F | = dimF − 1.
We assign an order ideal ∆ ⊂ L to the ideal I∆ := (xc | c ∈ C and s(c) 6∈ ∆) of
R. (For the definition of s(c), see the beginning of §3.) Note that I∆ is a radical
ideal, and any radical monomial ideal of R is of the form I∆ for some ∆. Set
K[∆] := R/I∆. Clearly,
K[∆]c ∼=
{
K if c ∈ C and s(c) ∈ ∆,
0 otherwise.
In particular, if ∆ = L (resp. ∆ = { {0} }), then I∆ = 0 (resp. I∆ = m) and
K[∆] = R (resp. K[∆] = K). We have dimK[∆] = dim |∆| + 1. When R is a
polynomial ring, K[∆] is nothing other than the Stanley-Reisner ring of a simplicial
complex ∆. (If R is simplicial, then B is a simplex and ∆ is a simplicial complex.)
Clearly, I∆ and K[∆] are squarefree modules.
Let ∆,Σ ⊂ L be order ideals with ∆ ⊃ Σ. When we consider such a pair, we
assume that Σ 6= { {0} }, but allow the case Σ = ∅. Thus, |Σ| = ∅ if and only if
Σ = ∅. We set I∅ = R. We always have IΣ ⊃ I∆, and I∆/Σ := IΣ/I∆ is a squarefree
R-module. Note that I∆/∅ = K[∆]. We say a pair (∆,Σ) is Cohen-Macaulay if so
is the module I∆/Σ. (The Cohen-Macaulay property of (∆,Σ) depends on char(K).
But, in this paper, we fix the base field K. So we omit the phrase “over K”.)
Clearly, the Cohen-Macaulay property of (∆,Σ) depends only on ∆ \ Σ. For a
topological space X , Sh(X) denotes the category of sheaves of K-vector spaces
on X . Recall that Z := |∆| \ |Σ| admits Verdier’s dualizing complex (over K)
D•Z ∈ Db(Sh(Z)). See [12, V. §2]. Recall a few results from [23], some parts of
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which have been obtained by Stanley [18, §§4,5] (this does not mean that the next
theorem contains corresponding results in [18, §§4,5], since the rings treated there
are more general than ours).
Theorem 4.1 ([23, Theorem 4.9, Proposition 4.10]). We have the following.
(1) K[∆] is Cohen-Macaulay if and only if H−i(D•|∆|) = 0 and H˜ i(|∆|;K) = 0
for all i 6= dim |∆|.
(2) Let (∆,Σ) be a pair of order ideals of L with Σ 6= ∅, and h the embedding
map from Z := |∆| \ |Σ| to its closure Z = |∆|. Then (∆,Σ) is Cohen-
Macaulay if and only if R−ih∗D•Z = 0 and H ic(Z;K) = 0 for all i 6= dimZ.
Here H ic(−) denotes the cohomology with compact support.
Consequently, either Σ = ∅ or Σ 6= ∅, the Cohen-Macaulay property of (∆,Σ)
depends only on the pair of topological spaces (|∆|, |Σ|) (or even (Z,Z)).
Remark 4.2. We can check the Cohen-Macaulay property of a pair (∆,Σ) explicitly.
Recall the combinatorial description of D(I∆/Σ) = RHomR(I∆/Σ, ωR) ∈ Db(Sq)
given in Lemma 3.8. For each F ∈ L, the complex [D(I∆/Σ)]c(F ) of K-vector
spaces is isomorphic to the complex D•F defined by
DiF :=
⊕
G∈∆\Σ, G⊃F
dimG=d−i
KeG,
∂ : eG 7−→
∑
G′∈∆\Σ, G⊃G′⊃F
dimG′=dimG−1
± eG′ ,
where eG is a basis element, and the sign ± is given by an incidence function of L.
Hence (∆,Σ) is Cohen-Macaulay if and only if H i(D•F ) = 0 for all i 6= d−dim I∆/Σ
and all F ∈ ∆.
For F ∈ ∆, set δ(F ) := max{ dim |G| | G ⊃ F, G ∈ ∆ }. For i ∈ N with
i ≤ dim |∆|, we call ∆(i) := {F ∈ ∆ | dim |F | ≤ i } the i-skeleton of ∆, and
∆[i] := {F ∈ ∆(i) | δ(F ) ≥ i } the pure i-skeleton of ∆. Clearly, these are order
ideals of L again. It is easy to see that
(4.1) ∆[i] \ (∆[i+1])(i) = {F ∈ ∆ | δ(F ) = i }
for all i ≤ dim |∆| =: r. Here we set (∆[r+1])(r) = ∅.
For a finitely generated graded R-module M and an integer i, we set
M(i) := { y ∈M | dim(Ry) ≤ i }.
Then M(i) is a submodule of M with M = M(d) ⊃ M(d−1) ⊃ · · · ⊃ M(0) ⊃M(−1) =
0. It is easy to see thatM is sequentially Cohen-Macaulay if and only ifM(i)/M(i−1)
is Cohen-Macaulay (of course, we allow the case M(i)/M(i−1) = 0) for all i.
Since K[∆](i+1)/K[∆](i) ∼= I∆[i]/(∆[i+1])(i) , we have the following.
Lemma 4.3 (c.f. [17, Proposition 2.10], [3, Remark in p.4]). With the above nota-
tion, K[∆] is sequentially Cohen-Macaulay if and only if the pair (∆[i], (∆[i+1])(i) )
is Cohen-Macaulay for all i ≤ dim |∆|.
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When R is a polynomial ring (i.e., K[∆] is a Stanley-Reisner ring), the next
result has been obtained by Duval [3].
Theorem 4.4 (c.f. Duval [3, Theorem 3.3]). For an order ideal ∆ ⊂ L, K[∆]
is sequentially Cohen-Macaulay if and only if K[∆[i]] is Cohen-Macaulay for all
i ≤ dim |∆|.
Proof. The proof of [3, Theorem 3.3] for the Stanley-Reisner ring case also works
here. This proof uses Lemma 4.3 and Lemma 4.5 below. The latter, which is a
well-known result in the Stanley-Reisner ring case, also holds in our context. 
Lemma 4.5. If K[∆] is Cohen-Macaulay, then so is K[∆(i)] for all i ≤ dim |∆|.
Proof. We may assume that i + 1 = dim |∆| =: r. For each F ∈ ∆, the canonical
module ωK[F ] of K[F ] := R/PF is a squarefree R-module with
[ωK[F ]]c =
{
K if s(c) = F ,
0 otherwise,
for all c ∈ C. We have a short exact sequence
(4.2) 0→
⊕
F∈∆
dim |F |=r
ωK[F ] → K[∆]→ K[∆(r−1)]→ 0.
Since ωK[F ] for F with dim |F | = r is a Cohen-Macaulay module of dimension r+1
(= dimK[∆]) and dimK[∆(r−1)] = r, K[∆(r−1)] is Cohen-Macaulay. 
Remark 4.6. In the Stanley-Reisner ring case, Hibi ([10, §2]) showed that if i <
dim |∆| then the canonical module ofK[∆(i)] is generated by its degree 0 part. This
also holds in our context. To see this, we may assume that i + 1 = dim |∆| =: r.
Then the long exact sequence of ExtiR(−, ωR) derived from the sequence (4.2) gives⊕
F∈∆
dim |F |=r
K[F ]→ Extd−rR (K[∆(i)], ωR)→ 0 (exact).
The module of right side, which is isomorphic to the canonical module of K[∆(i)],
is clearly generated by its degree 0 part.
Since |∆[i]| depends on the cell decomposition |∆| = ⋃F∈∆ |F |, Theorem 4.4 does
not implies that the sequentially Cohen-Macaulay property of K[∆] is a topological
property of |∆|. But we can prove this using Lemma 4.3 directly.
Theorem 4.7. The sequentially Cohen-Macaulay property of K[∆] only depends
on the topological space |∆|.
Proof. Set X := |∆|. Note that the subspace⋃
F∈∆[i]
|F | \
⋃
F∈(∆[i+1])(i)
|F |
of X does not depend on the particular cell decomposition of X by (4.1). In fact, it
coincides with { x ∈ X | dimxX = i }, where the dimension dimxX of X at x is the
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one defend in [12, III, Definition 9.10]. So the assertion follows from Theorem 4.1
and Lemma 4.3. 
Even in the Stanley-Reisner ring case, it is well-known that the Gorenstein prop-
erty of K[∆] is not a topological property of |∆| (i.e., depends on the simplicial
decomposition). In the normal semigroup ring case, we have another problem. A
normal semigroup ring R is always Cohen-Macaulay, but not necessarily Goren-
stein, even if it is simplicial. Note that K[∆] = R if ∆ = L. So the Gorenstein
property can not be determined by the poset structure of ∆ (i.e., sensitive to the
semigroup C). But we can prove that the Gorenstein* property is topological. Re-
cently, Ichim and Ro¨mer also studied the Gorenstein (or Gorenstein*) property of
a toric face ring, which is a notion containing our K[∆]. Their [11, Corollary 6.9]
is closely related to Theorem 4.9 below.
Definition 4.8 (Stanley, [17, p.67]). We say K[∆] is Gorenstein*, if it is Goren-
stein and the canonical module ωK[∆] of K[∆] is generated by its degree 0 part
(equivalently, ωK[∆] ∼= K[∆] as graded modules).
Proposition 4.9. Set X := |∆|, and let D•X ∈ Db(Sh(X)) be the dualizing complex
of X. Assume that r := dimX ≥ 1 and K[∆] is Cohen-Macaulay. Then K[∆] is
Gorenstein* if and only if H−r(D•X)x = K for all x ∈ X and Hr(X ;K) 6= 0. Thus
the Gorenstein* property of K[∆] only depends on the topological space X.
Under the assumption of Proposition 4.9, we haveH−r(D•X)[r] ∼= D•X inDb(Sh(X)).
When X is a manifold with or without boundary (but K[∆] is not necessarily
Cohen-Macaulay), H−r(D•X) is called the orientation sheaf of X (over K). Hence,
when X is a manifold and K[∆] is Cohen-Macaulay, K[∆] is Gorenstein* if and
only if X is an orientable manifold over K by [23, Theorem 4.2] (quoted as The-
orem 5.7 below). In particular, if X is homeomorphic to an r-dimensional sphere,
then K[∆] is Gorenstein*.
Proof. The last statement easily follows from the first one. In fact, the assumption
that r ≥ 1 is not essential. If r = −1 (i.e., X = ∅), then K[∆] is Gorenstein*.
When r = 0, K[∆] is Gorenstein* if and only if X consists of two points. On
the other hand, we have seen that the Cohen-Macaulay property of K[∆] is a
topological property of X . So it suffices to prove the first statement. Recall that
ωK[∆] is a squarefree module with Ass(K[∆]) = Ass(ωK[∆]). By [23, Theorem 4.2],
H−r(D•X)x = K for all x ∈ X if and only if [ωK[∆]]c(F ) = K for all F ∈ ∆ \ {0}.
Hence, under the assumption that H−r(D•X)x = K for all x ∈ X , we have ωK[∆] ∼=
K[∆] as graded modules, if and only if ωK[∆] is generated by its degree 0 part, if and
only if [ωK[∆]]0 6= 0 (equivalently, [ωK[∆]]0 = K). By [23, Theorem 3.3] (quoted as
Theorem 5.2 below) and the local duality, we have Hr(X ;K) ∼= [Hr+1
m
(K[∆])]0 ∼=
[ωK[∆]]
∨
0 . So we are done. 
Example 4.10. In Proposition 4.9, that H−r(D•X)x = K for all x ∈ X is not a
sufficient condition for K[∆] to be Gorenstein*. In fact, if X is a manifold without
boundary, then H−r(D•X)x = K for all x ∈ X . But, of course, X need not be
orientable. For example, if X is homeomorphic to a real projective plane and
char(K) 6= 2, then K[∆] is Cohen-Macaulay but not Gorenstein*.
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5. Constructible sheaves associated with squarefree modules
Throughout this section, R is normal, and ∆ is an order ideal of L with X := |∆|.
If F ∈ ∆, then UF := X ∩ (
⋃
F ′⊃F |F ′|) is an open set of X . Note that {UF |
{0} 6= F ∈ ∆ } is an open covering of X . If M is a squarefree K[∆]-module (i.e.,
M ∈ Sq and ann(M) ⊃ I∆), then we can construct a sheaf M+ on X as in [23] (see
also Remark 5.3 (1) below). More precisely, the assignment Γ(UF ,M
+) =Mc(F ) for
each {0} 6= F ∈ L and the map ϕMF,F ′ : M+(UF ′) = Mc(F ′) → Mc(F ) = Γ(UF ,M+)
for {0} 6= F, F ′ ∈ ∆ with F ⊃ F ′ (equivalently, UF ′ ⊃ UF ) actually defines a
sheaf. It is easy to see that M+ is a constructible sheaf with respect to the cell
decomposition X =
⋃
F∈∆ |F |. In fact, for all {0} 6= F ∈ ∆, the restriction
M+||F | of M+ to |F | ⊂ X is a constant sheaf with coefficients in Mc(F ). Thus,
if p ∈ |F | ⊂ X , then the stalk (M+)p at p is isomorphic to Mc(F ). If M is a
squarefree module, then so is the submodule M>0 :=
⊕
06=c∈C Mc. For squarefree
K[∆]-modulesM and N , it is easy to see thatM+ ∼= N+ if and only ifM>0 ∼= N>0.
In other words, M0 is “irrelevant” to M
+.
Let Sq(∆) be the category of squarefree K[∆]-modules (hence Sq(∆) is a full
subcategory of Sq). The above operation gives the exact functor (−)+ : Sq(∆) →
Sh(X).
Example 5.1. Note that K[∆] itself is a squarefree K[∆]-module, and we have
K[∆]+ ∼= K, where K is the constant sheaf on X := |∆| with coefficients in K. For
a face {0} 6= F ∈ ∆, we set K[F ] := K[∆]/PF . Then we have K[F ]+ ∼= j∗K |F | ∈
Sh(X), where j : |F | →֒ X is the embedding map and K |F | is the constant sheaf
on |F | (note that j∗K |F | is essentially the constant sheaf on the closure |F | of |F |,
not on |F | itself). Recall that the canonical module ωR is a squarefree R-module,
and R = K[∆] if ∆ = L. Then ω+R
∼= h!KB◦ ∈ Sh(B), where B◦ is the interior of
B, h : B◦ →֒ B is the embedding map, and KB◦ is the constant sheaf on B◦. It is
noteworthy that h!KB◦ is the orientation sheaf of B (over K). This is a key point
for Theorem 5.7 below.
Theorem 5.2 ([23, Theorem 3.3]). For M ∈ Sq(∆), we have an isomorphism
H i(X ;M+) ∼= [H i+1
m
(M)]0 for all i ≥ 1,
and an exact sequence
(5.1) 0→ [H0
m
(M)]0 →M0 → H0(X ;M+)→ [H1m(M)]0 → 0.
In particular, we have [H i+1
m
(k[∆])]0 ∼= H˜ i(X ;K) for all i ≥ 0, where H˜ i(X ;K)
denotes the ith reduced cohomology of X with coefficients in K.
Remark 5.3. (1) In [23], we construct the sheaf M+ regarding M as an R-module
(not a K[∆]-module). Thus, M+ is always a sheaf on B there. But this is not a
problem. In fact, if F ∈ Sh(B) is the sheaf constructed from M ∈ Sq(∆) in the
style of [23], and M+ ∈ Sh(X) is the sheaf constructed in the style of the present
paper, then we have F ∼= i∗M+. Here i : X →֒ B is the embedding map. Since
H i(X ;M+) ∼= H i(B;F) for all i, [23, Theorem 3.3] implies Theorem 5.2.
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(2) When R is a polynomial ring (i.e., K[∆] is a Stanley-Reisner ring), the
last statement of Theorem 5.2 is (a part of) a famous formula of Hochster ([17,
Theorem II.4.1]). We can also compute [H i
m
(M)]a for any a ∈ Zd in terms of the
sheaf M+ (see [23, Theorem 3.5]), while we do not use this result here.
(3) For y ∈M0, the sections ϕMF,{0}(y) ∈Mc(F ) = Γ(UF ;M+) for all {0} 6= F ∈ L
define the unique global section y˜ ∈ Γ(X ;M+). The map M0 → H0(X,M+) in the
sequence (5.1) is given by y 7→ y˜.
Definition 5.4. A squarefree module M is regular, if [H0
m
(M)]0 = [H
1
m
(M)]0 = 0.
Lemma 5.5. Let M be a squarefree K[∆]-module. There is a unique (up to iso-
morphism) squarefree K[∆]-module M which is regular and M
+ ∼= M+.
Proof. We put M>0 = M>0 and M 0 = Γ(X ;M
+). It suffices to define ϕMF,{0} :
M 0 → Mc(F ) for each {0} 6= F ∈ L. Under the identification M 0 = Γ(X ;M+) and
Mc(F ) = Mc(F ) = Γ(UF ;M
+), ϕMF,{0} is given by the restriction map Γ(X ;M
+) →
Γ(UF ;M
+). Then M satisfies the expected condition by the sequence (5.1). 
Remark 5.6. If X is connected, then we have K[∆] ∼= K[∆] in the notation of
Lemma 5.5. But, if X is not connected, then K[∆]0 = K
n, where n is the number
of the connected components of X .
Set r := dimX . Consider the complex
ω•K[∆] : 0→ ω−rK[∆] → ω−r+1K[∆] → · · · → ω0K[∆] → ω1K[∆] → 0,
ωiK[∆] :=
⊕
F∈∆
dim |F |=−i
K[F ]
of squarefree K[∆]-modules. The translated complex ω•K[∆][1] of ω
•
K[∆] is (quasi-
isomorphic to) the normalized dualizing complex of K[∆]. Hence we have
ExtiK[∆](M
•, ω•K[∆]) ∼= Exti−1K[∆](M•, ω•K[∆][1]) ∼= H−i+1m (M•)∨
for all M• ∈ Db(Sq(∆)) and all i ∈ Z. But here we prefer ω•K[∆] to ω•K[∆][1], since
(ω•K[∆])
+ ∈ Db(Sh(X)) is quasi-isomorphic to the dualizing complex D•X of X as
shown in [23, corollary 4.3].
If M• ∈ Db(Sq(∆)), then we have RHomK[∆](M•, ω•K[∆]) ∈ DbSq(∆)(*ModR) ∼=
Db(Sq(∆)). So we can define RHomK[∆](M
•, ω•K[∆])
+ ∈ Db(Sh(X)). Moreover, the
following result holds.
Theorem 5.7 ([23, Theorem 4.2]). For M• ∈ Db(Sq(∆)), we have
RHomK[∆](M
•, ω•K[∆])
+ ∼= RHom((M•)+,D•X)
in Db(Sh(X)). In particular, ExtiK[∆](M
•, ω•K[∆])
+ ∼= Exti((M•)+,D•X).
The next two results easily follow from Theorem 5.7 and the local duality theorem
for K[∆].
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Proposition 5.8. If M is a squarefree K[∆]-module with dimM ≥ 1, then
−min{ i | Exti(M+,D•X) 6= 0 } = dim supp(M+) = dimM − 1.
Here supp(M+) := { x ∈ X | (M+)x 6= 0 }.
Theorem 5.9. Let M be a squarefree K[∆]-module which is regular. Set t :=
dim supp(M+) = dimM−1. ThenM is Buchsbaum if and only if Exti(M+,D•X) =
0 for all i 6= −t. Similarly, M is Cohen-Macaulay if and only if Exti(M+,D•X) = 0
for all i 6= −t and H i(X ;M+) = 0 for all i 6= 0, t. In particular, the Buchsbaum
property and the Cohen-Macaulay property of M depend only on the sheaf M+.
Remark 5.10. In Theorem 5.9 (and Theorem 5.12 below), even X is somewhat
superfluous, and the closure of supp(M+) is essential. If we set T := {F ∈ ∆ |
Mc(F ) 6= 0 }, then
⋃
F∈T |F | = supp(M+). Let Σ be the order ideal of L generated
by T . Then Y :=
⋃
F∈Σ |F | coincides with the closure of supp(M+). Note that Σ ⊂
∆ andM can be regarded as a squarefreeK[Σ]-module. Let F ∈ Sh(Y ) be the sheaf
associated with M as a K[Σ]-module. Then F ∼= M+|Y , H i(Y ;F) ∼= H i(X ;M+),
and Exti(F ,D•Y ) ∼= Exti(M+,D•X) for all i. Of course, the Cohen-Macaulay (resp.
Buchsbaum) property of M does not depend on whether we regard M as a K[∆]-
module or a K[Σ]-module.
Let F ∈ Sh(X), and set G• := RHom(F ,D•X) ∈ Db(Sh(X)). Recall that
Exti(F ,D•X) = Hi(G•). More precisely, Exti(F ,D•X) is the sheaf associated with
the presheaf defined by U 7→ H i(Γ(U ;G•)) for an open subset U of X . Hence the
element of Exti(F ,D•X) = H i(Γ(X ;G•)) gives a global section of Exti(F ,D•X), that
is, we have a natural map Exti(F ,D•X)→ Γ(X ; Exti(F ,D•X)).
Lemma 5.11. If M ∈ Sq(∆), then [ExtiK[∆](M,ω•K[∆])]0 ∼= Exti(M+,D•X) for all
i < 0. Via this isomorphism, the natural map Exti(M+,D•X)→ Γ(X ; Exti(M+,D•X))
coincides with the middle map [ExtiK[∆](M,ω
•
K[∆])]0 → Γ(X ; ExtiK[∆](M,ω•K[∆])+)
of the complex (5.1) in Theorem 5.2.
Proof. Set N• := RHomK[∆](M,ω•K[∆]) ∈ Db(Sq(∆)). By the same argument as
Lemma 3.8, we may assume that
N i =
⊕
F∈∆
dim |F |=−i
(Mc(F ))
∗ ⊗K K[F ].
Thus (N i)+ is a direct sum of copies of the sheaf K[F ]+ for various F ∈ ∆ with
dim |F | = −i. While K[F ]+ is not an injective object in Sh(X), it is a constant
sheaf over the closed ball |F | and H i(X ;K[F ]+) = H i(|F |;K) = 0 for all i >
0. From this fact and that (N•)+ ∼= RHom(M+,D•X), Exti(M+,D•X) is the ith
cohomology of the complex Γ(X ; (N•)+). On the other hand, Γ(X ; (N i)+) = [N i]0
for all i ≤ 0. Hence Exti(M+,D•X) = [ExtiK[∆](M,ω•K[∆])]0 for all i < 0. Since
H i(N•)+ ∼= Exti(M+, ω•K[∆]), the assertion can be checked easily. 
Theorem 5.12. Assume that M ∈ Sq(∆) is regular. Then M is sequentially
Cohen-Macaulay if and only if the following conditions are satisfied.
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(a) Exti(Extj(M+,D•X),D•X) = 0 for all i, j ∈ Z with i 6= j and j < 0.
(b) H i(X ; Extj(M+,D•X)) = 0 for all i 6= 0,−j and all j < 0.
(c) The natural map Exti(M+,D•X) → Γ(X ; Exti(M+,D•X)) is bijective for all
i < 0.
In particular, the sequentially Cohen-Macaulay property of M only depends on the
sheaf M+.
Proof. By argument similar to [17, Theorem III.2.11], we can see that M is sequen-
tially Cohen-Macaulay, if and only if ExtiK[∆](M,ω
•
K[∆]) is either the 0 module or
a Cohen-Macaulay module of dimension 1 − i for all i. Since ExtiK[∆](M,ω•K[∆]) =
0 for i > 1 and Ext1K[∆](M,ω
•
K[∆]) is an artinian module, we do not have to
check ExtiK[∆](M,ω
•
K[∆]) for i ≥ 1. Moreover, the case when i = 0 is also un-
necessary in our situation. In fact, since M is regular, we have [H1
m
(M)∨]0 =
[Ext0K[∆](M,ω
•
K[∆])]0 = 0. From this fact and that dimExt
0
K[∆](M,ω
•
K[∆]) ≤ 1,
Ext0K[∆](M,ω
•
K[∆]) is Cohen-Macaulay.
If the condition (c) is satisfied, ExtiK[∆](M,ω
•
K[∆]) is regular by Lemma 5.11.
Conversely, if M is sequentially Cohen-Macaulay, then ExtiK[∆](M,ω
•
K[∆]) must be
regular for i < 0 and (c) is satisfied.
Since ExtiK[∆](M,ω
•
K[∆])
+ ∼= Exti(M+,D•X), the assertion follows from the above
observation and Theorem 5.9 (and Proposition 5.8). 
Remark 5.13. If X is not connected, then K[∆] is not regular as a squarefree
module. So Theorem 5.12 does not imply Theorem 4.7 directly. But, by the
following observation, Theorem 4.7 can be reduced to Theorem 5.12.
(1) 0 dimensional components of X (i.e., 1 dimensional components of K[∆])
are irrelevant to the sequentially Cohen-Macaulay property of K[∆]. So we
can remove them.
(2) If X does not have a 0 dimensional component and K[∆] is sequentially
Cohen-Macaulay, then X is connected.
6. Ideals whose radicals are monomial ideals
In this brief section, we generalize a result of Herzog, Takayama and Terai [9].
Let I ⊂ R be a (non-monomial) ideal. Even if R/I is Cohen-Macaulay, R/√I is
not Cohen-Macaulay in general. See the introduction of [9] for an explicit example.
But the next theorem states that if
√
I is a monomial ideal then such an example
does not exist. When R is a polynomial ring, this result was obtained in [9].
Theorem 6.1 (c.f. [9, Theorem 2.6]). Assume that R is normal. Let I be a (not
necessarily graded) ideal whose radical
√
I is a monomial ideal. Then we have the
following
(1)If R/I is Cohen-Macaulay (more generally, the localization (R/I)m is Cohen-
Macaulay), then R/
√
I is also.
(2) If the localization (R/I)m is generalized Cohen-Macaulay, then R/
√
I is
Buchsbaum, in particular, it is generalized Cohen-Macaulay again.
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The idea of the proof is same as the one given in [9, Remark 2.7].
Proof. Let me introduce the notation and facts used throughout this proof. Set
p := dim(R/I) = dim(R/
√
I). Since
√
I is a monomial ideal, ExtiR(R/
√
I, ωR)
has a natural Zd-grading. In particular, ExtiR(R/
√
I, ωR) ⊗R Rm = 0 implies
ExtiR(R/
√
I, ωR) = 0. Similarly, if Ext
i
R(R/
√
I, ωR)⊗R Rm has finite length, then
so does ExtiR(R/
√
I, ωR).
(1) It suffices to show that ExtiR(R/
√
I, ωR) = 0 for all i 6= d − p. Recall that
the natural map
ExtiR(R/
√
I, ωR)→ H i√I(ωR)
factors through the map f : ExtiR(R/
√
I, ωR) → ExtiR(R/I, ωR) induced by the
surjection R/I → R/√I. But the map ExtiR(R/
√
I, ωR)→ H i√I(ωR) is an injection
by [22, Theorem 5.9]. So the map f and its localization f⊗RRm are injective. Since
(R/I)m is Cohen-Macaulay, we have Ext
i
R(R/I, ωR) ⊗R Rm = 0 for all i 6= d − p.
So we are done.
(2) By the assumption, ExtiR(R/I, ωR)⊗RRm ∼= Hd−im ((R/I)m)∨ has finite length
for all i 6= d − p. Recall that the map f : ExtiR(R/
√
I, ωR) → ExtiR(R/I, ωR) and
the localization f⊗Rm are injective. Hence if ExtiR(R/
√
I, ωR) does not have finite
length, then ExtiR(R/I, ωR) ⊗R Rm also. So ExtiR(R/
√
I, ωR) has finite length for
all i 6= d− p. By [23, Corollary 4.6], R/√I is Buchsbaum. 
7. Local cohomology modules of finite length
Let S = K[x1, . . . , xd] be a polynomial ring, and I ⊂ S a monomial ideal.
Recently, Takayama [20] gave an interesting observation that the range
{ a ∈ Zd | [H i
m
(S/I)]a 6= 0 }
is controlled by the degrees of minimal generators of I (especially, when H i
m
(S/I)
has finite length). For this result, he used a combinatorial formula on [H i
m
(S/I)]a.
But there is an easy and conceptual proof, and we can generalize his result to
finitely generated Nd-graded S-modules. We regard Nd as a partially ordered set
with a ≤ b def⇐⇒ ai ≤ bi for all i. Here a = (a1, . . . , ad) and b = (b1, . . . , bd).
Definition 7.1 (Miller [13]). Let a ∈ Nd. We say an S-module M is positively
a determined (“a-p.d.”, for short) if M is Nd-graded, finitely generated, and the
multiplication map Mb ∋ y 7→ xiy ∈ Mb+ei is bijective for all b ∈ Nd and all
1 ≤ i ≤ d with bi ≥ ai. Here ei = (0, . . . , 1, . . . , 0) ∈ Nd is the vector with 1 at the
ith position.
Remark 7.2. (1) Any finitely generated Nd-graded S-module is an a-p.d.module for
sufficiently large a ∈ Nd.
(2) Set 1 := (1, . . . , 1) ∈ Zd. Then 1-p.d.modules are nothing other than square-
free modules (recall Definition 3.1) over S.
(3) Let I = (xb1 , . . . ,xbr) be a monomial ideal in S with bj = (b
j
1, . . . , b
j
d). Set
ai := max{ bji | 1 ≤ j ≤ r } for each 1 ≤ i ≤ d, and set a := (a1, . . . , ad) (in other
words, xa = lcm(xb1 , . . . ,xbr)). Then I and S/I are a-p.d.modules.
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As shown in [13], a-p.d.modules enjoy many interesting properties. Some of them
are used in the proof of the next result.
Proposition 7.3 (c.f. [20, Corollary 2]). Let M be an S-module which is a-p.d. If
[H i
m
(M)]b 6= 0 for some i, then b ≤ a− 1.
Proof. Let P • be a Zd-graded minimal free resolution of M . Then each P i is an
a-p.d.module again. That is, if S(−b) appears in P i as a direct summand, then
0 ≤ b ≤ a. Let ωS = S(−1) be the canonical module of S. If S(−b) is a-p.d.,
then
HomS(S(−b), ωS)(−a+ 1) ∼= HomS(S(−b), S(−a)) ∼= S(−a+ b)
is also. Hence [HomS(P
•, ωS)](−a+1) is a complex of a-p.d.modules, and its ith co-
homology [ExtiS(M,ωS)](−a+1) is also a-p.d. Since Hd−im (M)b ∼= [ExtiS(M,ωS)]∨−b
by the local duality, we are done. 
Since [ExtiS(M,ωS)](−a+1) is an a-p.d.module as shown in the proof of Propo-
sition 7.3, we have the following.
Proposition 7.4 (c.f. [20, Proposition 1]). Let M be a finitely generated Nd-graded
S-module. Then H i
m
(M) has finite length if and only if H i
m
(M) is Nd-graded.
To extend Proposition 7.4 to semigroup rings, we have to introduce the no-
tion supp+(u) for u ∈ Rd. There are (the “defining equations” of) hyperplanes
h1, . . . , ht ∈ (Rd)∗ such that P (= R≥0C) = { u ∈ Rd | hi(u) ≥ 0 for all i }. We
may assume that h1, . . . , ht form a minimal system defining P (equivalently, the
number of d− 1 dimensional faces of P is t). For u ∈ Rd, set
supp+(u) := { i | hi(u) > 0 } ⊂ {1, . . . , t}.
For u, v ∈ P, supp+(u) = supp+(v) if and only if s(u) = s(v).
So let be h1, . . . , ht ∈ (Rd)∗ the “defining equations” of the cone P ⊂ Rd. Recall
that, for u ∈ Rd, we have supp+(u) = { i | hi(u) > 0 } ⊂ {1, . . . , t}. Set C := Zd∩P.
Note that R is normal if and only if C = C. It is easy to see that, for a ∈ Zd,
supp+(a) = ∅ if and only if a ∈ −C. We say M ∈ *ModR is C-graded, if Ma = 0
for all a 6∈ C. Clearly, a C-graded module is always C-graded, and the converse is
true if R is normal. We also set
ΨC := { a ∈ Zd | supp+(−a) ⊃ supp+(c) for some 0 6= c ∈ C }.
Theorem 7.5. Assume that M ∈ *modR is C-graded. Then H i
m
(M) has finite
length if and only if [H i
m
(M)]a = 0 for all a ∈ ΨC.
Corollary 7.6. Assume that R is simplicial and M ∈ *modR is a C-graded mod-
ule. Then H i
m
(M) has finite length if and only if H i
m
(M) is C-graded.
Proof. Since R is simplicial, we have
ΨC = {a ∈ Zd | supp+(−a) 6= ∅} = { a ∈ Zd | −a 6∈ −C } = Zd \ C.
So the assertion follows from Theorem 7.5. 
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Example 7.7. If C is not simplicial, Corollary 7.6 does not hold. Let R be the
ring given in Example 2.5 (1), and set M = R/(x3, x2y2, y3). Then computation
by Macaulay 2 shows that H1
m
(M) has finite length and H1
m
(M)(−2,0,0) 6= 0.
To prove the theorem, we consider the following condition for a module N ∈
*ModR.
(⋆) If a ∈ Zd and 0 6= c ∈ C satisfy supp+(−a) ⊃ supp+(c), then the multipli-
cation map Na−c ∋ y 7→ xcy ∈ Na is bijective.
Lemma 7.8. Assume that a Zdgraded R-module N has finite length and satisfies
the condition (⋆). Then Na = 0 for all a ∈ ΨC.
Proof. If a ∈ ΨC , then we can take 0 6= c ∈ C such that supp+(−a) ⊃ supp+(c).
Since supp+(−a+nc) = supp+(a) for all n ≥ 0, we have Na ∼= Na−c ∼= Na−2c ∼= · · ·
by the condition (⋆). So Na must be 0. 
Lemma 7.9. The full subcategory of *ModR consisting of modules satisfying (⋆)
is closed under kernel and cokernels.
Proof. Follows from the five-lemma. 
Proof of Theorem 7.5. (Necessity) By Lemma 7.8, it suffices to prove that H i
m
(M)
satisfies the condition (⋆). To show this, we use the “Cˇech complex” L• of [1, §6.2]
(see also [15, Chapter 13]. There this complex is called “Ishida’s complex”), which
satisfies H i
m
(M) ∼= H i(M ⊗R L•) for all i. For a face F ∈ L, RF denotes the
localization of R at the multiplicatively closed set {xc | c ∈ F ∩C }. Then we have
Li =
⊕
dimF=iRF for each i.
By Lemma 7.9, it suffices to prove that MF := M ⊗R RF satisfies (⋆) for all
F ∈ L. Of course, MF is the localization of M at {xc | c ∈ F ∩ C }. We may
assume that F = { u ∈ Rd | h1(u) = h2(u) = · · · = hn(u) = 0 }.
Let a ∈ ΨC , and take 0 6= c ∈ C with supp+(−a) ⊃ supp+(c). If c ∈ F , MF is
a module over R[x−c]. Thus the multiplication by xc gives a bijection (MF )a−c →
(MF )a. So we may assume that c 6∈ F . If [MF ]a 6= 0, then we have a = b − f for
some b ∈ C and f ∈ F ∩ Zd. Thus supp+(−a) ⊂ supp+(f) ⊂ {n+ 1, n+ 2, · · · , t}.
On the other hand, since c 6∈ F , we have i ∈ supp+(c) ⊂ supp+(−a) for some i ≤ n.
This is a contradiction. Hence [MF ]a = 0. Similarly, we can see that [MF ]a−c = 0.
So any map [MF ]a−c → [MF ]a is bijective.
(Sufficiency) By the local duality, the graded Matlis dual H i
m
(M)∨ of H i
m
(M)
is finitely generated. For any a ∈ Zd and 0 6= c ∈ C, we have −(a + nc) ∈ ΦC for
sufficiently large n. By the assumption, if [H i
m
(M)∨]a 6= 0 then −a 6∈ ΨC . Hence
m
nH i
m
(M) = 0 for sufficiently large n, and H i
m
(M) has finite length. 
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