The comparison between time-varying hybrid trajectories is crucial for tracking, observer design and synchronisation problems for hybrid systems with state-triggered jumps. In this paper, a systematic way of designing an appropriate distance function is proposed that can be used for this purpose. The so-called "peaking phenomenon", which occurs when using the Euclidean distance to compare two hybrid trajectories, is circumvented by taking the hybrid nature of the system explicitly into account in the design of the distance function. Based on the proposed distance function, we define the stability of a trajectory of a hybrid system with state-triggered jumps and present sufficient Lyapunov-type conditions for stability of a hybrid trajectory. A constructive design method for the distance function is presented for hybrid systems with affine flow and jump maps and a jump set that is a hyperplane. For this case, the mentioned Lyapunov-type stability conditions can be verified using linear matrix conditions. Finally, for this class of systems, we present a tracking controller that asymptotically stabilises a given hybrid reference trajectory, and we illustrate our results with examples.
Introduction
Hybrid system models have proven valuable to capture the dynamics of complex systems arising in the domains of mechanical, chemical or electrical engineering, as well as in biological and economical systems, as these models combine continuous-time dynamics with discrete events or jumps [11, 13, 21, 31] . While the stability of isolated points or closed sets of hybrid systems is relatively well-understood [11, 13, 21, 31] , the stability of time-varying trajectories of these systems received significantly less attention and many issues are presently unsolved. Given the importance of stability of trajectories in tracking control, observer design and synchronisation problems, it is important to address these open issues. Background: One of the main complications to study the stability of hybrid trajectories is the "peaking phenomenon" of the Euclidean distance between two trajectories, that can be observed when jump times do not coincide, and the states of two hybrid trajectories are compared at the same continuous-time instant, as observed in [17, 23] in the framework of measure differential inclusions, in [12] for complementarity systems, and in [3, 28] for jump-flow systems. "Peaking" of the Euclidean error occurs when two solutions from close initial conditions do not jump at the same time instant. When, before the first jump, the Euclidean error is small, then the Euclidean the new distance function, then the proposed distance function provides an intuitively correct comparison between two hybrid trajectories. As a second main contribution, sufficient conditions for asymptotic stability are presented that rely on Lyapunov functions that may increase during either flow or jump, as long as the Lyapunov function eventually decreases along solutions. For this purpose, maximal or minimal average dwell-time arguments are employed, as proposed in the context of impulsive systems in [14] . The third main contribution consists of the application of the developed stability theory to tracking control problems for a class of hybrid systems where the jump map is an affine function of the state, the jump set is a hyperplane, and the continuous-time dynamics can be influenced by a bounded control input. This class of systems contains certain models of mechanical systems with unilateral constraints. A piecewise affine tracking control law is designed that achieves asymptotic tracking in the proposed distance measure. This property is proven using a piecewise quadratic Lyapunov function with disconnected sub-level sets, such that the asymptotic stability with respect to the new distance notion can be analysed with computationally tractable matrix relations. Finally, the results of this paper are illustrated with two examples. Outline: This paper is outlined as follows. First, we present the class of hybrid systems considered in Section 2 and design the distance function in Section 3. Subsequently, the extended hybrid system is proposed and the stability of trajectories is defined in Section 4. A Lyapunov theorem to study the stability of a hybrid trajectory is presented in Section 5, and a constructive piecewise quadratic Lyapunov function is designed in Section 6 for a class of hybrid systems with affine jump maps and the jump set contained in a hyperplane. These results are applied to tracking control problems in Section 7. Finally, two illustrative examples are given in Section 8, followed by conclusions in Section 9. Notation: Let N and N >0 denote the set of nonnegative and positive integers, respectively. For a set X ⊂ R n , ∂X denotes its boundary and for each y ∈ R n , the distance between y and X is dist(y, X) := inf x∈X x − y . The set B ⊂ R n is the closed unit ball. Given a (possibly set-valued) map F with domain of definition dom F ⊆ R n and a set S ⊆ dom F , F (S) = {y|y ∈ F (x), with x ∈ S} denotes its image; F (y) = ∅ for y ∈ dom F , F k (x), with x ∈ dom F , k ∈ N >0 , denotes F (F k−1 (x)) and for all x ∈ R n , F 0 (x) = {x}. Let F −1 (S) denotes its pre-image, namely, F −1 (S) = {x : F (x) ∩ S = ∅}. A set-valued map F : S ⊂ R n ⇒ R n is outer semicontinuous if its graph {(x, y) ∈ R n × R n : x ∈ S, y ∈ F (x)} is closed, and locally bounded if, for each compact setS ⊆ S, F (S) is bounded. Using Definition 1.4.11 in [2] , an outer semicontinuous mapping F : S ⇒ Y is proper if for every sequence {(x n , y n )} n∈N where y n ∈ F (x n ) and y n converges in Y , the sequence {x n } n∈N has a cluster pointx, i.e., there is a point (x,ȳ) ∈ S × Y and a subsequence of {x n , y n } n∈N that converges to (x,ȳ). We note that F is proper only if it is outer semicontinuous. For n, m ∈ N >0 , let I n and O mn denote the identity matrix and the matrix of zeros of dimension n × n and m × n, respectively. Given matrices A, B ∈ R n×n , A ≺ 0 and A 0 denote that A is symmetric and negative define or negative semidefinite, respectively. We write A B and A ≺ B when A − B 0 and A − B ≺ 0, respectively. Similarly, A B denotes B ≺ A and A B denotes B A.
Hybrid system model
Consider the hybrid systemẋ
with F : [0, ∞) × C ⇒ R n and G : D ⇒ R n , where C ⊆ R n and D ⊆ R n . We emphasize that the jump map G is independent of the time t, which, in the following, will be exploited in the design of the distance function. In contrast to embedding an extra variable with dynamicsṫ = 1, we prefer to use explicit time-dependency of the flow map F , as this allows to study the perturbation of initial conditions without perturbing the initial time. The class of hybrid systems in the form (1) is quite general and permits modelling systems arising in many relevant applications, including mechanical systems with impacts [11] and event-triggered control systems, see e.g. [26] . To illustrate the "peaking behaviour" mentioned in Section 1, in Fig. 1 , a reference trajectory x d and a trajectory x of a hybrid system are shown. The data of this hybrid system is
with g = 9.81, such that this systems models the dynamics of a bouncing ball where finite forces can be applied. The reference trajectory x d is generated by the hybrid system with input u ≡ 0, initial condition x d0 = 0 10 T and initial time t 0 = 0, while the input u, that generates the trajectory x from initial condition x 0 = 0 3 T and initial time t 0 = 0, enforces convergence of x to x d in the sense that the graphs of both trajectories converge to each other. (In fact, the tracking control law we propose in Section 7 is applied.) Indeed, the error between the jump times of both trajectories approaches zero over time, and, in addition, away from the jump times the states of both systems approach each other. However, the Euclidean distance between the trajectories does not converge to zero. This "peaking phenomenon" renders the Euclidean distance not appropriate to compare these hybrid trajectories, thereby motivating this study towards systematic techniques to find proper distance functions that do converge to zero in situations as in Fig. 1 .
We will propose such distance functions for systems (1) that satisfy the "hybrid basic conditions" as defined for autonomous systems in [11] , adapted to allow functions F (t, x) in (1a) which depend on t. While the conditions in [11] are used to ensure robustness and invariance properties, in this paper, the conditions in Assumption 1 below are used both to employ Krasovskii-type solutions during flow, and to enable a comparison between trajectories, as will become more clear in Theorem 1 below. Assumption 1. The data of the hybrid system satisfies
• the set-valued mapping F (t, x) is non-empty for all (t, x) ∈ [t 0 , ∞) × C, measurable, and for each bounded closed set S ⊂ [t 0 , ∞) × C, there exists an almost everywhere finite function m(t) such that f ≤ m(t) holds for all f ∈ F (t, x) and for almost all (t, x) ∈ S;
• G : D ⇒ R n is nonempty, outer semicontinuous and locally bounded.
We consider solutions ϕ to (1) defined on a hybrid time domain dom ϕ ⊂ [t 0 , ∞)×N as follows, cf. [11] . We call a subset E of [t 0 , ∞)×N a compact hybrid time domain if E =
The set E is a hybrid time domain if for all T, J ∈ E, E ∩([t 0 , T ]×{0, 1, . . . , J}) is a compact hybrid time domain. Given a hybrid time domain dom ϕ, a hybrid time instant is given as (t, j) ∈ dom ϕ, where t denotes the ordinary time elapsed and j denotes the number of experienced jumps. The function ϕ : dom ϕ → R n is a solution of (1) when jumps satisfy (1b) and, for fixed j ∈ N, the function t → ϕ(t, j) is locally absolutely continuous in t and a solution to (1a). This means ϕ(t, j) ∈ D and ϕ(t, j + 1) ∈ G(ϕ(t, j)) for all (t, j) ∈ dom ϕ such that (t, j + 1) ∈ dom ϕ and ϕ(t, j) ∈ C, d dt ϕ(t, j) ∈F (t, ϕ(t, j)) for almost all t ∈ I j := {t| (t, j) ∈ dom ϕ} and all j such that I j has nonempty interior. Herein, F (t, x) = δ≥0 co{F (t, (x + δB) ∩ C)} represents the Krasovskii-type convexification of the vector field which is restricted to C, cf. [30] , where co denotes the closed convex hull operation. The solution ϕ is said to be complete if dom ϕ is unbounded. The hybrid time domain dom ϕ is called unbounded in t-direction when for each T ≥ 0 there exist a j such that (T, j) ∈ dom ϕ. In this paper, we only consider maximal solutions, i.e., solutions ϕ such that there are no solutionsφ to (1) with ϕ(t, j) =φ(t, j) for all (t, j) ∈ dom ϕ, and domφ a hybrid time domain that strictly contains dom ϕ.
Distance function design
We will now present a distance function that does not experience the "peaking behaviour" that can occur in the Euclidean distance between two trajectories of (1), as described in the introduction and illustrated in Fig. 1c) . We do so for hybrid systems that satisfy the following assumption.
Assumption 2. The data of the hybrid system (1) is such that G is a proper function, there is a k > 0 for which G k (D) ∩ D = ∅ and every maximal solution of (1) has a hybrid time domain that is unbounded in t-direction.
We exploit this property in order to define a distance function for the system (1). Remark 1. Sufficient conditions for the last condition of Assumption 2 can be obtained by an extension of Proposition 2.10 in [11] and Lemma 2.7 in [29] , which present conditions for completeness and non-Zenoness of trajectories, respectively, towards hybrid systems where the flow dynamics is allowed to be time-dependent, as considered in this paper, see (1a).
We now formulate the novel distance function proposed in this paper, where we recall that G 0 (x) denotes {x} for all x ∈ R n . Definition 1. Consider the hybrid system (1) satisfying Assumption 1 and letk > 0 denote the minimum integer for which Assumption 2 holds. Let the distance function d :
with
Hence, d vanishes on the set A, which represents all pairs of states x, y ∈ C ∪ D that either are equal or that can jump onto each other by (at mostk) subsequent jumps characterised by (1b). The following theorem summarises particular properties of the distance function d in Definition 1. 
2) {y ∈ C ∪ D| d(x, y) < β} is bounded for all x ∈ C ∪ D, and all β > 0, and
In addition, the set A in (4) is closed.
Proof. In order to prove 1), we prove that the infimum in (3) is always attained. First, we observe from Assumption 1 that G is outer semicontinuous, which directly implies that G −1 is outer semicontinuous. In addition, as G is proper according to Assumption 2, we observe that G −1 is locally bounded, cf. [2] . Since the composition M 1 • M 2 of set-valued mappings M 1 and M 2 is outer semicontinuous and locally bounded when M 1 and M 2 are outer semicontinuous and locally bounded, we observe that G k2 is outer semicontinuous and locally bounded for all k 2 ∈ {0, 1, . . . ,k}. In addition, reusing this argument, G −k1 G k2 is outer semicontinuous and locally bounded for all k 1 , k 2 ∈ {0, 1, . . . ,k}.
cf. (4) . As, for all k 1 , k 2 ∈ {0, 1, . . . ,k}, G −k1 G k2 is outer semicontinuous and locally bounded, and (C ∪ D)
2 is closed, we conclude that each set A k1k2 is closed. Consequently, we find that the
. . ,k}, are either continuous functions, or, when A k1k2 = ∅, identical to infinity. Since, clearly, C ∪ D = ∅ implies A 00 is nonempty, we observe that d 00 (x, y) is a continuous and locally bounded function in C ∪ D. We may write d(x, y) = min k1,k2∈{0,1,...,k} d k1k2 (x, y), proving that d is continuous. As each set A k1k2 is closed, A is closed, such that d(x, y) = 0 if and only if x T y T T ∈ A, proving 1). We now prove 2) by showing the stronger property that
is bounded for each fixed x ∈ C ∪ D and bounded β > 0. For any x, the set X 0 β := {w x | w x − x ≤ β} is compact. Since we have shown above that G −k1 G k2 is outer semicontinuous and locally bounded for all k 1 , k 2 ∈ {0, 1, . . . ,k}, we find that the set
. . ,k}, we have shown that z y is contained in a bounded set. Hence, we observe that Y ∞ (x) is bounded, which implies 2). Property 3) directly follows from symmetry of (3) and (4), which completes the proof. (3) is not a metric, as it does not satisfy the triangle inequality. Namely, if G is set-valued and, for some x, G(x) contains two distinct points y and z, then d(x, y) = 0 and d(x, z) = 0 by Definition 1, while d(y, z) = 0 may still hold in many cases.
Remark 2. Note that the function d in
To illustrate that this distance function d(x, y) is non-peaking, in Fig. 2 , the function d(x, y) is evaluated along the trajectories of Fig. 1 . While this function is discontinuous in continuous-time t when jumps occur, the function does converge to zero for t → ∞. Hence, the depicted behaviour corresponds to the intuitive observation that the graphs of both trajectories converge towards each other. The proposed distance function d in (3) is not contained in the class of functions proposed in [3] . Namely, the function
, as was required in [3] . As another alternative to the distance function in (3), a more complex distance function design is given in Appendix A, which in case of G being single-valued and invertible as a function from D → G(D), ensures that the distance function remains constant during jumps. However, for such distance functions, the set {x, y| d(x, y) = 0} may become undesirably large, in particular when G is not invertible. To allow non-invertible jump maps, we focus on the function d as in (3).
Remark 3.
To observe that the distance function d in (3) provides an appropriate comparison between two states x and y of (1), we observe that a straightforward adaptation of Theorem 1 in [3] implies that for all ε > 0 and all states x ∈ C with
d(x, y) < ε implies x − y ≤ √ 2ε for all y ∈ C ∪ D. In many hybrid systems, including models of mechanical systems with impacts, for each solution ϕ the set of times where x = ϕ(t, j) does not satisfy (6) becomes very small when ε is reduced. Hence, if in these systems d(x, y) is sufficiently small, then x − y will be small away from some "peaks", which can only occur in small time intervals.
Stability of hybrid trajectories
We now evaluate the distance function d along trajectories ϕ x (t, j), ϕ y (t, j) of (1). In order to enable the comparison of the states of two trajectories in terms of the distance d, inspired by the approaches in [28] for time-triggered jumps and in [3] for state-triggered jumps, we introduce an extended hybrid system with state q ∈ (C ∪ D)
2 , such that a combined hybrid time domain is created. The first and second collection of n components of ϕ q (t, j), with ϕ q being the solution to the extended hybrid system, contain a representation of the trajectories ϕ x (t, j) and ϕ y (t, j) of (1) on a 'combined' hybrid time domain. For this purpose, we construct an extended hybrid system with state q = x
and jumps characterised by
Given the initial conditions ϕ x (t 0 , 0) and ϕ y (t 0 , 0) at initial time (t 0 , 0) for the individual trajectories ϕ x , ϕ y , respectively, we select the initial condition
Solutions of this extended system generate a combined hybrid time domain. This allows to compare two trajectories of the hybrid system at every hybrid time instant (t, j) ∈ dom ϕ q . Hereto, letφ
such that at every time instant (t, j) ∈ dom ϕ q , the distance d(φ x (t, j),φ y (t, j)) can indeed be evaluated.
Remark 4.
We note that when one of the two trajectories ϕ x (t, j) and ϕ y (t, j) has a time domain that is bounded in t-direction, then this extended system does not represent both trajectories completely, cf. Assumption 2. Namely, if a trajectory of (1) (say, the trajectory ϕ x ), has a time domain that is bounded in t-direction, such that t ≤ T, for all (t, j) ∈ dom ϕ x , then s ≤ T for all (s, j) ∈ dom ϕ q as well, with ϕ q (t, j) the corresponding solution to (7) . To see this, note that when dom ϕ x is bounded in t-direction, then ϕ x leaves C ∪ D, has a finite escape time, or has an accumulation of jumps (i.e., experiences Zeno-behaviour), cf. [11, Proposition 2.10]. By the construction of (7), we observe that ϕ q also leaves C e ∪ D e , has a finite escape time, or has an accumulation of jumps. If dom ϕ y contains a hybrid time (t, j) with t > T , then the trajectory ϕ y at this time instant is not captured in the dynamics of (7). If both trajectories are unbounded in t-direction, then the functionsφ x ,φ y in (8) are reparameterisations of trajectories ϕ x , ϕ y of (1). To be precise, there exist non-decreasing functions
We now employ this combined hybrid time domain and the distance function (3) in order to define the stability of trajectories for hybrid systems. The distance function defined in (3) allows to compare different points x, y ∈ C ∪ D while taking the jumping nature of the hybrid system (1) into account. We will now define the stability of trajectories for hybrid systems analoguous to the definition for ordinary differential equations, cf. [19] , by replacing the standard (often Euclidean) metric by the distance function d in (3) . In this manner, we obtain a stability notion that allows "peaking" of the standard metric, cf. [3] . Given a trajectory ϕ x of (1), we say that a trajectory φ T xφ T y T of (7) represents ϕ x in the first n states whenφ x is a reparameterisation of ϕ x as in Remark 4. Clearly, any trajectory to (7) represents ϕ x in the first n states when bothφ x (t 0 , 0) = ϕ(t 0 , 0) holds and this initial condition has a unique solution to (1), as considered in [3] .
Definition 2. Consider a hybrid system (1) satisfying Assumption 2 and let d be given in (3).
The trajectory ϕ x of (1) is called stable with respect to d if for all > 0 there exists a δ( ) > 0 such that for every initial condition ϕ
with ϕ q (t, j) = φ x (t, j) ϕ y (t, j) being any trajectory of the combined system (7) with initial condition
T T that represents ϕ x in the first n states, and is called asymptotically stable with respect to d if δ can be selected such that, in addition,
When the trajectory ϕ x is asymptotically stable with respect to d and (10) holds for all solutions ϕ q to (7) representing ϕ x in the first n states, then the trajectory ϕ x is called globally asymptotically stable with respect to d.
Remark 5. This notion of the stability of a trajectory ϕ x corresponds to an intuitive stability notion if convergence of d(φ x (t, j),φ y (t, j)) to zero implies that, firstly, the Euclidean distance φ x (t, j) −φ y (t, j) converges to zero apart from some "peaks" near the jumps and, secondly, that the time mismatch of the jumps, which coincides with the time duration of these peaks, converges to zero. Indeed, we can identify an important class of trajectories ϕ x for which these implications holds. Given a trajectory
Consider the class of trajectories ϕ x for which the Lebesgue measure of T τ nd ( ), for sufficiently large τ , tends to zero for → 0 (for example, this class contains periodic trajectories that visit D ∪ G(D) finitely many times each period, or when the trajectory remains bounded away from D ∩ G(D)). When such a trajectory is asymptotically stable with respect to d, we observe that for any trajectory ϕ y with d(ϕ x (t 0 , 0), ϕ y (t 0 , 0)) sufficiently small, after some transient, d(φ x (t, j),φ y (t, j)) < , with small > 0. According to Remark 3, for every > 0 there exists
Hence, since the measure of T τ nd ( ) tends to zero for ε → 0, the duration of possible "peaking" in the Euclidean error tends to zero, and away from these peaks, φ x (t, j) −φ y (t, j) tends to zero.
5 Lyapunov conditions for stability of trajectories with respect to d
Now, we present sufficient conditions for stability of a trajectory of the system (1) in the sense of Definition 2, that are based on the existence of an appropriate Lyapunov function. In order to allow the Lyapunov function to increase during flow, and decrease during jumps, or vice versa, the following definitions of minimal and maximal average inter-jump time are adapted from [28] .
Definition 3.
• A hybrid time domain E is said to have minimal average inter-jump time τ > 0 if there exists N 0 > 0 such that for all (t, j) ∈ E and all (T, J) ∈ E where T + J ≥ t + j,
• A hybrid time domain E is said to have maximal average inter-jump time τ > 0, if there exists N 0 > 0 such that for all (t, j) ∈ E and all (T, J) ∈ E where T + J ≥ t + j,
We say that a hybrid trajectory ϕ q has a minimal or maximal average inter-jump time if dom ϕ q has a minimal or maximal average inter-jump time, respectively.
The following theorem presents Lyapunov-based sufficient conditions for the stability of a trajectory of (1) . When the trajectories of (1) have a minimal or maximal average inter-jump time, the requirements on the data of (1) is less restrictive than in the generic case. As we are interested in the stability of a trajectory, these conditions are imposed only near this trajectory. For this purpose, we recall that given a function function V :
and, for all (t, j) ∈ dom ϕ x , it holds that
and all y such that q = ϕ
and at least one of the following conditions are satisfied:
2) all trajectories of (1) have minimal average inter-jump time 2τ > 0,λ c ≤ 0 and λ d +λ c τ < 0;
3) all trajectories of (1) have maximal average inter-jump time 2τ > 0, λ d ≤ 0 and λ d +λ c τ < 0.
When (14) and (15) hold for all y such that q = ϕ x (t, j) T y T T ∈ D e and C e , respectively, then ϕ x is globally asymptotically stable with respect to d.
Proof. We restrict our attention to trajectories ϕ q to (7) that represent ϕ x in the first n states. These trajectories always exist, which follows from the comparison of (1) and (7) and the observation that ϕ x is a trajectory to (1). The observation thatφ y given in (8) is a reparameterisation of a trajectory ϕ y for (1), and both ϕ x and ϕ y are unbounded in t-direction by Assumption 2, proves that the trajectory ϕ q is unbounded in t-direction. We first prove that V (ϕ q (t, j)) < v L for all (t, j) ∈ dom ϕ q and all trajectories ϕ q of (7) if kV (ϕ q (t 0 , 0)) < v L , wherek is chosen ask = 1 if 1) holds,k = e λ d N0 if 2) holds and λ d ≥ 0, and k = e λcN0τ if 3) holds and λ c ≥ 0, with N 0 given in Definition 3. Observe that if all trajectories of (1) have a minimal or maximal average inter-jump time 2τ , then (7) has minimal or maximal average interjump time τ . To prove that the values ofk defined above are appropriate, for the sake of contradiction, suppose thatkV (ϕ q (t 0 , 0)) < v L and there exists a time (t 0 +T ,J) ∈ dom ϕ q ,T ,J ≥ 0, such that V (ϕ q (t 0 +T ,J)) ≥ v L . Hence, there exist T ≤T and J ≤J such that (t 0 + T, J) ∈ dom ϕ q , and
Given the inequalities (13)- (15) and the fact that ϕ q represents ϕ x in the first n states, we observe that we may replace ϕ x withφ x and (t, j) ∈ dom ϕ x with (t, j) ∈ dom ϕ q in these inequalities, asφ x (t, j) = ϕ x (t, j x (j)), for all (t, j) ∈ dom ϕ q , cf. Remark 4. Hence, V (g) ≤ e λ d V (ϕ q (t, j)) and ∂V ∂q ϕq(t,j)
, f ≤ λ c V (ϕ q (t, j)) hold for all (t, j) ∈ R, f ∈ F e (t, ϕ q (t, j)) and g ∈ G e (ϕ q (t, j)).
Analogue to [28] , we study the function t, j → w(t, j) := V (φ x (t, j),φ y (t, j)) along the given solution ϕ q over the time domain R and we introduce scalars {t j } such that R = j ([t j , t j+1 ]×{j}). As, for each j,φ x ,φ y are absolutely continuous in t in the time interval [t j , t j+1 ] × {j}, w(t, j) is absolutely continuous in t as well. Evaluatingẇ(t, j) =
T ), we find with (15) thatẇ(t, j) ≤ λ c w(t, j). With the comparison lemma, [15, Lemma 3.4], we find w(t j+1 , j) = e λc(tj+1−tj ) w(t j , j) for all j. For a subsequent jump, (14) yields w(t j+1 , j + 1) = e λ d w(t j+1 , j). Applying this result repetitively, we find
If case 1) of the theorem holds, we directly observe V (ϕ q (t 0 + T, J)) ≤ V (ϕ q (t 0 , 0)), contradicting (16) . If λ d ≥ 0 and case 2) holds, then the definition of minimal average inter-jump time yields
Substituting this inequality in (17) we find V (ϕ q (t 0 + T, J)) ≤kV (ϕ q (t 0 , 0)) < v L , contradicting (16) . A contradiction has been obtained in all three cases, proving thatkV (
). Assumption 2 states that all trajectories of (1) are unbounded in t-direction, which implies G(D) ⊆ C ∪ D. Hence, we find ϕ q (t 0 + t, j) ∈ C e ∪ D e and we can use (13) . Consequently, we find
With the inequalities for λ c t + λ d j derived above, we conclude that in any of the three cases of the theorem, d(ϕ q (t 0 +t, j)) ≤ α −1 1 (kα 2 (d(ϕ q (t 0 , 0)))), proving stability with respect to d. Again using the mentioned inequalities, we observe that λ c t + λ d j → −∞ along the solutions (this limit can be used since all trajectories are unbounded in t-direction, cf. Assumption 2), such that d(ϕ q (t 0 + t, j)) → 0. This proves asymptotic stability. When (14) and (15) hold for all y such that ϕ x (t, j) T y T T ∈ C e ∪ D e , then the upper bounds on d(ϕ q (t 0 + t, j)) prove global asymptotic stability.
We note that the conditions as presented in this lemma can be extended to time-varying Lyapunov functions V . Furthermore, as all trajectories of (7) are complete by Assumption 2, it directly follows that G(D e ) ⊂ D e ∪C e , such that (13) implies that V is defined on C e ∪D e ∪G(D e ).
Remark 6. The Lyapunov function V in this theorem is closely related to the Lyapunov functions used for incremental stability, see e.g. [1, 27] for ordinary differential equations and [20] for hybrid systems where incremental stability is defined with respect to the Euclidean distance, and Lyapunov functions in [33] where incremental stability with respect to non-Euclidean distance functions is investigated for ordinary differential equations. In fact, if the conditions of Theorem 2 hold for any solution ϕ x (t, j) of (1), then they imply an incremental stability property with respect to the distance d. Sufficient conditions for this more restrictive system property are attained by replacing ϕ x (t, j) in (13)-(15) with x and requiring the conditions to hold for all x
For the specific class of hybrid systems with a jump map that is an affine function of the state, and a jump set that is a subset of a hyperplane, in the following section, a piecewise quadratic Lyapunov function is presented which, locally, satisfies the requirements (13) and (14) by design. Hereby, we provide a constructive Lyapunov-based approach for (local) stability analysis of trajectories for this class of hybrid systems.
Constructive Lyapunov function design for hybrid systems with affine jump map
We now focus on the class of hybrid systems that have single-valued, affine and invertible jump maps and have jump sets characterised by a hyperplane. In addition, the boundary of the flow set Figure 3 : Pictorial illustration of the phase space of (18) for the case n = 2.
C contains the jump set D and its image G(D), and the jump set D is contained in a hyperplane, or a halfspace of a hyperplane. These assumptions are satisfied for a relevant class of hybrid systems, such as models of mechanical systems with impacts, see, for instance, the examples in Section 8. To be precise, we focus on the class of hybrid systems given by:
with the function f measurable in its first argument and Lipschitz in its second argument, the matrix L ∈ R n×n being invertible, and H ∈ R n . Furthermore, the sets C and D are nonempty, closed and satisfy
where the parameters J T , z T 1 ∈ R n \ {0}, K, z 2 ∈ R characterise the half hyperplane containing D, and s ∈ {−1, 1} is selected such that n gd := s(L −1 ) T J T is a normal vector to G(D) pointing out of C, cf. Fig. 3 , as we note that G(D) ⊂ {x ∈ R n | JL −1 x + K − JL −1 H = 0} follows from the definitions of D and G. Let G(D) ⊂ C and the following assumption hold.
Assumption 3. The data of (18) is such that there exist scalars z 3 , z 4 , z 5 > 0 such that
• for all x ∈ C with z 1 x + z 2 ≤ 0, there exists a y ∈ D such that Jx + K ≤ −z 5 x − y ,
• all maximal solutions of (18) are complete.
The first three bullets of this assumption are illustrated in Fig. 4 . Note that this assumption directly implies D ∩ G(D) = ∅, such that the first part of Assumption 2 holds with k = 1. In fact, D and G(D) are positioned at opposite sides of the hyperplane {x ∈ R n | z 1 x + z 2 = 0}. We observe that all solutions to (18) have a time domain that is unbounded in t-direction, as, firstly, G(D) ∩ D = ∅ excludes Zeno-behaviour since D is closed, secondly, G is linear and, thirdly, f is Lipschitz in its second argument. Hence, the hybrid system (18) satisfies Assumptions 1 and 2. In Section 8, we present examples of mechanical systems with impacts of the form (18) that satisfy Assumption 3. In order to present a constructive Lyapunov function design, we first introduce the functionḠ :
where the parameter M ∈ R n is to be designed. Figure 4 : Pictorial illustration of the phase space of (18) when Assumption 3 is satisfied. The second and third bullet of this assumption imply that the intersection between C and the domains depicted in dark gray and light gray, respectively, is empty.
To design a Lyapunov function V , we note that (13) requires that V (x, y) = 0 if and only if d(x, y) = 0. Hence, we propose the following piecewise quadratic Lyapunov function
where the positive definite matrices P 0 , P s ∈ R n×n are to be designed. While this function is not smooth, we restrict our attention to a sufficiently small sub-level set where, as we will show in Lemma 4, the function is smooth.
Design of Lyapunov function parameters
To design the parameters P 0 , P s and M of the Lyapunov function V in (20), we distinguish the domains
The following lemma characterises the possibility of jumps from these sets, as illustrated in Fig. 5 .
Lemma 3. Consider the hybrid system (18) and V in (20) . Let M ∈ R n satisfy (JL −1 M +1)s < 0, let P 0 , P s 0 and let Assumption 3 hold. There exists a v L > 0 such that for the sub-level set
3) it holds that z 1 y + z 2 < 0 for all
Proof. The proof is given in Appendix B.
We note that 3) implies that max(0,
Ps < v L . In addition, this lemma allows to limit the number of jump scenarios between the sets S 0 , S 1 , S 2 . Jumps of (18) may trigger jumps between these cases. From
x and y can jump item 2) in Lemma 3, we observe that for (x, y) ∈ S 1 ∩ V L (or (x, y) ∈ S 2 ∩ V L ) jumps of x (or y, respectively) are not feasible. In addition, when x jumps and (x, y) ∈ S 0 , then, after the jump,
Ps < v L (this statement has been made rigourous in the proof of the following lemma), and we obtain (G(x), y) ∈ S 1 after the jump. Consequently, the feasible jump scenarios are depicted in Fig. 5 . Hence, (14) has to be proven along the four jumps depicted in 
then there exist K ∞ -functions α 1 , α 2 and v L > 0 such that the conditions (13) and ( This lemma provides sufficient conditions on the dynamics of the hybrid systems such that the conditions on the Lyapunov function and its evolution along jumps of (1) are satisfied. Additionally, (15) in Theorem 2 imposes conditions on the evolution of the Lyapunov function along flows of (1). In the following section, we present a design for V such that these conditions are also satisfied for an important class of hybrid systems.
Tracking control problems
In this section, we will employ the results on the asymptotic stability of jumping hybrid trajectories to solve a tracking problem of a hybrid trajectory with jumps. We restrict our attention to tracking control problems for the class of systems (18) with f (t, x) = Ax + E + Bu(t, x), A ∈ R n×n , E, B ∈ R n , with a control law u : [0, ∞) × C → R to be designed. In the scope of this tracking problem, we consider a reference trajectory x d , which is a solution to (18) for a feedforward input signal u(x, t) = u ff (t). We assume that y is a trajectory that is generated by the control signal u(t, y) = u ff (t) + u fb (t, y), and assume that u fb vanishes along the trajectory x d , i.e. u fb (t, x d (t)) = 0 for almost all t. Hence, the flow map of the extended hybrid system (7) is given by
Introducing the functionx d (t) := x d (t, min (t,j)∈dom x d j) design a switching feedback law u f b as:
, which coincides with the inverse ofḠ restricted to S 1 ∩ V L . Using this switched control law, which switches on the basis of the Lyapunov function designed in (20) , we formulate in the following result explicit conditions on the controller parameters c 0 , c 1 , c 2 , M, P 0 and P s under which the tracking problem is solved.
Theorem 5. Consider the hybrid system (18) with f (t, x) = Ax+E+B(u ff (t)+u fb (t, x)), for some measurable function u ff (t) and let x d be a solution of (18) for u fb ≡ 0. Let P 0 , P s ∈ R n×n , M ∈ R n , consider V as in (20) and let u fb be designed as in (25) 
n . Let L + M J be invertible and B = 0. Let the assumptions of Lemma 4 hold for λ d ∈ R, let all trajectories of (18) have a time domain that is unbounded in t-direction, and assume β 1 (t) ∈ span(β 2 ), and β 3 (t) ∈ span(β 4 ) (26) hold for almost all t. Let, for some λ c ∈ R, the following LMIs be satisfied:
If either of the following cases hold, then the trajectory x d is asymptotically stable with respect to d.
2) all trajectories of (1) have minimal average inter-jump time 2τ > 0, λ c ≤ 0 and λ d +λ c τ < 0,
Examples
We now present two examples to illustrate the results of this paper. In the first example, a tracking control problem is studied for a bouncing ball system where forces can be applied to the system. The tracking controller and Lyapunov function will be designed such that λ d = 0 and λ c < 0, such that case 1) of Theorem 5 is used to prove asymptotic stability of the reference trajectory.
In the second example, a hybrid system is considered and a control law is proposed for which a maximal dwell-time argument proves asymptotic stability of the reference trajectory, illustrating case 3) of Theorem 5.
Bouncing ball system with non-dissipative impacts
We consider a tracking problem for a bouncing ball system with position x 1 , unit mass, gravity g = 9.81 and with impacts without energy dissipation, see Figure 6 . A finite control force u can be applied to the ball along the vertical direction of motion and the constraint is positioned at x 1 = 0. The continuous-time dynamics can be described witḧ
with λ a finite constraint force satisfying the linear complementarity relation λ ≥ 0, x 1 ≥ 0, λx 1 = 0. When this system arrives at x 1 = 0, then we apply Newton's impact laẇ
Provided that the finite constraint force λ of this system can be ignored, (i.e., when for all time, either the position x 1 or the velocityẋ 1 are non-zero) this system can be modelled as (18) with
0 1 and z 2 = 0 and the set C is selected to exclude a neighbourhood of the origin, such that
While excluding a neighbourhood of the origin may imply that C, D allow noncomplete trajectories, in the following Lyapunov analysis, we prove invariance of a sub-level set
, for some v L , of the Lyapunov function V that characterises a neighbourhood of the reference trajectory and that does not contain points in ∂C e where solutions to (7) law (25) .
In Fig. 1a-b) , the reference trajectory x d and plant trajectory x of the system is shown. In addition, the Euclidean error is depicted in panel c).
Observe that x accurately tracks the reference trajectory x d in the sense that jump times converge and, away from the impact times, the Euclidean error remains small and tends to zero. In Fig. 7 , the applied control input u and the Lyapunov function V are shown. In Fig. 2 , the distance function d(x, x d ) in (3) is depicted when evaluated along these trajectories.
Observe that this distance converges asymptotically to zero. Hence, the controller design in Section 7 solves the tracking problem and renders the trajectory x d asymptotically stable.
Remark 7. In [3] , the same control law was designed in an ad-hoc manner for this specific case. Interestingly, the same control law u fb in (25) now follows in a systematic manner from the generic design framework presented in this paper. Clearly, this generic framework is applicable to a much wider range of examples, indicating the relevance of the presented work.
Dissipative mechanical system with impacts
Now, we consider a single degree-of-freedom system with a damper with damping constant c > 0 and a spring with stiffness k > 0 and unloaded position x =x 1 , as shown in Fig. 8 . Impacts can only occur at the constraint at x 1 = 0. Let the impacts be described by a restitution coefficient u x 1 c k Figure 8 : Dissipative mechanical system. ε = 0.9. Hence, the impacts are dissipative, which allows to study the stability of the trajectory using a maximal average inter-jump time result. Assuming that finite constraint forces can be ignored, the hybrid system is described by (18) with 
We will now find explicit expressions for d 0 and d 1 . By the observation that d 2 0 (x, y) = inf zx∈C x−z x 2 + y −z x 2 , we observe that the infimum is attained z x = x+y 2 , which is contained in C when, firstly, d 0 (x, y) is sufficiently small and secondly, x = x d with the reference trajectory sufficiently far from the origin. Hence, we obtain
Now, we compute d 1 (x, y) using that
= inf
1+ε 2 when y2−εx2 1+ε 2 < −r, and z y2 = −r otherwise. Substituting this expression in (34), we obtain, after some algebraic manipulations, that
where, in the first case, we used the relations x 2 + εz y2 = x2+εy2 1+ε 2 and y 2 − z 2 = ε(x2+εy2) 1+ε 2
. We note that for ε > 0, r x , y implies that the second case in (35) will not be attained when
with d 0 in (33) and d 1 in (35). We now apply the constructive control law design proposed in Section 7 to enforce tracking of the trajectory x d . Selecting P 0 = k 0 0 1 and P s = 1 ε P 0 , we observe that the conditions of Lemma 4 are satisfied with λ d = log(ε) < 0. In addition, we observe that c 0 = c 1 = c 2 = 0 can be selected, such that (27) - (29) hold with λ c = 0, as
Then, (25) yields the control law:
As the trajectory x d has a maximal average inter-jump time, denoted τ d , nearby trajectories will have the same behaviour. Hence, selecting v L > 0 sufficiently small and restricting our attention to the hybrid system (7) with flow set
, we conclude that x also has a maximal average dwell-time τ x , with τ x close to τ d . Hence, the trajectory of the embedded system (7) has a maximal average inter-jump time
> 0. Consequently, case 3) of Theorem 5 proves that the trajectory is (locally) asymptotically stabilised with respect to d by the control law (37). In Fig. 10 , the performance of this controller is illustrated and a trajectory with initial condition x(0, 0) = 100 0 T is shown to x d .
From the structure of the control law (37), we observe that no control is active when V (φ y (t, j),
In fact, the dissipative effect of both the damping force cẋ and the jump map implies that no control is needed during these time intervals. The control input u only needs to compensate the potentially destabilising effect of the forcing term (E +Bu ff ) during the "peaks" of the Euclidean error.
Conclusion
In this paper, we considered the stability of time-varying and jumping trajectories of hybrid systems with state-triggered jumps, which is essential in tracking control, observer design and synchronisation problems. A general distance function design was proposed that allows to compare two trajectories of a hybrid system, thereby enabling the stability analysis for hybrid trajectories. This stability analysis was employed and allowed to propose a constructive tracking control law for a class of hybrid systems. The proposed design for the distance function takes the nature of the jumps of the hybrid system into account, such that the distance function provides a good comparison between the trajectories of two solutions, without the "peaking behaviour" along solutions that is expected in the Euclidean distance. The stability properties of trajectories were studied in terms of this distance function. Sufficient conditions for stability have been formulated using Lyapunov functions with sub-level sets that consist of disconnected pieces. Moreover, the conditions are formulated in terms of maximum or minimum average inter-jump time conditions to allow for increase of the Lyapunov function over flow or jumps, respectively. In case the jump map is an affine function and the jump set a hyperplane, a piecewise quadratic Lyapunov function was proposed that can be constructed systematically.
Focussing on a class of tracking problems for hybrid systems where control is only possible during flow, we designed a switching tracking control law. The asymptotic stability of a reference trajectory of the closed-loop system can be assessed with matrix conditions obtained from our general theory.
Finally, we applied the proposed tracking control law in two examples and observed that the control law achieves accurate tracking. These examples also illustrated that the presented asymptotic stability notion does correspond to desired tracking behaviour. This underlines that the proposed distance function enables a good comparison between hybrid trajectories and has the potential to play an important role in tracking control, observer design and synchronisation problems for hybrid systems. for all x * y * ∈ C e × D e . Given x, y, we can select x * y * ∈ arg inf z∈A x y − z , which, since A is non-empty and closed, cf. Theorem 1, exists and is bounded. We observe that V x * y * = 0 and, hence, w x y = 0. Consequently, we find
where (3) is useed. Since V (x, y) = w Proof of Lemma 4. To prove the lemma, first, we observe that Lemma 7 directly guarantees that there exist functions α 1 , α 2 satisfying (13). In addition, Lemma 3 directly proves that there exists a sufficiently small v L > 0 such that V is smooth in an open domain containing V L . It remains to be proven that (22) - (23) imply (14) . Recall the sets S 0 , S 1 , S 2 in (21). Jumps of (18) may trigger jumps between these sets. From item 2) in Lemma 3, we observe that for (x, y) ∈ S 1 ∩ V L and (x, y) ∈ S 2 ∩ V L jumps of x and y, respectively, are not feasible. Consequently, when (x, y) ∈ S 0 , both x and y can jump, while from (x, y) ∈ S 1 , only a jump of y is feasible, and (x, y) ∈ S 2 implies x ∈ D. We will now prove that (14) holds along these four jumps: a) We first study the jump (x, y) → (G(x), y), with (x, y) ∈ S 0 . Since 3) of Lemma 3 implies thatḠ(y) = (L + M J)y + H + M K as z 1 y + z 2 ≤ 0 and x ∈ D impliesḠ(x) = G(x) = (L + M J)x + H + M K, we observe that V (G(x), y) ≤ G(x) −Ḡ(y) d) For a jump (x, y) → (G(x), y) with (x, y) ∈ S 2 , symmetry of V and b) imply (14) .
Hence, we have proven that (14) holds over all feasible jumps, therewith concluding the proof of the lemma.
1 When V (x, y) ≤ e −λ d v L , we conclude that G(x)−Ḡ(y) 2 Ps < v L , which implies, by Lemma 3, that (G(x), y) ∈ S 1 , as shown in Fig. 5 .
2 Again, when before the jump, V (x, y) ≤ e −λ d v L holds, we conclude that x − G(y) 2 P 0 ≤ v L , such that (x, G(y)) ∈ S 0 , as shown in Fig. 5 , follows.
Proof of Theorem 5. We prove this theorem by application of Theorem 2. Lemma 4 proves that (13) and (14) hold for some v L > 0. Hence, we now show that the assumptions in the theorem prove that (15) is satisfied in the sub-level set
According to Lemma 4, V is differentiable in V L , such that we evaluate ∂V ∂, f for f ∈ F e (t,x d (t, j), y) only when q = x d (t, j) T y T T ∈ V L ∩ C e , where, for almost all t, F e is singlevalued, and we distinguish the three cases given by the minimisers of (20) . If (x d (t, j) , y) ∈ S 0 ∩V L , then ∂V ∂q = 2(x d (t, j) − y) T P 0 I n −I n and F e = Ax d (t, j) + E + Bu ff (t) Ay + E + B(u ff (t) − c 0 (x d (t, j) − y)) , such that (15) is guaranteed by (27) . 
