Abstract-The development of evolutionary algorithms (EAs), such as genetic algorithms (GAs), repeated weighted boosting search (RWBS), particle swarm optimization (PSO), and differential evolution algorithms (DEAs), have stimulated wide interests in the communication research community. However, the quantitative performance-versus-complexity comparison of GA, RWBS, PSO, and DEA techniques applied to the joint channel estimation (CE) and turbo multiuser detection (MUD)/decoding in the context of orthogonal frequency-division multiplexing/space-division multiple-access systems is a challenging problem, which has to consider both the CE problem formulated over a continuous search space and the MUD optimization problem defined over a discrete search space. We investigate the capability of the GA, RWBS, PSO, and DEA to achieve optimal solutions at an affordable complexity in this challenging application. Our study demonstrates that the EA-assisted joint CE and turbo MUD/decoder is capable of approaching both the Cramér-Rao lower bound of the optimal CE and the bit error ratio (BER) performance of the idealized optimal maximum-likelihood (ML) turbo MUD/decoder associated with perfect channel state information, respectively, despite imposing only a fraction of the idealized turbo ML-MUD/decoder's complexity.
services has been at the center of wireless system optimization. In recent years, multiple antennas have been employed both at the transmitter and/or the receiver, which leads to the concept of multiple-input-multiple-output (MIMO) systems. MIMO systems may be designed for achieving various design goals, such as maximizing the achievable diversity gain, the attainable multiplexing gain, or the number of users supported [1] , [2] . Orthogonal frequency-division multiplexing (OFDM) [3] , [4] has found its way into numerous recent wireless network standards, owing to its virtues of resilience to frequency-selective fading channels. Both the modulation and demodulation operations of an OFDM system facilitate convenient low-complexity hardware implementations with the aid of the inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT) operations. In an effort to further increase the achievable system capacity, space-division multiple-access (SDMA) communication systems were conceived [5] , [6] , where several users, roaming in different geographical locations and sharing the same bandwidth and time slots (TSs), are differentiated by their unique user-specific "spatial signature," i.e., by their unique channel impulse responses (CIRs). As one of the most widespread MIMO types, OFDM/SDMA systems [7] , [8] exploit the advantages of both OFDM and SDMA.
In the uplink (UL) of an OFDM/SDMA system, the transmitted signals of several single-antenna mobile stations (MSs) are simultaneously received by an array of antennas at the base station (BS). Multiuser detection (MUD) techniques are invoked at the BS for separating the signals of the different MSs, based on their unique user-specific CIRs. A state-of-the-art turbo MUD/decoder exploits the error correction capability of the channel code by exchanging extrinsic information between the MUD and the channel decoder [9] . Naturally, for a turbo MUD/decoder to achieve an optimal or near-optimal performance, the CIRs have to be accurately estimated [1] , [4] . Intensive research efforts have been devoted to developing efficient approaches for channel estimation (CE) in multiuser OFDM/ SDMA systems [1] , [8] , [10] , [11] . To achieve a near-optimal performance, joint CE and turbo MUD/decoding has recently received significant research attention [12] . Naturally, approaching the performance of the optimal solution, namely, that of the maximum-likelihood (ML) joint CE and turbo MUD/decoding solution, is highly desired. However, in practice, one often has to settle for suboptimal solutions due to the excessive computational complexity of the optimal ML solution, particularly for systems with a high number of users/ 0018-9545 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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antennas and employing high-order quadrature amplitude modulation (QAM) signaling [13] . Fortunately, evolutionary algorithms (EAs) offer potentially viable alternatives for achieving optimal or near-optimal joint CE and turbo MUD/decoding at an affordable complexity. EAs have found ever-increasing applications in communication and signal processing, where creating globally or nearglobally optimal designs at affordable computational costs is critical. The family of the most popular EAs 1 includes genetic algorithms (GAs) [16] , [17] , repeated weighted boosting search (RWBS) [18] , [19] , particle swarm optimization (PSO) [20] , [21] , and differential evolution algorithms (DEAs) [22] , [23] . Significant advances have been made in applying these EAs in single-user joint channel and data estimation [18] , [24] [25] [26] , in CE and MUD for the multiuser code-division multipleaccess UL [27] [28] [29] [30] , in the SDMA-aided OFDM UL [31] [32] [33] [34] , in joint CE and data detection for MIMO systems [35] [36] [37] , and in a diverse range of other applications. However, there is paucity of contributions on EA-aided joint CE and turbo MUD/decoding schemes designed for OFDM/SDMA systems. An exception is our previous work [38] , which applies a DEA for supporting the joint CE and turbo MUD/decoding process. Iterative joint CE and turbo MUD/decoding for OFDM/SDMA represents an ideal benchmark application for evaluating various EAs. The ML-MUD optimization is NP-hard, and the joint ML CE and turbo MUD/decoding solution is computationally prohibitive in general. Furthermore, within the iterative CE and turbo MUD/decoding optimization, the CE optimization problem is defined over a continuous search space, whereas the MUD optimization problem is defined over a discrete search space. Thus, both discrete-valued and continuous-valued EAs are required. While individual EAs may have been tested in this challenging iterative joint CE and turbo MUD/decoding optimization, to the best of our knowledge, no performanceversus-complexity comparisons of a group of EA techniques have been presented in the literature in the context of joint CE and turbo MUD/decoding.
Against this background, in this paper, we design and characterize four EAs, namely, the GA, RWBS, PSO, and DEA, under the challenging framework of joint CE and turbo MUD/decoding in OFDM/SDMA systems, in terms of their achievable performance, computational complexity, and convergence characteristics. More specifically, continuous-valued EAs are employed in solving the associated CE optimization, whereas the discrete-binary versions of EAs are employed for finding the ML or near-ML solution for the MUD. In the proposed EA-aided iterative scheme conceived for joint blind CE and turbo MUD/decoding, the EA-aided turbo MUD/decoder feeds back ever more reliable detected data to the EA-based channel estimator. Likewise, a more accurate channel estimate will result in an increased-integrity MUD/decoder. We demonstrate the power and efficiency of this EA-aided iterative CE and turbo MUD/decoder in our extensive simulation study. Our obtained results confirm that the channel estimate and the bit error ratio (BER) performance of our EA-assisted iterative CE and turbo MUD/decoder scheme approach the Cramér-Rao lower bound (CRLB) of the optimal CE [39] and the optimal ML turbo MUD/decoding performance associated with perfect channel state information (CSI), respectively, while only imposing a fraction of the complexity of the idealized turbo ML-MUD/decoder.
The remainder of this paper is organized as follows: The multiuser OFDM/SDMA UL model is described in Section II, which provides the necessary notations and defines the associated optimization problems of the joint CE and turbo MUD/decoding. Section III characterizes the four EAs, i.e., the GA, RWBS, PSO, and DEA, which are used for solving the joint CE and turbo MUD/decoding optimization. Both the continuous-valued EAs invoked for solving the CE optimization and their discrete versions used for solving the ML MUD optimization are detailed in this section. Section IV is devoted to the structure of the proposed EA-aided iterative CE and turbo MUD/decoder as well as to its computational complexity analysis. Our simulation results are presented in Section V, whereas our conclusions are offered in Section VI.
II. MULTIUSER MIMO OFDM/SDMA SYSTEM
The multiuser MIMO system considered supports U MSs simultaneously transmitting in the UL to the BS, as shown in Fig. 1 . Each user is equipped with a single transmit antenna, whereas the BS employs an array of Q antennas. A timedivision multiple-access protocol organizes the available timedomain (TD) resources into TSs. All the U MSs are assigned to every TS, and thus, they are allowed to simultaneously transmit their streams of OFDM-modulated symbols to the SDMAbased BS [4] , [7] for the sake of exploiting the available resources. Consequently, the users' signals can only be separated with the aid of their unique CIRs.
A. System Model
For the multiuser OFDM/SDMA UL shown in Fig. 1 , all the users simultaneously transmit their data streams, which are denoted by b u for 1 ≤ u ≤ U . The information bits, i.e., b u , are first encoded by the user-specific forward error correction (FEC) encoder. The bit stream after the FEC encoder, which is denoted as b u C , is passed through an interleaver to yield an output bit stream b u I , which is then grouped into blocks of log 2 M bits as a unit and modulated onto a stream of M -QAM symbols. The modulated dataX u are serial-toparallel (S/P) converted, and the pilot symbols are embedded to yield the frequency-domain (FD) OFDM symbol, i.e., X u [s, k], 1 ≤ k ≤ K, where s denotes the OFDM symbol index, and K is the number of subcarriers. The FD pilot symbols and their allocation are known at the receiver and, hence, can be exploited for initial CE. The parallel modulated data are fed to a K-point IFFT-based modulator to generate the TD-modulated signal x u [s, k] . After concatenating the cyclic prefix (CP) of K cp samples, the resultant sequence is transmitted through the MIMO channel and contaminated by the receiver's additive white Gaussian noise (AWGN). The length of the CP must be chosen as K cp ≥ L cir , where L cir denotes the length of the CIRs.
At the BS, the received signals y q for 1 ≤ q ≤ Q are parallelto-serial (P/S) converted, and the CPs are discarded from every OFDM symbol. The resultant signals are fed into the K-point FFT-based receiver. The signal Y q [s, k] received by the qth receiver antenna element in the kth subcarrier of the sth OFDM symbol can be expressed as [4] 
where H u q [s, k] denotes the FD channel transfer function (FD-CHTF) coefficient of the link between the uth user and the qth receiver antenna in the kth subcarrier of the sth OFDM symbol, whereas W q [s, k] is the associated FD AWGN having the power of 2σ
L cir ×1 be the CIR vector of the link between the uth user and the qth receive antenna element during the sth OFDM symbol period, which contains L cir significant CIR coefficients. Then, the FD-CHTF vector
where F ∈ C K×L cir denotes the FFT matrix [4] . As a benefit of the CP, the OFDM symbols do not overlap, and SDMA processing can be applied on a per-carrier basis.
Arrange the received data at each receive antenna in a column vector
which hosts the subcarrier-related signals Y q [s, k] , and the transmitted data of each user in a diagonal matrix
UL cir ×1 corresponding to the qth receive antenna during the sth OFDM symbol period as
The operations of the BS receiver can be summarized as fol . The turbo MUD/decoder exchanges soft extrinsic information between the soft-in-softout (SISO) MUD and the SISO channel decoder [9] , which effectively mitigates both the noise and multiuser interference. As a result, it is capable of achieving an accurate recovery of the users' information bit streams. We defer the discussion on the per-carrier-based turbo MUD/decoder [7] in Fig. 1 to Section IV and concentrate on the basic operations of joint CE and MUD at the BS receiver to highlight our motivation for applying EAs to this challenging application.
B. Optimization Problems in Joint CE and MUD
Denote the overall system's CIR vector by h[s] ∈ C UQL cir ×1 and all the users' transmitted data matrix X[s] ∈ C UK×K , respectively, as
The optimal solution of the joint CE and MUD problem is achieved by maximizing the probability of all the received data
Noting that this conditional distribution is Gaussian, this joint optimization is equivalent to the one that minimizes the log-likelihood cost function (CF) formulated as
where the block diagonal matrix F ∈ C UK×UL cir is given by
Thus, the joint ML CE and MUD solution is defined as
Joint ML optimization (10) is defined in an extremely highdimensional space with both discrete-and continuous-valued decision variables, and therefore, it is computationally prohibitive. The complexity of this optimization process may be reduced to a more tractable level by invoking an iterative search loop that is carried out first over the continuous space of the legitimate channels h[s] and then over the discrete set of all the possible transmitted data X[s]. The iterative loop between the CE and the MUD encapsulates two optimization problems. CE optimization can be performed when the data X[s] are available, either as the known pilot symbols at the start or, more generally, as the detected data fed back from the MUD and FEC-decoder unit. The MUD can be carried out with the estimated CIRs provided by the channel estimator. The iterative procedure exchanging extrinsic information between the decision-directed channel estimator and the MUD based on the estimated CIRs gradually improves both solutions, and typically, only a few iterations are required for approaching the joint ML CE and MUD solution of (10 
where the CE CF is expressed as
Since h q [s] ∈ C UL cir ×1 , the search space for the CE optimization is a continuous-valued (2UL cir )-element space. As the detected data contain erroneous decisions, error propagation imposes a serious problem. The OFDM symbol index [s] will be omitted during our forthcoming discourse.
The standard least squares (LS) channel estimator [40] may provide the solutions of (11), which, however, is computationally very expensive as it requires the inverse of the Q very large (UL cir ) × (UL cir ) complex-valued correlation matrices to obtain h q for 1 ≤ q ≤ Q. A low-complexity simplified LS channel estimator was provided in [40] . However, this simplified LS estimator only works for optimally designed pilots to ensure all the correlation matrices are diagonal. This simplified LS channel estimator performs poorly even given with the correct error-free transmitted data, and clearly, it cannot be applied in decision-directed mode.
2) ML MUD: As a benefit of the CP, the OFDM symbols do not overlap, and receiver processing can be applied on a per-carrier basis [1] , [7] . Let 
Furthermore 
with the MUD optimization CF expressed as
Optimization (15) is well known to be NP-hard. Since each
and the MUD optimization CE is equivalently denoted as
The OFDM index and the subcarrier index [s, k] will be omitted in the sequel.
Various alternative solutions to the NP-hard ML solution of optimization (15) are available, which trade off performance with complexity. The examples of low-complexity suboptimal solutions include the minimum-mean-square-error MUD, successive-interference-cancelation MUD, and parallelinterference-cancelation MUD. Sphere-detection-based MUD, on the other hand, offers a near-optimal solution with more affordable computational complexity. Moreover, EAs have been demonstrated to be capable of solving this ML optimization problem with complexity that is a fraction of the full-optimal ML complexity [27] [28] [29] [30] , [33] [34] [35] [36] [37] [38] .
III. EAs FOR ITERATIVE CE AND MUD
The continuous versions of the GA, RWBS, PSO, and DEA are adopted to aid in CE optimization, which are denoted as the continuous-GA-assisted CE (CGA-CE), continuous-RWBS-assisted CE (CRWBS-CE), continuous-PSO-assisted CE (CPSO-CE), and continuous-DEA-assisted CE (CDEA-CE). By contrast, the discrete-binary versions of these four EAs are adopted for MUD optimization, which are referred to as the discrete-binary GA-assisted MUD (DBGA-MUD), discrete-binary RWBS-assisted MUD (DBRWBS-MUD), discrete-binary PSO-assisted MUD (DBPSO-MUD), and discrete-binary DEA-assisted MUD (DBDEA-MUD).
A. GA for Iterative CE and MUD

1) CGA-CE:
The CGA-CE evolves the population of the P s candidate solutions over the entire solution space, where P s is known as the population size. These candidate solutions represent the estimates of the CIR coefficient vector h q , where the p s th individual of the population in the gth generation is readily expressed as
in which h 
2) Selection. The fitness value of an individual h q,g,p s is related to its CF value by
The roulette wheel selection operator [17] in Fig. 2 is adopted for selecting high-fitness individuals, where the selection ratio of r s decides how many individuals are to be selected into the mating pool from the total P s individuals. The value of r s is defined by r s = (N pool /P s ), where N pool is the size of the mating pool. 3) Crossover. For each pair of parents randomly chosen from the mating pool, the pair of integers u * and l * is randomly generated in the ranges of {1, 2, . . . , U} and {1, 2, . . . , L cir }, respectively. The parents selected for the crossover operation can be expressed as
As indicated in Fig. 2 , the two new offsprings are produced as 
where β is a random value uniformly chosen in the range of (0, 1). 4) Mutation. As shown in the operation of Step 4) Mutation in Fig. 2 , an element or gene h
where both α m and β m are randomly generated in the range (−1, 1), whereas γ is a mutation parameter. The number of genes that will mutate is governed by mutation probability M b . 5) Termination. If g > G max , where G max defines the maximum number of generations, the procedure is curtailed. Otherwise, we set g = g+1, and go to 2) Selection.
The key algorithmic parameters of this CGA-CE are population size P s , selection ratio r s , mutation probability M b , and mutation parameter γ.
2) DBGA-MUD: A discrete-binary GA has similar basic operations as a continuous GA, which are shown in Fig. 2 . This GA evolves a population of the P s (UA)-element binary-valued candidate vectors, and each individual represents an estimate of the bit sequence b defined in (17). The p s th individual of the population in the gth generation is expressed as
Each binary-valued individual b g,p s is related to a signal X g,p s transmitted by the M -QAM modulator that represents a candidate solution of MUD optimization (15) . The CGA-CE is specified as follows. 
The selection ratio r s specifies the percentage of the P s individuals that are selected to form the mating pool, and we also adopt the roulette wheel selection operator. 3) Crossover. We opt for employing the uniform crossover algorithm [17] , where a crossover point is randomly selected between the first bit and the last bit of the parent individuals, and the bits are then exchanged between the selected pair of parents. 4) Mutation. Given mutation probability M b , M b P s UA bits are randomly selected from the total number of (P s UA) bits in the P s individuals for mutation, where • denotes the integer floor operator. A bit is mutated by toggling its value from 1 to 0, and vice versa. 5) Termination. Optimization is stopped when the predefined maximum number of generations G max is reached. Otherwise, set g = g + 1, and go to 2) Selection.
The key algorithmic parameters of this DBGA-MUD are population size P s , selection ratio r s , and mutation probability M b .
B. RWBS for Iterative CE and MUD
The operations of the RWBS algorithm [18] , [19] are shown in Fig. 3 , which consists of the generation-based outer loop and the weighted boosting search (WBS) inner loop. 
1) CRWBS-CE:
Given an initial estimate h q,0,best , which can be either randomly generated in the search space (−1 − j, +1 + j) UL cir or chosen as the initial-training-based channel estimate with the aid of the simplified LS channel estimator in [40] , the CRWBS-CE is initialized by setting the generation index to g = 1 and then following the operations given in Algorithm 3.
where Grv UL cir (0, 1) denotes the (UL cir )-element vector, whose elements are drawn from the normal distribution with zero mean and unit variance, h q,g−1,best denotes the best individual found in the previous generation, and γ is referred to as the mutation rate. 2) CF evaluation. Calculate the CF values associated with the population according to 
ii) Adapt the weights for 1 ≤ p s ≤ P s as follows:
and normalize them as 
Intuitively, as the individuals of low CF values have high weights, (27) is capable of producing a new individual, which may have an even lower CF value. A "mirror image" of h q,g,P s +1 is produced as
The new individual h q,g,p * then replaces h q,g,p worst in the population. 4) WBS termination. If t > T wbs , where T wbs defines the maximum number of WBS iterations T wbs , exit the WBS inner loop. Otherwise, set t = t + 1 and go to 3)WBS. 5) Generation termination. Stop when the maximum number of generations G max is reached. Otherwise, set g = g + 1, and go to 1) Generation initialization.
The key algorithmic parameters of this CRWBS-CE are the population size P s , the mutation rate γ and the maximum number of WBS iterations T wbs .
2) DBRWBS-MUD: Given a randomly generated initial binary-valued estimate b 0,best , the DBRWBS-MUD commences by setting the generation index to g = 1, and it then follows the operations given in Algorithm 4. 
Then set the WBS iteration index to t = 1. 3) WBS. Again, this is composed of the weight boosting and population updating stages.
• Stage 1. Boosting. The operations are identical to those of i) and ii) in Stage 1. of the CRWBS-CE, which yields the set of weights,
Then the four (or a different user-defined number) new individuals b g,P s +i , 1 ≤ i ≤ 4, are generated as follows:
where rand(0, 1) denotes the random number generator which randomly returns a value from the interval [ 0, 1). The newly generated individuals replace the worst individuals in the population, whose CF values are larger than theirs. 4) WBS termination. The WBS iterative procedure is terminated, when the maximum number of WBS iterations T wbs is reached. Otherwise, set t = t + 1 and go to 3) WBS. 5) Generation termination. The procedure is terminated, when the maximum number of generations G max is reached. Otherwise, set g = g + 1, and go to 1) Generation initialization.
The key algorithmic parameters of this DBRWBS-MUD are population size P s , mutation probability M b , and the maximum number of WBS iterations T wbs .
C. PSO for Iterative CE and MUD
In a PSO algorithm, individuals of the population are known as particles, and the population is referred to as the swarm. The flowchart of the PSO algorithm adopted is shown in Fig. 4 .
1) CPSO-CE:
The position of the p s th particle in the gth generation of the population, i.e., h q,g,p s , is defined in (18 , which provides the so-called cognitive information. Every particle also knows the best position visited so far by all particles of the entire swarm, denoted by h si q,g , which provides the so-called social information. Algorithm 5 details the operations of the CPSO-CE. Then 
), the swarm's social information is then updated as follows:
3) Swarm updating. The individuals' velocities and positions are updated according to
for 1 ≤ p s ≤ P s , where ω is the inertia weight, whereas c 1 and c 2 are known as the cognitive learning rate and the social learning rate, respectively. 4) Termination. Optimization is terminated, when the maximum number of generations G max is reached. Otherwise, set g = g + 1, and go to 2) Swarm evaluation.
The key algorithmic parameters of this CPSO-CE are population size P s , cognitive learning rate c 1 , and social learning rate c 2 .
DBPSO-MUD:
In the population of the gth generation, the p s th individual's position, i.e., b g,p s , is given by (23) , and its associated velocity is expressed as
The velocity space is defined as (0, 1) UA , i.e., v g,p s ∈ (0, 1)
UA [41] . Associated with b g,p s , there are two bit-toggling probability vectors given, respectively, by 
which is then used to generate the velocity associated with b u g,p s ,l according to [41] 
Next, the individuals are updated as follows:
for 1 ≤ p s ≤ P s , 1 ≤ u ≤ U , and 1 ≤ l ≤ A. 4) Termination. Optimization is terminated, when the maximum number of generations G max is reached. Otherwise, set g = g + 1, and go to 2) Swarm evaluation.
The key algorithmic parameters of this DBPSO-MUD are population size P s , cognitive learning rate c 1 , and social learning rate c 2 .
D. DEA for Iterative CE and MUD
1) CDEA-CE:
The operations of the CDEA-CE are shown in Fig. 5 . More explicitly, the CDEA-CE scheme is elaborated in Algorithm 7. p s =1 . The mean of crossover probability C r is initialized to μ C r = 0.5, whereas the location parameter of scaling factor λ is initialized to μ λ = 0.5. The archive of the DEA is initialized to be empty. 2) Population evaluation. For each h q,g,p s , where 1 ≤ p s ≤ P s , evaluate the CF value J ce ( h q,g,p s ). The archive of DEA contains the P s best solutions that the population has found, and it is updated every generation by adding the P s · p parent solutions that are in the top 100·p% of high fitness to it, where p is known as the greedy factor. If the archive size exceeds P s , some solutions are randomly removed from it. 3) Mutation. As shown in Step 3) of Fig. 5 , the mutation perturbs the candidate solutions by adding randomly selected and appropriately scaled difference-vectors to each base population vector h q,g,p s as follows:
where scaling factor λ p s ∈ (0, 1] is a positive number, which is randomly generated for each individual according to the normal distribution having a mean of μ λ and a standard deviation of 0. 
where C r ps ∈ [0, 1] is the randomly generated crossover probability for each individual according to the Cauchy distribution with location parameter μ C r and scale parameter 0.1. Otherwise, the target vector survives and h q,(g+1),p s = h q,g,p s . 6) Adaptation. The mean of crossover probability μ C r and the location parameter of scaling factor μ λ are updated according to [23] 
where c ∈ (0, 1] is the adaptive update factor, mean A (·) and mean L (·) denote the arithmetic-mean and Lehmermean [23] operators, and S C r and S λ denote the sets of successful crossover probabilities C r i and scaling factors λ i in generation g.
7)
Termination. The procedure is terminated, when the maximum number of generations G max is reached. Otherwise, set g = g + 1, and go to 2) Population evaluation.
The key algorithmic parameters of this CDEA-CE are population size P s , greedy factor p, and adaptive update factor c.
2) DBDEA-MUD:
The DBDEA-MUD is described as follows. is the M -QAM symbol vector generated from b g,p s . The archive, which contains the P s best solutions that the population has explored, is updated every generation by adding the P s · p parent solutions that are in the top 100 · p% of high fitness to the archive, where again, p is the greedy factor. If the archive size exceeds P s , some solutions are randomly removed from it. 3) Mutation. The mutant version of base vector b g,i is created according to
where b p g,best,r 1 is randomly chosen from the archive, b g,r 2 and b g,r 3 with r 2 = i and r 3 = i are randomly selected from the current population, z b i is a randomly generated (U × A)-length binary vector known as the bitscaling factor, ⊕ denotes the bitwise exclusive-OR operator, and ⊗ denotes the bitwise exclusive-AND operator. 4) Crossover. With the uniform crossover, each element of the trial vector has the same probability of inheriting its value from a given vector. Specifically, the (u, j)th element of the p s th trial vector t g,p s at the gth generation, i.e., t u g,p s ,j , is given by
where crossover probability C r ps ∈ [0, 1] is randomly generated according to the normal distribution having a mean of μ C r and a standard deviation of 0.1, whereas j rand is a randomly chosen integer in the range of {1, 2, . . . , P s }. specified by the designer, μ C r and μ λ are adapted according to (42) and (43). 7) Termination. Optimization is terminated, when the maximum number of generations G max is reached. Otherwise, set g = g + 1, and go to 2) Population evaluation.
The key algorithmic parameters of this DBDEA-MUD are population size P s , greedy factor p, and adaptive update factor c.
IV. EA-AIDED ITERATIVE CE AND TURBO MUD/DECODER
A. Iterative CE and Turbo MUD/Decoder
The iterative joint CE and turbo MUD/decoder is constituted by the continuous-EA-aided CE and the discrete-binary EAassisted SISO MUD, followed by U parallel single-user SISO channel decoders, as shown within the dotted-line box at the right-hand side in Fig. 1 Fig. 1 , detects the users' data.
Step-3.1). The SISO MUD delivers the a posteriori information on bit b u (i) expressed in terms of its loglikelihood ratio (LLR) as [2] Step-3.2). As shown in the receiver in Fig. 1 , the extrinsic information output by the SISO MUD is then deinterleaved and fed into the uth user's SISO channel decoder as its a priori information, which is denoted as L c,pr,b u (i) . The uth SISO channel decoder then delivers the a posteriori information on decoded bits in terms of LLRs L c,po,b u (i) [9] , which can be ex-
The extrinsic information output by the SISO decoder, which is denoted by L c,e,b u (i) , will then be interleaved to provide the a priori information for the next iteration of the SISO MUD.
Step-3.3) Turbo MUD/decoder convergence test. If
Iter < I tb , where I tb defines the maximum number of turbo iterations, 2 set Iter = Iter + 1 and go to Step-3.1). Otherwise, the turbo MUD/decoder has converged, and the detected and decoded bit streams are encoded by the channel encoders, interleaved by the interleavers, and then mapped to the corresponding M -QAM symbol streams, which will be used by the continuous-EA-based CE. 4) Decision-directed channel estimator.
Step-4.1) Continuous-EA-aided CE. The "Continuous-EA-aided CIR estimator" blocks in Fig. 1 use the re-encoded and remodulated data { X u } U u=1 to perform CIR estimation. The resultant CIR estimate h is transformed to the FD-CHTF matrix estimate H by the FFT, which will then be used by the turbo MUD/decoder so that the iterative process can continue.
Step-4.2) CE and turbo MUD/decoder convergence test. If loop < I ce , where I ce defines the maximum number of joint CE and turbo MUD/decoder iterations in Fig. 1 , set loop = loop + 1 and go to 2.1). Otherwise, the iterative CE and turbo MUD/decoder has converged.
The a posteriori information on the turbo ML-MUD associated with bit b
Pr {b u (j)}
where the probability Pr{b u (j)} of b u (j) is given by
2 A turbo iteration represents one exchange of extrinsic information between the discrete-binary EA-assisted SISO MUD and the SISO channel decoder, as described in Step 3.1) and Step 3.2) and shown in Fig. 1 . By contrast, the discrete-binary EA-aided turbo MUD is capable of reducing the complexity of the a posteriori information calculation to that of a near-single-user scenario, once the transmitted data X are detected by the discrete-binary EAaided MUD. Specifically, the a posteriori information on the discrete-binary EA-aided turbo MUD associated with bit b
where Pr{b u (j)} is also calculated using (48) by replacing 
Observe in (49) that the number of legitimate candidate solutions is M = |S| for each user, since the transmitted signal of user v (v = u) is given by (50). Thus, the computational complexity of the a posteriori information's calculation has been reduced to M · U .
B. Convergence Discussion and Complexity Analysis
To characterize the convergence behavior of the population { X g,p s } P s p s =1 , as generation g evolves, 3 we may adopt the probability of convergence, which is defined as [43] 
where X ML denotes the optimal ML solution, and is an arbitrary positive value. The probability of convergence defined in (51) requires that the solutions are located outside the -neighborhood of X ML with a probability of zero, as the population evolves. Generally, there exists a probability p(g) > 0 at each generation g that the individuals in the parental population will generate an offspring belonging to the -neighborhood of X ML . As a benefit of the elitism, the individuals of the next generation are as good as or better than their counterparts in the current generation, which indicates that sequence {p(g)} is monotonically increasing. This leads to [43] 
The given proposition indicates that the population will converge to the -neighborhood of X ML with a probability of 1, but does not address the vital question of convergence speed. As we use an EA to solve an NP-hard optimization problem, whose optimal solution by the "brute force" exhaustive ML search imposes an exponentially increasing complexity in the problem size. Vast amounts of empirical results found in the literature have demonstrated that appropriately tuned EAs are capable of approaching the globally optimal solutions even for the most challenging optimization problems at affordable complexity. Moreover, the theoretical analysis of EAs has made significant progress in the past few years [44] . Specifically, many NP-hard problems can be turned into the so-called EA-easy class [44] , implying that they can be solved by a well-tuned EA algorithm at complexity at most polynomial in the problem size. Given the CSI, i.e., h, the computational complexity of a turbo MUD/decoder is given by
where C MUD and C dec are the complexity of the turbo MUD and that of the channel decoder, respectively. The second term in (53) remains the same for both the turbo ML-MUD/decoder and the turbo EA-aided MUD/decoder. Furthermore, the second term in (53) is significantly smaller than the first term. The complexity C ML MUD of the turbo ML-MUD/decoder imposed by detecting a frame of S OFDM symbols, each having K subcarriers, can be shown to be (54), shown at the bottom of the page, whereas the complexity C EA MUD of the turbo EA-aided MUD/ decoder can be shown to be (55), shown at the bottom of the page.
The total complexity of the EA-assisted joint CE and turbo MUD/decoder is given by
In ( (57) 4 For the CRWBS-CE, N ce CF−EVs = ((P ce s − 1) + 2T wbs ) · G ce max . The approximation is met by appropriately choosing T wbs . 
The ratio of the complexity of the EA-assisted joint CE and turbo MUD/decoder to that of the idealized turbo ML-MUD/decoder associated with perfect CSI is expressed by
where the approximation is obtained by omitting the second term in (53).
V. EXPERIMENTAL PERFORMANCE RESULTS
The parameters of our simulated multiuser SDMA/OFDM UL are listed in Table I . A four-path Rayleigh fading channel model was employed for each link, and the delays of the paths were normalized to the sample duration. At the beginning of every frame, which contained S = 100 OFDM symbols, a new channel tap was generated for each of the four paths according to the complex-valued white Gaussian process with its power specified by the corresponding average path gain. Within the frame, each channel tap experienced independent Rayleigh fading having the same normalized Doppler frequency of F D = 10 −7 . A half-rate recursive systematic convolutional code was employed as the channel code. The default values of the EAs' algorithmic parameters are listed in Table II . The first OFDM symbol of each frame was populated with pilots for the initialtraining-based CE, yielding a training overhead of 1%. The system's signal-to-noise ratio (SNR) was specified by SNR = E b /N o in decibels, where E b denotes the energy per bit, and N o is the power spectral density of the channel AWGN.
A. Efficiency, Reliability, and Convergence Investigation
We first quantified the efficiency and reliability of the continuous-EA-aided CEs and the discrete-binary EA-based MUD schemes separately over N tot = 1000 independent simulation runs. Perfect CSI was assumed for evaluating the discrete-binary EA-assisted MUD schemes, while the transmitted data were available, when evaluating the continuous-EA-aided CE schemes. There was no information exchange between the MUD and the decoder, i.e., we had I tb = 1, and the channel's AWGN had N o = 0. For an EA-aided CE scheme, we declared a "successful" run when the algorithm achieved the CF value of J ce ( h q,G i max ,best ) < 10 −4 within the set upper limit for the number of CF evaluations N After obtaining these statistics, the average number of CF evaluations per run was given by
while the average number of CF evaluations per successful run was defined by
Then, the normalized average number of CF evaluations per run was formulated as
and the normalized average number of CF evaluations per successful run was defined as
offered the metrics for quantifying the efficiency of the EAaided CE scheme investigated. The smaller R tot CF−EVs or R suc CF−EVs , the more efficient the EA-aided CE scheme. On the other hand, the reliability of the EA-aided CE was measured by the failure ratio, i.e.,
The lower R fail , the more reliable the EA-aided CE scheme. The efficiency and reliability of the four continuous-EAassisted CE schemes are shown in Fig. 6 , where it can be seen that the CDEA-CE outperformed the other three schemes, and the former always arrived at the target CF value within the average computational complexity of 15 000 CF evaluations. The CRWBS-CE came a close second, and it always attained the target CF value within the average complexity of 22 000 CF evaluations. The CGA-CE was the the worst CE candidate, having the failure rate of R fail ≈ 7% and imposing an average computational complexity of 90 000 CF evaluations. A similar procedure was carried out for investigating the efficiency and reliability of the four discrete-binary EA-assisted MUDs by setting G low. Otherwise, the run was declared a failure. Note that N lim CF−EVs = M U was the number of CF evaluations required by the full-search ML MUD. Fig. 7 compares the efficiency and reliability of the four discrete-binary EA-assisted MUDs. Observe that the DBGA-MUD was the winner with a zero failure rate and requiring only 3.2% of the ML-MUD's complexity. The DBDEA-MUD came a close second with an extremely low failure rate and an average complexity that was 3.7% of the optimal ML-MUD's complexity.
We then added the channel's AWGN and considered the cases of E b /N o = 14 and 20 dB. Fig. 8 compares the convergence behaviors of the four continuous-EA-assisted CE schemes. The approximate number of CF evaluations required for the mean square error (MSE) of a continuous-EA-assisted Table III . It can be seen that the CRWBS-CE and the CDEA-CE had the fastest convergence speed, whereas the CGA-CE had the slowest convergence speed. Fig. 9 characterizes the convergence behaviors of the four discrete-binary EA-assisted MUDs. The approximate number of CF evaluations required for the BER of a discrete-binary EA-assisted MUD to approach the BER of the optimal ML-MUD was found in Fig. 9 , and it is shown in Table IV. Observe that the DBDEA-MUD and the DBGA-MUD achieved rapid convergence. Although the nonturbo DBPSO-MUD failed to approach the ML-MUD solution in this experiment, by introducing the powerful turbo iterative procedure, the turbo DBPSO-MUD/ decoder is capable of attaining the optimal solution of the turbo ML-MUD/decoder, as will be confirmed in Section V-B.
B. Performance of EA-Aided Joint CE and Turbo MUD/Decoder Schemes
Having examined the individual EA-assisted CE schemes and the individual EA-aided MUDs, we investigated the four EA-aided iterative joint CE and turbo MUD/decoder schemes, as outlined in Section IV, namely, the GA-aided joint CE and turbo MUD/decoder, the RWBS-aided joint CE and turbo MUD/decoder, the PSO-aided joint CE and turbo MUD/ decoder, and the DEA-aided joint CE and turbo MUD/decoder. In an EA-aided joint CE and turbo MUD/decoder, the information is exchanged I tb times at the inner turbo loop between the EA-assisted MUD and the channel decoder, whereas the information is exchanged I ce times at the outer iterative loop between the EA-assisted CE scheme and the EA-aided turbo MUD/decoder. It is worth emphasizing that the EAassisted channel estimator is based on the detected data fed back from the EA-assisted MUD/decoder. The MSE of the channel estimate obtained by an EA-aided joint CE and turbo MUD/decoder was compared with the CRLB, whereas the BER achieved by an EA-aided joint CE and turbo MUD/decoder was compared with the BER of the idealized turbo ML-MUD/decoder associated with perfect CSI. MUD/decoder schemes exhibited divergence. Similarly, it is shown in Fig. 11 that for five outer iterations, the RWBSand DEA-aided joint CE and turbo MUD/decoder schemes approached the BER performance of the idealized turbo ML-MUD/decoder; however, the PSO-and GA-aided joint CE and turbo MUD/decoder schemes failed to find the optimal solution.
From the results in Section V-A, we note that the PSOand GA-aided joint CE and turbo MUD/decoder schemes may be less efficient in comparison to the RWBS-and DEAaided schemes, and we surmise that N ce CF−EVs = 20 000 and N mud CF−EVs = 10 000 may not be sufficient for the PSO-and Table V , we can see that the total complexity of the RWBSand DEA-assisted joint CE and turbo MUD/decoder schemes is less than 39% of the idealized turbo ML-MUD/decoder's complexity, whereas the GA-and PSO-assisted joint CE and turbo MUD/decoder schemes impose a total complexity that is less than 77% of the idealized turbo ML-MUD/decoder's complexity.
C. Comparing an EA-Aided CE With the Simplified LS CE
In Section II-B, we have pointed out that although the standard LS channel estimator [40] can also provide the optimal solution for CE optimization (11) , it is computationally very expensive. Therefore, it is difficult to combine the standard LS channel estimator with a turbo MUD/decoder to form a joint CE and turbo MUD/decoder scheme, as this approach will impose excessive computational complexity. The simplified LS channel estimator in [40] , on the other hand, has low complexity, but it performs poorly even given with the correct error-free transmitted data. We now demonstrate this by investigating the MSE performance of the simplified LS channel estimator using our OFDM/SDMA simulation system. Fig. 14 shows the MSEs attained by the simplified LS CE relying on optimally designed pilots and the true error-free transmitted data, respectively, in comparison with the MSE performance obtained by the DEAaided joint CE and turbo MUD/decoder recorder at loop = 0 and loop = 5.
Observe in Fig. 14 that the simplified LS channel estimator, given optimally designed pilots, attains the same MSE as the DEA-aided CE at loop = 0. However, this channel estimator performs very poorly even given with the true transmitted data, as shown in Fig. 14 . The reason for this poor performance is that this low-complexity channel estimator requires optimal pilots, as discussed in [40, Sec. III] , where the relative phases of the training sequences (pilots) for the different users (transmit antennas) must be carefully designed so that each individual CIR (linking the ith transmit antenna to the jth receive antenna) TABLE V  COMPUTATIONAL COMPLEXITY COMPARISON IN TERMS OF THE RATIO OF THE COMPLEXITY OF AN EA-ASSISTED ITERATIVE JOINT CE  AND TURBO MUD/DECODER TO THE COMPLEXITY OF THE IDEALIZED TURBO can be separately estimated. However, the users' transmitted data do not meet this requirement of "optimal pilots." Hence, this simplified LS CE cannot benefit from the iterative CE using the detected users' data-it cannot even work adequately using the true users' data. Therefore, the simplified LS channel estimator cannot be combined with a turbo MUD/decoder to form a joint CE and turbo MUD/decoder. By contrast, our proposed EA-aided CE benefits from the iterative joint CE and turbo MUD/decoding process and is capable of approaching the CRLB, as confirmed in Fig. 14. 
VI. CONCLUSION
Four EAs, namely, the GA, RWBS, PSO, and DEA, have been applied to the challenging problem of joint semiblind CE and turbo MUD/decoding for ODFM/SDMA communication systems. Extensive results have been provided to demonstrate that by iteratively exchanging information between a continuous-EA-aided decision-directed channel estimator and a discrete-binary EA-assisted turbo MUD/decoder, an EA-aided joint blind CE and turbo MUD/decoder is capable of approaching both the CRLB associated with the optimal channel estimate and the BER of the idealized optimal turbo ML-MUD/ decoder associated with perfect CSI, despite imposing only a fraction of the idealized turbo ML-MUD/decoder's complexity. 
