Homotopy limits of triples  by Libman, Assaf
Topology and its Applications 130 (2003) 133–157
www.elsevier.com/locate/topol
Homotopy limits of triples
Assaf Libman
Department of Mathematical Sciences, University of Aberdeen, Aberdeen AB24 3UE, Scotland, UK
Received 12 December 2001; received in revised form 15 July 2002
Abstract
Given a triple J on the category of (pointed) spaces, one uses the cosimplicial resolution J •X of
a space X, to define the functors JnX = Totn J •X. When n =∞ this is known as the completion
functor.
We show that when J is a module triple, then the Bousfield–Kan functors Jn are triples on the
homotopy category of spaces. In particular, when E is the spectrum of an S-algebra (or a symmetric
spectrum), then the E-completion functor is up to homotopy a triple.
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1. Introduction
1.1. Throughout this paper S and S∗ stand for the (pointed) category of simplicial sets,
which, as usual, are called (pointed) spaces.
Recall that for commutative unitary rings R, Bousfield and Kan constructed functors
R :S∗ → S∗ where
(a) R is a triple (monad) on S∗ with structure maps η and µ.
(b) As a functor, R is continuous, namely induces a continuous map
map(X,Y ) c→map(RX,RY)
for all (pointed) spaces X and Y . This is a consequence of the existence of a map ω,
natural in A and X,
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ω :A∧RX→R(A∧X) given by
ω :a ∧
(∑
ri [xi]
)
	→
∑
ri [a ∧ xi].
Moreover, ωA,X ◦ (1A ∧ ηX)= ηA∧X , the following diagram commutes
A∧R2X ω
1∧µ
R(A∧RX) Rω R2(A∧X)
µ
A∧RX ω R(A∧X)
and the composition
A∧B ∧RX A∧ωB,X−−−−−−→A∧R(B ∧X) ωA,B∧X−−−−−−→R(A∧B ∧X)
is the same as the natural map ωA∧B,X .
Using these triples, Bousfield and Kan constructed the functors
Rn(−)= Totn R•(−).
These functors were claimed in [3] to be themselves triples. The triple structure was
obtained using an ad-hoc construction known as the twist map. Recently, it was announced
by Bousfield [2] that the twist map is no longer believed to be associative, hence the triple
structure result in [3] is believed to be invalid.
In this paper we partially correct this error by approaching the triple structure in a more
systematic way, getting around the ad-hoc nature of the twist map.
1.2. More examples. Suppose now that E is a unitary ring spectrum. The assignment
E :X 	→Ω∞(Σ∞X ∧E)
yields a functor E :T∗ → T∗. If E is an S-algebra [7] or a symmetric spectrum [9] then
(i) E is a triple on T∗ (or S∗), and
(ii) E is a continuous functor such that the following diagrams commute
map(X,Y )
c
map(X,Y )
η∗
map(EX,EY) η
∗
map(X,EY )
map(X,Y ) c·c
c
map(E2,X,E2, Y )
µ∗
map(EX,EY) µ
∗
map(E2X,EY)
This implies the existence of a map ω similar to the one for R in 1.1.
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The cosimplicial resolution E•X of a space X can be used to define
EnX := holimE•nX = Totn
(
E•fib
)
where E•nX stands for a cosimplicial space truncated at codimension n, and (E•Xfib) is
a Reedy fibrant replacement of E•X. The main result of this paper 6.15 together with 3.9
imply:
Theorem. LetE be an S-algebra (e.g.,K-theory, MU -theory,HR for a commutative ring
R, ko, ku of connective K-theories etc). Then En :S∗ → S∗ is a homotopy functor which
becomes a triple on hoS∗.
1.3. Organisation of the paper. The heart of the matter is the continuity of the triples E.
In Section 3 we discuss the hypotheses on a triple J which are needed for our main results
6.14, 6.15 to hold. Such triples are called module triples (cf. [8, Definition 4.1.7]) and are
closely related to triples whose underlying functors are continuous. The point is that the
continuity enables us to define and analyse a “multiplication map” µ :JnJn→ Jn, in terms
of natural transformations among space valued functors from the category of cosimplicial
spaces. These functors and maps are discussed in Section 5.
Section 4 sets up the language which enables us to give a uniform proof for both
the unpointed and pointed cases. If one is interested in the results only in the unpointed
category of spaces, then he may feel safe to ignore the term “U -coherent map” throughout.
In section 6 we construct the triple structure of Jn.
2. Preliminaries
2.1. Throughout this paper we let Spc denote one of the categories S or S∗ standing for
the categories of (pointed) simplicial sets. As usual, a simplicial set is called a space. There
is a pair of adjoint functors
(−)+ :S S∗ :U
where U is the forgetful functor, and X+ =X∗.
2.2. Recall that Spc is a symmetric monoidal category. Let Map(−,−) denote the hom-
spaces. Furthermore, Spc is a simplicial closed model category; This structure given by
the well-known partially adjoint bifunctors
⊗ :Spc× S→ Spc
map :Spcop ×Spc→ S
hom :Sop ×Spc→ Spc.
2.3. If D is a small category, then the functor category SpcD is enriched over Spc with
hom-spaces given by the end formula
MapD(X,Y )=
∫
d∈D
Map
(
X(d),Y (d)
)
.
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It is also a simplicial closed model category where fibrations and weak equivalences are
defined objectwise and cofibrations are retracts of the so-called free maps [6].
The functor hom on Spc can be prolonged to a bifunctor (SD)op ×SpcD×E →SpcE ,
where D and E are small categories, using the end formula
homD(A,X)=
∫
d∈D
hom
(
A(d),X(d)
)
. (2.3.1)
It is adjoint to the obvious bifunctor
⊗ :SpcE × SD →SpcD×E. (2.3.2)
Observe, furthermore, that
homD(A,X)=
{MapD(A,X) Spc= S,
MapD(A+,X) Spc= S∗.
(2.3.3)
2.4. Let F :D→ S be a cofibrant diagram (i.e., a retract of a free one), and assume that it
is weakly contractible. For a diagram X in SpcD , we set
holimFX = homD(F,X).
When X is a fibrant diagram, it is well known that holimFX  holimD X.
Since in this paper we will be forced to compute homotopy limits using various
diagrams F , the notation holimF (−) will be handy.
2.5. Cofibrant diagrams are also suitable for computing homotopy colimits in the sense that
if F is a cofibrant D-diagram, then the natural map
hocolimF → colimF
is a weak equivalence (cf. [5]).
Weakly contractible cofibrant Dop-diagrams F , are also suitable for computing
homotopy colimits of D-diagrams X, using the coend formula
hocolimD X 
d∈D∫
X(d)⊗ F(d). (2.5.1)
2.6. A special type of homotopy colimits are nerves of categories. Recall that if C is a
small category, then its nerve N(C) is the simplicial set whose set of n-simplices is the set
of functors n¯→ C , where n¯ is the category {0→ 1→·· ·→ n}. We shall tend to write |C|
for the nerve of C .
If ∗C stands for the constant diagram of a single point, then |C|  hocolim∗C .
2.7. Recall from [12] that since Spc is cocomplete, all left Kan extensions exist. That is,
given a small functor f :D→E, then the induced functor f ∗ :SpcE →SpcD has a left
adjoint, which is the left Kan extension of f , denoted Lanf or f∗.
It is not hard to show [10, Theorem 4.38] that for f above, there is a natural
isomorphism of spaces (both pointed and unpointed)
MapD
(
X,f ∗Y
)∼=MapE(Lanf X,Y ). (2.7.1)
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Since the forgetful functor U (2.1) commutes with f ∗, then Lanf commutes with (−)+.
Then, using (2.3.3), it is easy to see that
homD
(
A,f ∗X
)∼= homE(Lanf A,X). (2.7.2)
2.8. There are two descriptions of left Kan extensions using comma categories and coends
(see [12, Chapter X]).
Let f :A→ B be a small functor and let b be an object of B . The over (or comma)
category (f ↓ b), is the category whose objects are pairs (a,ϕ) where a is an object
of A and f a ϕ→b is a morphism in B . Morphisms (a,ϕ) → (a′, ϕ′) are induced by
morphisms a ψ→a′ in A such that ϕ = ϕ′ · f (ψ). There is an obvious projection functor
π : (f ↓ b)→A.
If X :A→ Spc is a functor, then (see [12, p. 236])
(Lanf X)(b)= colim
[
(f ↓ b) π→A X→Spc]. (2.8.1)
There is another description in terms of coends (see [12, p. 237])
(Lanf X)(b)=
a∫
HomB
(
f (a), b
) ·X(a). (2.8.2)
Finally, we will need the elementary
2.9. Lemma. Let f :C→ C and g :D→D be small functors and X,Y objects in SC and
SD respectively. Then
(f, g)∗(X⊗ Y )= f∗X⊗ g∗Y.
Proof. Since (f, g) = (f,1) ◦ (1, g) we may assume that g = 1. If U ∈ SC×D then the
following computation yields the desired result
SC×D(f∗X⊗ Y,U)∼= SC
(
f∗X,homD(Y,U)
)∼= SC(X,f ∗ homD(Y,U))
= SC(X,homD(Y, (f,1)∗U))∼= SC×D((f,1)∗(X⊗ Y ),U).
The last equation in the first line follows by inspection. ✷
3. Module triples
As pointed out in the introduction, our results rely on certain conditions that the triples
under question must satisfy. In this section we spell out these conditions and explore some
of their consequences.
3.1. Recall that a triple on Spc is a functor J :Spc→ Spc together with natural maps
η : Id→ J and µ :J 2 → J which satisfy
µ ◦ Jη= µ ◦ ηJ = id and µ ◦ Jµ= µ ◦µJ.
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3.2. Given a triple J on Spc, one constructs the cosimplicial space J •X as follows
(J •X)k = J k+1X,{
(J •X)k d
i→(J •X)k+1}= J iηJ k−i+1X,{
(J •X)k+1 s
i→(J •X)k}= J iµJ k−iX.
In fact, J •X is augmented by X via X η→JX = (J •X)0.
3.3. Definition. A triple (J, η,µ) on Spc is called a module triple if
(a) J is equipped with a map
ωX,A : (JX)⊗A→ J (X⊗A)
natural in A ∈ S and X ∈ Spc.
(b) The following diagram commutes
((JX)⊗B)⊗A ω⊗A
∼=
J (X⊗B)⊗A ω J ((X⊗B)⊗A)
∼=
(JX)⊗ (B ×A) ω J (X⊗ (B ×A))
(c) The following squares commute
X⊗A
η⊗1
X⊗A
η
(JX)⊗A ω J (X⊗A)
(d) and
(J 2X)⊗A Jω◦ω
µ⊗1
J 2(X⊗A)
µ
(JX)⊗A ω J (X⊗A)
3.4. Remark. Let (J, η,µ) be a triple on Spc. We say that it is continuous if
(a) J is continuous as a functor, namely it induces a map
Map(X,Y ) c→Map(JX,JY )
is continuous for all spaces X,Y , and
(b) the following diagrams commute
Map(X,Y )
c
Map(X,Y )
η∗
Map(JX,JY ) η
∗
Map(X,JY )
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Map(X,Y ) c·c Map(J 2X,J 2Y )c µ∗
Map(JX,JY ) µ
∗
Map(J 2X,JY )
As pointed out to me by Paul Goerss and the referee, every continuous triple is a module
triple. The maps ω (3.3) and c are related using a simple adjunction manipulation. It seems,
however, that the notion of module triples is somewhat less restrictive. For example, fix a
non-trivial simplicial group G, and define a triple on S by J (X)=X ×G. Define a map
ω : (JX)×A→ J (X×A) by
ω : (x, g, a) 	→ (x, a, e)
where e ∈G is the identity element. It is easy to check that ω renders J a module triple,
but (using the adjunction process) not a continuous triple. Of course, a different choice of
ω, namely ω′ = id, renders J continuous. I am not aware of an example of a module triple
which is not continuous (using, possibly, a different choice of ω).
For two reasons we prefer to work with module triples rather than continuous ones, even
though the latter notion is, perhaps, more natural. First, module triples seem somewhat
more suitable for the proofs given here. Second, in practice it is usually easier to verify
that a functor is simplicial (conditions (a) and (b) in 3.3) than to show that it is continuous.
See for example 3.9, [1, p. 230], [4, p. 20].
3.5. If J is a module triple (3.3) then ω can be extended to an obvious natural map
ω :Spc× SD →SpcD ,
ω :JX⊗A→ J (X⊗A).
This gives rise to a “comparison map” (A ∈ SD,X ∈SpcD)
J homD(A,X)
c→homD(A,JX), (3.5.1)
which is the adjoint of the composite map
J homD(A,X)⊗A ω→J
(
homD(A,X)⊗A
) J ev−→JX.
By definition, the following square commutes
J hom(A,X)⊗A c⊗A
ω
hom(A,JX)⊗A
ev
J (hom(A,X)⊗A) J ev JX
(3.5.2)
The map c is obviously natural in X. We now argue that it is also natural in A. If f :A→B
is a map in SD , we want to show that the following square commutes.
J homD(B,X) c
Jf ∗
hom(B,JX)
f ∗
J homD(A,X) c homD(A,JX)
(3.5.3)
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This follows by taking its adjoint,
J homD(B,X)⊗A c⊗A
(Jf ∗)⊗A
homD(B,JX)⊗A
(f ∗).=evB◦(1⊗f )
J homD(A,X)⊗A
c.=J ev◦ω JX
together with (1 ⊗ f ) ◦ (c⊗ A)= (c ⊗ B) ◦ (1 ⊗ f ), and with (3.5.2) applied to B , and
then using the commutative diagram
A⊗ J homD(A,X) ω J (A⊗ homD(A,X)) J ev JX
A⊗ J homD(B,X) ω
A⊗Jf ∗
f⊗1
J (A⊗ hom(B,X))
J (A⊗f ∗)
J (f⊗1)
J (f ∗.)
JX
=
=
B ⊗ J homD(B,X) ω J (B ⊗ hom(B,X)) J ev JX
3.6. When J is a module triple, then the following square, in which A ∈ SD,B ∈ SE and
X ∈SpcD×E , commutes.
J hom(A,hom(B,X)) c
∼=
hom(A,J hom(B,X))hom(A,c)hom(A,hom(B,JX))
∼=
J hom(A⊗B,X) c hom(A⊗B,JX)
(3.6.1)
This follows quickly by applying adjunction twice to the upper row and using (3.5.2).
3.7. Lemma. Let f :C→D be a small functor. Then the following diagram commutes,
where f∗ denotes the left Kan extension (2.7)
J homD(f∗A,X)
∼=
c
J homC(A,f ∗X)
c
homD(f∗A,JX)
∼= homC(A,f ∗JX)
(3.7.1)
Proof. First, observe that f ∗JX= Jf ∗X. Let θ : Id→ f ∗ Lanf be the unit of adjunction.
Then, it suffices to prove the commutativity of the diagram
J homD(f∗A,X)
J resf
c
J homC(f ∗f∗A,f ∗X)
J hom(θ,f ∗X)
c
J homC(A,f ∗X)
c
homD(f∗A,JX)
resf homC(f ∗f∗A,f ∗JX)
hom(θ,f ∗JX) homC(A,f ∗JX)
The righthand square commutes because c is natural (3.5.3). For the commutativity of the
left-hand square we argue follows.
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For short, let B denote f∗A. By adjunction, we obtain the following diagram.
f ∗B ⊗ J hom(B,X)
f ∗B⊗c
f ∗B⊗J resf
f ∗ω
f ∗B ⊗ J hom(f ∗B,f ∗X)
ω
J (f ∗B ⊗ hom(B,X)) J (B⊗resf )
Jf ∗evB
J (f ∗B ⊗ hom(f ∗B,f ∗X))
J evf ∗B
f ∗B ⊗ hom(B,JX)
res
.
f
f ∗(JX)
(a) The big triangle commutes by (3.5.2) and the fact that res.f = f ∗(ev).
(b) The small triangle commutes because f ∗(ev)= ev · (A⊗ resf ).
(c) The trapezoid commutes by naturality of ω and because f ∗ωA,Y = ωf ∗A,Y for all
spaces Y .
The result now follows. ✷
3.8. Proposition. Consider A ∈ S and X ∈ Spc. The composition
J nX⊗AJn−1ω···Jω·ω−−−−−−−→J n(X⊗A)
induces a map ω• :J •X⊗A→ J •(X⊗A) of augmented cosimplicial objects (3.2).
If A ∈ SD and X ∈SpcD then the composition
J n homD(A,X)
c·J c···J n−1c−−−−−−→homD
(
A,J nX
)
induces a map c• :J • hom(A,X)→ hom(A,J •X) of augmented cosimplicial objects.
That is, the composition
homD(A,X)
η→J homD(A,X) c→homD(A,JX)
is the same as homD(A,η). Moreover (3.5.2), (3.6.1) and (3.7.1) have the obvious
analogues with J replaced with J •.
Proof. This follows by straightforward computations using the definitions. Compare [11,
Section 3]. ✷
3.9. Examples. (a) Let R be a commutative ring. Then the functors [3, pp. 14–15]
R⊗− :S→ S and R :S∗ → S∗
are module triples, which furthermore, take Kan complex values (in fact, simplicial abelian
groups).
(b) Milnor’s free group functor is a module triple on pointed spaces. It also take Kan
complex values, namely FX is fibrant for all X.
(c) More interesting is the following generalisation of (a). Suppose that we work in a
“convenient” category of spectra, for example, the category of S-modules [7]. Let E be
an S-algebra. That is, a ring object in the category of S-modules. In fact, as remarked
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in [7, Theorem 6.2], these are, in the old terminology, A∞ spectra with the structure of S-
modules. Examples of S algebras include Thom spectrum MU , the Eilenberg–MacLane
spectra HR, algebraic K-theories Kk when k is commutative, ko and ku of connective
real and complex K-theories and also the spectra BP and K .
The spectrum E gives rise to a functor E :T∗ → T∗, where T is the category of topol-
ogical spaces, defined by
E(X)=Ω∞(Σ∞X ∧E).
In fact, Proposition 3.10 bellow implies that E is a module triple on T∗. Indeed,
U 	→ U ∧ E is evidently a module triple on the category of S-modules (spectra), and
Σ∞(X∧Y )=Σ∞X∧Σ∞Y by [7, Proposition 5.2]. By using the singular and geometric
realization functors, one obtains a module triple on S∗, which take Kan complex values.
3.10. Proposition. Let Σ:C D :Ω be a pair of adjoint functors between symmetric
monoidal closed categories, and suppose that there is a natural isomorphism Σ(C∧C′)∼=
ΣC ∧ΣC′. If T is a module triple on D, then the assignment
S :X 	→ΩTΣX
defines a module triple on C .
Proof. If a and m are the structure maps of the triple T , and if θ is the comparison map,
then the “unit map” α : Id→ S is the adjoint of
α. :ΣX
a→TΣX.
The “multiplication map” µ :S2 → S is the composition
µ :ΩTΣΩTΣX
ΩT ε−−−−→ΩT 2ΣX Ωm−−−−→ΩTΣX.
The comparison map ω :A⊗ SX→ S(A⊗X) is the adjoint of
ω. :Σ(A⊗ΩTΣX)=ΣA⊗ΣΩTΣX ΣA⊗ε−−−−→ΣA⊗ TΣX θ→TΣ(A⊗X).
It is a standard fact that S is a triple. The proof that it is a module triple is a straightforward
exercise in adjunction. ✷
4. Homotopy of natural maps
4.1. Definition. Let C be a category and let t and s be natural transformations of functors
C → Spc. We say that t is homotopic to s, denote t  s, if for every object c ∈ C , the
maps t (c) and s(c) are homotopic in Spc. Note that it is not assumed that the homotopy is
natural.
4.2. Let D be a small category. Consider natural transformations of functors SpcD →
Spc,
MapD(B,−)→MapD(A,−), (4.2.1)
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denoted for convenience (−)B → (−)A. By Yoneda’s Lemma in enriched categories
quoted bellow, there is a bijection
Nat
(
(−)B, (−)A)∼=MapD(A,B)0 =HomSpcD(A,B). (4.2.2)
It is easy to see that 1-simplices of Map(A,B) induce (natural) homotopies between the
natural maps induced by their vertices. This can be pursued to higher homotopies, and we
are led to consider the space of natural maps
Nat
(
(−)B, (−)A)=MapD(A,B). (4.2.3)
4.3. Lemma (Yoneda [10, p. 45, 47]). Given objects A and B in SpcD , there is a natural
bijection
Nat
(
(−)B, (−)A)∼=HomSpcD(A,B).
4.4. Proposition. Suppose that A and B are D-diagrams of unpointed spaces. If φ and
ψ are vertices of Map(A,B) which belong to the same component, then hom(φ,−) and
hom(ψ,−) induce (naturally) homotopic natural maps.
Proof. The unpointed case follows immediately from (4.2.3). The pointed case follow
similarly by the observation that φ+ and ψ+ belong to the obvious copy of Map(A,B)
inside Map∗(A+,B+). ✷
Recall that (2.1) U is the forgetful functor S∗ → S .
4.5. Definition. Let D be a small category. Functors F :SD → S and G :SD∗ → S∗ are
called U -coherent if FU = UG. In this case we shall denote both functors by F , and
say that F is a U -coherent functor SpcD → Spc. Notice that F stands, in effect, for two
different functors.
Let F and G be U -coherent functorsSpcD →Spc. A natural transformation t :F →G
is called U -coherent if Ut = tU . As above, we remark that t stands for two natural maps
(pointed and unpointed).
4.6. Example. Our prime example for U -coherent functors is given by
F(−)= homD(A,−)
where A is an unpointed D-diagram. Indeed, UMap∗(A+,−)=Map(A,U−).
A map ϕ :A→B in SD induces a U -coherent natural transformation
ϕ∗ : hom(B,−)→ hom(A,−).
It is easy to see that these are the only U -coherent natural maps between these functors.
More generally
4.7. Lemma. Let B f→D g← C be small functors. Let FB and FC be diagrams over B
and C, respectively. Suppose that
t, s : homC
(
FC,g∗(−))→ homB(FB,f ∗(−))
are natural transformations (of functors SpcD →Spc). Then
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(a) t is U -coherent if and only if t = hom(φ,−) for some φ : Lanf FB→ Lang FC.
(b) Suppose that FB is weakly contractible and cofibrant. Assume further that t and s
are U -coherent and that holim (f ∗ Lang FC) is a connected space. Then t  s for all
fibrant D-diagrams.
Proof. Using adjunction (2.7), the maps t and s are the same as
t, s : homD(Lang FC,−)→ homD(Lanf FB,−).
(a) Using Yoneda’s Lemma 4.3, the unpointed map t is induced by a map
φ : Lang FC→ Lanf FB,
while the pointed map t is induced by
φ′ : Lang FC+ → Lanf FB+.
Since t is U -coherent, then for all (−) ∈ SD∗
UMapD(φ′,−)=Ut = tU =MapD(φ,U−)=UMapD(φ+,−).
But U is faithful, so φ′ = φ+, hence t = hom(φ,−).
(b) Since f ∗ preserves trivial fibrations, then Lanf FB are cofibrant. Let
Lang FC
α→T
be a trivial cofibration with T fibrant. Then T is cofibrant and for every fibrant D-diagram
X, the induced map
hom(T ,X) α
∗→hom(Lang FC,X)
is a homotopy equivalence (of Kan complexes). Hence, it suffices to prove that tα∗  sα∗
for all fibrant X. Using (a), it follows that
tα∗ = hom(φ,−) and sα∗ = hom(ψ,−)
for vertices φ and ψ in
Map(Lanf FB,T )∼= Map(FB,f ∗T ) holimB(f ∗ Lang FC)
which is connected by assumption. Now apply 4.4. ✷
5. n-cosimplicial natural maps
5.1. Let k  −1 be an integer. We let k¯ denote the linearly ordered set {0,1, . . . , k}. By
definition −1 is the empty set.
5.2. Definition. We let ∆n be the category whose objects are the sets k¯ for 0 k < n+ 1
and with the order preserving functions as morphisms. By definition ∆∞ =∆ is the usual
cosimplicial category. Let ∆n+ denote the category ∆n with the initial object −1 adjoined
to it.
An n-cosimplicial space is an object in Spc∆n . An n-resolution is an object in Spc∆n+
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5.3. Remark. Let C be a category. Then an n-cosimplicial object in C is a diagram
X• :∆n→ C . We say that X• is augmented by an object X−1, if there is a map X−1 d0→X0
such that d0d0 = d1d0. It is easy to see that the notions of “augmented n-cosimplicial
objects” and of “n-resolutions” are the same.
5.4. Let D be a small category, and let X be an n-resolution X−1 d
0→X• of D-diagrams,
namely, an n-resolution in SpcD . We remark that X• is, in fact, a diagram over D ×∆n.
Let ED and F denote diagrams over D and ∆n suitable for computing homotopy limits
(2.4). Then, there is an obvious n-resolution (5.2) of spaces
holimEDX−1 → holimEDX•,
which gives rise to an augmentation map (cf. [3, p. 271])
η : holimEDX−1 → holimF holimEDX•.
The ordinal sum pairing
5.5. Definition.
(a) Let u denote the “ordinal sum functor”
u :∆n ×∆n→∆, u : (p¯, q¯) 	→ p¯ q¯
where p¯  q¯ is the concatenation of q¯ after p¯ yielding the set p+ q + 1. We tend to
write p¯+ q¯ for u(p¯, q¯).
(b) Given a fixed p¯ ∈∆n we let up? and u?p be the functors ∆n→∆ defined by
up?(−)= u(p¯,−)= p¯−,
u?p(−)= u(−, p¯)=− p¯.
In this notation, the ordinal sum functor u, is simply a shorthand for u??.
(c) When n=∞ we denote the functors in (a) and (b) by u∞,u∞p? and u∞?p .
(d) Finally, we let i :∆n→∆ stand for the inclusion functor.
5.6. We observe that given a cosimplicial space X, then u∗X is a bi-n-cosimplicial space
which is augmented in two ways by i∗X. More precisely, using the obvious extension of u
to u :∆n+ ×∆n→∆, one easily sees that i∗X(−) = u∗X(−1,−) is augmented by u∗X.
Explicitly, the augmentation is given by
(i∗X)
(
k¯
)=X(k¯) d0→X(k + 1)= (u∗X)(0¯, k¯). (5.6.1)
This yields a U -coherent map (5.4, 4.5)
d0 : holimF i∗X→ holimF⊗F u∗X. (5.6.2)
Similarly, the obvious extension of u to u :∆n ×∆n+ →∆ gives rise to another augmenta-
tion i∗(X)→ u∗(X) which is given by
(i∗X)
(
k¯
)=X(k¯) dk+1−−−−→X(k + 1)= (u∗X)(k¯, 0¯). (5.6.3)
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This augmentation gives rise to a U -coherent map (5.4)
d1 : holimF i∗X → holimF⊗F u∗X. (5.6.4)
5.7. Let F ∈ SD be a diagram. Recall from [5] that F is free if there exists a set of simplices
Q⊆
∐
d∈Obj(D)
F (d),
which is closed under degeneracy maps, and has the property that for every simplex
σ ∈ F(d) there exist a unique simplex τ ∈Q and a unique morphism d ′ ϕ→d ∈ D, such
that σ = ϕ(τ).
5.8. Lemma. Let k :C→D be a small functor and let F :C→ S be a cofibrant diagram
of unpointed spaces. Then, for every object d ∈D, the composition
F˜ : (k ↓ d) π→C F→S
is a cofibrant diagram.
Proof. Since a diagram is cofibrant if and only if it is a retract of a free diagram, it suffices
to prove that if F is free then so is F˜ . Let Q be a set of generators for F . Recall that
elements of (k ↓ d) have the form (c,ϕ) where c is an object of C and ϕ is a morphism
kc→ d in D. Moreover F˜ (c, ϕ)= F(c). Define a set of simplices R of F˜ by
R =
∐
(c,ϕ)∈(k↓d)
F˜ (c,ϕ)∩Q.
The proof that R freely generates F˜ is straight-forward. ✷
5.9. Recall that the standard k-simplex is the set-valued functor ∆(−, k¯) considered as a
simplicial set. The set of p simplices of ∆[k] is denoted ∆[k](p¯).
5.10. Lemma. Let p¯ be an object of ∆n and let k¯ be an object of ∆ such that k  n. Then
there is a weak homotopy equivalence (5.5, 5.9)∣∣(up? ↓ k¯)∣∣∆[k](p¯) ∣∣(u?p ↓ k¯)∣∣,
in particular, these spaces are homotopically discrete. Moreover, under this equivalence,
the map (up? ↓ k¯) τ→ (uq? ↓ k¯) (respectively, (u?p ↓ k¯) τ→ (u?q ↓ k¯)) induced by a mor-
phism q τ→p in ∆n, corresponds to the map ∆[k](τ ).
Proof. We shall prove the result for the categories (up? ↓ k¯). Recall that the objects of
(up? ↓ k¯) has the form x = (m¯, ϕ) where m  n and ϕ : p¯ + m¯→ k¯ is a morphism in ∆.
Given such an object x , let xp¯ denote ϕ|p¯.
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A morphism x→ y in (up? ↓ k¯) corresponds to a commutative trianglep¯+ m¯ p¯+θ
ϕ
p¯+ >¯
ψ
k¯
(5.10.1)
it follows that xp¯ = yp¯ . This establishes the decomposition(
up? ↓ k¯
)= ∐
σ∈∆[k](p¯)
(
up? ↓ k¯
)
σ
(5.10.2)
where (up? ↓ k¯)σ is the full subcategory of (up? ↓ k¯) which contain the objects x such that
xp¯ = σ . It is also evident that there is an isomorphism of categories(
up? ↓ k¯
)
σ
∼= (i ↓ k − σ(p) )
which is given by the functors
f :
(
up? ↓ k¯
)→ (i ↓ k− σ(p) ), (m¯, ϕ) 	→ (m¯, ϕ|m¯)
g :
(
i ↓ k − σ(p) )→ (up? ↓ k¯), (m¯,ψ) 	→ (m¯, σ +ψ).
The latter categories are contractible because k − σ(p)  n and i is fully faithful (so this
category has a terminal object). It follows that |(up? ↓ k¯)| ∆[k](p¯).
The behaviour under maps q¯ → p¯ is evident from the description of this equivalence,
particularly (5.10.1) and (5.10.2). ✷
5.11. Corollary. Let F be a weakly contractible cofibrant ∆n-diagram, and let k¯ be an
object of ∆ such that k  n. Then there is a weak equivalence, natural in p¯,
(Lanup? F)
(
k¯
)∆[k](p¯) (5.11.1)
Proof. Using (2.8.1), 5.7, 2.5, 2.6 and 5.10,
(Lanup? F)
(
k¯
) = colim[(up? ↓ k¯) π→∆n F→S]
 hocolim[(up? ↓ k¯) π→∆n F→S]
 ∣∣(up? ↓ k¯)∣∣∆[k](p¯)
which is natural in p¯. ✷
5.12. Lemma. Let F be a weakly contractible cofibrant∆n-diagram. Then the∆n-diagram
i∗ Lanu(F ⊗ F) is weakly contractible.
Proof. We shall use the description of left Kan extensions in terms of coends (2.8) and
apply the Fubini Theorem (cf. [12, p. 226]). We also use the fact that given a space A, the
functor −×A commutes with colimits, and hence coends. If k¯ is an object of ∆ such that
k  n, then
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( ) p,q∫ ( )
Lanu(F ⊗F) k¯ = ∆ p¯+ q¯, k¯ × F(p¯)× F(q¯) (Fubini)
=
p∫ ( q∫
∆
(
p¯+ q¯, k¯)× F(q¯))× F(p¯)
=
p∫
Lanup? F
(
k¯
)× F(p¯) (5.11), (2.3.3)

p∫
∆
(
p¯, k¯
)× F(p¯)= p∫ ∆n(p¯, k¯)× F(p¯)
= Lanid∆n F
(
k¯
)∼= F (k¯) ∗. ✷
5.13. Convention. Let F be a cofibrant, objectwise contractible ∆n-diagram. Let F ′ be
a (functorial) choice of a cofibrant weakly contractible diagram together with a trivial
fibration
F ′ s→ i∗ Lanu(F ⊗ F).
5.14. Corollary. Let F be a weakly contractible cofibrant ∆n-diagram. Then there exists a
U -coherent (4.5) natural map
Σ : holimF⊗F u∗(−) → holimF ′ i∗(−).
Moreover Σ is unique in the sense that all U -coherent natural maps with the domain and
codomain of Σ , are homotopic on fibrant cosimplicial spaces.
Proof. Let Lani F ′
σ→Lanu(F ⊗F) be the adjoint of s (5.13). Using adjunction, define
Σ = hom∆(σ,−). (5.14.1)
Obviously (4.6), Σ is U -coherent. Uniqueness of Σ follows from Lemmas 5.12
and 4.7(b). ✷
5.15. Proposition. Let F be a weakly contractible cofibrant ∆n-diagram. Then the
compositions (see 5.6)
holimF i∗(−) d
0
d1
holimF⊗F u∗(−) Σ holimF ′ i∗(−)
are homotopic homotopy equivalences for all fibrant cosimplicial spaces X. In fact, these
compositions are induced by maps F ′ ι→F.
Proof. Notice that Σd0 and Σd1 are U -coherent. Since i (5.5) is fully faithful, then
i∗ Lani F ∼= F (see [12, p. 235]), and 4.7(b) implies that Σd0 Σd1 on fibrant objects.
Using 4.7(a), Σd0 and Σd1 are induced by maps ι′ : Lani F ′ → Lani F . Since i
is fully faithful, ι′ = Lani ι for maps ι :F ′ → F . Therefore Σd0 = Map(Lani ι,−) ∼=
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Map(ι, i∗(−)). Since ι is a weak equivalence of cofibrant objects, then Σd0 is a homotopy
equivalence for all fibrant i∗(−). ✷
5.16. Convention. Among other things, 5.15 promises the existence of a map ι :F ′ → F .
We add to 5.13 the requirement that, F ′ comes together with such a map, say, the one
which induces Σd1.
Repeating this process, if s′ :F ′′ → i∗ Lanu(F ′ ⊗F ′) is the map of 5.13, then naturality
implies the commutation of
F ′′ ι
′
s ′
F ′
s
i∗ Lanu(F ′ ⊗ F ′) i
∗ Lanu(ι⊗ι)
i∗ Lanu(F ⊗F)
5.17. Definition. Let v :∆n ×∆n ×∆n→∆ stand for the ordinal sum functor
v : (p¯, q¯, r¯) 	→ p¯+ q¯ + r¯ .
As in 5.5, we let up?? and u??r be the obvious restrictions
up?? : (q¯, r¯) 	→ p¯+ q¯ + r¯
u??r : (p¯, q¯) 	→ p¯+ q¯ + r¯ .
So in this notation v is a shorthand for u???.
5.18. We shall now describe two U -coherent natural maps (see 5.5, 5.17)
s00, s01 : holimF⊗F⊗F v∗(−)→ holimF ′′ i∗(−)
where F ′′ = (F ′)′ as in 5.13 and 5.16. We note (5.5) that
v = u∞ ◦ (i, u)= u∞ ◦ (u, i), (5.18.1)
u= u∞(i, i). (5.18.2)
Recalling 2.9 and σ from 5.14, we can now define s01 as the composition
holimF⊗F⊗F v∗(X) = hom(F ⊗ F ⊗F, (i, u)∗(u∞)∗(X))
∼=→hom(i∗F ⊗ u∗(F ⊗F), (u∞)∗(X))
(1⊗σ)∗−−−−→hom(i∗F ⊗ i∗F ′, (u∞)∗(X))
(Lani ι⊗1)∗−−−−−−→hom(i∗F ′ ⊗ i∗F ′, (u∞)∗(X))
∼=→hom(F ′ ⊗ F ′, (i, i)∗(u∞)∗(X))
Σ→hom(F ′′, i∗(X))= holimF ′′ i∗(X). (5.18.3)
Similarly, s00 is defined using
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holimF⊗F⊗F v∗X = hom(F ⊗ F ⊗F, (u, i)∗(u∞)∗(X))
∼=→hom(u∗(F ⊗ F)⊗ i∗F, (u∞)∗(X))
(σ⊗1)∗−−−−→hom(i∗F ′ ⊗ i∗F, (u∞)∗(X))
(1⊗i∗(ι))∗−−−−→hom(i∗F ′ ⊗ i∗F ′, (u∞)∗(X))
∼=→hom(F ′ ⊗F ′, (i, i)∗(u∞)∗(X))
Σ→hom(F ′′, i∗(X))= holimF ′′ i∗(X). (5.18.4)
It is evident that these maps are U -coherent because ι∗ and Σ are ones.
5.19. Proposition. The maps s00 and s01 are homotopic on fibrant objects.
Proof. This follows from 4.7(b) and the following lemma.
5.20. Lemma. Let F be a weakly contractible cofibrant ∆n-diagram. Then
i∗ Lanv(F ⊗ F ⊗F)
is weakly contractible.
Proof. We again use the description of left Kan extensions in terms of coends, Fubini’s
theorem and Lemma 5.11. Let k¯ be an object of ∆ such that k  n. Then
Lanv(F ⊗F ⊗F)
(
k¯
) = p,q,r∫ ∆(p¯+ q¯ + r¯ , k¯)× F(p¯)× F(q¯)× F(r¯)
=
p,q∫ ( r∫
∆
(
p¯+ q¯ + r¯ , k¯)× F(r¯))× F(p¯)× F(q¯)
=
p,q∫
(Lanu(p+q+1)? F)
(
k¯
)× F(p¯)× F(q¯)
5.11
p,q∫
∆[k](p¯+ q¯)× F(p¯)× F(q¯)
5.12= Lanu(F ⊗F)
(
k¯
) ∗. ✷
6. Homotopy triple structure of the Bousfield–Kan construction
6.1. Given a triple J on spaces, we denote by J •X the cosimplicial resolution, see 3.2. We
let J •nX denote the truncation of this cosimplicial space at codimension n, that is, in the
terminology of 5.5, J •nX = i∗(J •X).
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Let F be a weakly contractible cofibrant ∆n-diagram. Following Bousfield and Kan,
we define
JFn (X)= holimF J •nX = hom
(
F,J •nX
)
.
We shall be mainly interested in the case where J •nX is (objectwise) fibrant, in which
case the choice of F is immaterial, in the sense that
JFn (X) holimJ •nX.
Furthermore, JFn is clearly a coaugmented functor on Spc, namely there is a natural map
η : Id→ JFn . The main result of this paper is that in the homotopy category of space, Jn
can be endowed with a triple structure.
6.2. Convention. Throughout this section we fix n∞. We let F :∆n→ S be a weakly
contractible cofibrant diagram which we fix once and for all. Recall from 5.13, 5.16 that F
comes with a map ι :F ′ → F . Similarly there is a map ι′ :F ′′ → F ′.
In order to make the notation easier for the eye to cope with, we let
Totn(−)= hom∆n
(
F, i∗(−)),
Tot′n(−)= hom∆n
(
F ′, i∗(−)),
for all cosimplicial spaces. Similarly, for bicosimplicial spaces we let
Totn,n(−)= hom∆n×∆n
(
F ⊗ F, (i, i)∗(−)),
Tot′n,n(−)= hom∆n×∆n
(
F ′ ⊗ F ′, (i, i)∗(−)).
We will sometimes write Totn i∗(−) for Totn(−) when this will become appropriate, even
though the i∗ is superfluous. Similarly Totn,n u∗(J •X) means the obvious thing even
though u∗(J •X) is a truncated bicosimplicial space (and not a bicosimplicial space).
6.3. Assumptions. Throughout this section we assume that J is a module triple (3.3) on
Spc which take Kan complex values, i.e., JX is a Kan complex for all X.
6.4. For every space X, consider the bi-n-cosimplicial space J •nJ •nX given by
J •nJ •nX(p¯, q¯)= Jp+1J q+1X.
Compare this with 3.2. Observe (5.5) that Jp+1J •nX = u∗p?(J •X), hence
J •nJ •nX = u∗(J •X).
6.5. Definition. There is a natural comparison map
γ :JFn J
F
n X→ holimF⊗F u∗(J •X)
induced by the composition (3.5 and 6.4)
JFn J
F
n X = Totn J • Totn J •X
Totn(c)−−−−→Totn Totn J •J •X
∼=→Totn,n J •J •X = holimF⊗F u∗(J •X).
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6.6. Definition. Define a “multiplication” map JFn JFn
µ→JF ′n by the composition bellow ofγ (6.5) and a choice of a map Σ (5.14) which we fix once and for all.
µ :JFn J
F
n X
γ→holimF⊗F u∗(J •X) Σ→holimF ′i∗(J •X)= JF ′n X.
Similarly, we fix Σ ′ and define
µ′ :JF ′n J F
′
n X→ JF
′′
n X
by the same formula.
6.7. Proposition. The compositions
JFn X
JFn η
ηJFn
J Fn J
F
n X
µ
JF
′
n X
are homotopic homotopy equivalences.
Proof. Recall from 5.6 the definition of the maps d0 and d1. By the definition of µ (6.6)
and Lemma 6.8 bellow,
µ ◦ ηJFn =Σ ◦ γ ◦ ηJFn =Σd0(J •X) and
µ ◦ JFn η =Σ ◦ γ ◦ JFn η=Σd1(J •X).
The rest follows from 5.15 and our Assumptions 6.3. ✷
6.8. Lemma. The compositions
holimF i∗(J •X) JFn X
Jnη
ηJn
J Fn J
F
n X
γ
holimF⊗F u∗(J •X)
coincide with the maps d0 and d1 from 5.6 applied to J •X.
Proof. The map γ · ηJFn X is the composition
Totn J •X
η→Totn J •Totn J •X
Totn(c)−−−−→Totn Totn J •J •X
∼=→Totn,n J •J •X = holimF⊗F u∗(J •X).
Using 3.8, it is not hard to verify that this composition is induced by the augmentation in
(5.6.1) and therefore coincides with d0 (5.6.2).
Similarly, γ · JFn ηX is the composition
Totn J •X
Jnη→ Totn J • Totn J •X
Totn(c)−−−−→Totn Totn J •J •X
∼=→Totn,n J •J •X = holimF⊗F u∗(J •X),
which, using 3.8, coincides with (5.6.3), and hence γ · JFn ηX = d1 (5.6.4). ✷
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6.9. Remark. The hypothesis (b) in 3.3 is not needed for the proof of 6.7. Indeed, so far this
hypothesis has not been used. It will be essential in the proof of the homotopy associativity
of µ, which will occupy the rest of the section.
6.10. Definition. There is a “comparison map” (see 5.17)
α :JFn J
F
n J
F
n X→ holimF⊗F⊗F v∗(J •X)
defined by the composition
JFn J
F
n J
F
n X = Totn J • Totn J • Totn J •X
Jn Totn(c)−−−−−−→Totn J •Totn Totn J •J •X
∼=→Totn J • Totn,n J •J •X
Totn(c)−−−−−−→Totn Totn,n J •J •J •X
∼=→Totn,n,n J •J •J •X = holimF⊗F⊗F v∗(J •X).
6.11. The module triple structure of J and the naturality of the comparison map c,
enable a bulk of different descriptions for α. Among these we will need a particular one.
Specifically, we claim that the following diagram, in which the composition along the left
and bottom edges equals α, commutes.
Totn J •Totn J • Totn J •X
Totn(c)
Jn Totn(c)
Totn Totn J •J • Totn J •X
Totn Totn J •(c)
Totn J • Totn Totn J •J •X
Totn(c)
=
Totn Totn J •Totn J •J •X
Totn Totn(c)
Totn J • Totn Totn J •J •X
∼=
Totn Totn Totn J •J •J •X
∼=
Totn J • Totn,n J •J •X Totn(c) Totn Totn,n J •J •J •X
The upper square commutes because c is natural (3.5, 3.8), and the rectangle by 3.6, 3.8.
6.12. Recall from 5.16 that there are maps ι :F ′ → F and ι′ :F ′′ → F ′. By our assumptions
(6.3), they induce homotopy equivalence
ι∗ :JFn X→ JF
′
n X and ι′
∗
:JF
′
n X→ JF
′′
n X.
Observe, further that (compare with (5.18.1), (5.18.2))
J •nJ •nJ •nX = J •nu∗(J •X)= v∗(J •X)= (i, u)∗(J •J •X),
J •nJ •nX = J •ni∗(J •X)= u∗(J •X)= (i, i)∗(J •J •X).
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6.13. Proposition.(a) The composition (see 6.6)
JFn J
F
n J
F
n X
JFn µ−−−−→JF ′n J Fn X
JF
′
n ι
∗
−−−−→JF ′n J F
′
n X
µ→JF ′′n X (6.13.1)
coincides with (5.18, 6.10)
JFn J
F
n J
F
n X
α→holimF⊗F⊗F v∗(J •X) s01−→holimF ′′ i∗(J •X). (6.13.2)
(b) The composition
JFn J
F
n J
F
n X
µJFn−−−−→JFn JF
′
n X
ι∗→JF ′n J F
′
n X
µ→JF ′′n X (6.13.3)
coincides with (5.18, 6.10)
JFn J
F
n J
F
n X
α→holimF⊗F⊗F v∗(J •X) s00−→holimF ′′ i∗(J •X). (6.13.4)
Proof of 6.13(a). This follows from the diagram
JFn J
F
n J
F
n X
α
(a)
Jn Totn(c)
TotnJ • Totn,n u∗(J •X)
(b)Jn(Σ)
Totn(c)
Totn Totn,n v∗(J •X)
∼=
Totn(ΣJ •)
Totn,n,nv∗(J •X)
s01TotnJ • Tot′n i∗(J •X)
(c)
Totn(c)
ι∗
Totn Tot′n u∗(J •X) (d)
ι
Tot′nJ • Tot′n i∗(J •X) Tot′n(c)
Tot′n Tot′n u∗(J •X) Σ ′ Tot
′′
n,ni
∗(J •X)
where
(a) commutes by the definition of α (6.10);
(b) commutes using 6.12, 3.7, naturality of c, and the definition 5.15 of Σ as the map
induced by σ : Lani F ′ → Lanu(F ⊗ F). See also 5.4;
(c) commutes by naturality of ι∗;
(d) commutes by definition of s01 (5.18.3).
Finally observe that the composition along the left and bottom edges of the diagram is
(6.13.1) by definition of µ in 6.6. ✷
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Proof of 6.13(b). This follows from the diagramTotnJ • Totn J •Totn J •X
αTotn(c) (a)
Totn Totn J •J •Totn J •X
(c)
c·c
∼=
Totn Totn Totn J •J •J •X
∼=
Totn,nu∗J • Totn J •X
(d)
c
Σ
Totn,n, Totn(u, i)∗J •J •X
s00
Σ
Tot′nJ • Totn J •X
(e)
Tot′n(c)
Tot′n J •ι∗
Tot′n Totn J •J •X
(b)Tot′n(ι∗)
Tot′nJ • Tot′n J •X
Tot′n(c) Tot′n Tot′n J •J •X
Σ ′ Tot′′n i∗(J •X)
where
(a) commutes by 6.11;
(b) commutes by definition of s00 in (5.18.4);
(d) commutes by naturality of Σ ;
(e) commute by (3.5) naturality of c;
(c) commutes by inspection: if p¯, q¯ ∈∆n then u∗(c)(p¯, q¯) is
Jp+q+2 Totn J •nX
c·J c···Jp+q+1c−−−−−−−→ Totn J p+q+2J •X.
On the other hand c · J •c(p¯, q¯) is given by
Jp+1J q+1 Totn J •X
Jp+1(c·J c···J qc)−−−−−−−−−→Jp+1 Totn
(
J q+1J •X
)
c·J c···Jpc−−−−−→ Totn
(
Jp+1J q+1J •X
)
.
Finally, the composition along the left and bottom edges of the diagram is (6.13.3). ✷
6.14. Theorem. Suppose that J is a module triple (3.3) on Spc which takes Kan
complex values. Let F be a weakly contractible cofibrant ∆n-diagram. Then there are
weakly contractible cofibrant ∆n-diagrams F ′ and F ′′ together with maps ι :F ′ → F and
ι :F ′′ → F ′, such that
(a) The maps ι induce homotopy equivalences JFn X
→JF ′n X and JF ′n X →JF ′′n X.
(b) There are natural maps
JFn J
F
n
µ→JF ′n and JF
′
n J
F ′
n
µ→JF ′′n
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which are compatible in the sense that the following square commutes
JFn J
F
n X
µ

JF
′
n X

JF
′
n J
F ′
n X
µ
JF
′′
n X
(c) The compositions
JFn X
JFn η
ηJFn
J Fn J
F
n X
µ
JF
′
n X
are homotopic homotopy equivalences.
(d) The following square commutes up to homotopy
JFn J
F
n J
F
n X
JFn µ
µJFn
J Fn J
F ′
n X

JF
′
n J
F ′
n X
µ
JF
′
n J
F
n X

JF
′
n J
F ′
n X
µ
JF
′′
n X
Proof. Point (a) is immediate by assumption that J •X is fibrant. Point (b) is also very easy
using the naturality of c and the choice of F ′′ (5.16). (c) follows from 6.7 and (d) from 6.13
and 5.19. ✷
6.15. Corollary. If J is a totally simplicial triple on Spc which take Kan complex values,
then the functors Jn induce triples on Ho(Spc).
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