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INFORMATIVE ABSTRACT 
The purpose of this investigation was to evaluate models of travel flow from population centers 
throughout the United States to outdoor recreational areas in Kentucky. Data were obtained by means 
of a license-plate, origin-destination survey at 160 sites within 42 recreational areas and by means of 
a continuous vehicle counting program at eight of these sites. Attempts to simulate distributed travel 
flows concentrated on various single-equation models, a cross-classification model, and gravity and 
intervening opportunities models. The cross-classification model was found to be an acceptable means 
for simulating and predicting outdoor recreational travel flows and was decidedly superior to the other 
models. From the cross-classification model, per capita distributed flows were found to (1) decrease 
at a decreasing rate witb increasing population of tbe origin zone, (2) increase at a variable rate with 
increasing attraction of tbe recreational area, and (3) decrease at a decreasing rate with increasing distance. 
The intervening opportunities model was found to be unacceptable as a distribution model since it could 
not effectively accommodate the widely differing sizes of the 42 recreational areas. The gravity model, 
on the other hand, was quite effective in distributing actual productions and attractions. Problems 
associated with tbe gravity model were limited to difficulties in accurately estimating trip productions 
and attractions in the trip generation phase of analysis. 
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INTRODUCTION 
This paper describes a comprehensive evaluation of several models of travel flow from population 
centers throughout the Urdted States to outdoor recreational areas in Kentucky. Particular attention 
is focused on the information needs of highway planners which require (I) simulation of the flow of 
vehicles within a short time period such as a day; (2) simulation of distributed flows, that is, the flow 
from each origin zone to each recreational area; and (3) consideration of all major recreational areas 
within the geographic bounds of interest regardless of type, function, or ownership. 
NATURE OF PROBLEM 
Conceptually, recreational travel flow is related to various factors determirdng that flow as follows: 
(I) 
in which Vij = distributed recreational travel flow from origin zone i to recreational area j, f = some 
function, Di = recreational demand at zone i, Sj = recreational supply at area j, PR;_j = average price 
of the recreational experience, T = time period, Sij = supply of other recreational areas and facilities 
that competes with recreational area j for the limited demand at zone i, Dij = demand of other origin 
zones that competes with origin zone i for the limited recreational supply at area j, and M =miscellaneous 
factors. Thus, recreational flow may be visualized as a delicate equilibrium between the demand for 
recreational experiences, the supply of recreational opportunities, and the price of recreation as modified 
by the competitive nature of the system and other miscellaneous considerations. Two primary tasks of 
traffic flow modeling are to identify the most relevant, quantifiable, independent variables of Equation 
I and to select a suitable function or algorithm for relating the dependent with the independent variables. 
Table I summarizes many specific factors which have been used by others to quantify the conceptual 
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variables of Equation I. 
Recreational travel flow models may be classified in either of two distinct categories. The ftrst 
includes "total flow" models designed to simulate the total flow produced at an origin zone or the 
total flow attracted to a recreational area. The second includes "distributed flow" models designed to 
simulate the flow between each origin zone and each recreational area. Output from distributed flow 
models can be used, through appropriate summation, to produce total flow simulations for both origin 
zones ana recreational areas. Table 2 provides reference to some prior studies in which recreational travel 
models have been developed. 
The literature review failed to identify any distributed flow model that was superior to the other 
types. Therefore, it was decided to investigate four types, including single-equation, cross-classification, 
gravity, and intervetring opportunities models. Single-equation models, used quite successfully by others 
(11, 14, 21), are particularly easy to calibrate and apply. Cross-classification models, apparently not 
used for recreational travel, have been successfully used for other travel not only as a simulation model 
but also as a means for visual examination of data trends (7 ). Finally, gravity and intervening opportunities 
models have been used quite successfully not only for recreational travel but also for travel in urban 
areas (3, 4, 16). 
SURVEY I'ROCEDURilS 
Data for calibrating and evaluating the various models were collected by means of a license-plate, 
origin-destination (0-D) survey at 160 recreational sites in Kentucky during the summer of 1970. These 
data were supplemented by a traffic volume survey using continuous automatic traffic recorders at eight 
of the sites. 
Peak travel to most outdoor recreational facilities in Kentucky occurs on summer Sundays, excluding 
from consideration certain holiday periods. The 0-D survey was, therefore, conducted on Sundays and 
modeling efforts concentrated on average summer Sunday flows, a flow period suitable for planning 
and design of both recreational and highway facilities. Surveys were conducted at each site from 10 
a.m. to 8 p.m. by one to three persons, depending on the level of travel anticipated. Data recorded 
for each observed vehicle included direction of movement (arriving or departing), vehicle type, number 
of persons in the vehicle, and license-plate identification. 
The license-plate identification was used to approximate the origin of the vehicle. A total of 190 
origin zones were identified •. 120 counties in Kentucky, ten zones in Ohio, eight zones in Indiana, 
six zones in Tennessee, three zones in Michigan, and one zone for each of the remaining 43 contiguous 
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states. 
Each of the 160 survey sites was associated with one of 42 recreational areas. The sites were carefully 
selected so that the sum of flows passing all the sites associated with a given recreational area accurately 
represented the total flow to that area. 
The 42 areas represent a major part of outdoor recreational activity in Kentucky. Specific areas 
were chosen to represent (1) a variety of facility types from small fishing lakes to major national scenic 
attractions, (2) a wide geographic distribution within the state, and (3) a wide variety of operating agencies. 
Details concerning the study techniques and other related information can be found elsewhere ( 15 ). 
However, it must be noted here that the license-plate, 0-D study was founa to be a very efficient way 
to obtain useful flow data even though certain information such as trip purpose could not be obtained 
and some error was introduced by assuming the point of the trip to be identical with the location 
of vehicle registration. Concentration on the period of normal peak flow, that is, the summer Sunday, 
proved extremely efficient and completely compatible with data requirements of this study. 
DEPENDENT VARIABLE 
The number of vehicles departing a recreational area during the 10-hour survey period (10 a.m. 
to 8 p.m.) on the average summer Sunday was chosen as the dependent variable of the modeling efforts. 
The 10-hour period was selected to encompass the hours of primary flow in such a way that the endurance 
of one survey crew would not be exceeded. Departing flows were chosen to avoid a bias toward 
Sunday-arriving day users. In all cases, the number of vehicles departing during this period was, for 
all practical purposes, equal to the number o( vehicles arriving during the same period. Use of the average 
summer Sunday avoided extreme peaks associated with summer holidays. At the same time, summer 
Sunday flows occur with sufficient frequency to justify their use in plaoning and design. 
The 10-hour, departing vehicular flow has little direct use in highway planning and design. However, 
it may be readily factored to yield estimates of more relevant flow variables. For example, the 10-hour 
departing flows can be multiplied by a factor ranging from 0.25 to 0.29 (average of 0.27) to estimate 
peak�hour, two&directional flows. To estimate average surnmer�Sunday, 24nhour, two�directional flows, 
similar factors of 2.27 to 2.66 (average of 2.44) can be applied to the 10-hour, departing flows. Finally, 
10-hour, departing flows can be multiplied by a factor of 0.58 to 1.13 (average of 0.91) to estimate 
average daily traffic. Average daily traffic, a two-directional, 24-hour flow, is defined as the total annual 
flow divided by 365. The above factors were obtained by analyzing continuous traffic count data obtained 
at seven sites located in large part at multipurpose state parks. The eighth site at which volumes were 
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continuously recorded was excluded since it was not representative of typical recreational travel in 
Kentucky. 
TOTAL FWW MODELS 
The gravity and intervening opportunities models required, as input, estimates of the number of 
trips produced at each origin zone that are destined to Kentucky outdoor recreational areas and estimates 
of the number of trips attracted to each recreational area. Such estimates are usually based on total 
flow models evaluated using regression techniques. 
PRODUCTIONS 
Kaltenbach (9) has st1mmarized many independent variables used by others in regression equations 
for estimating productions. These include total population, urban population, ·number of dwelling units, 
niedian age, median family income, retail sales, sex, race,.educational level, various measures of accessibility 
to recreational opportunities, and others. Chosen for evaluation herein were (!) total population, (2) 
motor vehicle registration, (3) total number of dwelling units, ( 4) number of dwelling units per square 
mile, (5) average effective buying income per household, and (6) accessibility to recreational opportunities. 
Unfortunately, when the Kentucky origin zones were analyzed, very large linear correlations were found 
among the first four of these independent variables. Accordingly, population was chosen to represent 
this set of variables in order to avoid potential difficulties. Accessibility to recreational opportunities 
was expressed as 
(2) 
in which AR; � accessibility of origin zone i to recreational opportunities, � � number of trips attracted 
to recreational area j, and Fij � F-factor of the gravity model corresponding to the distance between 
i and j. 
Separate models were developed for out-of-state origin zones and in-state (Kentucky) origin zones 
to reflect distinctively different patterns in trip production. Several production equations evaluated are 
shown in Table 3. The accuracy of these equations, as measured by the squared correlation coefficient, 
R2, is somewhat marginal. At the same time, a generalized, second-degree polynomial in the three 
independent variables yielded little increase in accuracy. SimUarly, a cross-classification model showed 
no improvement. 
Deacon, Pigman, Kaltenbach and Deen 5 
Therefore, the following models were judged to be the most suitable among those Investigated: 
p1 = 803.1 POP/ ·05 114·19 A�I.OJ for out.Qf-state zones (3) 
P1 = 4050.3 POP1 °·93 � 0·
54 for in-state zones (4) 
in which Pi= productions of origin zone destined to Kentucky recreational areas, POPi =total population 
of the zone In millions, � = average effective buying Income per household of the zone in ten thousands 
of dollars, and A� = accessibility of zone to· Kentucky recreational areas in· millions of accessibility 
units. Population and accessibility were important for both in-state and out.Qf-state zones while family 
income significantly improved the accuracy only for out.Qf-state productions. Equations 3 and 4, combined 
with projections of future per capita recreational travel (2), enable predictions of future productions 
of trips destined to Kentucky outdoor recreational areas. 
ATIRACTIONS 
Development of a model to accurately simulate attractions was particularly difficult due to the 
wide variety among the 42 recreational areas. These areas included small fishing lakes such as Beaver 
Lake, large water-based resort complexes such as Kentucky Lake-Lake Barkley, and national scenic 
attractions such as Mammoth Cave. Kaltenbach (9) has also summarized many of the independent variables 
used by others to esthnate trip attractions. Based on this summary, it was concluded that independent 
variables affecting attractions should include (I) measures of the extent of water.Qriented facilities, (2) 
measures of the availability of overnight accommodations, (3) measures of the development of day-use 
facilities, ( 4) measures of the accessibility to population. centers, and (5) measures of the quality of 
the physical enviromnent including historic, cultural, and scenic attractions. 
The extent of water.Qriented facilities was measured in terms of Jake acreage (LAKE), lineal feet 
of swimming beach (BEA), and square feet of swimming pools (POOL). Overnight accommodations were 
expressed as the sum of the numbers of campsites, cottages, and motel or lodge rooms (ON). Number 
of golf holes (GH), number of picnic tables (PIC), number of drama seats (DRAM), miles of hiking 
trails (HIK), and miles of horseback trails (HB) were used as appropriate measures of the development 
of day-use facilities. Accessibility to population centers was defined as 
(5) 
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in which AP1 = accessibility of recreational area j to population. Unfortunately, it was impossible to 
devise suitable measures of the quality of tbe physical envirof1!1lent and this factor bad to be omitted 
from tbe analysis. 
Linear regression analysis yielded tbe following simple equation for estimating attractions: 
� = 10.2 GH + 3.28 PIC + 0.324 ON + 0.0643 DRAM + 2.24 HIK + 8.17' HB 
(0.17) (2.08) (0.14) (0.10) (0.15) (0.45) 
+ 0.293 BEA + 0.227 POOL + 0.0986 LAKE. 
(0.83) (1.92) ( 4.46) 
(6) 
The t-ratio for each regression coefficient, defined as the ratio of the value of the coefficient to its 
standard error, is shown in parentheses. Regression coefficients significantly different from zero at the 
95-percent confidence level bave t-ratios in excess of about 2.0. Unfortunately,Equation .6 contains several 
independent variables not significantly different from zero at the 95-percent confidence level. Development 
of a similar equation in which all the independent variables are statistically significant yields tbe following: 
� = 4.09 PIC + 0.211 POOL +t 0.111 LAKE. 
(4.09) (2.16) (7.26) 
(7) 
Accuracy obtained with both Equations 6 and 7 was reasonably good as evidenced by squared correlation 
coefficients of approximately 0.88. The squared correlation coefficient was Increased to 0.92 when the 
accessibility term, defined by Equation 5, was included in either an additive or multiplicative form. 
However, use of this accessibility term was considered unacceptable due to the unreasonable negative 
coefficient in the additive equation and the similarly unreasonable negative exponent lq, tbe multiplicative 
equation. 
Equation 6 or 7, combined with projections of future per capita recreational travel (2), enables 
suitable predictions of future attractions for most recreational areas. However, attractions will generally 
be underestimated for recreational areas of high scenic appeal o; areas tbat are very close to large 
population centers. 
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DISTIUBUTED FLOW MODELS 
SINGLE-EQUATION MODELS 
Many of the factors of Table 1 that influence outdoor recreational travel could have been considered 
as possible candidates for tha independent variables of single-equation models. However, it was obvious 
that, to be manageable, the number of independent variables had to be much fewer than the number 
of factors contained in Table I. Furthermore, Matthias and Grecco (11) and Tussey (21) have concluded 
that simpler equations often produce better predictions than more complex ones. 
Based on the literature review and the ease of acquiring data, it was decided to represent the 
recreational demand at each origin (Di of Equation I) by the single variable of population. This is certainly 
the most important of the demand-generating factors and one which is easy to acquire and easy to 
predict for future time periods. 
The supply of recreational facilities (Sj of Equation 1) was represented by attractions as estimated 
by Equation 6. Selection of the estimated attractions to represent supply was based on(!) the desirability 
for achieving consistency within tha data base; (2) a desire to include measures of day-use activity, 
overnight accommodations, and water-based activity; (3) the necessity for including facilities present at 
all recreational areas; and ( 4) an analysis of the importance of the variables based on the literature 
review. 
The final factor to be considered was the price of the recreational experience (PR;j of Equation 
1), represented herein by the distance separating the origin zone from the recreational area. To determine 
the required 7,980 distances, a system of nodes including the 190 origin-zone nodes and the 42 
recreational-area centroids was established. Links were then constructed connecting all adjacent nodes. 
Airline distances were used for the links interconnecting the 120 Kentucky origin zones, the 42 recreational 
·areas, and the zones of Ohio, Indiana, Tennessee, and Michigan. Over-the-road distances were used outside 
these five designated states. The minimum path distances from each origin zone to each recreational 
area were determined using ICES TRANSET I (17 ). 
Having selected the independent variables, the form of the expression to be evaluated was 
(8) 
in which Vij = 10-hour, departing vehicular flow between recreational area j and origin zone i, f =some 
function, DISij = distance in miles berween the recreational area and the origin zone, POl\ = population 
of the origin zone in thousands, and � = estimated attractions of the recreational area as defined by 
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Equation 6. 
The frrst phase of the analysis was an attempt to simulate flows at individual recreational areas, 
disregarding effects of varying attractions by treating each area separately. Results of this analysis for 
three of the recreational areas are summarized in Table 4. In all cases, the attempt to use linear regression 
analysis on a transformed nonlinear equation proved futile. Hence, results from only nonlinear regression 
analyses are reported herein. A similar difficulty has been noted previously by Matthias and Grecco 
(11). 
First, the basic linear equation, 
(9) 
was tested to verify the suspected nonlinearity. Small squared correlation coefficients (R2) for each of 
the three recreational areas shown in Table 4 was evidence of this nonlinearity. 
Next, a relationship of the type reported and used successfully by Tussey (21) was investigated: 
(10) 
Table 4 indicates the notable improvement in R2 which Equation 10 offered as compared with Equation 
9. It was suspected, however, that the simple expression for the effect of distance in Equation 10 would 
not be valid for such a wide range in distances as encountered in this study. A simple means for treating 
such a situation is to use dummy variables as indicated in the following equation: 
(11) 
in which x1 = I for 0 < DISij .;; 100 and 0 otherwise, x2 
= I for 100 < DISij .;; 300 and 0 otherwise, 
and x3 = 1 for DISij > 300 and 0 otherwise. Little or no improvement in R2 resulted from the use 
of Equation II. Accordingly, use of dummy variables was dismissed from further consideration. 
Concern for the effects of distance persisted, however, and it was decided to separate the data 
set into three parts based on short-range, medium-range, and long-range distance intervals and to evaluate 
Equation 10 separately for each of these data subsets. Results of this evaluation, also shown in Table 
4, yielded no significant improvement over Equation II or the first use of Equation 10. It was concluded, 
therefore, that the effect of distance on distributed travel flows was adequately expressed by Equation 
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10. 
Preliminary examination of the 0-D data bad revealed that the per capita flows seemed to depend 
on the population of the origin zone, increasing population causing a decreasing per capita flow. This 
suggested that an equation of the following form might prove beneficial: 
(12) 
A nonlinear regression analysis was performed using Equation 12 and data from Columbus-Belmont State 
Park. A substantial improvement was noted in R 2. However, tbe exponent on the population term was 
negative. Such an exponent fails to meet the test of reasonableness and suggests a high collioearity between 
tbe population and distance variables. Because of this unreasonableness and operational difficulties 
encountered in tbe regression analysis for the other two recreational areas of Table 4, further attempts 
to examine Equation 12 were abandoned. 
A final equation of significant interest was reported by: Matthias and Grecco ( 11) and is of the 
following. form: 
(13) 
in which e ; base of natural logarithms. Equation 13, while producing satisfactory results as noted in 
Table 4, proved slighty inferior to Equation 10. 
It was next necessary to modify the fonfi of the model to accept attractions (Equation 6) as an 
independent variable measuring tbe supply of recreational opportunities. For these analyses, the data 
were separated into two subsets - one for distances less than or equal to 100 miles and the other for 
distances greater than I 00 miles - in an attempt to reduce the population-distance collioearity and to 
recognize the large number of very small distributed flows for tbe longer distances. Since there were 
so many zero flows associated with the long-distance subset, cross-classification techniques were selected 
as the most acceptable means of analysis. The cross-classification matrix consisted of 180 cells representing 
all posSible combinations of six distance groups, five population groups, and six attractiveness groups. 
Each distributed flow was entered into the appropriate cell as a departing flow per thousand people 
and the weighted mean of all flows within each cell was recorded as tbe representative value. 
The first model to be evaluated for tbe short-distance subset by nonlinear regression represented 
the following modification of Equation 10: 
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(14) 
The total R 2 resulting from the use of this model was 0.28 and only 17 percent of the individual 
R2's for the 42 recreational areas exceeded 0.50. These results were considered to be unsatisfactory 
and the following model was suggested as a possible improvement: 
(15) 
Unlike prior efforts to raise the population term to a power, this effort succeeded in producing the 
following acceptable least-squares equation: 
(16) 
A total R2 of 0.40 resulted from the use of this model. Detailed comparison of simulated versus actual 
flows indicated the model consistently underestimated the larger flows and overestimated the smaller 
ones. However, all at<empts to develop more accurate nonlinear regression models were unsuccessful. 
CROSS-CLASSIFICATION MODEL 
Development and application of a cross-classification model is almost a trivial matter once the 
independent variables have been identified. For the analysis reported herein, the same independent variables 
were used as for the single-equation models. The dependent variable was the 10-hour, departing flow 
per I ,000 population of the origin zone. Table 5 shows the complete model and identifies the categories 
into which the independent variables were classified. A R2 of 0.68 was obtained using this model. 
Portions of the model have been plotted on Figures I through 3 to indicate visually the effects 
of the three independent variables on flow rate. From the cross-classification model, pel' capita distributed 
flows were found to (I) decrease at a decreasing rate with increasing population of the origin zone, 
(2) increase at a variable rate with increasing attractions of the recreational area, and (3) decrease at 
a decreasing rate with increasing distances. 
GRAVITY MODEL 
The gravity model .in all of its varied forms is certainly the most widely used trip distribution 
model. The model employed herein is of a form described by the Federal Highway Administration ( 3 ): 
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(17) 
In practice, the attractions (�) of Equation 17 are replaced by "adjusted" attractions (�) to yield 
Equation 18 was applied iteratively until the following constraining equality was satisfied: 
'J:,V .. =A •. 
i lJ "1 




in which �· = adjusted attractions from the prior iteration and vii' = distributed flows from the 
prior iteration. A maximum of ten iterations was required in this study to satisfy Equation 19 and 
thereby balance the trip ends. 
To apply the gravity model, it must first be calibrated; that is, the F-factors determined as a function 
of distance. This was also an iterative, numerical procedure. A set of F-factors was first assumed and 
the distributed flows (V ij) were estiruated using the actual productions and attractions from the 0-D 
survey. During cahbration, the average trip length estimated by the model was required to be within 
three percent of the average trip length obtained from the 0-D survey. In addition, the percentage of 
trips occurring within each of 19 distance intervals as estimated by the model was required to be within 
five percent of the corresponding value obtained by survey. If these conditions were not satisfied, new 
factors were estiruated as follows: 
New F =Old F 
Percentage of trips in distance interval by 0-D survey 
Percentage of trips in distance interval by latest gravity 
model distribution 
(21) 
The process was then repeated until the convergence criteria based on average trip length and trip-length 
distribution were satisfied. 
F-factors obtained from the calibration phase are summarized in Table 6. They are approximately 
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related to distance as follows: 
F·· = k/DIS .. 2.4 IJ IJ ' 
12 
(22) 
For purposes of comparison, F-factors developed by Smith 8lla I�dman (19) and Ungar (22) are also 
shown on Table 6. With the exception of the sltmter diatanoes, F-factors developed herein compared 
quite favorably with those of Ungar. However, they showed little similarity to the irregular F-factors 
developed by Smith and Landman. 
The gravity model, using the F-factors of Table 6 and act!W 0-D survey productions and attractions, 
simulated trip interchanges quite accurately as evidenced by an R2 of 0.89. Average trip length and 
trip.length distribution were also acceptable. However, when using simulated productions (Equations 3 
and 4) and attractions (Equation 6), the R2 decreased to 0.52, indicating that the greater problem in 
using the gravity model for recreational travel is not the distribution model Itself but rather the trip 
generation phase in which productions and attractions are estimated. 
INTERVENING OPPORTUNITIES MODEL 
Like the gravity model, the interverdng opportunities model is a distribution model requiring trip·end 
data as input. The model can be stated mathematically as (4): 
(23) 
in which L � probability that a random destination will satisfy the needs of a particular trip and A 
= sum of attractions of all recreational areas closer to origin i than recreational m·ea j. The opportunities 
model of Equation 23 does not automatically distribute all of the productions. This potential diflkulty 
can be readily overcome by adding a constant, K, as follows ( 16 ): 
in which 
[ ·LA -L(A + A·)J Vii = K Pi e • e l (24) 
(25) 
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Trlp-ertd balartclng is also required with the opportunities model to assure that 
(26) 
To accomplish this, llq_uatlort 24 is rewritten in terms of "ac:ljusted" attractions (AA and �) as 
(27) 
Equation 11 was applied Iteratively until the trip ends were balanced, that is, Equation 26 was satisfied. 
Adjusted attractions were computed following each lteratiort using Equation 20. 
Callbratiort of the opportutlltles model entails selection of the value of the probability parameter, 
L, which yields the best slntulation of the actual O·D trip Interchanges. Smith and Landman ( 19) suggested 
lUI Iterative process whereby an ltlltlally assumed value of L Is adjusted so that the simulated average 
trip length Is nearly equal to the actual average ttlp length. For each Iteration, a new L is calculated 
as follows: 
New L =Old L Calculated average trip length from priotlteratlon 
Actual average trip length 
(28) 
this method of deterrnlillrtg L was orlghlally attempted herein but convergence was extremely slow. 
Titerefore, a new method was used whereby the ltlltially assumed estlntate was modified by a given 
increment in successive Iterations and the optimum L selected as that which maxinlized R2, This 
incremental method proved much more effective than the method suggested by Smith and Landman. 
The best value of L was found to be 0.00033. This compared with a value of 0,00069 as reported 
by Smith and Landman (1 9 ). 1'he large difference between these two lrvalues was due In pan to the 
large difference hi the total number of attractions between the two studies. 
Using actual attractions and productions, the calibrated model simulated trip Interchanges with an 
R2 of 0.70, This was considerably less than that achieved with the gravity model. A second evaluati<:m 
was nillde using the opportunities model In which trip ends were not forced to balance, This yielded 
lUI unproved R2 of 0.79 but, of course, violated the constraint of Equation 26. It was concluded that 
the low accuracy achieved with this model was probably due to the fact that the 42 recreational areas 
derrtonstrated such a wide rartge in attractions from a low of 4S to a high of 18,220. J'yers (16) has 
reported a shmlat problem and suggested it might be overcome by using two different values of t "' 
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one for small generators and one for large generators. This possibility was not investigated herein. 
When simulated productions and attractions were used with the opportunities model, the accuracy 
with which trip interchanges were simulated, as measured by R2, was 0.40. The large reduction in R2 
from 0.70 when actual productions and attractions were used further indicated that trip generation was 
a greater problem in recreational travel modeling than trip distribution. 
COMPARISON OF MODELS 
Adequacy of the four distributed flow models can be evaluated in many ways. Perhaps the best 
way is to compare the accuracy with which the 7,980 trip interchanges of the 0-D survey can be simulated 
by each of the models. The squared correlation coefficient (R2), a measure of this accuracy, is summarized 
for each of the model types in Table 7. The cross-classification model, which explained approximately 
68 percent of the observed variance, was definitely the most accurate of the four models. A similar 
measure of accuracy is the percentage of the 42 recreational areas for which the models can silnulate 
trips with an R2 of at least 0.50. Based on this measure, the superiority of the cross-classification model 
is again indicated in Table 7. 
Good distributed flow models will likewise accurately silnulate average trip length and trip-length 
distribution. Table 7 shows that, with the exception of the opportunities model, all models were 
satisfactory in silnulating average trip lengt4. A comparison of the actual and silnulated trip-length 
distributions is shown by Figure 4. The cross-classification model was superior for silnulating trip-length 
distribution and the gravity model was adequate. However, the single-equation and opportunities models 
produced distributions that significantly departed from the actual both in position and in shape. 
All models were calibrated essentially on the basis of average conditions. The degree to which the 
flows at any particular recreational area could be accurately silnulated depended to a significant degree 
upon how much that area deviated from average. Thus, for recreational areas that had significant day-use 
activity commouly associated with shorter trips, such as Lake Cumberland and Lake Barkley, the models 
predicted a longer than actual average trip length. On the other hand, for areas of prilnarily national 
interest, such as Manunoth Cave, the models predicted a shorter than actual average trip length. The 
manner in which this difficulty can be overcome is not readily apparent unless a stratification based 
on trip purpose can be used. This is obVIously ilnpossible with data obtained from a license-plate, 0-D 
survey such as reported herein. 
Other factors useful in comparing model types are silnplicity and ease of application. All of the 
models were rather silnple and posed no difficulty in their application. However, the single-equation 
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and cross-classification models offered certain advantages over the gravity and opportunities models. These 
included more limited input data requirements and the possibility for making predictions without the 
use of a computer. Additionally they allowed less restrained use of independent judgement and permitted 
a single recreational area to be examined by itself. 
In comparing only the two distribution models, the gravity model was considerably more accurate 
than the opportunities model and simulated the actual trip-length distribution much better. It was also 
considerably less costly to calibrate and apply. In general, computer cost for the opportunities model 
was found to be three or four times more than that for the gravity model. The gravity model was 
able to handle the wide variety in sizes of the recreational areas while the opportunities model was 
not. 
Based on the above evaluations, the cross-classification model was certainly the best of the four 
models investigated herein. Development of this model makes available for the first time an acceptable 
technique for simulating travel flows to outdoor recreational facilities in Kentucky. When coupled with 
projections of trends in per capita recreational activity (2), the cross-classification model should prove 
most effective in predicting future flows to either existing or proposed recreational facilities. Any type 
of outdoor recreational area can be considered as long as it is possible to estimate its attractions either 
by comparison with existing facilities or by the use of Equation 6 or 7. The specific Kentucky model 
may have limited potential for use outside the state since recreational demand, the mix of available 
recreational facilities and activities, and consumer preferences vary regionally. 
SUMMARY AND CONCLUSIONS 
The purpose of this study was to evaluate different models for simulating average summer Sunday 
flows to outdoor recreational areas in Kentucky from population centers throughout the United States. 
The primary findings and conclusions of the study follow: 
1. To evaluate the impact of recreational travel in a way that is beneficial to highway planners, 
it is necessary to estimate distributed vehicular flows among all origin zones and all recreational 
areas during a short time period such as a day. The average summer Sunday is the day of 
most -intense interest since outdoor recreational travel typically peaks on summer Sunday 
afternoons. 
2. Overall results indicate the license-plate, 0-D survey is a most satisfactory way to gather 0-D 
data of the type required herein, particularly since it enables maximum utilization of personnel 
without requiring voluntary participation of the traveler and since it allows a very large sampling 
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rate. The time selected for the 0-D survey, 10 a.m. to 8 p.m. on summer Sundays, proved 
to be completely acceptable. However, to be most useful, the 0-D survey must be supplemented 
by a continuous traffic counting program. 
3. The pattern of trip production to outdoor recreational areas in Kentucky differed between 
in-state and out-of-state origin zones. For in-state zones, population (POP) and accessibility 
to recreational opportunities (AR) were the most significant indicators of productions. For 
out-of-state zones, population, average income (1), and accessibility to recreational opportunities 
were found to be significant. The best equation for simulating productions (P) was found to 
be of the following general form: 
(29) 
However, such an equation explaina only about 70 percent of the variance for in-state zones 
and about 84 percent of the variance for out-of-state zones. 
4. Attractions (A) to recreational areas of varying types and sizes can be reasonably approximated 
by a linear equation involving the nature and extent of recreational facilities. The following 
facilities, listed in the order of highest to lowest significance, were identified as having important 
effects on attractions and were judged essential for encompassing the wide range of recreational 
areas studied: water area, picnic tables, swimming pools, horseback trails, beach, golf, hiking 
trails, overnight accommodations, and outdoor drama. The linear equation utilizing these 
variables explained about 89 percent of the variance in attractions. However, this equation 
proved unsuitable for simulating attractions at areas deviating significantly from the average, 
such as those of high scenic interest and those highly accessible to large population centers. 
5. Four types of travel models, including single-equation, cross-classification, gravity, and 
intervening opportunities models, were evaluated herein. The cross-classification model was 
found to be the most acceptable means for simulating and predicting distributed outdoor 
recreational travel flows. In virtually any travel modeling effort, cross-classification analysis can 
be gainfully employed if only for the purpose of visually depicting the effects of various 
independent variables. 
6. The cross-classification model demonstrated that per capita distributed flows (1) decrease at 
a decreasing rate with increasing population of the origin zone, (2) increase at a variable rate 
with increasing attractions of the recreational area, and (3) decrease at a decreasing rate with 
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increasing distance. 
7. The best single..equation model for simulating distributed flows (Vij) for short-range travel was 
of the form: 
(30) 
in which ms1j = distance between origin zone i and recreational area j. This nonlinear flow 
equation, as others investigated herein, had to be evaluated using nonlinear regression analysis. 
Unear regression using transformed (linearized) equations proved totally unSIIitable. 
8. The gravity model is a simple and effective model for distributing recreational trips. Accuracy 
of the trips so distributed depends in large part on the accuracy of estimating productions 
and attractions. F-factors developed in the gravity-model calibration are a convenient and useful 
means for explaining the effects of distance on travel impedance. 
9. The intervening opportunities model can � calibrated very effectively by incrementing the 
probability parameter, L, in such a way as to maximize the accuracy of the trip-interchange 
simulation. However, the opportunities model was found to be decidedly inferior to the gravity 
model. The intervening opportunities model cannot produce satisfactory results with only one 
value of L if recreational areas of widely differing attractiveness are present in the study area. 
10. For flow models using distinct trip generation and distribution phases, trip generation was found 
to be the most critical problem in outdoor recreational travel modeling. 
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TAIILE I 
FACTORS INFLUENCING OUTDOOR 
RECREATION TII.A VllL FLOW 
A. Origin of Recreational Demand 
1. Participant 
a. Family Characteristics 
(1) I ncome of family head 
(2) Education of family head 
f3l Occupation of family head 
(4) Leisure of family head 
(work week and paid vacation) 
(5) Race 
(6) National origin 
(7) Automobile ownershiP 
(8) Location of residence (urban or 
rural) 
b .  I ndividual characteristics 
(1) Leisure 
{2) Age 
{3) Marital status 
{4) Sex 
{5) Education 
2. Origin area 
a. Total population 
b. Degree of urbanization 
c. Median family or percaplta Income 
d. Median education 
e. Percentage of blue· or white-collar 
employees 
f. Automobile ownership or registration 
g. Retail sales 
h. Property value 
1. Median age 
j .  Median leisure {work week and paid 
vacation) 
k. Race ratio 
1. Nativity ratio 
m. unemployment ratio 
n. Proportion of various types of 
employment 
o. Residential density 
p. Number of dwelling units 
B. Price of Recreational Experience 
(monetary and non-monetary) 
1 .  Spatial separation characteristics 
a. Travel route quality 
b. Travel time 
c. Out-of-pocket travel costs 
d. Distance {airline, road, or other) 
2. Charges for use of recreational facilities 
3. Cost of equipment rental or ownership 
c. Time Characteristics 
1. Holidays 
2. Cyclic conditions 
a. Season 
b. Month 
c. DaY of week 
d. Time of day 
D. competition 
1. Supply 
a. Accessibility to closer recreational 
areas 
b. Distance ratio {nearest competing 
area) 
c. Sum of attractiveness of closer areas 
d. Other 
2. Demand 
a. Accessibility to closer origin zones 
b. Sum of population closer 
c. Other 
E. Mlscellan.eous Considerations 
1. Regional preferences 
2. Other 
F. Supply of Recreational O pportunities 
1. Water-oriented facilities 
a. Lake 
(1) Total acres 
(2) Water level, temperature, and 
quality 
{3) Miles of shoreline 
{4) Acres for fishing, water skiing, 
boating, and sail boating 
(5) Length or acres acres of beach 
(6) Swimming areas 
(7) Number of boat-launching ramps 
(8) Number of rental boats 
(g) Number of slips (open and 
closed) 
b. Swimming pools 
(1) Number 
{2) Size 
(3) Availability of bath house 
2. Intensive-use facilities 
a. Number of golf holes 
b. Area available for field sports 
c. Number of tennis courts 
d. Number and types of playgrounds 
e. Availability of shooting range 
f. Availability of archery range 
g. Availability of bicycle rentals 
h. Availability of sky lift 
I. Availability of amusement park 
j. Availability of skating rink 
k. Availability of riding stables 
3. Extensive-use facilities 
a. Trails and paths 
(1) Miles of bicycling paths 
{2) Miles of hiking and walking 
paths 
{3} Miles of horseback-riding paths 
b. Area available for hunting 
4. Composite size of area, 
a. Total undeveloped acreage 
b. Total developed acreage 
c. Total water acreage 
5, Eating facilities 
a. Restaurant {number of seats) 
b. Concessions 
c. Picnicking 
(1) Number of tables or area 
available 
(2} Number of grills 
(3) Number or area of shelters 
(4) Availability of drinking water 
d. Distance to nearest Inn or store 
6. Overnight accommodations 
a .  camping 
(1) Number of sites and{or) acres 
(2) Availability of bathhouse 
(3) Availability of flush or pit toilets 
{4) Availability of electricity 
(5) Availability of laundry facilities 
(6) Availability of firewood 
{7) Availability of drinking water 
b. Other 
(1) Number of cottages 
(2) Number of lodge rooms 
(3) Number of motel rooms 
{4) Total number of overnight 
accommodations 
7. Quality of physical environment 
a. Terrain 
b. Vegetation and shade 
c. Wildlife 
d. Water and shoreline 
e. Climate 
f. Historic and(or) cultural attractions 
a. Activities available 
a. Wildlife exhibits 
b. Naturalist service 




a. Distance to nearest airport 
b. Capital Investment In recreational 
facilities 
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TABLE 2 
SELECTED BIBLIOGRAPHY ON 
MODELING RECREATION 
TRAVEL FLOW 
A. Total Flow Models 
l .  Pure Models 
Ungar, 1967 (22) 
2. Trip-End Models 
a. Origin Zones 
Smith and Landman, 1965 (19) 
b. Recreational Areas 
Schuhnan, 1964 (18) 
Smith and Landman, 1965 (I 9) 
B. Distributed Flow Models 
I. Single-Equation Models 
Knetsch, 1963 (10) 
Boyet and Tulley, 1966 (I I 
Merewitz, 1966 (12) 
Tussey, 1967 (21) 
Thompson, 1967 (20) 
Matthias and Grecco, 1968 ( 11) 
Pankey and Johnston, 1969 ( 14) 
2. Gravity Models 
Schulmapn, 1964 (18) 
Smith and Landman, 1965 (19) 
Ellis and Van Doren, 1966 (6) 
Ungar, 1967 (22) 
3.  Opportunity Models 
Smith and Landman, 1965 (19) 
4. System Theory Models 
Ellis and Van Doren, 1966 (6) 
Milstein, et al., 1966 ( 13) 
Ellis, 1969 (5) 
Gyamfi, 1972 (8) 
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TABLE 3 
PRODUCTION EQUATIONS 
Squared Correlation Coefficient (R2) 
Equation• Kentucky Out-of-State 
a3 -a4POP a5 P = (a1 + a2AR) (I . e ) I 
a P = productions of an ongm zone 






I = average effective buying income per household in zone 




AR = accessibility of zone to Kentucky recreational opportunities 
ai = constants 
e = base of natural logarithms 





































•separate calibrations were made for three data subsets based on distance intervals of 
0 to I 00 miles, I 00 to 300 miles, and greater than 300 miles. 
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TABLE 5 
DISTRIBUTED VEIIICLE FLOWS PER 1000 PEOPLE 
FROM CROSS-CLASSIFICATION ANALYSIS 
POPUl Allf!N I TWIUSANOSI 0-10 1 0-100 100-1000 1000-10000 10000-100000 
II.TTIUCTI V£NfSS DI STANCES 
INDEX FACTOR OIILESI 
GRrnJP 
,_ " o.9sa�8ll.>l 0.3765755� 0 . 11>223729 '·' ' ·' 
,_ " 0 .1:1162131>6 Oo04l929ll> 0 . 09910981 '·' '·' 
... '" 0.03046136 0.00665�62 o,010144H 0.02425961 ' ·' 
M- " 0,00447205 o.002UI6l 0 , 00075684 0,00793951 '·' 
.,. '"' 0,00501749 Oo00134144 o .oooanu o.ootlS92t '"' 
,_ ' "  1110- '" '· ' 0 ,00209014 0,00096263 0.0004255(' '·' 
1St'- 2�0 Oo002l639'i 0 . 0 0 1 1 3612 '· ' 0. 00008044 '· ' 
250- 400 ' · '  0,00!94501> '·' o.o '·' 
�oo- 100 o .o o .o ' · '  o.oooot943 '·' 
lOCI-\ 300 '·' ' ·' o . o  o. oooo2a29 o.ooo00457 
1300-3000 o.o '·' o. o 0.00001'1•1>5 o.ooofiDUl 
,_ " ) .  t 3544(>�5 5 ,72978�01> '·' o.o o.o 
20- " n.508l3MI 0,(>4762914 0.1601>21]5 o.o '·' 
.,_ " Oo0<'10170ll 0 , 07542700 0 , 1 9504023 '·' o.o 
.,_ " o. oo94�>701 0,04�1H20 0.0347�123 '·' '•' .,. '" {1,00978377 0.02921740 O. OII40 1H '· ' '"' 
., .. �50 1 00- ' "  Q , O t 2BH54 0.01�6511>9 o. oosz 1 1n 0.0112091) '·' 
ISO- '" ' · '  Oo 017HH5 0.002!.740� 0,004'l6950 '·' 
250- "' o .ooH4lO� o.otOJ9040 0.00106779 0,000,91>10 o. oo026Ul 
400- 700 o . o  o . o  '·' o.ooo23177 0,00013441 
700••1.300 0.0 ' · '  ' " ' o.ooo14438 o.oooo4nz 
noo-Jooo '·' ' · '  ' · '  0,00001793 o.ooOOl980 
,_ " 1 3 . 1>0512066 2 . 1�327835 Loi>9190HI '·' '·' 
20- " 0.451>1&343 o.a43&5tso ' · '  0.05134091 o.o 
.,_ " {1,07118195 0,20437l'tl 0,0531>1288 '·' '·' 
.,_ " o, oa s soo4a 0 , 0966271>5 o.0263U02 '·' '·' 
.,_ '" OoOS9SU�l o. o725491>lt o. 1 u asno 0 , 00930038 '·' 
250- '" LOO- "' 0 . 1 246191>1> 0 . 0330�999 Oo 04490H4 o. oo a�lu� o.o 
uo- 2so 0.06�25098 0,03363&�5 0 , 01314620 0 . 0 1 1683(>0 Oo00l!255l!l 
250- ��0 Oo105�963q o .oo 112aoe o. oosoaaa4 0,00435554 o.oo?O!>S41> 
400� 700 ' · '  0 . 0  0.0003242 L Oo00202752 O o 0008Bl52 
700�1300 ' · '  '·' O,OOOH:92<t O,OOOS55�4 0.000854§0 
1300-30QO o.o o . o  o. ooo3UI O  Oo0003B685 0.0002819� 
,_ " 17.07408142 1 4 , 421>41648 4. l5'11221� o.o '·' 
20- " I ,210465'12 0 , 9ath8427 0,06762052 '·' o.o 
.,_ " Od4941�46 o. 26402(>1>4 O o l i�06UO 0.0 '·' 
.,_ " 0,06732462 0 , 0761'10019 o. 69� 79340 '·' '·' 
.,_ '" 0.045��455 o .o�o t9441 Oo06184201 Oo045368(>6 '"' 
5(1Q- 1000 1110- '" 0.02�95)3� 0.03790812 0.01202(>74 Oo0lli>S991 '·' 
,,0_ "' Oo02795955 Oo0230I001 O o0047129'1 Q,005ll6S30 '·' 
250- "' O,OI 54A�90 O,OOftl1>158 Oo00165738 Ooll01U748 Oo01l21>0782 
400- 700 o.o '·' '·' Oo 000�0� II> o .ooo2966� 
700-L )00 '·' '·' o .ooooe�o4 o,oOOU'149 o. ooo26645 
uoo-�ooo 0 . 0  '·' ' · '  o,o0010U9 UoUOOII'IItl 
·- " \�oU'7Hq\4 �. H7q���'l '·' '·' '·" 
,_ " l o09�20a57 L o l3161>714 Q,49l11>857 '" ' '·' 
.,_ " 1'1.229124�4 0.44�39262 Oo3414t214 o.o '·' .,_ "' Oo05523006 0 . 1 2 1 3 3 1 � 1  0,40391137 o. na435 732 ' "' 
oo- 11)0 Oo06D04418 0.045(>'1305 Oo04H44257 o , o9ft tOH2 '·' 
1000- 1000 100- ' "  0.0252l,q4 0,040070�11 0,018TH12 o .o1 n241o 0.0 
150- l�O o.ono�H1 o.016006H o .oo� UlH o. oo��B 8�a o.o 
2'0- 400 0.01 91>7193 o . oo6 L9 1 65 0 . 00224304 0.00144763 0.00132626 
400- 700 '·' o.o 0, 00062903 Oo01l01'10745 OoOOC"P724l 
lOO�l300 '·' '·' 0.00013418 0.00035780 0.000251>55 
1 300-,000 '·' o.o 0 . 00027983 c.coouc34 c.o oc t!"34 
o- " q , 30527$'12 16,86�03�01 0.0 '·' o.o 
eo- " 1 . 61003�11 2.61544514 1 . 6&730049 o.o o.o 
.,_ " O o 2492253A �.602049A7 C.OOA14921 '· ' '·' 
... "' Oo 2H057A6 0 . 32020691 0.044410�8 o.o o.o 
oo- 100 O , I 0 , 1a46� O o i O I H�l� 0.0�276616 o . o  , ,, 
�coo� 4000 IOQo '" � . t8�7U30 O o \ 0 ) 1863� O o 051>0'"� Oo OU2H"' l o , o  
150� "' o.onunt (!.0U2A956 0.02152548 Oo031>8UIIt o . o  
250� "' O . t � 0 1 9 1 6 b  0.04602881 0.0117645) c.oc�4U41 o.ooc6705e 
400� 700 o.o '·' 0,00090592 o,oouaou Oo0021401? 
7MOMU00 '·' '·' c.ooc�n10 c.oonann o ,ooon7\19 
UQOaSOOO ,,, '·' 0,0004 1 1 1 1>  O oOOOU9'11'1 c.oconaez 
,_ " 4o8Uft91�9 u ... une26 '·' o.o '·' 
,. " Oo141t5MH Holl001DI1 , ,, '·' '·' 
... " 0.0 � . 289i!lJ002 o . o  o . o  ,,, 
.,_ "' 0,91H�526 1 o B 1 526!7 0 . 0072'1106 o.o '·' 
.,. '" 0.55)6�1>0� c.ni'ID'I15& 1 o6S46'1U� '·' ,,, 
4000<-10000 ICOa '" Oo2'1U0647 o. 23062080 0. 1951>362? '·' o . o  
1 � 0 - 2�0 0 . 3 1 615976 c.20414no Oo076b3280 0. 11>52�6'10 o .o 
2'Qa 400 0.0 ' · '  0.04�18130 Oo001?47011o 0.0044?0!>'1 
�tno- 100 o . o  ,, , o.ooun�3 o, oo wnn 0.00092559 
700-1100 o . o  0 . 0  '·' C.COCU'151 o.o00'14U8 
1300M30(10 '·' o .• o Oo OOOB89Clt ll,OODit2389 c.coo ttltn9 
,_ " 101,9 8320923 I I L o lt71>3496� '·' '·' '·' 
,._ " 41 .39�72961 2 1 . 06471252 '·' 0.0 o.o 
.,. " 6oR8586!10 �C. D'IH999 O . I'IMil60R5 0.0 '·' 
.,_ " , . � � .\02'194 � . 3to30ltH4 ' · '  o . o  o . o  oo- '" L o�5 UA02 1 2 , 9q'l'l5136 o . o  '·' '·' 
lCIOOil-20000 10(1- '" 0, 119'11>6675 o . n sos444 0,64073717 0.08552021 '·' 
1 �0� " '  0,49�(>)910 0. 544 1 11�� o, 32B'IB�(>4 0.069 .. 3203 ,,, 
1.�0- '" Oo2'>1 BC�7a Od010081� 0,066�1200 0,05273020 o . t �onn2 
400- lOO '·' '·' 0.022'11622 Oo01001>3l2 '·' 
101'-1300 o . o  0 . 0  0 ,00�9942(> 0, 00490166 Oo003BJ404 
13on-3000 '· ' '· ' 0 , 01}165747 O,OOH1t63'1 0,001\9410 
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TABLE 6 
F-FACTORS FOR GRAVITY MODEL 
F-Factora 
Distance Interval Developed Smith and Ungar 
(Miles) Herein Landman (19) (22) 
0-10 10735.62 1545 
l l-20 3400. 1 8  4290 1267 
2 1-30 917.27 4090 750 
3 1-40 483.68 2540 376 
41-60 162.22 2790 180 
61-80 90.21 90.2 90.2 
81 -100 36.09 22.9 54.4 
101-125 2 1 .01 l l .5 34.6 
126-150 1 1 .60 4.69 22.9 
1 5 1-200 8.86 0.70 13.6 
201-250 5.07 0.00 6.2 
251-325 3 . l l 
326-400 1 .40 
401-550 0.65 
55 1-700 0.29 ' 
701-1000 0.20 
1001-1300 0.1 2  
1301-1700 0.08 
1701-3000 0.05 
aF-Factors of Smith and Landman and Ungar were modified by factoring 
to achieve conformity at a distance of about 70 miles. 
Deacon, Pigman, Kaltenbach and Deen 
TABLE 7 
MODEL EVALUATION 
Total Percentage of 
Model 
Rz
a Recreational Areas 
with R2;;.o.sob 
Cross Classification 0.679 45 
Gravity 0.5 19 31  
Single Equationd 0.403 19 
Opportunities 0.396 10  
•Determined on basis of  7,980 distributed flows. 
bPercentage of the 42 recreational areas having individual R 2;;. 0.50. 






1 1 0.3 
126.1 
dEq. 16  for distances less than or equal to 100 miles and a cross-classification 
model for greater distances. 
