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Abstract
Previous part-based attribute recognition approaches perform part detection and at-
tribute recognition in separate steps. The parts are not optimized for attribute recognition
and therefore could be sub-optimal. We present an end-to-end deep learning approach to
overcome the limitation. It generates object parts from key points and perform attribute
recognition accordingly, allowing adaptive spatial transform [10] of the parts. Both key
point estimation and attribute recognition are learnt jointly in a multi-task setting. Exten-
sive experiments on two datasets verify the efficacy of proposed end-to-end approach.
1 Introduction
Object attribute recognition is of central importance for object retrieval [12]. It has been
extensively studied in vision for face [2, 14], person [4, 8, 24], animals [15] or more general
objects [12]. The definition of ‘attribute’ is loose. Some attributes are more abstract and can
only be observed from a holistic view, such as ‘face is attractive’, or ‘animal eats fish’. Some
are more concrete and well associated with object parts. For example, ‘face has beard’ can
be observed around mouth, ‘person wears a shirt’ around torso, ‘bird has long tail’ around
tail. We call such attributes localized attributes. Their recognition is critical for fine-grained
object classification [7].
Attribute recognition in the first category is usually treated as classification of the whole
object. This is undesirable for localized attributes. Because only local regions are useful,
using the whole object incurs the risk of over-fitting and is less robust due to object pose
variations. Most previous works address the problem with a two-step approach: object parts
are firstly detected and then used for attribute recognition. Works in [4, 24] find dozens of
human body poselets [3], concatenate the features on them, and then train attribute classifiers.
Gkioxari et al. [8] trains three part detectors (head, torso, legs) using deep features, and
combines the features on the parts similarly. Lin et al. [17] firstly detects two parts (head,
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Figure 1: Overview of our approach. Given an image, we estimate the key points, generate
object parts accordingly, and predict attributes of the parts. The learning is end-to-end in a
single de p neural network. See experim nt for details of the result .
body), rectifies the two parts to pose-aligned parts by comparing against a pre-defi d part
template database, and performs classification similarly.
These part-based approaches are superior than using the whole object. Yet, they still have
flaws that are originated from the loose relation between the parts and the goal of attribute
recognition. The part detectors are trained from bounding boxes that are either manually
annotated [8, 17] or from heuristic clustering (poselet in [4, 24] and part template database
in [17]). Such parts are not directly optimized for attribute classification and the training is
not end-to-end. They could be sub-optimal for different types of attributes. For example,
‘has long hair’ attribute may require a large bounding box around head while ‘wear short
sleeve’ attribute may only need a tight region covering the upper arms. It is challenging to
obtain good parts in advance without knowing the attribute recognition goal.
In this work, we propose an end-to-end learning approach for localized attribute recog-
nition, for the first time up to our knowledge. Instead of training part detector separately, we
firstly estimate object key points as an auxiliary task. Because the definition of key point is
clear, their annotation is less ambiguous than part bounding boxes. From the key points, the
object parts are generated adaptively, with free parameters to adjust its spatial extent. This
adaptive part generation is inspired by the recent spatial transformer network [10], which can
learn image spatial transformation from the image classification goal. Instead of applying
the transform to the whole image [10], we apply a spatial transform for each part and use
the bilinear sampler [10] to warp the image features for subsequent attribute recognition.
The whole network is learnt end-to-end in a multi-task setting, with attribute classification
as the main task and key point prediction as the auxiliary one. Our pipeline is exemplified in
Figure 1. The network framework is illustrated in Figure 2.
Very few public dataset has both complex object pose and rich attribute annotation.
Therefore, we create two new datasets from the existing ones. The first is augmented from
the currently largest human pose dataset MPII [1]. We labeled 11 clothing attributes on three
body parts: head, torso and legs. It is larger and richer than the previous human attribute
datasets used in [4, 24]. The second is refined from a recent garment database [6]. It con-
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Figure 2: Overview of the network. It consists of initial convolutional feature exaction layers,
a key point localization network, an adaptive bounding box generator for each part, and the
final attribute classification network for each part. Besides the final classification loss, there
is also intermediate key point regression loss and a regularization loss on bounding box
aspect ratio. See text for details. We note that only one part is visualized here for clarify.
tains fine-grained and highly localized attributes on collar, sleeve and button types. Both
datasets will be released. Extensive experiment comparison results verify the efficacy of our
end-to-end learning approach.
2 End-to-End Learning with Adaptive Parts
Our approach is demonstrated on human attribute recognition. Our network architecture
is illustrated in Figure 2. It consists of a convolutional network for feature extraction, a
localization network for key point estimation, an adaptive bounding box generator for each
part, and part based feature sampler and attribute classifier. They are elaborated as follows.
Convolutional Feature Exaction Given an input image, a convolutional neutral network
is used to extract feature maps. The features are shared for all subsequent tasks for computa-
tional efficiency. We use AlexNet [13] (first 5 convolutional layers) and VGG-16 [21] (first
13 convolutional layers) in our experiments. The input image size is 227×227 for AlexNet
and 224×224 for VGG-16.
Key Point Estimation As shown in Figure 2 and 3, there are three fully-connected layers
after the convolutional features, with output dimensions 2048, 2048 and 2N, respectively.
Here N is the number of key points. After each fc layer, ReLU activation function and drop
out layer (ratio 0.5) is used. We use L2 distance loss for key point estimation, ∑Ni ‖pˆi− pi‖22,
where pˆi, pi ∈ R2 are the normalized ground truth and estimation for key point i.
Adaptive Part Generation Some attributes are clearly associated with certain object parts.
We encode such prior knowledge by specifying a subset of key points Pt for each part t. For
example, in Figure 2, for part torso we have Ptorso = {shoulders,elbows,wrists,hips}. The
initial part bounding box bt = [wt ,ht ,xt ,yt ] is defined as an enlarged bounding box of key
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Figure 3: The details of Bounding Box Generator in Figure 2. It has two streams. The first
one takes a subset of key point prediction as input and outputs an initial part bounding box.
The second one predicts the bounding box adjustment parameters, using the previous fc7
layer’s features. The output of Bounding Box Generator is a 2x3 warping transformation
matrix θ . The key point regression loss is for learning the key points. The aspect ratio loss
is to regularize the part bounding box estimation. See text for details.
points in Pt ,
wt = s · (max
x
(Pt)−min
x
(Pt)), ht = s · (max
y
(Pt)−min
y
(Pt)), (1)
xt =
1
2
(min
x
(Pt)+max
x
(Pt)−wt), yt = 12 (miny (Pt)+maxy (Pt)−ht). (2)
Here, maxx(Pt) is the maximum x coordinate in key points of Pt . Other notations are
similar. w/h is the initial box’s width/height. x/y is initial box’s upper left corner. s is a
constant scalar larger than 1. It is set to 1.5 in our experiment.
The initial bounding box is then adaptively adjusted by free parameters ∆= [∆w,∆h,∆x,∆y].
The final bounding box is defined as [wt(1+∆w),ht(1+∆h),xt +∆x,yt +∆y]. To learn the
adjustment parameters, we add one more fully connected layer ( f c8_ad j) to the previous
layer (fc7), with 4 output values. This is depicted in Figure 3.
The final bounding box could have too distorted dimensions due to the free adjustment
parameters. Inspired by [20], in order to alleviate this issue, we introduce a bounding box
aspect ratio loss as
Ltr =
{
1
2{[α[ht(1+∆h)]2−wt(1+∆w)]2}+ if ht(1+∆h)> wt(1+∆w)
1
2{[α[wt(1+∆w)]2−ht(1+∆h)]2}+ if wt(1+∆w)> ht(1+∆h)
, (3)
where α is a ratio threshold (set to 0.6 in experiment). The loss is 0 when the value in
bracket { }+ is less than 0.
Bilinear Feature Sampling and Attribute Recognition For each part bounding box, the
convolutional feature maps are warped accordingly. We use the Bilinear Sampler in [10] that
warps a local region via bilinear interpolation. It allows the gradient flow into the localization
network, serving as a bridge to link the localization and attribute classification networks.
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The warping employs a 2×3 affine transformation, parameterized as
θt =
[
wt(1+∆w) 0 xt +∆x
0 ht(1+∆h) yt +∆y
]
. (4)
The transformation θt warps the coordinates (x′,y′) in the target feature map U back to the
coordinates (x,y) in the source feature map V . Specifically, we have
V(x,y) =
W
∑
m=1
H
∑
n=1
U(m,n)max(0,1−|x′−m|)max(0,1−|y′−n|), (5)
where (x,y) ∈ R2 and (m,n) ∈ R2 are coordinates in V and U , W/H are feature map
dimensions. The (x′,y′) ∈ R2 in U are warped coordinates that satisfy [x′ y′ ]T = θt [x y 1 ]T .
For more details, we refer readers to [10].
After bilinear feature sampling, there are two fully connected layers with output dimen-
sions 512 and 256, respectively. After each, the ReLu activation and dropout regularization
(ratio 0.5) are used. The softmax classification loss is appended at last.
All equations above are differentiable. The learning is end-to-end using stochastic gra-
dient descent. For Eq. (4), we compute the gradient ∂θt∂bt and
∂θt
∂∆ , respectively. For bt , we
record the max and min index of the key points during feed forward, and pass the error back
to corresponding channels during backward propagation, similarly as max pooling.
3 Experiments
Our approach is implemented in Caffe [11]. We use SGD for network training. Mini-batch
size is 128 for AlexNet [13] and 16 for VGG-16 [21]. The network is initialized with pre-
trained models on ImageNet. The initial base learning rate is 0.0008. We train 60K iterations,
decrease the learning rate by 0.1, and train another 60K iterations. Note that for the bounding
box generator part we use a learning rate that is 110 of the base learning rate, similarly as
in [10]. The weight of losses is 1.0 for key point regression, 0.3 for attribute classification of
each part, and 0.1 for bounding box aspect ratio of each part.
Datasets There are few dataset with both complex object pose and rich attribute annota-
tion. We augment the currently largest human pose dataset MPII [1] by labeling 11 clothing
attributes. The augmented dataset has about 28K human instances, on only training images
with pose ground truth annotation. The 11 attributes are multi-classes grouped for three
parts: head, torso and legs. They are {NoHat, HasHat, Helmet} for head, {LongSleeve,
ShortSleeve, Vest, Naked} for torso, and {LongTrousers, Jean, Dress, Shorts} for legs. This
dataset is larger and richer than previous human attribute datasets [4, 24]. Dataset in [4] has
about 8K instances and 9 binary attributes (6 about clothing). Dataset in [24] has about 25K
instances and 8 binary attributes (3 about clothing).
We also used a recent Garment dataset [6]. Its images are from online shopping site
and has fine-grained clothing attributes. The labels, however, are quite unbalanced on lower
body since many persons are only upper body. Therefore, we select a subset of 4K images of
upper body humans and 12 attributes in 3 multi-classes groups for collar, sleeve and button
types. The attributes are {Stand, Lapel, None, Others} for collar, {Long, Medium, Short,
Others} for sleeve, and {Single, DoubleButton, None, Others} for button. Such attributes are
highly localized. It is hard to manually annotate parts for their recognition.
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AlexNet (8 Layers) VGG-16 (16 Layers)
Attributes Full Stn Separa. Ours Oracle Full Stn Separa. Ours Oracle
Helmet 68.30 68.31 51.23 67.69 76.99 81.76 80.58 57.60 83.53 84.04
HasHat 57.53 61.91 53.57 64.57 80.01 79.16 78.18 57.51 81.21 83.75
NoHat 92.06 93.21 89.11 93.80 96.86 96.39 96.78 88.30 96.45 97.15
Accuracy 76.27 77.40 70.43 78.00 84.02 84.25 83.96 74.00 86.02 86.16
LongSleeve 76.31 78.88 76.53 81.64 84.88 83.62 84.22 83.51 87.89 88.52
Vest 72.05 71.48 74.44 72.32 78.72 80.38 80.64 80.86 81.57 83.49
ShortSleeve 80.57 80.26 82.40 84.34 89.46 88.99 88.67 88.43 91.35 92.76
Naked 46.44 47.15 40.38 55.42 45.86 49.73 54.99 47.43 61.18 49.41
Accuracy 68.69 68.92 68.38 73.20 74.69 73.60 75.68 74.51 79.68 78.94
Jean 59.19 62.08 63.88 65.38 68.02 67.75 69.18 67.31 69.58 73.55
Dress 18.77 19.78 9.94 34.33 23.97 26.30 34.81 20.98 38.45 37.81
Shorts 88.44 88.29 86.52 89.44 90.50 91.46 91.21 89.42 93.42 92.97
LongTrousers 85.72 87.18 85.13 87.72 88.01 89.04 89.51 86.96 90.83 90.90
Accuracy 77.03 76.57 76.06 77.74 79.99 79.00 80.82 78.71 82.22 82.25
Table 1: Average Precision (%) of all attributes on our augmented MPII dataset. The
three groups are for head, torso, and legs from top to bottom. For each group, the multi-
classification accuracy is shown in the last ‘Accuracy’ row. The best results in each row are
bold. Note that we exclude the ‘Oracle’ column from consideration.
Baselines To validate our approach, we compare with various baselines. For fairness, all
methods use the same input images, the same initial networks. The learning parameters are
separately tuned for each method.
The first baseline is called Full. It does not use part information and directly learns
attribute from the whole input image. The network architecture is a subset of Figure 2, by
removing the localization sub-network, the adaptive bounding box generator and the bilinear
sampler. It is straightforward and serves as the lower bound of all methods.
The second baseline resembles the spatial transformer network [10]. It is called Stn. It
extends the full baseline by introducing a spatial transform for each part’s attribute classifica-
tion. The network architecture is similarly to Figure 2, without the localization sub-network
and the adaptive bounding box generator. Instead, it uses a fixed initial bounding box for the
bilinear sampler for each part. The initial bounding box is located at the input image center.
Its width/height is set to 60% of the image width/height. Such parameters are determined via
cross-validation. Other values such as using the whole image as in [10] are found inferior.
The third baseline is similar to the previous approaches [4, 8, 24]. We call it Separate.
The network is similar as Figure 2. The learning is performed in two separate steps. Firstly,
the convolutional layers and pose localization network is trained to predict key points. From
the fixed key points, the adaptive bounding box generator, the subsequent bilinear sampler,
attribute classification layers as well as the initial convolutional layers are trained.
The last baseline is called Oracle. It is similar to the separate baseline. The difference
is that it directly uses the ground truth key points instead of predicted key points, so we
do not train the localization network. It performs attribute recognition with ‘perfect’ part
localization, and serves as an upper bound of all methods.
Results on MPII Dataset Some persons in MPII dataset have invisible body parts. We
exclude such images for simplicity. The remaining ones are divided into 12K for training
and 3.5K for test. There are in total 14 key points. The three subsets of key points are
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Adaptive× RatioLoss× Adaptive√ RatioLoss× Adaptive√ RatioLoss√
Head 84.73 85.30 86.02
Torso 78.45 77.68 79.68
Legs 81.34 81.65 82.22
Table 2: Attribute multi-classification accuracy (%) of three parts on MPII subset, using
VGG-16. The symbol
√
indicates the module is enabled, otherwise ×. Note that we do not
have Adaptive×-RatioLoss√ combination.
Figure 4: Side-by-side comparison of part bounding boxes without using (left) and using
(right) aspect ratio loss. (Red: Head, Blue: Leg, Green: Torso)
{head, neck, shoulders} for head, {shoulders, elbows, wrists, hips} for torso, and {hips,
knees, ankles} for legs. Note that both shoulders and hips are used for two parts.
Example part localization and attribute recognition results are shown in Figure 6. Table 1
reports the Average Precision of all attributes and the multi-classification accuracy of all
parts. We make a few conclusions. Firstly, Full and Stn consistently perform worse than
our approach. This shows that explicitly exploit pose information is beneficial for attribute
recognition. Secondly, when pose is used, Oracle is the best and Separate is the worst, even
worse than Full and Stn in most cases. This indicates that pose estimation could be hard
to learn, and inaccurate part hurts attribute recognition. Lastly, when both tasks are jointly
trained in our approach, the performance becomes much better and is almost on bar with
Oracle for most attributes, especially for VGG-16 network. This verifies the effectiveness of
end-to-end multi task learning. Interestingly, our approach outperforms Oracle occasionally,
for example, on torso-Naked attribute. This may be an evidence of the power of end-to-
end learning over human knowledge (ground truth pose annotation and key point - attribute
association).
To demonstrate the effectiveness of adaptive part learning (adjustment parameters in Fig-
ure 3) and the bounding box aspect ratio loss, we trained two more models by removing the
corresponding modules respectively. As reported in Table 2, using both can clearly boost the
performance. Note that only using adaptive part learning is not always better. For example,
it decreases the accuracy on Torso. This is probably due to too much degrees of freedom of
the part. Applying aspect ratio loss alleviates this problem and always helps. As illustrated
in Figure 4, the detected part boxes are better when aspect ratio loss is used.
To evaluate key point prediction, we use the commonly adopted accuracy metric called
Percentage of Detected Joints (PDJ) [19]. A key point prediction is considered correct if
its Euclidean distance to ground-truth is smaller than a percentage of the ground truth torso
length. Figure 5 shows the PDJ values over different thresholds for four joints of our ap-
proach and Separate baseline. It shows that learning part attribute also improves the key
point localization. The conclusion remains similar for other key points.
We note that key point estimation is not the main focus of this work. We use a simple
localization network as in Figure 2. There exists more sophisticated and better performing
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Figure 5: The Percentage of Detected Joints (PDJ) curves for four key points. The x-axis is
the threshold normalized by torso length. The y-axis is the ratio of correct key joints. Results
of our approach are in green. Results of Separate baseline are in blue.
Attributes Full Stn Separate Ours Oracle
Single 55.79 55.26 54.93 59.51 59.75
None 90.07 91.1 89.75 92.7 90.62
DoubleButton 13.63 3.41 13.07 3.87 28.68
Others 44.1 58.35 47.55 46.23 51.8
Accuracy 75.12 75.99 74.75 76.24 76.61
Lapel 55.46 58.68 64.93 64.08 75.66
None 78.7 84.98 82.61 89.85 90.45
Stand 56.95 68.4 66.78 73.16 73.91
Others 23.93 21.95 26.01 29.15 46.65
Accuracy 61.63 65.35 65.72 67.70 73.51
Short 90.72 90.87 92.85 92.9 94.33
Medium 60.35 67.86 69.02 66.76 73.98
Long 65.22 72.16 70.23 75.03 73.6
Others 79.02 80.69 75.12 78.61 80.8
Accuracy 74.01 75.99 75.5 77.48 78.47
Table 3: Average Precision (%) of attribute groups in Garment dataset using AlexNet. The
three groups are for collar, button, and sleeve from top to bottom. For each group, the multi-
classification accuracy is shown in the last ’Accuracy’ row. The best results in each row are
bold. Note that we exclude the ’Oracle’ column from consideration.
models for human pose estimation [5, 9, 16, 18, 22, 23]. It is yet unclear whether combin-
ing such models can improve attribute recognition, since using ground truth pose (Oracle
baseline) is only marginally better than our approach, as shown in Table 1 (VGG-16). Such
investigation is left as future work.
Results on Garment Dataset This dataset has in total 8 key points. The subsets for three
parts are {throat, shoulders, chest} for Collar, {right shoulders, right elbows, right wrists}
for Sleeve, and {shoulders, elbows, hips} for Button. The dataset is divided into training
and testing sets with 3.2k and 0.9K images, respectively. As the number of images is small,
we only use AlexNet. Example results are shown in Figure 6. Table 3 reports comparison
results of our method and baselines. The conclusions are consistent with those of MPII
dataset. Our method outperforms other baselines on most attributes. We note that there are
more fluctuations in the results. This is partially due to the small size of the dataset and
imbalanced samples for different attributes.
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Figure 6: Examples results on MPII dataset (left) and Garment dataset (right). Last row
shows some failure cases in red.
4 Conclusion
We propose an end-to-end deep learning approach to jointly learn key point estimation and
object attribute recognition. An adaptive part generation serves as an intermediate repre-
sentation to connect the two tasks. Through joint learning, we overcome the limitation in
previous two-step approaches and explicitly optimize the part location for attribute recogni-
tion. Our approach is validated on human attribute recognition on two datasets, via extensive
experiment comparison.
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