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A B S T R A C T
The continual optimization process for more efficiency of industrial
flows has raised the need for providing deeper understanding of
turbulence. These details can be provided by direct numerical sim-
ulation (DNS), which is impossible for most flows with current com-
puters. Therefore, progress in optimizing Reynolds averaged Navier-
Stokes (RANS) and large eddy simulation (LES) modeling strategies
will need to continue. Another ansatz is the reduction to 2D or 1D
models to reduce the numerical cost.
One dimensional turbulence (ODT) as presented by A. R. Kerstein1
is a new modeling strategy that reduces the 3D simulation to a 1D
line of sight through the flow region. Due to the higher resolution
afforded by the 1D model, it is possible to simulate even the smallest
scales and to provide insight into turbulence statistics.
To assess the advantages and disadvantages of the model, ODT has to
be validated against several flows. Within this thesis, ODT is validated
against the channel flow, the passive scalar transport and the channel
flow with a fluctuating pressure gradient. These flows are simplified
test cases for the phenomena present in single-phase industrial flows.
ODT produces meaningful results for friction Reynolds numbers up to
Reτ = 6 · 105 and for Prandtl numbers from Pr = 0.025 to 50. Statistics
of the wall shear stress are presented and the influence of pressure
fluctuations is discussed.
Based on these channel results, the non-breaking and breaking jet are
simulated. While the former is a simplified case of a free-surface flow,
the latter is of primary interest for spray formation and fuel injection.
Detailed statistics of the TKE budgets and the breakup are presented.
As the last case, the cloud top of a stratocumulus-topped boundary
layer (STBL) was simulated. The case combines the interaction of an
active and a passive scalar. It further combines the simulation of a
stable and an unstable stratified region that suppresses and enhances
turbulence respectively. The simulations reproduce the entrainment
velocity and generate comparable mean and flux profiles compared
to DNSs.
1 A. R. Kerstein: One-dimensional turbulence: Model formulation and application to
homogeneous turbulence, shear flows, and buoyant stratified flows, Journal of Fluid
Mechanics 392, 1999 (reference [46])
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K U R Z FA S S U N G
Der stetige Optimierungsprozess industrieller Strömungen erfordert
ein immer detaillierteres Verständnis der Turbulenzen innerhalb die-
ser Strömungen. Die benötigten Details können durch direkte nu-
merische Simulationen (DNS) generiert werden, welche für die meis-
ten industriellen Strömungen mit der heutigen Rechentechnik zu auf-
wändig sind. Daher ist es notwendig die Modellierungsmethoden
basierend auf den Reynolds gemittelten Navier-Stokes Gleichungen
(RANS) oder der Großskalensimulation (LES) zu verbessern. Alternativ
können auch neue Modelle entwickelt werden, die die Dimensionen
auf 2D oder 1D reduzieren.
One dimensional turbulence (ODT), welches von A. R. Kerstein2 en-
twickelt und veröffentlicht wurde, ist ein Modell, welches 3D Simula-
tionen auf eine 1D Linie durch das Strömungsgebiet reduziert. Durch
die Reduktion der Dimensionen ist es möglich die Gitterauflösung zu
erhöhen und selbst die kleinsten physikalischen Skalen zu simulieren.
Um die Vor- und Nachteile des Modells bewerten zu können, ist es
erforderlich ODT an verschiedensten Strömungen zu verifizieren. In-
nerhalb dieser Dissertation wurden Vergleiche zur einfachen Kanal-
strömung, zur Kanalströmung mit passivem Skalar und zur Kanal-
strömung mit einem fluktuierenden Druckgradienten durchgeführt.
Diese Testfälle wurden aufgrund ihrer Einfachheit und Allgemein-
gültigkeit für industrielle Strömungen ausgewählt. Mit Hilfe von ODT
konnten Kanalströmungen mit Reynoldszahlen bis Reτ = 6 · 105 und
Prandtlzahlen im Bereich von Pr = 0.025 bis 50 simuliert werden.
Statistiken zum Wandschubgradienten werden päsentiert und der Ein-
fluss von Druckfluktuationen diskutiert.
Basierend auf diesen Ergebnissen wurden weitere Untersuchungen
zum Flüssigkeitsstrahl mit und ohne Tropfenbildung durchgeführt.
Ohne Tropfenbildung kann der Flüssigkeitsstrahl als exemplarische
Strömung für freie Oberflächen dienen. Hingegen bildet die Strö-
mung mit Tropfenbildung die Basis für Simulationen von Aerosolen
oder Einspitzvorgängen. Detaillierte Statistiken zu den Anteilen der
TKE und der Tropfenbildung werden diskutiert.
Als letzter Testfall wurde ein Ersatzsystem für eine atmosphärische
Grenzschicht mit Stratokumulus-Wolken simuliert. Diese Strömung
kombiniert einerseits die Simulation von zwei gekoppelten Skalaren,
andererseits die Effekte von stabilen und instabilen Schichtungen,
wobei erstere die Turbulenz unterbinden und letztere die Turbulenz
anfachen. Bei den Skalaren ist einer aktiv und beeinflusst somit die
Stabilität der Schichtung, während der andere passiv ist. Im Vergle-
ich zur DNS konnte die Einmischungsgeschwindigkeit sowie die mit-
tleren Profile und Flüsse reproduziert werden.
2 A. R. Kerstein: One-dimensional turbulence: Model formulation and application to
homogeneous turbulence, shear flows, and buoyant stratified flows, Journal of Fluid
Mechanics 392, 1999 (reference [46])
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Part I
T H E O RY

1
I N T R O D U C T I O N
One of the greatest research areas in modern fluid mechanics is com-
putational fluid dynamics (CFD). The reason for this is that direct nu-
merical simulation (DNS), the simulation of the exact balance equa-
tions without any assumptions, as one possibility of CFD is infeasi-
ble for industrial purposes. Most industrial problems are at high val-
ues of dimensionless parameters, e. g. the Reynolds number Re, the
Prandtl number Pr, or the Richardson number Ri, where the required
grid resolution, which is discussed in section 2.1, is too high to be
simulated on currently available computers. This trend will continue
for the next years.
Therefore, the need for modeling the smallest scales, which are the
reason for the needed high resolution, or the reduction of the dimen-
sions from 3D to 2D or even 1D arises. Classical approaches in CFD
are the Reynolds averaged Navier-Stokes equations or the large eddy
simulation. Both methods reduce the computational cost due to mod-
eling the smallest scales and simulating the larger scales. The wide
use of these methods in industrial development has led to optimized
formulations.
Nevertheless, the steady optimization process for more efficiency is
bounded by the amount of information generated by the simulations.
More information can only be generated by (i) a higher resolution
leading to a DNS or the same problem as known from DNS, (ii) an im-
provement of the models, or (iii) by the development of new models,
where the last two are difficult due to the limited representation of
the flow.
One of these new models is called one-dimensional turbulence. Within
one-dimensional turbulence (ODT), the flow simulation is limited to
a 1D line of sight through the flow. This restriction provides the op-
portunity for high grid resolution so that each scale can be resolved.
Due to the simulation of every scale, ODT has a similar characteristic
as a DNS and can therefore be used for fundamental simulations of
turbulence, providing the information needed to improve the mod-
els used by LES and RANS. Nevertheless, ODT is also a model, which
needs to be verified against DNS. At this point it has to be mentioned
that ODT without coupling to 3D flow simulations is restricted to ca-
nonical flows without dominant 3D flow structures.
The fundamental simulations for turbulence research are termed ca-
nonical flows. One class of these flows is the group of turbulent wall-
bounded flows (TWBF), including the turbulent boundary layer (TBL),
the pipe and the channel flow. Even if current DNSs are done for fric-
tion Reynolds numbers Reτ = uτlcν ≈ 5000, where uτ is the friction
velocity, lc a characteristic length scale and ν the kinematic viscos-
ity, industrial applications are at Reτ ≈ 105 or higher. Some of these
3
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applications are the flow around cars, trains, airplanes, buildings or
even the wind profile within the atmosphere or the gas or fluid flow
in pipelines or channels. Therefore, one major focus of this thesis lies
on the simulation of the single-phase channel flow part of the men-
tioned category of flows.
Besides the pure simulation of the fluid flow many applications also
need the inclusion of additional properties of the flow as the temper-
ature and the transport of species or impurities. Most of these flow
properties can be treated in first order as passive scalars within the
flow not influencing other properties. Major applications are the heat
transport at the wall, the separation or mixing of different fluids or
the tracking of reaction species.
Especially in case of high temperature ratios within the flow or flows
of a supercritical fluid with conditions slightly above the critical point,
the temperature could influence the density, resulting in a buoyant
flow. This also influences the behavior of turbulence due to prevent-
ing or assisting eddies. Other major research fields besides the heat
transport and the tracking of species including the mentioned com-
plexity are oceanic flows, clouds, climate research, astrophysics, su-
percritical flows and non-newtonian flows.
Up to here all flows could be treated as single-phase flows. Another
major part of turbulence research is the behavior of turbulence at
the interface between two immiscible fluids and the influence of tur-
bulence on the generation of droplets or species transport across
the interface. Corresponding industrial applications are fuel injec-
tion, droplet generation due to wave propagation, the oxidation pro-
cess during wine production, and supercritical flows with conditions
around the critical point, where gas, liquid, and supercritical fluid co-
exist.
Within this thesis, ODT is validated against DNS results of several flows
belonging to these groups. The capabilities of ODT are presented and
further parameter studies or additional statistics are presented.
First, the turbulent channel flow is extended to Reτ ≈ 6 · 105, statis-
tics of the wall shear stress τW are presented, and the influence of the
fluctuation of the forcing pressure gradient is discussed. Simulations
for the passive scalar are performed and the behaviors at high and
low Prandtl numbers are discussed.
Secondly, the simulations of a non-breaking and a breaking liquid
jet are introduced and compared to measurements. Statistics of the
breakup location and the droplet size distribution are shown.
Finally, the simulation of a smoke cloud, a specialization of real clouds,
is done to analyze the interaction of a buoyant flow with turbulence.
2
B A S I C S F O R N U M E R I C A L S I M U L AT I O N
The bases for the development of numerical simulations are the con-
servation laws, namely mass, momentum, and energy conservation.
All of them can be derived from an universal balance equation, by
interpreting the corresponding summands as it is described among
others by Müller and Müller [69]. For the derivation of the balance
equation, an arbitrary volume V with surface normal vector ~n is taken
and all possible changes of a measure Φ are described. The measure
within the volume can be changed in time by (i) an advective flow
over the moving surface ∂V, (ii) a diffusive flow across the surface,
(iii) production within the volume, and (iv) additions within the vol-



















The velocity of the volume surface is given by ~v, and the velocity of
the fluid by ~u, so that ~u − ~v gives the relative velocity of the fluid
crossing the surface. ρ is the density within the flow. The difference
between the last two terms in equation 2.1, the generation and the
external influences, is that the latter one can in principle be modified
while the generation within the volume cannot be affected. Exam-
ples of external influences are the gravity and radiation, which can
be eliminated by using an orbital experiment or an uniform heated,
opaque box, respectively.
For a closed system 2.2, where the volume surface has the same veloc-
ity as the flow, ~v = ~u, the advective term is zero giving the Lagrange
formulation of the conservation laws. If the volume is fixed as in equa-
tion 2.3, ~v = ~0 and V(t) = V, the time derivative on the left hand side
can be put into the integral as a partial derivative using the Reynolds
































Using the divergence theorem and the requirement, that the conser-
vation laws have to be valid for each volume, the conservation law
for a material point can be derived.
∂ρΦ
∂t
= −∇ · (ρΦ~u) −∇ · ~Ψ+ ρpi+ ρζ (2.4)
5
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With the replacements given in table 2.1, one can get mass, momen-
tum, and energy conservation. Important to note is that for all con-
Table 2.1: Replacements to derive the conservation laws from the general
balancing equation
Conservation law Φ ~Ψ pi ζ
Mass 1 0 0 0
Momentum ~u −σ 0 ~F
Energy e+ 12~u
2 −σ · ~u+ ~q 0 ~F · ~u+ ξ
servation laws the production has to be zero. σ is the stress ten-
sor and combines the effect of pressure p and fluid stresses τ with
σ = −pI+ τ, where I is the identity matrix. ~F is the vector of external
forces, e. g. gravity. e is the internal energy and is given by the caloric
equation of state, e. g. e = cvT + α for ideal gases, where T is the
temperature, cv = z RMR the specific heat capacity and α represents
the potential chemical energy within the fluid. z can be expressed
as z = 1γ−1 , where γ is the adiabatic exponent. ξ is the absorption
of radiation and ~q the heat flux vector with ~q = −λ∇T , where λ is
the thermal conductivity. Within this thesis, all fluids follow the New-
tonian expression of the rheological equation of state, which gives








+ η(∇ · ~u)I (2.5)
Herein, µ is the dynamic viscosity and η the bulk viscosity. For most
applications - also within this thesis - the bulk viscosity is negligible.
Using this definition of the stress tensor, the above set of conservation
laws becomes the compressible Navier-Stokes equations. The pres-
sure is given by the thermal equation of state, e. g. for ideal gases.
Incompressible Navier-Stokes equations
Within this thesis, the incompressible Navier-Stokes equations are
used, wherefore it is essential to mention the assumption made to
derive them. To derive the incompressible Navier-Stokes equations,
it is often mentioned that the density is constant or that the veloc-
ity field is solenoidal. Both statements are partly correct but are not
the assumptions to be made to derive the incompressible Navier-
Stokes equations. A more accurate assumption is given by the ma-





of the density, which has to vanish.
Therefore, the mass conservation reduces to a solenoidality condition
for the velocity field instead of assuming ∇ · ~u = 0. Furthermore, this
assumption also gives that the density of a fluid parcel has to be con-
stant instead of the density within the whole field.
But even this assumption is overly restrictive. As the asymptotic anal-
ysis from R. Klein [49] for low Mach numbers shows, the correct as-
sumption is that the terms of the energy equation influencing the
divergence of the velocity field have to balance each other. The fol-
lowing equation can be derived from the energy equation using the
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caloric equation of state.








−∇ · ~q+ ρζ+ τ : (∇ · ~u)
(2.6)
with τ : (∇ · ~u) = τij∂ui
∂xj
Especially, this is also valid if the terms are identically to zero, result-
ing in
(i) a constant pressure within a fluid parcel dpdt = 0,
(ii) no reaction changing the potential chemical energy α = const.,
(iii) no heat flux ~q = ~0,
(iv) and no radiative absorption ζ = 0.
For the last term containing the stress tensor no assumption is needed
due to the fact that it scales with the squared Mach number and there-
fore vanishes due to the asymptotic. These assumptions also result in
a constant temperature of a fluid parcel.
Using this condition, the general balance equation can be written as
follows using the replacements from table 2.1:
∂Φ
∂t
+∇ ·Φ~u = −1
ρ
∇ ·Ψ+ pi+ ζ. (2.7)
Within this thesis the incompressible equations are used, even if a
heat flux or radiation is present. In these cases, (i) the temperature
is treated as a passive scalar or (ii) the Boussinesq approximation is
used.
2.1 dns , les , rans
Within the development of numerical simulations, the first simula-
tions were DNS. A DNS discretizes the conservation laws as they are
without any assumptions. Only a discretization error not influencing
the physical result has to be accepted, which will be explained in sec-
tion 2.3. A DNS needs to resolve every scale within the flow field, even
the smallest one termed the Kolmogorov scale η. A detailed descrip-
tion of DNS is among others given by Ferziger and Peric´ [27].
The needed resolution for a DNS can be estimated from the turbulent
Reynolds number Ret = utLν−1 ∼ (Lη−1)
4
3 , where ut is the turbu-
lent fluctuation velocity, L a characteristic large length scale, and ν
the kinematic viscosity. For industrial flows, this resolution require-
ment could reach as much as 1015 or more grid cells. Depending on
the time discretization method the time step could be coupled to the
grid resolution resulting in a further increase of computational cost.
To date, the most expansive state of the art simulations are done with
less than 1011 grid points, e. g. Lee et. al [54]. Therefore, DNS is cur-
rently restricted to fundamental research and problems at small to
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moderate Reynolds numbers.
In the beginning of numerical research, this restriction limited its ap-
plicability and raised the need for modeling. The first idea is based
on the separation of the flow field into a mean value and overlaying
fluctuations Φ = Φ+Φ′, the so called Reynolds decomposition. The
application of this decomposition to the conservation laws results in
the Reynolds averaged Navier-Stokes (RANS) equations.
While the mass conservation is reproduced by the Reynolds averag-
ing, within the momentum and the energy conservation new terms
representing the interaction of the fluctuations with each other arise.
Due to these new terms, the set of equations is no longer closed and
new unknown quantities have to be solved. The most famous term




j, where the overbar
symbolizes the Reynolds-averaging. Much of the research field of tur-
bulence modeling is the description of this and/or other equivalent
terms from the energy conservation by properties already known in
the flow field, which then close the system of equations. A detailed
overview of the derivation of τt,ij, the major turbulence models and
their applicability is given by Wilcox [94].
Another ansatz similar to the Reynolds-averaging is to filter the equa-
tions with a spatial low-pass filter. The so called large eddy simula-
tion (LES) provides the same benefits as RANS, with the additional ad-
vantage of resolving some fluctuations in the flow. While the results
of a RANS are always time averaged mean information, LES provides
also time dependent flow field information. This advantage comes at
the cost of needing to model or neglect additional unknown parame-
ters. LES is therefore a compromise between DNS and RANS, such that
it is capable of providing more information than RANS, at less cost
than DNS. A detailed description of LES is given by Sagaut [76].
The use of the RANS model for industrial applications in the last
decades has been very beneficial. However, due to these improve-
ments and the currently unrealizable wish of using DNS for industrial
problems, there is a steady need for improving simulation methods.
One new development in this field not based on the RANS or LES
ansatz is the ODT model, which was first published in 1999 by A. R.
Kerstein [46] and will be described next.
2.2 odt
This section gives an overview of the ODT model which is an out-
growth of the linear eddy model (LEM). The descriptions are based
on several publications, (i) Kerstein [46] which gives the basic formu-
lation, (ii) Wunsch and Kerstein [104] which introduces the buoyancy
term to ODT, (iii) Kerstein et al. [48] which expands the formulation to
three velocity components, and (iv) Ashurst and Kerstein [9] which
focuses on the variable density formulation of ODT. Another publi-
cation which has to be mentioned here, was published by Lignell
et al. [56]. It doesn’t expand the physical modeling but introduces a
non-equidistant spatial discretization.
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In contrast to common approaches based on the Navier-Stokes equa-
tions, ODT uses a set of mechanisms modeling the physical effects
phenomenologically on a 1D line of sight through the domain.
For RANS and LES the advective term is crucial due to the genera-
tion of additional unknown properties as described in the previous
section. For DNS also this term is the source of problems due to the
generation of smaller and smaller scales. ODT overcomes this problem
by representing the advective term phenomenologically by a so called
eddy process. Excluding the advective term, the Navier-Stokes equa-
tions become diffusion equations with source terms where applicable.
As in the Navier-Stokes equations, the diffusion and the eddy process
are applied to all property fields, e. g. the velocity, the temperature
and other scalar fields, using the operator splitting idea. Therefore,
























Here E is an eddy function representing the eddy process and there-
fore the advective term on the 1D line. Φ is an arbitrary scalar rep-
resenting the temperature or other scalar fields with a diffusion co-
efficient κΦ and the source term SΦ. Sui is the source term for the
velocity, e. g. the pressure gradient.
The following section describes the realization of an eddy represent-
ing the advective term.
2.2.1 Realization of an eddy
One major idea of ODT is the representation of the advective term
and therefore the eddy motion in turbulent flows. Within ODT a map
representing an eddy of size l acts instantaneously on each property
field in the range [z0; z0 + l], where z0 is the starting position of the
eddy spatial interval.
The mathematical formulation of the instantaneous map has to satisfy
two fundamental requirements: (i) the measure preservation which is
required by the solenoidal condition, and (ii) the continuity of the
property field after the mapping process. The common choice of this
function within all ODT formulations is the triplet map where the orig-
inal profile within the eddy range is spatially compressed by a third.
The eddy range is filled by three copies of the compressed profile
while the second one is reversed to avoid discontinuities. Outside the
eddy range the profiles are unaffected by the eddy process. Therefore
the mapping process can be written as:
uˆi(z, t) = ui(f(z, t), t) (2.10)
Φˆi(z, t) = Φ(f(z, t), t), (2.11)
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where the inverse map
f(z, t) = z0(t) +

3(z− z0(t)) if z0 6 z < z0 + 13 l
−3(z− z0(t)) + 2l(t) if z0 + 13 l 6 z < z0 +
2
3 l
3(z− z0(t)) − 2l(t) if z0 + 23 l 6 z 6 z0 + l
z− z0(t) otherwise
(2.12)
is the pre-map location that is mapped to location z.
This formulation is not unique, as discussed by Kerstein [45], who has
also tested a quintiplet map, where instead of three five compressed
copies are used, while the second and the fourth one are reversed.
Due to the simplicity of the triplet map and only slight differences
by choosing the quintiplet instead of the triplet map on the relevant
outputs, the triplet map is commonly used in ODT implementations.
2.2.2 Energy conservation by an eddy
Due to energy conservation, the instantaneous mapping process has
to be conservative which means that the energy change ∆E





has to be zero. Here
∑
∆Epot is the sum of all potential energy changes
and
∑
∆Emod the sum of all additional energies from modeling ap-
proaches. For example, a buoyant stratified flow satisfying the Boussi-
nesq approximation would be simulated using the constant property
formulation and a potential energy term in the formulation of the
energy conservation representing the buoyancy term of the Navier-
Stokes equations. The difference between potential and model ener-
gies is that model energies are mostly only used for calculating the
eddy acceptance, as described in section 2.2.3, while potential ener-
gies are always taken into account.
To ensure energy conservation, needed potential energy has to be
provided by the velocity components or freed potential energy has to
be stored in the velocity components. Therefore, another process, the
kernel addition, is introduced as shown in equation (2.14) below. At
this point, it has to be mentioned that, even if ODT uses three velocity
components, they are treated primarily as energy holding contain-
ers. The effect of the kernel addition is twofold; (i) it ensures energy
conservation within the mapping process and (ii) it models pressure
scrambling by redistributing the kinetic energy among velocity com-
ponents, which represents the tendency toward isotropy. The final
flow state is then
u˜i(z, t) = ui(f(z, t), t) + ci(t)K(z, t). (2.14)
The kernel K(z, t) = z− f(z, t) is defined as the displacement of fluid
parcels due to the mapping process. It is non-zero within the eddy
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range and integrates to zero, so that it doesn’t influence momentum
conservation. Within the formulation for variable density, another ker-
nel J = |K| has to be introduced to allow enforcement of energy and
momentum conservation resulting in
u˜i(z, t) = ui(f(z, t), t) + ci(t)K(z, t) + bi(t)J(z, t) . (2.15)
The constants ci and bi are calculated by setting the energy change















[ρ(f(z)) − ρ(z)]zdz. (2.17)
Here ∆Epot,g denotes the potential energy change induced by buoy-
ancy. Other potential energy terms, e. g. due to surface tension, have
to be calculated in a similar way.
As derived by Ashurst and Kerstein [9] the coefficients can be calcu-
lated as follows. A detailed and commented derivation is given in



















−1 if i = j1






Here, sgn(Φ) is the sign function, which ensures that ci approaches
zero for ∆E approaching zero, and α is historically the third model
parameter of ODT. It is a factor determining the amount of kinetic
energy that is redistributed to the other velocity components, where
α = 0 gives no and α = 2/3 uniform redistribution. The formula-
tion (2.18) has to be changed for the variable density formulation and
is given by equations (A.21) and (A.24).
As given by equation (2.14), the energy is distributed among the ve-
locity components. If the argument of the square root is negative, e. g.
due to stable stratification, the eddy is energetically prohibited.
As can be noticed, equation (2.18) omits the modeling energy terms
∆Emod. Typically, the added energy due to modeling is used to modify
the acceptance probability as shown in the next part, but is excluded
from the energy redistribution. As long as the modeling energy is
negative, as it is for the viscous damping term ∆Evisc described in the
next section, the energy conservation is fulfilled and the term only in-
fluences the acceptance probability. If it is positive, special handling
is needed, if the argument of the square root becomes negative with-
out the modeling energy, but the eddy would be accepted due to the
modeling energy.
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The maximum kinetic energy Q that can be removed for conversion
into potential energy is given by the minimum of
∑
∆Ekin,i and is




K,i for the constant property formulation.
The equivalent for the variable density formulation is given by equa-
tion (A.26) in appendix A.2.
2.2.3 Eddy selection
One important physical modeling within ODT is the selection of the
eddy size l and eddy location z0. They are randomly sampled from
a rate distribution λ, which determines the occurrence probability
pλ(l, z0, t) = λ(l, z0, t)dl dz0 dt of an eddy of size [l; l + dl] at the
location [z0; z0 + dz0] within the time interval [t; t+ dt]. Therefore,
λ is proportional to the squared inverse eddy length times an in-
verse time scale, where the time scale is the ODT representation of
the eddy turnover time τ(l, z0, t). The overall eddy rate Pλ and the
probability density function (PDF) λˆ of the eddy parameters are ex-
pressed in terms of λ as follows:






λ(l, z0, t)dldz0 (2.20)




Here C is the first model parameter of ODT controlling the overall
eddy rate Pλ.
Using the eddy turnover time τ, an eddy velocity l/τ and an eddy ki-
netic energy per unit mass
(
l/τ
)2 can be defined. Due to the fact that
the eddy kinetic energy has to be provided by the energy within the






































is a special threshold model energy called viscous penalty to prohibit
unphysically low-energy eddies; mostly eddies smaller than the Kol-
mogorov length scale. The parameter Z for the threshold energy is
the second model parameter of ODT. Although this term is a model
energy and ∆Evisc should be included into ∆Emod, due to its special
relevance for ODT, it is mostly handled separately throughout this the-
sis.
Using equation (2.20) and (2.22) it is in principle possible to calculate
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λ. Due to the time dependency of λ, which results from the influ-
ence of the mapping process and other advancement processes on
the velocity profiles and profiles of energetically active scalars, it is
infeasible to evaluate the distribution economically.
Therefore, an arbitrary test distribution γ(l, z0, (t)), with equivalently
defined Pγ >> Pλ and γˆ, is introduced, where Pγ and γˆ are also time
dependent when efficient estimation of the time dependency is pos-
sible. The candidate eddies [l˜, z˜0] at time t˜ are sampled from γˆ and
the corresponding eddy rates λ(l˜, z˜0, t˜) are calculated. Each eddy is








To ensure that the accepted eddies follow the eddy rate distribution
λ the overall rate Pγ has to be greater than the overall rate Pλ. This is
enforced within ODT by oversampling that is adjusted using a target
mean acceptance probability pλγ.
As mentioned in the last section, not all model energies used in the
calculation of the acceptance probability are also used within the re-
distribution of the energy due to the kernel addition. The threshold
energy, one of the key elements of ODT, is also one example for an
energy only used within the calculation of the acceptance probability.
Two other examples for model energies only present within the prob-
ability calculation are the Rayleigh wave energy and the extra shear
energy as mentioned in section 6.3.3 and 7.3, respectively.
Again, it has to be mentioned that if a model energy is only used
within the probability calculation and the energy is positive, there
is the possibility that an eddy, which is energetically accepted due
to the calculation of the acceptance probability, could be also ener-
getically rejected by the calculation of the energy redistribution. One
example for this could be an eddy within a region of positive buoyant
stratification, where the stratification suppresses all eddies. If a posi-
tive model energy within the calculation of the acceptance probability
is used to allow this eddy it would be inconsistent with the energy
redistribution, which would energetically reject this eddy.
2.3 numerical basics
This section gives a short overview of the numerical basics used
within the adaptive one-dimensional turbulence (aODT) code. The
code is based on the finite volumes method, which is shortly de-
scribed in the following section. A more detailed introduction to fi-
nite volume methods is given by e. g. Ferziger and Peric´ [27] or R. J.
Le Veque [55]. The next section specifies the finite volume method for
the ODT equations (2.10) and (2.11). Section 2.3.3 gives an overview
of the calculation of the budgets of the turbulent kinetic energy. Fi-
nally, the numerical basics section is closed with an introduction to
interpolation methods used within aODT.
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2.3.1 Finite volume methods
The finite volume method uses the integral form of the conservation
laws as given by equation (2.3). For the calculation of the solution, the
simulation domain V is divided into arbitrary control volumes ∆V . In
contrast to the finite differences method, which approximates the un-
known continuous solution of the variables given by the conservation
laws at specific grid points the finite volume method integrates the
solution within these control volumes. Due to the fact that the con-
servation law is valid for each control volume, the summation of all
volumes result in the conservation within the whole simulation do-
main.
Nevertheless, this concept reduces the problem of the solution calcu-
lation to the control volumes. From the definition of the mean value
it is known that the integral of the solution is equal to the product of
the mean value and the volume. This reduces the conservation law to
an algebraic equation for the mean values. These mean values have
to be approximated by approximating the function within the con-
trol volume. The simplest approximation at the geometric center xc
is given by the midpoint rule, also termed rectangle method, where
the mean value is approximated by the value at xc.
∫
∆V
ΦdV = Φ∆V ≈ Φ(xc)∆V (2.24)
Generally, this approximation is of second order, O(∆V2), where O
denotes the upper boundary of the error. If the function within the
control volume is a constant or a linear function, the midpoint rule is
exact. Higher order integrations are possible but need more informa-
tion at other points, e. g. the midpoints of the surfaces, the corners of
the volume, or the midpoints of neighboring control volumes1. It is
also possible to use the information about derivatives at these points,
which is equivalent to using more points. Detailed information about
numerical integration is given by e. g. Bronstein et al. [12]. A similar
derivation could be done for surface and line segments.
Using these approximations, the unknown integrals can be replaced
by discrete values and the set of conservation laws for each control
volume can be reduced to a set of algebraic equations. In the fol-
lowing, this is illustrated for the universal balance for fixed volumes
equation (2.3) using the midpoint rule and time-independent control
volumes with flat surfaces. Here, it should be recalled that the surface
integrals describe the fluxes across the surfaces as explained in the be-
ginning of this chapter (see page 5). Figure 2.1 shows an exemplary
1 Within 2D the additional points could be the midpoints of the borders, the corners
of the volume, or the midpoints of surrounding control volumes. In 1D the only
possibilities for additional points are the border points of the line segments (the 1D
control volumes) or also the midpoints of adjacent volumes.





























Figure 2.1: Sketch for the finite volume method. Φi = Φ(xc,i) is the value
at the volume center xc,i of the control volume ∆Vi. Φij terms
the values at the volume surfaces used for the flux calculation
on surface Aij. Here, X terms the direction of a local coordinate
system.
































































Here the subscript i denotes the value at the geometric center of the
control volume i, e. g. ρi = ρ(xc(∆Vi)). The subscripts ij denotes the
midpoint on surface j of the volume i, e. g. ρij = ρ(xc(Aj(∆Vi))).
This approximation generates one set of equations per control volume
for the values at the volume midpoints. While these sets of equations
are used to calculate the values at the volume centers, the values at
the surface midpoints are still unknown. They have to be approx-
imated by interpolation from the surrounding volume points. This
can be done using the Taylor series, here written in 1D for surface
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part Ai,1 = A1(∆Vi):



























Here it is assumed that the surface midpoint is on the line between
the midpoints of volumes i and i + 1, as it is valid for the shown
case. ∆Xi is the distance between the surface midpoint and the vol-
ume midpoint i and X is the direction from midpoint i to midpoint
i+ 1. In the same meaning ∆Xi+1 is the distance between the surface
midpoint and the volume midpoint i+ 1. Generally the surface mid-
point is not aligned with the volume centers as it is shown for volume
∆Vi+2. Therefore, multidimensional interpolations are often needed.
In case of a structured grid, the volume centers are always aligned
with the surface center points.
At this point, it has to be mentioned that the accuracy of the finite
volume method depends on two distinct accuracies. The first one is
given by the used numerical integration scheme, which is e. g. second
order for the midpoint rule on structured grids. The second accuracy
is given by the interpolation of the unknown values to the surfaces,
which should be second order if the midpoint rule is used as men-
tioned. Therefore, to generate a higher order finite volume approxi-
mation both accuracies have to be increased separately.
Furthermore, it is not specified how combined values like ρΦ~u are
calculated. In principle there are two possibilities; (i) to calculate
the product at the volume midpoints and then interpolate the cal-
culated products or (ii) to interpolate each property separately and
afterwards calculate the product of the interpolated values. Especially
for diffusive fluxes the first method could lead to uncertainties if
there are great variations in the diffusion coefficient. Therefore, at
least the diffusion coefficient is interpolated separately, e. g. using the
harmonic interpolation as described by R. J. Le Veque [55].
Using these interpolations the unknown values at the surfaces can be
expressed by values at the midpoints of the control volumes resulting













+ ρipii∆Vi + ρiζi∆Vi (2.28)
with Iρ = Iρ(ρi, ρi+1, . . . )
IΦ = IΦ(Φi,Φi+1, . . . )
I~u = I~u(~ui, ~ui+1, . . . )
I~Ψ = I~Ψ(
~Ψi, ~Ψi+1, . . . ),
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zfi−2 zfi−1 zfi zfi+1 zfi+2














Figure 2.2: Sketch for the finite volume method used in ODT. The notation is
the same as within the implementation of aODT.
where I denotes an arbitrary interpolation function for the subscribed
value.
Finally, the time derivative has to be expressed. To solve the time
derivative, the algebraic equations are integrated from time t to t+∆t,
where t+∆t is indicated by the superscript n+ 1. While the left hand
side (LHS) can be integrated exactly, the right hand side (RHS) has to
be approximated using a numerical integration method as done for
the spatial integrals before. Depending on the approximation method
the resulting equations are explicit or implicit. Three examples are (i)
the forward time integration, where the RHS is evaluated at time t,
(ii) the backward time integration, where the RHS is evaluated at time
t+ ∆t, and (iii) the trapezoidal rule, where the RHS is evaluated as
the average of the two time steps. These methods correspond to the
explicit Euler, the implicit Euler, and the Crank-Nicolson method, re-





































2.3.2 Finite volume method for ODT
This section uses the presented finite volume concept to specify it for
ODT as it is implemented within the structured non-equidistant aODT
code. Figure 2.2 illustrates the naming within this section.
The derivation starts with the differential equations of ODT (equa-
tion (2.8) and (2.9)). These equations are integrated over the control
volume ∆Vi represented by line control volumes ∆L of size ∆z result-






































The eddy process is excluded from this equation due to the fact that
eddy events are instantaneous effects and the diffusion process is
applied between two eddy events.
In ODT, the positions zi are located at the cell centers between the cell
faces zfi and zfi+1. Using the midpoint rule, this results in a second
order approximation of the integrals as mentioned by Ferziger and
Peric´ [27]. Similar to the mentioned time integration, the diffusion
terms (first term on the RHS) can be integrated exactly resulting in



























For the derivatives at the cell boundaries, the Taylor series around zfi
and zfi+1 are used giving the following discretization:












































































Using the mentioned time discretizations give the implemented ex-
plicit and implicit solver within aODT. Also the Crank-Nicolson dis-
cretization is implemented.
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2.3.3 Budgets of the turbulent kinetic energy
One of the key usage of DNS is to improve the turbulence models used
by RANS and LES. In this regard, ODT is on the one hand a model but
on the other hand it can also provide detailed information to improve
the turbulence models.
An important property of a turbulent flow is the turbulent kinetic en-
ergy. It is essential for accurate RANS simulations and LESs of highly
turbulent flows.
Therefore, it is essential to know how the turbulent kinetic energy and
its budgets are calculated and how they are represented within ODT.
The derivation of the equation for the turbulent kinetic energy can
be found within several books, e. g. Schlichting and Herrmann [82]
or Wilcox [94], while the ODT representation is published by Kerstein
et al. [48]. Within this section a short overview of these derivations is
given.
The derivation starts using the incompressible Navier-Stokes equa-








































Within ODT, there is no direct representation of the pressure, where-
fore the first term on the right hand side could be treated as an exter-
nal force. The eddy process Ei(z) is given by two processes, the map-
ping Mi(z) and the kernel addition Ki(z), as described previously. As
Kerstein [48] describes, the kernel addition could be viewed as a rep-
resentation of a local pressure effect and be separated into a transport
Ti(z) and a scrambling Si(z) contribution.
These equations are averaged using the Reynolds decomposition giv-




































Ei(z) =Mi(z) + T i(z) + Si(z) (2.40)
Afterwards, the incompressible Navier-Stokes equations (2.7) are mul-
tiplied by 2ui giving the equation for the total kinetic energy. The
difference between the mean of the total kinetic energy equation and
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the equation of the kinetic energy of the mean flow, given by the mul-
tiplication of the Reynolds equations by twice the mean velocity 2ui,





















































As can be seen, the unsteady term ut = ∂u
′2
i










sented by ODT. For incompressible statistically stationary 1D flows




within equation (2.41) is zero. The tur-






















. A detailed derivation for these budgets is
given by A. R. Kerstein [48] and is briefly presented next.
As described at the beginning of this section, the eddy process Ei can
be divided into the mapping process Mi and the kernel addition Ki.
The kernel itself can further be divided into a transport term Ti and
a pressure scrambling term Si resulting in Ei = Mi + Ti + Si. Com-
parisons between the Reynolds equation (2.38) and the ODT equiva-
lent (2.39) shows that no pressure fluctuation term is present, where-
fore Si is chosen to be zero. Furthermore, as A. R. Kerstein [48] shows,












Mi + T i
)
dz ..= Ji (2.44)
Within ODT, due to the limited physical meaning of ui, the term 2uiEi
cannot be calculated. Instead Eii = Mii + T ii + Sii is defined repre-
senting 2uiEi, where Mii, T ii, and Sii are the means of the mapping,
transportation and pressure scrambling effects on u2i . In contrast to
the Reynolds equation, within the equation of the total kinetic energy
the pressure scrambling term doesn’t vanish, wherefore Sii 6= 0. For
more details about the definition of Si and Sii it is referred to A. R.
Kerstein [48].
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Mii + T ii
)
dz (2.46)
As already shown, the unsteady term, the viscous transport, and the
dissipation are directly represented. The first term on the RHS of equa-
tion (2.45) represents the turbulent advection. Within this thesis, due
to the current implementation of the budget calculation within the
aODT code, the third term representing the pressure scrambling is
added to the turbulent advection. The second term on the RHS is the
ODT representation of the production.
Although this derivation is done for statistically stationary flows, the
method is also used for time developing flows. It is shown by Schulz
et al. [5] that if the data averaging periods are short enough, the dif-
ference between the budget calculation based on a short time period
and the calculation based on snapshots at specific times is small. At
this point it has to be mentioned, that within the snapshot based cal-
culation it is impossible to calculate the unsteady term, wherefore it
has to be small. Otherwise, it is possible to calculate the unsteady
term using a approximation of the time derivative based on the mean
profiles at different time steps.
Within this thesis, the derived budgets based on data averaging peri-
ods are used also for time developing flows.
2.3.4 Approximation and interpolation methods
Within numerical simulations, it is often necessary to interpolate in-
formation from one grid to another one. One example for this is
the surface between two moving grids, where the information at the
boundary of one grid has to be interpolated onto the boundary of
the other grid. Due to the finite number of grid points or grid cells,
the correct profile is unknown and has to be approximated before the
information can be interpolated. Within a finite element simulation
the correct profile is also unknown, but the approximation is directly
given through the test functions.
This raises two different issues. First the unknown profile has to be
approximated, where continuity of the profile and the derivatives are
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Figure 2.3: Different interpolation schemes. “Profile” shows the unknown
profile of Φ represented by the midpoint values Φi(t) calcu-
lated by the finite volume method. ∆zi(t) and ∆zi indicate (i)
the time-varying adaptive and (ii) the stationary statistics grid,
respectively.
important, and second the interpolation, which could have the need
to be fast, conservative or accurate at specific points.
Figure 2.3 shows three different possible approximations of the un-
known profile representative for most approximation methods. The
first and the second approximation are based on cell center informa-
tion with assumed cell centers at z = 3 and z = 5. The first one uses
the value at the cell center, while the second one also uses the first
derivative. Higher order approximation methods have to use more
derivatives at the cell centers, while the corresponding interpolation
methods could also replace one derivative value by the conservation
condition. Nevertheless, all strictly cell centered methods are discon-
tinuous and show the greatest errors at the cell boundaries, e. g. at
z = 5 or z = 9. While both shown cell centered methods are conserva-
tive, higher order methods are not always conservative. The conser-
vation assumption is only valid as long as one assumes that the value
at the cell center is the mean value of the cell, which is valid for a
finite volume method.
In contrast to the cell center logic used within aODT, the point logic
is used by finite differences, where the information is given at spe-
cific points. Within finite volume schemes these points could be the
cell centers or the boundary points. The third approximation is a
paradigm for all approximations based on information at points, here
shown with a linear approximation between the values at the cell
centers. These methods, and specifically the next higher cubic spline
method, are often used for the approximation of surfaces. All approx-
imation methods based on the point logic are continuous. The corre-
sponding interpolation methods are - in case of use for finite volumes
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- generally not conservative due to the lag of the mean value informa-
tion of the cell. Due to the lag of integrated information within finite
differences, it is only possible to ensure conservation in a global sense
by integrating the profile before and after interpolation.
Combined methods, using the cell centered as well as point logic, can
combine the advantages of both groups but are more complex.
Depending on the need of the application, different approximation
and interpolation methods should be used. Within aODT, where the
interpolation is used multiple times during an eddy trial cycle, the
calculation time is essential. A further decision to be made is, if the
interpolation has to be conservative or not.
Detailed information about approximations and interpolations could
be found within several books about numerics, digital signal or im-
age processing, mesh moving, or finite volume schemes (e. g. Ferziger
and Peric´ [27] or R. J. Le Veque [55] for finite volume methods, J. Stoer
and R. Bulirsch [92] for numerics, P. O’Shea et al. [72] or B. Jähne [37]




P H Y S I C A L P R O B L E M S
As described in the introduction, one of the most complex flow prob-
lems is e. g. the pipe flow of two or more immiscible fluids. This flow
is getting more complex if at least one of the fluids has a large vari-
ation in density for small temperature fluctuations, as is the case for
supercritical fluids when the conditions are near the critical point.
Due to this complexity, it is currently impossible to capture all effects
with a DNS in a full 3D flow field of a straight pipe or even more com-
plex geometries. Therefore, it is essential to model specific aspects of
the flow.
The idea of this thesis is to simulate specific flow problems, part of the
complex flow field, targeting one physical effect and described in the
following sections, (i) to check the capabilities of ODT (ii) to expand
the validated simulations to industrial relevant parameter regimes
and (iii) to provide the opportunity to combine the models in one sim-
ulation. The simplest problem on the way to the multi-phase buoyant
pipe flow is the single phase, incompressible pipe flow. From a mod-
eling point of view, the channel flow is much easier than the pipe
flow, wherefore the channel flow is the first test case. As described
in the introduction, the channel flow and the pipe flow both belong
to the group of TWBF, which are described in detail in the following
section. The extension of the work of this thesis to a pipe flow is
avoided due to the current cartesian formulation of ODT. It is possible
to extend ODT to cylindrical geometries, but for studying the prob-
lems of this thesis and testing the capabilities of ODT it is unnecessary
to expand the method to cylindrical coordinates due to the existence
of the same effects in channel flows and planar jets. A first study of
cylindrical ODT is given by N. Krishnamoorthy [50] and is still under
development.
The first extension to ODT allows the behavior of a passive scalar
within a single phase flow to be studied. This could be tracing dif-
ferent species, which are part of reactions, or just impurities in the
fluid. It is simulated by a passive scalar channel flow which is de-
scribed in detail in section 3.1.2.
Each multi-phase flow of at least two immiscible fluids has interfaces
between the two fluids. These faces are free surfaces in terms of sur-
face velocity and position. Hence, the next physical problem should
capture this behavior. The examined flow is a free liquid jet exiting
into still gases. This is described in detail in section 3.2.1.
Due to the constantly generated turbulence through a constant forc-
ing within a multi-phase channel, it is self-evident that, if the surface
tension is low enough, droplets will be generated. But not only the
constant forcing could lead to droplets. Also the existing turbulence
within a liquid jet could result in droplet generation. This generation
through turbulence can be best studied by extending the previous liq-
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uid jet with an initial breakup model. The current state of research of
the initial breakup of a liquid jet is summarized in section 3.2.2.
The last studied phenomenon, which is part of the multi-phase chan-
nel or other flows mentioned in the introduction, is the buoyancy
driven flow. For the study, the simulation of the smoke cloud, which
is a simplification of a real cloud, was chosen. The advantage of the
smoke cloud case over Rayleigh-Bénard convection, which is also a
standard test case for buoyant driven flows, is that the smoke cloud
has, on the one hand, a stably stratified flow region at the top of the
cloud and, on the other hand, an unstably stratified one within the
cloud. Therefore, it is possible to analyze the stabilizing and the desta-
bilizing effect of buoyancy within one case. The smoke cloud case is
detailed in section 3.3.
Besides the examined phenomena, there are additional effects in the
multi-phase channel or pipe flow that are not handled in this thesis.
Some examples are phase transitions, evaporation and condensation,
surface waves, secondary breakup, droplet movement, and the recom-
bination of fluid parts of the same phase.
3.1 turbulent wall-bounded flows
Since the first publication reporting the existence of a boundary layer
at the surface of a body within a flow by Prandtl [75], the study of
turbulent wall-bounded flows has received continuous attention due
to their importance for all flows with boundaries. This attention has
led to formulations of the scaling and structure of wall turbulence.
Since the first publications of Prandtl and von Kármán Clauser [15]
has published a comprehensive review of the scaling laws, which has
been repeated and extended by Gad-el-Hak and Bandyopadhyay [28]
among other authors. A fully detailed description of the boundary
layer and its importance is given by Schlichting and Gersten [82].
The boundary layer is measured and simulated mostly for three dif-
ferent cases. The first case is the TBL, in which a free stream interacts
with a boundary and generates a boundary layer caused by the no-
slip condition at the surface. This case is mostly used to study the de-
velopment of a boundary layer. The second case is the channel flow,
which is the combination of two boundary layers from opposite sides
of the flow region resulting in a flow bounded in one direction. These
measurements are mostly done to study the turbulence in a fully de-
veloped restricted boundary layer at specific dimensionless parame-
ter values. Due to the limited aspect ratio (channel height to channel
width), effects caused by the sidewalls have to be taken into account.
To avoid the problem of the side walls the third case, the pipe flow,
has a circular cross-section. Within all three cases the boundary layer
looks the same except with little changes at the centerline of the pipe
or the midplane of the channel, where the boundary layers interact
with each other, and the surface of the TBL, where the influence of the
free stream on the surface cannot be neglected.
The scalings of the boundary layer are based on the mean flow profile
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of the boundary layer and composed of two separate regions. One of
these regions is at the wall and is mostly affected by viscosity, the
other region is detached from the wall, where turbulence has major




ρ and the friction length lτ =
ν
uτ
, where τW is the wall shear
stress, ν the viscosity and ρ the density. The other region is based on
the same velocity, due to the fact that the outer region is influenced by
the inner one, and a macro length defining the boundary layer, which
is the boundary layer thickness δ99 for TBLs, half the pipe diameter
D, or the channel half height h. For TBLs the free stream velocity u∞
is also often used for scalings of the outer part. Due to the absence of
a free stream in pipe and channel flows, the mean bulk velocity uB is
often used.
As described among others by Marusic et al. [62] the mean flow scal-
ings can be expressed by the form of a law of the wall:





Here u is the mean flow velocity, y the distance from the wall, the
superscript + indicates nondimensionalization using the friction ve-
locity and the friction length and δ is the outer scaling length (δ99,
D, or h). For each region, two different subregion scalings can be de-
rived from the boundary layer equations. The derivation is given by
Schlichting and Gersten [82]. Here only the inner region is considered,
whose subregion scalings are:




ln(y+) + c logarithmic region. (3.3)
For the “classical” scaling, κ is regarded as a constant and c is a ge-
ometry dependent additive constant. These scalings are illustrated
in figure 3.1. The viscous layer is limited to about y+ < 5, while in
the classical theory the logarithmic region starts at about y+ ≈ 40 1.
The upper bound of the logarithmic region depends on the bound-
ary thickness (TBL) or the bulk flow parameters (pipe and channel
flow) and is followed by a outer buffer layer (also called defect layer).
Depending on the flow, the defect layer is the transition region from
one boundary layer to the one from the opposite wall (channel and
pipe flow) or to the free stream (TBL). The viscous and the logarithmic
layer are linked by a buffer layer.
One of the current major research areas is the Reynolds numbers (Re)
dependency of these scalings and its applicability to high Re. There-
fore, a race for simulations and measurements at higher Reynolds
numbers has started. Due to the strong increase of numerical cost of
DNSs for high friction Reynolds number Reτ = uτδν , Reτ is currently
limited to about Reτ ∼ 5000 (Reτ = 2003 was done by Hoyas and
Jiménez [33] and Reτ = 4200 by Lozano-Duran and Jiménez [59]. Lee
et al. [54] are running a DNS for about Reτ ∼ 5000.). The increase of
1 Depending on the publication different values ranging from 30 to 70 are said to be
the start of the logarithmic region.
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Figure 3.1: Schematic plot of the law of the wall. The DNS data is provided
by Lozano-Duran et al. [59]. The red and the green dashed lines
indicate the possible identifications of a logarithmic law. While
the green one indicates the “correct” log-law, the red line shows
the possibility of a wrong interpretation of the meso layer as the
log-law caused by early low to moderate friction Reynolds num-
ber DNSs.
the Reynolds number in DNS is needed to enlarge the logarithmic
region for comparison, where the region itself can be bounded by
40 6 y+ . 110Reτ (40 6 y+ .
1
20Reτ for TBLs) in the “classical” view
of the boundary layer. Recent discussions by Jimenez and Moser [39],
Zagarola and Smits [107] and McKean [63] range over a start of the
log region 200 6 y+start 6 600 resulting in a much higher required fric-
tion Reynolds number for measuring a logarithmic region.
This is consistent with an early publication by Long and Chen [58],
who have concluded that the buffer layer ranging from y+ ≈ 5 to
y+ ≈ 40 is followed by a meso layer ranging from y+ ≈ 40 to y+ ≈ 200.
This publication was reviewed by Wosnik et al. [97] and is also dis-
cussed by Marusic et al. [62], where the latter one doesn’t call the
region meso layer but concludes that the logarithmic layer starts at
y+ > 200.
The meso layer itself gives reasonable explanations for different ques-
tions concerning the law of the wall. First, there are discrepancies
in the von Kármán number determined by measurements (Zanoun
et al. [108] found κ ≈ 0.37) and DNSs (Kawamura et al. [42] κ ≈ 0.43,
Lozano-Duran et al. [59] κ ≈ 0.38). Due to the limitation of early
DNSs and the Reτ-dependent upper bound of the logarithmic layer,
DNS could first provide a logarithmic layer for friction Reynolds num-
bers greater than about 2000. Figure 3.1 shows the DNS results from
Lozano-Duran et al. [59] for Reτ = 4200 and the approximated log-
arithmic layer (green dashed line). Simulations with a lower friction
Reynolds number cannot create a logarithmic layer due to the fact
that the outer buffer layer ranges into the meso or even into the inner
buffer layer. Nevertheless, the early simulations provide the assump-
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Figure 3.2: Reynolds dependency of κ. The figure is taken from Marusic
et al. [62] .
“——” κP = 0.41, “-·-·-·-” κC = 0.37, “- - - -” κBL = 0.384
[Reproduced with permission from I. Marusic, B. J. McKean, P. A. Monkewitz,
H. M. Nagib, A. J. Smith, and K. R. Sreenivasan: Wall-bounded turbulent flows
at high Reynolds numbers: Recent advances and key issues. Physics of Fluids
(065103), 22(6), 2012. DOI: 10.1063/1.3453711. Copyright 2012, API Publisching
LLC.]
tion of a log-law illustrated by the red dashed line in figure 3.1 with
a higher von Kármán constant.
Besides the discussion of the value of the constant it is unclear if the
law of the wall is really ”logarithmic“. A different ansatz involving
a power law was given by George et al. [29] and Barenblatt [10]. As
described by Moser et al. [68] both formulations can be tested by ana-











The first one shows a constant value at 1/κ if the mean flow follows
a logarithmic law while the second one gives a constant value of n
for a power law with an exponent of n. Analysis of the DNS results
shows that the meso layer could be approximated by a 1/7-power law
in the range 50 6 y+ 6 250. This approximation is improved by the
outer buffer layer for low Reτ, where only a short or no logarithmic
layer is present.
In contrast to DNS, measurements of the boundary layer can be done
for high Reynolds numbers (a summary of current projects for high
Reynolds number measurements is given by Marusic [62]). The high-
est Reτ studies for pipe flow are done at about Reτ = 3 ∗ 105, for
channel flow at Reτ = 5000 and for TBLs at Reτ ∼ 2 ∗ 104. An ex-
ception to this is given by the measurements from the Surface Layer
Turbulence and Environmental Science Test (SLTEST) site on the salt
flats of Utah’s Western desert by Metzger and Klewicki [65], which
reaches friction Reynolds numbers of order 106.
The same problem, the size of the smallest scales causing the strong
increase of numerical cost of DNS, is also causing trouble for measure-
ments. On the one hand, with increasing Reynolds number the size
of the viscous layer decreases as y = y+hRe−1τ , which can be derived
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using the definition of Reτ and y+ = yuτν , resulting in the problem
of minimizing the size of the measuring instruments, which is the
limiting factor. The decrease of the size of the viscous layer can be
compensated by enlarging the measurement facility, which results in
an increase of cost for measurements. On the other hand, the decrease
of the smallest scales also causes higher measuring errors as shown
for the hot-wire sensor technique by Hutchins et al. [36]. Neverthe-
less, the conclusions from McKean et al. [63] for pipe flow and from
Zanoun et al. [108] for channel flow show clearly the existence of the
logarithmic layer ranging over 200 6 y+ 6 0.1Reτ.
Nagib and Chauhan [70] have compared the results for the constant κ
of equation (3.3) for the three TWBFs for different Reynolds numbers.
Their results are shown in figure 3.2 where Reδ∗ is the TBL equivalent
to the friction Reynolds number. For the pipe flow and the TBL a con-
stant can be directly seen. For the channel flow a constant at κ = 0.37
can be estimated, while the value κ ≈ 1/e was originally published by
Zanoun et al. [108] and is supported by the DNS from Lozano-Duran
et al. [59].
3.1.1 Additional research topics for TWBF
As described in the previous section, the scaling of the mean flow is
still a major research topic for TWBFs. A second major topic is the fluc-
tuation velocity in the streamwise direction which seems not to follow
an inner/outer scaling. A detailed discussion for TBLs was published
by Alfredsson et al. [8]. They have compared several DNS and mea-
surement data sets up to Reτ = 18000 with regard to the existence of
an outer peak in the profile of the fluctuation velocity u+RMS, where the
subscribe RMS denotes the root-mean-square (RMS) value.
For their comparisons, they have introduced a new so called diagnos-
tic plot where the fluctuation velocity is plotted against the mean ve-
locity u and both are normalized by the free stream velocity u∞. The
result is a plot where the inner as well as the outer scaling converges
for all Reynolds numbers. Furthermore, they have also introduced
another plot where uRMS is instead normalized by the mean veloc-
ity profile, here denoted as U. This different normalization converges
the data sets for the outer scaling to a decreasing line up to uu∞ = 0.9.
Both plots are shown in figure 3.3. With the assumption of a loga-
rithmic law of the wall and a logarithmic skin friction law they have
calculated the location of the outer peak at y+max(uRMS) = 0.81(Reτ)
0.56,
which is close to the observed exponent for pipe flows of 0.52 from
Morrisson et al. [67]. Therefore, the outer peak can only be seen if the
location has an appropriate distance to the inner maximum. Addi-
tionally, it has to be noted that for measurements the accuracy of the
measurement technique has a major influence on the existence of an
outer peak, as shown by Hutchins et al. [36]. They have recognized a
strong dependence of the accuracy and existence of the inner peak to
the length of a hot-wire sensor and they concluded that the normal-
ized sensor length should be L+sensor < 22.
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Figure 3.3: Diagnostic plots of uRMS for TBLs at different Reynolds numbers. The red lines are DNS
results and the symbols represent TBL measurements. The figures are published by Al-
fredsson et al. [8]. The left figure shows the converged inner and outer scaling. The right
one shows the outer scaling with convergence to the blue line up to uu∞ = 0.9 and a
least square fit of the measurement data up to uu∞ = 1. Within this figure U = u.
[Reproduced with permission from P. H. Alfredsson, A. Segalini, and R. Örlü: A new scaling for the stream-
wise turbulence intensity in wall-bounded turbulent flows and what it tells us about the “outer” peak. Physics
of Fluids (041702), 23, 2011. DOI: 10.1063/1.3581074. Copyright 2012, API Publisching LLC.]
Another topic of current research of TWBF is the distribution of wall
shear stress τW . This topic was raised by Wu and Moin [103] and is
discussed by Örlü and Schlatter [71]. Following the expansion from









Here τW = τW is the mean wall shear stress and the overbar is used
to illustrate the mean character of the value.
The classical value of τ+W,RMS is estimated to be constant at 0.4. Alfred-
dson et al. [7] have noted a slight increase of the TBL wall shear stress
fluctuation with the Reynolds number following τ+W,RMS = 0.298 +






(for channel flow τ+W,RMS = 0.432−
11
Reτ
is used). The comparisons to multiple DNS data sets and to measure-
ment results for the TBL and the channel flow, given by Keirsbulck
et al. [43], show that the bounded approximation by Keirsbulck is
more reasonable. Therefore, the current approximation gives an up-
per bound for the fluctuation of τ+W,RMS(Reτ → ∞) = 0.432. The
corresponding figure from Keirsbulck et al. is given in figure 3.4.
Besides the value of τ+W,RMS, which is a basic signature of near wall
fluctuation effects, the shape of the full PDF of τ+W is important for
understanding the near wall flow field. As Örlü and Schlatter [71] de-
scribe, the outer-layer large-scale motions have a direct imprint on the
fluctuation of the stress at the wall. They have also found that the PDF
collapses for the inner-scaling and follows a log-normal distribution
exept in the far tails where some likelihood of sign reversal is found.
Their result is shown in figure 3.5.
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Figure 3.4: Dependency of τ+W,RMS on Reτ. Based on equation 3.6 τ
+





The figure was published by Keirsbulck et al. [43].
[Reproduced from L. Keirsbulck, G. Fourrié, L. Labraga, and M. Gad-el-Hak: Scaling of statistics in wall-
bounded turbulent flows Comptes Rendus Mécanique, 340(6):420-433, 2012. DOI: 10.1016/j.crme.2012.02.005
























Figure 3.5: PDF of τ+W for different Reynolds numbers. The figure was published by Örlü and Schlat-
ter [71].
[Reproduced with permission from R. Örlü and P. Schlatter: On the fluctuating wall-shear stress in zero
pressure-gradient turbulent boundary layer flows Physics of Fluids (021704), 23, 2011. DOI: 10.1063/1.3555191.
Copyright 2012, API Publisching LLC.]
3.1.2 Heated channel flow
Besides the research on the PDF of the wall shear stress and the be-
havior of several quantities in the channel flow for high Reynolds
numbers, also the behavior of a passive scalar within the channel is
of interest. The turbulent mixing of fluids, the behavior of species
within the flow, and the heat transfer from the wall are of special in-
terest to industry.
Like to the pure channel flow the highly turbulent regime of a passive
scalar in a channel flow is currently not reachable using DNS. Even if
the Reynolds number is moderate, the Prandtl number Pr = ν/a of in-
terest can reach values of 103 or higher. If the thermal dependency
of other quantities is neglected or different species are taken into
account the Schmidt number Sc = ν/κ and the Prandtl number are
representatives. Here, a is the thermal conductivity and κ the scalar
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diffusivity. In this cases, the passive scalar is the property forcing the
high resolution of the computational domain. The reason is that for
the approximation of the grid resolution not only the turbulent Rey-
nolds number has to be taken into account, instead the product of
Ret · Pr is used resulting in Ret · Pr ∼ (Lη−1)4/3 .
Therefore, DNS with scalars is done at low Reynolds numbers. Kawa-
mura et al. [42] have done simulations for Reτ = 180 and 395 with
Prandtl numbers ranging from Pr = 0.025 to 0.71. On their web
database, they provide also results up to Reτ = 1020 for Pr = 0.71 as
well as Pr = 10 for Reτ = 395. They present results for the mean tem-
perature profile, the temperature fluctuation, the temperature bud-
gets and the turbulent Prandtl number.
Similar simulations were done by Schwertfirm and Manhart [87] for
Reτ = 180 and Pr up to 49. They have shown that for high Prandtl
numbers the relationship of the turbulent scalar budgets to each other
is changing while the maxima are tending towards the wall. Another
interesting fact is that for high Pr the turbulent advection is greater
than the production in a specific region. They have also introduced a
scaling law for the mean scalar field and the heat transfer coefficient
K+ = 1Pr
∂T+
∂y+ , where T denotes the passive scalar.
High Prandtl number simulations up to Pr = 2400 at Reτ = 150 were
done by Papavassiliou and Hanratty [74] and have been extended to
Pr = 15000 by Srinivasan and Papavassiliou [91]. They have used DNS
in combination with Lagrangian scalar tracking, where released par-
ticles move with the flow in a Lagrangian framework. They discuss
the evalulation of the turbulent Prandtl number Prt = νtαt to improve
simulation models based on an eddy viscosity model. Here, νt is the
eddy viscosity and αt the eddy diffusivity.
Besides the improvements based on DNS, You and Moin [106] improve
their dynamic global-coefficient subgrid-scale eddy-viscosity model
for LES of high Prandtl numbers. They show good comparisons for
the mean and the fluctuation profiles of the flow field and the passive
scalar for Reτ = 150 with Pr = 25 and Reτ = 300 with Pr = 0.75. They
also show that the model gives reasonably good results for complex
geometries.
3.2 liquid jets
Although turbulence within a single phase flow is far from being fully
understood, the flow system becomes more complex if two or more
immiscible fluids are present. As mentioned in the introduction, the
liquid jet exiting into a gas is not only one possible two-phase flow, it
is also one of the most interesting flow problems in industrial appli-
cations.
Besides the application of fuel injection within an engine, there are
multiple other applications as fire fighting, where the area reached
by dispersion and dispersion uniformity are mainly interesting, jet
cutting, where a thin localized, precise jet without droplet generation
is needed, or gas pumps, where the jet and the dispersed fluid are
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used to pump a gas by accelerating the surrounding gas efficiently. A
further major application is the impinging jet, where a free liquid jet
targets a plate normal to the jet axis for cooling of the plate.
The next section describes the liquid jet and the recent publications,
while the following section focuses on droplet generation by free liq-
uid jets.
Within this thesis the liquid jet is used as test case for ODT due to its
similarity to the channel flow.
3.2.1 Non-breaking jets
Although the liquid jet is a flow of great interest the number of pub-
lications targeting the continuous jet are sparse. There are multiple
publications focussing on the tip of the jet and its breakup, e. g. Mé-
nard et al. [64] or Shinjo and Umemura [89], which is reasonable due
to the fact that most investigations are driven by optimizing the fuel
injection.
Mansour and Chigier [61] as well as Wolf et al. [95] have done mea-
surements of the mean flow and turbulence within the liquid jet.
Their experiment was a jet issuing vertically downward into still
air. While Mansour and Chigier have used a pipe with a length of
x/D = 36 to reach a nearly fully developed pipe flow, where D is
the pipe diameter, Wolf et al. have used a channel with an aspect ra-
tio 2hhs = 10 and
z
Dh
= 50.6, where 2h is the channel height, hs the
spanwise width of the channel, and Dh = 4 2·h·hs4·h+2·hs is the hydraulic
diameter. For further discussions and comparisons between the Wolf
data and the data from Mansour and Chigier, following D is also
used for the channel height 2h.
The aim of the measurements by Wolf et al. was to improve the cool-
ing of an impinging jet. As previous publications have discussed, the
amount of heat transfer is directly coupled to the turbulence within
the jet, wherefore their work focuses on different wire grids and
screens within the channel to increase the turbulence at the jet exit.
Nevertheless, they have also done measurements without a screen
as reference. They have measured the mean and the RMS stream-
wise velocity profiles at different axial positions up to x2h = 30 for
Re = 23, 000. Furthermore, they have reported the axial development
of the turbulence intensity for ReB = 23, 000 and ReB = 46, 000.
Similar to the findings of Mansour and Chigier, Wolf et al. reported a
flattening of the mean profile starting at the free surface. Up to x2h = 5,
the flattening is restricted to the surface region y/h > 0.7. Reaching
x
2h = 20 they reported a nearly flat profile. A similar tendency is also
seen within the RMS velocity profiles. The decay of turbulent fluctua-
tions starts at the surface while the centerline turbulence stays unaf-
fected. Up to x2h = 20 they have seen a reduction of the streamwise
fluctuation velocity to less than 50% of the initial centerline fluctua-
tion velocity. All these results are qualitativly similar to the findings
of Mansour and Chigier for a round jet.
Due to a different focus of the publication from Mansour and Chigier
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they provide more details on the flow and a wider range of Rey-
nolds numbers. They found that the turbulence decay is unaffected
by velocity gradients, resulting in a negligible turbulence production
within the flow. Furthermore, they concluded that the turbulence be-
comes isotropic starting at x/D = 15 while the relaxation lasts up to
x/D = 20 for cases with a Reynolds number lower than ReB ≈ 17, 500.
For higher Reynolds numbers they measured a full relaxation start-
ing at x/D ≈ 3, wherefore the turbulence decays faster and isotropy is
reached earlier. Finally, they found that the turbulence decay follows
a linear behavior for a wide range of Reynolds numbers.
The differences between the two studies arise (i) due to the different
cross sections and (ii) different phenomena at the surface of the jet.
Even if these well documented publications provide insight into the
statistics within a circular and a rectangular jet, there is still a need
for accurate DNS for both cross sections to clarify the similarities and
differences.
3.2.2 Initial droplet breakup
Even if the non-breaking jet is desired for some applications, e. g. the
liquid film protection of the first wall within fusion energy reactors
(Shellabarger et al. [88] or Durbin et al. [24, 25]), most applications in-
volve different conditions of the jet and the droplets. Since the first in-
vestigations of breaking liquid jets, especially the group around G. M.
Faeth has done a lot of work to characterize the different regimes of
breakup.
Their publications report the results of measurements of a round
liquid jet issuing vertically downward into still air (Wu et al. [100,
101, 102], Wu and Faeth [98, 99], Dai et al. [17] and Sallam et al. [78,
79]). They distinguish three different breakup mechanisms, Rayleigh
breakup, turbulent breakup and bag-shear breakup. They report the
associated breakup length, also called column length, measured from
the jet exit to the end of the jet column, where the remaining jet breaks
into droplets. Furthermore, they have shown that the streamwise ve-
locity of droplets is comparable to the mean streamwise jet velocity
while the cross-stream droplet velocity is comparable to the mean
cross-stream RMS velocity.




. 500 and small Reynolds numbers Re = ρlu0Dµl , where ρl is the liq-
uid density, u0 the bulk velocity of the jet, σ the surface tension, and
µl the kinematic viscosity of the liquid. The region is characterized
by initial breakup due to increasing surface waves amplitudes finally
reaching the centerline. The generated droplets are sparse and their
size is comparable to the jet diameter. The location of breakup can
be obtained from analysis of the Rayleigh breakup time and the bulk







where cR is a constant in order of unity influenced by the initial dis-
turbances of the jet surface.
The second region is the turbulent liquid column breakup where the
initial jet turbulence irregularly distorts the surface of the jet. These
distortions result in the creation of ligaments which afterwards un-
dergo the Rayleigh breakup. Sallam et al. have shown that the breakup







where cT is another constant in order of unity. This region is valid for
500 . We . 30, 000.
The last region is the bag-shear breakup, where liquid turbulence dis-
torts the surface to a much greater degree resulting in strong coupling
to the gas phase. The aerodynamic coupling leads to two different
phenomena. In the first case the liquid turbulence is fully decayed
wherefore large scale aerodynamic coupling creates distortion of the
jet, where the jet is breaking in a similar manner as laminar jets in
a cross flow. The second case is the shear like breakup where also
smaller scale low-energy aerodynamic coupling acts on the surface of
the jet. Sallam et al. derived for both cases that the breakup length is
independent from the jet Weber number and the length becomes de-









This correlation is valid only if the jet Reynolds number is high enough
to be turbulent and the Weber number exceeds roughly 30, 000.
Besides the correlations of the column length, Wu and Faeth [99] have
derived a Weber number correlation for the initial breakup position.
While the column breakup as derived by Sallam et al. is affected by
instabilities at the surface of the jet and the turbulence within the gas
phase, the initial breakup, the position of first droplet generation, is
only affected by turbulence within the liquid jet. Wu and Faeth have
derived that the initial breakup position can be approximated by
x
D
= cIWe−0.67 ≈ cIWe− 23 . (3.10)
Their measurements show (i) a good comparison to their correlation
for cI = 2000 and (ii) are consistent with the measurements by Man-
sour and Chigier [61], who have shown that the liquid turbulence
decays before x/D = 20 for jets with Re 6 17, 500 or x/D = 3 for high
Reynolds numbers. In a certain range of Weber numbers, Wu and
Faeth have shown that the droplet generation ends before the remain-
ing jet breaks due to surface instabilities or aerodynamic effects. They
have obtained the following correlation:
x
D
= cEWe1.68 ≈ cEWe 53 , (3.11)
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Figure 3.6: Idealized correlations of breakup regimes.
where cE = 1.58 · 10−5 is an empirical coefficient.
From their analysis, they have derived a critical Weber number of
We∗ = 2450 needed to have droplet generation prior to the column
breakup. This is close to the intersection point of the initial breakup
correlation and the previous correlation at We ≈ 2800. Nevertheless
their measurements show that this critical Weber number is at about
We∗ ≈ 5200, where they argue that the difference is a result of their
simplified assumptions to derive their correlations. All these correla-
tions are illustrated in figure 3.6.
Since these publications, further investigations have targeted differ-
ent specific aspects of the breaking liquid jet. These investigations
include among others detailed measurements of the creation of lig-
aments at the surface (Sallam and Faeth [77], C. Dumouchel [23]),
improvements of the measurement techniques (Lee et al. [52]), or the
liquid jet exiting into a crossflow (Aalburg et al. [6], Sallam et al. [80],
Lee et al. [53], or Lubarsky et al. [60]).
Besides these experimental investigations, numerical studies have also
been performed. Ménard et al. [64] have developed a simulation tool
combining level-set (LS), ghost fluid (GF), and the volume of fluid
(VOF) method to accurately track the surface of a liquid jet. Lebas
et al. [51] have used this method for simulating the initial breakup of
a diesel jet within the atomization regime and have compared the
results to an Eulerian-Lagrangian spray atomization (ELSA) model.
The atomization regime is part of the bag-shear regime. Also Shinjo
and Umemura [89, 90] have simulated the jet. They have focused
on the tip of the jet and the ligament creation due to the roll-up
at the tip. Their method was a combination of the LS and an im-
proved VOF method called multi-interface advection and reconstruc-
tion solver (MARS). The numerical diffusion of the advection scheme,
which Ménard et al. [64] handled by using the GF method, was re-
duced by using the cubic interpolation pseudo-particle (CIP) method.
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3.3 smoke cloud
The simulation of marine stratocumulus clouds is one of the most
complex and most interesting flow cases. On the one hand, these
clouds mainly influence the Earth’s radiative balance, wherefore their
prediction is of great interest for weather prediction and global clima-
tology. On an annual mean basis, these clouds exceed a coverage of
about 50% (R. Wood [96]) of the subtropical oceans, so accurate pre-
diction of these clouds is essential for climatic simulations. Compared
to the ocean, these clouds reflect most of the solar radiation resulting
in a net cooling effect.
On the other hand, it is currently impossible to simulate these clouds
accurately due to the wide range of spatial and temporal scales. While
the global flow structures extend over multiple kilometer and the at-
mospheric boundary layer is about one kilometer high, the turbulence
mixing the moist and the fresh air near the cloud top is smaller than
order meters. Also the time scales span multiple orders of magni-
tude ranging from seconds for the turbulence to weeks for the global
flow structures. Furthermore, the interaction of different physical ef-
fects within these clouds makes it even more difficult to capture all of
them as condensation, evaporation, agglomeration, or movement of
water droplets, influence of pollutions, ice generation, interaction of
radiation with ice and droplets within the cloud, and so on. Finally,
due to the location and the nature of these clouds, measurements are
also complex and sparse resulting in a lack of validation data for sim-
ulations.
The stratocumulus-topped boundary layer (STBL) consists of two lay-
ers, where the lower one is cold, moist and turbulent while the upper
one is the warmer and dryer free atmosphere. In between, a relatively
thin inversion layer is formed, generating a stable stratification due
to the warmer upper layer. The lower layer is well mixed by turbulent
convection and is topped by stratocumulus clouds. The turbulence
within the lower layer is mainly driven by radiative and evapora-
tive cooling at the top of the cloud resulting in entrainment of fluid
parcels from the upper layer into the lower one. Due to this entrain-
ment, the inversion layer moves upwards, where the upward drift





Here h is the height of the inversion layer from the surface, which
is at about one kilometer. This velocity is several orders of magni-
tude smaller than the convective velocity of the atmospheric bound-
ary layer.
Comparing the height of the inversion layer to its thickness of a few
meters, the inversion layer is very thin showing the mentioned scale
range. Evaporation and radiative cooling drive the small scale mo-
tions within the inversion layer. These scales are comparable to or
even smaller than the inversion layer thickness. This shows again
the scale range spanning five orders of magnitude from the small-
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est scales to the integral scale, which is why simulations are mostly
done using LES.
Due to the mentioned lack of detailed validation data, as Brether-
ton et al. [11] describe, the simulation results are reliable only if the
results agree well to the sparse measurements and between indepen-
dent simulations. One of the first intercomparisons was done by Mo-
eng et al. [66] showing a wide range of agreement but also a great
variability in the entrainment of dry air into the cloudy layer. The
entrainment is driven by turbulent mixing at the cloud top where
the turbulence itself is mainly driven by radiative and evaporative
cooling as mentioned before. Moeng et al. also pointed out that there
is a great variability among LES models in the prediction of evap-
orative cooling resulting from different liquid-water profiles. These
differences are caused by different calculations of the total water and
potential temperature profiles resulting in a variability of simulation
setups among the LESs.
Therefore, Bretherton et al. [11] have used a simplified model, the
smoke cloud, to analyze the numerical errors caused by different
models. The smoke cloud was originally published by D. K. Lilly [57].
In contrast to the stratocumulus cloud, within the smoke cloud the
lower layer is filled with a radiatively active, dry smoke. Therefore,
turbulence is only driven by radiative cooling at the top.
For comparison, Sayler and Breidenthal [81] have done measurements
in a tank as an analogue for the smoke cloud. In this experiment a
blue relatively warmer fluid is overlying a colder yellow one and the
tank is illuminated from below. The radiation passes through the yel-
low fluid and is absorbed within the blue one, heating the fluid near
the inversion layer. The localized heating generates an unstabel strat-
ification within the blue fluid resulting in turbulent mixing.
Besides generating the initial stratification by temperature, Sayler and
Breidenthal also used dextrose within the yellow fluid to generate the
initial stratification. Over all test cases they found that the entrain-
ment rate is inversely proportional to the bulk Richardson number
Ri∗ = h
∗g′
w∗2 , where h
∗ is the height of the convection layer within
the cloud, w∗ a convective-scale velocity, and g′ = g∆ρρ0 = −g
∆T
T0
the effective gravity. One of the major differences between the smoke
cloud measurements and stratocumulus clouds is the bulk Reynolds
number, which is four orders of magnitude higher than in the experi-
ments.
Based on these experiments, Bretherton et al. concluded that the en-
trainment rate simulated by LES is strongly coupled to the vertical
grid spacing. All simulations overestimated the entrainment to lead-
ing order. Even recent LES using a high vertical resolution up to 2.5
meters still overestimates entrainment (Yamaguchi and Randall [105]).
Bretherton’s simulations also highlight a dependency of entrainment
on the advection scheme used. Monotone schemes overestimate the
entrainment rate while non-monotone schemes give better results but
raise other uncertainties, e. g. negative smoke concentration or tem-
perature overshoots.
Recent developments by Dietze et al. [22] using the LS method for
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tracking the inversion layer combined with the GF method for setting
internal boundary conditions show a significant reduction of errors
relative to the results by Bretherton et al. [11]. The error caused by
numerical entrainment was reduced by one order of magnitude. At
the same time, also uncertainties associated with different advection
schemes were reduced by more than a factor of 10.
Schmidt et al. [83] have used ODT to simulate the tank experiment
by Sayler and Breidenthal [81]. In contrast to the mentioned LESs,
Schmidt et al. are directly simulating the experiment instead of the
atmospheric analogue as done by Bretherton et al.. They have repro-
duced the inverse Richardson scaling for the thermal stratification.
For the dextrose forced stratification they could only partly reproduce
the inverse scaling. Furthermore, they pointed out some missing mea-
surement details important for the validation of simulation methods.
Some of these shortcomes are the unknown absorption within the
yellow fluid and the heating of the plexiglas bottom. Sayler and Brei-
denthal also do not report the time dependency of the Richardson
number and the entrainment rate as well as the absorption within the
yellow fluid, which isn’t zero as expected. Nevertheless, they have re-
produced the sensitivity of entrainment rates to molecular transport
and more importantly support the tendency of the need for high grid
resolution recognized in the context of LES.
Besides the simulation of the smoke cloud case using LES and ODT,
De Lozar and Mellado [18] carried out DNSs. Due to the high grid
resolution of DNS using realistic flow parameters, they have not sim-
ulated the full STBL, instead have simulated the cloud top, a region
of the boundary layer of 270 to 540 meters, containing the inversion
layer. This has two effects, (i) it makes the smoke cloud case accessible
using DNS and (ii) the DNS gives a detailed view into the mechanics in-
volved in the development of the smoke cloud. They have found that
the overall radiative cooling, which is equal to the reference buoyancy
flux B0, acts in two ways. B0 can therefore be divided into the cooling
of the cloud bulk Qcbl and secondly the cooling of the inversion layer
Qinv. This has two effects; (i) the turbulent mixing within the cloud
is only driven by the cooling within the cloud whether it comes from
radiation or evaporation and (ii) the entrainment velocity is directly
proportional to the cooling of the inversion layer Qinv = B0 −Qcbl.
4
A D D I T I O N S T O A O D T
The results of this thesis are based on the aODT code published by
D. Lignell et al. [56]. The following section gives an overview of the
code structure before implemented changes for the different cases are
explained.
4.1 structure of the aodt-code
The structure of the aODT code is illustrated in figure 4.1 and de-
scribed next to give an overview of the code. All additional imple-
mentations are referenced to line numbers shown in figure 4.1. The
code is similar to the BasicODT code which is explained in the Basi-
cODT documentation [47].
Within the ODT implementation there are two different time variables
t and t0. The variable t0 represents the physical time while t > t0
represents the eddy trial time. Within each cycle of the while-loop
(line 7) an eddy is sampled at time t while the flow state is at time t0.
Therefore a correct treatment would be first to calculate the diffusion
of the flow from t0 to t and second to implement the eddy.
This behavior would cause a causality problem due to the fact that
the accepted eddy could be rejected due to the change of the flow
by the diffusion. This would also neglect the need for the diffusion
to time t and therefore again decide whether to accept the eddy. To
overcome this problem the accepted eddy is deemed to occur at time
t0 and afterwards the flow is diffused to time t.
The first if-clause (line 8) is needed to account for the change of the
flow by diffusion. If no eddy was accepted within a certain time lag
dtCU between t and t0, the flow state has to be diffused to minimize
the error caused by the time lag.
The grid adaption in line 16 could in principle be skipped but is in-
cluded to reduce the effort of the diffusion process.
4.2 additions for channel flow simulations
For the simulations up to high Reynolds numbers, a first-order, im-
plicit solver was included. The need for the implicit solver arises due
to the adaptivity of the code. This adaptivity causes a very fine grid
within regions of a high eddy acceptance rate due to inserting three
times the grid within the eddy range by compressing the grid. Fur-
thermore, aODT has the possibility for a much higher grid resolution
than needed resulting in an increase of the effort of the first-order,
explicit solver already implemented.
The time benefit can be estimated as follows. The number of explicit
time steps is n = ∆tc∆tdiff , where ∆t is within the interval [0; td ·∆tdiff]
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1 Initialization
2 for Nreali do
3 Initialize realization
4 for Nstat do
5 for Ntseg do
6 tMark = tMark + tEnd(Nstat ·Ntseg)−1
7 while (t < tMark) do
8 if (t− t0 > dtCU) then
9 Diffusion step for ∆t = t− t0
10 Adaption of the grid
11 t0 = t
12 else
13 Sample the next eddy
14 if (eddy is accepted) then
15 Implementation of the eddy
16 Adaption of the grid
17 Diffusion step for ∆t = t− t0
18 Adaption of the grid
19 Raise δt to match the oversampling
20 t0 = t
21 else
22 t = t+ P(δt)
23 # P gives an exponential distribution with mean δt
24 Diffusion step for ∆t = t− t0
25 Adaption of the grid
26 t0 = t
27 Post processing after subinterval
28 Post processing after main interval
29 Post processing of realization
30 Post processing
Figure 4.1: Structure of the aODT-code. Nreali is the number of realizations,
Nstat the number of averaging periods, and Ntseg the number of
snapshots within one period. Within each adaption process dtCU
is set to td ·∆tdiff where ∆tdiff is the diffusion time step ∆tdiff =
∆x2min/ν and td a given constant. The time step for the next eddy
sampling is sampled from a Poisson distribution P with mean
time step δt. Within the eddy sampling, the δt is decreased if
the acceptance probability of the eddy is higher than a given
value. Due to the coding of aODT in contrast to BasicODT, the
implementation of an eddy is part of the eddy sampling process.
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and c 6 0.5 the Courant Friedrichs Lewy (CFL) number, the stabil-
ity criterion of the explicit solver. This results in n = [1; dtdc e] explicit
solver cycles. As long as the the mean of n is larger than nie = d∆timp∆texp e,
where ∆timp and ∆texp are the computation time for one implicit or
explicit solver calculation, the use of the implicit solver is beneficial.
Important to note is the dependency of the numerical error of the
implicit solver, which is first-order in time, wherefore the error in-
creases with increasing time steps. A second-order Crank-Nicolson
solver was also implemented but wasn’t used due to the fact that it
generated the same results but has a slight increase of the simulation
time.
For the presented cases the simulations using the implicit solver are
about five times faster than using the explicit one. A direct calculation
of the speed-up gives nie = 4, which shows that the use of the implicit
solver is beneficial due to the fact that n ≈ 20. The speed-up could
be further increased by using the explicit solver for ∆t 6 nie · c∆tdiff
and the implicit solver otherwise. Up to now, this optimization isn’t
implemented. Furthermore, it has to be noted that a slight increase in
the factor nie was noticed for increasing grid resolution, which is rea-
sonable because the cost of the explicit solver isO(N) and the Thomas
algorithm O(2N). Due to the choice of td and the fact that the mean
of n is about 20 to 25, the implicit solver was used for the channel
and the smoke cloud cases. For the jet simulations the explicit solver
was used due to a higher sensitivity of the flow to numerical errors
at the phase boundary.
The second major implementation for the channel flow simulations is
the data reduction and the post processing as described in the Basi-
cODT documentation [47]. The data reduction (i) time-integrates the
changes caused by each process - eddy implementation, diffusion,
adaption - and (ii) calculates the time average of the flow field itself.
The first method is implemented around each process by first saving
the flow state, then applying the changes due to the process, and fi-
nally calculating the changes using the saved state. This is done for
the lines 9, 15, 17, and 24. The changes caused by the corresponding
grid adaptions are added to the process. An analysis of the numeri-
cal diffusion caused by the adaption process shows a negligible influ-
ence.
The calculation of time averages is implemented as a second order
trapezoidal rule within the diffusion process (line 9, 17, and 24).
The calculation of the mean profiles, the RMS profiles, as well as the
first and second order budget terms is implemented in a separate post
processing function after the main loop over the realizations. There-
fore, the data reduction is (i) a time average within each of the Nstat
averaging periods and (ii) an ensemble average over the Nreali real-
izations. A detailed discussion of the calculation of the second order
budgets (budgets of the turbulent kinetic energy (TKE)) is given by
Kerstein et al. [48].
A third part coupled to the implementation of the data reduction was
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the implementation and testing of different interpolation schemes.
Within aODT, there are two different grids; first the calculation grid (c-
grid), which is adaptive and used for all calculations. Due to the con-
stantly changing grid, it is not possible to calculate statistics, where-
fore a second static grid (s-grid) was introduced.
The already implemented interpolation scheme was a first order, con-
servative, constant interpolation (approximation one within figure 2.3),
where the value at the cell position was assumed to be the mean value
of the cell. Especially for channel flows at higher friction Reynolds
numbers this method lead to unphysical oscillations near the wall up
to y+ ≈ 5. Therefore, some of the methods described in section 2.3.4
have been implemented and tested.
First, a second order trapezoidal rule based on the first derivative at
the cell center was tested (approximation two within figure 2.3). This
method, as well as all other higher order methods based on a cell
center idea have fixed the unphysical oscillations, but lead to unphys-
ical values for specific cases. One example for these cases is given
by the liquid jet simulation, which has a high property curvature
within the gas near the liquid surface. This high curvature leads to a
high slope at a cell center, as illustrated, and an unphysical backflow.
Even higher order schemes based on this center idea lead to similar
problems. Tests were done up to fourth order cubic interpolation, all
showing the same uncertainty.
Therefore, another interpolation scheme with a trapezoidal rule be-
tween cell centers was implemented (approximation three within fig-
ure 2.3). Compared to the original interpolation scheme it is not con-
servative. This interpolation scheme provides good results as long as
the profile has nearly linear functions between two points, which is
nearly realized by the adaption process. A higher order spline inter-
polation based on third order polynomials was also tested. The higher
accuracy of the spline interpolation slows down the code. Therefore,
the linear interpolation was used.
In principle, it is possible to reduce the slowdown of the spline in-
terpolation due to the fact that the geometric arrangement of the cell
positions is changed only by the mapping and the adaption processes.
Therefore, it is possible to pre-calculate this information and update it
after each adaption and mapping process within the modified region.
Furthermore, as described within section 2.3.4, different interpolation
schemes have different advantages, wherefore a detailed analysis of
this part of aODT should be addressed by further studies.
4.3 additions for liquid jet simulations
For the simulation of a multi-phase case, the code has to track the
phase boundaries using an identification marker for the different
phases. The latter is realized by an additional variable containing a
marker of the phase for each cell. With this variable and the adaptiv-
ity of aODT, the phase boundaries could be automatically tracked as
the cell faces between two cells with different phase markers. While
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Figure 4.2: Sketch of a phase interface between two immiscible fluids. zfi
are the cell faces, zi the cell centers, Φi the the value of property,
with Φ ∈ {u, v,w, T }, and the superscript denotes the liquid l or
the gas g. Without loss of generality, the liquid and gas are taken
to be representatives for two immiscible fluids. The notation is
the same as in figure 2.2 and is used within the implementation
of aODT.
the eddy implementation automatically takes care of the phase vari-
able, the adaption and the diffusion process have to be adjusted.
To enable phase boundary tracking, the adaption process as described
by Lignell et al. [56] has been modified to check the phase variable in
a way that restricts the adaption to a single phase. Nevertheless, this
could lead to a problem if a single cell surrounded by different phases
fulfills the conditions for adaption. The physical interpretation of this
is that, e. g. , two droplets are close enough to each other to agglom-
erate. This behavior is prevented within the current implementation
for the liquid jet, because droplets generated by a two-phase eddy are
erased from the line after generation. The erased range is (i) replaced
by a constant profile representing the flow state of the cells next to the
droplet or (ii) replaced by shifting the domain towards the remaining
jet and extending the first or last cell to the corresponding domain
boundary.
Also the diffusion process has to be modified for two-phase flows. At
the phase boundary two conditions have to be fulfilled; (i) the veloc-
ities have to be the same on either side ~ul = ~ug and (ii) the fluxes




∂z , too. The same conditions have
to be obeyed for the temperature. This is illustrated in figure 4.2. For
the explicit solver, the corresponding fluxes can be calculated using
first-order central differences for the gradients resulting in the follow-




























Without loss of generality, cell i− 1 is a gas and i is a liquid cell.














































bi = 1− ai − ci. (4.9)
Here, µi is the viscosity at the cell center of cell i, µ(zfi) the interpo-
lated viscosity at the cell face between cell i − 1 and i, and µg(zfi)
and µl(zfi) the viscosity at the cell face corresponding to the gas or
the liquid, respectively. Because the gas and the liquid viscosity at the
interface are undefined, a constant interpolation from the correspond-
ing cell center to the interface is assumed.
Besides the adaption and the diffusion process, also the calculation of
the acceptance probability is influenced by the phases. The presented
ideas for the change of the calculation are based on unpublished notes
(2007) and personal discussions with A. R. Kerstein.
Due to the triplet map implementation, a two-phase eddy, an eddy
containing both phases, generates two new surfaces per existing sur-
face within the eddy range. There are two possibilities for two-phase
eddies: (i) an eddy partly containing the jet and partly the surround-
ing air, or (ii) containing the whole jet. In the first case the eddy region
contains one surface before the mapping process, while the second
one contains two surfaces. Due to the triplet map implementation
these number of surfaces is tripled.
Within the following, it is assumed that the eddy contains a part of
the jet.
The physical picture of the breakup is that a liquid slab is intersected
by the ODT line. This means that a triplet map would result in two
distinct slabs of liquid, one containing liquid both inside and outside
of the eddy range and one totally within the eddy range. The first




























Figure 4.3: The physical idea of droplet generation due to triplet mapping. First, ODT line before
eddy implementation, second, the state after the triplet map. Perspectively the reference
surface is illustrated.
one is the remaining jet and the second one the ligament. After the
ligament is created the secondary breakup occurs, which is not tar-
geted within this thesis. Instead as described earlier, the ligament is
erased by shifting the ODT line or replacing the ligament by gas with
an uniform velocity equal to the velocity at the endpoints of the in-
serted interval. This idea is illustrated within figure 4.3.
Before the triplet map implementation, the potential energy per ref-
erence surface area stored within the surface can be calculated as
Esurf = σ. After the map the energy is tripled resulting in E′surf = 3σ,
resulting in:
∆Esurf = 2σ.
Due to the two possibilities of breaking eddies mentioned above, the
number of surfaces after the triplet map Nsurf can be introduced. This
number is three times the number of surfaces before the map, which
is one if the eddy contains only a part of the jet and is two if the
whole jet is within the eddy range. Therefore, only 2/3 of the final
surface energy is added and the energy change by surface tension





This energy has to be provided by the available kinetic energy and
therefore acts as a sink term within the energy conservation equa-
tion (2.13).
Even if this derivation is based on a reasonable physical picture, there
is an infinite number of reasonable pictures. One opportunity to take
all possible pictures into account is the idea of an isotropic surface
as derived by Chiu et al. [14], where each possible orientation of the
ODT line compared to the surface is equal likely. Using this idea, a
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4.4 additions for smoke cloud simulations
The implementations for the smoke cloud case are twofold. First the
code has to be adjusted to simulate an additional scalar besides the
temperature and secondly the density has to be coupled to the tem-
perature. Buoyancy was implemented using the Boussinesq approxi-
mation.
Additionally, the data reduction as explained above was extended for
all scalars.
Part II
S I M U L AT I O N
R E S U LT S

5
C H A N N E L F L O W R E S U LT S
The first part of this thesis was the simulation of the channel flow as
described in section 3.1. The following section gives an overview of
the setup of a channel flow simulation and a short discussion about
the required simulation time. Further parameters are discussed in
appendix C. The discussion concludes with a best practice guide for
channel flow simulations.
The next section summarizes the results for friction Reynolds number
up to very high values of about Reτ = 6.4 ∗ 105, where the parameters
are fitted to give good results for Reτ = 590. The effects on the law
of the wall, the Kármán number, and the additive constant c of the
log-law are presented.
In section 5.3, the ODT results for the fluctuations of the wall shear
stress are presented and in section 5.4 the influence of a fluctuating
forcing pressure gradient is discussed.
Finally, section 5.5 presents the results provided by ODT for a passive
scalar.
5.1 setup of channel flow simulations
Due to the simplicity of the channel flow, it is the standard test case
for all ODT codes. Therefore, the channel flow at Reτ = 590 is well
documented in the BasicODT1 documentation [47] and compared to
the DNS results by Moser and Kim [68]. This comparison was also
done for the used adaptive ODT code by Lignell et al. [56], who have
used C = 10 and Z = 600. A detailed discussion of parameters addi-
tionally important to aODT is given in appendix C.
As described in the BasicODT documentation, the forcing pressure
gradient of the channel flow is directly related to the friction Rey-
nolds number via Re2τ =
h3∇p
ρν2
. Choosing the channel half height h,
the density ρ as well as the pressure gradient ∇p to unity, the viscos-
ity can be calculated as the inverse of the Reynolds number. Following
the definition of Reτ and uτ, this also results in a friction velocity and
a wall shear stress of unity.
The simulation time can normally be expressed in terms of the fric-
tion time scale tτ = νu2τ . Schwertfirm and Manhart [87] propose a
simulation time for reaching the fully developed channel flow before
sampling of 100t∗, which corresponds to 10∆tB, where ∆tB is the
time needed for transition of the channel flow from a bulk profile uB.
For the previously chosen parameters this would lead to t∗ = 100Reτ ,
where t∗ is the simulation time in physical units. The further discus-
sion and the results shown in section 5.4 show that this estimation
doesn’t give good results.
1 Available at: https://sites.google.com/site/odtresearch/codes
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He and Seddighi [32] also suggests to use 100t∗ using a different
definition of t∗He =
h
uB
, where uB is the bulk velocity of the fully de-
veloped channel flow. Their estimation is based on the simulation of
the transition from a fully developed channel flow to a higher fric-
tion Reynolds number by a sudden change of the pressure gradient.
Using this definition and the above-mentioned variables, this lead to
t∗ = 100 ReτReB with ReB =
uBh
ν . As will be shown in section 5.4, this
estimation gives good results for the transition of an ODT simulation
starting from a zero profile or a fully developed profile of a lower fric-
tion Reynolds number with an order unity factor. The unknown value
for ReB can be estimated using the correlation for the skin-friction co-


















For the statistics calculation time tC a meaningful estimation is based
on the turnover time of the largest possible eddy. This estimation is
difficult due to the stochastic eddy sampling and the dependency
of the turnover time on the instantaneous flow profile, which isn’t
known prior to the simulation. Furthermore, the largest possible eddy
is the most unlikely eddy and has a turnover time not representative
of the most probable eddy, and thus makes the estimated calculation
time inefficiently high. A better estimation, which turned out to give
good results but is not based on a theory, is to run the simulation for
about a · 105 accepted eddies, where a is factor of order unity.
Table 5.1 summarizes the setup for the high Reynolds number sim-
ulations. The starting profile is a fully developed flow profile of the
next lower Reynolds number. The time t∗ defines the time simulated
to reach a fully developed flow profile of the new Reynolds number.
Then statistics gathering begins, continuing for a time tC. Calculation
of the statistics is based on a time average over tC. Some simulations
are also averaged over an ensemble of independent simulations cor-
responding to the number of CPUs used, resulting in an overall sim-
ulation time of CPU number times tC.
In table 5.2, the setup conditions for the simulations of an oscillating
pressure gradient are summarized. The simulation starts from a fully
developed flow profile with Reτ = 1280 and advances the channel
flow with a constant pressure gradient for ∆t = T20 , where T is the
cycle duration of the pressure fluctuation. Afterwards, the current in-
stantaneous flow profile is saved as the new restart profile for the next
realization. After saving, the realization proceeds for two cycle dura-
tions and restarts with the saved profile for the next realization. The
reason for this procedure is twofold: First, the calculation of the pure
channel flow is needed to generate an independent fully developed
channel flow profile as starting condition for the oscillating pressure
gradient simulation. To erase the dependancies to the starting profile,
the profile after the pure channel period is used as the next starting
profile. The second reason for this procedure is to analyze the time
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Table 5.1: Setup of channel flow for high Reynolds number simulations. t∗
is the simulation time before statistics are calculated. tC is the cal-
culation time for the statistical averaging per CPU. CPUs specifies
the number of cores used for the simulation, where the CPUs vary
between Intel Xeon E5645 2.40GHz, Intel Core i7-2600 3.40GHz, In-
tel Xeon E5-1620 3.6GHz, and Intel Xeon E5-2630 2.3GHz. Reali is
the number of ODT realizations calculated on each CPU.
No. Reτ ν t∗ tC CPUs /
[−] [m
2
/s] [s] [s] Reali
0 320 3.125 · 10−3 10000 300000 1 / 1
1 590 1.695 · 10−3 10000 100000 1 / 1
2 640 1.5625 · 10−3 10000 150000 2 / 1
3 1280 7.8125 · 10−4 10000 60000 5 / 1
4 2560 3.90625 · 10−4 10000 60000 5 / 1
5 5120 1.953125 · 10−4 10000 10000 5 / 1
6 10240 9.765625 · 10−5 100 2000 5 / 1
7 20000 5.0 · 10−5 100 500 4 / 1
8 40000 2.5 · 10−5 50 20 5 / 1
9 80000 1.25 · 10−5 50 10 5 / 1
10 160000 6.25 · 10−6 20 20 5 / 1
11 320000 3.125 · 10−6 10 10 5 / 1
12 640000 1.5625 · 10−6 3 5 4 / 1
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development after introducing the pressure fluctuation.
The number of realizations is chosen to ensure an equal measuring
time within each measuring period of the pressure fluctuation. The
simulation procedure is schematically illustrated in figure 5.1. The
Table 5.2: Setup of the oscillating pressure simulations. T is the cycle du-
ration, A = 12 (max(∇p) − min(∇p))(mean(∇p)−1 the amplitude.
The number of realizations is chosen to ensure an equal measur-
ing time for a period for each simulation.
Reτ T A Realisations
1280 1600 0.2 125
1280 800 0.2 250
1280 400 0.2 500
1280 200 0.2 1000
1280 100 0.2 2000
1280 50 0.2 4000
1280 25 0.2 8000
1280 12.5 0.2 16000
1280 6.25 0.2 32000
1280 100 0.1 1000
1280 100 0.3 1000
initial calculation of the channel flow is needed to ensure an indepen-
dent flow field at the start of the pressure fluctuation. The first cycle
duration of the channel with fluctuating pressure is used to prevent
artificial effects of the channel with a constant pressure gradient.
Finally, table 5.3 summarizes the setup of the heated channel simu-
lations. The setup is similar to the case of Kawamura et al. [42] with
a forcing term for the passive scalar of FT = uuB and zero boundary
conditions, where u is the streamwise velocity and uB the mean bulk
velocity. First, simulations for Reτ = 395 with varying Prandtl num-
ber and Pr = 0.71 with varying Reynolds number are done to provide
a direct comparison to the results from Kawamura et al. [42]. Second,
further simulations are done to show the capability of ODT.
5.2 channel flow up to very high reynolds numbers
Within the introduction to channel flow simulations 3.1 the need for
simulations up to very high friction Reynolds numbers is discussed.
Due to the one-dimensionality of ODT, the method provides the op-
portunity to simulate channel flows with a much higher Reτ than is
currently feasible for DNS. Furthermore, the adaptivity of aODT also
reduces the computational cost compared to the equidistant calcula-
tion of BasicODT, which is the reason for the possibility to simulate
channel flow cases up to a friction Reynolds number of about 6 · 105.








st period 2nd period
Figure 5.1: Schematic illustration of the simulation with a fluctuating pressure gradient. ∇p de-
notes the forcing pressure gradient, A the magnitude of the sinusoidal oscillation
around the mean pressure gradient and T the cycle duration of the oscillation. The
simulation starts from a fully developed flow profile with a simulation of a pure chan-
nel flow without oscillation for ∆t = 120T to generate a random, fully developed profile.
Afterwards, the channel flow with an oscillating pressure gradient is simulated for two
periods, where the first one is used to overcome artifacts from the pure channel flow.
Table 5.3: Setup for simulations with a passive scalar. Pr = ν/a is the Prandtl number, where a is
the thermal diffusivity. td is a free adjustable factor determining the maximal number
of CFL time steps between two diffusion steps. A detailed description of td is given
in appendix C and in the BasicODT documentation [47]. The upper eight simulations
are for comparison to DNS data, while the lower ones show the capability of ODT. ODT
parameters are chosen to be C = 10, Z = 600, and α = 2/3
Reτ Pr td Reτ Pr td
395 0.025 16 395 0.71 16
395 0.71 16 640 0.71 16
395 1.0 16 1020 0.71 16
395 10.0 16 1240 0.71 16
1280 0.025 16 1280 5.0 16
1280 0.2 16 1280 7.0 16
1280 0.71 16 1280 10.0 162 · 4
1280 1.0 16 1280 20.0 163
1280 2.0 16 1280 50.0 163 · 4
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Figure 5.2: Comparison between ODT and DNS for Reτ = 590. (i) The mean profile in wall units, (ii)
the Reynolds stresses in wall units and (iii) the budget terms of the TKE. As described
in the BasicODT documentation [47] and by Schulz et al. [5], within the data gathering
of ODT there are two ways to calculate the dissipation and the viscous transport. Both
methods are based on the calculation of the combined effect, also illustrated.
5.2.1 Calibration of channel flow simulations
Figure 5.2 shows the adjusted results for the channel flow with Reτ =
590 and the comparison to the DNS results by Moser and Kim [68].
As already discussed by Kerstein [46], Schmidt et al. [84], and Lignell
et al. [56], ODT reproduces the mean flow profile, the fluctuation ve-
locity, and the budgets of the TKE in a meaningful way. Due to the
fact that ODT is one-dimensional, it does not provide the capability
to reproduce the outer buffer layer at the centerline, which is mainly
affected by large scale 3D motions.
Schmidt et al. [84] have shown a reasonable fit even for the law of the
wall containing the outer buffer layer for Reτ = 590, but maintaining
a good fit with increasing Reynolds number requires dependency of
both ODT parameters on the friction Reynolds number. Within a chan-
nel flow simulation with ODT, there are four possible strategies for
the choice of the ODT parameters: (i) to generate a reasonable fit of
the viscous layer and a good match of the buffer and the meso layer,
(ii) to generate a reasonable fit for the viscous layer, the buffer layer
and of the constant κ due to a match of the constant region within the
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Figure 5.3: ODT modeling strategies for the law of the wall.
γ-plot (see below) resulting in an offset in the logarithmic region of
the mean profile, (iii) to generate a reasonable fit of the viscous layer
and the logarithmic layer resulting in differences in the buffer and the
meso layer, or (iv) a reasonable over all fit of the full law of the wall
including the outer buffer layer with slight deviations from the DNS.
Within the mentioned publications, the first one was unknowingly
chosen by fitting the DNS case for Reτ = 590 due to interpreting the
meso layer as the logarithmic part as described in section 3.1. One ex-
ception is presented by Schmidt et al. [84] as mentioned before, who
have used the last strategie. The second one gives reasonable results
with overestimation of the mean velocity within the logarithmic re-
gion. The third one instead underestimates the velocity in the buffer
and meso layer as well as the outer buffer layer. The last possibility
combines the second and the third one keeping their advantages and
disadvantages. These strategies are illustrated in figure 5.3 except the
last one, which could be estimated by eye. Depending on the case,
one has to choose which feature has to be prioritized. Within this
thesis the first one was chosen to be consistent to previous publica-
tions. Even if the results for the mean profile are getting worse for
higher Reynolds numbers, the basic behavior could be analyzed. Fur-
thermore, as can be seen in the figure, a change of the Z parameter
has no effect to the logarithmic region. Instead it just influences the
point of change from the linear region towards the logarithmic one.
As shown in the above-mentioned publications, ODT additionally un-
derestimates the mean fluctuation velocity. In contrast to DNS, the
velocities within ODT, with the exception of the mean flow direction,
are not physical properties, instead are treated as energy storage con-
tainers. Therefore, by construction of the triplet maps and the cor-
responding treatment of energy conservation there is no difference
between the wall normal and the spanwise velocity. This symmetry
is broken, if there is a source within one of these directions or the
boundary conditions differ from each other. Finally, the budget terms
compare well to the results of the DNS.
Within ODT, the calculation of the dissipation and the viscous trans-
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Figure 5.4: Calculation alternatives for dissipation and viscous transport for Reτ = 1280. d+ and
tv+ show the results for the first alternative with a direct calculation of tv. The second
alternative with direct calculation of the dissipation using equation (5.2) is shown by
d2+ and tv2+. d+− tv+ shows the combined effect, which is equal to p++ ta+ for a
statistically stationary channel flow.
port are based on the gathering of the combined effect of both. One of
them is than calculated directly, while the other is based on the com-
bined effect. For example, as it is implemented in BasicODT [47], the
viscous transport is calculated via the second derivative of the TKE,
while the dissipation is calculated as the combined effect minus the
viscous transport. The alternative way is based on a direct calculation

















as presented by Schulz et al. [5]. The results of both methods are
shown in figure 5.4 with slight differences. For higher Reynolds num-
bers or shorter simulation times, the method based on a direct calcu-
lation of the dissipation is more robust. The reason is that the calcu-
lation of the dissipation is based on first derivatives, while the direct
calculation of the viscous transport is based on a second derivative,
which is more sensitive to slight fluctuations. With increasing Rey-
nolds number, the direct calculation of the viscous transport shows
high frequency fluctuations, especially at the wall. Nevertheless, if
the calculation time is long enough to get rid of these fluctuations, the
method with a direct calculation of the viscous transport is preferable,
due to slightly better results. A direct calculation of both budgets is
also possible but results in a slight deviation from budget balance. A
full discussion of the differences of the budgets and their interpreta-
tion is given by Kerstein et al. [48], the BasicODT documentation, and
Schulz et al. [5].
5.2.2 Mean velocity profiles at high Reynolds numbers
Based on these results and a calibration of the ODT parameters to
the DNS results of Moser and Kim [68] for Reτ = 590, an exten-
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Figure 5.5: Law of the wall up to Reτ = 6 ∗ 105
sion to higher friction Reynolds numbers is performed. The calibra-
tion was tested against a DNS by Lozano-Durán and Jiménez [59] for
Reτ = 4200 and shows a good comparison (see figure 5.3 blue line).
Figure 5.5 shows the comparison of the law of the wall for all differ-
ent Reynolds numbers. As it can be seen, the logarithmic region is
extended while the viscous sublayer stays constant. With increasing
Reynolds number, a shift of the logarithmic region to higher velocities
is seen, which is not found in the pipe flow measurements by McK-
ean et al. [63] up to Reτ = 3 ∗ 106. As explained by Schmidt et al. [84],
the ODT model parameter Z directly influences the start of the buffer
layer and therefore the y-intercept c of the formulation of the logarith-
mic region (3.3). This indicates a slight dependency of the parameter
Z on the friction Reynolds number.
Figure 5.6 shows the comparison of the ODT results to the theories of a
logarithmic law (plot for γ) and a power law (plot for β) as explained
by Moser et al. [68]. The first one would show a constant line if the
mean flow profile would have a logarithmic region, which isn’t seen
in this plot for the lower Reynolds number cases. Taking the idea of a
leading order logarithmic region as discussed by Panton [73], a Kar-
man constant of about 0.44 could be estimated which is much higher
than the value of 0.37 mentioned in section 3.1. For Reτ > 2 · 104, this
logarithmic region is seen for y+ > 200, which follows the discussion
of Marusic et al. [62] who have concluded from several publications
a start for the logarithmic region of 100 6 y+ 6 600 with a focus on
200 6 y+ 6 300. As explained above, there are several possibilities to
choose the ODT parameters so that it is in principle possible to match
the Karman constant. This would lead to a good match of the loga-
rithmic region but would also result in a greater discrepancy for the
inner buffer layer.
The plot comparing to the power law instead doesn’t show a constant
region. Also a decreasing line could be estimated for each case, but
varies with increasing Reynolds number.
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Figure 5.6: Comparison plots for (i) a logarithmic region and (ii) a power law region for the law of
the wall. The index reg indicates a regression of the based data to get rid of fluctuations
due to a too short measuring time.

































(κy+)−1 with κ = 0.4
Figure 5.7: Dissipation profiles in wall units up to high Reynolds numbers
5.2 channel flow up to very high reynolds numbers 61
5.2.3 Dissipation profile at high Reynolds numbers
Another comparison quantity for high Reynolds number simulations
is the dimensionless dissipation. As shown by Kaneda et al. [41] for
channel flow DNS up to Reτ = 5120, the decay of the dissipation for
y+ > 30 follows d+ = (κy+)−1. On the one hand, this plot provides
the opportunity to estimate the Kármán constant and, on the other
hand, shows that the dissipation converges for higher Reynolds num-
bers. The corresponding plot is shown in figure 5.7, indicating an
overestimation of the dissipation in the region 15 6 y+ 6 200 and an
underestimation for y+ > 200. Furthermore, the decay is proportional
to d+ ∼ (κy+)−2.1, resulting in a much faster decay of the dissipation
towards the centerline as expected from DNS. Nevertheless, this plot
shows a good convergence for high friction Reynolds numbers.
The faster decay could be a result of the missing 3D information. Es-
pecially at the centerline, the 3D effect of large scale eddies, which
communicate in the streamwise and the cross-streamwise directions,
is neglected by the model resulting in an underestimation of (i) the
fluctuation velocity and (ii) the dissipation.
Figure 5.8 shows the production, the dissipation and the turbulent
advection in the same way as in the comparison plot for the dissipa-
tion. It can be seen that the production follows in a wide y+ range
the decay of (κy+)−1 as known from DNSs. Within the DNS, the coun-
terpart to the production is given by the dissipation, but this is not
seen in ODT as mentioned above. This implies that some other term
is the counterpart to the production. As can be seen, the production
is neutralized by the turbulent advection.
This comparison shows that ODT underestimates the dissipation. The
dissipation is mainly driven by steep gradients which are produced
due to the mapping process. The underestimation of the dissipation
could be decreased by changing the mapping process itself. Possible
changes are to replace the triplet map by a quintiplet map or twice-
applied triplet map. The first one follows the same idea as the triplet
map but instead of using three compressed copies five ones are used
where the second and fourth copy are reversed. The latter idea keeps
the sampled eddy and uses this eddy as a new candidate for imple-
mentation. If it is again excepted a similar behavior as given by nine
copies is produced. Both methods could increase the dissipation by
steepening up the gradients. Even if the ideas behind these changes
are reasonable, tests show that both methods give comparable results
as the triplet map showing that this behavior is caused by the one
dimensionality of ODT.
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(κy+)−1 with κ = 0.4
Figure 5.8: Comparison of budgets at Reτ = 640, 000. The dashed line parts
of the turbulent advection are the negative parts of the profile.
5.2.4 The diagnostic plots for channel flow results
Figure 5.9 shows both versions of the diagnostic plot from Alfreds-
son et al. [8] for channel flow DNSs2, where the data is normalized by
the centerline velocity u∞ in contrast to the original normalization by
the free stream velocity which isn’t defined in channel flow. Also in-
cluded is the approximation for TBLs by Alfredsson and an adjusted
version. These approximations show that the channel flow also con-
verges for the outer scaling showing a similar tendency as the TBL
but with slightly different values. The channel flow corresponding
parameters of the parabola uRMSu∞ = a uu∞ are a = 0.048 and b = 0.26,










= 0.592 = G. Comparison to the results for TBLs and
pipe flows, GTBL = 0.56 and Gpipe = 0.52 respectively, emphasizes
the channel flow as the best test case for research of the outer peak.
Additionally, the higher maximum also benefits the study in that the
outer peak arises for Reτ ≈ 5000 for the channel flow, while the same
behavior for TBLs is first seen at Reτ ≈ 104 (Results from Alfredsson
et al. [8]).
The ODT representation of the diagnostic plots are shown in figure 5.10.
Again the underestimation of the fluctuation velocity can be seen. Fur-
thermore, in contrast to the DNS results, the tails of the outer scaling
neither converge to each other nor show a parabolic behavior. Instead
a linear decrease from approximately the second hill3, which is an
ODT specific one discussed by Lignell et al. [56], up to uu∞ = 0.95 can
be seen. This is also represented in the second plot by a scaling pro-
2 Online available databases for the following publications are used: Hoyas and
Jiménez [34], Jiménez and Hoyas [38], Hoyas and Jiménez [33], del Álamo et al. [21],
del Álamo and Jiménez [19, 20], and Moser et al. [68]
3 The second hill is generated by the forced alignment of near-wall eddies by the wall,
wherefore the largest fluctuations occurring at 13 l and
2
3 l are superposed for the
smallest eddies.
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Figure 5.9: Diagnostic plots of channel flow DNS data. The DNS data are from Hoyas and
Jiménez [34], Jiménez and Hoyas [38], Hoyas and Jiménez [33], del Álamo et al. [21],
del Álamo and Jiménez [19, 20], and Moser et al. [68]
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Figure 5.10: Diagnostic plots of channel flow ODT and DNS data
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portional to u∞u . The absence of the outer scaling indicates that ODT
doesn’t represent the large scale motions in a meaningful way. This
isn’t surprising, because the large scale motions contain 3D informa-
tion and interactions with streamwise and spanwise separated fluid
elements which are not represented in the 1D formulation of ODT.
Within ODT, these large scale eddies are sparse and they are modeled
via the mapping process like all other eddies with no interaction with
the surrounding flow field, which is an unrealistic assumption. Never-
theless, ODT is currently the only turbulence model to reach such high
Reynolds numbers without modeling the smallest scales. New devel-
opments based on the first publications of Schmidt et al. [84] (large
eddy simulation with ODT as a sub-grid-scale model (LESODT)) and
Gonzalez-Juez et al. [31] (one-dimensional turbulence with a 3D cou-
pling (ODTLES)) are intended to overcome these shortcomings of ODT.
Further investigations of ODTLES are done e. g. by Schmidt et al. [85]
and Glawe et al. [1][30].
5.3 statistics of the wall shear stress
New industrial developments create the need for information about
more and more details of turbulent flows. One part is the fluctuation
of the wall shear stress and its behavior with increasing Reynolds
number. The current results are summarized in the publications by
Örlü and Schlatter [71] and Keirsbulck et al. [43, 44]. Örlü and Schlat-
ter compare the RMS value of the normalized wall shear stress, discuss
discrepancies between different DNS and measurements of TBLs, and
show comparisons of the PDF of the normalized wall shear stress for
different Reynolds numbers. Keirsbulck’s group instead discusses fur-
ther statistical properties and the Reynolds dependency of wall shear
stress.
Figure 5.11 shows the results of ODT for the simulations listed in ta-
ble 5.1. As expected from measurements by Keirsbulck et al. [43], the
results show a slight increase up to a maximum of about 0.327 while
the analysis by Keirsbulck gives a theoretical maximum of 0.432, also
represented by the fit τ+W,RMS = 0.432 −
11
Reτ
of the DNS data. The
shifted ODT results show a good comparison to the theoretical curve
in the range of 600 6 Reτ 6 2 · 104. The discrepancy at the lower and
upper end of the Reynolds numbers range as well as the shift can be
explained by ODT itself. The lower one is the result of the formulation
of ODT, which is constructed for highly turbulent flows and therefore
overestimates the fluctuations at the wall. The upper discrepancy in-
stead is the result of the too short simulation time, which results in
an underestimation of large eddies. More accurate results would be
calculated by using the turnover time of the largest possible eddy as
an estimation for the averaging time instead of the described simu-
lation time based on the number of accepted eddies as described in
section 5.1. The underestimated, large eddies would increase or de-
crease the velocity at the walls and therefore would raise the upper
and lower tail of the PDF. The shift of the curve can be explained by
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Figure 5.11: τW,RMS as function of the friction Reynolds number. The ODT results are shifted to
match the theoretical maximum from the analysis of Keirsbulck et al. [43]. The fitted





for the channel flow
DNS results and measurements respectively.
the absence of 3D information of large flow structures, which would
also generate negative wall shear stresses due to local flow reversals
or more probably high stresses due to local flow accelerations.
Figure 5.12 shows the PDF of the wall shear stress for different fric-
tion Reynolds numbers. The ODT results are scaled to match the max-
imum of the DNS. As can be seen, ODT underestimates the PDF for
higher wall shear stresses in the range 1 6 τW 6 2.5. This is the re-
sult of missing the acceleration due to large 3D motions. Also seen is
the total absence of the negative part and the underestimation of the
lower region of τW . This is also caused by neglecting 3D large scale
motions which in this case cause flow reversal or deceleration of the
flow.
Also seen is the tendency of a slight increase of the tails of the PDF
with increasing Reτ as explained by Örlü and Schlatter [71]. A devi-
ation from this trend is seen for Reτ > 4 · 104 which was explained
before.
5.4 influence of an oscillating forcing pressure gra-
dient
This section summarizes the results for the simulations of the channel
flow with an oscillating forcing pressure gradient. The aim of these
simulations is to influence the PDF of the wall shear stress. The setup
of the simulations is described in section 5.1. Due to the lag of com-
parison DNS cases, another simulation with a sudden increase of the
pressure gradient following the description of He and Seddighi [32]
was also done and will be described first.
The setup is similar to the simulation of an oscillating pressure gra-
dient, stating with a pure channel flow at Reτ = 320 and simulating
for a period ∆T , saving the instantaneous profile as the new starting
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Figure 5.12: PDF of τW for different Reτ. ODT results are individually scaled to match the maximum
of the DNS results. The mean scaling factor is 0.658.
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Figure 5.13: Mean profiles in a transient channel flow from a fully developed state at Reτ = 320
up to Reτ = 640. Left, detailed view to the first 20 t∗ODT, with t
∗
ODT = 0.2s resulting in
factor 0.2st∗He
≈ 7. Right, law of the wall at specific time steps.
profile for the next realization. After saving, the pressure gradient is
increased by four which is the corresponding one for a doubled Rey-
nolds number. The simulation resumes until a full developed channel
flow with Reτ = 640 has been reached. Afterwards, the next realiza-
tion starts form the saved instantaneous profile calculating the pure
channel flow at the lower Reynolds number.
Figure 5.13 shows the results for the law of the wall at certain times




which is consistent with the mentioned order unity in section 5.1. As
can be seen for the curve 1 t∗ODT, the sudden increase of the pressure
gradient results in a decrease of the logarithmic region. This is rea-
sonable due to the lag of information transport to the wall, wherefore
within the viscous region the wall shear stress increases faster than
the flow is accelerated at the centerline resulting in a decrease of u+
in the center region not directly coupled to the wall. This effect is also
seen by He and Seddighi [32] but to a greater degree. Up to 20 t∗ODT
the deviation from the ideal law of the wall vanishes and the flow
shows profiles comparable to the law of the wall profiles for differ-
ent Reynolds numbers. The same behavior can be seen for all profiles
up to the final fully developed profile. This contradicts the results
from He and Seddighi who have identified three different stages of
development of the channel flow with increasing Reynolds number.
In contrast to the DNS, ODT doesn’t have the capability to simulate 3D
structure present in the transient channel flow.
This shows that ODT does not capture all effects present in the tran-
sient channel flow, which isn’t surprising due to the fact that He and
Seddighi identified similar behavior as found in the transition of a
channel from a laminar to a turbulent flow, which cannot be cap-
tured by ODT. For ODT a much better comparison case would be the
transition at higher Reynolds numbers where the flow is fully turbu-
lent without similarities to a laminar flow as is the case for Reτ = 180
which is not the common range of application of ODT.
Nevertheless, it is noticeable that ODT gives a transition time within a
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factor of 7.
A more realistic case is the channel flow with a fluctuating pressure
gradient. In contrast to the He and Seddighi case, in which the pres-
sure gradient increases by a factor of 5.2, for the following case the
pressure gradient has a continuous change with an amplitude of max-
imal A = 0.3 resulting in a change of the friction Reynolds number in
the range [0.87 ·Reτ; 1.2 ·Reτ].
Figures 5.14 and 5.15 show the PDFs of τW for a cycle time of T = 25s
and T = 400s, respectively. It can be seen that for increasing pres-
sure gradient, the maximum of the PDF is decreasing and the PDF
itself is broadening. This is reasonable due to the acceleration of the
flow, especially at the wall, and therefore an increase of the probabil-
ity of higher τW . For decreasing pressure gradient, the PDF is getting
narrower and the maximum is increasing, which is the result of the
deceleration of the flow, resulting in a higher probability of small flow
gradients at the wall. Furthermore, it can be seen that for higher cycle
durations, this effect is stronger due to a better capability of the flow
to react to the change of the pressure gradient.
The described effects are also seen in the figures 5.16. For a cycle du-
ration of T = 25s, the mean PDF of the simulation is the same as that
of the channel flow without oscillation, resulting in no effect on the
mean properties of the PDF. In contrast, the mean PDF of the higher
cycle duration simulation shows a significant difference. The most
probable values (0.75 6 τW 6 1.25) are decreased while the lower val-
ues (0.4 6 τW 6 0.75) become more probable. There is also a slight
increase for values higher than τW = 1.25. This indicates that the RMS
value of τW is increasing while the mean value remains constant.
The comparison of the two illustrations of the PDFs for different peri-
ods within the simulation shows that, while for T = 400s the extrema
of the sinusoidal response are represented by the PDF of the corre-
sponding periods, the PDFs of T = 25s are not sorted in the same
manner. This suggests a time shift in the sinusoidal response of the
PDF of τW .
The time shifts are summarized in table 5.4. As already estimated
Table 5.4: Time shift of sine function response of the τW statistic for an os-
cillating pressure gradient
T in [s] 6.25 12.5 25 50 100 200 400 800 1600
20 ∆tT 3.9 3.75 3.4 2.45 1.45 0.6 0.05 −0.15 −0.3
from the PDF for T = 400s, the shift is nearly zero. Meaning that the
flow has enough time to react to the oscillation of the pressure gradi-
ent. Due to this fact, the bounding PDFs of T = 400s within figure 5.16
are the boundaries for modification of the PDFs due to an oscillating
pressure. This is supported by the simulations with T = 800s and
T = 1600s, which give the same results, and can be explained by
the results for the PDF of τW for different friction Reynolds numbers
shown in figure 5.12. If the cycle duration is further increased, the
flow has more time to react to a change of the pressure gradient. This

































































Figure 5.15: 3D-PDF plot of τW for T = 400s within a channel flow with Reτ = 1280.
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Figure 5.16: PDF of τW for T = 25s and T = 400s. The mean PDF and the PDF of the channel flow are
shifted by ∆τW = 0.5. The peaks in the τW,ch profile of the upper figure are artifacts
of a too short measuring time for the channel flow, resulting in too much sensitivity to
the starting profile.
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Figure 5.17: Time dependency of τW and τW,RMS for T = 25s and T = 400s. Also included is a sine
function to illustrate the time shift of the response of τW to the oscillating pressure.
results first in a similar behavior as for T = 400s, and later on in an
equivalent effect as for increasing or decreasing the friction Reynolds
number. The negative time shift presented in table 5.4 for T = 800s
and T = 1600s is an effect of the chosen measuring period length. For
an increased number of measuring periods per cycle duration, this
shift tends to zero.
Within figure 5.17, the mean and the RMS value of the wall shear fric-
tion are shown. Additionally, a fitted sine curve to show the time
shift is also included. For both of the values shown, two methods
for the calculation are compared. First, the mean wall shear stress
is calculated via derivative of the mean flow at the wall, where the
mean flow profile is calculated as the time average over the period
and an ensemble average over the realizations. The second calcula-
tion method is based on the PDF of τW gathered during each period
and over all realizations. It can be seen that both methods show the
same results as expected.
The RMS values are also calculated (i) by the mean flow following the
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definition in equation (3.6) and (ii) from the PDF. In contrast to the
mean value of τW , the RMS values show a difference between the two
calculation methods. This difference is also seen for a pure channel
flow simulation. It could be the result of the calculation of τW,RMS
following equation (3.6), because the calculation is done for the near-
est point to the wall rather than as the limit value at the wall. One
interesting fact is that for higher cycle durations the difference is de-
creasing in regions where the flow is slowed down by a decrease of
the forcing pressure gradient.
A variation of the magnitude at T = 100s shows similar modifications
of the PDF as given by an increase of the cycle duration. This is shown
in figure 5.18 for three different magnitudes A ∈ (0.1; 0.2; 0.3). In
contrast to the variation of the cycle duration it is not bounded by
the PDFs given by figure 5.16 for T = 400s. Furthermore, the time
shift stays constant and only the magnitude of the oscillation of τW
is increased as expected. This provides the opportunity to replace a
simulation with a specific cycle duration by another one with a dif-
ferent T and an adjusted magnitude of the fluctuation as indicated by
the cases with (i) T = 25s and A = 0.2 and (ii) T = 100s and A = 0.1.
5.5 heated channel flow with a large variation of prandtl
number
Up to now, only results with a focus on the velocity and the turbu-
lence within the flow of the channel are presented. But this is only
one part of the industrially interesting channel flow. Another one is
the behavior of a passive scalar within a turbulent flow, i. e. the tem-
perature for heat absorption at the wall or an impurity for separation.
Even if the temperature directly influences the density and the viscos-
ity of the flow, it is often treated as a passive scalar. Therefore, this
section concludes the results for the behavior of a passive scalar. The
performed simulations are summarized in table 5.3.
Figure 5.19 shows the results of the simulations varying the Reynolds
number and keeping the Prandtl number constant at Pr = 0.71. As
was expected from the results of the channel flow for high Reτ from
section 5.2, the mean velocity profile is reproduced with deviations at
the outer buffer layer. As good as the velocity profiles are, the mean
temperature profiles show a deviation in the slope of the logarithmic
region.
To study the dependency of the slope of the logarithmic region on the
forcing term of the passive scalar and the parameter α, five additional
cases are done as summarized in table 5.5. The results are shown in
figure 5.20. As expected, case F shows the same results for the u-
velocity and the passive scalar T , due to identical simulation. Cases
C and D show the effect of changing (i) the right hand side function
of T and (ii) the parameter α respectively. For case C the slope of the
logarithmic region of T is increasing, while the profile of u+ stays
constant. This is the result of a non-uniform forcing, which is greater
than unity in the center of the flow and tends to zero at the wall. In
74 channel flow results





































































Figure 5.18: PDF of τW for T = 100s and A ∈ (0.1; 0.2; 0.3). The mean PDF and the PDF of the
channel flow are shifted by ∆τW = 0.5. The profile for A = 0.1 shows nearly the same
results as the one given in figure 5.16 for T = 20s.
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Mean temperature profiles in wall units
T , Pr = 0.710, Reτ = 396
U , Pr = 0.710, Reτ = 396
T , Pr = 0.710, Reτ = 642
U , Pr = 0.710, Reτ = 642
T , Pr = 0.710, Reτ = 1025
U , Pr = 0.710, Reτ = 1025
T , DNS Kawamura Pr = 0.71
U , DNS Kawamura Pr = 0.71
Figure 5.19: Law of the wall of a passive scalar with Pr = 0.71 compared to DNS results by Kawa-
mura et al. [42]. The velocity profiles are shifted by +5. For better comparison, the
cases for Reτ = 395 and 640 are also shifted by +2 and +1, respectively.
Table 5.5: Setup for additional simulations with a passive scalar. The first case A is the same as
mentioned in table 5.3. The additional cases are mentioned below the line. Forcing de-
scribes whether the right hand side term of the passive scalar equation is as described by
Kawamura et al. [42], or whether it is equal to the pressure gradient within the momen-
tum equation. α is the ODT parameter describing the redistribution of energy among the
velocity components.
Case Reτ Pr Forcing α
A 1280 1.0 u/uB
2/3
B 1280 1.0 u/uB
1/3
C 1280 1.0 u/uB 0
D 1280 1.0 1 2/3
E 1280 1.0 1 1/3
F 1280 1.0 1 0



























Mean profiles in wall units, Reτ = 1280, Pr = 1
T: F = 1, α = 0
u: F = 1, α = 0
T: F = 1, α = 0.3
u: F = 1, α = 0.3
T: F = 1, α = 0.6
u: F = 1, α = 0.6
T: F = u/uB, α = 0
u: F = u/uB, α = 0
T: F = u/uB, α = 0.3
u: F = u/uB, α = 0.3
T: F = u/uB, α = 0.6
u: F = u/uB, α = 0.6





















Figure 5.20: The upper figure shows the logarithmic region of the ODT profile for the velocity and
the passive scalar. The curves for the velocity are shifted by 2.5. The lower figure shows
the influence of α on the budget terms of TKE. The thick lines are calculated with α = 0
and the thin lines with α = 2/3.
case D the slope of the logarithmic region of u is increasing, while
the one of T+ is decreasing. In this case, the redistribution of kinetic
energy due to the kernel addition has the same effect as reducing the
ODT parameter C, resulting in fewer accepted eddies, a reduction of
turbulent and viscous transport and the decreasing of the slope of T+.
The budget reduction is also seen in the figure showing the budgets,
where both transport budgets show a reduction for y+ > 5. On the
other hand, the energy redistribution generates turbulence in the ve-
locity components v and w resulting in an increase of the dissipation,
especially near the wall for y+ < 15. Taking into account that the DNS
results from Kawamura et al. [42] for Reτ = 395 and Pr = 1 show
nearly the same results for the law of the wall for the equivalent of
case A, the conclusion for ODT with α = 2/3 has to be that the kernel
addition overestimates the redistribution among the velocity compo-
nents. Therefore, this case contradicts the common use of α = 2/3 for
the channel flow, which was an outcome from the analyze of the ho-
mogeneous turbulence. Due to the fact that any value of α within its
range of [0; 1] follows the idea of tendency to isotropy, a different value
would give better results for at least the passive scalar simulation re-
sulting in a further adaption of the parameters C and Z. Furthermore,
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Mean temperature profiles in wall units
T , Pr = 0.710, Reτ = 396
U , Pr = 0.710, Reτ = 396
T , Pr = 0.710, Reτ = 642
U , Pr = 0.710, Reτ = 642
T , Pr = 0.710, Reτ = 1026
U , Pr = 0.710, Reτ = 1026
T , DNS Kawamura Pr = 0.71
U , DNS Kawamura Pr = 0.71
Figure 5.21: Law of the wall of a passive scalar with Pr = 0.71 compared to DNS results by Kawa-
mura et al. [42]. The velocity profiles are shifted by +5. For better comparison, the
cases for Reτ = 395 and 640 are also shifted by +2 and +1, respectively.


























Mean temperature profiles in wall units for Reτ = 395
U , Pr = 0.025
T , Pr = 0.025
T , Pr = 0.710
T , Pr = 1
T , Pr = 10
U , DNS Kawamura
T , DNS Kawamura
Figure 5.22: Passive scalar law of the wall for different Prandtl numbers. All ODT velocity profiles
are identical, wherefore the profile is only shown for Pr = 0.025. The velocity profile
is also shifted by +10. The black dashed lines show the corresponding DNS results.
this case shows that the factor α has a major influence on the results,
which is also highlighted by the results of Kerstein et al. [48], who
have got best results with α = 1 for the free shear flow and the wake
simulation instead of α = 2/3 from the studies of the homogeneous
turbulence.
Figure 5.21 shows the same cases as within figure 5.19 with adjusted
parameters using C = 5.5, Z = 350, and α = 1/6. As can be seen the
profiles for the mean velocity and the temperature are reproduced.
The parameters are adjusted to give a good over all comparison for
Reτ = 395 and Pr = 1.
A comparison of the passive scalar simulations for different Prandtl
numbers is shown in figure 5.22. As already presented by Schwert-
firm and Manhart [87] and Kawamura et al. [42] the profiles are in-
creasing as expected. A comparison to DNS results from Kawamura
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RMS temperature profiles in wall units for Reτ = 395
URMS, Pr = 0.025
TRMS, Pr = 0.025
TRMS, Pr = 0.710
TRMS, Pr = 1
TRMS, Pr = 10
URMS, DNS Kawamura
TRMS, DNS Kawamura
Figure 5.23: Mean fluctuation of a passive scalar for different Prandtl numbers. All ODT velocity
profiles are identical, wherefore the profile is only shown for Pr = 0.025. The RMS
velocity profile is also shifted by +5. The black dashed lines show the corresponding
DNS results.
for Reτ = 395 shows a very good agreement for the viscous layer
for all Prandtl numbers. Also the logarithmic layer is reproduced for
lower Prandtl numbers up to Pr = 1. Cases with higher Prandtl num-
bers show also the same slope within the logarithmic layer. The shift
is a result from the ODT mechanism itself. Similar to the double-hill
uncertainty shown within the RMS curves for the velocity fluctuations
(compare figure 5.2 upper left), this shift is a ODT specific result not
found in DNS.
The double-hill structure is in the range 9 6 y+ 6 25. Taking into ac-
count that ODT is not capable to simulate this region accurately, ODT
generates reasonable good results for the mean profiles within the
range of DNS comparable cases.
These good agreement is also seen in the results for the RMS velocity
and temperature fields shown in figure 5.23. For the velocity fluctu-
ations the known underestimation within the range 7 6 y+ 6 50 is
seen. In contrast to the previous results for high Reτ simulations, the
fluctuation profile for y+ > 50 shows a better agreement to the DNS
results. Even if the profile is improved ODT has not the capability to
reproduce the outer hill seen for higher Reynolds numbers. Due to
the fact that this improvement is caused by a change of α, the lateral
and wall normal fluctuation velocities are reduced and show worse
results. Nevertheless, within a channel flow the turbulent kinetic en-
ergy is mostly effected by the streamwise velocity fluctuations where-
fore this component is most important.
As the velocity fluctuations, also the temperature fluctuations show
a good agreement for all Prandtl numbers, while the same under-
estimations are seen. Comparing the temperature fluctuation profile
with the velocity fluctuations, it can be seen that the double-hill struc-
ture of ODT is moved towards the wall for higher Prandtl numbers.
This is reasonable due to the fact that in ODT eddies are tested and
accepted everywhere, especially at the wall. Therefore, the same be-
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havior as for the velocity fluctuations is also seen for the tempera-
ture. Within the velocity field, fluctuations due to an accepted eddy,
which is totally within the viscous layer, they are more or less in-
stantly diffused, while the imprint within the temperature field is
still present due to the lower diffusion coefficient. This leads to the
same double-hill structure as within the velocity field, as described
by Lignell et al. [56], but for smaller wall distances. The same logic
but the other way round could be done for lower Prandtl numbers
also showing the double-hill structure.
Figure 5.24 shows the budget terms of the equation for scalar vari-
ance T ′2, which can be derived in a equivalent way as shown for the






The upper left subfigure shows the results for Pr = 0.025. It can be
seen that the production is the major budget term for y+ > 20 and
is nearly equal to the dissipation, indicating that nearly every fluc-
tuation is instantly dissipated. A slight amount of scalar variance is
moved towards the wall by viscous transport resulting in a balance
of viscous transport and dissipation.
Starting from Pr = 0.2 the dissipation shows the ODT typical shape
with a minimum at about y+ = 10. This local minimum is moving to-
wards the wall for increasing Prandtl number. Also the other budgets
show the known shape except from the turbulent and viscous trans-
port which are negative for 12.5 < y+ < 100 and 7.5 < y+ < 50, re-
spectively, and zero afterwards. This shows that for low Prandtl num-
bers the transport moves the scalar variance only towards the wall. A
full discussion of all budgets of the TKE is given by Kerstein [46] or
Schulz et al. [5].
The subplot for Pr = 0.71 first shows positive regions for the trans-
port budgets not attached to the wall resulting in a move of T ′2 away
from the production area, both to the wall and towards the centerline.
Additionally, the advective transport is coming up to be the major
counterpart to the production within the buffer layer. This trend is
increased for higher Prandtl numbers. Again, the dissipation is equal
to the production for y+ > 50 showing that all scalar variance is dis-
sipated at the same position without any movement.
As described by Schwertfirm and Manhart [87] and reproduced by
ODT the turbulent advection becomes more important than the pro-
duction, first for the region4 20 < y+ < 30 and later on for the
whole flow except the wall attached region up to about the middle
of the buffer layer. This shows that for high Prandtl numbers there
is no production of T ′2 in that region and scalar energy is only trans-
ported there by turbulent movement. In the range of the presented
simulations the passive scalar has a constant value of fluctuations for
y+ > 60.
As the results for the high Reynolds number simulations of the pure
channel flow show, it is in principle possible for ODT to simulate such
high Reτ cases. Also the Prandtl number can be increased to high val-
4 This starting point is also seen in the DNS so that ODT can reproduce this effect in a
meaningful way.
80 channel flow results
























































































































Figure 5.24: Comparison of T ′2 budgets for different Prandtl numbers with Reτ = 1280. p is the
production, ta the turbulent advection, d the dissipation, tv the viscous transport and
bal the balance of budgets. Additionally the combined effect of tv and d is given
showing the typical two-hill structure of ODT except for Pr = 0.025.
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Mean temperature profiles in wall units
T , Pr = 0.025
T , Pr = 0.200
T , Pr = 0.710
T , Pr = 1
T , Pr = 2
T , Pr = 5
T , Pr = 7
T , Pr = 10
T , Pr = 20
T , Pr = 50
Figure 5.25: Passive scalar law of the wall for different Prandtl numbers. The black dashed lines
show (i) the linear layer T+ ∼ y+ and (ii) the logarithmic layer T+ = 1κ ln(y
+) +B with
κ = 0.38.
ues. Figure 5.25 shows the results for high Prandtl numbers. As ex-
pected from the results shown in figure 5.22 the profiles are increasing
with increasing Prandtl number. As the dashed lines show the linear
layer is always reproduced. The discrepancy seen for Pr = 50 is an
artifact from the under-resolved statistics grid5. Also the logarithmic
region is well defined by the known approximation giving a constant
κ of 0.38 as for the velocity. The difference in κ to κSM = 0.27 pub-
lished by Schwertfirm and Manhart [87] and κK = 0.43 by Kawamura
et al. [42] is a result of a wrong indication of the logarithmic region
as discussed previously for high Reynolds numbers. Furthermore, it
is non-trivial that ODT shows the same constancy of κ as within the
mentioned publications.
As already mentioned, ODT generates a local maximum for Pr > 1.
The overshot is on the one side bounded by a fixed value of y+ ≈ 20.
The lower bound instead is constantly decreasing broadening the
overshot region. The fact that this region is nearly the same as the
buffer zone, it is a further indication that ODT misses some phenom-
ena within this region.
5.6 summary of channel flow results
Within the chapter about the channel flow, several cases are analyzed.
First the pure channel flow was simulated up to very high friction
Reynolds numbers showing that ODT has the capability to reach in-
dustrial interesting regions. Besides the mean flow, the fluctuation
velocity and the budget terms profiles also further statistics are cal-
culated. The PDF of the wall shear stress compares good to results
5 Within aODT there are two different grids. The first one is the adaptive grid as intro-
duced by Lignell et al. [56] for the simulation, while the second one is used for the
statistics calculation to provide a non-changing grid.
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generated by DNS.
A further discussion about the outer peak within the fluctuation ve-
locity profile shows that ODT misses this effect. It is concluded that
the outer peak is generated by medium to large scale turbulence also
modeled within ODT but ODT misses the streamwise and lateral infor-
mation exchange. Summarizing a lot of DNS data, the same parabolic
approximation within the diagnostic plot as presented by Alfredsson
et al. [8] is also presented for the channel flow. Due to different param-
eters of this parabola, the channel flow is identified to be a better test
case for analyzing the structures of the outer peak due to a more sig-
nificant generation of the outer peak for the same friction Reynolds
number compared to TBL.
A further, time developing test case using a fluctuating pressure gra-
dient is presented. It shows on the one hand, that ODT has the capa-
bility to simulate time developing flows, and on the other hand, that
a fluctuation of the pressure gradient periodically changes the PDF of
the wall shear stress but the mean stress keeps the same. This shows
that a modulation of the driving pressure gradient seems to be nei-
ther advantageous nor disadvantageous for the wall shear stress. This
has to be verified by DNS.
Also a for ODT more critical test case presented by He and Seddighi
[32] was tested. It is shown that ODT needs within an order unity fac-
tor the same time to reach the new full developed state. The fact that
the test case was performed at low Reynolds numbers, where struc-
tures comparable to laminar flows are present, is critical for ODT. For
comparison to ODT a similar test case with a sudden increase of the
pressure gradient or a fluctuating pressure gradient at higher Rey-
nolds numbers would be advantageous and would target the range
of application of ODT.
The results for the heated channel simulations show good agreement
to DNS results and have given a better insight into the role of the
parameter α for channel flows. It is shown that α = 1/6 gives better
results than α = 2/3, which has been an outcome from homogeneous
turbulence. For cases with a distinct flow direction as within the chan-
nel flow α = 1/6 should be preferred as long as passive scalars are
simulated. Otherwise, the ODT parameters C and Z can be adjusted
to compensate the differences generated by a different α.
The good agreement of the ODT results are advantageous in two ways.
First, the heat transfer simulation within channels for industrially rel-
evant conditions is possible. Second, due to the implementation of
aODT, it is possible to (i) simulate buoyant active scalars within the
same range of Prandtl and or Schmidt numbers and (ii) to simulate
the channel with a viscosity dependent on scalars such as tempera-
ture.
Concluding, it can be said that ODT is valuable for studies of complex
physics within the channel flow. To overcome the already known and
the newly noticed shortcomes, ODT could be used as a sub grid model
for LES or as a stand-alone 3D implementation. Both methods, LESODT
and ODTLES, are presented by Schmidt et al. [84] and [85], respectively.
6
R E S U LT S F O R T H E L I Q U I D J E T
As described in the introduction, the simulation of a turbulent, two-
phase flow is one of the most complex and challenging problems. The
next section summarizes the setup as well as the results of the simu-
lations for non-breaking and breaking jets.
The non-breaking, rectangular jet case was chosen due to the simplic-
ity of the case. It is an ideal test case to analyze the turbulence at a
free-slip boundary. The results are compared to experiments of Wolf
et al. [95] and are already published by the author [5].
Based on these simulations, the breakup model, as described in sec-
tion 4.3, was used to simulate the first and last breakup. The results
are presented in section 6.3 and are compared to measurements from
Wu et al. [99] and Sallam et al. [79]. Further investigations based on
these developments by Movaghar et al. [4] (including the author) are
discussed in section 6.3.3.
6.1 setup of liquid jet simulations
The liquid jet simulations are setup in a similar way as the simulations
with a fluctuating pressure gradient and the setup is illustrated in fig-
ure 6.1. The simulation starts from a fully developed channel flow
profile of water at standard conditions with a bulk Reynolds number
ReB = 23, 000, a channel height D = 10.2mm and a bulk velocity
uB = 2
m/s. The channel flow is simulated for tchannel = 5 DuB to ensure
an independent flow profile. At this point, the current flow profiles
are saved as new restart profiles for the next realization. After saving,
the boundary conditions of the current realization are changed from
no-slip of the channel flow to a free-slip boundary condition and the
simulation is proceeded. When the realization has finished, the next
simulation starts using the saved channel flow profiles.
For comparison to the measurements by Wolf et al. [95], the axial po-
sition of the temporal jet is calculated using the jet time tJet, which
starts at the outlet of the jet, and the bulk velocity of the jet,
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Figure 6.1: Illustration for the simulation of liquid jets.
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For verification of the free-slip assumption, further simulations with
surrounding gas at standard conditions are done. For these simula-
tions, the boundary condition is not changed, instead the simulation
domain is extended by a factor of three, where the newly generated
domain part is treated as air at standard conditions. The boundary
condition for the surrounding air is chosen to be free-slip. Sampled
eddies containing both phases are prohibited.
The simulations of the breakup are done using surrounding air. In
contrast to the simulation of the non-breaking jet with surrounding
air, two-phase eddies are allowed. In this regard, due to the nature
of the triplet map, each accepted, two-phase eddy generates at least
one droplet. As described in section 4.3 the droplet is erased from the
line after generation. The reason for erasing the droplet is that ODT
lacks a suitable capability to simulate the secondary breakup or the
droplet propagation. Further investigations could address this fact
by coupling existing 3D tools using droplet statistics to simulate the
droplet propagation and to recouple the droplet influence on the gas
phase back to the ODT line.
All simulations for the non-breaking and the breaking liquid jet are
summarized in the tables 6.1 and 6.2.
6.2 results for the non-breaking liquid jet
This section concludes the results of the non-breaking liquid jet sim-
ulations. First a detailed parameter study is presented before the re-
sults as published in [5] are discussed.
6.2.1 Parameter study for the liquid jet
Within this section the influence of the ODT parameters is discussed.
For verification of the ODT results, the turbulence intensity is used
as described in the following section and discussed in section 6.2.3.
As mentioned in section 6.1 the ODT parameters are varied around
C = 12.5 and Z = 50, which give the best fit for the first simulations
compared to the measurements from Wolf et al. [95] as presented in
the paper [5].
Figure 6.2 left shows the influence of the C parameter. As can be
seen, with decreasing C the decay region is shifted farther down-
stream while the overshoot is slightly decreased. This is reasonable
due to the fact that the acceptance probability, which is scaled by C,
decreases. The decay of the overshoot is a result of the dissipation,
which has more time to act on a profile, thus reducing turbulent fluc-
tuations. With increasing C the decay region is shifted upstream and
the slope of the decay region is increased. As this figure shows, the
best comparison is achieved by using C = 10 in case of Z = 50 giving
a match of the measurement results for 9 6 x/D 6 16. Even if this
region is matched, the slope of the decay region is underestimated by
ODT giving a hint that (i) the dissipation is underestimated, (ii) the
production overestimated, or (iii) the turbulent advection is wrong in
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Table 6.1: Setup of non-breaking liquid jet simulations. All simulations are done using 5000 re-
alizations. For the simulation with the surrounding air the ODT line is extended by a
factor of three and two-phase eddies are prohibited. The boundary condition of the air
is free-slip.The simulation number 6 is the standard case and is the same for all studies.
No. C Z ReB comments
1 1.0 50 23, 000
2 2.5 50 23, 000
3 5.0 50 23, 000
4 7.5 50 23, 000
5 10.0 50 23, 000
6 12.5 50 23, 000
7 15.0 50 23, 000
8 17.5 50 23, 000
9 12.5 1 23, 000
10 12.5 2 23, 000
11 12.5 5 23, 000
12 12.5 10 23, 000
12.5 50 23, 000 same as No. 6
13 12.5 100 23, 000
14 12.5 250 23, 000
15 12.5 400 23, 000
16 12.5 50 11, 500
17 12.5 50 17, 250
12.5 50 23, 000 same as No. 6
18 12.5 50 34, 500
19 12.5 50 46, 000
20 12.5 50 57, 500
21 12.5 50 69, 000
22 12.5 50 23, 000 surrounding air
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Table 6.2: Setup of breaking liquid jet simulations. The channel flow part was simulated using
C = 6.73 and Z = 288. For the jet part C = 12.5 and Z = 50 are used. The jet was
surrounded by air at standard conditions. The channel flow was simulated for t∗ = 0.4s
and the jet for tC = 2.04s, corresponding to x
∗
/D = 7.84 and xC/D = 400. The simulations
are averaged over 1000 realizations.
ReB 11, 500 17, 250 23, 000 34, 500 46, 000
2.5 · 103
5.0 · 103




1.6 · 105 1.6 · 105 1.6 · 105 1.6 · 105 1.6 · 105
3.2 · 105
6.4 · 105
We 1.28 · 106






















Streamwise turbulence intensity profiles
ODT C = 1.0
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ODT C = 10.0
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Streamwise turbulence intensity profiles
ODT Z = 1
ODT Z = 2
ODT Z = 5
ODT Z = 10
ODT Z = 50
ODT Z = 100
ODT Z = 250
ODT Z = 400
Wolf ReB = 23000
Figure 6.2: Parameter study for liquid jet simulations. Within the left figure the ODT parameter C
has been changed, while Z is constant at 50. In the right figure the parameter Z was
varied with constant C = 12.5.
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the centerline region. Within this region the turbulence intensity is
decaying exponentially wherefore it is linear within this double log-
arithmic presentation. Within the following this region is named the
‘linear decaying’ region.
In the right figure the variation of Z is shown. For decreasing Z the
profiles converge toward a lower bound represented by the curves for
Z = {1, 2, 5}. Also the curve for Z = 10 shows nearly the same results
with slight deviations to higher values. This shows that for Z 6 10
all relevant eddies are accepted and the results become independent
from Z for the choice of C = 12.5. Furthermore, with decreasing Z the
slope of the decay region is increased. Even if the slope is increased,
the measured slope by Wolf [95] is not matched. This could be a re-
sult of the missing 3D interaction represented by the underestimation
of the fluctuation velocities typically present in ODT simulations. As
this results show, the best match is given by using Z = 250 in case of
C = 12.5. This parameter set gives a match of the measurements for
9.5 6 x/D 6 14.
These two studies show that the optimization of the parameters is not
trivial. Due to the fact that both parameters influence (i) the slope of
the decay region and (ii) the spatial position, it is possible to represent
the jet for each choice of C or Z. Furthermore, this shows that there
if a functional correlation between both parameters. Figure 6.3 shows
three different pairs of parameters all matching the measurements in
the range 9 6 x/D 6 15with slight differences in the slope of the decay
region simulated by ODT. While the parameter pair {C;Z} = {7.5; 5}
has the steepest slope in the decay region, the case with {12.5; 250}
also matches the the profile for 2yD = 0.6. Nevertheless, all simula-
tions show a much too flat decay region.
As the variations of C and Z show, it is possible to generate steeper
slopes by increasing C and decreasing Z. Therefore, it could be pos-
sible to match the slope of the decay region. This case would show
a too early decay giving a hint that there are systematic differences
between the ODT case and experiments. One possible difference is
the sudden change of the pressure gradient where a gradual change
could be more realistic. Another difference could be the change of
parameters wherefore the turbulence structure is changed at the jet
exit. Further modeling within ODT could target these issues.
Figure 6.4 compares the standard case using C = 12.5, Z = 50, and
free-slip boundary conditions to the one with surrounding air. The
simulation was done to verify the assumption that the interface of a
non-breaking jet can be simulated as a free-slip boundary condition.
As the figure shows, the results are nearly identical. A detailed dis-
cussion of this case is given in section 6.2.5.
Further simulations varying the maximum and the minimum cell size
possible for the adaption process were done and show no recogniz-
able differences.
As this parameter study shows, there is a functional correlation be-
tween C and Z, wherefore the optimal parameter pair depends on the
issue. The further study of the liquid jet is done using {C;Z} = {10; 50}.
Due to the code development, the analyses of the breaking jet is done













Streamwise turbulence intensity profiles
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Streamwise turbulence intensity profiles
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Streamwise turbulence intensity profiles
ODT 2y/D = 0
ODT 2y/D = 0.3
ODT 2y/D = 0.6
Wolf 2y/D = 0
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Wolf 2y/D = 0.6
Figure 6.3: Comparison of the turbulent intensity to measurements at different lateral positions.













Streamwise turbulence intensity profiles
ODT 2y/D = 0.0
ODT 2y/D = 0.3
ODT 2y/D = 0.6
ODT 2y/D = 0.0, air
ODT 2y/D = 0.3, air
ODT 2y/D = 0.6, air
Wolf 2y/D = 0.0
Wolf 2y/D = 0.3
Wolf 2y/D = 0.6
Figure 6.4: The figure shows a comparison of the standard jet simulation No. 6 compared to a
simulation with surrounding gas.
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Streamwise velocity profiles u
Mansour x/D = 0.3
Mansour x/D = 3
Mansour x/D = 6
Mansour x/D = 10
Mansour x/D = 20
Figure 6.5: Left: Streamwise mean velocity profiles of the rectangular liquid jet. Right: Stream-
wise mean velocity profiles of the cylindrical liquid jet measured by Mansour and
Chigier [61]
using the parameters {12.5; 50} as presented in a paper published by
the author [5].
6.2.2 Mean and fluctuation velocity profiles
While analyzing a new flow case, the most important profiles are the
mean and the fluctuation velocity profiles. Therefore, these profiles
are compared first at specific locations x/D = {0, 5, 10, 15, 20} (com-
pare figure 6.1) downstream of the jet exit, where the origin is located
at the centerline of the jet exit. Even if these profiles are the most im-
portant, the ODT parameters are not chosen to best fit these profiles,
instead are matched to reproduce the ‘linear decay’ region of the tur-
bulence intensity at the centerline as explained in the next section.
Figure 6.5 left shows the normalized results for different mean flow
profiles of the jet simulation using C = 10 and Z = 50 for the jet part.
The foregoing channel is simulated with C = 7 and Z = 400. The pa-
rameters for the channel flow are chosen to reproduce a good overall
fit of the mean flow profile instead of a fit of the logarithmic region as
described in section 5.2.1. The profiles are normalized with the mean
flow velocity at the centerline at the same downstream position.
As can be seen, the profile at the jet exit, which is the same as the
mean channel flow profile, reproduces the results measured by Hus-
sain and Reynolds [35] and Wolf et al. [95]. The best fit is produced
for the profiles at x/D = 10 and 15. The discrepancy in the profile at
x/D = 5 can be explained by the missing 3D motion of ODT at the
exit, where the sudden change from a no-slip boundary condition to
a free stream causes 3D motions. The profile at x/D = 20 is flatter than
simulated by ODT. This shortcoming of ODT was already discussed by
Gonzalez-Juez et al. [31] showing that ODT underestimates the turbu-
lent transport in the streamwise and cross-streamwise directions at
the free surface resulting in a much slower equalization of the mean
flow. They have also shown that ODTLES can improve this by simulat-
ing the missed physical transports.
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Figure 6.6: Streamwise fluctuation velocity profiles of the planar liquid jet.
This is also supported by the measurements from Mansour and Chi-
gier [61] for a round liquid jet. Their results for the mean velocity
profiles are shown in figure 6.5 right. As can be seen, the profiles for
x/D = {3, 6, 10} show a plateau for 0.55 6 2yD 6 0.9. This reflects the
high amount of turbulence at the surface generating the equalization
at the surface. Farther downstream, this plateau acts on the centerline
region producing the tendency to a flat profile.
Figure 6.6 shows the results for the fluctuation velocity. The profile at
the jet outlet reflects the underestimation of the fluctuation velocity
typical for ODT channel flow simulations. While the measurements
show for the normalized values a streamwise constancy of the RMS
velocity for the centerline region (2yD 6 0.4) and a decay to a plateau
for the outer region (2yD > 0.6) up to x/D = 5, the ODT results show
a decay in nearly the whole profile. The increase at the centerline is
a result of increasing C and decreasing Z which increases the overall
acceptance probability and reduces the energy threshold of an eddy
wherefore more eddies are accepted.
Farther downstream, the RMS velocity profiles show a decay constant
for the whole profile. The measurements instead show that the region
of the plateau is decreasing more rapidly and spreading towards the
centerline while within the inner region only a slight decay is seen
from x/D = 5 to 10. Afterwards, similar to the ODT results, a constant
decay is also seen for the measurements.
These results reflect the structure of ODT not capturing systematic dif-
ferences in the turbulence structure near the wall or a free surface and
the turbulence near the centerline. Nevertheless, ODT provides the op-
portunity to reach flow conditions incalculable by other techniques or
costly so that no parameter studies are feasible.













Streamwise turbulence intensity profiles
ODT 2y/D = 0
ODT 2y/D = 0.3
ODT 2y/D = 0.6
Wolf 2y/D = 0
Wolf 2y/D = 0.3













Streamwise turbulence intensity profiles
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Figure 6.7: Streamwise turbulence intensity of a rectangular liquid jet compared to measurements
from Wolf et al. [95]. Left: Turbulence intensity for ReB = 23, 000 and different lateral
positions. Right: Turbulence intensity at the centerline for different Reynolds numbers
ranging from ReB = 11, 500 to 69, 000.
6.2.3 Turbulence decay of a liquid jet
As described in the previous section, the mean flow profiles and the
profiles of the RMS velocity are the most important profiles to com-
pare simulations to measurements. In the specific case of ODT, which
has reasonable discrepancies in modeling the 3D effects at the outlet
and the turbulence structure at the free surface, the behavior at the
centerline is least affected by these two effects. Therefore, the ODT pa-
rameters should be chosen to best fit the turbulence intensity decay
at the centerline.
Figure 6.7 left shows the turbulence intensity u˜ at the centerline for
the jet simulation with a bulk Reynolds number ReB = D·uBν =
23, 000, where the turbulence intensity is calculated as u˜ = uRMSu . As
already shown within the parameter discussion (section 6.2.1) none
of the tested parameter pairs reproduces the ‘linearly decaying’ region
starting at x/D = 15. Even the tested simulations using the lowest Z
value and the highest C value have not reached the same slope as the
measurements. Therefore the case showing the best comparison was
chosen.
As already expected from the fluctuation velocity profiles, the mea-
surements show a faster decay. One reason could be that ODT un-
derestimates the dissipation. Another one could be that the droplet
generation, which is present within the experiments and is neglected
by this jet simulation, extracts great amounts of TKE from the jet - es-
pecially at the start of the jet - wherefore the rest is dissipated more
effectively.
Besides these shortcomings of ODT, it shows also a ‘linearly decaying’
region starting at x/D ≈ 15. The range from 9 6 x/D 6 15 is matched
by the simulation. Also the profile for 2yD compares well. As shown
in figure 6.3 it is possible to match the measurements for 2yD , but the
uncertainties at the boundary within ODT have to be kept in mind.
The ODT results for 2yD = 0.3 show a much too early decay and miss
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the constancy of this profile up to x/D = 5. This was already expected
from the fluctuation velocity profiles in figure 6.6 showing that ODT
does not capture the constancy of the RMS profiles for 2yD 6 0.4. The
reason for this behavior could be the sudden change of the ODT pa-
rameters C and Z at the jet exit. This results in the acceptance of
more eddies wherefore (i) more energy is shifted from the uRMS ve-
locity towards the other ones reducing the amount of uRMS and (ii)
the dissipation is increased due to more fluctuations caused by these
additional eddies. A second reason could be the sudden vanishing
of the pressure gradient wherefore the source term driving the flow
within the channel vanishes. A more realistic behavior in this man-
ner could be established by gradually adapting these parameters, but
needs additional assumptions and modeling, wherefore it has not
been attempted.
Figure 6.7 right shows the results for different bulk Reynolds num-
bers ranging from ReB = 11, 500 to ReB = 69, 000. As can be seen,
the slope of the decay region is constant for all Reynolds numbers.
Similar to the measurements from Wolf et al., the decay regions them-
selves are shifted farther downstream with a lower shift distance
than given by the measurements. Furthermore, the overshoot region
within ODT also stays constant, while the measurements show an in-
crease to similar values as shown by ODT.
6.2.4 Budget terms within the liquid jet
This section summarizes the results for the TKE budgets of the liq-
uid jet. Figure 6.8 shows the budgets for different streamwise posi-
tions x/D ∈ {5, 10, 15, 20, 30, 40} (upper left to lower right). The bud-
gets are normalized by the bulk TKE qB divided by the jet time tJet,




u′2 + v′2 +w′2
)
. The choice of the mean TKE for normalization is
based on the fact that the TKE within the jet is decaying exponentially
wherefore also the budgets have to decay in the same manner. The
choice of the jet time is empirically giving mostly constant budget
shapes within the ‘linearly decaying’ region for x/D > 15.
As can be seen, the production and the dissipation are the major bud-
get terms within the jet. The production can be approximated by two
lines, where the first one starts at the boundary up to the top of the
triangle - the boundary line - and the second decreases to zero at
the centerline - the center line. Up to xD = 15 this triangle top is in-
creasing and moves slightly towards the centerline while the slope of
the boundary line is nearly constant. This corresponds to the range
where the turbulence intensity has not reached the ‘linearly decaying’
part. Afterwards the shapes of the budgets stay constant except for
the boundary line, which is slightly moving forward towards the cen-
terline. The dissipation shows a similar tendency balancing the pro-
duction.
While the viscous transport is nearly zero except in a thin boundary
layer, the advective transport shows an increasing trend giving a loss
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Figure 6.8: The figures show the TKE budgets within the liquid jet simulation for different stream-
wise positions xD ∈ {5, 10, 15, 20, 30, 40} (upper left to lower right in reading order). The
budgets are normalized with the bulk TKE qB divided by the time since the outlet of
the jet tJet.
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Figure 6.9: Simulation results for a liquid jet with surrounding air compared to previous jet sim-
ulations with a free-slip boundary condition. the left figure shows the mean velocity
normalized by the current centerline velocity. The right figure shows the fluctuation
velocity normalized in the same way as the mean flow. The black dashed lines with
markers show the corresponding data of the simulation with the surrounding gas. The
thin black vertical line illustrates the jet surface or the boundary.
for y+ 6 300 and a gain elsewhere. First, up to xD = 10, the slope of
this trend is increasing and afterwards levels off, showing a steady
advective transport of TKE towards the centerline.
Collectively the budgets show an overall loss of TKE. This loss is con-
tinuously slightly increasing. As expected from the trend of the tur-
bulence intensity decay in figure 6.7, the loss is nearly constant.
6.2.5 Influence of the surrounding gas
As already shown in the parameter study, the case using the sur-
rounding gas shows the same results for the turbulence intensity as
the standard case with free-slip boundary conditions. This section
compares also the mean and the fluctuation velocity profiles.
From the theory of section 4.3 the gradient within the liquid phase
has to be µl/µg times less than the one in the gas phase, which results
in a factor of 52 for a water jet in still air at standard conditions. Espe-
cially at the beginning of the jet, where the gradient in the gas phase
is very steep, the deviation from the free-slip boundary condition is
great.
Taking into account that ODT lacks the capability to simulate the 3D
effects at the outlet, the error caused by the inaccurate boundary con-
dition can be neglected. On the other hand, a free liquid jet in still
air generates a coflow not considered in these simulations, which re-
duces the velocity gradient in the gas phase, mitigating the inconsis-
tency of the free-slip boundary condition.
Figure 6.9 shows the mean and the fluctuation velocity profiles com-
pared to the standard case. As can be seen, the velocity gradients at
the surface show a discontinuity as expected. Furthermore, the veloc-
ity profiles show a slight deviation at the boundary for x/D > 5. The
surrounding gas shows slightly lower velocities which result from the
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inertia of the surrounding gas. Therefore the gas has to be accelerated
wherefore kinetic energy is diffused from the liquid to the gas reduc-
ing the velocity of the liquid. Within the case of a free-slip boundary
this effect is neglected wherefore the velocity has to be higher.
This raises another possibility for the difference within the velocity
profiles compared to measurements. Within an experiment the jet gen-
erates a coflow, which has approximately the same velocity as the jet.
Therefore the decelerating effect of the gas is not present instead an
opposite effect is expected.
In contrast to the mean velocity profiles, the fluctuation velocity pro-
files show no deviation between both cases.
This comparison shows that the assumption of a free-slip boundary
condition is a good approximation for a non-breaking jet.
6.3 turbulent breakup of a free liquid jet
Besides the mean flow structure and the turbulence within the free
liquid jet, the breakup mechanisms are of major interest. Due to the
complexity of tracking the accurate surface position and the 3D flow
properties at the interface, it is extremely challenging to do full DNSs
of the liquid jet even at low Reynolds numbers. Therefore, most com-
mercial codes use measured droplet distributions and breakup sce-
narios to emulate correct structures.
The following sections summarize ODT results for a breaking liquid
jet. As for the non-breaking jet, which could be coupled with a 3D
solver to overcome the uncertainties at the outlet and the free surface
not captured by ODT, the breaking jet simulations are also viewed as
input to a 3D solver using the droplet generation as an input and
feeding the gas flow back to ODT.
Here, to exclude the additional complexity of coupling ODT to a 3D
solver, the simulations are done using the same setup as for the non-
breaking liquid jet with surrounding gas as presented in the previ-
ous section with the opportunity to accept two-phase eddies. As de-
scribed in section 4.3, each accepted eddy is generating one droplet,
as long as the eddy region does contain only one of the two phase
boundaries of the remaining jet. Otherwise it would generate three
compressed copies of the original jet.
In the case of generating one droplet, the droplet itself is erased from
the line, as described in section 4.3, because ODT does not provide
a suitable capability to track the droplet. The remaining jet is there-
fore reduced by the droplet size. This treatment causes additional
uncertainties - such as the acceleration effect of the gas phase due to
the droplets - in addition to the ones already mentioned for the non-
breaking liquid jet. If an eddy contains both phase boundary points
and therefore would generate three compressed copies of the jet, the
simulation is stopped, the statistics of the prior droplets are saved,
and the time is treated to be the time of the jet core breakup. The last
breakup instead terms the last breaking eddy right before the jet core
breakup or the end of the simulation. The initial breakup is the first
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Figure 6.10: Exemplary realization of the breakup simulation. The jet is simulated with ReB =
23, 000 and We = 1.28 · 106. The error bars indicate the streamwise location x/D, the
lateral position y0 and the size l of an eddy. The coloring in the left figure indicates
the mean velocity, where red corresponds to 2ms and blue to 0
m
s . In the right figure the
coloring indicates the the phase, where red corresponds to the liquid and blue to the
surrounding gas.
accepted two-phase eddy.
Keeping the uncertainties in mind, the following sections present the
results provided by ODT. First the initial and last breakup will be dis-
cussed before additional statistics about the droplet size distribution
and the energy of breaking eddies are discussed.
6.3.1 Initial and last breakup
Based on the non-breaking, rectangular, liquid jet the simulation of
the jet breakup is done. The simulations are done without any mod-
eling of further physical effects influencing the breakup. The droplet
regions are replaced by gas phase with a velocity equal to the surface
velocity of the droplet, which is equal on both sides due to the na-
ture of the triplet map. This treatment emulates the gas acceleration
effect of the droplets in a slight way, rather than erasing the droplet
by shifting the cells.
Figure 6.10 shows one exemplary realization of the breaking liquid
jet simulation with a bulk Reynolds number of 23, 000 and a Weber
number We = ρlDu
2
B
σ = 1.28 · 106, where ρl is the density of the liquid
and σ the surface tension. The figure is colored by the mean stream-
wise velocity and the error bars illustrate the time tJet, location y0
and size l of an accepted eddy, where the time of the simulation is
converted to a streamwise location using x = tJetuB. The right figure
shows the corresponding phases, where the liquid is illustrated by
the blue region.
Within the first 10 jet diameters the velocity within the jet is nearly
equalized, which is in agreement to the results of the non-breaking
jet. Furthermore, most liquid eddies - eddies totally within the liquid
phase - are within the same range. On both surfaces, the accelera-
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Figure 6.11: Dependence of initial and last breakup location on the Weber number. The thick lines
indicate the initial breakup, the thin lines the last breakup. The dotted lines indicate
the bandwidth of fluctuations of the breakup location. E. g. the 10% curve indicates
that 10% of the realizations have shown an earlier breakup. The data are simulations
with 1000 realizations.
tion of the gas phase can be seen, especially around x/D = 25 on the
lower side of the jet. The acceleration of the gas phase generates ve-
locity gradients which drives further eddies within the gas phase. At
x/D ≈ 7 lower side and x/D ≈ 33 upper side some exemplary breaking
eddies occur, reducing the remaining core jet. The generated droplets
are erased from the ODT line as explained in the previous section.
For comparison to experiments especially the initial and the jet core
breakup are of major interest, where the initial breakup is the location
of the first droplet. The jet core breakup position is the position where
no remaining jet is present and the jet is fully dispersed. Figure 6.11
shows the ODT statistics of the initial and last breakup position illus-
trated by thick and thin lines, respectively. The solid lines show the
mean, median and most probable breakup location. The great vari-
ability of the breakup position is illustrated by the 10% and 90% lines
showing the distance from the jet exit where at least 10% (or 90%) of
the realizations have already had an initial breakup. This variability is
also illustrated in figure 6.12. The lines for the median and the most
probable breakup position are similar for the initial breakup, while
the mean breakup position shows a later breakup. All curves show
for the initial breakup a decrease up to We ≈ 106 and a constancy
afterwards. This is reasonable due to the fact that with increasing We-
ber number the threshold for a breaking eddy decreases until it is
negligible and every eddy could generate a droplet.
Within the stage of development of ODT used for the breakup analysis,
the simulation of the final breakup was not possible for every Weber
number due to the fact that the Rayleigh breakup mechanism was
not implemented. This missing mechanism provides the possibility
of a jet generating no final breakup due to a too high surface tension
98 results for the liquid jet
Figure 6.12: Droplet size and location of initial breakups for different Weber
numbers. The simulations are done for jets with ReB = 23, 000
and 1000 realizations.
energy needed to generate further droplets and the final breakup.
This possibility increases with reducing Weber number. Even if no fi-
nal breakup is present, the last occurred breakup could be analyzed.
For high Weber numbers the last breakup converges against the fi-
nal breakup. On the other side, for lower Weber numbers within the
range 5 · 103 6 We 6 1.5 · 104 Wu and Faeth [99] have reported a last
and a final breakup, where the final breakup is a Rayleigh breakup.
For higher Weber numbers, the curve for the last breakup converges
against the Rayleigh breakup. For lower Weber numbers, last breakup
converges to the initial breakup. Prior to the lowest Weber number at
which an initial breakup occurs, Wu and Faeth have only measured
the Rayleigh breakup.
Within ODT a similar tendency is seen. For lower Weber numbers the
last breakup converges to the initial breakup. Afterwards it increases
to a maximum. For higher Weber numbers, the last breakup again
decreases until it converges to a constant value. The variability of the
most probable last breakup position will be explained later on.
As already mentioned, figure 6.12 shows the droplet size and the
location of the initial breakup for three different Weber numbers.
The results show a variability of the initial breakup position rang-
ing over about four orders of magnitude. Even if the unlikely ones
are excluded, the variability still ranges over two orders of magni-
tude, which was also shown in the previous figure. Within the mea-
surement results from Wu and Faeth [99], there is no information
about the variability of the initial breakup position. Furthermore it is
not mentioned whether their results show the mean, median or most
probable breakup position. This should be targeted by further inves-
tigations.
On the other side, figure 6.12 shows the droplet size of the break-
ing eddies. It is clearly seen that with increasing Weber number the
droplet size distribution is getting broader. This can be explained by
the reduced threshold energy from surface tension wherefore also
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Figure 6.13: Breakup locations for different Reynolds numbers. The theoret-
ical curves are presented by Wu and Faeth [99]. All simulations
are done with 1000 Realizations.
smaller eddies, which have normally less available kinetic energy to
be removed, have enough energy to overcome this threshold.
Figure 6.13 shows the initial and last breakup results for different jet
Reynolds numbers compared to the theoretical curves from Wu and
Faeth [99]. The initial as well as the last breakup curves show the
same results independent of the Reynolds number. This is consistent
to the measurements from Wu and Faeth who have also noted this in-
dependence. Compared to the theoretical curves, the initial breakup
is one order of magnitude lower than within the experiments.
One reason for this too early breakup could be unphysical large ed-
dies. At the moment the jet simulation starts, all eddy sizes are al-
lowed. Within an experiment at least the gas phase eddies are re-
stricted in size depending on the distance from the jet exit. For ODT
this location corresponds to the time since the start of the jet sim-
ulation. On the other side, within ODT eddies are energetically ac-
cepted or rejected depending on (i) the eddy size and (ii) the turnover
time. The missing of some kind of eddy suppression leads possibly
to the acceptance of eddies with a turnover time larger than the jet
time, which corresponds to eddies larger than possible within an ex-
periment. Including some kind of eddy suppression would shift the
curves to higher values of x/D. The eddy suppression would prohibit
all breaking eddies, which have enough energy to overcome the sur-
face tension, until the turnover time is smaller than the jet time times
a constant parameter.
This would also shift the last breakup upwards, which could possibly
lead to later last breakups than measured within experiments. There-
fore, a modeling of the Rayleigh breakup is needed.
6.3.2 Additional statistics
Within ODT simulations of the breaking jet, further statistics could
be gathered. Figure 6.14 shows the PDFs of the breakup location of
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Figure 6.14: Fraction of droplet size on the corresponding eddy size for the
initial and last breakup for two different Weber numbers. The
lower figure shows the uncertainty of defining the most proba-
ble breakup position for the last breakup.
the initial and the last breakup. Furthermore, the quotient of droplet
size divided by the eddy size of the droplet generating eddy is also
shown. The droplet size is directly coupled to the liquid part within
the eddy range prior to the mapping process. Therefore the droplet
fraction can be calculated from the liquid part prior to the mapping.
This shows that most initial breakups are generated by eddies with a
liquid fraction of 50% or more. Due to the negligible kinetic energy
within the gas phase, it could be said that these eddies are driven by
the turbulence within the jet.
On the other side, the results for the last breakup show two separated
clouds of liquid fractions. One cloud corresponds to the liquid driven
eddies similar to the initial breakup, while the other cloud shows liq-
uid fractions smaller than about 20%. Due to the small liquid fraction,
the needed energy to overcome the surface tension threshold has to
be mainly provided from the gas phase wherefore these eddies could
be treated as aerodynamically driven last breakups.
This theory is supported by the corresponding figure for We = 160, 000,
where the second cloud is shifted to higher x/D values. Due to the in-
creased threshold surface tension energy, first it is not possible for
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Figure 6.15: Fraction of realizations within a simulation showing an initial
and last breakup. The upper figure shows the dependency on
the Weber number, the lower one on the bulk Reynolds number.
Realizations having exact one droplet are considered to have no
last breakup.
the gas phase to provide enough energy to overcome this threshold.
The gas shear has to develop first before large eddies could provide
enough available kinetic energy for a breakup. Therefore, the aerody-
namically driven breakups are shifted to greater values of x/D.
Furthermore, this figure also explains the great fluctuation for the
most probable breakup location within figure 6.11. Within the simu-
lation with We = 160, 000 it is possible to calculate two different most
probable breakup locations, one for the breakups driven by turbu-
lence within the fluid and one for the aerodynamic driven breakups.
Within experiments the breakups at too large distances from the jet
exit are unphysical due to the fact that the remaining jet would have
become unstable and a Rayleigh breakup would have happened. There-
fore, as long as no mechanism modeling the Rayleigh breakup is im-
plemented, the results for the last breakup have to be treated carefully.
Within the ODT simulation, especially for low Weber numbers, not ev-
ery realization has an initial breakup. Some of the realizations that
show an initial breakup then have no further breaking eddy so that
only one droplet is generated by this realization. Figure 6.15 shows
the fraction of realizations generating an initial and a last breakup de-
pending on the Weber number. It can be seen that between 2000 and
10, 000 the probability of a realization showing an initial breakup de-
creases to nearly zero. Even if it is possible to have an initial breakup
for lower Weber numbers it is unlikely below We = 3000. This is
in good agreement with the measurement from Wu and Faeth, who
have found a boundary for initial breakups at about We = 5000.
The lower part of figure 6.15 shows the percentage of realizations
with an initial breakup depending on the Reynolds number at We =
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Turbulent Onset Most Probable
Turbulent Last Most Probable
Rayleigh−Bag/Shear Breakup Most Probable
Figure 6.16: Initial, last, and Rayleigh breakup results of ODT compared to
measurements from Wu and Faeth as presented by Movaghar
et al. [4]. Simulations are done using a large eddy suppression
depending on the jet time tJet.
10, 000. This shows that with increasing Reynolds number the num-
ber of realizations having an initial breakup increases. This and the
fact that for higher Reynolds numbers the gap between initial and
last breakup increases as shown in figure 6.13 suggests a shift of the
lower Weber number bound to lower Weber numbers for increasing
Reynolds number. Within the experiments such a behavior is not re-
ported. Perhaps this behavior is prevented due to including of some
kind of large eddy suppression. Further studies should target this
behavior.
6.3.3 Further investigations
Since the first investigations of the breakup model within ODT, fur-
ther developments are pursued by A. Movaghar at the department of
applied mechanics, Chalmers University of Technology in Sweden, in
cooperation with the author. The further development targeted first
the implementation of a Rayleigh breakup mechanism and a suppres-
sion of unphysical large eddies. The results are summarized by A.
Movaghar et al. [4] and are briefly presented here.
Figure 6.16 shows the simulation results including the Rayleigh break-
up mechanism and a suppression of unphysical large eddies. Here,
“Onset” terms the initial breakup. As can be seen, the large eddy sup-
pression shifts the initial breakup position to higher x/D values, as
it was expected in section 6.3.1. Even if this mechanism acts on the
results, there is still an uncertainty in defining a comparison values -
most probable, mean value, or median value - due to the lack of that
information for the experiments. Also the slope of the last breakup
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curve compares well to the theoretical curve from Wu and Faeth [99].
Illustrated by the thin green lines are the results of the Rayleigh
breakup modeling, which is described in detail by Movaghar et al.
[4]. These lines show a good agreement to the measurements (termed
as “column length”) (i) for the low Weber number Rayleigh breakup
(thick black line), (ii) the moderate Weber number turbulent breakup
theory (thick blue line), and (iii) the high Weber number bag/shear
breakup theory (thick red line) as derived by Sallam et al. [79].
Within section 6.3.1 it is shown that the last breakup results show a
maximum at We ≈ 30, 000. As discussed, due to the implementation
of the suppression of large eddies without including the Rayleigh
breakup model these last breakup lines would shift to larger values
of x/D. This could possibly result in the fact that the ODT results
show a later last breakup than seen in experiments. As the results
from Movaghar et al. show, this maximum is not seen, wherefore the
Rayleigh breakup is needed to limit the x/D value for the last breakup.
Furthermore, this arises the possibility that for higher Weber numbers
not a constant line is seen, instead a slight decrease similar to the pre-
vious results in figure 6.13 could be present. A hint for this assump-
tion is the slight decrease seen by the results from Movaghar et al..
6.4 discussion of liquid jet results
Within this chapter, the ODT results for a liquid jet exiting into still
gas and the breakup results are presented. In section 6.2 a parameter
study is presented showing that for a best fit of the measured tur-
bulence intensity there is a functional correlation between both ODT
parameters. Further studies including the grid restriction parameters
of the grid adaption and the surrounding gas compared to a free-slip
boundary are discussed. While the grid parameters have no influence
on the results showing that the grid is well resolved, a slight differ-
ence between a free-slip boundary condition and a surrounding gas
shows a different behavior at the surface of the jet. Even if ODT has
by construction shortcoming in simulating free-slip boundary con-
ditions, it is shown and discussed in section 6.2.5 that the free-slip
boundary condition is a good approximation.
In sections 6.2.2 and 6.2.4 the mean profiles and the budget terms are
presented. The mean profiles are compared to measurements show-
ing a good agreement for the center part of the flow and differences
at the surface. These differences were already discussed by Gonzalez-
Juez [31] showing that ODTLES improves the simulation of free-slip
surfaces due to capturing 3D interactions. Within the RMS velocity
profiles the differences are also present showing the reason for the
differences in the mean flow profiles. While within the measurements,
the RMS profiles start to decay at the surface and stay constant in the
center region of the flow, ODT shows a nearly constant decay for the
whole jet. Reasons for this discrepancy are discussed and two possi-
ble solutions are presented; (i) smoothing out the sudden change of
the pressure gradient within the flow and (ii) adapting the ODT pa-
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rameters, which are changed between the channel and the jet part of
a realization.
For the budget terms a self similar scaling was found for the stream-
wise locations within the region of ‘linearly decaying’ turbulence in-
tensity. Furthermore, the budget terms support the discussions of the
mean and RMS streamwise velocities. Direct comparisons to measure-
ments or DNS results are not done due to the lack of this information.
As a second part, the initial and last breakup are simulated. In a
first step, the results show differences between the mean, median and
most probable breakup position. Keeping the discrepancies from the
liquid jet simulations in mind, the breakup results show good rep-
resentation of the measurements even if the initial and last breakup
positions are too far upstream. The reasons for this behavior are dis-
cussed. Further developments by A. Movaghar et al. [4] (i) modeling
the Rayleigh breakup and (ii) suppressing unphysically large eddies
show that the suggested modelings improve the results as expected.
Analyses of the breakup position, the droplet size and the ratio be-
tween the droplet and the eddy size have shown two different mech-
anisms for the last breakup. One mechanism is based on turbulent
structures within the fluid, while the other is driven by aerodynamic
turbulence. As expected, these two mechanisms show a dependency
to the Weber number. Due to the fact that this analysis was done prior
to the implementation of the Rayleigh breakup mechanism and the
eddy suppression, this analysis should be repeated.
Based on these first studies, further investigations are valuable. Im-
provements targeting the shortcoming of the jet simulation as basis
for the breakup should have a major focus. Here detailed measure-
ments and comparing DNSs are needed. Nevertheless, due to the good
comparisons between measurements and ODT results for the breakup,
figure 6.16, further parameter studies could be done.
7
S I M U L AT I O N O F T H E S M O K E C L O U D
Up to now, all test cases are focused on a specific flow direction and
are chosen to analyze one specific problem within the flow like the
turbulence within the channel, the influence of the free-slip surface
on the development of a free jet or the influence of the surface ten-
sion on the initial breakup and the column length. Furthermore, all
of these flows are more or less coupled to the standard test case of
ODT, the channel flow.
The following test case, the smoke cloud, has in contrast no determin-
ing flow direction, but instead is focused on buoyancy-driven turbu-
lence like in Rayleigh-Bénard convection [13, 40]. The smoke cloud
case is a model for real clouds where the cloud itself is marked by a
passive scalar, which is unity within the cloud and zero above. This
scalar mainly influences the cooling region and therefore forces a pre-
viously stably stratified flow to become unstable. The unstable strat-
ified flow than generates turbulence by converting potential energy
into kinetic energy. Furthermore, the generated turbulence mixes the
smoke scalar and therefore directly influences cooling of the cloud.
This counterplay between the smoke scalar and the temperature is
the main focus of the following study. A detailed introduction to the
case is given by Bretherton et al. [11]. Compared to a real cloud case,
the smoke cloud excludes additional complexity by not modeling the
humidity of the gas and the cooling and heating produced by evap-
oration and condensation, respectively. These additional phenomena
could be a topic for further investigations of ODT in this area.
The following section describes the setup of the smoke cloud case
within ODT as presented for DNS by Lozar and Mellado [18] and spec-
ifies the parameters of all simulations presented in this thesis. After-
wards, in section 7.2 the results without any further modeling are
presented before the influence of the chosen large eddy suppression
method (LESM) is discussed. Parameter studies are done for the ODT
parameters C and Z as well as the parameter bLESM of the Time-LESM.
In section 7.3 a further modeling approach that introduces the influ-
ence of large scale motions at the top of the cloud not captured by
ODT is presented. The results for the chosen ansatz and the influence
of the additionally introduced parameter are discussed.
7.1 setup of the smoke cloud simulations
Within ODT the smoke cloud case is set up using two additional
scalars fields, the temperature and the smoke, where the tempera-
ture is buoyantly active in regard to the influence of eddy acceptance
and the smoke scalar is passive. The temperature is indirectly active
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due to a coupling to the density of the flow using the Boussinesq
approximation with a reference temperature T0.




Even if the density is non-constant, the ODT formulation for constant
properties is used instead of the one presented by Ashurst and Ker-
stein [9]. This follows the Boussinesq approximation (7.1), where the
variation of the density is only taken into account within the buoy-
ancy term, which is represented in the calculation of the eddy accep-
tance probability (2.22).
The initial profiles for the temperature and the smoke scalar are set





















where z0 is the position of the cloud top, Θ the thickness of the hyper-
bolic tangent profile around z0, θ the upward shift of the temperature
profile, and ∆T = ∆bT0g is the initial temperature difference. Due to
personal communication with A. Lozar, for all simulations the thick-
ness Θ is chosen to be 0.1171875Λ to be consistent with the presented
results by Lozar and Mellado [18] in contrast to their mentioned
Θ = 0.1Λ, where Λ is the optical depth for radiation of the smoke
cloud. The offset is θ = 0.05Λ. Different values for θ ∈ [−0.1; 0.1] are
tested but show, as expected, no influence on the results of the self-
similar region, wherefore their presentation is skipped.
Before starting the simulation, the initial temperature field is modi-
fied by integrating the effect of the cooling by the smoke profile for












Here F0 is the energy exchange of the cloud with the atmosphere, ρ0
the reference density, and cp the heat capacity at constant pressure.
The velocity profiles are initialized by a random fluctuation with Φ =
0 and ΦRMS = 10−12.
Table 7.1 concludes the simulations presented in the following section.
The Z parameter of ODT is set to 10. Further simulations varying Z
from 1 to 100 show no significant differences wherefore the study is
not presented.
Multiple LESMs are tested. The Thirds LESM restricts the acceptance
of an eddy to those eddies, for which each of the three thirds of the
eddy would be an acceptable eddy. The TwoThirds LESM is similar to
the previous one but a bit less restrictive. The method allows also
eddies which have only two of the thirds generating an acceptable
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Table 7.1: Setup of smoke cloud simulations.
No. C LESM bLESM
1 5.0 no LESM —
2 10.0 no LESM —
3 10.0 Thirds —
4 10.0 TwoThirds —
5 10.0 Time 0.1
6 10.0 Time 0.5
7 10.0 Time 1.0
8 10.0 Time 5.0
9 10.0 Time 10.0
10 30.0 Time 1.0
11 50.0 Time 1.0
eddy. The Time LESM does not restrict eddies by their acceptance, but
instead restricts the eddies based on their turnover time τ calculated
individually for each eddy based on the current flow state. An eddy
is rejected if the simulation time is less than τ · bLESM, where bLESM is
a freely adjustable parameter. The Fraction LESM, where the eddy size
is restricted to a fraction of the domain size, was not tested due to the
similarity to the choice of the largest possible eddy size lmax.
Table 7.2 specifies the simulation with the extra shear energy Ees in
the eddy rate expression (2.22). The motivation for the extra shear
and the results are discussed in section 7.3.
7.2 results for the smoke cloud
As already mentioned for the jet simulations, while analyzing a new
test case the most important comparison is given by the mean profiles.
For the smoke cloud case the most important profile is the one for the
smoke scalar due to the fact that it mainly influences the buoyancy,
which drives the turbulence within the cloud.
Figure 7.1 shows the mean profiles of the temperature and the smoke
scalar. The left figure shows the whole simulation domain, while the
right one gives a detailed view to the inversion region, the region
around the inversion point zi, where zi is defined by zero buoyancy.
As the first one shows, ODT overestimated the depth for the turbulent
mixing region. This is due to the fact that each eddy could be accepted
if the energy is positive. This leads to a too fast downwards propaga-
tion of turbulence due to medium and large eddies, wherefore it is
reasonable to use some kind of eddy suppression. Depending on the
LESM, the influence could be various and is discussed later. Further-
more, ODT shows a very sharp profile next to the inversion point in
contrast to a smooth minimum in the DNS profile. One explanation
for this difference could be the horizontal averaging within the DNS,
which would smooth down the sharp minimum in the buoyancy pro-
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Table 7.2: Setup of smoke cloud simulations containing the extra shear term. CSM is a parameter
determining the amount of the added shear in the rate expression.
No. C LESM bLESM CSM
12 30.0 no LESM — 0.0
13 30.0 no LESM — 0.1
14 30.0 no LESM — 0.2
15 30.0 no LESM — 0.5
16 30.0 no LESM — 1.0
17 30.0 no LESM — 2.0
18 30.0 no LESM — 5.0
19 30.0 Time 1.0 0.0
20 30.0 Time 1.0 0.1
21 30.0 Time 1.0 0.2
22 30.0 Time 1.0 0.5
23 30.0 Time 1.0 1.0
24 30.0 Time 1.0 2.0
25 30.0 Time 1.0 5.0
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Figure 7.1: Mean profiles of smoke cloud simulation with C = 10, Z = 10 and no LESM (case No. 2)
compared to DNS results by Lozar and Mellado [18].
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Figure 7.2: Comparison of mean profile of the smoke cloud simulation with C = 10, Z = 10 for
different LESM (cases 2 to 8) compared to DNS results by Lozar and Mellado [18]. The
thick lines are the temperature profiles, the thin ones the smoke scalar.
file. Another reason could be the higher turbulence level within the
mixing region.
The latter reason in contrast to the first one is supported by the de-
tailed view showing a smoother profile for the temperature as well
as for the smoke scalar below and above the inversion point. The
smoother profile for the smoke scalar also influences directly the
temperature wherefore the sharp profile within ODT forces a more
localized cooling than given within the DNS. This localized cooling
again is supporting the sharp profile and therefore generates a much
greater resistance for eddies ranging into the stably stratified region.
Therefore, as mentioned above, the main focus has to be the smoke
scalar profile and analysis of the behavior of this profile for different
changes in parameters and models.
A further reason for the difference in the profiles could be the hori-
zontal averaging for the calculation of the cooling. In contrast to the
ODT simulations, where the cooling is calculated based on the instan-
taneous profile, within the DNS the cooling is based on a horizontally
averaged smoke scalar profile. Due to the fact that this averaging is
currently impossible within ODT, the cooling is based on the instan-
taneous profile resulting in a more localized cooling and a sharper
temperature profile.
Besides the differences near the inversion point, the DNS results show
linearly decreasing temperature for −10 6 z−ziΛ 6 −2. Even though
the region near zi shows great differences, the turbulence within ODT
also tends towards a linearly decreasing temperature shown for −20 6
z−zi
Λ 6 −5.
The next figures 7.2 show the comparison of different LESMs for C =
10 and Z = 10. The free parameter bLESM of the Time LESM is de-
scribed in the previous section. While most of the simulations show
nearly the same results within the view of the whole domain, the
simulations with the Time LESM using bLESM = [1.0; 5.0] show a signif-
icant difference. The one with bLESM = 5.0 shows a turbulence depth
of about z−ziΛ = −5 which is less than the DNS value. Furthermore, it
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Figure 7.3: Comparison of turbulent flux profile of the smoke cloud simulation with C = 10, Z = 10
for different LESM (cases 2 to 8) compared to DNS results by Lozar and Mellado [18].
The left figure shows the whole simulation domain, while the right one shows the
region around the inversion layer. The thick lines are the fluxes of the buoyancy (mostly
positive values), the thin ones the fluxes of the smoke scalar (all negative values).
shows a sharp peak at the minimum in the temperature field suggest-
ing that nearly no turbulence is present. Compared to the simulations
with bLESM = 0.1, 0.5, and 1.0 these profiles show that the Time LESM
using bLESM = 5.0 is too restrictive. In contrast bLESM = 1.0 shows
nearly the same turbulence depth as the DNS and also matches the
linearly decreasing region of the temperature.
The detailed view of the mean profiles shows slight differences be-
tween the model variants. As already seen in the left figure, the sim-
ulation with bLESM = 1.0 shows slightly lower temperatures than the
other simulations except the one with bLESM = 5.0. The simulations
without LESM, using the Two Thirds, or the Time LESM with bLESM = 0.1
show the same results. The Thirds and the Time LESM with bLESM = 0.5
show the same results for z−ziΛ 6 −1.2. Near the inversion point the
Thirds simulation tends towards the Time LESM with bLESM = 1.0. This
suggests that the Thirds method is more restrictive in the region near
the inversion point, which is reasonable due to the positive stratifica-
tion and therefore the rejection of an eddy with a third lying in this
region.
A comparison of the smoke scalar profiles show that the LESM has
no significant influence on the profiles except the Time LESM with
bLESM = 5.0. All methods give too few eddies mixing the stable strat-
ified region. More mixing there would generate a smoother profile.
This is also supported by the profiles of the turbulent fluxes shown in
figure 7.3. As the detailed view of the turbulent transport shows, the
profile for the turbulent transport of the smoke scalar is qualitatively
the same but scaled by a half and shifted downwards. Furthermore,
the profile for the Thirds LESM is less than the others, supporting the
idea that the method is more restrictive than the others. The nearly
zero flux profiles for the Time LESM using bLESM = 5 show that the
choice of bLESM = 5 is too high. The same trend as for the smoke
scalar is also seen in the turbulent transport of the temperature. Near
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Figure 7.4: Comparison of the profiles for different C parameters (cases 1, 2, and 12). The thick
lines are the profiles of the temperature, the thin ones for the smoke scalar. The right
figures show the hole domain and the left ones the zoomed region around the inversion
point.
the inversion point −0.25 6 z−ziΛ 6 0.75 the turbulent transport is un-
derestimated by ODT. This and the mentioned results for the smoke
transport show that ODT is too restrictive for eddies mixing the stably
stratified region at the cloud top. This also suggests that ODT misses
some kind of energy providing 3D mechanism overcoming the thresh-
old of the positive stratification. One possible mechanism is discussed
in the next section.
The region below z−ziΛ = −0.25 shows nearly the same profiles for
the turbulent transport for the different LESMs. Again the more re-
strictive character of the Thirds LESM is seen (i) in the mentioned un-
derestimation of the turbulent transport of the smoke scalar and (ii)
in the slightly lower turbulent mixing depth. Also the Time LESMs
with bLESM = [0.5; 1.0] show different profiles. While the one with
bLESM = 0.5 has a turbulent mixing depth comparable to the Thirds
method, the one with bLESM = 1.0 gives the same depth as the DNS.
Therefore, the Time LESM is used for further simulations.
Figure 7.4 shows the dependency of the results on the ODT parame-
ter C using no LESM. As expected, increasing C results in increased
turbulent mixing represented by an increase of the turbulent fluxes.
The improved mixing also increases the temperature due to a faster
vertical transport. Also the mixing depth is increased. The increased
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acceptance probability also allows more small eddies near the inver-
sion point, wherefore the smoke scalar is more rapidly transported
downward resulting in (i) a higher gradient within the smoke profile
and (ii) a smaller gap between the temperature and the smoke scalar
profile.
The increased temperature profile below the inversion point also af-
fects directly eddies ranging in the stable stratified region. Due to the
improved mixing, small eddies get less energy from the negatively
stratified part than needed to overcome the positively stratified part,
where the negatively stratified part ranges from the minimum within
the buoyancy profile downwards and the positively stratified region
upwards.
Combining the results from the variation of the LESM and the param-
eter C the best choice is the Time LESM using bLESM = 1.0 and C = 30.
Even if there are two possible parameters to influence the turbulent
transport and the mixing depth, the results show a too little mixing
near the inversion point. Therefore, the following section introduces
an additional model energy confined to the inversion region of the
turbulent transport of the smoke scalar.
7.3 smoke cloud simulations with additional shear forc-
ing model formulations
As the results from the previous section show, there is a difference
in the advective transport of the smoke scalar compared to the DNS
results. With the ODT parameter C the amount of turbulent transport
can be modified, resulting in an increase of transport by increasing C.
Furthermore, the parameter bLESM of the time LESM and the parame-
ter C both influence the mixing layer depth, wherefore the parameter
C can be used to adjust the amount of turbulent transport and bLESM
to adjust the mixing layer depth.
Nevertheless, there is still a gap between the results for the turbulent
transport of the smoke scalar. This gap is a result of too little entrain-
ment of dry air at the top of the cloud due to the stable stratification
at the top of the cloud. Within ODT, the amount of dry air entrain-
ment is a result of the viscous diffusion and the amount of turbulent
entrainment, relative to the DNS results, is by a factor of two too low.
Therefore, several implementations of extra shear to overcome the
stable stratification at this point are tested. The idea behind the extra
shear is the emulation of large scale 3D motions providing the tur-
bulence at the cloud top with extra kinetic energy not captured by
ODT. This idea is similar to the plume structures in Rayleigh-Bénard
convection, where a horizontal flow exists where the up and down
drafts meet the wall boundary layers.
The first implementations had the problem of (i) providing no change
in the results or (ii) having a too large impact resulting in a linearly
stratified flow instead of the normal cloud top with a thin inversion
layer.
The currently used model is illustrated in figure 7.5. It generates the
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Figure 7.5: Illustration of the extra shear model for smoke cloud simulations.
The jet models the kinetic energy stored in large scale 3D motions
similar to the shear above plume structures in Rayleigh-Bénard
convection. g denotes the maximal gradient of the temperature
profile. s1 and s2 illustrate the velocity profile used to calculate
the extra shear energy, where s1 is parallel to g and s2 has the
same but opposite slope as g. While the jet width is calculated
based on the starting profile after cooling for 2t0, the maximum
of the jet is always oriented at the time-varying position zi.
extra shear based on a triangular jet located around the local inver-
sion point zi. The width of the jet is defined by the greatest slope
of the normalized, initial buoyancy profile b+ = g(T−T0)T0∆b near the
inversion point after cooling for 2t0. This gives a limited additional
jet treated as kinetic energy at the cloud top. This is supported by
the DNS results from Lozar and Mellado [59], which show a thin lo-
calized peak within the horizontal RMS velocities not reproduced by
ODT. This is discussed in the following section.
The inversion point zi is defined to be the first point with zero buoy-
ancy starting at the top of the simulation domain. Due to the stochas-
tic behavior of ODT, the location of the jet is changing, while the width
stays constant. The peak velocity of the horizontal jet is scaled by an
additional parameter Csc.
For the calculation of the rate expression, only the jet region part of
the eddy region is taken into account as it is also done for the ODT ve-
locity profiles. Therefore, only eddies ranging in the stable stratified
region get an effect from this additional shear energy ∆Ees. Due to
the fact that this extra shear is only used within the eddy rate expres-
sion, there is a possibility for negative radicands in the calculation
of ci within equation (2.18). To overcome this problem, the kernel
addition is skipped wherefore the energy conservation is no longer
obeyed. This is an arbitrary choice. Another possibility is to add the
minimum extra shear ∆E′es = ∆Ekin − ∆Epot 6 ∆Ees to ensure each
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Both methods are adding energy to the system. While the first one
keeps the kinetic energy constant, instead of reducing it by the amount
of available energy, it adds potential energy to the system due to the
generation of unstably stratified regions. The second method also
adds potential energy but subtracts the amount of kinetic energy,
which is available. Therefore, the second method adds less energy
to the system than the first one.
Figure 7.6 shows the effect of the extra shear model on the turbulent
fluxes using the method skipping the kernel addition. On the one
side, a variation of the parameter value up to Csc = 0.3 has no effect
on the results. On the other side, values greater than Csc = 0.9 show
huge differences best seen in the results for the molecular fluxes. In-
stead of one region with molecular flux two regions are present, indi-
cating a plateau within the temperature and the smoke profiles. This
is confirmed by the mean profiles (figure 7.7) showing these plateaus
in the profiles resulting in no molecular flux in this region. Further-
more, the profiles of the turbulent fluxes are different and not compa-
rable to the DNS results.
The best comparison for the flux profiles is achieved by values 0.5 6
Csc 6 0.7. While the turbulent buoyancy flux shows good results
for z−ziΛ < 0 the turbulent smoke flux is still too small in the region
−5 6 z−ziΛ 6 0. For 0 6
z−zi
Λ 6 0.75 both turbulent fluxes are still un-
derestimated, indicating that the positive stratification is too strong
to be overcome by the kinetic energy of an eddy. Also the molecular
fluxes reflect the steep gradient by localizing the flux in a smaller re-
gion than shown within the DNS.
As the fluxes suggest, the mean profiles show steeper gradient than
the DNS. This shows that the model of the extra shear jet improves the
results but also shows that there are other phenomena not captured
by ODT. One possible phenomenon is the horizontal molecular flux
equalizing the inversion thickness. Likewise the turbulent horizontal
fluxes are neglected by ODT. Both shortcoming of ODT result from the
1D formulation, wherefore the phenomena of undulation of the inver-
sion layer is not simulated by ODT. Even if the stochastic character of
ODT generated a similar phenomenon as the undulations the result-
ing horizontal fluxes are neglected.
Up to now the model discussion and all comparisons are done for
the case with Re = 800 and Ri = 10. Figure 7.8 shows the results for
Re = 1600 and Ri = 57 using the adjusted parameters C = 30, Z = 30,
the time LESM with bLESM = 1.0, and Csc = 0.6. The simulation of
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Figure 7.6: Turbulent flux dependency on extra shear term from jet modeling at the cloud top (cases
19 to 23). The first figure shows the turbulent transport in the whole domain, while
the second one shows the inversion region. The third figure shows the corresponding
viscous fluxes. The thick lines are the fluxes of the buoyancy, the thin ones the fluxes of
the smoke scalar.
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Figure 7.7: Dependency of mean buoyancy and smoke scalar to extra shear term from jet modeling
at the cloud top (cases 19 to 23).
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Figure 7.8: Results for the smoke cloud simulation at higher dimensionless parameters; Re = 1600,
Ri = 57. The legend for the lower right figure is the same as in the lower left figure.
The molecular fluxes are shifted by 0.3. The non-zero profiles for the turbulent fluxes
for z−ziΛ > 0 are a result of the used non-conservative interpolations as described in
section 4.2
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this case is interesting due to the fact that the undulations are low,
wherefore the effect of horizontal fluxes are reduced.
As the mean profiles show, there is still a difference near the min-
imum of the buoyancy profile. In contrast to the DNS results ODT
shows a buckling and a steep gradient. Nearly the same is also seen
for the smoke profile. For the upper part of the mean profiles for
b > 0.4 (and 1− f > 0.4) the ODT results show nearly the same shape
as the DNS results except for a vertical shift of about 0.2Λ. Comparing
the whole simulation domain, ODT gives a very good comparison to
the DNS results.
Also the flux profiles compare well to the DNS results. As expected
from the mean profiles, the viscous fluxes are higher near the buck-
ling and afterwards tend to DNS results. Similar to the results for
the lower Reynolds number case, the turbulent flux profiles1 again
decrease to zero much earlier than the DNS fluxes. This shows that
besides the undulations, there are other 3D effects at the region near
the inversion point −0.2 6 z−ziΛ 6 0.2 not captured by ODT. Neverthe-
less, again comparing the whole simulation domain, the profiles for
the turbulent fluxes are very good approximated by the ODT results.
7.4 velocities within the smoke cloud simulation
As seen within all previous cases, the channel flow as well as the
jet, also within the smoke cloud case the fluctuation velocities are
underestimated. Furthermore, due to the lack of a distinct flow di-
rection, all velocity components are just energy holding containers.
Even the initialization as described within section 7.1 does not give
the velocity components a kinematical meaning due to setting the
velocities to zero. The only mechanism generating velocity fluctua-
tions is therefore the kernel addition within the eddy process, which
distributes the final available energy to the velocity components. An
eddy within this initialized field has no kinetic energy and the only
source of energy is the unstable stratification and therefore available
potential energy.
The redistribution of the freed potential energy is arbitrary. To give
the vertical velocity component w a specific role, this velocity compo-
nent is the preferred one to gain kinetic energy. This is reasonable as a
reflection of the descent of heavier fluid parcels. Therefore the energy
redistribution used for freed potential energy is (u; v;w) = 14 (1; 1; 2).
In contrast, if the eddy lifts heavier parcels over lighter ones, the
needed potential energy is gathered equally from each velocity com-
ponent (u; v;w) = 13 (1; 1; 1) resulting in the formulation used within
the derivation in section 2.2.2 and appendix A.
Figure 7.9 shows the normalized profiles of the horizontal and the ver-
tical RMS velocities, uRMS =
√
u′2 + v′2 and wRMS =
√
w′2 respectively.
The velocities are normalized using the convective reference flux Bref
as described by Lozar and Mellado [59] to generate self-similar pro-
1 The non-zero value for the turbulent fluxes are a result of the used non-conservative
interpolation. The constant profiles for z−ziΛ > 0.05 have to be treated as zero.
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Figure 7.9: Results for the fluctuation velocity profiles normalized by Bref. The left figures shows
the results for Re = 800, Ri = 10 and the right ones for Re = 1600, Ri = 57. The upper
ones show the comparison to DNS results, while the lower ones show the time self-
similarity of the ODT simulations. Within the lower figures, the thick lines are the uRMS
profiles and the wRMS are shifted by 0.2. uRMS is the horizontal velocity component.
Within ODT the freed potential energy is distributed among the velocity components by
1
4 (1; 1; 2) = (u; v;w)
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files. The reference flux is defined by the two cooling components
within the system; (i) the cloud-bulk cooling Qcbl below the inver-
sion point and (ii) the cooling of the inversion layer Qinv. The instan-
taneous cloud-bulk cooling is the time derivative of the integrated
mean buoyancy up to the cloud top, indicated by the inversion point.
The inversion layer cooling instead is calculated the same way but












= Qcbl +Qinv (7.6)








Using this definition of the reference flux, the reference length and






w∗ = (Bref z∗)
1/3 . (7.8)
As the results show, ODT underestimates the fluctuation velocities by
a factor of two, even if the extra shear is added resulting in an in-
crease of turbulent kinetic energy near the inversion layer. This could
be one reason for the sharp inversion profiles described in the pre-
vious section due to the fact that also the available turbulent kinetic
energy for eddies is therefore underestimated by a factor of four.
Besides the underestimation, ODT shows the same amount of fluctua-
tion velocities for the horizontal and the vertical velocity components.
In contrast, the DNS results show that the vertical component fluctu-
ations are higher than the horizontal ones except in a localized zone
near the cloud top. On the one side, this shows that the chosen redis-
tribution of energy gives too little energy to the vertical velocity com-
ponents. A better, but not tested, redistribution would be 15(1; 1; 3)
or 19(2; 2; 5). On the other side, this shows that the used extra shear
model is reasonably emulating the location of the peak in the hori-
zontal velocity components and suggests a further modeling of the
underestimation of velocity components.
Nevertheless, as two cases shown in figure 7.9 show, ODT reproduces
the self-similarity shown by the DNS. Due to the limitations of DNSs
to moderate Reynolds and Richardson numbers, this reproduction
of self-similarity provides the opportunity to use ODT to extend the
range of simulated dimensionless parameters. Furthermore, the re-
duced effort of ODT also provides the opportunity to include further
physical mechanisms present within a real cloud, e. g. evaporation.
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7.5 entrainment rates
As described in section 3.3, LESs are overestimating the entrainment
velocity due to a too coarse grid resolution around the inversion. This
is not the fact within ODT suggesting a good representation of this ve-
locity by ODT. Furthermore, as De Lozar and Mellado [18] describe,
the entrainment rate is mainly depending on the difference between
introduced cooling, which is equal to the buoyancy flux B0, and cool-
ing of the cloud bulk Qcbl. Due to the fact that both values are rep-
resented within ODT - B0 due to the implementation of source term
within the model and Qcbl due to the meaningful reproduction of
the turbulent buoyancy flux w′b′ - also the cooling of the inversion
layer Qinv is reproduced. As De Lozar and Mellado have shown, the






Furthermore, they have shown that there are three contributions for
the inversion cooling affecting the entrainment velocity, (i) the cool-
ing due to turbulent transport Bturb, (ii) the cooling due to viscous





















While in the DNS the cooling due to viscous transport can be ne-
glected, within ODT the cooling of the inversion is not only generated
by turbulent fluxes and direct cooling. As the figures show, within
ODT Bturb is underestimated, while Bvisc is overestimated. The amount
of direct cooling is coupled to the smoke profile via τ(zi). This shows
again that the results strongly depend on the reproduction of the
mean smoke profile, wherefore an improvement of the mean smoke
profile would directly improve Bdc and Bvisc and indirectly Bturb.
Nevertheless, due to the reproduction of Qcbl, using the approxima-










ODT also reproduces the entrainment velocity as shown in table 7.3.
In this equation  is a constant scaling the dependence of the direct
cooling on the inversion thickness δi.
Table 7.3: Entrainment velocities simulated by ODT.
Case ∆T  ∂zi∂t equation (7.11)
Re = 800, Ri = 10 1.75K 0.3 6.9 mms 5.6
mm
s
Re = 1600, Ri = 57 10K 0.39 1.48 mms 1.52
mm
s
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7.6 discrepancies between odt simulations and dnss
Within this section the main discrepancies between the DNSs from
Lozar and Mellado [18] and the presented ODT simulations are dis-
cussed.
As described by Lozar and Mellado the cooling within the DNS is
based on a horizontally averaged profile. Due to the calculation of
independent realizations within ODT it is impossible to calculate an
ensemble average representing the horizontal average for each time
step. Even if all realizations are calculated simultaneously so that a
ensemble average is possible, due to the stochastic character of ODT
and the therefore non-synchronized diffusion steps, the calculated
mean profiles would have a time lag. Besides the described time lag,
this would also result in a huge amount of memory to keep track of
the ODT lines and their statistics.
Therefore, within ODT radiative cooling is based on the instantaneous
profile. This could be a reason for the steeper gradients within the
mean buoyancy and smoke profiles of ODT. The horizontal average
within the DNS broadens the area of direct cooling resulting in a flat-
ter profile.
To emulate this behavior, it is possible to use a predefined mean pro-
file for calculating the cooling. Although this is closer to the modeling
within the DNS it raises further uncertainties within ODT. On the one
hand there is the question how to define the used mean profile. On
the other hand, how should the profile be moved upwards? These
two uncertainties could have a direct influence on the results.
A further uncertainty based on the different implementations of the
direct cooling is introduced by the horizontal average for the calcula-
tion of the results. Resulting from the broader cooling it is possible
that also the mean profiles are smeared out due to the horizontal aver-
aging. This could be overcome by calculating the horizontal average
after shifting each vertical profile based on its individual inversion
layer position zi(x,y). This could possibly result in steeper gradients.
Another discrepancy is introduced by the current implementation of
the data averaging, which is based (i) on an ensemble average over all
realizations and (ii) on a time average over ∆t = 50 s. Currently not
implemented in the aODT code is a more accurate statistics calculation
method that is based on snapshots at discrete time steps as presented
by Schulz et al. [5]. Even if this procedure is more accurate, as shown
by Schulz et al., the calculation based on the time and ensemble av-
erage is as accurate as the snapshot ensemble average as long as the
time step for averaging is short enough.
7.7 discussion of smoke cloud simulations
Within this chapter the ODT results for the smoke cloud case repre-
senting the STBL are presented and compared to DNS results by De
Lozar and Mellado [18]. Instead of the full boundary layer only the
region around the inversion layer was simulated.
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First a simulation using no specific models was done showing that
ODT overestimates the turbulent depth of the mixing zone. An anal-
ysis of different LESM show that the Time LESM produces reasonably
good results using a model factor bLESM ≈ 1.0. This method restricts
the acceptance of eddies to those whose turnover time is comparable
to the simulation time. This is reasonable due to the fact that the eddy
size, which is directly coupled to its turnover time, is linearly grow-
ing in time.
Further parameter studies for the ODT parameters C and Zwere done.
Similar to the results from Schmidt et al. [83] it could be shown that
the results are independent of Z and that C = 30 gives good repro-
duction of the turbulent buoyancy flux. Nevertheless, the turbulent
smoke flux was still underestimated, wherefore an additional extra
shear model around the inversion point zi was introduced.
Another parameter study for the shear model parameter Csc was
done. It turned out that the parameter which scales the maximal ve-
locity of the introduced horizontal jet Csc ∈ [0.5; 0.7] is comparable to
the peak within the DNS profiles showing the horizontal fluctuation
velocity. Nevertheless, ODT still underestimates the turbulent mixing
around the inversion point −0.2 6 z−ziΛ 6 0.7 resulting in a too small
inversion thickness. The same tendencies are also recognized for the
simulation using higher initial Reynolds and Richardson numbers.
The comparisons of the fluctuation velocities show a tendency to self-
similar profiles (i) in time and (ii) for different cases as presented by
DNS. Within ODT the freed potential energy has to be stored within
the velocity components. Within the work of this thesis two redistribu-
tions were tested. It is shown that a non-equal distribution shows sim-
ilar tendencies between the vertical and horizontal fluctuation compo-
nents. This could be further improved by using the suggested alter-
native distributions.
Finally, the entrainment velocity is discussed. It is shown that ODT re-
produces the entrainment even if the representation of the inversion
layer is inaccurate. It is further discussed that all further investiga-
tions should target an improvement of the mean smoke profile due
to a strong dependency of all other profiles and the derived quantities
on the mean smoke profile.
Part III
C O N C L U S I O N
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C O N C L U S I O N
As described in the introduction, the challenges for computational
fluid dynamics (CFD) are multiple. The cost for DNSs is currently un-
affordable for most industrial applications, wherefore the need for
modeling rises. This fact provides three different research directions
for improvement; (i) the optimization of DNS codes and computers,
(ii) the improvement of existing modeling strategies such as RANS
and LES, or (iii) the development of totally new modeling strategies.
The here presented one-dimensional turbulence (ODT) model belongs
partly to the third and partly to the second group. On the one hand
it is a new modeling strategy, which has to be validated, and on the
other hand it is an existing strategy, which has to be optimized.
Within this thesis both parts are done. On the one hand ODT has been
improved to simulate the channel flow as a representative for turbu-
lent wall-bounded flows (TWBF) up to Reynolds numbers of industrial
size. On the other side, it is validated against the passive scalar trans-
port in a channel, pressure fluctuation in a channel, the simulation
of free-slip boundaries represented by a free liquid jet, the breakup
of droplets and the smoke cloud simulation. All these flows target
specific physical problems that might be present in an industrial flow.
The passive scalar transport is e. g. a representative for the heat trans-
port or the transport of species and impurities. The free-slip jet flow
is a representative for all flows with two immiscible fluids and the
turbulence interaction at this surface. The jet breakup is by itself an
interesting effect for industry. And the smoke cloud simulation is a
representative for stratified flows.
Within chapter 5 the results of the channel flow based simulations
were presented. It was shown that ODT reaches friction Reynolds num-
bers up to Reτ = 500, 000, which is relevant for a lot of industrial
applications. It was further shown that ODT misses the effect of large
scale interactions in the streamwise and cross-streamwise directions
wherefore it should be coupled to 3D simulations providing these in-
formation. This shortcoming was discussed in case of the fluctuation
velocities using the diagnostic plot from Alfredsson et al. [8] and the
budgets of the turbulent kinetic energy.
The results based on the pure channel flow are used to simulate the
channel flow with a passive scalar. The results are compared to DNS
data from Kawamura et al. [42] and Schwertfirm and Manhart [87]. It
was shown that ODT has the capability to reproduce these results and
can extend the range of application to industrial flows.
As a last case based on the channel flow, ODT has been used to sim-
ulate the channel flow with a fluctuating pressure gradient. Due to
the lack of a direct comparison case, a similar but more challenging
case presented by He and Seddighi [32] was used. It turned out that
ODT doesn’t reproduce the detailed effects of this case but reproduces
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the adaption time within an order unity factor. The simulation of the
case with a fluctuating pressure gradient was done to influence the
wall shear stress. As the results show, the PDF of the wall shear stress
varies between the different cases but the mean wall shear stress stays
constant.
In chapter 6 the results of the non-breaking and breaking liquid jet
are presented. The jet results are compared to measurements from
Wolf et al. [95] showing comparable results for the mean and fluctu-
ation velocity. Discrepancies at the wall are discussed and it turned
out, that they are intrinsic in ODT due to neglecting 3D motions at the
wall. Further analysis of the turbulent kinetic energy budgets show
for the used normalization a self similar behavior for distances from
the jet exit greater than x/D = 15.
Based on the non-breaking jet simulations, the droplet generation was
simulated. The results show a great variation for the initial and last
breakup position and therefore an uncertainty of the definition of the
initial breakup position. Even if the measured positions are at too
low x/D values, the results give similar trends. The Weber number
boundary for having a initial breakup was reproduced and a physi-
cally meaningful trend for high Weber numbers was observed. Also
the constancy of the last breakup was reproduced for We > 107. Fur-
ther investigations by A. Movaghar in cooperation with the author
have improved the comparability.
Analyses of the droplet distribution have shown that two different
effects causing the last droplet are present. On the one hand droplets
are generated by turbulence driven by the liquid turbulence within
the jet. On the other side droplets are generated by aerodynamic tur-
bulence. It is shown that the aerodynamically driven droplets depend
on the Weber number while the droplets generated by liquid turbu-
lence are only less affected.
As a last test case the smoke cloud emulating the top of a stratocu-
mulus topped boundary layer (STBL) was chosen. The results are pre-
sented in chapter 7. First, parameter studies for both ODT parameters
and the large eddy suppression method (LESM) were done. It turned
out that ODT reproduces major effects of the DNS from De Lozar and
Mellado [18] but underestimates the turbulent transport of the smoke
scalar. This results in a too sharp smoke profile wherefore (i) the cool-
ing is too localized and (ii) the buoyancy profile is too sharp. Further
modeling of the peak in the horizontal fluctuation velocity improves
the comparability but there are still discrepancies within the results.
A further discussion of the fluctuation velocity profiles show similar
to the DNS results a self similarity in time and for different Reynolds
numbers. Also the entrainment velocity is reproduced, which is rea-
sonable for ODT as the discussion of the derivation from De Lozar
and Mellado [18] shows.
Summarizing, it could be said that ODT is a valuable simulation model.
It provides detailed results for specific cases and can reach dimension-
less parameters comparable to industrial sizes. Furthermore, it pro-
vides the opportunity for parameter studies, where other approaches
are too costly or inaccurate. It further provides insight into detailed
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turbulent statistics without modeling the smallest scales.
ODT also has shortcomings due to neglecting major parts of 3D mo-
tions. They could be compensated by coupling to large scale 3D sim-
ulations as it is done in two distinct ways by ODTLES and LESODT.

9
O U T L O O K
Within this chapter some ideas for further investigations are pre-
sented. They target on the one hand improvements within ODT and
analysis of ODT results and on the other hand ideas for further mea-
surements and DNSs.
As the results of the pure channel flow and the channel flow including
a passive scalar show, further investigations of ODT in this area are not
needed. Here the coupling to 3D large scale simulations is needed to
include the missed effects as it is done e. g. by Glawe et al. [30]. For the
passive scalar simulation at very high or very low Prandtl or Schmidt
numbers further investigations could target the optimization of the
implementation of the diffusion process within ODT, which becomes
costly in these regimes. This could be the separation of grids for ve-
locities and the passive scalar. Additional test cases as the Couette
flow with a passive scalar or the channel flow with passive scalar flux
equal on both walls as presented by Schwertfirm and Manhart [87]
could yield further insights into the behavior of a passive scalar.
For the simulation with a fluctuating pressure gradient, further DNS
simulations are needed. For ODT it is essential that these simulations
are at moderately high friction Reynolds numbers where no laminar
similarity exists as is the case for Reτ ≈ 180. Furthermore, the fluctu-
ation range of the pressure should be limited so that no back flow is
generated.
Further investigations for the jet simulation should target the short-
comings of ODT at the wall. A further coupling to 3D large scale sim-
ulations would also be beneficial. These two major topics target the
two greatest problems of ODT simulating the non-breaking jet. The
first one targets the anisotropy at the free-slip wall while the second
targets the large scale interactions present in the streamwise direction.
Furthermore, also DNSs and measurements are needed to provide de-
tailed information for validation of ODT.
In case of the jet breakup, detailed measurements of the initial break-
up location are needed. It is currently unclear if the data presented
by Wu and Faeth [99] is the mean, median or most probable breakup
position.
All further investigations for the smoke cloud should target an im-
provement of the mean profile of the smoke scalar due to the strong
coupling to the buoyancy profile and all derived statistics. Compared
to the DNS results from De Lozar and Mellado [18], within the DNS the
radiative cooling is based on the horizontally averaged smoke profile.
In contrast to that, within ODT the cooling is based on the instanta-
neous profile due to the missing horizontally averaged information,
which is by construction unfeasible within ODT. A possible emulation
of this could be done by using a fixed predefined mean smoke profile,
which moves upwards based (i) on a given entrainment velocity or (ii)
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by fixing it to a certain point within the profiles, e. g. b(zfix) = 0.5.
Besides this improvement of representation of this DNS case by ODT,
it is also possible to include further models targeting the evaporative
cooling. As Bretherton et al. [11] have written within the introduction,
the smoke cloud case was chosen to exclude the uncertainties within
different evaporation models. Due to the possibility to implement
these models easily within ODT detailed comparison studies could be
done.
Finally, due to the 1D formulation of ODT and the adaptivity of aODT,
it is possible to simulate the smoke cloud including the lower surface
boundary. Further studies should also target the effect of this lower
boundary on the entrainment velocity.
Part IV
A P P E N D I X

A
D E R I VAT I O N S O F O D T
Within this appendix a detailed derivations of the main equations of
ODT and aODT from section 2.2 is given. For simplicity this is done
first for ODT and afterwards the changes for aODT are highlighted.
Finally the equations from aODT are verified to the ODT equations by
specifying to constant density.
a.1 odt
First the kinetic and potential energy change due to a mapping pro-
cess are calculated using the Boussinesq approximation. Throughout
this derivation, the potential energy is a placeholder for any potential
energy. Also the model energies ∆Emod introduced in section 2.2.2
follow the same derivation except the fact that model energies get
another constant cmod determining if the model energy is taken into
account during the calculation of the energy redistribution constants

























































K2(z)dz = 427 .







is used, which is a consequence of momentum conservation shown
below.




tion of the buoyancy b, the potential energy change can be expressed
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by the buoyancy instead of the density. Within the implementation of




















































the summation over all three velocities.
Due to the fact that the summation of all energy parts has to be con-




















∆Eredist,i ≡ 0 Tij =
−1 if i = j1





















Also as mentioned in the beginning of this section, within the formu-
lation of Ekin,i the model energies ∆Emod are missed, wherefore they






















indicates the summation over all potential and model ener-
gies.





l using cvis = 1 for the calculation of the acceptance
probability and cvis = 0 for the calculation of ci.
As explained in section 7.4, if the potential energy is positive, the
freed energy is not uniquely distributed by a third to each velocity





















(1; 1; 1) if potential energy is negative3/4 (1; 1; 2) if potential energy is positive (A.13)
These constants ci,pot are examples used within the smoke cloud cal-
culation.
























The sign of the square root is chosen to be the opposite of −uK,i
which is enforced by the sgn-function.
As introduced by Kerstein et. al. [48] the matrix Tij has to obey the
energy conservation (
∑
∆Eredist,i = 0) and it has to be invariant un-
der permutation of indices. Furthermore, for α=1 the main diagonal
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of the matrix has to be one, resulting in a full distribution of the ki-
netic energy of one component to the other ones. Other typically used
values for α are zero for no redistribution or α= 2/3 to emulate the
tendency to isotropy.
As described by Ashurst and Kerstein [9] the kinetic energy of an
eddy is proportional to its size l and turnover time τ. This eddy en-
ergy has to be provided by the kinetic energy of the flow and the
freed potential energy. The maximum available energy that can be












































Therefore, the eddy energy can be calculated as follows, where l/τ is
an expression for the eddy velocity and ρ0l l
2
τ2
is the eddy energy per
































Here, the viscous damping model energy ∆Evis is excluded from the
summed potential energies ∆E˜pot to highlight the consistency with
other ODT publications. As explained in these publications, Z is a
viscous penalty to avoid unphysical low-energy eddies that are pro-
hibited by viscosity, and C is a proportionality constant.
a.2 variable density odt
Within this section the main changes of the previous ODT derivation
for a variable density formulation are summarized. A detailed de-
scription of the variable density formulation was published by Ashurst
and Kerstein [9]. For simplicity only the potential energy due to buoy-
ancy and the model energy for viscous damping are used within this
derivation. It is further assumed that ci,pot is the same for positive
and negative potential energy, wherefore it is skipped.
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First a second kernel J(z) has to be introduced to obey the momen-



























































































Here H is −bici . For ρ(z)=ρ0 the constant bi has to be zero. The addi-
tional kernel J is chosen to be J(z)= |K(z)|.
An analysis of momentum conservation gives:
0 = ∆Ji =
∫













In principle, the fluid momentum can be changed if e. g. a two-way
coupling to particles is simulated resulting in a different representa-
tion of momentum conservation.
To be consistent with the previous section ρK is defined as in equa-
tion (A.2) in contrast to the publication of Ashurst and Kerstein [9].
Therefore, ρJ is also defined analogously to equation (A.2).
Due to the changes in the expression of the kinetic energy, the expres-
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is the equivalent to ρ0l in the constant den-
sity formulation.
As explained in the erratum of the publication from Ashurst and Ker-
stein [9] the available energy needs a prefactor of 827 to reduce to
the corresponding constant density formulation. The viscous penalty
term is formed by using quantities µeff and ρeff, which have to be
harmonically averaged over the eddy region as presented by Echekki



















a.3 verification of the variable density formulation
Within this section the equations from the last section are specialized
to constant properties. For the buoyant potential energy the Boussi-

















As described in section 2.2.2, the integral of the kernel K is zero while
the integral of J is non-zero. Therefore, bi is equal to zero for con-
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stant properties, resulting in (i) H = −bici = 0 and (ii) the following
expression for the change of the kinetic energy (A.20), Pi, and S:
∆Ekin,i = ciPi + c
2
iS













































Here the definition of uK,i and the result KK = 427 introduced in
equation (A.1) are used. Using these expressions, the kinetic energy
change can be written as:












which is the same as for constant properties (equation (A.1)).
Within the first equation of this section, it is derived that ρK is zero.
This is needed to reduce the variable density formulation of the ki-
netic energy change to the constant density formulation. Using the
same argumentation, also the potential energy would be zero. In con-
trast to the formulation of bi, within the calculation of the potential
energy, the integral ρK is multiplied by nonzero g, wherefore it has
to be considered in the energy conservation.
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This also verifies that the factor introduced by Ashurst and Kerstein [9]
is needed as described in the erratum.
B
D E R I VAT I O N O F T H E 1/4 - R I C H A R D S O N L AW F O R
O D T
For the simulation of the smoke cloud it is essential to model the cor-
rect relationship between kinetic energy and potential energy caused








) 2 . (B.1)
The corresponding gradients can be seen as mean gradients over a
specific region. Therefore, the gradients are constants and the func-
tions T and u are linear functions like g ( z ) = αz + β .
As discussed by J. S. Turner [93], if the Richardson number is smaller
than 1/4 the stratification is unstable and the velocity gradient pro-
vides enough energy to overcome the potential energy needed to
move heavier parcels above lighter ones and to generate unstable













resulting in an unstable stratification if γ > 4 . This provides a rela-
tionship between the functions of T and u as follows assuming that

















a 2 = aˆ (B.3)
The gradient of ρ can be calculated using the Boussinesq approxima-
tion.
ρ = ρ 0
(
1 −


















= − a˜ z + b˜ (B.4)
Within ODT the eddy rate expression (2.22) decides if an eddy can
be accepted or not. An eddy can be accepted only if the radicand is
positive which means that, neglecting the viscous damping term the
kinetic energy has to be greater than the potential energy.
∑
i
Ekin , i > Epot








142 derivation of the 1/4 -richardson law for odt
It is assumed that all kinetic energy is stored in the ux velocity com-
ponent.
For given linear functions for u and T the values uK and TK can
be calculated analytically using the equations for f ( z ) (2.12) and




α(3z− 2z0) +β z0 6 z 6 z0 + 13 l
α(−3z+ 4z0 + 2l) +β z0 +
1
3 6 z 6 z0 +
2
3 l
α(3z− 2z0 − 2l) +β z0 +
2
3 6 z 6 z0l
K(z) = z− f(z)
K(z) =

−2z+ 2z0 z0 6 z 6 z0 + 13 l
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Using equations (B.3)–(B.6) the ODT representation of the Richardson


























This shows that ODT is by construction obeying the Richardson law.
C
F U RT H E R I M P O RTA N T PA R A M E T E R S O F A O D T
Besides the three major parameters in ODT, C, Z and α, which are
discussed in section 2.2, other parameters can influence computed re-
sults. Within this appendix first the effect of the numerical parameter
influencing the mesh refinement gdens is shown. Then the physical
parameter lmax influencing the maximal eddy size max(l) is varied,
followed by a discussion of the numerical parameter td. Finally, the ef-
fect of the target mean acceptance probability pλγ is shown. All simu-
lations in this appendix are done for Reτ = 590 using C = 10, Z = 600
and α = 2/3. The minimum cell size is chosen to be ∆ymin = 0.00039,
which corresponds to a possible minimal cell size comparable to the
cell size chosen for the uniform mesh of the channel flow test case
within the BasicODT documentation [47].
Within the aODT code, mesh refinement is controlled by the value
gdens, which is described in detail by Lignell et al. [56]. Its inverse is
a reference arc length per cell for the profiles taken into account for
the mesh adaption. For a constant profile, this results in a uniform cell
size of 1gdensLdom corresponding to a number of cells equal to gdens,
where Ldom is the domain length. For a linearly increasing profile the
grid cells are smaller due to the fact that the arc length is increased
compared to constant profile. Nevertheless, this algorithm could pos-
sibly result in cell sizes arbitrarily close to the domain length if the
profile is constant except in a tiny part, where the profile has huge
fluctuations resulting in an arc length which is dominated by the tiny
part. Therefore, a second limitation of the cell sizes to a maximum of
max(∆y) = ∆ymaxLdom, where ∆ymax is an adjustable parameter and
chosen to ∆ymax = 1gdens within this thesis. This ensures that the cell
size varies in the range ∆ymin 6 ∆y 6 ∆ymax.
Figure C.1 shows the results of varying gdens and therefore also
∆ymax. It can be seen that the grid density has only a negligible influ-
ence on the mean profile. In contrast for the RMS profile a convergence
is seen for increasing grid density. The grid density should be chosen
to converge all relevant statistical outputs.
Within this thesis, all simulations based on the channel flow pre-
sented in sections 5 and 6 are done with gdens = 400 or 1000. Even
if this resolution is much finer than within the presented test, it is
possible that for the highest friction Reynolds numbers the grid den-
sity has to be increased further. On the other hand it is also possible
that the numerical transport caused by the adaption process rises for
increasing grid density, which was not noticed within the presented
test. Nevertheless, these values are used to make the presented Reτ
calculable and to ensure a fine grid with a negligible numerical trans-
port.
Although, this test shows a convergence of results for increasing gdens,
a full study of the influence of the parameters gdens and ∆ymax
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Figure C.1: Dependency of the law of the wall and the uRMS velocity profile on the grid density
parameter gdens and therefore the largest possible cell size ∆ymax = 1gdensLdom.





































Figure C.2: Dependency of the law of the wall and the uRMS velocity profile on the largest possible
eddy size lmax.
is needed. Furthermore, also a detailed discussion of the numerical
transport caused by the mesh adaption process is needed and should
be addressed by further investigations.
Likewise, the maximum eddy size was varied. A similar study was
already done by Schmidt et. al [84] showing that for the fully devel-
oped channel flow, the maximum eddy size lmax = 12 , resulting in
max(l) = lmaxLdom, gave good mean flow results.
Figure C.2 shows the results for varying the maximum eddy size.
The simulations show that the center region of the channel varies.
The mean flow increases with decreasing lmax due to reduced turbu-
lent transport of mean momentum towards the wall. Within the uRMS
profiles the profile is reduced near the centerline and increased in the
middle region between the center and the wall region. The reason for
this behavior is currently unknown.
Although the choice of the maximum eddy size is arbitrary, within
this thesis the maximum eddy size for channel flow simulations is set
to lmax = 12 to be consistent with previous publications. Nevertheless,
this study should be redone in more detail using a higher friction
Reynolds number. With a higher friction Reynolds number, the meso
further important parameters of aodt 145



































Figure C.3: Dependency of the law of the wall and the uRMS velocity profile on the factor td influ-
encing the time gap between two forced diffusion steps within ODT.
layer is fully developed wherefore the logarithmic layer is present as
discussed in section 5.2.1.
At this point the influence of the minimum and average eddy size,
lmin and lav, influencing the estimated eddy size distribution should
be briefly mentioned. While the minimum eddy size can be estimated
by the Kolmogorow length scale η, the choice for the average eddy
size is arbitrary. Even if the choice of lav influences the estimated eddy
size distribution, due to the oversampling process it has no effect on
the results. On the other side, the choice of lav can directly influence
the calculation time, e. g. by increasing the likelihood of eddies of a
size which are mostly rejected. Therefore, the calculation time can be
optimized by setting lav as close to the physical value as possible to
match the estimated eddy size distribution to the physical one. Due
to the fact that the physical distribution is a priori unknown, a good
estimate used throughout this thesis is lav = 20 · lmin.
In figure C.3 the influence of the factor td is shown. As can be seen,
the mean profile shows no dependency on the factor td. Also the RMS
profile is mostly unaffected by the choice of td except the near wall
region. To discuss this behavior it has be first explained how the fac-
tor td affects the simulation and how the data gathering within aODT
is implemented. This effect is only seen by using an implicit solver.
If an explicit solver is used, the time integration can be based on the
information of each sub-time step ∆tdiff instead of ∆t.
As explained in section 4.1, within ODT two different times exist. The
first one t0 represents the physical time. The second one t is the time
of ODT eddy sampling with t0 6 t. If an eddy is accepted at time t it
is implemented at time t0 and the diffusion process is time advanced
from t0 to t, so that t and t0 are then equal.
Due to the stochastic character of ODT, it may occur that the time lag
∆t = t− t0 becomes so large that the diffusion, which would have
been done since time t0, would have changed the parameter profiles
in such a way that a tested eddy would have been accepted instead
of rejected. Therefore, the acceptable time lag should be bounded.
Within ODT a diffusion step is forced if the time lag ∆t exceeds dtCU =

























Figure C.4: Time development of Φ at a sample position on the ODT line,
where Φ is the mean value. The vertical dotted lines illustrate
times of eddy events tE. The times of eddy events, where the
eddy influences the sample position are highlighted with t∗E. The
vertical dash-dotted lines illustrate times where the time lag ∆t
exceeds dtCU, wherefore a forced diffusion step is calculated.
The red lines illustrate the trapezoidal rule for integration.
td ·∆tdiff, where ∆tdiff = (∆ymin)2/ω is the diffusion time step and ω
is the largest relevant transport coefficient, which is the viscosity ν if
there are no scalars.
The data gathering within ODT is currently implemented as time in-
tegration using the second order trapezoidal rule. Therefore, the inte-
gral is calculated as 12∆t (Φ(y, t) +Φ(y, t0)), where the state at time
t is (i) the one after eddy implementation or (ii) the state of the end
time of the previous diffusion step. This results in the fact that the
profile for integration is discontinuous. As long as the time step is
short enough that the change of the profile Φ can be estimated as a
linear change, the error of this procedure is small. This holds, if the
eddy acceptance frequency is higher than the frequency of diffusion
time steps needed.Again, due to the stochastic character of ODT this
is not always valid, resulting in the possibility of greater numerical
integration errors.
Within figure C.4 the time profile of a sample position on the ODT
line is illustrated. The vertical dotted and dash-dotted lines illustrate
the times of eddy events tE or forced diffusen steps tD, respectively.
The eddy events influencing the sample position are termed t∗E. The
forced diffusion steps are done due to the fact that the time lag ex-
ceeds dtCU. Therefore, the larger td the greater becomes the error
due to the trapezoidal rule as illustrated by the red lines.
The illustrated that the increase in the RMS profiles for increasing td
is a numerical error based on the time integration for data averaging.
This effect is mainly seen in regions with high fluctuations, due to the
fact that fluctuations would decrease exponentially instead of linearly
as assumed by the trapezoidal rule.
As a last study the oversampling within ODT is varied. The results
are shown in figure C.5. It can be seen that a variation of pλγ has no
influence on the results for the channel flow. Even if this study shows
no influence the mean acceptance rate should be much smaller than
further important parameters of aodt 147





































Figure C.5: Dependency of the law of the wall and the uRMS velocity profile on the mean acceptance
probability pλγ of eddies within ODT.
unity as described in section 2.2.3. Otherwise it could be that the
distribution of accepted eddies varies from the physical distribution.
Therefore, throughout this thesis pλγ = 0.002 is chosen.
Although, the variation seems to have no influence on the results, it
influences the calculation time. Table C.1 shows the reduction of cal-
culation time compared to the reference case with pλγ = 0.001. As
Table C.1: Relative time savings of calculation for varying pλγ.
pλγ 0.1 0.05 0.01 0.005 0.001
time savings 24% 41% 34% 17% —
can be seen a reduction of the oversampling to pλγ = 0.05 gives a re-
duction of the calculation time of about 41% for this test. The increase
for a further reduction of pλγ possibly results from the additional cal-
culation time needed due to adjustment of the mean sampling time
δt.
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