The mass-loss rates of red supergiant stars (RSGs) are poorly constrained by direct measurements, and yet the subsequent evolution of these stars depends critically on how much mass is lost during the RSG phase. In 2012 the Geneva evolutionary group updated their mass-loss prescription for RSGs with the result that a 20M star now loses 10× more mass during the RSG phase than in the older models. Thus, higher mass RSGs evolve back through a second yellow supergiant phase rather than exploding as Type II-P supernovae, in accord with recent observations (the so-called "RSG Problem"). Still, even much larger massloss rates during the RSG phase cannot be ruled out by direct measurements of their current dust-production rates, as such mass-loss is episodic. Here we test the models by deriving a luminosity function for RSGs in the nearby spiral galaxy M31 which is sensitive to the total mass loss during the RSG phase. We carefully separate RSGs from asymptotic giant branch stars in the color-magnitude diagram following the recent method exploited by Yang and collaborators in their Small Magellanic Cloud studies. Comparing our resulting luminosity function to that predicted by the evolutionary models shows that the new prescription for RSG mass-loss does an excellent job of matching the observations, and we can readily rule out significantly larger values.
Introduction
Red supergiants (RSGs) begin their lives on the main sequence as 8-30M O and Btype stars before burning through their core hydrogen and evolving across the HR-Diagram (HRD). They briefly (for ∼10,000-100,000 years) pass through the yellow supergiant (YSG) phase as they cool down to temperatures below 4100K and expand to radii of 100-1500× that of the sun. During this time they fuse helium in their core and sustain luminosities that are ∼10,000-100,000 times greater than that of our Sun. Currently the majority of such stars are thought to end their lives by dying as Type II-P supernovae (see, e.g., Meynet et al. 2015) .
The evolution and final fate of RSGs is heavily influenced by their mass-loss rates which are quite large (as high as 10 −4 M yr −1 compared to the Sun's mass loss rate of 10 −14 M yr −1 ) and episodic. Ekström et al. (2012) significantly revised the mass-loss prescription for RSGs for the Geneva evolutionary models, based upon the newer measurements of Sylvester et al. (1998) and van Loon et al. (1999) , as discussed in Crowther (2001) . The differences with the older de Jager et al. (1988) relation are small, except for the highest luminosity RSGs. They found that for RSGs above some certain mass limit of 15M , the outer layers of the star would exceed the Eddington luminosity, and in this situation increased the mass-loss rate by an additional factor of 3 for the duration of the event. The net result of these changes is that the time-averaged mass-loss rate of a 20M RSG at solar metallicity was a factor of 10 greater than that obtained by the previously adopted de Jager et al. (1988) relationship traditionally used in the older evolutionary models (see, e.g., Schaller et al. 1992) . The implications of this change were many and varied, and include the result that the mass limit for stars to becoming Wolf-Rayets (WRs) is decreased and more stars go through a second YSG phase after becoming RSGs rather than exploding directly as supernova. As suggested by Ekström et al. (2012) , this later difference could explain the so-called "RSG problem," the lack of observed high-luminosity RSG progenitors to Type II-P SNe (Smartt et al. 2009 ). The older Geneva evolutionary models had done a poor job in predicting the relative number of YSGs as a function of luminosities (Drout et al. 2009; Neugent et al. 2010 ), but after this revision to the RSG mass-loss rates (as well as many other improvements), the newer models reproduced the observations very well (Drout et al. 2012; Neugent et al. 2012) . However, until now there has been no other observational tests of the revised mass-loss rate prescription during the RSG phase.
This revision in the RSG mass-loss rate was profound for the higher mass RSGs, but the direct measurements of the mass-loss rates do not preclude even larger changes (Meynet et al. 2015) , and there is no direct constraint based upon stellar atmosphere modeling. Because these stars have such low surface gravities (log g ∼ 0) and escape velocities (< 100 km s −1 ), Stan Owocki (private communication, 2006) has argued that it's a little like walking across the room with a glass of water filled to the brim: even a small jiggle can lead to dramatic increases in the mass loss for a RSG. Mass-loss rates have only been directly measured for around 50 stars and the results are highly inconsistent (Mauron & Josselin 2011; van Loon et al. 2005; Beasor & Davies 2016 ) (see Meynet et al. 2015 , Figure 1 for a comparison to the Geneva model mass-loss rate prescriptions). In addition, the mass-loss rates themselves are uncertain: to measure the mass-loss rate of individual RSGs, all we can do is measure the dust production rate and then infer a total mass-loss rate by multiplying by an uncertain large number (100-500×) depending on what we assume for the gas-to-dust ratio. And even this idea of a "standard" mass-loss rate is questionable. For one, what we measure today might not relate to the time-averaged mass-loss rate. For instance, Smith et al. (2001) demonstrated that VY CMa, an extremely luminous RSG, underwent a period of enhanced mass loss 1000 years ago (Decin et al. 2006) . It is unknown how often these outbursts occur and what fraction of the measured mass-loss rates might be caused by an outburst. Meynet et al. (2015) and Georgy & Ekström (2015) have argued that the actual time-averaged massloss rates could be a factor of 10 or even 25 times higher than what is currently adopted.
Here we follow up on the suggestion of Meynet et al. (2015) and Georgy & Ekström (2015) of using the RSG luminosity function as an observational test of the time-averaged RSG mass-loss rates. As RSGs evolve and go through core helium fusion, their effective temperatures barely change but their luminosity increases as the helium core grows. Increased mass-loss rates (whether as single or binary stars) shorten the RSG lifetimes of these stars by removing their outer layers since as more mass is removed, the envelope to core ratio will change. Once the core represents a certain fraction of the star, the star will evolve back blue-ward. So, the more mass lost, the faster the blue-ward evolution will occur. The more luminous RSGs will lose more mass than the less luminous RSGs because mass-loss rates are luminosity-dependent. Thus, as mass loss rates increase, the ratio between the number of higher luminosity RSGs to the number of lower luminosity RSGs will decrease. This is shown in Figure 1 . As the luminosity increases, the relative number of RSGs decrease in all the models, due to the decreasing number of higher mass progenitors (all assume a Salpeter IMF). For a given number of total stars, the Geneva high mass-loss models (10× and 20× models) predict far more low luminosity RSGs, and fewer high luminosity RSGs Ekström et al. 2012) . The BPASS 2.2.1 binary and single-star models (Eldridge et al. 2017 ) predict a very similar luminosity function as the standard Geneva model, except at the higher luminosity end, where they predict significantly more stars 1 .
The BPASS 2.2.1 models adopt the de Jager et al. (1988) prescription for mass-loss during the RSG phase, although of course the binary versions also include mass-loss driven by the companions (Eldridge & Stanway 2012; Stanway et al. 2014; Stanway & Eldridge 2018 ).
The Need for New Near-Infrared Data
Obtaining a useful luminosity function of RSGs has three requirements. First we must compute luminosities at the 0.05 dex level for a sample down to log L/L ∼ 4.0 in order to create a well-sampled histogram. Fainter than this runs the risk of contamination of faint red foreground stars as shown in Sec. 4.2. Requiring luminosities at a 0.05 dex precision level ruled out using RSGs in the Milky Way due to uncertain distances in the pre-Gaia era. Additionally even in the post-Gaia Data Release 2 (DR2) era, it is messy and uncertain to identify a volume-limited sample in the presence of large and variable reddenings. This luminosity requirement drove us to the near-infrared (NIR) rather than the optical, as detailed below. Secondly, as our goal is not only to obtain an observationally robust luminosity function, but to compare to current model predictions for mass loss rates, we currently require stars that have metallicities of solar and above (1 − 1.8Z ), ruling out using RSGs in the LMC or Small Magellanic Cloud (SMC) as the lower metallicity single-star Geneva Evolutionary grids do not produce high luminosity RSGs. Thirdly, we need a large enough sample (several hundred stars) so the luminosity function is not dominated by stochastic, small-number statistics at the bright end. These three considerations lead us to M31's RSG population, as the galaxy is nearby with a well-determined distance (760 kpc, van den Bergh 2000 and references therein), low reddening (A V ∼1.0 mag for the RSGs, Massey et al. 2009a; Massey & Evans 2016) , and a suitable metallicity that is about 1.5× solar (Sanders et al. 2012 ).
The NIR is preferable to the optical for three main reasons. First, we are less sensitive to the reddening than in the optical; the extinction at K s is only 12% of what it is at V (A K = 0.12A V ; see, e.g., Schlegel et al. 1998) , meaning that uncertainties in the extinction have a much smaller effect on the derived luminosity 2 . Similarly, J − K colors are less affected by reddening than are optical colors; while E(B −V ) = A V /3.1, E(J −K) = A V /5.8 . This is particularly an issue for RSGs, as they suffer from circumstellar extinction due to their dust production. The typical OB star in M31 has A V of 0.5 mag (Massey et al. 2007) , while the RSGs in our sample typically have an average A V of 1.0 mag (Massey et al. 2009a) ; we see a similar effect when we compare Galactic RSGs to OB stars in the same clusters; see Massey et al. (2005) . (We will delve into the reddening issue more exactly in Sec. 5.) Second, the bolometric corrections (BCs) at K are much less sensitive to the determination of effective temperatures than at V . The effective temperatures of RSGs are ∼3500-4100 K ; as a result, their flux F λ peaks in the far red (7000-8000Å). Over this temperature range BC V varies from −2.2 to −0.8 mag (i.e., by 1.4 mags), while BC K varies from +2.9 to +2.5 (i.e., by 0.4 mag); see Levesque et al. (2005) . At the same time, (J − K) 0 is quite sensitive to the effective temperature, changing from 1.20 (3500 K) to 0.86 (4100 K), a difference ∆(J − K) 0 = 0.34, according to the MARCS models used by Massey et al. (2009a) . For comparison, (V − R) 0 changes by almost the same amount, from 1.09 to 0.76 (∆(V − R) 0 = 0.33), although it is more affected by reddening. Thus for the same photometric precision, the uncertainty in the BC will be 3.5× smaller using NIR colors than in the optical, even in the absence of reddening, due to the smaller change in the BC over a similar range in color and temperature.
The third factor driving us to the NIR is that RSGs are photometrically more variable at V than at K. Levesque et al. (2006) found that the typical V -band variability during a year was 0.9 mag, while K-band variability amongst RSGs is ∼0.15 mag (Josselin et al. 2000; Massey et al. 2009a ). This irregular variability is due to several causes, including variable dust production (producing increased circumstellar extinction), and the existence of large convective zones on the surface of these stars that have high contrast between the hotter and cooler spots in V than at K. Massey & Evans (2016) use the Two Micron All Sky Survey (2MASS) photometry to construct the H-R diagram shown in Figure 2 . As above, accurate J-K colors and K-band magnitudes are needed to determine good bolometric luminosities. The 2MASS photometry is complete (at 10σ) only to K = 15.0 for the 6x catalog (Cutri et al. 2012) , which included coverage of M31. We indicate this completeness limit by the black band. This completeness is purely photometric, and ignores issues of crowding, which causes increasing losses at fainter magnitudes in crowded fields such as found in M31; this is especially true given the 2 resolution of 2MASS. Thus we are currently limited to log L/L ∼4.8 by the lack of good NIR photometry, while from Figure 2 we see we really would like to go down to log L/L of ∼4.0 to include ∼ 9M , say 3 . This corresponds to K∼16.2-16.7 for a cool (3500 K) and warm (4100 K) RSG, respectively.
Given the reasons detailed above, we set out to obtain new near-IR photometry of RSGs within M31.
Observations and Reductions
All the J and K photometry comes from new images taken with the Wide Field Camera (WFCAM) on the 3.8-meter United Kingdom Infrared Telescope (UKIRT) located on Mauna Kea, Hawai'i. The data were obtained as part of the UKIRT Service Program (Proposal U/17B/UA03); UKIRT is owned by the University of Hawai'i (UH) and operated by the UH Institute for Astronomy; operations are enabled through the cooperation of the East Asian Observatory. Observing time was granted through the Steward Observatory Telescope Allocation Committee.
We selected two M31 fields and one nearby "control" field 4 as shown in Figure 3 and Table 1 . The scientific requirement was to achieve an uncertainty of 0.05 dex in log L, or roughly 0.1 mag, at log L/L ∼4.0. We aimed for a S/N of 30 at K=17.0 and J=18.0, about 0.5 mag deeper than needed to assure completeness. This gives us an error of <0.05 mag in J − K for our faintest stars, leading to an uncertainty of <100 K in the effective temperature scale (similar to what we achieve by fitting models to our optical spectrophotometry; see Levesque et al. 2005) , or an error of 0.08 mag in the BC at K. The reddening at V varies by 0.5 mag at the faint end (Massey et al. 2009a and discussed in depth below in Sec. 5); at K this introduces another 0.06 mag uncertainty. Add these together with the uncertainty of 0.03 mag in the K-magnitude itself, and we achieve an uncertainty of 0.10 mag, or 0.04 dex in log L. It is not clear what effect the ∼0.15 mag variation in K has. Perhaps it is compensated for changes in temperatures. But, even if we add this in, we achieve an error of 0.07 dex in log L, not much worse than our 0.05 dex goal.
To make our observations more compatible with UKIRT's queue scheduling, we split each of the three fields into two "visits," which were separated by days or weeks as shown in Table 1 . WFCAM consists of four Rockwell Hawaii-II (HgCdTe 2048×2048) arrays, each covering 13.65 on the sky, and separated by 12.83 gaps. The scale is 0. 4 per pixel. (For further details, see Casali et al. 2007 .) For each visit, we planned a sequence of exposures starting with a set of 10 individual 10-sec exposures in J. The individual exposures were co-added in order to build up the signal-to-noise. The process was then repeated in K s , using 36 individual 10-sec exposures. The telescope was then offset by 795 (13.25 ) and the process executed three more times in order to fill in the gaps between the chip. The entire sequence was then executed again during the second visit on a different night. Had everything gone according to plan, each field would have been observed twice in J and K s covering a 51 × 51 area with some overlap between the dithers. However, there was no motion between dither position 1 and dither position 2 on the first visit to Field A, resulting in a 25% loss of areal coverage for that field. The second visit was executed as planned.
The images were processed by the Cambridge Astronomical Survey Unit (CASU) and made available via the WFCAM Science Archive, part of the Wide Field Astronomy Unit hosted by the Institute for Astronomy, Royal Observatory, Edinburgh. An overview is given by Hambly et al. (2008) , with complete details given at the CASU web site 5 . The data products include the calibrated chip-by-chip ("detector frame") stacked images and the corresponding chip-by-chip source catalogs with coordinates, instrumental magnitudes, aperture corrections, and photometric zero-points. The latter are based upon 2MASS stars observed throughout the night. Thanks to these expert pipeline products, our task was primarily book-keeping rather than calibration or photometry. Our process was to first transfer the FITS catalog tables into something more usable, and produce calibrated photometry for each source adopting the pipeline's "aperture 3" values, which correspond to the "core" flux, defined as a radius of 5 pixels (2.0 ). According to the source catalogs, the typical (median) seeing was 4.0 pixels (1. 6), and ranged from 3.1 pixels (1. 2) to 6.5 pixels (2. 6). Correspondingly the typical (median) aperture correction was −0.21 mag, ranging from −0.14 mag to −0.48 mag.
For each field we then had 64 catalogs: 2 visits × 2 filters × 4 chips × 4 dithers. Our next task was to match detections in the J and K s exposures for each chip/visit/dither, keeping only stars that were detected in both filters. That reduced the burden to 32 catalogs containing K s and J −K s photometry for each chip/dither/visit. For each visit and dither we then combined the photometry of the four chips to produce 8 source catalogs of photometry. We then combined the data of the four dithers, averaging the photometry for stars in common in the regions of overlap. That resulted in two source catalogs, one for each visit. Finally, we insisted that stars be detected in each of the two visits (using a 0. 5 matching criterion), producing a single catalog of objects for each field, with the photometry from the two visits averaged. (Note that this eliminated one-quarter of the coverage we would otherwise have had for field A, as one of the dithers was missing.) Thus, each star was observed at least twice in both J and K s .
Checking our combined photometry against the 2MASS values showed that there was invariably very little difference in the K s -band values, but typically a +0.025 mag difference in the J-band photometry, in the sense that the 2MASS value minus UKIRT. We restricted the comparison to the standard 2MASS point source catalog (not the x6x version) and for stars with J and K s values between 12.0 and 14.0 and quality ratings of "AAA." Fainter than this, the scatter in the 2MASS data were too large; brighter than 12 we found that the UKIRT magnitudes showed larger and larger differences for increasingly brighter sources, characteristic of a non-linearity or saturation effect. We thus removed any UKIRT data for stars with J ≤ 12 or K ≤ 12 (after correcting for the median difference compared to 2MASS), and supplemented the catalog with 2MASS sources at the brighter end. Care was taken for the 2MASS additions to Field A to make sure they fell in the same areas as the other stars were observed.
We show the final error plots in Figure 4 . We have drawn lines corresponding to our goal of a S/N of 30 (error 0.03 mag) at J = 18.0 and K s = 17.0, and see that we have achieved this nicely. The 2MASS data at the bright end have larger errors, but this is somewhat deceptive as the uncertainties are not dominated by photon statistics. However, for our purposes these are moot as they are much brighter than any of the actual RSGs in our sample but are foreground objects.
Identifying the Red Supergiants
Our total sample consisted of 116,692 stars in Field A, 132,837 stars in Field B, and 11,254 stars in the control field, for a total of 260,783 stars with J and K s photometry. (We provide the full photometry lists in Tables 2 and 3.) We expect the RSG population to be a tiny fraction of this sample. This section describes how we went about identifying it.
In Fig. 5 we show the color-magnitude diagrams (CMDs) for each of the three fields. RSGs typically have effective temperatures of 3500-4100 K, corresponding to unreddened colors 0.85 < (J − K) 0 <1.20 at M31's metallicity (Levesque et al. 2006) . Massey et al. (2009a) has measured the temperatures of 16 M31 RSGs using spectral fitting of the TiO bands employing a new generation of the MARCS stellar atmospheres (Gustafsson et al. 1975; Plez et al. 1992) , finding typical A V ∼1 mag, corresponding to an E(B − V ) ∼ 0.3 or E(J − K) ∼ 0.2. (We will delve more deeply into the reddening issue in Section 5). Thus, roughly, we would expect to find the RSGs between J − K s of 1.0 and 1.3 (warm/cool). As argued above, we would like to extend our detection down to K s ∼ 16.2 − 16.7 (cool/warm). The most luminous RSGs have log L/L of 5.5 (see Fig. 2 here and Fig.3 in Levesque et al. 2005 corresponding roughly to K ∼ 12.5 − 13.0 (cool/warm). We have outlined the relevant region in the CMDs in red. We see that the actual sequence of RSGs is a bit tilted with respect to this parallelogram, but it adequately guides the eye to the correct section of the CMD.
There will be two sources of contamination that we must concern ourselves with. The first of these is that of foreground stars; the second is that due to M31's own asymptotic giant branch (AGB) stars. We deal with both of these in the next two sections.
Cleaning the Sample by Removing the Foreground Stars
The first contaminant to deal with is foreground stars: red dwarfs in the Milky Way's disk, and red giants in the Milky Way's halo, can have magnitudes and colors like those of M31's RSGs (see discussion in Massey et al. 2009a) . Gaia astrometry-both proper motions and parallaxes-provides us the tools for removing the first of these; the second of these is a negligible constituent as we show below.
We can gather a quick visual impression of where foreground contamination is significant by comparing the number and location of stars in the control field to that of the two M31 fields in Figure 5 . Few, if any, foreground stars are to be found in the region of the RSGs, while slightly warmer stars will be dominated by foreground stars. This warmer sequence is where the yellow supergiants (YSGs) are found, and as we have previously shown by radial velocity studies, the YSGs are a rare constituent (∼5%) in that part of the CMD (Drout et al. 2009 ). Stars of similar colors to our RSGs but fainter are also expected to have a strong foreground component, as seen in Figure 5 .
Defining the Gaia Membership Criteria
We explicitly remove foreground contamination in by utilizing the proper motions (µ α , µ δ ) and parallaxes (π) from the Gaia Data Release 2 (DR2). In order to astrometrically distinguish probable M31 members from likely foreground stars we follow a procedure based on that described in Gaia Collaboration et al. (2018) for the LMC/SMC. In summary: we first define a three dimensional filter in µ α , µ δ , and π based on a sample highly probable members of M31, and this filter is subsequently applied to the full set of UKIRT sources described above in order to assess their consistency with the expected proper motions and parallaxes of M31 members.
In order to define our filter, we begin by selecting a sample of stars from the Local Group Galaxy Survey of M31 (Massey et al. 2007 ). We restrict ourselves to stars with B-V > 1.8 and B-V < 0.3 in order to eliminate the yellow region of the color magnitude diagram, which has been shown to be >95% contaminated by foreground dwarfs Drout et al. (2009) . These stars are then cross-matched with Gaia DR2, and we further restrict the sample to stars with G<19.5 and π/σ π <5. We determine the median proper motions and median parallax for this sample and, finally, following Gaia Collaboration et al. (2018), we further eliminate any sources whose µ α or µ δ are more than four times the robust scatter estimate in order to minimize any remaining contributions from foreground stars.
Applying these cuts, we are left with a sample of ∼2200 stars, which we use to determine the covariance matrix µ of µ α , µ δ , and π. Based on this matrix, we define multiple filters that will be used to classify our UKIRT sources as either probable M31 members or likely foreground dwarfs. Specifically, if:
8, a star is classified as a probable foreground star. This value corresponds to the 99.5% confidence region.
• µ T σ −1 µ < 4.11, a star is classified as a likely M31 member. This value corresponds to the 75% confidence region.
• 4.11 < µ T σ −1 µ < 12.8, a star is classified as having uncertain membership.
Eliminating the Foreground Stars
We apply these filters to our sample of UKIRT sources (in both the M31 and control fields), after cross-matching with the Gaia DR2 database. Of course, not all of our sources have measurements from Gaia-in particular, the fainter, reddest stars have no Gaia data.
In Fig. 6(a) we show a closeup of the CMD, again indicating the general region where we expect RSGs to be found. In Fig 6(b) we show stars with no Gaia information (blue) and those with uncertain membership status based on Gaia data (green). Finally in Fig. 6(c) we show only the stars certain to be members, while in Fig. 6(d) we show all of the data except the stars certain to be foreground.
What fraction of the stars with no Gaia data likely to be foreground? We can answer this by appealing to the control field CMD. In Figure 7 we show the control field before and after removing Gaia-identified foreground stars. We have once again indicated the stars with no Gaia information by color-coding the points blue, and the ones with ambiguous results, green. By comparing Figure 7 (a) with 7(b), we see that most of the handful of stars in the RSG region on the control field (which should all be foreground stars) are correctly identified as foreground stars based on their kinematics. The remaining ones have no Gaia data. At fainter magnitudes (K s < 16) in the same color range there are also no Gaia data. We will revisit this issue once we better define the region of RSGs.
We note that the control field also has proven useful in confirming that the number of halo giants contaminating our data is negligible. Giants in the MW's halo, at distances of 10 kpc or more, will have parallaxes and proper motions so tiny that even Gaia data (at present) has a hard time distinguishing them from members of other galaxies, at least on a star-by-star basis 6 The lack of any stars identified as members or with ambiguous information in the RSG region of the control field CMD shows that this is not a problem.
Removing the AGB Stars
The other contaminant is M31's own asymptotic giant branch (AGB) stars. These are the the bane of RSG population studies at lower luminosities. AGB stars are evolved lowto intermediate-mass stars that are past their core-He burning phase but undergoing Heand H-shell burning. Their temperatures are generally cooler than that of RSGs, and their luminosities overlap those of the lower mass RSGs. Brunish et al. (1986) may have been the first to emphasize the potential confusion between intermediate-mass AGB stars and RSGs in stellar population studies, and suggested that at luminosities below log L/L = 4.9 there could be overlap in luminosity. Studies like Massey & Olsen (2003) often adopt this as a cut-off; that luminosity roughly corresponds to 20M (see, e.g., Figure 2 in Ekström et al. 2012) . Of course, we would like to go much lower than that. However, with good NIR colors it is relatively easy to separate RSGs and AGBs at lower luminosities, as AGBs are significantly cooler. Cioni et al. (2006a,b) and Boyer et al. (2011) showed that one could in fact readily separate the various types of AGBs (carbon-rich, oxygen-rich) from one another, as well as separate the AGBs from RSGs. This has most recently been used by Yang et al. (2019) in the SMC, who claim unambiguous separation of RSGs from AGBs down to the tip of the red giant branch at about K s = 12.7 in the SMC, which would roughly correspond to K s = 18.1 in M31. This is 1.5 mag deeper than we need to go to achieve log L/L = 4.0.
In Fig. 8 (a) the two diagonal magenta lines show the Yang et al. (2019) color cuts for RSGs using their "CB" method (i.e., based on Cioni et al. 2006a,b and Boyer et al. 2011) , adjusted for the difference in distances (59 kpc for the SMC and 760 kpc for M31, according to van den Bergh 2000 and references therein) and by 0.16 mag in J − K s . The latter was determined first empirically by eye, but is consistent with what we expect due to the change of the Hayashi limit with metallicity. The typical RSG in the SMC is a K2-3 I with a typical temperature of 4000 K (Levesque et al. 2006, Table 4 ). According to the MARCS models, this corresponds to a (J − K) 0 of 0.951 at SMC metallicity. The typical RSG in M31 is an M2 I with a temperature of 3600 K (Massey et al. 2009a , Table 5 ). According to the MARCS models this correspond to a (J − K) 0 of 1.121. Converting this 0.17 difference in (J − K) 0 translates to a difference of 0.16 in (J − K s ) 0 according to the transformation equation of Carpenter (2001) , as discussed below in Sec. 5, a rather remarkable, and perhaps fortuitous, agreement. We defined the width of the RSG band to be 0.25 mag wide in J − K s , slightly larger than the 0.20 wide boundary adopted by Boyer et al. 2011 . We list the equations for these two lines in Table 4 . The blue points in that figure show the stars for which there are no Gaia data; this set is dominate by the AGBs. We see that that the vast majority of points to the left of our parallelogram have ambiguous membership; we believe most of these stars are foreground.
Based on this we now identify the RSGs in Fig. 8 (b) . We have relaxed the upper temperature limit slightly, and at brighter magnitudes we accept slightly cooler stars. As Yang et al. (2019) argues this could contaminate the upper luminosity sample lightly by super-AGBs but the degree should be small and allows for the existence of dusty highluminosity RSGs. The adopted limits are as follows:
We include members, uncertain members, and stars without Gaia information, excluding only the Gaia-identified foreground stars. The green line corresponds to our luminosity cutoff log L/L > 4.0; we can see that there is still a considerable gap between the coolest star and the mountain of AGBs.
In Fig. 8(c) we show the same information for the control field. We see that within the RSG region there is considerable contamination at the fainter magnitudes and warmer temperatures. (This contamination is less than a few percent for K s < 16 but 30% at the faintest magnitudes we include in determining our M31 RSG luminosity function.) We could simply correct our luminosity function for these stars, under the assumption that they are all foreground. However, an examination of the spatial distribution of these control field stars show that there are 2.3× more control field stars in the RSG region with log L/L ≥ 4.0 than on the side away from it, using the conversions described below. We will count only the stars on the western half of the control field in correcting our RSG luminosity function (and of course scaling their numbers by the relative areas), and keep in mind that even so we may be slightly overestimating the size of the correction.
Transformations of Photometry to Effective Temperatures and Bolometric Luminosities
In order to construct a luminosity function, we must use our photometry to determine bolometric luminosities; this requires that we derive effective temperatures and the resulting bolometric corrections. Our first step is to transform our UKIRT photometry (tied to the 2MASS J, K s system) to the standard Bessell & Brett (1988) (BB) system, as these standard bandpasses were used in computing the expected colors from the MARCS stellar atmospheres (see Bessell et al. 1998 ). Carpenter (2001) provides transformations from standard system to 2MASS. Inverting these we find:
The next step was to correct the photometry for reddening. Massey et al. (2007) finds that the average reddening for OB stars in M31 is E(B − V ) = 0.13, or A V = 0.40. However, as mentioned above, RSGs are usually considerably more reddened than their neighboring OB stars due to circumstellar dust . We would ideally like to correct the photometry for each star individually. We have succeeded in that by fitting the spectra with MARCs models (i.e., Levesque et al. 2005 Levesque et al. , 2006 Massey et al. 2009a ). We could simply adopt a single "moderate" value for the extinction, say, A V = 1.0, but this overlooks the fact that in general the higher luminosity RSGs are more heavily reddened than lower luminosity RSGs. For instance, the M31 stars analyzed by Massey et al. (2009a) show a strong trend in A V with bolometric luminosity, with the more luminous stars showing the greater reddening.
We illustrate the correlation in Fig. 9(a) . To show this is not simply a logical tautology (since the stars' luminosities are computed using the adopted extinctions), we show in Fig 9(b) a similar plot where we have replaced the abscissa values with the uncorrected K s -band photometry. Although the scatter is larger, particularly at the low luminosity end, the same trend is seen; RSGs in M31 that have brighter K values show more extinction.
Recall that A K = 0.12A V and E(J − K) = A V /5.8; i.e., we expect a color excess of 0.10-0.20 in J − K s at low luminosities (log L/L < 4.8) but 0.35 − 0.45 at higher luminosities.
We have therefore decided to adopt a color-dependent relation for the extinction. For K s ≥ 14.5 we adopt A V = 0.75 mag, i.e., A K = 0.09 mag, and E(J − K) = 0.13. For brighter stars, we adopt A V = 0.75 − 1.26(K s − 14.5). For our brightest stars this translates to A V ∼ 2.0, or A K = 0.25 mag, with E(J − K) = 0.34.
We then transformed these magnitudes and colors to effective temperatures and bolometric luminosities via the MARCS models. As part of our previous work, our collaborator Bertrand Plez (private communication 2005 Plez (private communication , 2009 ) provided us with tables of colors and bolometric corrections for each model. We used these to derive new relationships based upon the solar metallicity models used by Levesque et al. (2005) and 1.8× solar models used by Massey et al. (2009a) ; the best determinations of the H ii region abundances in M31 suggest a metallicity of ∼1.5 solar based upon the oxygen abundances (Sanders et al. 2012) . We restrict ourselves to the log g=0.0 models as these are the most appropriate for the RSGs with known physical properties (Levesque et al. , 2006 Massey et al. 2009a) . We find that the relationships are quite linear over the relevant temperature range (3500-4500 K):
Our adopted distance to M31 of 760 kpc is equivalent to a true distance modulus of 24.40. Thus
where we have adopted the bolometric luminosity of the sun as 4.75.
With these conversions, and our adopted reddenings, we now show in our CMD the limits corresponding to log L/L 3.95 (the lowest part of 0.1 dex wide bin centered on log L/L =4.0). Recall from our discussion of our error budget in Section 3: our errors even at the faintest magnitude levels correspond to <100 K (about 0.01 dex) in temperature, and 0.04 dex in log L.
Model Comparisons
Figure 10 now shows the location of our RSG sample in the H-R diagram. In (a) we have adopted the above relationship between the extinction and brightness. We see that the location of the points are very good match to the location of the Geneva evolutionary tracks, and even turn back towards higher temperatures at higher luminosities. In (b) we adopt a constant value A V = 1.0 mag following Massey & Evans (2016) . The lower luminosity points are too warm compared to the tracks, and the higher luminosity points scatter to much cooler temperatures than the tracks.
In (a) we do find three rather high luminosity RSGs with log L/L > 5.5. The Gaia data for all three of these strongly indicate membership in M31. It is possible of course that for these stars our method for computing the extinction has resulted in an overestimate for both the temperature and luminosity. Adopting an average A V = 1.0 mag for these stars would result in moving these points down to where the top three points are in (b), a significant change. The luminosity of the most luminous RSG is of considerable interest (see, e.g., Massey et al. 2009a ), and we plan to obtain spectrophotometry of these three stars and measure their reddening accurately using their SEDs. Until then, we will treat the luminosities of those three stars as uncertain. If these high luminosities are correct, this stands at odds with the result found by Davies et al. (2018) that the maximum luminosity of RSGs is in the region of log L/L = 5.5. Massey et al. (2009b) found, and Davies et al. (2018) confirmed, that there does not appear to be a metallicity dependence on the maximum luminosity, and thus the RSGs we have discovered here in M31 should not be any more luminous than those found by Davies et al. (2018) in the Magellanic Clouds. If anything, we would expect them to be less luminous, given the shift of the atmospheric Eddington limit to lower values at higher metallicity; see discussion in Lamers & Levesque (2017) . We will revisit this issue in a future paper after we have investigated the RSG content of other galaxies in the Local Group.
With a better understanding of the RSG population of M31 in hand, we compared our results with that of the SYnthetic CLusters Isochrones & Stellar Tracks (syclist) models created by the Geneva Evolutionary group to check which mass-loss rate during the RSG phase best fits the observed luminosity function. A full description of syclist can be found in Georgy et al. (2014a) . As one of its many functions, it computes stellar populations as a function of time based on evolutionary tracks that are given as input. The model we used included 1000 stars within the cluster and a Salpeter IMF (Salpeter 1955) . Our minimum mass of 8M and maximum mass of 30M came from the expected mass range of RSGs. For our calculation we ignored the effects of binaries. We compute the positions of stars in the HRD for single-aged populations with ages between 0 and 1.6 × 10 8 years (corresponding to the total lifetime of the lowest initial mass star considered here) with time steps of 32,000 years (making 5000 steps). The program outputs, among other things, the mass-loss rate vs. luminosity for 1, 10× and 25× the mass-loss rates described in Meynet & Maeder (2002) , following the arguments of Georgy (2012) and Meynet et al. (2015) . To get the luminosity distribution functions for the continuous star formation hypothesis, the models at each time step are summed up.
We next compared the luminosity functions given by our sample of M31 RSGs to the syclist model predictions. In Figure 11 (a) the uncorrected luminosity function is shown by the black histogram; the correction for foreground stars is shown as a dashed line, and recall from the discussion above that this will likely be an over-correction. We compare this to the three syclist predictions: the currently used Geneva mass-loss rate prescriptions (as described in Ekström et al. 2012) , and values enhanced by 10× and 25×. There are 1145 stars at luminosities log L/L ≥ 4.0. The sum of the syclist luminosity function is normalized to unity, and we have adjusted the output in accord with the total number of stars and bin size of our histogram. Thus both the shape and the actual values are meaningful in comparing the theoretical predictions with the observations. We were also curious how much our choice of a luminosity-dependent reddening correction influenced our results. In Figure 11 (b) we show the luminosity function obtained by adopting a constant A V = 1.0 mag. We find that our findings are robust: the current Geneva RSG mass-loss prescription still does an excellent job of matching the observations, while the two enhanced (10× and 25×) versions do not. Figure 11 (c) includes the BPASS 2.2.1 model predictions for both single and binary stars, showing that these models also match the observations well, except for over predicting the number of high luminosity RSGs. For the BPASS models this is presumably due to the adoption of the de Jager et al. (1988) RSG mass-loss rate, without accounting for the supra-Eddington losses that occur for for the highest luminosities.
Our results are quite striking. By comparing the luminosity histograms with the model outputs, we can see that the current prescription for mass-loss rates does an incredibly good job of matching the estimating the number of lower luminosity stars (under ∼ log L = 4.5). In contrast, the 10× and 25× enhanced mass-loss models both underestimate the number of higher luminosity RSGs, and grossly over-estimate the number of lower luminosity RSGs. This suggests that the RSG mass-loss rates are currently in use are actually a very good approximation to reality both for the Geneva mass-loss rates and BPASS 2.2.1 models.
We can quantitatively describe the agreement between the observed distribution and that of the Geneva models by running a Kolmogorov-Smirnov (KS) test. A comparison between the currently used Geneva mass-loss rates and the observed distribution returns a p-value of 0.97. Comparing our observations to the 10× and 25× enhanced mass-loss models produce p-values of 0.30 and 0.12, respectively. Since the p-value of the current used Geneva mass-loss rates is so close to 1, this objectively shows that they are a good match to observations. KS tests on both the BPASS 2.2.1 single and binary star model models produce p-values of 0.96 suggesting good agreement to the observations as well.
Discussion
Based on our observations of the luminosities of M31 RSGs, we conclude that the current mass-loss prescriptions in use by the Geneva evolutionary group and described in Ekström et al. (2012) are well matched to both our observations and thus what occurs physically. While it is discussed in detail in Ekström et al. (2012) , Section 2.6, we briefly go over the mass-loss rate prescriptions used in the models for RSGs here. For RSGs up to 12M , the mass-loss rates are adopted from Reimers (1975 Reimers ( , 1977 . For RSGs above 15M , the mass-loss rate depends on the temperature. For stars with log T eff > 3.7, the rates come from de Jager et al. (1988) while for RSGs with log T eff < 3.7, the rates come from a linear fit to the data from Sylvester et al. (1998) and van Loon et al. (1999) . For the rotating models (that we use in this paper for comparison), there is an additional correction factor applied as described by Maeder & Meynet (2000) . However, as we discussed in the Introduction, RSGs are quite unstable and undergo episodic mass-loss rate events with some unknown frequency. In these instances, the external layers of the RSG's envelope exceeds the Eddington luminosity. The Geneva models are not able to model the mass-loss rates in these instances directly using their hydrostatic approaches because the systems are so unstable. Thus, they artificially increase the mass-loss rate of the star by a factor of three whenever the luminosity of any of the layers of the envelope is higher than the Eddington luminosity by a factor of five. This takes into account the differing mass-loss rates caused by episodic instabilities. Based on our observations we find that this method of increasing the mass-loss rates during times of high instability produces a good fit to the observed time-averaged RSG mass-loss rate.
This discovery suggests that the majority of RSGs will not evolve back across the HRD and become post-RSG YSGs. We note however that in the upper luminosity range (above ∼ log L/L = 5.15, or an initial mass above 20M ), the models of Ekström et al. (2012) predict that most of the RSGs will evolve back in the blue. Previous surveys of YSGs in the LMC and M33 found that the Geneva Evolutionary models were able to correctly predict the relative lifetimes of YSGs at varying luminosities (Neugent et al. 2012; Drout et al. 2012 ) and our result here lends further credence to the accuracy of the models. From an observational point of view, it is difficult to distinguish the difference between YSGs moving rightward and leftward across the HRD. However, steps are being taken by several authors of this paper to do just that. It has been argued that the stars' rotational velocities will slow down, they may experience periodicity or pulsations, and certain chemical elements will be enhanced. The presence of enhanced pulsations in blue supergiants as post RSG objects was discussed by Saio et al. (2013) and Georgy et al. (2014c) . Using TESS data, Dorn-Wallenstein et al. (2019) modeled the variability of four YSGs finding that one of them showed drastically different variability from the other three. They hypothesized that this could be a post-RSG object as it is additionally quite dusty. It will be interesting to differentiate between post and pre-RSG YSGs observationally in the future.
Since the RSG lifetime depends upon the mass-loss rate, an additional test will be comparing the number of RSGs to WRs as a function of metallicity. Maeder et al. (1980) has argued that this ratio should be a sensitive function of metallicity as higher metallicity lends itself to WR production. The authors of this paper are also currently undertaking a project that will allow us to compare this ratio to model predictions, ideally over a range of metallicities.
Summary and Conclusions
As Georgy et al. (2013) puts it, "Of the most relevant parameters determining the evolution of massive stars, ... the mass-loss rate during the RSG phase, is the least constrained by the observations or theory." As part of our work on this paper we hoped to remedy this situation by comparing the observed RSG mass-loss rates with those predicted by single-star evolutionary theory. We used new UKIRT data to obtain deep, accurate NIR photometry of stars in two fields in M31. We separated out the RSGs from the foreground stars and AGBs using both Gaia and color-color cuts down to RSGs of log L/L > 4.0. We then calculated the theoretically expected luminosity functions using syclist adopting three different timeaveraged mass-loss rates. Comparisons with our observed RSG luminosity function show that the actual RSG mass-loss rates are well represented by the Geneva evolutionary models as described by Ekström et al. (2012) and the BPASS 2.2.1 single and binary star models as described by (Stanway & Eldridge 2018) . Significantly higher (10-25×) mass-loss rates are not consistent with our data.
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van Loon, J. T., Cioni, M.-R. L., Zijlstra, A. A., & Loup, C. 2005, A&A, 438, 273 van Loon, J. T., Groenewegen, M. A. T., de Koter, A., et al. 1999, A&A, 351, 559 Yang, M., Bonanos, A. Z., Jiang, B.-W., et al. 2019 , A&A, in press, arXiv:1907 This preprint was prepared with the AAS L A T E X macros v5.2. Fig. 1.- The dependence of the RSG luminosity function on the assumed mass-loss rate. The theoretical predictions have all been scaled to a sample of 1000 RSGs with log L/L ≥ 4.0 and analyzed with 0.1 dex bins, similar to the sample we analyze here. The green line comes from the Geneva mass-loss prescriptions described in Ekström et al. (2012) , which are in accord with more modern estimates of the observed rates as described in the text. The magenta and blue lines show the luminosity functions for enhancing this rate by a factor of 10 and 25, respectively. All of these Geneva predictions were computed using syclist (Georgy et al. 2014b) . We also include the luminosity functions (red) from the BPASS 2.2.1 models (Stanway & Eldridge 2018 ) both for single stars (solid) and with binaries (dashed); we are grateful to J. J. Eldridge for providing these predictions. Although the effect of binaries is to reduce the number of RSGs by a factor of ∼2 for a given star-formation rate, it has almost no effect on the shape of the luminosity function. Note in particular the good agreement between the Geneva and BPASS 2.2.1 predictions. Table 1 ) by indicating all of the stars with photometry as yellow points. The non-square shape of field A is due to the planned dithers not being executed properly. Fig. 4 .-Error plots for the photometry. The brighter stars come from the 2MASS survey (Cutri et al. 2003) ; at a given magnitude their errors will be higher than that of our deeper UKIRT data. The lines show our goal of a S/N of 30 (error 0.03 mag) at J = 18 and K = 17. by 2MASS values at K s < 12 and J < 12 as explained in the text. The control number and location of stars in the control field gives a good impression of the degree of foreground contamination in the two M31 fields; recall that the area of Field A is only 75% of that of Field B and the control field. The red parallelogram shows the expected region of RSGs, based upon temperatures of 3500-4100 K, reddenings corresponding to A V = 1.0mag, and 4.2 < log L/L < 5.5. Fig. 6 .-The CMD for the two M31 fields combined. In (a) we show all of the data, with the parallelogram showing the approximate location of where we expect RSGs to be found. In (b) we color-code the data based upon whether or not the star's membership status can be determined from Gaia or not; the blue points have no Gaia data, and the green points show ambiguous membership. In (c) we show the CMD for the confirmed members only. In (d) we now only exclude the stars for which Gaia shows that they are clearly non-members. Fig. 7. -The CMD for the control field. In (a) we show all of the data, with the parallelogram showing the approximate location of where we expect RSGs to be found. In (b) we have removed the Gaia-selected foreground stars, and color-coded the data based upon whether or not the star's membership status can be determined. As with the previous figures, the blue points have no Gaia data, and the green points show ambiguous membership. The black histogram is the combined data from fields A and B in M31, while the dashed shows the effect of the correction of the results from the control field scaled to the same area, and likely is an over-correction. The syclist predictions are shown by three colored curves for different mass-loss rates during the RSG phase. The currently used Geneva mass-loss rate matches the observations; the 10× and 25× enhanced rates predict far too few high luminosity RSGs and too many lower luminosity RSGs for a given number of stars. (b) The same as (a) but using a constant A V = 1.0 mag in computing the luminosities. (c) BPASS 2.2.1 model predictions for both single stars (red) and binaries (blue) with the Geneva singlestar predictions included in green for comparison. Note. - Table 2 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content.
a Stars with α 2000 less than 00:43 are in Field A; those with larger values are from Field B.
b Membership flag based upon our analysis of the Gaia DR2 results. 0=member; 1=uncertain; 2=non-member; 3=no Gaia data available. Note. - Table 3 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content.
Note. -The brightest stars are taken from the 2MASS catalog. See text.
a Membership flag based upon our analysis of the Gaia DR2 results. 0=member; 1=uncertain; 2=non-member; 3=no Gaia data available. 
