In call centers it is crucial to staff the right number of agents so that the targeted service levels are met. These staffing problems typically lead to constraint satisfaction problems that are hard to solve. During the last decade, a beautiful many-server asymptotic theory has been developed to solve such problems for large call centers, and optimal staffing rules are known to obey the square-root staffing principle. This paper presents refinements to many-server asymptotics and this staffing principle for a Markovian queueing model with impatient customers.
Introduction
A key challenge in managing call centers is to balance the trade-off between operational costs and quality-of-service offered to customers. In particular, staffing costs constitute a significant portion of a call center's overall expenditure, which makes it essential to develop adequate models of call center operations that relate operational performance to staffing levels; see Garnett et al. (2002) , Gans et al. (2003) , and Borst et al. (2004) for background.
Due to recent theoretical studies, backed up by assessments of empirical data, it is by now widely accepted that the phenomenon of impatient customers (the fact that waiting customers may abandon the system before receiving service) is one of the driving factors for call center performance (see Garnett et al. (2002) for a thorough discussion). Therefore, multi-server queues with customer abandonments, which explicitly model this phenomenon, have received considerable attention in the literature (see Garnett et al. (2002) , Mandelbaum and Zeltyn (2009) , and the references therein). Among different queueing models for call centers with impatient customers, the simplest, yet widely used one is the M/M/s + M model, also referred to as the Erlang A model. Despite the Markovian assumption, this model is considered worthy of being used in practice (see Brown et al. (2005) , Mandelbaum and Zeltyn (2007) ), and its performance analysis has been an important subject of study (see for example Garnett et al. (2002) and Whitt (2006b) ).
There is by now a vast literature on the asymptotic analysis of call center models, which has proven to provide useful managerial insights. In these asymptotic studies, the limiting behavior of a sequence of queues is studied and used to approximate the characteristics of a member of the sequence, i.e., the performance of a finite-sized queueing system. Depending on how this sequence is parameterized, its limiting behavior is different, giving rise to different approximations (see Borst et al. (2004) and Mandelbaum and Zeltyn (2009) ). More specifically, queues with abandonments have been analyzed through fluid approximations (see for example Whitt (2005 Whitt ( , 2006a , Kang and Ramanan (2008) , and Zhang (2009) ) and diffusion approximations (see, e.g., Dai et al. (2009) and Mandelbaum and Momcilovic (2009) ).
One of the most popular approximations arises in the Quality-and-Efficiency-Driven (QED) regime, in which the number of servers s and the offered workload R are related according to a square-root principle, namely s = R + β √ R, for a constant β. The QED limiting regime for multi-server queues without abandonments were brought to the center of attention by the work of Halfin and Whitt (1981) . Garnett et al. (2002) study the steady-state performance approximation (as well as a process-level approximation) for the Erlang A model in the QED regime, and Zeltyn and Mandelbaum (2005) extend the asymptotic steady-state performance analysis to the M/M/s + G model in the QED regime (as well as in other regimes).
Based on the QED diffusion approximations developed by Halfin and Whitt (1981) , Borst et al. (2004) provide a rigorous justification, in an asymptotic framework, of applying the square-root staffing principle to two classes of problems: constraint satisfaction and cost minimization. Here and throughout this paper, by square-root staffing, we refer to the procedure of calculating the optimal staffing level based on the relevant QED diffusion approximations; this is sometimes simply called QED staffing (see Mandelbaum and Zeltyn (2009) ). Borst et al. (2004) observe that squareroot staffing is accurate over a wide range of system parameters for the Erlang C (or M/M/s) model without abandonments. Mandelbaum and Zeltyn (2009) apply the results in Zeltyn and Mandelbaum (2005) to the constraint satisfaction problem for the M/M/s + G model, and find that square-root staffing is not as robust as in models without abandonments. In particular, for the Erlang A model, they observe from numerical experiments that square-root staffing is far from optimal for satisfying loose constraints on the tail of the waiting time distribution, and recommend staffing based on a novel limiting approximation for this particular type of constraint satisfaction problem.
Therefore, for queueing models with abandonments, it is of great interest to understand why the inaccuracy of square-root staffing arises, and to develop performance approximations and staffing rules that are accurate in all circumstances. One approach towards accomplishing this goal, which is taken in the present paper, is to explicitly characterize, and subsequently correct, the errors of conventional QED diffusion approximation and square-root staffing. Correcting the error of the diffusion approximation, thus obtaining what is known as corrected diffusion approximation, has previously been studied by Blanchet and Glynn (2006) and Siegmund (1979) in the random walk or GI/G/1 queue setting and by Janssen et al. (2008a,b) for the Erlang B (i.e., M/M/s/s loss) and Erlang C models. The explicit characterization of the error of a staffing prescription has received less attention. The only study in this regard is the work by Janssen et al. (2008b) , which develops refined square-root staffing rules for the Erlang C model. The present paper extends this approach to the Erlang A model, a much more realistic model for call centers (see Mandelbaum and Zeltyn (2007) ).
Specifically, we consider three different constraint satisfaction problems: (i) delay constraint, which requires the long-run fraction of delayed customers (those not served immediately upon arrival) to be smaller than a certain level; (ii) excess delay constraint, which requires the long-run fraction of customers who wait in the queue for more than T time units, for some T > 0, to be lower than some specified level; (iii) abandonment constraint, which requires the long-run fraction of abandoning customers to be smaller than a certain level. In each problem, we search for the lowest staffing level such that the constraint is met. Note that the first two types of constraints are important because they correspond to customers' delay experience, and the third type of constraint is crucial to call centers because customer abandonments result in customer dissatisfaction and potential revenue losses.
Our main results are captured in Theorems 2, 4, and 6, which formally establish the staffing refinement as a characterization of the optimality gap of conventional square-root staffing for each of the three problems. Specifically, our first contribution is to show that as the workload R increases, the difference between the true minimal staffing level that adheres to each constraint, say s opt , and the conventional square-root staffing prescription, which has the form of s * = R + β * √ R for some (possibly negative) β * , remains bounded. In fact, s opt − s * converges to a real number β • as R → ∞, which refines the existing knowledge (see Mandelbaum and Zeltyn (2009) ) that this gap is asymptotically negligible compared to √ R. Our second and main contribution is to obtain the explicit expression of β • in each case, and prove that the gap between the refined square-root staffing level s • = s * + β • and s opt decreases at the rate of R −1/2 . This provides theoretical support for the improved accuracy of the refined staffing rules. Moreover, the refined rules are as easy to implement as the conventional ones, because the only additional procedure for obtaining s • is to evaluate and add the refinement β • , for which we have explicit expressions. Furthermore, we show that, unlike in the Erlang C model, the refinement β • is significant in many cases, due to different system parameters. One such example is the case of a loose excess delay constraint, which, as mentioned above, was also observed by Mandelbaum and Zeltyn (2009) . But we shall identify more such cases, utilizing the explicit expressions of the refinements that we develop. Our findings suggest that in the presence of customer abandonments, more care needs to be taken in applying many-server asymptotic results to small or moderate size systems, because there are more parameter settings under which it can incur large approximation errors than in the model without abandonments, at least under the Markovian assumption. This also makes the refined staffing rules particularly relevant. We shall demonstrate by numerical experiments that, for most cases of practical interest, refined square-root staffing is very accurate.
Our study provides an analytical assessment of the accuracy of some asymptotic performance approximations and staffing prescriptions. This is a topic on which little research has been done. One related study in this regard is the work by Bassamboo and Randhawa (2009) , which investigates the accuracy of fluid approximations and the fluid-based capacity prescriptions for cost minimization in the M/M/s+G model. Both their and our papers contain analytical results on how the approximation error and the optimality gap of capacity prescriptions change with the workload. Specifically, they prove that in the overloaded regime the error in the fluid approximation for the expected steady-state queue-length does not increase with the workload, and the fluid approximation error for the net rate of customer abandonments even decreases with the workload. They further apply the fluid approximations to capacity sizing in order to minimize the sum of the long-term average customer-related costs and capacity costs, and show that the prescriptions depend intricately upon the hazard rate function of the customer patience time and may prescribe operating in an overloaded regime, in which case the optimality gap of the fluid-based prescription does not increase with the workload. There are several major differences between the two studies though. First, we take a series expansion approach, which leads to the corrected diffusion approximations, while they study fluid approximations. Second, we focus on constraint satisfaction problems, whereas they perform the accuracy assessment of capacity prescriptions in the context of cost minimization problems. In terms of the model, theirs is more general, allowing a general customer patience time distribution. Finally, our study covers approximations and staffing with regard to the steady-state customer waiting time distribution, which is not discussed in their paper.
We remark that our approach and results potentially can be extended to cost minimization problems with linear cost structures. But if the delay or staffing costs are nonlinear, our approach may not be applicable because conventional square-root staffing may not be asymptotically optimal in that case (see Kumar and Randhawa (2009) ). The remainder of this paper is organized as follows. Section 2 provides a detailed model description and a technical overview of the asymptotic dimensioning framework and our refined staffing approach, as well as a preview of our findings on the influence of abandonments. In Sections 3, 4, and 5, based on corrected diffusion approximations, we develop the refined square-root staffing rules for three constraint satisfaction problems. Section 6 contains concluding remarks.
2 The Erlang A model and refined staffing
In this section, we provide a detailed description of the Erlang A model and our refined square-root staffing approach.
In the Erlang A model, also referred to as the M/M/s + M queue, customers arrive according to a Poisson process with rate λ and require service times that are independent and exponentially distributed with mean 1/µ. There are s homogeneous servers working in parallel, and there is unlimited waiting space. Customers that are waiting in the queue abandon the system after an exponentially distributed time with mean 1/θ for some θ > 0. Without loss of generality, we assume µ = 1. Therefore, throughout the remainder of the paper, the offered workload R = λ and the traffic intensity ρ = λ/s. Let W denote the steady-state waiting time of a customer before receiving service or abandoning the system. The long-run fraction of customers that are not served immediately upon arrival is then given by P {W > 0}, namely the delay probability. We further denote P {W > 0} by A(s, λ, θ), and henceforth refer to A(s, λ, θ) as the Erlang A formula. We let P {Ab} denote the long-run fraction of abandoning customers, which can be deduced from the expected steady-state waiting time via the relation P {Ab} = θ · E[W ] (see Mandelbaum and Zeltyn (2007) ).
Because of the Markovian assumption, the queue-length process in the Erlang A model is a birth-death process and the exact expressions for P {W > T }, with T ≥ 0, and P {Ab} are known (see, e.g., Zeltyn and Mandelbaum (2005) and the appendix of Mandelbaum and Zeltyn (2007) ). However, as pointed out by Garnett et al. (2002) , these expressions are complicated and do not yield much insight. Therefore, we study how these exact expressions behave in the QED asymptotic regime, where λ grows to infinity, the abandonment rate θ does not change with λ, and s = λ+β √ λ for some constant β (independent of λ), and more importantly, investigate the implications for staffing. We next describe this asymptotic approach in detail.
Asymptotic dimensioning
The core of staffing problems in call centers is to determine the right trade-off between quality and capacity. Quality is formulated in terms of some targeted service level. Take as an example the delay probability A(s, λ, θ). A large delay probability is perceived as negative, and the targeted service level could be to keep the delay probability below some value . The smaller , the better the offered service. Once the targeted service level is set, the objective from the call center's perspective is to determine the lowest staffing level s such that the target A(s, λ, θ) ≤ is met. This is what we have referred to as a constraint satisfaction problem.
We assume throughout that staffing levels can take on any non-negative real value. A noninteger valued staffing level can be rounded up to the nearest integer to achieve a feasible solution, but for simplicity we shall skip this procedure in our analysis and numerical experiments in the remainder of this paper. The delay probability is a function of the three model parameters s, λ and θ, and the analytic extension of A(s, λ, θ) to all non-negative real s is a continuous and monotone decreasing function in s (see the e-companion of Mandelbaum and Zeltyn (2009) ). Therefore, the constraint satisfaction problem is equivalent to finding the s opt such that A(s opt , λ, θ) = . To solve this inverse problem, we shall invoke the theory of asymptotic dimensioning introduced in Borst et al. (2004) and extended in Mandelbaum and Zeltyn (2009) to abandonments. This theory fully exploits the QED regime for large call centers, in a way that reduces considerably the complexity of the inverse problem. That is, in the QED regime (with s = λ + β √ λ, λ → ∞, β and θ not scaling with λ), the performance measures in the Erlang A model can be approximated by their diffusion limit counterparts. For instance, A(s, λ, θ) can be approximated by some function A * (β) that only depends on β and θ (and no longer on s or λ). Hence, the inverse problem can then be approximatively solved by searching for the β * such that A * (β * ) = , and then setting the staffing level according to s * = λ + β * √ λ. We refer to this staffing approach as asymptotic dimensioning. In this asymptotic approach, one expects that the better the approximation A(s, λ, θ) ≈ A * (β), the smaller the error |s opt − s * |. Based on the QED regime, one also expects the approximation s * to be accurate for large values of λ, and in particular for large-scale service systems such as call centers. Also, it is worth noting that for any finite-sized system this approach does not guarantee that the constraint is satisfied; it is only in the limit that the staffing rule adheres rigidly to the constraint. Mandelbaum and Zeltyn (2009) show that the optimal staffing level has the form
Refined staffing
The main technical contribution of this paper is to develop a stronger form of optimality by characterizing the o( √ λ) small order term. Specifically, we shall develop refined staffing rules for the Erlang A model, which extends the work of Janssen et al. (2008b) . Our approach consists of first developing corrected diffusion approximations for the objective functions, and then characterizing the approximative solutions to the constraint satisfaction problems. The refined staffing rules are of the form
with β • some function of β * , θ, λ, and the constraint target level that depends on the staffing problem under consideration. For the three different constraint satisfaction problems that we introduced in Section 1, we shall uniquely identify β • and prove that the refined staffing level in (1) yields
where a function
We refer to the order term that expresses the difference between the exact optimal staffing level and the approximate staffing level as the optimality gap. Hence, the optimality gap of s • is O(λ −1/2 ), which suggests that the staffing level s • becomes more accurate as λ increases. Note that s • = s * + β • . We shall also prove that the optimality gap of the conventional staffing level s * equals O(1), which indicates that s • should be a more accurate prescription than s * . In addition, because β • in fact describes the optimality gap of s * , or more precisely s opt − s * = β • + O(λ −1/2 ), it allows us to perform an analytical assessment of the accuracy of conventional square-root staffing and its underlying QED approximations, and to make some practical recommendations for call center staffing.
The influence of abandonments
Before presenting our results for each constraint satisfaction problem, we briefly summarize the main differences between our findings and those for the Erlang C model by Janssen et al. (2008b) , thus highlighting the influence of abandonments.
In the Erlang C model, because other performance measures have simple relations to the delay probability, such as Janssen et al. (2008b) only study one type of constraint satisfaction problem, the delay constraint, in which they find that the optimality gap of square-root staffing is negligible and only becomes slightly larger than one in a few cases. By contrast, for the Erlang A model, we find that for the delay and excess delay constraint problems, due to the presence of customer abandonments, the refinement β • can be quite significant if , λ, and/or θ are large. For example, for the delay constraint, if θ is very large, β • can be up to nearly 60 (cf. Table 3 ). Another intriguing observation is that β • is especially significant if the staffing problem leads to an overloaded system, i.e., β * < 0 and hence s * < λ. For the abandonment constraint problem (which is not applicable to the Erlang C model), β • shows a clear insensitivity to both θ and λ.
Delay constraint
The objective of the delay constraint satisfaction problem is to determine the number of agents that are required to ensure that A(s, λ, θ) = P {W > 0} is below a threshold . The conventional squareroot staffing rule is to use the approximation A(s, λ, θ) ≈ A * (β), obtain the solution to A * (β) = , say β * , and then prescribe the staffing level as s * = λ + β * √ λ. Now, according to our scheme for refined staffing described in Section 2, we shall first derive a corrected diffusion approximation for the objective function, and then solve the asymptotic inverse problem. Throughout this paper, we let Φ(·) and φ(·) denote the standard normal cumulative distribution function and density function, respectively, and further define, for any θ > 0 and β ∈ (−∞, ∞),
Theorem 1 (Refined approximation for delay probability). Let A λ,θ (β) = A(s, λ, θ), where β = (s − λ)λ −1/2 does not scale with λ. Then,
where
Our proof of Theorem 1 is based on the following relation between the Erlang A and Erlang B formulas (e.g., equation (A.1) in Mandelbaum and Zeltyn (2007)) A(s, λ, θ)
with γ the incomplete gamma function (cf. (48)) and B(s, λ) the Erlang B formula, or the blocking probability in the corresponding M/M/s/s queue. First, a power series approximation in terms of s −1/2 is derived for the denominator of the second term in (8), which involves the incomplete gamma function. Then, we combine this result with an approximation of B(s, λ) −1 developed in Janssen et al. (2008b) to obtain a series approximation of A(s, λ, θ) −1 with respect to s −1/2 . Finally, we derive the desired power series expansion of the Erlang A formula in λ −1/2 using the square-root relation between λ and s. We include the full proof in Section A.1. The corrected diffusion approximation for the delay probability is thus given by the two terms on the right-hand side of (5), where we ignore the lower order term. If the second term is also ignored, we retrieve the conventional first-order diffusion approximation A λ,θ (β) ≈ A * (β) that was derived in Garnett et al. (2002) . An additional check follows from the case without abandonments. Indeed, by letting θ → 0 in (5) and using H θ (β) ∼ β/ √ θ, we retrieve Theorem 2 of Janssen et al. (2008b) .
Despite the complicated expression of the corrected diffusion approximation, its computation is as easy as the conventional approximation, because the additional computation of the higherorder term only involves simple algebraic operations on quantities which are already required for evaluating the first-order diffusion approximation (e.g., G(β) and H θ (β)).
The second-order refinement term A • (β) turns out to be always positive, which means that the corrected diffusion approximation always takes a larger value, or is more conservative, than the first-order approximation. We state this result as Proposition 1 and defer its proof until Section A.1.
We shall next use the corrected diffusion approximation to derive a refined staffing level. The refined staffing results (Theorem 2, and also Theorems 4 and 6 in later sections) all follow from the refined performance approximation results (Theorems 1, 3, and 5, respectively) by means of a Taylor expansion argument. Theorem 2 (Refined staffing level for delay constraint). Let s opt ∈ (0, ∞) be the solution to A(s, λ, θ) = , with ∈ (0, 1). Let β * be the solution to A * (β) = , s * = λ + β * √ λ, and s • = s * + β • with
Then
Proof. First, a unique β * exists because A * (β), for β ∈ (−∞, ∞), decreases from 1 to 0 (see Theorem 4.1 in Mandelbaum and Zeltyn (2009) ). Define β λ as the solution to
Let g(λ) := β λ − β * , and then (12) can be rewritten as
It follows from the expressions for A * (·) and A • (·), i.e., (6) and (7), that their first and second derivative functions are continuous and thus bounded in a small neighborhood of β * . Therefore, a first-order Taylor expansion of (13) yields
Also we can further apply a second-order Taylor expansion to (13) to have
Because A * (β * ) = and A • (β * ) = 0 due to Proposition 1, it immediately follows from (14) that
Using (16) and A * (β * ) = , we solve (15) and obtain that
Therefore, β λ is well approximated by β * + β • λ −1/2 , up to O(λ −1 ), where
Because A * (·) is monotone decreasing (see Theorem 4.1 in Mandelbaum and Zeltyn (2009)), A * (β * ) < 0. Also, A • (β * ) > 0 due to Proposition 1. Therefore, we have β • > 0 by (18) . By using (6), (7), and A * (β * ) = , (18) can be further simplified as (9). We next turn to proving the optimality gap results in (10) and (11). Let β opt = (s opt − λ)λ −1/2 . The desired result is equivalent to
From Theorem 1, we have that
Let g * (λ) := β opt − β * . Then applying a first-order Taylor expansion to (21), we obtain that
Since A * (β * ) = , g * (λ) = O(λ −1/2 ), and thus (19) holds. We next prove (20). First, it follows from the derivation of β • that
Therefore, in order to conclude (20), it suffices to prove that
Let g • (λ) := β opt − β λ . The rest of the proof is similar as above:
Since
, which proves the assertion in (24).
For the delay constraint satisfaction problem, we recommend the refined staffing level s • = s * +β • , with β • defined in (9). Note that β • is just an explicit function of β * , θ, and . Since the classical staffing scheme already requires solving for β * , which is the hardest task, adapting the refined scheme using β • requires hardly any additional computation. Therefore, we claim that obtaining s • is as easy as s * , while s • achieves a stronger asymptotic optimality than s * . One interpretation of Theorem 2 is that β • , as defined by (9), exactly captures the dominating term of the error of s * , or the O(1) term in (10). By adding the refinement β • , the optimality gap of s • decreases at the rate of λ −1/2 . Also, the fact that β • is always positive suggests that conventional square-root staffing tends to understaff. We remark that it is proved in Mandelbaum and Zeltyn (2009) 
, whereas our refined staffing approach enables us to show that the o( √ λ) gap is actually O(1).
Numerical experiments
We next discuss the numerical experiments that we conducted to illustrate the analytical results. Here, we mainly focus on identifying the scenarios in which β • is large or conventional square-root staffing is not accurate, investigating the accuracy of the refined staffing level s • , and discussing the implications of these findings to call center staffing. Specifically, we vary the values of λ, , and θ, corresponding to different call center sizes, targeted service levels, and customer patience levels, respectively. Considering call centers of different sizes and targeted service levels is obviously practically relevant. Also it is important to understand the impact of varying customer patience levels as there is not a range of θ values that is widely agreed upon in the literature or in practice. This is partly because different customer patience levels are observed in different call centers (e.g., see Brigandi et al. (1994) and Mandelbaum and Zeltyn (2009) ). Another reason is that the estimation of θ is quite nontrivial from a methodological standpoint (for example, see Section 7.3 of Brown et al. (2005) for a discussion on different estimation methods).
In what follows, we shall show s opt , β * , s * , β • , and s • for each problem that we consider. We also include the experimental results on the performance resulting from different staffing levels.
In our extensive numerical experiments, |s opt − s • | is almost always less than 1. As an indication of the error made by the conventional square-root staffing, β • becomes more significant as the abandonment rate θ increases. Also, with the increase of θ, β • gradually becomes a monotone increasing function of the targeted delay probability. Figure 1 shows that, when θ ≤ 1, β • is always less than 1 and its curve gradually turns to symmetrically bowl-shaped from monotone decreasing in , as θ increases to 1. In Figure 2 , as θ further increases from 1 to 15, β • becomes more significant. In particular, when θ ≥ 5, β • is always larger under a looser delay constraint (i.e., a greater value). For example, as increases from 0.1 to 0.9, β • increases from about 1 to 6, for θ = 10, and from 1 to nearly 9, for θ=15. Because β • does not depend on λ, such errors are rather severe for a small or moderate size system. For instance, Tables 1 and 2 display the case of λ = 30, in which the rather large errors are almost completely corrected by β • . Table 2 : P {W > 0} = , θ = 15, λ = 30 (high abandonment rate, low call volume)
For large systems, if the customer patience level is low, β • can be quite substantial. For example, Table 3 shows that, when θ = 100, s * can be off by as many as 20 to 60 servers, while s • provides an extremely accurate approximation of s opt . Table 3 : P {W > 0} = , θ = 100, λ = 3000 (very high abandonment rate, high call volume)
In the case of a low customer patience level, or a large θ value, we also compare the square-root staffing prescriptions with those based on the Erlang B model assumption (i.e., θ = ∞). Specifically, we consider two other staffing rules: one based on the exact Erlang B formula (i.e., the steady-state blocking probability in the M/M/s/s model), namely B(s, λ) (cf. (51)), and the other based on the first-order diffusion approximation for the Erlang B formula, i.e., B * (β, λ) = φ(β)λ −1/2 /Φ(β), where β = (s − λ)λ −1/2 . Note that the first-order diffusion approximation for the Erlang B formula has the order of O(λ −1/2 ), unlike O(1) for the Erlang A formula.
As θ becomes very large, compared to the arrival rate λ and the service rate (assumed to be 1), the Erlang A system behaves similarly to the Erlang B model, in which customers have zero patience times, and one expects A λ,θ (s) ≈ B(s, λ) ≈ B * (β, λ). Table 4 shows an example of the comparison, where s B := inf{s ≥ 0 : B(s, λ) ≤ } and s * B := λ + β * B √ λ, with β * B := inf{β ∈ (−∞, ∞) : B * (β, λ) ≤ }. As can be seen in this table, the conventional square-root staffing level s * is highly biased, while the refined staffing level s • is extremely accurate for all values of . It is interesting that both s B and s * B are more accurate than s * , and the approximative Erlang-B-based staffing level s * B turns out to be even slightly better than the exact one s B in this case. Table 4 : P {W > 0} = , θ = 100, λ = 45 (very high abandonment rate, low call volume)
We note that β • tends to be significant when β * < 0, as illustrated in Tables 1, 2 , 3, and 4. For a number of other cases, especially when β * > 0, the refinement β • turns out to be less than one, which provides theoretical support for the adequacy of square-root staffing or QED approximation in those parameter regions. Therefore, we recommend that the refined square-root staffing rule should be adopted for any small to moderate size call center, and for any large size call center with relatively impatient customers, especially if it operates under a moderate or loose delay constraint. In other cases, the conventional staffing rule can be followed without running the risk of substantial inaccuracies.
Excess delay constraint
We now turn to the constraint satisfaction problem in which the objective function is the steadystate probability that the delay exceeds a certain level T . Specifically, we want to determine the minimum number of agents required to meet the constraint P {W > T } ≤ . We start by deriving a corrected diffusion approximation for this performance measure.
Theorem 3 (Refined approximation for excess delay). Let β = (s − λ)λ −1/2 , which does not scale with λ. Then,
The main step in the proof of Theorem 3 is to show that
We prove (31) by deriving and combining corrected approximations for two integral-form building blocks of the exact expression for P {W > tλ −1/2 |W > 0}. In particular, we apply the Laplace method to analyze their asymptotic behavior and refine the results presented in Section 10 and Theorem 4.1(g) in Zeltyn and Mandelbaum (2005) . The detailed proof is included in Section A.2. The right-hand side of (27), excluding the order term, serves as the corrected diffusion approximation for P {W > tλ −1/2 }, while the conventional diffusion approximation is given by the first term only, i.e., P {W > tλ −1/2 } ≈ A * (β)d * (β, t). Again, the evaluation of the correction term only involves simple algebra on known quantities from the computation of the conventional diffusion approximation, and in particular I • (a, b, t) can be calculated fast using (79), where it is expressed explicitly in terms of the standard normal distribution function. Now we first consider the constraint of the form P {W > tλ −1/2 } ≤ . Because the (corrected) diffusion approximations for P {W > tλ −1/2 } in (27) and P {W > 0} in (5) have exactly the same order in each corresponding term, the staffing procedure in Section 3 and, in particular, the expression (18) can be directly applied here with proper substitutions, leading to the following result: Theorem 4 (Refined staffing level for excess delay constraint). Let s opt ∈ (0, ∞) be the solution to P {W > tλ −1/2 } = , for some t > 0 and ∈ (0, 1). Let β * be the solution to A * (β)d * (β, t) = , s * = λ + β * √ λ, and s • = s * + β • with
where d * (·, ·) denotes the derivative of d * (·, ·) with respect to the first argument. Then,
We note that because an analogue of Proposition 1 does not hold in this case, or the second-order term of the corrected diffusion approximation is not always positive, the staffing refinement β • may be negative or zero as well (see Table 6 for an example). If β • = 0, the optimality gap is O(λ −1/2 ) for both s * and s • , which are equal. The proof of Theorem 4 can be found in Section A.2.
For staffing in practice, when the constraint has the form P {W > T } ≤ , for a fixed T , we let t = T √ λ. Then the constraint to satisfy becomes P {W > tλ −1/2 } ≤ , and the above staffing rule applies. In this case, β • depends on θ, , λ, and T (through β * and t).
Numerical experiments
In this subsection, we investigate numerically the gain of refined staffing. We also compare squareroot staffing, both conventional and refined, with ED+QED staffing, which is a staffing principle developed for satisfying the excess delay constraint in Mandelbaum and Zeltyn (2009) . Specifically, for the constraint P {W > T } ≤ , Theorem 4.4 in Mandelbaum and Zeltyn (2009) prescribes the staffing level
Note that, if ≥ e −θT , s opt = 0, because with zero server a customer's waiting time is just his patience time and thus setting s = 0 yields P {W > T } = e −θT ≤ . We do not consider such cases. First, we focus on the constraints with small T values, which describes some of the key performance measures for call centers. For example, extremely small T and values may correspond to emergency call centers, such as 911 in the U.S., and P {W >20 seconds} ≤ , for some at the order of 10%, is the rule of thumb for many other types of call centers. Table 5 : P {W > 0.05} = , θ = 0.5, λ = 30, = 0.001 to 0.01 (low abandonment rate, low call volume, tight constraints) Table 6 : P {W > 0.05} = , θ = 0.5, λ = 30, = 0.1 to 0.9 (low abandonment rate, low call volume, moderate to loose constraints) Table 7 : P {W > 0.05} = , θ = 4, λ = 30 (high abandonment rate, low call volume, tight constraints)
In this case, if the abandonment rate is low, the conventional square-root staffing is extremely accurate, regardless of the system size or the targeted service level. Tables 5 and 6 illustrate the cases for small λ values; similar findings hold for other λ and values. ED+QED staffing tends to prescribe staffing levels that are too low, especially under tight constraints, as shown in Table  5 . This parameter region is of particular interest to the staffing of emergency call centers, having relatively patient customers and tight delay constraints. Table 8 : P {W > 0.05} = , θ = 4, λ = 1000 (high abandonment rate, low call volume, moderate to loose constraints)
If the abandonment rate is high, the conventional square-root staffing is still very accurate for small systems (or small λ's), while ED+QED staffing tends to overstaff, especially under tight constraints (see Table 7 ). For large λ's, when the constraint can be satisfied with the system being overloaded, β • becomes substantial and s EQ also becomes more accurate than s * . Table 8 shows such an example.
Next, we consider the constraints with moderate or large T values. As illustrated in Mandelbaum and Zeltyn (2009), s * is accurate when the load is small, but not so when the load is moderate or large. In the latter case, the refinement significantly improves the accuracy. Table 9 displays the same example as considered in Section 5.3 of the online appendix of Mandelbaum and Zeltyn (2009) . For P {W > 1 3 }, θ = 0.5, and λ = 1000, s * always underestimates s opt by nearly 10 servers, while the difference between s opt and s • is less than 1. Note that in this case s EQ is slightly more accurate than s • , which suggests that the ED+QED regime is better modeled as an overloaded regime.
}|s=s * P {W > Table 9 : P {W > The fact that s * , as an asymptotic approximation, is less accurate for larger λ values might seem counterintuitive, but it can be easily explained with the aid of the explicit β • expression. Again, we consider the above example, i.e., T = 1 3 and θ = 0.5. In Figure 3 , with fixed at different values, we plot the β • , as a function of λ, calculated by (32). The plot clearly shows the growth of β • with λ. It is interesting to note that the increase is approximately linear and that the five lines corresponding to different values do not differ much. The explanation of the seeming discrepancy between this increase of β • and Theorem 4 is as follows. The asymptotic optimality results for s * and s • hold for the constraint of the form P {W > tλ −1/2 } ≤ , where t does not scale with λ. In this example, as we vary λ while fixing tλ −1/2 at 1 3 , the value of t changes as well, and therefore Figure 3 should not be considered conflicting with the asymptotic optimality results stated in Theorem 4.
In summary, for the excess delay constraint satisfaction problem, we recommend that refined staffing should always be adopted. Also, the experimental results show that the accuracy im-provement due to the refinement is especially significant if β * < 0; this is the same as in Section 3.
Abandonment constraint
In this section, we develop the refined staffing rule for satisfying the constraint on the steady-state abandonment probability. Again, we start with a refined diffusion approximation.
Theorem 5 (Refined approximation for abandonment probability). Let β = (s − λ)λ −1/2 , which does not scale with λ. Then
We prove Theorem 5 by first deriving a power series approximation of P {Ab|W > 0} in terms of s −1/2 , then combining this with the refined approximation of P {W > 0} to get the series expansion of P {Ab} in terms of s −1/2 , and finally obtaining (37) by exploiting the square-root relation between λ and s. The full proof can be found in Section A.3.
To consider the abandonment constraint problem, we start by deriving the refined staffing rule and proving its stronger asymptotic optimality for the constraint of the form P {Ab} ≤ λ −1/2 . Then we discuss how to apply the refined staffing rule to solving the abandonment constraint problem of the unscaled form P {Ab} ≤ , and present our numerical results. This follows the same procedure as the conventional square-root staffing in Mandelbaum and Zeltyn (2009) (see their expression (19) and Remark 4.3). Theorem 6 (Refined staffing level for abandonment constraint). Let s opt ∈ (0, ∞) be the solution to P {Ab} = λ −1/2 , with λ −1/2 ∈ (0, 1). Let β * be the solution to b * (β)λ −1/2 = λ −1/2 or b * (β) = , s * = λ + β * √ λ, and s • = s * + β • with
Then,
The proof of Theorem 6 is similar to Theorem 2 and is included in Section A.3. Furthermore, simple calculations show that
and
Therefore, one may use (43) and (44) to evaluate (40). Also, similar to the excess delay constraint problem, β • can be negative or zero in this case (see Tables 14 and 15 ).
The abandonment constraint in call center practice has the form P {Ab} ≤ . In this case we should first solve for β * such that b * (β * ) = √ λ (i.e., the conventional square-root staffing procedure as suggested in Remark 4.3 of Mandelbaum and Zeltyn (2009)) , and then calculate the refinement (40) with the solution β * . Although the asymptotic optimality results only hold for the problem stated in Theorem 6, our numerical experiments will show that the staffing refinement captures the error of the conventional square-root staffing prescription for satisfying P {Ab} ≤ as well.
Numerical experiments
In this subsection, we present some numerical results for satisfying the constraint P {Ab} ≤ . We follow the translation procedure described above, i.e., solving b * (β * ) = √ λ and then calculating the refinement (40) with the solution β * . When the abandonment probability constraint becomes very tight ( = 0.1% or even smaller), β • becomes non-negligible and its magnitude is not sensitive to the abandonment rate or the offered load. For example, Tables 10 and 11 show that, for = 10 −5 , s * is always off by a couple of servers, for a wide range of θ and λ values. Table 11 : P {Ab} = , with = 10 −5 and θ = 50 (high abandonment rate, tight constraint) For loose or moderate constraints, |β • | is less than 1 in most cases. Tables 12 and 13 display  examples for moderate constraints, and Tables 14 and 15 illustrate the loose constraint case. We observe that, unlike in the other two types of problems, the abandonment rate θ does not affect the magnitude of β • much and conventional square-root staffing does not become inaccurate, and in fact is still quite accurate, when the constraint leads to an overloaded system (see Tables 14  and 15 ). Again, in all cases, the refined square-root staffing rule yields an accurate approximation of s opt . Therefore, we recommend that, for call centers with a tight abandonment constraint, the refined staffing procedure should be followed, regardless of the customer patience level, and s * can be used otherwise. 160.01 -2.83 160.01 -0.00 160.01 2.000 × 10 -1 2.000 × 10 -1 500 400.00 -4.47 400.00 -0.00 400.00 2.000 × 10 -1 2.000 × 10 -1 1000 800.00 -6.32 800.00 -0.00 800.00 2.000 × 10 -1 2.000 × 10 -1 Table 15 : P {Ab} = , with = 0.2 and θ = 50 (high abandonment rate, loose constraint)
Conclusions
The analytical assessment and numerical experiments in Sections 3 and 4 clearly suggest that the first-order diffusion approximations and conventional square-root staffing with respect to the tail probability of the customer delay are less accurate for overloaded systems. It is shown that significant β • values arise when β * < 0 (especially when β * is relatively small or more negative), while β * > 0 is typically associated with a small β • . In these two types of constraint satisfaction problems, β * < 0 can be due to different system parameters, such as a large (i.e., a loose constraint), a large λ (due to economy of scale), and/or a large θ (more "contribution" from customer abandonment). In these cases, the refinement term (in either the approximation or staffing) significantly improves the accuracy, and such an improvement leads to the right staffing level in most cases of practical interest to call center staffing.
Although ED+QED staffing is more accurate than conventional square-root staffing when the constraint satisfaction problem leads to an overloaded system, refined square-root staffing is very accurate in all cases (in particular, about as accurate as ED+QED in the overloaded case) and thus overall the most reliable method, at least under our model assumptions.
As for staffing under the abandonment constraint, we observe in Section 5 that the refinement can be significant when the constraint is tight, regardless of the customer patience level or the system size. In all our experiments, the refined square-root staffing rule yields satisfactory results.
Proof of Theorem 1. We denote the upper incomplete gamma function by
and the gamma function by Γ(s) = γ(s, a) + Γ(s, a). Using the relation
yields
First, we have that
where α = −2s(1 − ρ + ln ρ), sign(α) = sign(1 − ρ), and ρ = λ/s.
For any positive integer s, (53) holds due to Theorem 1 in Janssen et al. (2008a) and the fact that α → β as λ → ∞; for any real s > λ, (53) follows from Theorem 1 and relation (6.1) in Janssen et al. (2008b) . By letting p(s) := s s e −s √ 2πs Γ(s + 1) −1 , we rewrite the second term in (52) as
Stirling's formula for the gamma function (see page 257 of Abramowitz and Stegun (1964) ) reads
and thus
Applying (57), (53), (55), and φ(α) −1 = O(1) to (52) yields
We then multiply both sides of (58) by s −1/2 to obtain
As noted above, as s → ∞ (or equivalently λ → ∞), α converges to β, where β does not change with s (or λ). Therefore, Φ(−α)/φ(α) = O(1). This allows us to apply Lemma 1 in taking the reciprocal of (59) to arrive at
and therefore
Substituting (61) and (53) into (47) then yields
Let us recall the definition G(x) = Φ(x)/φ(x), for any x ∈ (−∞, ∞). Then simple computations show that
and s −1/2 = λ −1/2 + O(λ −1 ) due to the relation s = λ + β √ λ, where β does not scale with λ. Subtracting (63) from (64) yields
Taking the reciprocal of (65) gives
Using (63) and (66) in (62), we arrive at
Therefore, by multiplying (67) and (68), we obtain that
Finally, taking the reciprocal of (69) yields (5).
We next provide the proof of Proposition 1.
Proof of Proposition 1. First, G(β) and H θ (β) are always positive, and therefore by the definition
By the property of the normal hazard rate function (see Section 5 of the Internet supplement to Zeltyn and Mandelbaum (2005) ),
In addition, for any β ∈ (−∞, ∞), we have that
For β ≥ 0, (73) obviously holds since both β and G(β) are non-negative. For β < 0, due to the relation that Φ(−x) ≤ φ(x)/x for any x > 0 (see Section 5 of the Internet supplement to Zeltyn and Mandelbaum (2005)), we have that Φ(β) ≤ φ(β)/(−β) and therefore (73) holds. Finally, substituting (72) and (73) into (71) 
A.2 Proofs for excess delay constraint
We first show a technical lemma, which is needed in the later proof.
where b i > 0, i = 1, 2, 3, are constants. Let t ≥ 0 and δ ∈ (tλ −1/2 , b 2 /b 3 ) be a constant, and define
where, ∀a > 0, b > 0, t ≥ 0,
with Erf(x) := 2π −1/2 x 0 exp{−t 2 /2}dt.
Next we show that
For an arbitrarily chosen C 1 ∈ (0, 1),
Then by Lemma 4.3 in the Internet supplement to Zeltyn and Mandelbaum (2005) , we have ∞ δ exp{−b 2 C 1 λx 2 }dx = o(e −λ ν 0 ), for some ν 0 > 0, and thus (88) follows.
Using (85), (86), and (88), we subtract (84) from (81) and arrive at
Expression (78) follows from straightforward calculations. Specifically,
where (90) is due to a change of variables y = √ λx in both integral terms. Note that the second term in (90) is simply I • (b 1 , b 2 , t)b 3 λ −1 . We then apply another change of variables z = √ 2b 2 ·(y +b 1 /2b 2 ) to the first term of (90) and obtain that
This establishes (78) and thus completes the proof of the lemma.
Next, we briefly outline the proof of Theorem 3. We shall write P {W > tλ −1/2 } as the product of P {W > 0} and P {W > tλ −1/2 |W > 0}. Because we have obtained the asymptotic expansion for P {W > 0} in Theorem 1, the main step in expanding P {W > tλ −1/2 } is just to derive a refined approximation for the conditional probability P {W > tλ −1/2 |W > 0}. Define
From Equations (9.7) and (9.15) in Zeltyn and Mandelbaum (2005) , we have that, for ∀ t > 0,
where J(tλ −1/2 ) and J(0) are key components of the conditional probability expression. Therefore, the first step of our proof is to obtain asymptotic expansions for J(tλ −1/2 ) and J(0). Then, we shall apply to (94) the approximations for J(tλ −1/2 ) and J(0) as well as a Taylor expansion of the term e −θtλ −1/2 , and this will lead to a refined approximation for P {W > tλ −1/2 |W > 0}. Finally, we combine this result with the expression for P {W > 0} in Theorem 1 to reach the desired result.
Lemma 3.
Finally, we complete the proof of Theorem 3.
Proof of Theorem 3. A straightforward Taylor series expansion yields
Substituting (111), (95), and (96) into (94), we obtain that
Multiplying (5) with (112) yields (27).
Next, we provide the proof of Theorem 4.
Proof of Theorem 4. First, the existence of a unique β * is known from Theorem 4.1 in Mandelbaum and Zeltyn (2009) . If
we follow the same procedure as for Theorem 2, by replacing P {W > 0} with P {W > tλ −1/2 }, A * (·) with A * ( 
relation (24), i.e., β opt − β λ = O(λ −1 ), remains valid, where β λ is a solution to
From the definition of β * and (114), we know that β λ = β * actually solves (115) with the λ −1/2 order term on the left-hand side of the equation being zero. Substituting β λ with β * in (24) then yields that β opt − β * = O(λ −1 ), which in turn implies s opt − s * = O(λ −1/2 ), a sufficient condition for (33). Finally, (34) follows from s • = s * and s opt − s * = O(λ −1/2 ).
A.3 Proofs for abandonment constraint
In what follows, we prove Theorem 5 by first deriving a power series approximation of P {Ab|W > 0} in terms of s −1/2 , then combining this with the refined approximation of P {W > 0} to get the series expansion of P {Ab} in terms of s −1/2 , and finally obtaining the desired series expansion with respect to λ −1/2 by exploiting the square-root relation between λ and s. 
Let us recall the definition H θ (x) = φ(x/ √ θ)/Φ(x/ √ θ). Because θ is a positive constant not scaling with λ, we substitute λ in (61) with λ/θ, s with s/θ, and consequently α with α/ √ θ (by plugging λ/θ and s/θ into (54)), and then have that 
Substituting (117) into (116), we obtain that
where the O(s −3/2 ) term in (119) comes from multiplying ρ −1 with the O(s −3/2 ) in (117) due to the first equation in (118). The fact that α converges to β then allows us to apply Lemma 1 in taking the reciprocal of (62), which yields that P {W > 0} = A(s, λ, θ) = A * (α) + 1 3 √ θA * (α)H θ (α)s −1/2 + O(s −1 ).
By noting (118), A * (α) = O(1), and H θ (α) = O(1), we multiply (119) and (120) to arrive at
We then just need to derive the series expansion of (121). Taking the reciprocal of (67) yields
Then, using 1 − ρ −1 = −βλ −1/2 , we have that
To expand the second term of (121), we first note that
Then, similar to how we derive (117) from (61), by replacing λ with λ/θ, s with s/θ, α with α/ √ θ, and β with β/ √ θ in the expression (66), we get the following expansion
Combining (124) with (125) and (122), we obtain that
Finally, substituting (123), (126) and O(s −3/2 ) = O(λ −3/2 ) into (121) yields the desired result.
Finally, we provide the proof of Theorem 6.
Proof of Theorem 6. The existence of a unique β * is known from Theorem 4.1 in Mandelbaum and Zeltyn (2009) . We first consider the case that b • (β * ) = 0. Let β λ be the solution to
or equivalently
Then (40) can be derived the same way as (18) in the proof of Theorem 2. Let β opt = (s opt −λ)λ −1/2 , and b(β) := P {Ab}. The desired result on the optimality gaps is equivalent to
It follows from Theorem 5 that
Let g * (λ) := β opt − β * . Applying a first-order Taylor expansion, we have that
Since b * (β * )λ −1/2 = λ −1/2 , g * (λ) = O(λ −1/2 ), and thus (129) holds. We next prove (130). Because the derivation of β • implies that 
