Abstract. Transparent optical networks need novel connection management approaches to take into account the presence of physical impairments in lightpath provisioning. Two main schemes are emerging from literature when considering how to introduce impairment-aware mechanisms in a distributed optical control plane like GMPLS. A well-known approach is based on extending the routing protocol to compute an optically-feasible light-path. Lately, a new approach is emerging which keeps the routing protocol unmodified while leveraging on signaling protocol extensions to find the proper lightpath for the incoming connection request. The aim of this paper is to prove that the signaling-based approach has several advantages compared to the routing-based one, in term of scalability and robustness especially when link information changes are frequent in the network. Simulation results show that a signaling-based approach is much more robust to inaccurate information about network status, therefore it is a suitable approach for considering physical impairments in dynamic optical networks.
Introduction
Generalized Multi-Protocol Label Switching (GMPLS) has been proposed for managing the control plane in Wavelength Division Multiplexed (WDM) optical networks [1] . The routing protocol used in GMPLS is open shortest path first with traffic engineering extensions (OSPF-TE) [2] , which has two main objectives: i) to provide the nodes with a dynamic and more exact view on network status (capacity, load, congestion state and other link attributes) and ii) to enable constrained-based routing (CBR) to be run in each node, in order to perform intelligent path computation (explicit route determination). Resource Reservation with traffic engineering extensions (RSVP-TE) [3] is the signaling protocol often considered to establish the path whose explicit route has been calculated through some CBR mechanism, by instantiating a label forwarding state along the path itself.
Standard GMPLS does not take into account the physical impairments of real optical networks. That means it assumes an ideal network where optical signals are transmitted from source to destination nodes without degradation. While this assumption is largely correct for optical networks with O/E/O conversion in each node, in upcoming photonic networks employing purely optical crossconnects (OXC), due to transmission impairments (insertion losses, amplified spontaneous emission (ASE) noises, polarization mode dispersion (PMD), chromatic dispersion (CD), crosstalk, etc.) accumulation, the signal significantly degrades when it travels through the lightpath. Most of the currently used route computation algorithms would perform badly, if not fail, in establishing a working lightpath since they are not aware of the specific physical layer constraints and the path selected would possibly lead to unacceptably high bit-error rates (BER) [4] [5] [6] [7] [8] .
There are two main approaches to introduce impairment-awareness in a GMPLSbased distributed optical control plane [9] . The first approach (routing-based) introduces additional physical information into the routing protocol, i.e. OSPF-TE [10] [11] . By flooding Link State Advertisements (LSAs), all the nodes populate their Traffic Engineering Database (TED) information which gives them a view of the whole network. Each node can then find the right route for a connection request while standard RSVP-TE signaling is used for lightpath establishment.
The second approach (signaling-based) extends the RSVP-TE protocol instead [12] . Each node can select a route based on standard OSPF-TE protocol without knowledge of physical impairments and then the feasibility of the computed optical path is evaluated on a hop-by-hop basis in each node along the path during lightpath set-up. In this case RSVP-TE messages are extended to include physical information.
An initial theoretical assessment of these two approaches is reported in [9] , where the authors reflect on the main limitations of the routing-based approach, such as TED inconsistency as well as scalability and stability problems when the link information changes are frequent [11] . Another limitation of this approach is the impact on the NE's Control Unit CPU, whose load is heavily stressed by the complexity of the multi-constrained path computation algorithm required for guaranteeing both optimal network performance and sufficient quality of the optical signal. On the other hand, the signaling-based approach better handles frequent changes of the physical parameters, and no global flooding of physical information is required, thereby minimizing scalability problems. Furthermore since no complex path computation algorithms are used, the load on the NE's CU is minimized. However, the main drawbacks of this approach are: a bigger set-up delay due to an increased number of set-up attempts as well as a sub-optimal resource allocation due to the impairment-unaware route computation algorithm used.
In this paper, for the first time to our knowledge, an in-depth comparison of these two approaches is provided through an extensive simulation activity. In particular, the increased robustness to imprecise network state information as well as much better scalability of the signaling-based approach compared to the routing-based is demonstrated, while showing reduced impact on the set-up delay. Notice that the set of impairments considered in this work has been restricted to the linear ones to limit the complexity of the problem we have been studying; however according to the obtained results, including non-linear impairments would have further highlighted the limits of a routing-based approach compared to a signaling-based one.
Section 2 of this paper provides details of the two optical control plane (OCP) approaches considered. In Section 3 we present and discuss illustrative numerical examples to evaluate the two approaches. Section 4 concludes this paper. The models for the physical impairments used in our simulations are presented in the Appendix A.
Impairment-Aware Optical Control Plane Architectural Options
In the following the two approaches previously introduced are described in more detail.
2.1
Signaling-based OCP
In this approach, no extensions to the routing protocols to describe transmission impairments and wavelength availability are introduced. Instead, each node has only a local knowledge of the physical parameters related to its adjacent links. In this architectural option the verification of the feasibility of a lightpath is entirely delegated to the signaling phase. The mechanism considered in this paper is very close to the one proposed in [12] , but with respect to this a realistic mathematical model for evaluating several linear transmission impairments considered has been used (see Appendix A for more details) instead of a generic additive linear parameter. Each time a node receives a request to set up a connection, a local path computation element will compute a route to the destination node. Note that this route may not be feasible from the photonic domain point of view. If established, it would result in an unacceptably high BER, violate service level agreements (SLA) while at the same time reserve capacity in the network. In this approach some extensions are therefore introduced in the signaling messages (e.g. RSVP-TE) to collect signal impairments characterizing the traversed links from the ingress to the egress node. In particular, the idea is to include into a Path message one or more fields containing information about the optical signal level (e.g. signal power, optical signal to noise ratio OSNR) and accumulated impairments (e.g. CD, Crosstalk, PMD) per wavelength to be set up. This information is updated at every traversed node together with the set of available wavelengths by leveraging the local knowledge of the physical parameters available in the node itself. The egress node will evaluate the feasibility of a suggested wavelength (label) by evaluating the transmission quality according to the client interface terminating the lightpath (in terms of BER, OSNR sensitivity, CD tolerance, etc.). If at least one of the suggested wavelengths is feasible, the egress node will send the Resv message back to the ingress selecting the wavelength in order to set up the lightpath. If more than one are feasible, the lowerorder one is selected according to a First-Fit policy. If not, a ResvErr message must be sent back and a new route to establish the connection request must be calculated.
Compared to [12] , which is performing only up to two re-attempts, we have been allowing the ingress node to perform up to K attempts to set-up a lightpath. A K-CSPF path computation algorithm has been implemented in the simulator, which provides the ingress node with up to K possible paths to set up a lightpath to the egress node. While a high K increases the probability to successfully set-up a lightpath request, it also dangerously increases the lightpath set-up delay. The proper value of K should therefore be carefully selected depending on the network topology and on the size of the transparent domain. Anyway, simulation results demonstrate that good performance can be generally obtained even with low values of K.
2.2
Routing-based OCP In this case, each node must have an overall view of the resource utilization and the physical parameters in the network, maintained through a TED available locally. This means that some extensions to the routing protocol (i.e. to LSA messages of OSPF-TE protocol) must be implemented to carry wavelength usage and transmission impairments information in addition to TE attributes. Each time a node receives an incoming connection request, a local path computation element will compute a route through a constrained-based routing algorithm which takes into account the wavelength availability as well as the physical impairments. The ICBR algorithm used in this paper is very close to the one proposed in [8] , with two modules, the network-layer module 1 which computes a set of candidate lightpaths for the incoming request, among which one of them is selected through a physical-layer module responsible for checking its optical feasibility. However, with respect to [8] which was focusing on the performance of the ICBR algorithm only, in this paper the effect of the OSPF protocol extension is studied. Furthermore, more transmission impairments have been considered. It is important to note that for the mathematical models considered in our simulations the only dynamic information that needs to be updated via LSA messages is the wavelength availability per link. All other parameters considered in Appendix A are of static nature or function of the number of wavelengths and can thus be pre-loaded onto each NE during the provisioning phase. Once a node receives the specific wavelength availability information per link, it can compute the optical feasibility through its physical-layer module implementing the equations described in Appendix A 2 . The optically feasible computed path would then be set up through standard RSVP-TE selecting one of the available wavelengths according to a First-Fit policy.
In this approach, the TED instance available locally inside each node is supposed to be the same in the all network. However, due to misalignment and routing protocol convergence time in case of network changes (topology, link availability, etc), this database cannot be 100% guaranteed to reflect the real network status. It is worth to note that in the case of an extended LSA any change in the number of available wavelengths in some fiber link will generate new update messages thus frequently misaligning for some time interval the TED instances in the network nodes. Another disadvantage of this approach is that in the case of a heterogeneous multi-vendor network the TED will potentially need to store information for different kinds of nodes and links. For a change or update in the network, a significant amount of parameters need to be updated, which can cause stability and scalability problems.
Numerical Results and Discussion
In this section, the Signaling based-OCP and Routing based-OCP are evaluated through numerical simulations performed with an extended version of the GLASS simulator [14] . In the simulations, typical regular network (Mesh-Torus, Fig. 1(a) ), real network (AT&T network [15] , Fig. 1(b) ) and quasi-regular network (Grid, Fig.  (c) ) have been studied. Both Mesh-Torus and Grid networks have fiber links 80 km long, so only pre-and booster optical amplifiers are used inside each node, while no in-line optical amplifier are used per link. For simulation purposes, the AT&T topology has been scaled down as well (by a factor of 1:23) to avoid in-line optical amplifiers in all fiber links. In all the networks, nodes are connected through pairs of uni-directional WDM links with 32 wavelengths each; all connections are bidirectional using the same wavelength in both directions. In the simulation, route selection is performed in the source node using a modified breadth-first search algorithm that iteratively computes the first K distinct paths satisfying the constraints on available link resources. In routing-based OCP only the first selected path satisfying the wavelength continuity constraint and optically feasible is returned (K is virtually infinite).
The purpose of the performed simulations is to compare the signaling-based to the routing-based OCP approach in GMPLS. We first compare the tolerance of each OCP approach to the inaccurate TED information and then show how strong is the effect of the increased set up time in a signaling-based OCP architecture.
In order to study the influence of inaccurate information on both architectures, we artificially introduce an OSPF message processing delay. When each node receives a LSA from its neighbor, it will hold it for a certain number of seconds before flooding it to its neighbors. In this case, all the nodes will have outdated network status. 2 compares the blocking probability of signaling-based OCP (for both K=3,20) and routing-based OCP changing with LSA processing delay in Mesh-Tours 5×5 network and AT&T network when the traffic load is 60% and the average request inter-arrival time µ is 2 seconds. This interarrival frequency is supposed to model a dynamic lightpath requests due to a grooming policy requesting new lightpaths each time highly dynamic IP traffic is crossing a 50% occupation threshold per established lightpath, which is a common assumption for most Tier-1 ISPs. The LSA Processing Delay has been overestimated to better show its effect on the performance of both OCP architectures. When there is no LSA processing delay, routing-based OCP has similar blocking probability performance to the signaling-based OCP with K=20 and it is slightly better than that with K=3 (our simulations proved this result is valid for all traffic loads and on different network topologies, but we do not include them here for space reasons). However, by increasing the LSA processing delay, the blocking probability of routing-based OCP architecture increases quickly, while for the signaling-based OCP architecture it remains stable for both K=3 and 20. A signalingbased OCP is therefore more robust to inaccurate network information than routingbased OCP. In order to check our assumption of a better scalability of the signaling-based OCP compared to the routing-based OCP architecture we have been running a set of simulations on both a regular (Mesh-Torus) and a quasi-regular (Grid) topology with increasing number of nodes. The curves of the network blocking probability changing with increasing LSA processing delay are shown in Fig. 3 . The starting point for different network sizes is obtained by finding the traffic load corresponding to the same network blocking probability when there is no LSA delay. For a routing-based OCP architecture, the larger the network, the faster the blocking probability increases with the LSA delay. This is because in large networks, the TED of each node needs more time to be updated and therefore the source node has less accurate information when calculating the K paths. On the other hand, for signaling-based OCP architecture, the blocking probability is almost the same for different network sizes and does not change with increasing LSA delay. This means that a signaling-based OCP approach is more scalable than a routing-based OCP, as deferring in the signaling phase wavelength selection and optical feasibility verification in the signaling phase using local node information greatly reduces the influence of TED misalignments.
It has been proven from Fig.2 and Fig.3 that signaling-based OCP is more tolerable to inaccurate TED information and therefore has better scalability than routing-based OCP. However, as it is stated in Section 1, its main weakness is the longer lightpath set-up time, which is proportional to the average number of attempts, defined as the number of distinct paths the source node has tried before it receives the Resv message. 4 shows the average number of attempts changing with the traffic load for signaling-based OCP and routing-based OCP in Mesh-Torus 5×5 network and AT&T network. The average number of attempts is obtained by averaging number of attempts over all the successfully established connections. While the number of attempts for the routing-based OCP is always 1, the number of attempts for signalingbased OCP increases with the traffic load. However, it can be found from Fig. 4 that the average number of attempts for signaling-based OCP (K=3) is not higher than 20% of the routing-based OCP. This indicates that the impact on the network performance of the reattempts performed to discover an optically feasible path is not severe, at least for low K values. Of course for K=20 this impact is stronger as the number of attempts almost doubles for high traffic load.
Conclusions
In this paper we have studied the problem of enhancing GMPLS for considering physical impairments in real optical networks. Two approaches have been compared: a routing-based OCP architecture which is extending the OSPF-TE protocol to broadcast physical impairments to all nodes and then to find the appropriate route and wavelength based on TED; a signaling-based OCP architecture which is instead extending the RSVP-TE protocol to check the feasibility of the lightpath in a hop by hop manner. These two approaches have been implemented in GLASS simulator by considering a set of linear physical impairments (Loss, ASE noise, PMD, CD and Crosstalk, etc). An extensive set of numerical simulation performed on both regular and arbitrary topologies proved that a signaling-based OCP architecture is much more robust to inaccurate network information thanks to its distributed nature, with a limited impact on the connection setup time. Furthermore this approach is also more scalable than routing-based OCP for networks with high number of nodes. Xt node-k is the crosstalk value associated to k th node (dBm). In the destination node, the OSNR penalties due to CD, PMD, Crosstalk are calculated. Note that the transmission parameter values used in our simulations have not been included in this paper for space reason mainly; however, as a general indication, we have been assuming that all network links are based on Single Mode Fiber (SMF) and the optical amplifiers considered are based on EDFA (ErbiumDoped Fiber Amplifier) technology and compensated through DCF (Dispersion Compensating Fiber) units.
