Abstract. A general framework for the reduction of the equations defining classes of spherical varieties to (maybe infinite dimensional) grassmannians is proposed. This is applied to model varieties of type A, B and C; in particular a standard monomial theory for these varieties is presented.
: see Sym1, Sym2, Mod1, Mod2, Mod3 in Section 5 and Sph1, Sph2, Sph3 in Section 6. Once these objects are defined the verifications of the above technical hypotheses are very uniform for the different varieties in the applications. In particular this recipe hints how many nodes to add to the Dynkin diagram of G in order to obtain K; for symmetric varieties just one node while for model varieties and another class of spherical varieties (see below) two nodes are needed.
Our previous paper [7] with Peter Littelmann follows the above general framework applying it to certain classes of symmetric varieties. Notice, however, that in that paper the proof of the existence of a standard monomial theory derived by that of the bigger group K is wrong; there we tacitly assumed that a certain map is G-equivariant while this is not the case in general (see Remark 3 below). However, Theorem 8 of this paper amends that gap.
The second aim of the present paper is the application of the above described framework to model varieties of type A, B and C. A homogeneous model variety for a semisimple group G is a homogeneous quasi-affine variety whose regular function ring is the sum of all irreducible representations of G with multiplicity one. These varieties were introduced by Bernstein, Gelfand and Gelfand in [1] (see also Luna's paper [17] ) and studied by Gelfand and Zelevinsky in [11] and [12] . In particular for a homogeneous model variety G/H we have Ω + = Λ + .
In the cited papers the authors provided an embedding of the model varieties for classical groups as an open subset of a grassmannian of a bigger finite dimensional group; hence there are some similarities with our program. From the geometrical viewpoint, the construction of Gelfand and Zelevinsky is more natural than our approach. However, their embedding is not suitable for the application to the standard monomial theory having as generators a basis of V * ε1 ⊕ V * ε2 ⊕ · · · ⊕ V * ε ℓ . Indeed, it is for this purpose that we need to use a more complicated infinite dimensional grassmannian for model varieties of type B and C. The two approaches coincide for the model variety of type A for which we use a finite dimensional lagrangian grassmannian.
Finally we present a further application of our framework to another class of spherical varieties. For this example the recipe for the construction of K is a bit different of the above reported one; we have included this class of varieties as an illustration of how our program may be applied in other cases.
The paper is organized as follows. In Section 2 we introduce some general notations and symbols we use in the other sections. In Section 3 we review the standard monomial theory structure for flag, Schubert and Richardson varieties. Moreover we introduce the class of ridge Richardson varieties which plays a fundamental role in our theory. In Section 4 we present a general framework for the reduction of the equations of certain varieties to those of a suitable grassmannian. In the next Section 5 we apply this construction to the case of model varieties of type A, B and C. Finally, as an example of possible further applications, we see in Section 6 how our theory may be applied to another class of spherical varieties.
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General assumptions, conventions and notations
All groups, varieties and ind-varieties are over a fixed algebraically closed field k of characteristic zero. We denote by K a Kac-Moody group constructed as in Kumar's book [14] ch. VI, and we denote by K its Lie algebra; we always assume that K is symmetrizable. Further we use the following notations and make the following assumptions:
• T K ⊂ B K ⊂ K are a maximal torus and a Borel subgroup of K, respectively, and t K ⊂ b K ⊂ K are their Lie algebras; • Λ K is the character lattice of T K and Φ K ⊂ Λ K is the set of roots;
• ∆ K ⊂ Φ K is the set of simple roots determined by B K and for each α ∈ ∆ K we denote by α ∨ ∈ t K the corresponding coroot;
• we denote by < the dominant order on Λ K ;
• we assume that there exists a set of fundamental weights in Λ K : that is a set {ω α : α ∈ ∆ K } such that α ∨ ;ω β = δ αβ for all α, β ∈ ∆ K (in Kumar's construction in [14] such a set always
• W K denotes the Weyl group of K w.r.t. T K , and, for a real root α ∈ Φ K , we denote by s α the reflection defined by α;
where L is the standard Levi of P ,
• for u ∈ W K , length(u) is the length of u with respect to ∆ K .
Standard monomial theory
We recall the definition of a standard monomial theory. Let A be a commutative k-algebra, A a finite subset of A and let ← be a transitive antisymmetric binary relation (t.a.b.r. for short) on A. (Note, ← is not necessarily reflexive.) If a 1 ← a 2 ← · · · ← a n , then we say that the monomial a 1 a 2 · · · a n is a standard monomial. We denote by SM(A) the set of all standard monomials. We say that (A, ←) is a standard monomial theory (for short SMT) for
The construction of a standard monomial theory often comes together with the description of the straightening relations, i.e. a set of relations in the elements of A which provide an inductive procedure to rewrite a non standard monomial as a linear combination of standard monomials. Let us explain this in more details.
Let (A, ←) be a SMT for the ring A. In particular, A generates A and we denote by Rel A the kernel of the natural morphism from the symmetric algebra S(A) to A. Let M(A) ⊂ S(A) be the set of all monomials in the set of generators A and let < t be a monomial order which refines the t.a.b.r. on A.
(We recall that a monomial order is a total order on the set of monomials such that: (i) if m, m ′ , m ′′ are monomials and m ′ < t m ′′ then mm ′ < t mm ′′ and (ii) 1 < t m for all monomials m = 1 (see [10] , section 15.2).) Let us assume, for any two a, a ′ ∈ A which are not ← comparable, that there exists a relation
and P a,a ′ is a sum of monomials which are strictly smaller than a a ′ with respect to the order < t . A set of relations satisfying these properties is called a set of straightening relations. We have the following simple lemma (see [7] Lemma 10). [16] and [6] . We recall the main properties of this SMT.
We fix an ample line bundle L over F and consider the ring Γ F .
has been constructed in [16] together with a t.a.b.r. ← on this set such that (F, ←) is a SMT for Γ F . We denote by SM(n) the set of standard monomials of degree n, by SM the set of all standard monomials and by M the set of all monomials in the set of generators F. For f, f ′ ∈ F which are not ← comparable, the product f f ′ can be expressed as a sum P f,f ′ of standard monomials of degree two. In [6] a total order < t has been introduced on M with the properties required in the previous discussion of a general SMT, so that the relations 
Denote by r : Γ F −→ Γ S the restriction map, let I S be its kernel and define F S . = {a ∈ F : r(a) = 0}. Then the set {r(a) : a ∈ F S } with the t.a.b.r. induced by the t.a.b.r. ← of F S realizes a SMT for Γ S and the monomials m ∈ SM which contain elements not in F S form a k-basis of I S . We define also a "restriction" map, which we also denote with the symbol r : S(F) −→ S(F S ) by sending to zero all the elements of F F S and we notice that the restrictions r(R f,f ′ ) ∈ S 2 (F S ) of the relations R f,f ′ to S, for f, f ′ ∈ F S which are not ← comparable, form a set of straightening relations. Summarizing we have:
which are not ← comparable form a set of straightening relations. Moreover, the kernel I S of the restriction map has a k-basis consisting of the set of all standard monomials which contain elements not in F S .
The elements of F are eigenvectors for the action of T K and we denote by weight(f ) the weight of f ∈ F w.r.t. the action of T K . The t.a.b.r. ← is compatible with the dominant order in the following sense: if f ← f ′ and f = f ′ then weight(f ) < weight(f ′ ) w.r.t. the dominant order. Moreover F has a minimum f 0 which is a lowest weight vector. A Richardson variety is the closure of the intersection of a B K -orbit with an orbit of the Borel subgroup opposite to B K . In this paper we are interested in a particular type of Richardson variety, namely given a Schubert variety S we will consider the Richardson variety S 0 . ={y ∈ S : f 0 (y) = 0}. The above described SMT and Theorem 2 for S immediately generalize to S 0 by choosing as set of generators F 0 . =F S {f 0 }. Further we denote by M 0 the set of standard monomials not containing f 0 and by SM 0 the subset of those standard monomials not containing f 0 .
3.2.
Ridge Richardson varieties and compatibility with Levi factors. Let L be a finite type standard Levi of K and let S be an L-stable Schubert variety. The inclusion
Remark 3. Although the example is very simple, we need to introduce some details.
Let K = SL(3, C), let L be the set of matrices stabilizing the decomposition C 3 = C 2 ⊕ C and let F be the full flag variety. We choose as Borel B the set of upper triangular matrices in G.
We take the line bundle L realizing the embedding of the cone over F in the vector space V of 3 × 3 traceless complex matrices (i.e. in the Lie algebra of G). Let M . = (x i,j ) 1 i,j 3 be the matrix of coordinates of the space of 3 × 3 matrices. Given a sequence R = i 1 i 2 · · · i r , with r 3, let d(R) be the function on V given by the determinant of the submatrix of M with rows i 1 , i 2 , . . . , i r and coloumns 1, 2, . . . , r. As computed in [5] , for this embedding the Littelmann basis F of Γ(F , L) is given by the functions
with R1 R2 one the following tableaux
The Schubert varieties X τ in F are indexed by permutations τ ∈ S 3 ; we consider the Schubert variety S . = X (123) . The restriction of the functions p(
). An easy computation shows that the image of the inclusion of Γ(S, L) in Γ(F , L) induced by F S ⊂ F is not stable under the action of the Lie algebra of L; hence this inclusion is not L-equivariant.
Now we define a class of L-stable extremal Richardson varieties for which we can describe the coordinate ring. Let Q be the standard parabolic such that F = K/Q, let w 0 , w 1 , · · · , w ℓ ∈ W Q be a sequence of minimal representatives with the following properties:
• length(w h ) = 1 + length(u h ) + length(w h−1 ) for h = 1, 2, . . . , ℓ;
Define τ as the minimal representative of w L w ℓ , where w L is the longest element of W L ; let S . = B K τ Q/Q be the Schubert variety of F corresponding to τ . The following theorem is proved as Theorem 39 in [7] .
Theorem 4. With the above introduced notations we have: the Schubert variety S is extremal, L-stable
and, moreover, for all n 0 we have
is an L-eigenvector (of weight ζ) and the Richardson variety R . = S 0 is L-stable. So we have the following corollary (see Corollary 40 in [7] ).
Corollary 5. The Richardson variety R is L-stable and extremal and, for all
We call R the ridge Richardson variety defined by w 0 , . . . , w ℓ and we let s : Γ(R, L) −→ Γ(F , L) be the corresponding inclusion.
Plückerization
In this section we propose a general pattern for determining a SMT and the straightening relations of the coordinate ring of a spherical homogeneous variety. This method does not always work, nevertheless it works in some interesting cases we present in the next sections. We call this method plückerization since it reduces the computation of the relations of a ring to the Plücker relations for a generalized flag variety. The main ingredient is the introduction of a bigger group of symmetries into the problem.
In what follows we denote by G a fixed semisimple, connected and simply connected algebraic group, g its Lie algebra and G −→Ḡ an isogeny. We denote all the objects defined in Section 2 t G , b G , etc. simply by t, b, etc. without the subscript G. The fundamental weights of g will be denoted by ω α , α ∈ ∆. Let H be an algebraic subgroup of G, X . =G/H and A the ring of regular functions k[X]. We assume that X is spherical, so every irreducible representation appears in A with multiplicity at most one. Let Ω
λ as a G-module. If M and N are vector subspaces of A we denote by M · N the vector space spanned by the products m · n with m ∈ M and n ∈ N in the ring A.
In order to develop our method we need to assume various hypotheses on A that we denote by Hp1, Hp2,... In stating each hypothesis we assume the preceding ones.
First of all notice that Ω + A is a submonoid of Λ; we assume Hp1: Ω + A is a free monoid. We denote by ε 1 , ε 2 , ..., ε ℓ a basis of Ω + A and we define A j as the sum of all submodules V * λ of A with
, and A is generated by A 1 as a k-algebra. Our aim is to describe the ring A with respect to this natural choice of generators. We denote by Rel A the kernel of the natural map ψ : S(A 1 ) −→ A.
The heart of our assumption is the existence of a Richardson variety whose coordinate ring is isomorphic to A as a G-module. Let K be a Kac-Moody group which contains G as the semisimple part of a Levi factor L. Let B K be a Borel subgroup of K such that B K ∩ G = B, T K ⊂ B K a maximal torus of K containing T , Λ K the set of weights of T K , ∆ K ⊃ ∆ the set of simple roots of K w.r.t. these choices and ∆ 0 . =∆ K ∆. Let Q be a parabolic of K containing G, F . =K/Q the associated generalized flag variety, L an ample equivariant line bundle on F and R ⊂ F a G-stable ridge Richardson variety w.r.t. L defined by w 0 , w 1 , . . . , w ℓ as in the previous section. Our main hypotheses are the following:
Hp3: there exists a G-equivariant morphism of k-algebras ϕ :
Now let 1 h ℓ and let V h be the G-submodule of Γ(F , L) generated by the line of vectors of weight w h (ζ); moreover let V .
as in the previous section and up to renumbering ε 1 , ε 2 , . . . , ε ℓ , we have ζ h|T = ε h for h = 1, 2, . . . , ℓ. In particular V h ≃ V * ε h for h = 1, 2, . . . , ℓ. In order to relate the ring Γ R and A we need also the following strenghtening of Hp3 in the case i = 1
Hp4: The map ϕ 1 is an isomorphism of G-modules from V to A 1 .
We now introduce an order on G-modules and some compatibility conditions with a G-stable decom-
is an integrable lowest weight irreducible representation of K of lowest weight ζ; let f 0 ∈ F be a lowest weight vector in Z * . Let C be the identity component of the subgroup of elements of T K which commute with G. We can decompose Z * into isotypical components w.r.t. the action of C, these are described as follows:
we define Z * η as the subspace generated by all T K -weight vectors whose weight is equal to
. These subspaces are finite dimensional and G-stable. If η = α∈∆0 a α α we define ht 0 (η) = a α and we set Z * n . = Z * η where the sum is over all the elements
Further, equality holds if and only if either 1 n ℓ and M = V n or n = 0 and M = k f 0 .
Notice that a combinatorial condition which implies Hp5 is the following: for all λ, µ, ν ∈ Ω
If M is a G-module and n ∈ N we define M gr n as the sum of all isotypical components of type V * λ with λ ∈ Ω + A and gr(λ) n. Under Hp5 we have that A gr n · A gr m ⊂ A gr n+m and if n, m ℓ then A gr n · A gr m = A gr n+m . Since R is irreducible, the same properties hold for (Γ R ) gr n too.
Let r : Γ(F , L) −→ Γ(R, L) be the restriction map as in the previous sections. Since, as noted above, the two G-modules Γ(R, L) and V are isomorphic, we have a partition
We are now in a position to introduce the basis we will use to express our standard monomial theory for the ring A. For m ∈ M let g m . = ϕ(m), then we have
Proof. Since A 1 is isomorphic to V which, in turn, is isomorphic to Γ(R, L), we find that G 0 has cardinality dim A 1 ; hence we have only to show that the elements g f , for f ∈ F 0 , are linearly independent. So let v be an element of the kernel of ϕ restricted to the k-vector space spanned by We proceed by contradiction; let us write v = n h=1 v h + u h with v h ∈ V h , u h ∈ U h and n maximal such that v n + u n = 0. Notice that ϕ(v n ) is an element of the G-submodule of A 1 isomorphic to V n by Hp3. For any λ ∈ Ω + A such that V * λ is a G-submodule of u n or of Z * h = V h + u h with h < n, we have gr(ε n ) = n > gr(λ) by Hp6. This shows that, in the above sum expressing v, v n is the unique vector belonging to the dual of a module of weight ε n . Hence the same is true for ϕ(v n ), since ϕ is a map of G-modules; so ϕ(v n ) = 0. We conclude that v n = 0 since ϕ is an isomorphism from V to A 1 . Now we have r(v n + u n ) = r(u n ) = 0. But the restriction map r is an injection of the k-span of F 0 (ε n ) in Γ(R, L), hence we find v n + u n = 0. This finishes the proof since we assumed that v n + u n = 0.
On G 0 we define the same t.a.b.r. of F; that is: g f ← g f ′ if and only if f ← f ′ . In order to avoid possible confusion between expressions in S(G 0 ) and elements in A, we introduce the ring
Since by the previous Lemma G 0 is a basis of
We introduce on k[u] a degree according to the map gr: for f ∈ F 0 (ε i ) set the degree of u f equal to gr(ε i ) = i and denote by gr(r) ∈ N the degree of an element r in k [u] . If m, m ′ ∈ M 0 , then we define
Notice that the order ≺ t is compatible with the relation ← on G 0 . We are now ready to introduce the straightening relations. If
. =f 1 f 2 − P f1,f2 ∈ S 2 (Z * ) be the straightening relation for Γ F . Applying ϕ to this relation we have a relation on the ring A. However, the polynomial P f1,f2 is not just a polynomial in the variables F 0 but also in other variables in F. Let F 2 be the subset of F which span n Z * n with n 2ℓ. Let F 3 . = F 2 F 0 . Since the relations are T K -homogeneous (hence C-homogeneous) the polynomial P f1,f2 can be written as P 0 f1,f2 + P 1 f1,f2 where P 0 is the sum of all the monomials whose variables are in F 0 and P 1 is a sum of monomials whose variables are in F 3 or mixed in F 0 and F 3 . For some applications (mainly to describe an equivariant deformation of A to Γ R ), it will be convenient to change the basis F 3 . The span of F 3 is G-stable but the basis is not compatible with the decomposition of Z * in Gsubmodules. Let F 1 be a basis of T K -eigenvectors which span the same subspace as F 3 but that is compatible with the decomposition of Z * into G-submodules. So we can consider P 1 also as a combination of monomials in the variables F 1 or mixed in F 1 and F 0 . For each f ∈ F 1 let λ f ∈ Λ be such that the G-module generated by f is isomorphic to
A then ϕ(f ) = 0 and, on the other hand, if λ f = i a i ε i then the multiplication V * a1
Remark 7. Notice that, once we know ϕ(f ), the computation of the polynomial F f does not depend on the knowledge of the multiplication in the ring A but only on the projection
which, up to a non-zero scalar, is uniquely determined by the requirement to be G-equivariant. Indeed, V * λ f appears with multiplicity one in the tensor product being λ f its highest weight vector.
Now we define polynomialsP
. The polynomialP 0 is obtained from P 0 just by replacing the variable f ∈ F 0 with u f , and the polynomialP 1 is obtained from P 1 by replacing the variable f ∈ F 0 with u f and the variable f ∈ F 1 with F f (u). The straightening relation is then defined asR
Theorem 8. If Hp1, Hp2,...,Hp6 hold then
Proof. Let f 1 ∈ F 0 (ε i ) and f 2 ∈ F 0 (ε j ). The relations R f1,f2 are T K -homogeneous. By Hp6 this implies thatP 0 is homogeneous w.r.t. gr with degree equal to gr(ε i + ε j ) and that gr(P 1 ) < gr(ε i + ε j ). This immediately implies thatR f1,f2 is a straightening relations w.r.t. ≺ t .
Hence the monomials g m with m ∈ SM 0 generate A as a k-vector space. We want to prove that they are a basis. Notice that {g m : m ∈ M 0 and gr(u m ) n} spans A gr n for every n ∈ N and, using that theR's are straightening relations, it follows that {g m : m ∈ SM 0 and gr(u m ) n} spans A gr n for every n ∈ N. Similarly, since R is irreducible, (Γ R ) gr n is spanned by {m ∈ SM 0 and gr(u m ) n} and, moreover, these are linearly independent elements. Now the assertion follows since (Γ R ) gr n and A gr n are finite dimensional and, being isomorphic as G-modules, they have the same dimension.
The above proof that the straightening relations hold is, even if stated in a slightly more general setting, the same we gave in our previous paper [7] (with Peter Littelmann). As seen above, it implies the existence of the SMT. We want to remark that in [7] the proof of the existence of a SMT is independent from the existence of straightening relations, but it is wrong, in the sense that we tacitly assumed that the map s : Γ R −→ Γ F is G-equivariant. This is not always the case, as pointed out in Remark 3 at the beginning of Subsection 3.2.
Corollary 9. There exists a two steps
Proof. Recall that S=B K R is the smallest Schubert variety containing R and Γ S = ⊕ n 0 Γ(S, L) is its ring of coordinates. Since R is a ridge Schubert variety we know that Γ R = Γ S /(f 0 ). The function ϕ(f 0 ) is G-invariant (since G ⊂ Q) so it is a constant function; let it be equal to c ∈ k. Let B . = Γ S /(f 0 − c). It is clear that the ring B can be deformed to Γ R in a flat and k * × G-equivariant way. We exhibit now a k * × G-equivariant deformation of A to B. If f ∈ F 1 let v f be a new variable and if f ∈ Z * n set either
A and χ f . = 0 otherwise (for the definition of λ f see the paragraph before Remark 7). By Hp6, χ f > 0 for all f ∈ F 1 {f 0 }.
Consider now the polynomial ring k[u, v, t] in the variables u f with f ∈ F 0 , v f with f ∈ F 1 and t. For f 1 , f 2 ∈ F 0 not ← comparable let R ′ f1,f2 (u, v) be obtained from R f1,f2 by replacing f with either u f if f ∈ F 0 or with v f if otherwise f ∈ F 1 . Consider the quotient D of k[u, v, t] by the ideal generated by the polynomials R ′ f1,f2 (u, v) for f 1 , f 2 ∈ F 0 not ← comparable and by the polynomials v f − t χ f F f (u) for f ∈ F 1 . Notice that on D there is an action of G, indeed the ideal generated by the polynomials R ′ is G-invariant since R is G-stable and the ideal generated by relations
This action commutes with that of G.
Finally for a ∈ k let D a . = D/(t − a) and notice that D 0 ≃ B and D 1 ≃ A by the previous Theorem. The flatness of the deformation follows by Hp2.
The case of model varieties
In this section we explain how to construct K and R for the model varieties of SL(n), SO(2n + 1) and Sp(2n). The construction we are going to see is a generalization of the one we gave in [7] for symmetric varieties with restricted root system of types A, B, C or BC. This approach has some general pattern that we want to make evident here and we hope that, with few variations, it could be applied also in other cases.
Let us recall our construction for symmetric varieties whose restricted root systems is of type A, B, BC or C, in the context of the general approach of this paper. In [7] we used the following two main properties for the construction of K and R. If we properly order the weights ε 1 , . . . , ε ℓ then Sym1: (Lemma 41 in [7] ) For 1 i ℓ − 1 there exists u i ∈ W such that u i ε i = ε i+1 − ε 1 . In particular, as in the proof of Lemma 41 in [7] , V εi+1 appears with multiplicity one in V εi ⊗ V ε1 ; Sym2: (Corollary 20 in [7] ) V * εi+1 ⊂ V * ε1 · V * εi in the coordinate ring A of the symmetric variety, for i = 1, . . . , ℓ − 1.
The first property allows to define a ridge Richardson variety with the required properties by setting w 0 . = id, w 1 . = s α0 and w i+1 . = s α0 u i w i for i = 1, 2, . . . , ℓ − 1. By Sym2 all "fundamental" spherical representations can be iteratively constructed by taking the tensor product with the representation V ε1 . This is the key point which allows us to construct the Dynkin diagram of the group K by adding a single node (associated to the root α 0 ) to the diagram of G. As we will see later, the analogous property for model varieties is more complicated (see property Mod2 in Lemma 10) and this will force us to add two nodes in order to have the Dynkin diagram of the right group K.
We want now to briefly see how the various hypotheses Hp1,...,Hp6 are proved in [7] . Hp1 follows by the description of spherical weights in Section 1 in [7] . The hypotheses Hp2, Hp3 and Hp4 follow by Corollary 40, Lemma 43 and Theorem 42 (see also the proof of Theorem 44) respectively in [7] . For Hp5 one may look at the remark before Proposition 35 at page 322 in [7] since, with notation as in Hp5, λ + µ − ν is a rational non negative linear combination of simple roots of the restricted root system. Finally Hp6 follows by Corollary 37 in [7] .
In the case of model varieties property Sym1 holds without any change while property Sym2 is not true any more. Before giving the details of the construction of K and R for model varieties we recall some properties of these varieties.
Model varieties.
A homogeneous model variety for a semisimple groupḠ is an homogeneous quasi affine variety whose coordinate ring is the sum of all irreducible representations ofḠ with multiplicity one. These varieties were studied by Bernstein, Gelfand, Gelfand and Zelevinsky in [12, 11, 1] . In particular for a homogeneous model varietyḠ/H we have Ω
As proved in [17] , for a simple groupḠ of rank r there exist 2 r or 2 r−1 (depending on the group G see [17] , page 293) homogeneous model varieties up to isomorphism and there exists exactly one model variety such that all the other ones are degenerations of this variety. We want to describe a Plückerization of the coordinate ring of this variety in the casesḠ = SL(ℓ + 1),Ḡ = SO(2ℓ + 1) andḠ = Sp(2ℓ). We denote by G the universal cover ofḠ and by H the inverse image ofH in G so that X = G/H =Ḡ/H. If we order the Dynkin diagram of G as in Bourbaki [2] , we can choose a basis of Ω + A as follows: ε i . = ω i for all i but i = ℓ andḠ = SO(2ℓ + 1) where we set ε ℓ . = 2ω ℓ . In particular Hp1 is satisfied. We denote by h i an H-invariant non-zero element of V εi . We now describeH, and h i case by case.
5.1.1. SL(2n + 1). Here ℓ = 2n is even. Let W be an n-dimensional vector space and set V .
Let a W be the standard symplectic form on W ⊕ W * and extend it trivially to V . In this
Notice also that in this case the model variety G/H is isomorphic to the symmetric variety SL(2n + 2)/Sp(2n + 2).
SL(2n).
Here ℓ = 2n − 1 is odd. Let V be a 2n-dimensional vector space and fix a non degenerate symplectic form a V ∈ 2 V and a non-zero vector v ∈ V . Then H = {g ∈ SL(2n) : gv = v and
. . , n − 1, and h 2i+1 = h 1 ∧ h 2i for i = 1, 2, . . . , n − 1.
SO(2ℓ + 1)
. Let W be an ℓ-dimensional vector space and set V .
a non degenerate bilinear symmetric form b V such that W and W * are orthogonal to v and such that on W ⊕ W * the symmetric form is induced by the pairing between W and W * . Let also a W be the standard non degenerate symplectic form on W ⊕ W * and extend it trivially to V . In this case we havē G = SO(V, b V ) andH = GL(W ) acting naturally on W ⊕ W * and trivially on v.
Notice that we have V εi = i V , for i = 1, 2, . . . , ℓ, and also
2 , for i = 1, 2, . . . , and h 2i+1 = h 1 ∧ h 2i for i = 1, 2, . . .
Sp(2ℓ).
If ℓ is even let W 1 and W 2 be two ℓ-dimensional vector spaces while, if ℓ is odd, let W 1 and W 2 be two vector spaces of dimension ℓ + 1 and ℓ − 1, respectively. Fix two symplectic forms a W1 and a W2 on W 1 and W 2 ; let V .
projection onto the second factor. We have
We have the following properties similar to Sym1 and Sym2. In order to prove property Mod2 recall that if λ, µ, ν ∈ Ω + A and p :
Notice also that for SL(ℓ + 1) and SO(2ℓ + 1) and λ = ε i , µ = ε j and ν = ε i+j with i + j ℓ, the projection p is given by p(x ⊗ y) = x ∧ y; further for Sp(2ℓ) and λ = ε i , µ = ε j and ν = ε i+j with i + j ℓ the projection p is given by p(π i (x) ⊗ π j (y)) = π i+j (x ∧ y). Hence property Mod2 follows from the description of the elements h i given above.
Property Mod2 should be seen as the analogue of the property Sym2 for symmetric varieties. Both properties allow us to order the generators of the monoid of spherical weights in a suitable way. We notice also that properties Sym2 and Mod2 are related to the projective normality of wonderful varieties. Indeed in [7] , the property Sym2 is proved using the results in [8] about the projective normality of complete symmetric varieties. Projective normality for model varieties has been studied in [4] . In this case, projective normality fails for the model varieties of SO(2r + 1); however, here we need only a weaker property.
Construction of
. . , α ℓ } be the set of simple roots of g numbered as in Bourbaki [2] . For the construction of K we consider the Dynkin diagram of G and we add two nodes so that ∆ 0 = {α 0 , β 0 }. This choice is suggested by the fact that, by property Mod2, h 1 and h 2 generate all the H-invariants. We connect both nodes to the node corresponding to the simple root α 1 . (However, in the next Section we see an example where we make a different choice.) Notice that K is symmetrizable.
Let L be the Levi whose simple roots are given by ∆ and let C be its center, as in Section 4. For an element η ∈ Z[∆ 0 ] we can consider the associated eigenspace K η in K for the action of C as we have explained in Section 4 for the module Z * . We define K − as the sum of the eigenspaces
The inclusion ∆ ⊂ ∆ K determines an inclusion of Λ into Λ K . However, this inclusion does not send fundamental weights to fundamental weights. We denote by ω 1 , . . . , ω ℓ ∈ Λ the fundamental weights of g w.r.t. ∆ and byω α0 ,ω β0 ,ω 1 , . . . ,ω ℓ ∈ Λ K a choice of fundamental weights for ∆ K as explained in Section 2. If λ = a i ω i is an element of Λ we denote byλ ∈ Λ K the element i a iωi .
Lemma 11.
Proof. i) and ii) are trivial. The T K -character of K η is obtained from the character of K −η by composition with the involution t → t −1 , so iii) follows.
We prove iv) in the case of K −α0 , the proof for K −β0 is analogous. Let f α0 , f β0 , f 1 , . . . , f ℓ be root vectors of weight −α 0 , −β 0 , −α 1 , . . . , −α ℓ . We prove that f α0 generates K −α0 as a G-module. Indeed K −α0 is generated by vectors y of the form
which is in the G-module generated by f α0 . Finally notice that f α0 is a highest weight vector of weight ε 1 for the action of G.
We now prove v). The weight γ 0 . = α 0 + β 0 + α 1 ≡ω α0 +ω β0 −ε 2 is a real root of K. Let y ∈ K be a non-zero element of weight −γ 0 . In particular y ∈ K −α0−β0 is a highest weight vector of weight ε 2 for the action of G, hence V ε2 appears in K −α0−β0 with non-zero multiplicity. Moreover all roots γ ∈ Φ K which appear with non-zero multiplicity in the space K −α0−β0 are of the form γ = −γ 0 − η with η ∈ N[∆]. Hence all other possible G-highest weight vectors in K −α0−β0 have a weight which is strictly smaller than ε 2 w.r.t. dominant order in Λ. In particular V ε2 appears with multiplicity one in K −α0−β0 . 5.3. Construction of R. Let Z be the irreducible highest weight module of highest weightω α0 . Let Q be the maximal parabolic of K corresponding to the root α 0 . Let F . = K/Q and let L be the line bundle on F such that Γ(F , L) is isomorphic to the dual Z * of Z.
= s β0 u 2i−1 w 2i−1 and w 2i+1 . = s α0 u 2i w 2i for i = 1, 2, . . . where u 1 , u 2 , . . . are the elements which appear in the above property Mod3. Notice w 2i−1 (ω α0 ) ≡ε 2i−1 −ω α0 and w 2i (ω α0 ) ≡ε 2i −ω β0 for i = 1, 2, . . .. Further the length requirements length(w i ) = 1 + length(u i ) + length(w i−1 ), for i = 1, 2, . . . of Subsection 3.2 may be easily checked by induction. Indeed, by applying the simple symmetries in u i = s 1 s 2 · · · s i to w i−1 (ω α0 ), we obtain a strictly ordered sequence of i weights (with respect to the dominant order). In particular we can associate with w 0 , w 1 , . . . , w ℓ a ridge Richardson variety R such that Hp2 is satisfied.
Since gr(ε i ) = i we have gr(α i ) = 0 for i = 1, . . . , ℓ − 1 and gr(α ℓ ) > 0. In particular Hp5 is satisfied.
Proof. Notice first that by Lemma 11 ii), iii) and iv) we have a surjective G-equivariant homomorphism from (V * ε1 )
⊗n to Z * n . Hence if V * λ appears in Z * n as a G-submodule then gr(λ) n. Let now M ≃ V * λ be a submodule of Z * n with gr(λ) = n. Consider the Levi subgroup L K whose simple roots are α 0 , β 0 , α 1 , . . . , α ℓ−1 and let U be the L K -submodule of Z * generated by the lowest weight vector f 0 . This is an irreducible representation of L K of lowest weight −ω α0 . Consider also the Levi subgroup L G of G with simple roots α 1 , . . . , α ℓ−1 . As above, by Lemma 11 ii), iii) and iv), we know that V * λ appears with non-zero multiplicity in
. Furthermore since gr(λ) = gr(nε 1 ) and gr(α ℓ ) > 0 we have
. So there exists a vector in Z * n of weight −µ ∈ Λ K such that µ ≡λ, moreover ω α0 − µ = γ + aα 0 + bβ 0 with a + b = n. Since α ℓ does not appear inω α0 − µ, −µ is a weight of a non-zero vector of the module U and it is non positive against α
Finally notice that the semisimple part of L K is a group of type D ℓ+1 and U is a spin module. This is a minuscule module, so µ must be in the orbit ofω α0 for the Weyl group of L K . Since µ is dominant with respect to α The condition a + b = n gives n ℓ and either λ = 0 if n = 0, or λ = ω n if 0 < n ℓ. Further notice that µ = w nωα0 , so the module M is the G-module spanned by F(ε n ). This proves i).
We now prove ii) and iii). Let V λ ⊂ K −aα0−bβ0 with gr(λ) = a + b. Then there exists a root δ ∈ Φ K of the form aα 0 + bβ 0 + γ with γ ∈ N[∆] and γ = −λ + (a + b)ε 1 . From gr(λ) = a + b we see that the root α ℓ does not appear in γ. In particular δ is a root of a root subsystem of type D (notice however that this system is not numbered in the usual way). We immediately deduce that a 1 and b 1. The case a = 0 or b = 0 is setted by Lemma 11 point iv). We now study the case a = b = 1. We notice that the pairing of γ with α ∨ 2 , . . . , α ∨ ℓ must be non positive. From the explicit description of a positive root in a root system of type D we immediately deduce that γ = α 1 and λ = ε 2 .
5.4. Construction of ϕ. The strategy we use is a generalization of the one we adopted in [7] . Let x 0 ∈ F be the element fixed by B K . By Lemma 11 there exists z 1 ∈ K −α0 and z 2 ∈ V ε2 ⊂ K −α0−β0 invariant under H. We define z .
The idea is to consider the element exp(z) · x 0 ; since this element is H-invariant the action of G determines an embedding of G/H in F and ϕ is defined as the pull-back with respect to this map.
In order to verify all the required hypotheses we need to check some properties. In particular in Kumar's construction of the group K in [14] , the element exp(z) does not exist, and we have to go through a technical detour which is completely analogous to the case of symmetric varieties. For this reason we illustrate here the main steps and we refer to [7] Section 5.1 and 5.2 for the details.
As above let Z be the irreducible highest weight module of weightω 0 . Recall that Z is the restricted dual of Z given by
However by Lemma 12 iii) and Hp5, V εn is not a submodule of K ⊗a1 −α0 ⊗ K ⊗b1 −α0−β0 ⊗ · · · K −2α0−β0 ⊗ · · · K ⊗bm −α0−β0 and we obtain a contradiction. We now prove iii) and v). We order the weights in N[∆] with a complete order > Φ in such a way that α 0 + β 0 > Φ α 0 > Φ β 0 . For any decreasing sequence of weights η 1 > Φ η 2 > Φ · · · > Φ η r we can consider the G-equivariant map
given by x 1 ⊗ x 2 · · · ⊗ x r −→ q n (x 1 · x 2 · · · x r · v 0 ). Let Q be the standard maximal parabolic subgroup of K relative to the root α 0 , F . =K/Q. The ridge Richardson variety R is defined by w 0 . =id, w 1 . =s α0 , w 2 . =s β0 u 1 w 1 , w 3 . =s α0 u 2 w 2 . The construction of ϕ and the verification of the hypotheses Hp1,Hp2,...,Hp6 are completely similar to the case of model varieties.
We have included here this example since we believe that our theory may be applied to other classes of spherical varieties in a similar way.
