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CHAPTER 1 INTRODUCTION 
Historical Background 
Future exploration and development of space will require the use of propulsion sys­
tems which axe more efficient than any of today's conventional chemical rockets. Several 
alternative propulsion systems have been developed to fill this high-energy mission role. 
The highest efficiencies to date have been attained with electrical propulsion systems 
which axe usually powered by a nuclear generator and axe called nuclear electric propul­
sion systems (NEP) [1]. The analysis of NEP trajectories hcis been recently studied by 
Kleuver and Pierson [2], Hermel, et. al. [3], and Guelman [4] and all point to large fuel 
savings when NEP systems axe used. The current use of todays electrical engines axe 
primarily in satellite station keeping, but several small missions are planned for comet 
rendezvous axid asteroid exploration [5]. Another propulsion system with a higher effi­
ciency than chemical rockets, are nuclear thermal rockets (NTR) [6]. It is not widely 
known that President Kennedy's famous speech [7] calling for the manned Lunar missions 
also called for the development of a nuclear thermal rocket (NTR). This lead directly to 
the NERVA/KIWI programs of the late 1960's and early 1970's. This program devel­
oped and built several prototypes which provided the basic reseaxch and data needed to 
develop any later work. Budget restrictions and changing mission priorities stopped the 
prograxn in 1972, but during the 1980's the TIMBERWIND [8] program sponsored under 
the Strategic Defense Initiative continued reseaxch into NTR. Also, NTR missions de­
veloped for a Lunar transportation system [9] show that not only does NTR outperform 
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chemical systems they provide a highly robust and competitive alternative to low-thrust 
or electrical systems. This is particularly true when the NTR can use a refueling method 
produced "locally" at a Lunar outpost as proposed by Borowski [10]. The use of NTR 
systems introduce periods of startup and shutdown where the rocket characteristics are 
not at their "rated" values and are called transients. The optimization of a trajectory is 
usually carried out separately from the propulsion system control, but it is possible to 
combine both the trajectory and the propulsion system optimization as done by Sachs 
and Dinkeknann [11] to possibly increase the performance and insure system limitations. 
Dissertation Topics and Layout 
The dissertation consists of six chapters and three appendices. The second chapter 
covers some of the nxmierical and optimization techniques used for this work. A general 
description is given and the specific way in which it's applied is left to later chapters. 
The intent is for the reader to refer to this chapter as a reference for remarks or methods 
mentioned later. The third chapter is for the solution of minimum-fuel lunar trajec­
tories for a fixed thrust-coast-thrust firing sequence. .A. set of initial approximations is 
described and a dynamic boundary evaluation method introduced which greatly eases 
the solution of these type of trajectories. The full two-point boundary value problem 
is then presented. The fourth chapter describes the solution of minimum-fuel Earth-
Moon trajectories with a variable thrust program. The thrust times and durations are 
governed by a switching fimction which uses information about the current state and 
costate of the system. The solution of this switching problem is, in general, very diflBcvdt 
to obtain. A related problem is solved using mixed-integer nonlinear programming to 
approximate the switching function. This solution and several relationships between the 
state and costate models are used to provide the solution of the full two-point boundary 
value problem. Numerical performance results for a range of flight times are presented 
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and their corresponding trajectories axid switching structures. The fifth chapter intro­
duces the modeling of a nuclear thermal rocket to the trajectory solution. The reactor 
core is modeled using the mono-energetic neutron kinetic equations and the neutronic 
heat-exchange process is approximated by a single-lumped heat-exchange model. The 
combination of reactor control and trajectory optimization is presented with numeri­
cal residts for aji optimal Lunax trajectory. The final chapter is the conclusions and 
presents a svimmajy of the thesis as well as suggestions for further work. The first 
appendix details a numerical algorithm for mixed-integer nonlinear programming, the 
second appendix gives a series of header files describing an object class library, and 
the third appendix provides a derivation of the additional necessary conditions for an 
optimal control problem with both initial and terminal state constraints. 
System Models 
The propulsion systems that axe used consist of two types. The first is electric 
propulsion and the second is NTR's. Electrical or ion engines provide very low thrust 
with a high performance. Ion thrusters which are in flight today have typical thrust 
values of 0.5 to 10 Newton with specific impulses in the 7 (10)^ to 12(10)^ seconds [1]. 
These engines provide station keeping or attitude control and are also being used for 
low-power asteroid and exploration missions [5]. Future engines axe expected to provide 
much larger thrust values and be used as the primary thrusters for a space mission. The 
ion engine uses electrical power to accelerate a stream of ionized gas through a series of 
attractors to produce thrust. An anode becomes a source of ions which "bubble" or are 
emitted off when they become highly charged and which are pulled by the cathode or 
attractors placed a short distance away. By appropriate design and shaping of the emitter 
and attractor, the flow of ions can be kept nearly parallel, and once exhausted the chcirge 
of the ionized stream is neutralized by emitting electrons. This is necessary because if 
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no neutralization is done the engine itself becomes chaxged ajid aU of the propellant will 
simply return to it. The electrical power is supplied in a vaxiety of ways. Solar arrays 
are currently being used for the smaller thrusters, but more demanding missions will 
require the use of nuclear reactors, hence the NEP name, in the several megawatt range 
for any mission to be feasible. NTR's use a nuclear core to heat the propellant which is 
then expelled through a nozzle providing the thrust. The propellant is usually hydrogen 
and provides a specific impulse of about 800 seconds in the NERVA/KIWI programs 
of the late seventies. The thrust is much larger thaji is capable by an electrical engine 
and the NERVA engine was rated at 10,000 lb/. The combination of the two engine 
types then allow a range of thrust values to be used. The range of thrust values and the 
demarcation between the two engine types is presented in Chapter 3 when numerical 
results are presented. 
Two different dynamics models were used to simulate the spacecraft's flight path in 
the Earth-Moon system. The first is a patched-conic model using standard Newtonian 
two-body equations of motion. The second model uses the restricted circular three-body 
dynamics model. This simulation assumes that the Moon travels about the earth in a 
circular motion and the mass of the spacecraft is negligible when compared to the Earth 
or Moon. Another traditional aspect of this model is to transform the dynamic equations 
into a rotating coordinate system which rotates with a constant angular velocity equal 
to that of the Moon's circular speed. Thus, the Moon appears stationary in this rotating 
coordinate system. This model provides a high degree of accuracy for the main portion 
of the trajectory when the spacecraft is beyond ten Earth radii from the Earth and five 
Moon radii from the Moon. The portions of the trajectory close to either the Earth 
or Moon are essentially the same as the two-body dynamics which is expected. The 
nature of low-thrust trajectory calls for a large time spent near either the Earth or 
Moon. The three-body equations which are derived with the Earth as the center of the 
coordinate system are diflBcult to numerically integrate when the spacecraft is near the 
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Moon. Therefore, one set of three-body equations are derived with the Earth as the 
center and another set of equations with the Moon as the coordinate center. The use 
of which set is described in the particular problem statements and mission descriptions. 
The presentation of the trajectory paths in this dissertation axe presented in this three-
body system. The dimensions of the figtires, unless otherwise stated, axe in Earth radii, 
which is taken to be 6,387.145 km. The mission profile remains essentially constant 
for most of the dissertation and has an initial mass of 100,000 kg, an initial circular 
low-Earth orbit of 315 km, and a final circvdax low-Lunar orbit of 100 km. 
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CHAPTER 2 NUMERICAL AND COMPUTATIONAL 
METHODS 
This chapter describes the numerical and computational methods used for this thesis. 
The first section details the nonlineax programming methods and mixed-integer nonlin­
ear programming methods used. The second section describes the solution to optimal 
control problems (OCP) using discretization and/or collocation. The second section 
also describes an automatic allocation of the step-size or mesh density used by the dis­
cretization axid the solution of 2PBVP by the relaxation method which is similar to 
discretization/collocation. The third section describes an object-orientated class library 
developed for the solution of optimal trajectories. 
Minimization Methods 
Two types of minimization methods axe used: nonlineax programming (NLP) and 
mixed-integer nonlineax programming (MINLP). As the name implies, MINLP is basi­
cally the NLP with integer variables included in the problem formulation. The inclusion 
of integer paxaxneter variables causes severe complications to eflBciently compute a mini­
mum. The difference between the two methods can be crudely summarized by describing 
their respective search patterns. A NLP method will use the current design space infor­
mation, usually the current gradient, and constraint information to "step" through the 
design space to the constrained or unconstrained minimum. The method is essentially 
autonomous, requiring no information of previous steps or past design space parame­
t 
ters. The MINLP strategy uses a far different approach. Instead of stepping through the 
space until a minimum point is reached, a MINLP method wiU eliminate regions of the 
design space which it has determined does not contain the minimum or axe not allowed 
because of infeasibilities in the constraint hypersurface. The method wiU terminate with 
a solution when the solution region, that left after eliminating other regions of the design 
space, is small enough to ensure a numerically imique design vector. 
The NLP problem has a general problem statement of: 
min f i x )  (2.1) 
subject to: h { x )  =0 (2.2) 
g { x )  >0 (2.3) 
where x € 3?", G 3?'"' equality constraint residual, and g  G  J?"*' inequality constraint 
residual vector. 
The MINLP method has a general problem statement of: 
min f { x , y )  (2.4) 
x,y 
subject to: h { x , y )  =0 (2.5) 
gix.y) >0 (2.6) 
y e Y  ( 2 . 7 )  
where x, h ,  and g  have the same dimension as the NLP problem and where y is a p-
vector within Y which is a set of integer variables. It's important to note that when 
finite bounds exist on the integer variables y, 
yL< y < y u  (2.8) 
the integer variables can be expressed as binary, i.e., 0-1 variables, denoted by 2,-, by the 
following formula: 
y = J/L + + 2^2 + 4^3 + ... + 2'^^ (2-9) 
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where N  is the minimum number of binary variables needed, and is given by 
N  =  l  +  INT log(yu -yt) 
log 2 
(2.10) 
where INT indicates the integer tnmcation of the term in the brackets. This expression 
correspondence may not be practical for very large boimds, but the binary form of the 
integer variables is particxilarly applicable to this work which is described in Chapter 4. 
The formulation of the MINLP problem then becomes 
Equation (2.11) is the form that wiU be used for the algorithms and problems in this 
work when solving a general MINLP problem. 
Nonlinear Programming 
One of the most eflScient modem methods for solving large-scale nonlinear program­
ming problems is sequential quadratic programming (SQP). This method consists of 
determining a direction of search by solving an auxiliary quadratic programming prob­
lem (QPP) which approximates the constraints to first-order and then using an inexact 
line search to determine a step along that search direction. The implementation of a 
SQP minimization method includes other details such as design boundary constraints, 
termination criteria, restart and/or initial estimate feasibility verification, etc., which 
wiU not be discussed here. Many modifications to this basic idea have been suggested 
over time, including two which are used here: 
• Higher-Order Constraint Satisfaction. A secondary QPP problem is solved which 
satisfies the constraint boundaries to a higher order. This secondary QPP uses 
min f { x , y )  
s u bject  t o: h (x, y) = 0 
(2.11) 
g { x , y )  > 0  
y e Y  ={0 , i r  
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information obtained from the auxiliary QPP problem in the original SQP method 
to approximate the constraints to second order. The inexact line search is then 
along, 
= x' + adi + o? {d2 — di) (2.12) 
where x' is the current design vector, di is the search direction from the auxiliary 
QPP, d2 is the search direction from the secondary QPP, a is the step-size, and 
x'"*"^ is the next design vector. This allows a much faster rate of convergence and 
prevents the Maratos effect from occurring. The Maratos effect is the phenomenon 
that prevents superlinear convergence of a NLP algorithm near the solution, usually 
because of constraint satisfaction diffictilties. ([12], [13], [14]) 
• Initial Feasible Point. It is sometimes necessary to obtain ein initial feasible point 
before a full optimization can be carried out. This is usually the case when physical 
parameters need to be satisfied for the dynamic equations to be finite and/or stable. 
An efficient method of finding this point is to search along a direction, </, whose 
norm is a minimum. This search direction can be determined by solving a least 
distance problem of the type: 
nun ^(Fd (2.1-3) 
subject to: V h d  +  h  =0 (2-14) 
V g d  +  g  >0 (2.15) 
Since this is a linear approximation model of the nonlinear constraints, it is prob­
able that the step>-size along this search direction will have to be varied to insure a 
decrease in the constraint error. A typical merit function to determine a step-size 
is to choose a step which reduces the constraint norm of the form, 
m, 




The application of the discretization method, described later in the second section, 
to optimal control problems gives rise to a very laxge ntmiber of design variables and 
constraints. Because of this lajge ntmiber and the particular form of the gradients, an 
NLP program must be modified to handle sparsity issues which arise in the problem 
formulation. The most straight forward modification would be to rewrite the existing 
NLP and QPP codes to take advantage of these sparse matrices. This has the great 
disadvantage of "hard-wiring" the changes and preventing the use of this modified code 
for any other problem. Another disadvantage is the time required for the rewrite every 
time the original sparse matrix forms are modified. The best method of dealing with 
the spaxsity issues is to use an object-orientated approach which is described in the last 
section of this chapter. The allows the original NLP and QPP code to "ignore" changes 
to the matrix forms since the routines simply manipulate the matrices in predefined 
ways. The NLP and QPP codes need never be modified after being written for matrix 
objects rather than primitive or built-in matrix definitions. Thus, the best of both 
worlds is achieved where the original code is left untouched and completely reusable to 
other problems and the memory requirements are reduced to the minimum required and 
matrix operations are implemented in the most eflScient methods possible. 
Mixed-Integer Nonlinear Programming Methods 
The solution of mixed-integer nonlinear programming problems are typically solved 
using extensions of basic integer programming methods. One of the most widely used 
methods for solving the basic integer problem is the branch-and-bound algorithm (BB) [17] 
The BB algorithm first tries to solve a relaxation of the original problem where the inte­
ger variables are allowed to vary between their lower and upper bounds. This relaxation 
problem is called the root node. If the root node does not result in an integer solution, 
then the root node is separated into two or more subproblems or nodes where each node 
fixes one of the integer variables at a unique value, e.g., if an integer variable is to lie 
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between 0 and 5 then six subproblems axe formed where the first subproblem has an 
integer value of 0, the second has an integer value of 1, etc. One of the subproblems 
is solved and if the solution is integral then this branch of the solution is considered to 
be bounded and the method goes to the next node. If the subproblem solution is not 
integral, then the subproblem is split into another group of subproblems or nodes in the 
same manner as the root node. A list of the unsolved subproblems of any level is called 
a candidate list and is used to determine if ail of the branches for the problem have been 
investigated. The solution of the original problem is the solution of the subproblem 
from the candidate list which provides the smallest performance index for aji integral 
solution. The inclusion of real variables alters the algorithm but not the basic idea of 
the BB method. A mixed-integer BB algorithm has been proposed by Borchers and 
Mitchell [18] and a description of the algorithm follows: 
1. Initialize data 
2. Put the NLP relaxation of the problem into the branch and bound tree as the root 
node. 
3. While there are unexamined subproblems on the candidate list 
(a) Pick a subproblem from the candidate list. If all subproblems on the list 
have a lower bound that is higher than the objective value of a known integer 
solution, then stop. The optimal integer solution is simply the best integer 
solution that has been foimd up to this point. 
(b) Repeat the following steps until one of the conditions is satisfied 
i. Take a step of a NLP algorithm 
ii. If the subproblem is infeasible, then drop it from consideration. Go back 
to step 3a. 
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iii. Compute a lower boimd on the optimal objective value of the current 
subproblem. If this lower bound is greater than the objective value of a 
known integer solution, then eliminate this subproblem from considera­
tion and return to step 3a. 
iv. If the solution is optimal and the zero-one variables are aU either zero 
or one, then we have foimd an integer solution. Record the value of this 
solution cind go back to step 3a. 
V. If the solution is optimal and a zero-one variable is fractional, then split 
the current subproblem into two new subproblems with the fractional 
variable fixed alternately at zero and one. Go back to step 3a. 
vi. If the early branching heuristics described indicate that a zero-one vari­
able might be fractional at optimality, then split the current subproblem 
into two new subproblems, and go back to step 3a. 
This algorithm is very close to the classic integer BB algorithm. A depth-first with back­
tracking sorting algorithm is used to determine the choice of subproblem to investigate 
in step 3a. This sorting method chooses the next candidate subproblem as one of the 
child nodes of the current one. Backtracking occurs when a current branch has been 
completely enumerated or determined to be infeasible and the method returns to the 
la^t paxent node with a child node unexamined. Other sorting methods are available 
but this one works well for my work. Step 3(b)iii requires a lower bound which can be 
determined from a dual problem of the relaxation and takes the form: 
min f { x , y )  + X ^ g { x , y )  (2.17) 
subject to: h  (x, y )  =0 
where y  is allowed to vary between 0 and 1 and A are the eigenvalues returned by the NLP 
algorithm step of the current iteration. The final comment on the algorithm concerns 
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step 3(b)v and the choice of which fractional variable to choose as the new branch. 
Although very sophisticated heuristics have been developed for this selection [17], I use 
the simple form suggested by Borchers and Mitchell [18] and choose that integer Vciriable 
closest to 0.5. 
The BB algorithm is straight forward to implement and provides reasonable perfor­
mance for most problems. However, early numerical tests with my work indicated the 
need for a more robust algorithm which would be able to handle constraints which are 
extremely nonlinear. .A. literature search provided several algorithms but the Generalized 
Cross Decomposition (GCD) developed, by Hobnberg [19] and extended by Floudas [20] 
was chosen because of its performance tests and the recommendation of the excellent 
method stirvey of Grossmann [21]. A complete algorithm of the GCD method is given 
in Appendix A along with a flow diagram and description of the convergence tests. The 
basic idea is to use specialized subproblems to provide upper and lower bounds and 
constraint cuts to the original problem. The solution is fotmd when the bounds have 
converged or the constraints have eliminated enough of the design space so as to provide 
a unique solution. The subproblems include the solution of additional simple MINLP 
problems. These subproblems are solved using the BB algorithm described above. A 
simple way of viewing the relationship between the GCD and BB methods is to view the 
GCD algorithm as the controller which determines what types of problems need to be 
solved and in what order and the BB algorithm as the worker which solves a particular 
problem but is unaware of the overall strategy. The GCD method proves to be robust 
and effective in handling the nonlinearities of the constraints for the work in this dis­
sertation. It also provides a "near-global" solution where the theory does not explicitly 
assure a global solution, but numerical experience indicates that a global solution is 
almost always foimd. The primary disadvantage of the GCD algorithm is the relatively 
slow solution times when compared to other MINLP methods, but this is offset by the 
GCD's near-global search attribute. 
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Approximate Optimal Solution via Discretization 
The general problem statement considered for an optimal control problem is: 
Find the control vector u { t )  which minimizes, 
J =  d ) [ r { t f )  , t f ] +  f L { r , u , t ) d t  (2.18) 
• I  t o  
subject to: 
r  =  f ( r , u , t )  (2.19) 
and satisfying 
0o[r(i.)] = O (2.20) 
0/[r(f/)] = O (2.21) 
where V'o specifies Uo initial state conditions and specifies n/ final state conditions 
and tf IS fixed. The number of states is denoted by n„ and the number of controls by n„. 
The system is discretized over time using n, stages where each discrete point represents 
the state values, r (ij), at a specified time, tj. This discretization requires the knowledge 
of n, + 1 points which includes the boundary conditions. The number of points required 
is completely problem dependent and may range from twenty to several thousand. The 
time points have the characteristic of: 
t o  < t i  < t f  =  t n ,  (2.22) 
Satisfaction of the differential equations is accomplished by enforcing a defect equation 
of the general form: 
0 = n  -  r j  (2.23) 
where rj is the resulting state vector from some integration formula. One type of useful 
integration formula is the trapezoid rule: 
= T'j-i + ij- [fj + fj-i] (2.24) 
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where f j  =  f  { r  { t j )  ^ u { t j )  ^ t j ) .  Another integration formula is the Hermite-Simpson 
interpolation formula: 
r j  =  O -i +  [/y +  A f j  + /j_i] (2.25) 
where 
fj = h{fj,Uj,i) (2.26) 
= \ h-i + ^ i\ + y [/i-i - f j ]  (2.27) 
f = (2-28) 
where the control values with the bar are provided by the design or parameter vector 
and indicate mid-point values. Several defect formulas are typically used for the solution 
of a given problem. The trapezoid defect has the advantage of robustness but also has 
low accuracy, while the Hermite-Simpson defect has high accuracy but requires far more 
computational expense. An effective approach uses the trapezoid defect for the initial 
solutions and then refines these solutions using the Hermite-Simpson formulas. 
The design vector for the NLP algorithm then takes the form, 
x = [ro, Uo, ri, ui, ... , rn,_i, Un,-i, rj, u/f (2.29) 
for the trapezoid defects and the design vector for the Hermite-Simpson defect formula 
is, 
i = [ r o ,  U o ,  r i ,  u i ,  u i ,  . . .  ,  u „ , - i ,  U n . - i ,  r / ,  U f ,  u ' ^  ^  ( 2 . 3 0 )  
The constraints for the NLP problem is the same for any defect scheme and can be 
written as: 
c(x) = [V'o, Ci, C2, C3, ••• , C/, = 0 (2.31) 
Therefore, the individual points of the trajectory will satisfy the differential equations 
when the constraints are satisfied. 
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The form of the NLP problem resulting from the discretization method can now be 
completely described. The objective function for the NLP includes the scalar fimction (f) 
of Equation (2.18) ajid a nimaerical approximation to the integral term, L. This approxi­
mation uses the design vector and some numerical integration algorithm to approximate 
the integral's value. A method which does not require a fixed time interval is preferable 
and Gaussiaii Quadrature is recommended since it does not require a fixed interval and 
a reasonable acctiracy can be attained with a minimum manipulation of the defect data 
already obtained in the constraint evaluation. The constraints of the NLP are exactly 
Equation (2.31). 
There are many other discretization schemes which can be used, particularly a Runge-
Kutta method, but anything more complicated than the Hermite-Simpson method be­
comes prohibitively expensive when calculating the constraint vector. Also, numerical 
experience has shown that other schemes are not as stable as either the trapezoid or 
Hermite-Simpson method. The form of the constraint vector allows for analytic con­
straint gradient information. This information can be utilized for efficiency by the NLP 
solver. The main characteristic to note is that any defect vector Q is only dependent 
upon Tj, Tj-i, Uj, and Uj_i so any partial derivative for any other i ^ j or f 7^ j — 1 
is zero. Defining the design vector as Equation (2.29) and the constraint vector as 
Equation (2.31) produces the constraint gradient: 
d^o 
dro 
aci aci aci aci 
dro duo dri dui 
dC2 dC7 dCi dC2 
dri dui dr2 9u2 
Vc = dCs acs acz d(3 dr2 3u2 dri duz (2.32) 
duns^l drns duns 
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where blank space indicates zeros and. 
^ (933) 
ar, - ' i d i :  
^ (2 34) 
dui 2 dui ' 
= (2-3o) 
5r._i 2 5ri_i 
dQ Ki dfi-i (2.36) 
dui-i 2 dui-i 
ajid the partial with respect to an indexed axray is just the Jacobiaji of / evaluated at 
that array, i.e., 
f i f .  f i f  
(2.37) 
(2.38) 
d l  
dri d r  
M 
dui d u  U=Ut 
The total dimensions of Equation (2.32) is 
riaize = (no + TisTi^ + uf) X ((n„ + n„) (n, + 1)) (2.39) 
but most of these elements are zero. The nimiber of elements actually used is only: 
riuied = rioTiy + 2 (n„ + n„) n„ns + n/n„ (2.40) 
An example will quickly illustrate the sparseness of Equation (2.32). Assume the problem 
consists of five state variables (n„ = 5), one control (nu = 1), all the initial states are 
known (n,, = n„ = 5), all of the final states are free {nj = 0), and the time interval is 
split into 100 stages {uj = 100). The ntimber of stages is dependent upon the dynamic 
equations, but 100 is not unusual and for many problems the number of stages is much 
greater. The size of the trapezoid constraint gradient matrix then is na,>e = 306,030, 
but the number of elements which are non-zero is Uused = 6025 or 1.97 % of the total. 
The Hermite-Simpson defect scheme has a very similar structure. Defining the design 






9ro duo dri dui 9tii 
3(2 acz ^Cz 3C2 dC2 
dri dui dui dr2 9U2 du2 
^Cn. 9Cn« dCn 
drn,-i du„,-nj—I 





d p  
dri-i 
d Q  
dui-i 
d Q  
dui-i 
?£ 
d r  
U '  
d u  
d f i  
5r,_i 
d f i  
dui^i 
The total size of Equation (2.41) is 
Srn, 
drn. 
I - ?  
l i  
6 
or or 
*  I  A  '  
M + 4 M  
dui dui 

















2 8 dTi\ 
1 /Cj ^i-i 
2 8 5ri_i 
5u._. 
= ("o + risTiy + n/) ((n„ + n„) (n„ + n^) (n, + 1) + n 
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axid the number of elements actually used is 
Tluaed = noTly + 2 (Hv + 2x1^) TlyUs — UyTly, + TljUy (2.53) 
Using the previous example, the number of elements is = 356,530 and only n-^aed = 
7020 are non-zero or 1.97 % of the total available. 
There are two basic methods for evaluating the constraint gradients in an efficient 
manner. The first and most straight forward is to use Equations (2.32) and (2.41) to 
directly evaluate the gradient. This has the advantage of being an exact value with a 
corresponding improvement in satisfying constraints and other accuracy improvements. 
The disadvantage is the reduction in speed if the dynamic equations axe expensive. 
The second method is to use finite-difference approximations on those portions of the 
constraint gradient which are known to be non-zero. The primary advantage is speed 
and the disadvantage is accuracy. 
Automatic Allocation of the Grid Points 
The discretization method's ability to find a solution greatly depends upon the num­
ber of grid points used and where those points are placed in time. Increasing the number 
of points usually increases the overall accuracy, but this does not insure a sufficient accu­
racy in any specific portion of the trajectory. One method of maJdng siu-e the integration 
accuracy is sufficient for aU portions of the trajectory is given by Betts and Huffman [15]. 
They define a relative error for an interval j by 
tj = max n+i - n+i 
+ 1 
(2.54) 
where r is the predicted value of the state obtained from 
'tk 
The integral is evaluated using a numerical procedure, e.g., Simpson's rule. The number 
of grid points is then determined by: 
rtk+i 
^i+i -rj= f (t) dt (2.55) 
J t y  
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1. Distribute the Error Equally. Form the ratio zj of the relative error Cj to the mean 
of the relative error over all intervals. If Zj > 4, then add an extra grid point to 
the interval. If Zj < 1/10, then remove a grid point. 
2. Reduce the Relative Error Magnitude. Form the ratio Zj of the relative error Cj 
to the targeted error level, which is usually a tenth of the user input relative error 
tolerance. If Zj > 4, add two new grid points to the interval. If 1/2 < zy < 4, add 
one grid point to the interval. 
This method proves to be very effective. However, it does require multiple solutions in 
order to update the grid. 
Another method to allocate the grid points [22] has the advantage of dynamically 
changing the mesh points as the minimization proceeds. The first step is to re-parameterize 
the time in terms of an auxiliary variable, q. This is just the coordinate corresponding 
to the mesh points themselves, i.e. g = 1 at j = 1 etc. The next step is to change the 
independent variable in the ODE's from t to q, 
dr dr dt 
— = / — = /— (2.56 
dt •' dq •' dq ^ '  
In terms of g, the trapezoid defect 2.24 can be written as 
1 
r •j = n-i + 9 (2.57) 
The independent variable parameter k is one for the difference formula because, by its 
definition, qj — qj^i = IVj. Note that dt/dq should accompany / wherever it appears, 
so the Hermite-Simpson defect formula can also be easily written. The transformation 
between t and q depends only on dt/dq. Its reciprocal, dq/dt, is proportional to the 
density of mesh points, but the proportionality constant which will vary the variable q 
between 1 and n, is not known. A second parameterization, Q (q), is introduced where 
Q is a new independent variable. The relation between Q and q is taken to be linear. 
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^ = e ^ = 0 (2.58) 
dq aq 
where ^ is a new intermediate variable. The final step is to create a desired mesh-density 
function, 
where 7 is chosen by the user. Written in terms of q, 
dq 7  ( f )  
One requirement on 7  is for it to be positive definite, otherwise the denominator of 
Equation (2.60) can be zero. Automated spacing then can be implemented by adding 
Equations (2.58) and (2.60). Consider the original 2PBVP, 
^ = /(!,') (2.61) 
where x € 3?" and Uo initial conditions and nj final conditions are known so that 
n = Uo +nf. The new system with automated grid spacing is 
dx ^ 
dq jit) f{x,t) (2.62) 
^ = « (2.63) 
dq 





Three new boundary conditions axe required because of the three new equations. Two 
of these conditions are known because of the last equation where both the initial and 
final times are specified. The final boundary condition comes from specifying Q = 0 at 
the initial time which is required for q to vary between 1 and n,. Finally, 7 (f) must be 
specified and is chosen by the user. A simple example would be 
7 4 + ^  (2.66) A 5 |x| 
22 
where the first term spaces the points evenly and the second term attempts to place the 
points where the magnitude of the rate of change of the ODE's is greatest. The two 
constants, A and 5, specify how "attracted" a point is to a given distribution over any 
other, e.g., a point is approximately attracted an amount A to an even distribution and 
an amount (J to a magnitude distribution. This form for 7 and the point distribution 
allows the ODE variables to be used directly in the automatic allocation method. This 
is the primary reason for the form of the time transformation, Equation (2.60). 
2PBVP Solution by Relaxation 
The solution of a 2PBVP can be accomplished by the relaxation technique which is 
very similar to the discretization method discussed in this section. This solution method 
is used in Chapter 4 to solve the switching problem from the MINLP approximation. 
The relaxation method uses a defect formula to link a series of discretized time points 
together to both satisfy the boundary conditions and ODE's in the same manner as 
the discretization method. The difference is that no control vector is present and a 
discretized point must satisfy the ODE with no other influence. This eliminates the use 
of the Hermite-Simpson defect formula since control midpoint values are needed. Since 
the use of the relaxation technique in this work will be limited to solving a combined 
state-costate system which results from the application of optimal control theory, the 
ODE vector will be written as 
where A is a secondary vector the same dimension as r thus y is 2n„ in length. The 
right-hand side of the ODE is then 
r 
y = (2.67) 
A 
r 





r = /(r,A,i) (2.69) 
Equation (2.69) is the same as Equation (2.19) except that it is assumed that the control 
u can be replaced with some combination of r and A. Equation (2.70) is the standard 
formula for the costate equations with the integral L term present in the problem state­
ment. The method of setting the defect vectors to zero and satisfying the ODE and 
boundary conditions can be accomplished using an NLP algorithm. The design vector 
becomes 
x = [yo', 1/1, ••• , yn,-i, J//, (2.71) 
which is of length 2n„ (n, + 1). The constraint vector is the same as Equation (2.31) 

























The Jacobian of the combined system involves the second partials of the original dy 





The two diagoaal terms are the Jacobian of the original system. The upper right term 
is the Jacobian of the original system with respect to the costate. The terms here are 
determined by how the control was replaced by the state and/or costates. The lower 
left term involves second partials of both L and /. The boundary conditions are im­
posed by xj^o and ipj. These functions are changed from the discretization formulation 
by becoming dependent on both the initial and final points. This was done because the 
boimdary conditions imposed on the costate vector often involve initial and terminal 
state and costate information. No difficulty is encountered introducing the new Jaco-
bians except that the matrix is no longer banded. The dimension of the Equation (2.72) 
is (2n„na + no + nf) x (2n„ (n, -|-1)) where rio + nj = is required for the solution of 
a 2PBVP. The gradient is square and the problem of zeroing the constraints is simply 
a feasibility problem. This type of problem does not require a performance value for 
solution, however, a simple version such as 
minc^H^c (2.76) X 
where W is some positive definite matrix, can be used for NLP algorithms without a 
feasibility option. The relaxation solution process can now be described. An initial 
estimate of the vector y at each of the time points is provided to an NLP algorithm 
which then attempts to zero the constraint vector. Equation (2.31). A performance 
index may or may not be present depending on the capabilities of the NLP algorithm. 
Object Class Library 
The purpose of any class library is to ease the computational burden of the program­
mer to perform any given task. The vast majority of libraries available are for interfacing 
with the user in a graphic interface, i.e., a GUL Few libraries have been developed for 
numerical work, and these have concentrated on linear algebra techniques. The benefits 
of a class library include code re-usability, efficient and easy extensions to the existing 
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code structure, and guaxanteed memory and speed improvements versus a similar serial 
programming technique. 
This section describes a class library that was developed for this work. The general 
layout of the library, descriptions of the major branches, and implementation details 
are given. The discussion will center on general object-orientated topics to broaden 
the concepts to any available computer language which supports objects. C++ is the 
actual language the library was written in, and corresponding header files are given 
in Appendix B. The number of references dealing with numerical object libraries is 
somewhat limited but the book by Ferraris [23] is good, especially if the reader is from 
a Fortran background. Other texts on object libraries in general are readily available 
including [24] and [25]. 
Object-Orientated Terminology and Concepts 
The main advantage of using a class library for my work is the ability to extend 
existing classes into new forms for similar work. The two main ways to extend a class is by 
encapsulation or derivation. By definition, a class bundles together data and functions. 
Encapsulation is the method where part of the data bundled is another class. Derivation 
is the method where a new class is derived from another. This derivation allows the 
derived or child class to have access to all of the data and functions bundled in the base 
or parent class. The child class can then add new data or extend existing functions 
for new uses. The most important point of derivation is that if one class encapsulates 
another, any child of the encapsulated class can be substituted for the original. This 
concept will be more clearly illustrated by the examples and class structure. 
Another advantage which will allow very efficient memory and speed performance in­
creases is operator overloading and/or polymorphism. An operator is something which 
manipulates two objects to produce a third. The eeisiest example is any of the basic 
operators found in all languages: addition, subtraction, multiplication, division, etc. 
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The addition of two integers produces a third integer. .A.11 object languages allow the 
programmer to overload certain operators or to define them for objects which the pro­
grammer has created. I overload these operators for a linear algebra matrix class. There 
axe several public domain linear algebra packages which essentially do the same thing. 
My implementation will take advantage of the specific matrix forms generated by the 
discretization method discussed in the previous section. 
The general class structure has two main forms: the big tree-small forest or small tree-
big forest. A class structure is the way the individual objects axe arranged and related 
to each other, i.e., which objects share information, the derivation chains, and allowable 
and/or required extensions to current objects. The big tree-small forest approach is 
illustrated in Figxire 2.1. The main idea is to have all objects derived from a single 
Level 2 





Figure 2.1 Class Library Structure Example 1 
base. This base would then encompass as many functions and data as possible. The first 
eind second levels are then used to include new functions if necessary and to implement 
a specific task. The object at the end is what the user would need to perform his 
task. The advantage of this type of class structure is the simplicity and the ease by 
which modifications to the base class do not effect the class structure. The primary 
disadvantage is the need to include unnecessary information in the final object. The 
object in the figure might only require a portion of the data the base class bundles, 
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but must include it ail for the smail paxt it needs. This caji lead to wasted memory 
and speed as weU as a large amount of bookkeeping. The name describes how the class 
appears to be a large tree with many branches all cormected to the tnmk. 
The little tree-big forest model talces a very diiferent approach to the class structure 
and is show in Figure 2.2. Severai bases are defined where each will implement a specific 
Level. 
Object 




Figure 2.2 Class Library Structure Example 2 
task. Same derivation is done to implement specific modifications, but the user's object 
is derived from midtiple sources. This eliminates the waste of including unnecessary data 
and functions, but introduces the possibility of incompatibilities between the individual 
bases. Another advantage of this model is the ability to include other class libraries 
developed elsewhere in the final application. This allows a GUI, which can be platform 
specific, to coexist with this class structiire. The big tree-little forest model can only 
include other libraries with great difficulty. The name comes from the many individual 
"trees" which are combined into the useful object. 
Some quick examples wiU provide a better understanding of the class structures 
described above. Several numerical algorithms require the user to provide a function 
which the algorithm then uses to solve the user's specific question. This fimction is 
sometimes identical over severai algorithms, e.g., numerical integration, interpolation, 
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and root-finding aJl require a function of the form: 
/ = /(x) (2.77) 
or given an argument return the function value at that argimient. A big tree-little forest 
model can then define such a function in its base. The separate levels derived from 
this base can then implement the algorithms themselves. This example shows how this 
model is more easily applied to simple algorithms which only require a small user input. 
Many problems require the inclusion of several different numerical techniques to solve the 
problem. An optimal trajectory usually requires an NLP algorithm, ordinary differential 
equation solution method, and other supporting routines such as interpolation, root-
finding, and linear algebra packages. Rather than attempting to define one base which 
can encompass all of these routines, several bases can be defined and the useful object 
can be derived from ajiy or all of these bases. This example shows the usefulness of the 
little tree-big forest model for handling a wide range of very different algorithms in an 
efficient way. 
Librstry Description 
The class structure developed for this work uses a combination of both models men­
tioned in the previous section, but primarily depends on the little tree-big forest model. 
Figure 2.3 shows the class layout. All lines ending in an axrow indicate direct deriva­
tion while any line without an arrow, such as that linking the DYNAMICS class to the 
OPTIMAL CONTROL class, indicates an encapsulation. A dashed box indicates a pure 
virtual base class. This means that no instance of this class can be created and only 
classes derived from it are allowed. This prevents the user from trying to use a class 
where the user must override some function to provide problem specific behavior. The 
numerical integration algorithm mentioned above is an example. 




















Figure 2.3 Class Library Diagram 
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classes, and the optimization and optimal control methods. The optimization and op­
timal control classes encapsulate both the dynamics models and linear aJgebra classes. 
The dynamic models are encapsulated in a specific way, as shown, while the matrix class 
is used whenever necessary internally by all of the classes. 
The matrix class is the simplest ajid easiest to describe. It has a single base which 
defines the basic behavior of a matrix object, specifically how the memory is stored 
and how operators are handled. The operators which are overloaded include addition, 
subtraction, multiplication (by both another matrix and a scalar), and several numerical 
algorithms to aid in finding inverses, solutions to a set of equations, etc. This allows 
the matrix objects to be operated on as if they were scalar variables. The base class 
implements these operations in the standard matrix method, i.e., 
Cij — dij "t" (2.^8) 
n 
Ctj = 2 aikbkj (2.79) 
Jk=l 
where c,y is the element of the resulting matrix C  in the z'th row and jth column. 
The derived classes implement specific matrix behavior, e.g., the SYMMETRIC class 
changes the memory allocation to only store the required n (n + 1) elements and when 
multipUed by another SYMMETRIC matrix object will return a SYMMETRIC matrix 
object. This multiplication is also done without performing matrix multiplications that 
are not required, i.e., the lower triangle portion of the matrix. No special implementation 
details are required from the user and the advantages of using SYMMETRIC matrices 
are carried out regardless of whether the user was aware of it happening or not. This is 
the guarantee that only the necessary memory is allocated and all matrix manipulations 
are carried out in the most eflBcient manner. The last three classes are a BANDED class 
which is useful in the NLP algorithm, and the TRAPEZOID and HERMITE SIMPSON 
clcisses which implement the specific form of the discretization matrices produced and 
described in the second section. They also only allocated the absolute minimum amount 
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of memory necessary. This is of primary importcince for the discretization method since 
without some memory saving the method is impractical for most problems. 
The dynamic model class implements the three dynamic models used in this work 
which include two-body Newtonian dynamics with thrusting and restricted circular 
three-body dynamics centered on the Earth and the Moon with and without thrusting. 
The single base class defines a dynamic equation subroutine which returns a derivative 
vector from a given state vector, control vector, and time. A Jacobian function is also 
defined for any dynamic model. The default nimierically calculates this Jacobian, but 
the user can override this default for any derived classes. This is done for ail three mod­
els mentioned. The OPTIMAL CONTROL class, discussed below, requires a dynamic 
model. This is logical since a dynamic model is necessary to define an optimal control 
problem. 
The optimization and optimal control classes take full advantage of multiple inher­
itance to mix classes and provide an efficient implementation. The INTEGRATION 
class is the most removed from optimization and control theory and integrates a set 
of ordinary differential equations from some initial time to some final time using the 
Bulirsch-Stoer integration scheme [22]. The OPTIMAL CONTROL class implements 
the basic concepts of optimal control. The class wiU create the costate differential equa­
tions from the Jacobian of the dynamic object, even if this dynamic model is a numerical 
approximation. The class will also integrate the couple state and costate equations using 
the methods provided by the INTEGRATION class. It's a pure virtual class that re­
quires the user to give the class the form of the optimal control. There is a default which 
finds this optimal control by solving the stationarity condition of the Hamiltonian by 
a numerical root-finding method. However, this is impractical for any but the simplest 
problems. The second base class is called the OPTIMIZATION class and implements a 
NLP algorithm to optimize some object function which is problem specific which also 
makes this class pure virtual. The INTOPTIMIZATION class uses the branch-and-
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bound aJgorithm, described in the first section, to optimize an integer objective function 
which again is problem specific. The MDCEDINTNLP class implements the GCD algo­
rithm mentioned also described in the first section. This algorithm requires the solution 
of several subproblems which may be solvable by an NLP method and/or IP method, 
which this cla^s can now do because of its derivation from the two previous classes men­
tioned. The last general class is the OPTIMAL TRAJECTORY class. This class bridges 
the gap between optimal control theory (OPTIMAL CONTROL class) eind the solution 
of these problems by an NLP algorithm (OPTIMIZATION class). Several methods are 
implemented, but the one most used is the terminal error fimction method. The method 
uses the unknown initial conditions from the two-point boundary value problem (usually 
the costates) as the design vaxiables of the NLP algorithm. The objective function is 
defined as the difference from the known final conditions and the resvdting final condi­
tions after the combined system has been integrated forward in time using the routines 
available to OPTIMAL CONTROL and hence OPTIMAL TRAJECTORY because of 
its derivation. An example is given in Chapter 3 where this terminal error method is 
described more fully when solving the maximum-energy problem. 
The rest of the classes are direct problem specific implementations which solve ac­
tual problems. The MAXENERGY class solves the general maximum-energy problem 
described in Chapter 3. The COAST PATCH, DEPARTURE, and ARRIVAL classes 
implement the dynamic boundary evaluation aJso described in Chapter 3. The DIS­
CRETIZATION class solves an optimal trajectory with integer design variables for the 
alternative switching function structure described in Chapter 4. A complete description 
of each class would entail the theory and derivation given in the following chapters. 
Because of this and the fact that this discussion is limited to the class structure and not 
the implementation details, no further discussion is given here of these classes. 
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CHAPTER 3 LUNAR TRANSFERS 
Minimum-fuel transfers between a circular low-Earth orbit (LEO) and a circular 
low-Lunar orbit (LLO) are described in this chapter. A description of the subproblem 
hierarchy and a dynamic boundary evaluation method (DBE) for eflSciently calculating 
an initial estimate for the transfer is given. The method of finding the initial estimate was 
developed by Pierson and Kluever [26], and the DBE extension is described in Rivas and 
Pierson [27]. This initial estimate is then used to solve both a "hybrid" direct/indirect 
transfer and the full optimal transfer which solves the two-point boundary value problem 
(2PBVP). The transfers considered in this chapter are all assumed to have a thrust-coast-
thrust engine firing sequence where the separate stage time durations are determined 
by the solution. This assumption simplifies the initial analysis and provides information 
about other engine firing sequences which are discussed in the next chapter. 
Initial Approximations 
A typical trajectory spirals out from the Earth until enough energy is obtained to 
begin a coast pha^e. This coast phase talces the spacecraft from the Earth to near the 
Lunar sphere of influence where the next thrust phase spirals into the desired LLO. The 
solution of low-thrust Lunar transfers is extremely sensitive to initial estimates of the 
optimal control where small errors in the initial estimate of the thrust steering angle can 
cause large errors in the boundary conditions. It becomes necessary to obtain an initial 
estimate of the trajectory in order for the general transfer to be solved. A very efficient 
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way of finding this initial estimate is described in this section. 
The basic method solves a hierarchy of subproblems which build up to the minimum-
fuel transfer. The thrusting portions of the trajectory are modeled as maximum-energy 
spirals. The coast portion finds a non-thrusting trajectory which combines two maximum-
energy spirals and minimizes the amount of fuel used. Finally, the trajectory is fully 
modeled using the controls for the spirals and coast. 
Maximum Energy Spirals 
A maximum-energy spiral is one which uses continuous thrusting to maximize the 
total energy of the spacecraft at the end of the trajectory for a given time-of-flight. 
These trajectories are easy to solve for a range of flight times, initial radii, and var­
ious initial thrust-to-weight ratios. They also provide adequate boimdary conditions 
for the translunar coast mentioned previously and described in the next section. The 
maximum-energy spiral can model both the Earth departure and Lunar capture. The 
Earth departure is modeled as a maximum-energy spiral since the initial conditions are 
known. The Lunar capture has the same form, i.e., a max-energy spiral, but is inte­
grated backwards in time since the final conditions are known. The total energy of the 
spacecraft is then maximized at the beginning of the capture. 
The problem statement for a maximimi-energy spiral is given by; 
Find the thrust direction time history u (t), to < t < t/, which minimizes 
subject to 






Vg = f-acosu (3.o) 
r 
where ^ is the gravitational parameter for the attracting body, i.e., the Earth or Moon, 
a is the thrust acceleration defined by 
T T 
a = - = (3.6) 
m TTlo — pt 
where T is the constant thrust, /Sis a, constant mass flow parameter, and rrio is the initial 
mass of the spacecraft. The final time is fixed. The massflow is assiuned constant so the 
mass m can be replaced by a linear equation in time. The boundary conditions for an 
initial circular orbit are 
r{to) = ro (3.7) 
9{t,) = 0 (3.8) 
VriQ = 0 (3.9) 
Vi(i=) = (3.10) 
y 
Equations (3.2) - (3.5) describe a thrusting spacecraft in an inverse-square gravity field 
using polar coordinates. The variables are the radial position r, polax angle 0, radial 
velocity Vr, and tangential velocity Vg. The thrust direction angle, u, is mecisured from 
the local horizon and is positive above the horizon and in the direction of the spacecraft 
motion. Note that the polar angle is not necessary to specify the trajectory since it does 
not appear on the right-hand side of the differential equations, but it is included here 
for convenience. 
The Hamiltonian [28] is defined as 
H = L + X^f = \^f (3.11) 
where L = 0 since no integral term is in the performance index and / represents the 
dynamics of the system under consideration. The costate vector is given by 
A = [ Ar, Xg, Avp, Avfl (3.12) 
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so the Hamiltoniaji becomes 
H = \,r + Xe6 + \vX + (3-13) 
Applying the stationcirity condition yields 
= 0 (/u)^ A = 0 a (Avr cos u — Avg sinu) = 0 (3-14) 
Canceling out and rearranging gives the classic "tangent steering law": 
bXi 
^Vg 
tanu" = -r-^ (3.15) 
sinu = , ^ ^'"= (3.16) 
\J ^ Vr + -^v 
drAvg 
yj Xy^ + Av 
cosu = —=i=^= (3.17) 
(3.18) 
The Legendre-Clebsch sufficient condition [28] provides the correct sign for sinu and 
cos u: 
0 < (3.19) 
< —a (Avv sinu + Avg cosu) (3.20) 
<  - a  ( +  ^ V e  /3 
\ y/^Vr + ^Ve / 
Therefore, the negative sign is needed, i.e.: 
sinu* = , = (3.22) 
v'AiTTAi^ 
cosu' = —!==== (3.23) 
The optimal control, u*, is completely defined by the velocity costate time histories. The 
necessary conditions for the costate system yields the costate differential equations 
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where r = [r, 9, VJ., Vg ]. The Jacobian of the state equations, (df /dr), is easily found 
to be: 
0  0  1 0  
r2 0 0 









The costate equations are found by using the Jacobian (3.25), the costate equation 
definition (3.24), and the equations found from the stationarity condition (3.22) - (3.23): 
A, = Yl,. _ - if) A. - MA, 
7* \ 7**^ 7* / T* 
= 0 
Vg 
Xvr = —Ar  H Avg  
r 
Xva 
Xe 2Ve,  ^  K- .  
= AVp H Avg 





The boundaxy conditions for these costates axe found by the transversality condition: 
dd> 
= ^ (3.30) 
which yields 
A r  { t f )  
X g  ( t f )  
AVp (tf) 
X v g  { t f )  
H  ( t j )  
0 
- V r  { t f )  





It should be noted that the costate differential equation for the polar angle X g  and its 
boundary condition show that it is zero for aJl time. 
The 2PBVP is then defined by Equations (3.2) - (3.5) and Equations (3.26) - (3.29) 
with boundary conditions (3.7) - (3.10) and (3.31) - (3.34). The solution of this 2PBVP 
is obtained by means of a terminal error function approach and is related to the shooting 
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method [22]. A guess of the unknown initial costate conditions is used to numerically 
integrate the coupled differential equations forward in time to tj. A measure of the 
error between the final values of the resulting costates and the desired values is made 
and initial costates are then modified so as to decrease this error measure. .A. NLP 
algorithm, such as described in Chapter 2, is used to find this modification. The design 
variables for the NLP are the unknown initial costate equations: Ar, A^, Avg, and A^. 
The objective fimction used by the NLP for the 2PBVP is 
with the rest of the final costate boundary conditions being strictly enforced through 
constraints in the NLP. A minimimi objective function of zero with constraint satisfaction 
is the solution to the 2PBVP. Any of the constraints could be used in an objective format 
similar to Equation (3.35) and the results would be identical. 
An example of a maximum-energy spiral about the Earth is given in Figure 3.1 
for a flight time of 2.4 days. The spacecraft is assimaed to have an initial thrust-to-
weight ratio of 3(10~^). The optimal control for this trajectory is given in Figure 3.2. 
The combined state/costate equations (3.2) - (3.5) and (3.26) - (3.29) are numerically 
integrated using a Bulirsch-Stoer extrapolation scheme [22], and the problem is solved 
using the terminal error function approach described above. 
The maximum-energy problem for an Earth spiral can be solved for a range of flight 
times, and the relationships between the time-of-flight, final radius, and final velocity 
components axe shown in Figures 3.3 and 3.4. Eight solutions are shown with a 
final radius between 4 and 18 Earth radii. The flight time and velocity components 
are plotted versus the final Earth radius. The curves are seen to be smooth and well 
behaved. 
A Lunar spiral can also be solved for using the maximum-energy problem definition, 




•D CS W 
.c tr (0 UJ 
-10.0 
-10.0 
CT/W)i = 0.003 
X,, Earth radii 
20.0 




normalized time, t/t, 
1.0 












5.0 10.0 15.0 
final radius, r(t,). Earth radii 
20.0 







o (O > 
*5 £ 1.0 
0.0 
- V. 
(T/W)i = 0.003 
0.0 5.0 10.0 15.0 
final radius, r(t,). Earth radii 
20.0 
Figure 3.4 Final Velocity Components of Earth Spiral vs. Final Radial 
Distance 
41 
steered into the desired LLO. The equations are integrated backwards in time, since the 
initial LLO is known. Another parameter which must be included is the mass at the end 
of the trajectory, since for any given Lunar capture spiral it is not known which specific 
Earth escape spired was used. Except for these differences, the problem formulation is 
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Figure 3.5 Maximum-Energy Lunar Trajectory for f/ = 16 hours 
hours and final mass in LLO of 86% of the initial LEO mass. The optimal control for 
this Lunar spiral is shown in Figure 3.6. 
The time-of-flight and velocity components can also be plotted versus initial Lunar 
radial distance for the Lunar maximum-energy problem and are shown in Figures 3.7, 
3.8, and 3.9. Because of the need for prescribing the final mass in LLO, each figvure 
shows several lines of constant final mass. 
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Coast Patch Problem 
The maximum-energy solutions of the previous section are used to provide boundary 
conditions for the translunax coast. The setup and solution of this translimar coast 
problem are presented in this section. The equations of motion axe based on the circular 
restricted three-body problem [29]. This dynamic system assumes the Moon travels 
in a circular orbit about the Earth and that the mass of the spacecraft is negligible 
with respect to the Earth and Moon. The polar coordinate equations are derived in a 
rotating frame such that the Moon appeaxs stationary with respect to the Eaxth in that 
frame. Figures given in this section and the following chapters which use these rotating 
coordinates wiU be plotted in that frame for clarity. The problem statement for the 
translunax coast can be stated as: 
Find To (the radius at the beginning of the coast phase), 9o (the polar angle at the 
beginning of the coast phase), m/ (the final mass), and the time-of-flight tcoaat which 
minimize 
J — ^departure "t~ capture (3.36) 
subject to 







where Vm = v/r^ + cP — 2rdcos 9, fie is the Earth gravity parameter, firn is the Moon 
gravity parameter, d is the distance between the Earth and Moon, uj is the radial velocity 
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of the Moon about the Earth, and the following relationships hold: 
^departure ('"o) ^departure 
(3.44) 
(3.43) 
The boundary conditions are 
(3.45) 
0ito) = 9o (3.46) 
Vrito) = /i(r,) (3.47) 
Ve{to) = /2(r„) (3.48) 
(^cooat) — {icoast) i '^/) (3.49) 
^ (J-coaat) — 92{^ (^coa5f) i (3.50) 
The objective function attempts to minimize the total time spent in the thrusting por­
tions of the Lunar transfer, i.e., the Earth depaxture and Lunar capture. This has the 
effect of minimizing the total fuel used, since the assumption of a constant mass flow 
made for the maximum-energy problems yields a linear relationship between the mass 
and time. Thus, minimizing the time spent in a thrusting stage will also minimize the 
fuel used. The problem produces a sub-optimal solution since the Earth departure and 
Lunar capture are assumed to be maximum-energy spirals and there is no guaxcmtee 
that these types of trajectories will produce aji overall minimum-fuel solution. The tra­
jectory is numerically integrated using the Bulirsch-Stoer integration scheme mentioned 
earlier. Equations (3.43) and (3.44) and Equations (3.47) - (3.50) axe all fimctions of 
the radius at their respective points and possibly the final mass. These equations are 
determined from the maximimi-energy spirals. Two methods are available for determin­
ing the way of forming these relationships. Pierson and Kluever [26] use a curve-fitting 
method where several max-energy spirals are solved and their solutions stored for both 
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the Eaxth depaxture and Lunax arrival. A variable order polynonaial is then used for 
Equations (3.43), (3.47), (3.48) where the order of the polynomial is determined by the 
desired accuracy of the unknown point which is being determined. A two-dimensional 
cubic-spline is required for Equations (3.44), (3.49), and (3.50) since each requires two 
arguments, a radius axid mass, to uniquely determine a new point. The method works 
quite well once the tabular data is determined. However, if any changes are made to 
the thrust, mass flow, initial and/or final conditions, a completely new table is needed. 
This disadvantage limits the usefidness of this method for a general methodology of solv­
ing minimum-fuel Lunax transfer problems. The next section describes a new dynamic 
boundary evaluation (DBE) [27] method which overcomes these problems. 
Dynamic Boundsiry Evaluation 
The basic idea of the DBE method is to satisfy the boundary conditions of the coast 
patch problem dynamically or on-line rather than use a static table. For example, when 
the coast patch problem wishes to know the maximum-energy spiral which terminates at 
a radius of 12 Earth radii, the DBE method will solve for that exact spiral and return the 
solution. The main advantage of the DBE method is that it eliminates the necessity of 
constructing a table of flight times and velocity components for the boimdary conditions 
of the coast-patch problem. The construction of such a table is very labor intensive and 
can lead to the introduction of extraneous errors. Also, the time and effort required 
to construct such a table for specific trajectory flight paxameters does not help in the 
solution of other problems with different parameters. Changing the initial thrust-to-
weight ratio, for example, requires the formation of an entirely new table which cannot 
be formed from information contained in the old table. The same can be said of changes 
in the initial and final circular parking orbit altitudes and the initial mass. A second 
advantage of the DBE method is that it reduces the overall time required to solve the 
coast-patch problem. For the tabular method, the total time includes both the time 
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to construct the table and the processing time of finding the solution once the table is 
available. This can vary a great deal depending upon any prior knowledge of the solution. 
The table can be smaller and use a finer grid if the general range of the solution is known. 
However, if no knowledge of the solution is available, the table must be relatively large 
and use a coarse grid to insure that the solution's boxmdary conditions lie within the 
tabular values. The DBE method does not require any time other than that required for 
solving the mziximum-energy problem. Also, the acciuracy of the boimdary conditions 
will be assured as long as it is possible to find a viable solution for the given input 
paraaneter. 
I first tried to solve these boundary conditions on-line using a root-finding pro­
cess [29]. The maximum-energy problem mentioned earlier is for a fixed final time and 
free final radius. The problem of finding the maximum-energy spiral which ends at a 
specified radius is equivalent to finding the time-of-flight, tjeparture, which satisfies: 
^desired ^ departure) — 0 = F (^(/eparttire) (3.51) 
The expression r {tdeparture) denotes the final radius foimd by solving a maximum-energy 
problem with a time-of-flight of tdeparture- Equation (3.51) requires evaluating a function, 
however complicated, which is the difference between the desired final radius and the 
calculated final radius. The departure time which satisfies this equation completely 
determines that trajectory, and the result can be used as the initial conditions for the 
coast-patch problem, Equations (3.36) - (3.50). An iterative root-finding algorithm can 
then be used to solve Equation (3.51). This method proved effective but its performance 
was limited by the necessary computational burden of calculating a large number of 
maximum-energy spiral solutions for each iteration of the optimization. A new method 
of finding the boundary conditions by incorporating the root-finding process into the 
optimal solution of the approximate translunar problem was then derived. 
A still more direct approach is to treat the radius, r, as the independent variable 
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rather than time. Then, the final radius is automatically the desired one and we have 
a fixed "end-time" problem. This conversion is possible since the radius is a non-
decreasing function for the maximum-energy spiral. However, other trajectories near 
the maximum-energy solution may not have this same property, and the transformed 
differential equations can therefore become numerically unstable. These trajectories are 
usually computed iteratively which allows the possibility of a non-viable trajectory being 
considered. Also, the transformed equations of motion are singular for r = Tq since 
the initial radial velocity is zero for circular target orbits. Numerical experiments start­
ing the iterative process at a viable trajectory and with an extremely small non-zero 
Vr{ro) have not been encouraging, although an analytical asymptotic treatment remains 
a possible topic for future research. 
An implementation of the previously mentioned iterative on-line method requires an 
optimization solution to be foimd within another optimization problem. These types 
of embedded optimal problems require special consideration and are difficult to solve 
using the traditional FORTRAN 77 programming language, because FORTRAN does 
not allow recursive function calls. It is necessaxy to either use another optimization 
program or to change the way the compiler creates the executable code. Since neither of 
these options is desirable, a different language, specifically C and then was used 
for all of the numerical calculations. Care must also be taken that the embedded optimal 
problem, here the maximum-energy spiral, hais a reasonable chance of convergence and 
that a "restart" is allowed. This is the primary difficulty involved in implementing the 
DBE method and the major cause of why the DBE method may not converge to a 
solution for the overall problem. 
The solution of the maximum-energy problem usually involves solving the two-point 
boundary value problem obtained by applying optimal control theory which results in 
Equations (3.31) - (3.34) for the terminal boimdary conditions on the costate. These 
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equations are repeated below for this discussion: 
A.(Wr.) = (3.52) 
Afl itdepart) = 0 (3.53) 
Avr {idepart) = "K- (</) (3.54) 
Avg (idepart^ ~ ^ (^/) (3.00) 
A similar boundary value problem can be formed by analyzing a fixed-final-radius 
maximum-speed optimal problem: 
Given rdesired-, find u(r), 0 < r < 1, and a which minimize 





— = aVr (3.0 0 
dr 
de Ve 
— = a— (3.o8) 
dr r 
(^> I' J. • \ (1 -01 
—r— = a\ r + asmu (3.o9) 
dr \ r J 
dVe f VrVe \ 
—— = a t-acosu (3.60) 
dr \ r J 
\S = r(l) - Vdesired = 0 (3.61) 
a = — (3.62) 
nio — par 
The control parameter a is the time-of-flight. The time transformation, t = or, allows 
us to convert a variable end-time problem in t into a fixed end-time problem in r. The 
boundary conditions on the costate variables for this problem, obtained after applying 
optimal control theory, are: 
A,(l) = I/-4 (3-63) 
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A , ( l )  =  0  (3.64) 
A w ( l )  =  - V r { l )  (3.65) 
Ak«(1) = -Veil) (3.66) 
where is a constant multiplier. The boundary conditions differ from Equations (3.52) -
(3.55) only in the final value of the radial costate variable, A^. The resulting trajectory of 
either the maximum-energy spiral or restricted majcimum-speed problem is completely 
determined by the costate boundary conditions and the time of flight parameter a. The 
maximum-speed problem can then be used to solve the maximimi-energy problem with 
a specified final radius by enforcing Equations (3.61), (3.64), (3.65), and (3.66). 
A similar type of maximimi-speed problem can be formed for the lunar capture 
boundary conditions with the only added complexity being the unknown quantity of 
the final mass. Two basic ways of dealing with this have been implemented. The first 
is to treat the final mass as an additional design parameter and add a corresponding 
constraint to ensure that the linear mass equation is satisfied for the entire trajectory. 
This method is necessary when tables are used for the boundary condition evaluation 
since it is the only way to determine the final mass accurately. The second way of 
deeding with the final mass, which becomes possible when the boimdary conditions axe 
evaluated on-line, is to calculate the mass when needed using the linear mass relation. 
This can be done because the mass at the beginning of the limar capture is known 
since the exact Earth departure is now known. This has the advantage of decreasing 
the number of design variables and constraints. However, the technical diflficulties in 
implementing this outweigh any improvement in performance. Therefore, for simplicity, 
the first method of adding an extra design variable and constraint is used for this work. 
The actual implementation of the DBE method uses both the on-line solution to the 
spirals and a form of the tabular method. Past solutions found by the DBE method are 
stored and, before a new solution is computed, the past solutions are checked to do two 
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things: 
1. Check to see if the problem has already been solved and, if so, return that solution 
2. Interpolate among the past solutions using a variable order interpolation scheme 
with a specified allowable error. If the interpolated value satisfies the error re­
quirement, return that as the solution. 
These checks eliminate repetitive solutions and greatly improves the speed of solving 
the coast patch problem. The implementation is then a "hybrid" of both the DBE 
and tabular methods. The DBE method and its implementation lends itself remarkably 
well to object-orientated program m ing and a class library. The use of such a library 
greatly simplifies the solution of the coast patch problem and other similar trajectories. 
A description of that library and how the DBE method is incorporated is given in 
Chapter 2. 
Numerical Results 
The coast patch problem is solved using the four control variables, initial radius, 
initial polar angle, time-of-fiight, and final mass, as the design parameters for an NLP 
algorithm and enforcing the boundary conditions as constraints. The objective function 
is then the sum of the times-of-flight returned by the DBE method for the departure 
and capture. The solution of the translunar coast problem is very sensitive to the ini­
tial estimate of the design variables. A further complicating factor is the existence of 
both a posigrade and retrograde solution for a given coast transfer. Initial estimates 
are obtained from Rivas [29] for a range of initial thrust-to-weight ratios, and both the 
posigrade and retrograde solutions were found for each ratio. The essential difference 
between the posigrade and retrograde solutions is the sign of the tangential velocity with 
respect to the moon in LLO. A positive value indicates a posigrade solution and a neg­
ative value indicates a retrograde solution.The majority of solutions found in Rivas [29] 
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resulted in a posigrade solution. The corresponding retrograde solution was found by 
varying the initial radius and the initial polar angle at the beginning of the coast. The 
first step used was to increase the initial radius by several Earth radii and the initial 
polar angle anywhere from seventy to one hundred degrees. This resulted in the con­
vergence to a retrograde solution for ail of the lower thrust-to-weight ratios, i.e., those 
from 3(10"^) to 3(10"^) using NEP engines. The higher ratios, those from 5(10"^) 
to 0.5 using NTR engines, were much more difficult to solve for both solutions. The 
primary difficulty was the very small firing time required in the Lunar SOI to achieve 
the desired LLO. This firing time was never more than 14 minutes. This made the coast 
patch problem very sensitive to vaxiations in the initial conditions, since the coast needed 
to place the spacecraft very close to the LLO for convergence to occur. This problem 
was alleviated by the knowledge, from Rivas [29], of a few retrograde solutions. These 
solutions were interpolated to estimate the design paraxaeters that would converge to 
either a posigrade or retrograde capture. Every new solution would add to the known 
set and allow the interpolation to be carried out to higher-orders which increased the 
convergence rate for subsequent problems. Some additional \'ariations were necessary 
for the first two or three solutions to be found, but once a sufficiently large number of 
known solutions were in each set, the solutions for the rest of the ratios were obtained 
easily. 
Two initial thrust-to-weight ratio coast patches are detailed in Table 3.1 to describe 
the solutions. The trend between the posigrade and retrograde mass performance ratios 
Table 3.1 Coast Patch Example Solutions 
{ T / W ) ,  T o ,  H e a r t h  O o ,  deg time-of-flight, days m f f r r i i  Solution 
0.003 12.497 -35.18 4.58 0.93108 posigrade 
0.003 12.693 -26.78 5.02 0.93024 retrograde 
0.100 2.1687 326.10 5.10 0.63586 posigrade 
0.100 2.2243 344.02 5.21 0.63552 retrograde 
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continues for all of the examined ratios, i.e., the posigrade solution always provides a 
better final mass than the corresponding retrograde solution. 
Optimal Lunar Transfers 
The fiill minimimi-fuel Limar transfer solution is found by a direct method which 
utilizes several features of optimal control from an indirect method. The general problem 
statement for the LEO-to-LLO transfer with a fixed thrust-coast-thrust engine sequence 
can be stated as: 
Find the thrust direction time history u{t), to < t < tf, and t ^ep (the time of the 
departure or the time of the first thrusting period), t^oast (the time of the translunar 
coast), and tcap (the time of the capture or the time of the second thrusting period) 
which minimizes 
J = - m  { t f )  =  { t f  -  t c a p )  +  { t d e p  -  t o )  (3.67) 
subject to 
r = Vr (3.68) 
Vg 
e = — (3.69) 
r 
Vr = — - ^  + flrnCOsO +U}'^r (3.70) 
r r2 \rl  cPJ r3 
-\-%jVgasmu (3.71) 
Vg = — jijnsmO —2u}Vr + acosu (3.72) 
for to <t < tdep and where rm = + d? — 2rdcos 9 and subject to 
r = Vr (3.73) 





for tdep <t< tcap and subject to 
Tm = v;„ (3.78) 
Vs 9m = — (3.79) 
,V VI, y-m dcOs6m+rm , COS , 2 ,0 onx 
= -—- — -fi, ^3 + fie—jr-+uj rm (3.80) 
' m  ' m  '  "  
+2u;V5^ + asinu (3.81) 
V0„ = +^^sin6m - ^Vr„ +acosu (3.82) 
for tcap ^  t < tf and where r = + (P + 2rmdcos 9m- The required boundary 
conditions are 
r{ to )  = riEO (3.83) 
K- (fo) = 0 (3.84) 
Ve{ to )  = \ J f ^e lriEO - i^rLEO (3.85) 
r { t coas t )  ~  P  {rm { tcoas t ) )  (3.86) 
rm { t f )  = r^Lo (3.87) 
Vr^ i t s )  = 0 (3.88) 
VOr. { t f )  = ±JnmlriLO - ^rLLO (3.89) 
where f = [ r, 0, V^, ] ajid fm = [ 9mi K„., Vg^ ]. The problem then is to find 
the thrust steering angle, u (i), for the Earth departure and Lunar capture which uses 
the minimum axnount of fuel to go from a low-Earth circular orbit, Equations (3.83) -
(3.85), to a low-Lunar circular orbit. Equations (3.87) - (3.89). Equations (3.68) - (3.72) 
represent the three-body Earth centered equations with thrusting. Equations (3.73) -
(3.77) represent the three-body Earth centered equations without thrusting, and Equa­
tions (3.78) - (3.82) represent the three-body Lunar-centered equations with thrusting. 
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Equation (3.89) will determine if a posigrade or retrograde solution is found depending 
upon the sign. Alternately, an absolute value of the velocity can be found which wiU al­
low the NLP algorithm to determine which type of capture is performed. The numerical 
results, which follow in the next section, show two sets of solutions one for each possible 
capture. Equation (3.86) matches the boundary conditions between the Earth-centered 
reference frame and the Lunar-centered frame, where f is a vector of the Earth-centered 
states and fm is a vector of the Limar-centered states, and P represents a conversion 
between the Earth and Lunar centered reference frames. The conversion from one frame 
to another is accomplished by the relations [29]: 
1/2 
Tm = +(P — 2rd cos 0e) 
Vg sin0e\ 0m = axcsin 
i f  (re cos < 0) 6 jn  = 75" — 
1 
Ver. _ rm 
Tg  — d  COS 9e  d  sin 9, 







Therefore, the P operator applies the above relations to the given vector. 
The thrust steering angle, ^(f)^ is found using optimal control theory. Since there 
axe two powered portions of the trajectory, the Earth depaxture and the Lunar capture, 
a separate steering ajigle is obtained for each portion. Also, because the optimal steer­
ing angle requires a costate system, two costate systems are also derived. The Earth 
departure equations. Equations (3.68) - (3.72), wiU be denoted by / = /(r, u) and the 
Lunar capture equations. Equations (3.78) - (3.82), wiU be denoted by fm = fm (''m,")-
The stationarity condition for the Earth departure, or first thrusting period, is given 
(|)'A = 0 (3.94) 
which yields a tangent steering law, 






\J^v^ + ^Ve 
The Legendre-Clebsch condition provides the sign: 
0 < Huu 
< —a (Avr sinu + Av/-g cos u) 
Xvr (±AVr) + Ave (iAvJ 
< —a 
\J^Vr + 




+ Ay Vff 
—Avg 
]/Xvr + Av-g 
The costate system for this portion of the transfer is given by: 
The Jacobian is found to be 
dr 
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dVe VrVo „ . . r — dcos9 
= — + Ztir.dsme (3.108) 
dVg n ( d 1 \ O ^ QQ = --J +3/i^r—^ (3.109) 
The costate equations for the Eaxth departure axe found by using the Jacobian and 
Equations (3.102) and (3.103) in Equation (3.104): 
+ (3.110) 
~ 1"^ + ^ l^md sin 6-—Avg 2 • 5 
' ' m 
[3r(r-(/cos5)-r^]+/im^^|Avv (3.111) 
f n ( ^ ^ sin^ 9 \ 
- COS0 I — - - 1 + Sfi^r— ^ AK, 
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Ak. = -K + (jf + 2uj^ Xve (3.112) 
Av, = -y-(^^ + 2aj^Xvr + yXvo (3.113) 
The stationarity condition for the Lunar capture, or second thrusting period, is given 
which yields the tangent steering law, 
Av 
tanu' = (3.115) 
Avo ®Af 
=^sinu = • ^ (3.116) 
y/^Vrm + 
±AVg 
cosu = . "N== (3.117) 
(3.118) 
The Legendre-Clebsch condition provides the sign: 
0 < (3.119) 
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< —a sin u + cos u) 
< —a 
y/^Vrm + ^Ve„ 
Therefore the negative sign is needed, i.e.: 
—Ai 
smu = 




The costate system for this portion of the transfer is given by: 
The Jacobian is found to be 
0 0 1 
d f m  rS, 0 0 
dTm 
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2V^ + 2u} 
where the partials are: 
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The costate equations for the Lunar capture is found by using this Jacobian 
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Vr^Ve. 
— S^edsindr r^ + d  cos O r  ] I'm "m — j 
' m ' 
rfsin^m 1"^ / , J ^ , 2l sin^ni] , fie—:5— [3r^ (r^ + dcos 0^) - r'^ —;5— } Av;, 
<f2 (3.132) 
1 
-j/ieCos5^ l___l (P sin^ O-n 
+ 2a;^ ^ysm 
^ ' m ' 
' ^-2(^+a,)AK,„+^Av, 
' m ^ * m ' ' m 
^Vq  = ®m 
(3.133) 
(3.134) 
Transversality conditions on the Lunar capture equations yields one useful costate 
boundary value. The final value of the Lunar costate vector is given by: 
where cf) = —m (f/) and 
^ = 
A„(l/) = «S+(|^) -




i^s) - \j\J-mlfm + ^ TLLO 
The terminal constraints above are identical to Equations (3.87) - (3.89). Inserting into 
Equation (3.135) and simplifying 
Ar„ itj) 
i ^ f )  
{ i f )  








Equation (3.138) provides the useful boundary condition. 
The method of solving the optimal transfer problem can now be summarized. Initial 
estimates of the initial polar angle and the unknown initial costates, Xr (to), Xv^ (io), and 
Xvg (to) are used to integrate Equations (3.68)-(3.72) forward in time to t = t^ep- The 
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initial costate on the polar angle is zero, = 0, because the polar angle itself is free. 
Then Equations (3.73)-(3.77) axe integrated from this point to t = tcoast- Estimates for 
the unknown final conditions for the Lunar polar angle, 9jn (t/), final mass, m (t/), and 
imknown costates, (t/), (t/), and Av^^ (t/) are then used to integrate Equa­
tions (3.78) - (3.82) backwaxd in time from t = tf to t = tcap- The boundary conditions 
of Equation (3.86) are then applied to match the terminal coast conditions to the initial 
capture conditions. The NLP algorithm then has eleven design variables: the initial and 
final polaj angles, the initial costate values of the radius, radial velocity, and tangential 
velocity, the final costate values of the radius, radial velocity, and tangential velocity, 
and the times-of-flight for the Earth depaxture, translunar coast, and Lunar capture. 
Four equality constraints are implemented which are exactly Equation (3.86). 
Another, perhaps more straight forward, method of solution would have the con­
straints directly enforced at the final time, i.e., prescribing a circular orbit about the 
Moon. This method again uses initial estimates of the initial polar angle and the un­
known initial costates, Ar (fo), Av^ {to)-, and Avg (fo), to integrate Equations (3.68) -
(3.72) forward in time to i = tdep- Then Equations (3.73) - (3.77) are integrated from 
this point to t = tcoast- The transformation between the Earth-centered and Lunar-
centered equations is then performed, i.e., the transformation operator P. The result 
is used to integrate Equations (3.78) - (3.82) forward in time to t = tj. The terminal 
constraints are applied (Equations (3.87) - (3.89)) and the costate boundary condition 
is applied. Equations (3.138). The NLP algorithm for this method heis only seven design 
variables: the initial polar angle and costate values for the radius, radial velocity, and 
tangential velocity, and the times-of-flight for the departure, coast, and capture. Four 
equality constraints are implemented which enforce the three desired terminal condi­
tions on the states requiring a circular orbit and the costate boundary conditions This 
method uses four less design vaxiables but is much less robust than the previous method. 
Also, the transformation of the Earth-centered costate variables becomes extremely com­
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plex. Because of these diflSculties, the laxger design vector method described initially is 
recommended. 
Estimates for the times-of-flight and costate values are provided by the initial ap­
proximations discussed earlier in this chapter. This was done by finding the trajislunar 
coast solution for the desired initial thrust-to-weight ratio, LEO, LLO, and other mission 
parameters. This solution prescribes a specific maximum-energy spiral for the Earth de­
parture and Lunar capture. These solutions yield the respective flight times and costate 
values. The initial and final polax angle are not known and must be estimated from 
the translunar coast. Initially, the nimiber of spirals of the departure and/or capture 
was found and this was simply subtracted from desired polar angle position returned by 
the translimar coast solution. However, this proved to be unstable since the three-body 
effects on the maximum-energy spirals tended to "shrink" the spiral, i.e., the final polar 
angle from a three-body spiral always lagged its respective two-body solution. The so­
lution to the translvmar coast is sensitive to this polar angle perturbation and wiU not 
converge. The easiest method that I found for determining the initial polar angle which 
results in the desired final polar angle, returned from the translunar coast solution, and 
using the same flight time was to solve an auxiliary NLP problem. The solution finds 
a feasible point where the constraints are simply the desired final polar angle and other 
states from the maximum-energy solution. This auxiliary problem is extremely stable, 
can be easily solved, and can be stated as: 
Find 9 (fo), K (^o), (io), and Avg (to), which satisfies: 
r (tdcp) - rdesired = 0 (3.141) 
where r{tdep) is found by integrating Equations (3.68) - (3.72) from t = to to t = tdep and 
^deaxred is the vcctor of states required by the translunar coast solution. This auxiliary 
problem is really a multidimensional root-finding problem and can be solved by the 
feasibility option which was discussed in Chapter 2. The type of solution, posigrade or 
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retrograde, was determined by the initial estimate from the coast patch problem. 
Numerical Results 
A range of initial thrust-to-weight ratios was analyzed using the two different types 
of engines to accomplish the range. The low-end of the ratios ran from 1(10"^) to 
3(10"^) in increments of 0.002 using electric propulsion. The ratios of the final mass 
over the initial mass, or the optimal mass performance ratio, with respect to the initial 
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Figure 3.10 Final Mass Ratio vs Initial Thrust-to-Weight Ratio for NEP 
types of Lunar captures. The lowest performance values occur at {TfW)^ = 1(10"^) 
with a posigrade mass ratio of 0.933 and a retrograde mass ratio of 0.929. The highest 
values occur at {T/W)- = 3 (10~^) with a posigrade mass ratio of 0.943 and a retrogTade 
mass ratio of 0.9428. 
The curves may at first appear to be counter intuitive since the performance ratio 
increases with increasing initial thrust-to-weight. However, the the total engine-on-times 
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of the trajectories decrecise more rapidly than the increase of mass flow rate caused by 
the increase in thrust. Although the performance ratio increases indicating lower fuel 
requirements, the mass payload delivered to LLO does not increase with a larger thrust-
to-weight ratio and a simple analysis shows why. The initial mass of the spacecraft in 
LEO is a combination of payload, propulsion system and its support, propeUant, and 
other miscellaneous systems and structural support mass. The variation of the thnist-
to-weight ratio is done by increasing the propulsive thrust rather than decreasing the 
mass, since a comparison between the transfers ultimately depends upon the amount of 
payload the transfer delivers rather than how^ "quickly" any propulsion system delivers a 
fixed desired payload. The propulsion system mass can be assumed to be proportional to 
the thrust [1] and the miscellajieous structural mass is proportional to the amoimt of fuel, 
i.e., more fuel requires larger tanks, pumps, etc. The change in payload mass delivered 
can then be viewed as a trade-off between a higher propulsion system weight versus a 
lower amount of fuel and accompanying structural weight. A comparison between the 
proportionality constants clearly shows that the propulsive weight increases much more 
quickly and that the payload delivered to LLO therefore decreases with increasing initial 
thrust-to-weight. 
An example NEP posigrade trajectory for an initial thrust-to-weight ratio of 3 (10"^), 
is shown in Figure 3.11 The posigrade transfer has a total trip time of 7.27 days, where 
2.23 days are spent in the departure, 4.59 days in the translunar coast, and 10.65 hours 
are spent in the capture, and the corresponding final mass is 93,065 kg. The NEP 
retrograde trajectory for the same initial thrust-to-weight ratio is given in Figure 3.12. 
The retrograde transfer has a total trip time of 7.73 days where 2.24 days are spent in 
the departure, 4.71 days in the translimar coast, and 11.9 hours are spent in the capture. 
The final mass is 93,025 kg. 
The upper (T/H^),- ratios for NTR propulsion are 0.05 to 0.5 in increments of 0.02, 
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Figure 3.13 Final Mass Ratio vs Initial Thrust-to-Weight for NTR 
curves differ greatly from the NEP solutions presented eaxlier. The curves for both types 
of capture achieve a maximum at [T/W) - = 0.35 with a posigrade value of 0.6898 and a 
retrograde value of 0.6894. The posigrade and retrograde values of the meiss ratios at the 
lowest thrust-to-weight are 0.6369 and 0.6278, respectively. The mass ratio difference 
between the captures is greatest at this point ajid smallest at the maximum point. A 
logical axgtmient similar to the one discussed earlier for the NEP transfers, shows that 
the payload decreases for the NTR transfers in the same manner as for the NEP transfers 
including where the curves pass through their maximal point. The rated thrust for a 
NTR can be increased by adding additional fuel cells which add a corresponding weight. 
This additional weight is much greater than the propeUant savings. The maximum is 
then a characteristic of the problem and not a result of some "ideal" payload weight. 
Similar residts were found in Rivas [29] but those results were somewhat inconclusive. 
The previous work [29] did not use optimal control theory to steer the vehicle and. 
because of convergence problems and possible numerical noise, did not claim that this 
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maximum existed. However, these results confirm the previous results although the 
actual mass values axe slightly different. 
The posigrade NTR optimal transfers for an initial thrust-to-weight ratio of 0.1 is 
shown in Figure 3.14 This optimaJ transfer has a total trip time of 5.075 days where 
55.145 minutes are spent in the depaxture, 4.983 days in the translunar coast, and 
9.55 minutes axe spent in the capture. The final mass is 67,107 kg. The retrograde 
NTR optimal transfer for the same initial thrust-to-weight ratio is given in Figure 3.15. 
This transfer has a total trip time of 4.943 days where 51.82 minutes are spent in the 
departure, 4.9 days in the translunar coast, and 9.589 minutes are spent in the capture. 
The final mass is 66,505 kg. Note the short time spent thrusting, especially for the 
Lunar captures. 
Solution of the 2PBVP 
The complete optimal solution of the Lunar transfer is found by directly solving the 
residting 2PBVP. The solutions of the previous section axe described as optimal, but 
do not directly solve the 2PBVP. This section shows that the previous solutions are 
optimal because they do solve the 2PBVP. The complete problem statement is derived 
and the method of its solution is presented. An overview of convergence properties is 
also presented. The solution of the 2PBVP would provide the most acciirate solution 
possible for an optimal Lunar transfer. 
The complete problem statement for a fixed thrust-coast-thrust firing sequence two-
dimensional low-thrust Earth-Moon transfer is given by; Find Ue (r), Um (t), Oe, Qc, and 
Q!„i, 0 < r < 1 which minimize 
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f c  (r-c) 
fm  ( ^mi  ^ m)  
= ae/.(re,Ue) = Fe(r<.,Ue) (3.143) 
dr 
~ = aJAfc) = F,{f,) (3.144) 
dr 
= am/m(rm,Wm) = i^m(rm,Um) (3.145) 
fe = [r, 9, Vr^ Vg^ f 
f c  =  [rc  e ,  Vr^  Vg^  







- ^  + + '2ujVg^ 
+a sin Ue 
'^-f lm Sin^e (4:  -  ~ + a COS1 lU, 
rc 
-fic 





Tm ^ _ ^/cosg^+r^ ^ ^ ^ 2ujVg„ 
+a sin Un 
^rn.V9 ^











re (0) - To 
Vr. (0) 
0, c/m — 
X p f  = 
(3-152) 
(0) - V/W^ + 
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(1) - xAW^ + vr/ 
where r = (1) + cf^ — 2rc (1) Jcos^c (1). 
The control parameters, ae, ac, and am, are the time-of-flights of the Earth departure, 
translunar coeist, and Moon capture, respectively. Equations (3.149) are the three-body 
thrusting equations in an Earth centered frame. Equations (3.150) are the three-body 
non-thrusting equations in an Earth centered frame, and Equations (3.151) are the 
three-body thrusting equations in a Moon centered reference frame. The constraints are 
grouped into four terms which represent the respective "matching" of the three separate 
trajectory phases as well as the initial and terminal conditions: 
1. V'o are the required initial conditions in LEO. 
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2. Tpc/c matches the final conditions of the Earth departure to the initial conditions 
of the translimax coast. 
3- matches the final conditions of the trajislimar coast to the initial conditions 
of the Ltmar capture. This constraint vector utilizes the transformation between 
an Earth-centered to a Limar-centered reference frame described in the previous 
section. 
4. are the required final conditions in LLO. 
The derivation of the 2PBVP wiU be facilitated if the following definitions are made: 
r = [re Tc rm]^ 
F = [Fe F, Fm\^ 




The Hamiltonian can then be defined as 
H = yF (3.160) 
so that the costate equations are 









These equations result in identical costate equations as given by Equations (3.110) -





(3.164) {i^y 0 0 
0 0 "= {ItY 
The transversality condition for a problem with initial and terminal state constraints 
and control parameters, see Appendix C, is given by: 
+  ^ p £ /  — +  + y "  H a d T ^ 5 a  =  0 ( 3 . 1 6 5 )  






























Xd T (3.168) 
Two constraint jacobians are needed to determine the costate boundary conditions. The 
first which will be found is for the initial conditions and is given by 
d r { 0 )  
diho dil/o dil>o 
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where all of the coast variables of An - Ai4 are evaluated at r = 1. This Jacobian results 
in a final costate vector of 
Ai(l) — -1/4 (3.203) 
A2(1) = -1^5 (3.204) 
A3(1) = -1^6 (3.205) 
A4(1) = -U7 (3.206) 
A5(1) = AiiUs + -•4.2if9 + Az\i^iQ + A4if/ii (3.207) 
A6(1) = Ai2l's + A22f^ 9 + ^32^ *10 + Ai^ t^ l 1 (3.208) 
Ar(l) = 3^3^ 1^0 + A13I/11 (3.209) 
As (1) = A34U10 + A44U11 (3.210) 
A9(1) = — U12 (3.211) 
Aio(1) = 0 (3.212) 
n 
All (1) — ^\z 
Ai2 (1) = 





X r { 0 )  
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Another four can be eliminated by noticing the relationships between ug - 1/12 for both 
the initial and final times: 
A9(0) -1 0 0 0 
Alo (0) 0 COS 9m (0) rc(l) 0 0 
All (0) 0 0 -1 0 
Ai2(0) 0 0 0 -1 
A5(1) ^11 A21 ^31 All 
A6(1) AI2 A22 .432 A42 
A7(1) 0 0 ^33 AI3 








Solving for the unknown constants, f/'s, gives the relationship between the costate bound­
ary conditions: 
A5(1) ~^ii COSflm(0M2t Ml) — •431 — All A9(0) 






A7(1) 0 0 —A33 — AI3 Aii(O) 
As (I) 0 0 





The boundary conditions for the 2PBVP is then completely defined by Equations (3.175), 
(3.212), (3.215) - (3.218), (3.221), and the constraints (3.152). Three more conditions 
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axe required because of the three control parameters, i.e., the times-of-flight, and these 
conditions come from Equation (3.168). 
The benefit of hindsight allows a more aesthetic formulation. The costate vector. A, 
can be separated into three components: 




whiich allows the costate differential equations to be written as 
i - i 
•^e — n— 
ore 
a— arc: 
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The stationarity condition yields the familiar tangent control law, 
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and the individual elements axe the same as previously written. The three control 
paxameters, or times-of-flight, yield 
l+TflX^dr = 0 (3.231) J o  
f'fJXcdr = 0 (3.232) J o  
l+/VmAmrfr = 0 (3.233) J o  
The solution of the 2PBVP is accomplished by enforcing the boundary conditions 
as described earlier in this chapter. The initial estimate for the solution of the 2PBVP 
is the solution returned by the hybrid "direct/indirect" method of the previous section. 
A terminal error function approach is can be used because of the accurate initial es­
timate which the hybrid "direct/indirect" returns. The NLP design variables are the 
thirty initial states and costates and three times-of-flight. Two different objective func­
tion and constraint vector configurations were investigated. The first configuration uses 




where the solution to the 2PBVP will give min F = 0. The first configuration directly 
enforces the rest of the thirty-two conditions above in the NLP program. All of the 
solutions found from the hybrid method converged using this configxiration where the 
smallest number of required iterations was 23, the largest was 112, and the average was 
34.6. The second configuration does not impose any of the constraints directly in the 
NLP algorithm but uses a weighted constraint violation as the NLP objective function, 
F  = J W c  (3.235) 
where W  is positive definite and can be weighted towards those portions of c which are 
either more sensitive or have a greater initial violation. The vector c is the boundary 
and control parameter conditions in a vector format. The solution of this configuration 
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with a zero objective function solves the 2PBVP as long as is positive definite. The 
simplest choice of W is simply the identity matrix which was used for these results. 
.A.11 of the solutions converged for this configuration. The smallest, largest, and average 
number of iterations required were 32, 67, axid 36.1, respectively. There is essentially no 
difference between the two configurations with respect to convergence time or properties, 
ajid the ease with which either scheme solves the 2PBVP further shows the accuracy of 
the initial estimates. 
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CHAPTER 4 LUNAR TRANSFERS WITH SWITCHING 
The optimal transfers described in detail in Chapter 3 ail assmned a fixed engine firing 
sequence of thrust-coast-thrust. The actual optimal firing sequence for a power limited 
spacecraft will be governed by a switching function using both state and costate infor­
mation during the trajectory. The solution of this problem with a full switching function 
in the Earth-Moon system is extremely difficult to find and the shooting/terminal error 
method of Chapter 3 fails to provide a practical approach. Switching transfers for low-
thrust optimal Lunar transfers were investigated in Kluever and Pierson [30]. However, 
the boundary conditions they used were altered and did not simulate a complete trans­
fer from LEO to LLO. A new method relying on discretization and using MINLP to 
approximate the switching structure is presented in this chapter. The process by which 
the true solution can be obtained from this MINLP approximation in a straight forward 
and repeatable manner is also presented. Finally, a series of numerical results are given 
for a specific mission type. 
Classical Switching Structure 
The problem formulation of the optimal transfer with a power limited vehicle requires 
some modifications from the problem statements presented in Chapter 3. The thrust of 
the spacecraft is given by 
T = c(3 (4.1) 
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where c is the effective exhaust velocity of the propellant and /? is the mass flow. The 
exhaust velocity is assimied to be constajit, so the thrust can be varied by changing 
the mass flow between zero and some upper maximum, (3max- The mass flow becomes 
a new control with an upper and lower boimd, i.e., 0 < (3 {t) < /?max- The previous 
planar transfers used three-body dynamics for both an Earth-centered and a Lunar-
centered coordinate system. This was necessary because of the diflSculty in accurately 
approximating the dynamic equations in an Earth-centered system for that portion of the 
trajectory close to the Moon. The inclusion of switching only increases this difficvdty and 
both sets of dynamics are still required. However, the previous use of the two systems 
also indicated when thrusting would be turned off or on. This is not the case for the 
following problem formulation, and the change in coordinate systems is governed by the 
radial distance to the Moon and not by when the thrust is initiated. 
The flight-times for the optimal thrust-coast-thrust transfers of the preceeding chap­
ter were determined by the optimal process. The flight time for a switching transfer is 
necessarily fixed because a free-flight time switching transfer has an infinite time solu­
tion where the engine would be fired for an infinitesimaJ time and the spacecraft would 
take an infinite amount of time to make the transfer. A specific switching structure is 
dependent upon the specified time-of-flight where its logical that as the time-of-flight 
is increased the number of switches is increased to allow a more efficient transfer. The 
general problem statement for the planar switching problem is: 
Find the geocentric thrust steering angle (r), geocentric mass flow /?e (t"), lunar thrust 
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where f  =  f { r ,  9 )  =  \ / r ' ^  +  ( P  —  2 r d cos 6. The two mass flow controls axe bounded by 
0 < 0e 0max and 0 < Pm ^max- Equation (4.3) represents the three-body equations 
(3.68) - (3.72) in an Earth-centered frame and Equation (4.4) represents the three-body 
equations (3.78) - (3.82) in a Lunar-centered frame. The two parameters Oe and 
are the times spent in the Earth-centered frame and Lunax-centered frame, respectively, 
and the total time-of-flight is then the sima of the two. Note that both q's axe fixed for 
this problem; they are not control paxameters as they were for the 2PBVP formulation 
in the final section of Chapter 3. Because the a's axe not control parameters and are 
chosen just to determine the time of the coordinate transformation, multiple bum and 
coast arcs can occur during each time-of-flight, i.e., during the time spent in the Earth-
centered equations a avmiber of switches can occvir and the same can be said for 
the time spent in the Limax-centered equations am- Equation (4.11) specifies the initial 
circulax LEO, Equation (4.12) links the two reference fraxne boundaries together, and 
Equation (4.13) specifies the final circular LLO. 
The formulation of the optimal control problem is easier with the following defini­
tions: 








The Hamiltonian is then 
H = L + x^F = yp (4.16) 
and defining the costate vector, A, in the same format as the last section of Chapter 3, 
i.e.. 
A = (4.17) 
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allows the costate equations to be written as 
df 
a, 3A 
0 a d f n  d f n  
T 
.k = -a. ( g  A. 
i - _ (2h.V 




These equations are identical to the costate equations described for the thrusting por­
tions of the problems in Chapter 3, i.e., Equations (3.110) - (3.113) and Equations (3.131) 
- (3.134). The stationarity condition yields the optimal control: 
f f . = 0 = g )  A  





0 = (4.22) 
The first and third terms yield the tangent steering laws: 




where the sign of the separate trigonometric relations again need to be determined by 
the Legendre-Clebsch condition. The Hessian is: 
0 







—0s (-^Vre sin Ue + \vg^ cos U^ cos Ue — Avj^ sin Ue 
Avrj cos Ue — Ave^ sin 0 
-0m (Avr^ sin + Ava^ cos u^) A^^ cos - Avg^ sin u„ 
Avv„ cos U„i - Ava^ sin Urn 0 
The eigenvalues of Huu axe 






Note that since the sign of sin Ui and cos u,- axe the same, the ofF-diagonal terms in both 
blocks are zero. The eigenvalues then become: 
012 — 0 
<l>z = 
04 = 
OtgC^e [ . \ ('^V're sin Ue + A Vg^ COS Ue j /Tig 
ruj, (Avp„ sinum + \vg^ COS Um) 
Requiring H^u > 0 yields the negative sign for the trigonometric functions, 
—Ai 















where |AvJ = ^nd |Av„| = + ^Ve^-
The second and fourth term of Equation (4.22) are the switching functions which 
govern the massflow for both coordinate systems. The Earth-switching function is 




where the time-parameter Qe is dropped since it does not effect the sign of (Tg. The 
optimal geocentric massflow is 
/^maxj CTg < 0 
0, CTg > 0 
0: = < 
The Lunar-switching function is 
(4.37) 
— 
- ^r, (4.38) 
0' = (4.39) 
and the optimal Lunar massflow is 
r  
/^maxj 0 
0, dfn. ^ 0 
The transversality conditions for the initial and terminal state constraints (Appendix C) 
are 
{cbf -(- <^r(l) + (^Ju + = 0 (4.40) 
Since the two terms are independent, the resulting boundary conditions on the costates 
are 
A (1) — (?ir + 
A (0) = 
(4.41) 
(4.42) 
Two constraint jacobians are needed to determine the costate boundary conditions. The 
first which will be found is for the initial conditions and is given by 
d f { 0 )  
dtj/o diliQ 
d f e  d f m  
d f c  d f m  
d i j / f  d i j i f  
d f t  d f m  











1 0 0 0 0 
0  0  1 0  0  
0 0 0 1 0 




1 0 0 0 0 
0 COS 9m (0) 
'•e(l) 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
(4.46) 
which results in initiai costate vectors of 
-^=(0) = [-'^u 0, -J/2, -uz, 
cos dm (0) A.„(0) = 
-i^5, -1/6, -i/7, -1^8, -1^9 
(4.47) 
(4.48) 
The second jacobian for the costate boundary conditions is 
dr (1) 
diUo 
d f e  dilio d f m  
d f e  
d t j / f  
d f c  
0 
d f e  
0 
d f „  
dipf 










•^11 Ai 2 0 0 0 
A21 A22 0 0 0 
= 
^31 A32 -433 •^34 0 (4.51) 
A41 A42 A43 A44 0 




1 0 0 0 0 
0  0  1 0  0  













d COS 9, — r. 
sin 6m (0) sin de [dcos 9^ — Tg] 
Vr^ cos 
(re — dcos 9e) [{d — Te COS 9^) Vr^ — dsin OeVg^] 
Vg^ COS 0e 
(re — d COS ^e) [d sin 9eVr^ + ((/ — re COS ^e) ^e] 
fZ 
Ted sin 6e 
r 
r.d sin^ 9, cos 9, 
j~3 J. 
dVg^ COS 9e — TeK-^ sin 9e 
_ re</sin0e[(<^ —^ecos^e) — ds\n9eVg^\ 
+ ^5 
sin 9^ — dVr^ cos 9^ 
f 
f g d sin 9e [dVr^ sin 9^ + {d — cos 9c)Vg^] 
d — Ve COS 9e 
f 
d sin 9e 
r 
d sin 9e 
f 














where all of the Earth centered variables of An - At4 are evaluated at r = 1. This 
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jacobian results in a final costate vector of 
A,(l) = 
A^(l )  =  
(4.65) 
•^11^5 + A.2I1^6 + 4" A4if8 
Al2i^5 + A22^S + AyiUj + A|2f8 
Assiyj + A43US 







The last term equating A,„^ (1) to —1 comes from the gradient of the performaxice index, 
(f)r. Three costate boundary values are immediately useful. 
(4.66) 
Afl . (O)  =  0 
A^„( l )  =  0 




The last five needed conditions axe obtained by relating - ug: 
A e ( l )  =  
"•eCl) A 
—A3I cos5m(0) 21 





0 0 0 
M2 
0 1 
A^ (0) (4.70) 
The 2PBVP consists of the state equations, (4.3) and (4.4), and the costate equations, 
(4.19) and (4.20) with the boundary conditions of (4.11) - (4.13) and (4.67) - (4.70). 
91 
The time derivative of the switching ftmction can be found ajid is useful later in 
this chapter. The subscripts, denoting which coordinate system the state and costate 
variables belong to, wiU be left off of the derivation since the derivation is independent 
of which system is used. By definition, the time derivative of a switching fimction is 
m At, — lAulm 
= -c ' ' 2 (4.72) 
m' 
where |A„| = (AKRAVP + ^Vg^Vg) / |Av| and 
m = —a(3 (4.73) 
Am = -ct—\Xv\ (4.74) 
m 
The derivative then becomes 
/av^akp + avgave a 0 .  \  c/3 , —n 
o- = -c  ^ +— AK +a— Av 4. ro  
\ m |Av| J m 
where 
c AvrAy^ + AvgAy-g 
m jAvl (4.76) 
Avr = a (4-77) 
Ave = +u;jAK + yAvej (4.78) 
yields the derivative in terms of the current state and costate 
a = j-^ (~^ (K^Avg — VeXvr — AA) — A^Avv^ (4.79) 
m |Av| \ r J 
The switching function is dependent upon the mass, the costate velocities, and the mass 
costate. The mass and the mass costate are identical between the coordinate systems 
as seen by Equation (4.12) and Equation (4.70). The velocity costates are also related 
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(1) = (0) (4.80) 
where 





A33 = d — Ve (1) cos 9e (1) 
r 
(4.82) 





A44 = A33 (4.85) 
r = (rl (1) + - 2re { l ) d c o s 9 e  (1))^^ (4.86) 
The square of the Earth velocity costates can then be written as 
^ [V„. (O)(<^-^e(l)cos0e(l)) + Ay,^ (0)(fsin^e(l)]^ (4.87) 
^ (0)<fsin5e(l)+ Ak,^ (0)(rf-r,(l)cos5,(l))]^ (4.88) 
Therefore, the velocity costate norm is 
f2 
= r |AK„(0) |  






| a k . ( i ) i - a . . ( i )  




The initial value of the lunar switching function can then be written as 
cr„ (0) = ^ ai) + (l - f) |Ak. (1)1 (4.93) 
Equation (4.93) gives the initial condition of the Lunax-centered switching function in 
terms of the final value of the Earth-centered switching function, the mass at the cross­
over point, and the norm of the Earth-centered costate velocities. This equation becomes 
useful in the next section when the method by which a MINLP approximation is used 
to find the fvdl solution of the 2PBVT. 
An example solution shows typical characteristics of an optimal Lunar transfer 
switching trajectory. Figure 4.1 shows the posigrade trajectory for (T/W)- = 3(10"^) 
and a specified total flight time of 8.5 days. Figure 4.2 shows a close-up of the Lunar 
capture. The trajectory has a total of eight engine switches where three switches occur 
about the Earth and five about the Moon. The final mass to initial mass performance 
ratio is 0.939 which represents a 8.989 percent improvement over the fixed thrust-coast-
thrust solution of Chapter 3 or a gain of 836.6 kg. The thrust steering control history 
for the Earth and Lunar centered portions of the trajectory are shown in Figures 4.3 
and 4.4, respectively. The effects of switching on the control angles axe immediately 
apparent. The thrusting periods are placed near the perigee points, and so the steer­
ing angle during those stages follows the flight path angle to increase the energy of the 
spacecraft in an optimal fashion. The switching function for the Earth-centered portion 
of the trajectory is shown in Figure 4.5 and the Lunar-centered switching function is 
shown in Figure 4.6. The oscillatory nature of the functions is expected since they 
are dependent upon the norm of the velocity costates. Note that small oscillations of 
the Earth switching functions occur during the long initial thrust phase. The energy 
of the spacecraft increases, along with the magnitude of o-g, until enough energy is ob­
tained and switching occurs, i.e., the engine is turned off, as indicated by the o-g curve 
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Figure 4.1 Posigrade Optimal Lunar Switching Transfer for a Flight Time 
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Figure 4.2 Posigrade Optimal Lunar Switching Transfer for a Flight Time 
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Figure 4.6 Lunar-Centered Switching Function for Posigrade Optimal Lu­
nar Transfer 
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perigee bum which taJces the spacecraft into the long translunar coast portion of the 
transfer. The lunar switching function (Xm does not have a period of small switching 
function oscillations as does <Te, and instead switches with every oscillation which causes 
a five-switch capture. 
MINLP Switching Approximation 
The application of a MINLP algorithm to the solution of the switching problem 
requires a far different approach than the terminal error function described in Chap­
ter 3. A different form of problem statement is described and the method of solution is 
presented in this section. 
Background 
Two main difficulties prevent the use of the terminal error function method for the 
solution of the switching problem. The first is the inability of most initial estimates to 
provide an effective means to allow a coast phase "inside" of a thrust phase. Intuitively, 
it's reasonable to expect the engine to fire at or near perigee in order to gain the most 
for the thrusting period. A coast phase would then begin, which also allows gravity 
assistance from the Moon to increase the spacecraft's energy, and this cocist would end 
when the spacecraft is again at or near perigee. An NLP algorithm attempting to solve 
the 2PBVP from an initial estimate often introduces such a cocist phase but usually 
does not allow the coast to extend for a long enough period of time before thrusting 
is re-initiated. Since the thrusting would then not occur at perigee, the resulting trial 
trajectory shows a performance loss and often results in a large constraint violation. 
Thus, the NLP algorithm is rarely able to introduce a new coasting phase and terminates 
with an error. This first difficulty could possibly be compensated for if the number 
and order of thrusting and coast periods could be determined for a specified time-of-
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flight before the solution is attempted. The number of thrust ajid coast periods could 
be estimated for a time-of-flight and a related problem solved matching the boundary 
conditions. This solution could provide an accurate estimate for the unknown initial 
conditions so that the switching 2PBVP could be solved. However, it is not possible 
to know this firing sequence before haxid and this prevents the practical use of this 
approach. The second difficulty is the inability to obtain a solution for the 2PBVP from 
a known previous solution. The optimal transfers in Chapter .3 provide a known solution 
of a thrust-coast-thrust sequence for a specified time-of-flight. The switching solution 
for an increased time-of-flight caji not be found using this solution as an initial estimate. 
Both of these difficulties require a new method of approaching the problem. 
The discretization/collocation method described in Chapter 2 also fails to solve the 
switching problem introduced in this chapter. All of the discretization and/or relaxation 
methods require gradient information edong the trajectory. The mass flow is governed 
by a switching function and unless the function is very nearly zero, the gradient will 
return a zero ajid cause singularity problems in the solution of the constraint gradients. 
MINLP Problem Setup 
The discretization methods described in Chapter 2 present a method for using a 
NLP algorithm to find the discretized control which minimizes a given performance 
index. This idea is extended to include the switching function outlined in the previous 
section. Four control histories axe required for the solution of a Lunax transfer. Two of 
these control histories, the thrust steering angles, are real variables and nothing new is 
introduced for their solution. The two meiss flow controls are known to be discrete having 
a value of zero or some maximum value. The collocation methods can not solve for this 
switching function using a NLP algorithm, and a MINLP algorithm is used instead where 
the integer variables provide the switching approximation. A slight change in notation 
is introduced to prevent confusion between the state and control vectors at a point and 
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the state and controls at that point. The state vector at f = f,- is denoted by r,- and the 
control vector is denoted by u,- where 
r," = [r.-, 0.-, K,, Vff., m.i'f 
Ui = [ u,-, /?,-
(4.94) 
(4.95) 
The midpoint control used in the Hermite-Simpson defect scheme is now denoted by u,-
and has the same form as Equation (4.95). 
The dynamic equations used for the points located within the Eaxth-coordinate sys­
tem have right-hand sides given by 
fj — f 
VeJrj 
7^ — ^ cos 9j (jx + '2ujVg^ J ,  \  rrij /  ntj 
I '^ 0] " +-^smu,-
TTlj J 
- fim sin Oj ~ f) ~ ^ uj 
d f j  
- 2rjd cos 6j and with a state Jacobian of 
0 0 1 0 0 
0 0 X 
n 
0 




aOj 1 1 <•} c0] — C O S  U j  




J "flj 2^e fo / J a \2 2 1 I 











and a control Jacobiaji of 




d u j  
0 
0 




C01 • c 
 ^Sin Ui — cos Uj 771j j 
(4.103) 
0 -1 
The dynamic equations used for the points within the Lunar-coordinate system are 
J [ m )  ^  / ( - ) ( i . , f . ,u , )  
ye,h 
(4.104) 
• ^ - ^ - t i ^ c o s 9 A - ^ - ^ \ - H m ^ +  u ^ r j  + -luVe^ J ] \  "j / =7 
I c/3, • 
-f---^sm Uj TTlj J 
+ fie sin 9j - 2ajVr^ + ^  cos uj 
-/3j 
(4.105) 
where rcj = +  Q r j d  cos 9j and with a state Jacobian identical to the Earth-
centered Jacobian except for the paxtials which are 
d r j  
dVr 
- = -^  + ^  + fr[3(^cos0j+ry) ' - r2 j -Fa;2  
^  = ^,s in0_, |^-^[3r j ( r fcos0j- f - r , ) - r2 j |  
d 9 j  
dVe, ^ Vr.Ve, 
d r j  r j  — Zflrnds'm9j 





^ + cos^j +3rj(fsin^5j)| (4.109) 
and an identical control Jacobian as for the Eaxth-centered equations. 
The genercil problem statement of a MINLP algorithm splits the real and integer 
Vcixiables into two design vectors where x is the vector of real vaxiables of size n and y is 
the vector of integer variables of size p. The form of this design vector for the switching 
function approximation is 
X = [fo, Uo, fi, Ui, ... f/, Uf]^ (4.110) 
y = ... (4.111) 
where $j is restricted to be either zero or one and the mass flow at a discrete point is 
then 
/?i=/3max (4.112) 
The application of the MINLP algorithms result in different subproblems being formed 
which alter the form of the integer design vector, y, in three basic ways: 
y free and bounded This is a relaxed form of the main problem. The integer variables 
are treated as real variables and allowed to vary between zero and one. This case 
occurs in both the Branch-and-Boimd and GCD algorithms. 
y fixed This is the primal subproblem of the GCD algorithm described in Appendix A 
and results in a pure NLP problem. 
y psu-tizdly-fixed The Branch-And-Boimd algorithm of Chapter 2 will fix an arbitrary 
element of the integer vector to form two branches which will then be investigated. 
All of the other integer variables will either be free to vary or also be fixed at a 
value. 
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The design vectors of the subproblems wiU then have three main forms. The first case 
where y is free and bounded will result in a design vector of 
^Iree = [ Ui, /?i, . . .  fj, Uf, /3f f  (4.113) 
The corresponding constraint gradient for x/ree is of the form of Equation (2.32) for the 
Trapezoid defect scheme and Equation (2.41) for the Hennite-Simpson defect scheme 
where riy = 5 and riu = 2. The second case where y is fixed decreases the size of the 
subproblem design vector and has the form 
Xfired = [ r o ,  Uo, n, Ui, ... f/, Uf, (4.114) 
and also has Equation (2.32) and Equation (2.41) for the Trapezoid and Hermite-
Simpson defect schemes, respectively. The control size is decreased by one since the 
mass flow is no longer a control for this subproblem. The third subproblem design vec­
tor requires that one or more of the mass flow control elements be fixed. If we let i be 
the element that is fixed, that portion of the design vector becomes 
^part ~ [ ••• ^i—li ^i+li ^i+l? Pi+lt •••  ]  (4 .115)  
where it's assumed that the points before and after allow the mass flow to vary. The 
constraint gradient has the same basic form as the Equations (2.32) and (2.41) but the 
fixing of the i-th point removes the corresponding column for that previous control point. 
If we again let i be the element that is fixed, then the two rows of the constraint gradient 
where f3i is involved become 
(4.116) 
where the surrounding points are again assumed to vary. The colxmin elimination is 
repeated whenever another integer variable is fixed. 
ac. 
V (^art — 9n-i dui-i 3/3.-1 
0 0 0 
i S » » » 
dCi+t dC+i dCi+l d(i+i dC+i 
dri du, dri+i du,+i 9/Ji+i 
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The computer implementation of the MINLP algorithm must take into account the 
three possibilities for the design vector. I created an auxiliary bookkeeping vector which 
was passed into the objective fimction, constraint evaluation, gradient evaluation, etc. 
subroutines. This auxiliary vector simply denoted if an integer variable was fixed or free 
and was used by both the optimization and function routines. The class library placed 
this vector as part of the integer optimization object with an accessibility of private. 
Cross-object sharing was done by the friends mechanism or direct inheritance. 
Coordinate System Transformation 
The design vectors presented above must be modified to handle the two coordinate 
systems being used. The design vectors include a new state vector which is essentially 
the same state as the previous point but in the other coordinate system. The trapezoid 
design vector is 
- - - -(iTi) -(m) -(ni) -("i) -("i) -("•) / 4 1 1 T\ To, Uo, ... , Tjt, Ujt, n r} % J (4.117) 
and the Hermite-Simpson design vector is 
X  = [ . . . ,  U F C ,  U k ,  ••• ]^  (4 .118)  
where the (m) superscript indicate states in the Limax coordinate system. Note that an 
extra set of control vectors is needed for the point k since the next defect, i.e., Cit+i, is a 
function of the state and control at A; +1 and at k. The constraint vector is then defined 
cls 
c(x)=[V'o, Cu ... Ck, C)t+i, ••• , C/, V'/]^ = 0 (4.119) 
where 
Cfc = - T (ffc) (4.120) 
where T  (f) is the transformation of Equations (3.90) - (3.93). The constraint gradients 
are essentially the same as presented in Chapter 2 for the majority of each matrix. The 
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alteration takes place at the fc-th point where the new defect, C, is introduced. This 
extra defect adds a new row to the constraint gradient ajid for the trapezoid scheme is 
Vc = 
9rk-i 
9<k dCk 9C» 
duk-i dfic duk 
0 d f k  afi""' 
d(/c+i dCk+i dCjk. 
df du af'""' 
and for the Hennite-Simpson defect scheme is 
Vc = 
9Cfc 9Cfc 
9ffc 9tZfc 9tifc 
^ 0 dfk " 
ac*4.i 
The partial of the new linking defect is 
?L 
d f k  
d'Q 
d P j f k )  
d f k  
aH"! 
= I 
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The coordinate transformation for the MINLP approximation can then be applied by 
using the design vectors (4.117) and (4.118), the constraint vector (4.119), the trans­
formation definition (4.120), and the constraint gradients (4.121) and (4.122). This 
form of the coordinate transformation turns out to be very stable and provides excellent 
convergence characteristics mainly due to the analytic equations for the partiaJs of the 
transformation. Numerical experiments which relied on finite-difference approximations 
always introduced error and sometimes prevented fast convergence near the solution. 
Fsinning 
The ability of a MINLP algorithm to successfully converge to a solution is highly 
problem dependent. Several types of problems in process synthesis and chemical reac-
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tions can solve MINLP problems of several hundred integer and thousands of floating 
variables, while computer networking and scheduling systems can rarely be solved for an 
integer system of greater than twenty. It is anticipated that the discretization methods 
wiU require on the order of himdreds of discrete points in order to satisfy the equations 
of motion to a reeisonable degree and that it will be difficult for a MINLP problem to 
solve the switching approximation for such a large number. To reduce the number of 
integer variables and increase the chances of a successful optimal search, a numerical 
method called 'banning" is now introduced. This is a new technique developed explicity 
for a collocation solution to a trajectory problem. The fanning method uses an integer 
variable over a range of discretized points. The nimiber of discrete trajectory points 
assigned to a particular integer is called its fan and is allowed to vary for each integer 
variable. The fan ratio is defined as 
number of integer variables 
The fan ratio is then bounded below by one and above by the number of trajectory 
points with a fan ratio of one indicating the same number of integer variables as discrete 
points. 
An auxiliary fan vector, $, is defined as 
where each component represents the fan of the corresponding integer variable so $ is 
the same length as y. The integer variable /?,- will fan into discrete points where the 
first point will have an index of 
fan ratio 
number of discrete trajectory points (4.137) 
 ^= [ 01, (f>2, • • • 0p f  (4.138) 
(4.139) j=0 
and the final index will be 
(4.140) j=0 
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A quick example will illustrate the idea. Consider a three integer parameter vector y 
with an auxiliary fan vector of 
$ = [ 2, 5, 2 (4.141) 
The ntmiber of discrete points is then 9 or the sum of aJl the fans. The massflow controls 
for the discrete points are then 
/?0 =r (4.142) 
(3x = (4.143) 
(32 = /^ max/^ 2 (4.144) 
/?3 = ^max/?2 (4.145) 
= f3max02 (4.146) 
= (4.147) 
= Pmax02 (4.148) 
Pr = (4.149) 
08 = 0maxPz (4.150) 
The initial index where the second integer variable is used is 13^ = and the final 
index is /Je = The distribution of the fans are easily implemented and do 
not present a large amount of bookkeeping other than the auxiliary fan vector. The 
distribution of the fans between a given number of integer variables is accomplished by 
the solution of the relaxed subproblem of x/ree- The solution of this subproblem provides 
a mass flow control history to estimate where and when switching is likely to occur. The 
initial portions of the departure trajectory wiU not likely allow a switch to occur and 
the relaxed solution for the meiss flow reflects this by staying at or near the maximum 
value. The translunar coast portion of the transfer also prevents switching and the mciss 
flow is at or near zero. The fans for these portions of the trajectories can therefore be 
quite large without affecting the accuracy of the MINLP switching approximation. The 
109 
general rule I used for this work was to place the first fan over the initial portion of the 
trajectory where the mass flow did not decrease below 90% of its maximum value. A 
corresponding large fan is placed at the translunar coast where the mass flow does not 
increase over 10% of its minimum value. The number of integer variables which wiU 
accurately approximate the switching function can be estimated by this procedure. The 
relaxed subproblem mass flow control history is analyzed and whenever the mass flow 
changes by more than 2% of its ciirrent value a new integer variable is introduced with 
a corresponding fan. This approach proved to work very well for the Lunar transfers 
studied in this chapter. A nimierical example at the end of this section wiU help to 
clarify many of these points. 
The eff"ect of both the different subproblem design vectors and coordinate transfor­
mations on the use of fanning is straightforward. The design vectors where part of the 
integer variables are fixed simply eliminate more then one row of the design vector and 
more than one cohimn of the constraint gradient. The coordinate transformation, on the 
other hand, requires that the fan before the coordinate switch and after terminate on 
that point. This prevents convergence problems when the minimizing algorithm cannot 
change the linking control histories separately. 
Fanning has two possible detrimental effects on the solution of a MINLP trajectory. 
The first ajid more severe is the prevention of the MINLP algorithm from converging 
to a solution when the fan ratio is very large. This nearly always occurs when using 
the Brauch-and-Bound method described in Chapter 2. No subproblems of any branch 
return a feasible solution which results in the method terminating with an error. This is 
a reasonable expectation since a large fan ratio forces the trajectory into odd thrusting 
and coast periods. The second effect also results from a large fan ratio and has to do 
with the quality of the switching approximation when a MINLP solution is found. The 
goal of using MINLP is to both gain an estimate of the performance of a switching 
transfer and an accurate idea of the number of switches occurring during a switching 
110 
transfer for a prescribed time-of-flight. A lajge fan ratio prevents both of these goals. 
Mesh Allocation Strategies 
The general discretization methods allow the points to be placed anywhere along 
the time cixis. An automatic placement is discussed briefly in Chapter 2 and specific 
implementations axe presented here. The goal of automatic allocation is to accurately 
model the MINLP switching approximation. Three different allocation fimctions were 
considered: 
1. The first placement strategy attempts to place more points where the polar angle 
is changing rapidly and assumes the form, 
1 
7 e - ^  +  
dOfdt  (4.151) 95 
where the points will be placed near the Earth and Moon because of the spirals of 
both the departure and capture. 
2. The second placement strategy monitors the current total energy level and places 
points near where the energy is changing rapidly, 





E = _  tL (4 .153)  
^ = VrVr + VgVg + 4r (4.154) 
at 
Since the thrusting portions of the trajectory are causing the energy change, this 
strategy also places points where switching is likely to occur. It also has the 
advantage of not placing points towards the beginning of the Eaxth departure 
since the spacecraft has not attained enough energy to cause switching. 
I l l  
3. The third allocation method attempts to place points where the total velocity of 
the trajectory is changing rapidly, 




y = Vv+if (4.156) 
thus 
^ = VrVr + VgVg (4.157) 
The logic for this strategy is essentially the same as •^e but with the idea that the 
velocity is a more acciirate measurement of when switching wiU occur rather than 
energy. 
Numerical Example 
A nimierical example shows the aspects discussed in this section. The solution for 
the switching transfer of 8.5 days is solved using the MINLP approximation. Both defect 
schemes were applied in the manner suggested earlier in this section and Table 4.1 shows 
the numerical parameters for the problem. The CPU times given are for a SGI Indy 
workstation under load shaxing. The number of discrete points for both defect schemes 
wcis initially set at 750 and decreased using the selection process described in Chapter 2 
by Betts and Huf&nan [16]. The number of points for the Trapezoid scheme was reduced 
to 605 and the number of points for the Hermite-Simpson scheme was reduced to 562. 
The mass flow control solution for the relaxed subproblem is shown in Figure 4.7 for the 
Earth-centered coordinate system. The relaxed problem converged to a solution in 56 
iterations. The number of thrust and coast arcs is easily seen from this relaxed solution, 
but the exact switching times or even the lengths of the separate phases is diflBcult to 
distinguish. However, the relaxed problem is generally solvable and can be used for the 
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Table 4.1 MINLP Numerical Example for a Flight Time of 8.5 Days 
Defect Scheme 
Trapezoid Hermite-S impson 
function evaluations 890 1,020 
19 
gradient evaluations 130 176 
CPU time, sec 934 1,133 
mjlmi 0.9350 0.9390 
function evaluations 765 842 
IE 
gradient evaluations 115 133 
CPU time, sec 855 989 
mj/mi 0.9401 0.9405 
function evaluations 798 1,122 
7v 
gradient evaluations 105 201 
CPU time, sec 888 1,012 
m f/nii  0.9400 0.9425 
MINLP algorithms already described. The number of integer variables was fixed at fifty 
and then distributed over the trajectory as suggested earlier. The fan ratios for the 
Trapezoid and Hermite-Simpson defect schemes are 12.1 and 11.24, respectively. 
Figures 4.8 and 4.9 are aji attempt to show the benefits of a collocation tjrpe 
of method over a terminai error function method. Figure 4.8 is a portion of the initial 
estimate for the problem obtained from the scaled thrust-coast-thrust solution from 
Chapter 2. One hundred points are shown which taJces place during the ninth and tenth 
spirals of the initial estimate. The points axe evenly distributed over time as can be seen 
by the "bunching" of points near the end of the trajectory portion. Figure 4.9 shows 
the same number and location of points for both defect scheme solutions as well as the 
exact solution. Two improvements can be seen from these trajectories. The first is the 
inclusion of the coast arc which is diflScult in a non-collocation method and the second is 
the point placement. Note the dense distribution of points, for both schemes, about the 
points of engine switching. The energy distribution scheme, 7^, is used for the results 
shown in Figure 4.9 and when compared to the even distribution of the initial estimate 
in Figure 4.8, 7^ can be seen to provide an excellent point distribution for a switching 
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fime, t, days 
Figure 4.7 Relaxed Mass flow Control History for the Example MINLP So­
lution 
trajectory where the Hennite-Simpson defect scheme provides a switching time closer to 
the "true" solution. 
Solution of the 2PBVP from MINLP Approximation 
The solution of the switching 2PBVP from the MINLP approximation is done by 
a relaxation technique which requires an initial approximation of the combined state-
costate system. Excellent estimates for the states are provided by the MINLP solution, 
and an estimate for the costates will be derived which utilizes the control points returned 
from the MINLP solution. The time-derivative of the mass costate was foimd to be 
Am = —^|Ak(OI (4.158) 
Since c |Ak| /m^ > 0 and (3 is either 0 or /Jmax? the mass costate derivative is always zero 
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Figure 4.8 Initial Estimate for the Example MINLP Problem 
A piece-wise linear approximation to the mass costate can then provide a good initial 
estimate for the mass costate time history. Figure 4.10 shows this approximation for a 
coast, thrust, and coast phase of the trajectory. The sloping portion of the figure is the 
thrust phase where j — 1 denotes the beginning of the thrust phase and j denotes the 
end. A linear slope between the two points can be written as: 
The only values of the switching function which are known axe at the switching times 
where the function must be zero. Setting Equation (4.36) or (4.38) to zero provides the 
mass costate at that switching time in terms of the norm of the costate velocities, 
Am {tj) — {tj-i) 
t j  — tj^i (4.159) 
m [ t j )  (4.160) 
The linear slope approximation then becomes: 
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Figure 4.9 MINLP Trajectory Solutions for the Example MINLP Problem 
Equations (4.158) and (4.161) can be used to solve for the costate norm 
\\v (ij-i)! = IV (ij)| (4.162) 
^  i ^ j )  W  { i j  -  i j - i )  + ^  
An approximation for the costate velocity norm at the beginning of the thrust phase can 
then be determined if an approximation for the costate velocity norm is known at the 
end of that phase. A starting point is needed for this process and this is provided by 
the final boundary condition on the mass costate. The slope for the final stage is given 
by 
( t f )  —  { i f - l )  
Mf = 
t f  - t f - i  
-1  -C | A K ( f /_I) | / m ( f /_I)  
(4.163) 
(4.164) 
t f  - t f - i  
where t/_i is the last switching time before the end of the trajectory. In Equation (4.164), 
Equation (4.69) is used to set to —1 and Equation (4.160) is used to replace 
Combining M f  with Equation (4.158) and solving for the costate velocity 
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t j—2 1  ^J+1 
Figure 4.10 Mass Costate Approximation for Interior Point 
norm, we obtain 
1-^" "'-''I = ^1 
'^\P\^S ~ ^/-i) + ^  (^/-i)J 
The values of the costate velocity norms can then be approximated at each switching 
time axid a cxirve-fit of these points can provide an estimate of the complete time history. 
The boimdary points for |Av| can be found by extrapolating from the interior point 
estimates. The mass costate time history is then approximated by Equation (4.160) 
where the costate velocity norms axe now known. The individual velocity costates are 
then easily determined from the thrust steering angle control provided by the MINLP 
solution, i.e., 
Av^ = — |Av|sinu (4.166) 
\vg = — |AK|COSU (4.167) 
where the optimal trigonometric relations for the velocity costates are known from Equa­
tions 4.32 - 4.35. 
The final two costate time histories, A^ { t )  and Xg (f), are found using Equation (4.79). 
Since the switching fimction of Equation (4.36) or (4.38) is determined by the mass 
costate and costate velocity norm, a nimierical approximation of the switching function 
derivative can be found from the estimates detailed in the preceding paragraphs. It is 
not possible to completely determine both the radial costate and polar angle costate 
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since only one equation relates the two. However, the polax angle costate is known to 
start at zero and terminate at zero. Also, experience shows that does not grow very 
large and usually has ein order of magnitude of 10"^ or less. The polar angle costate is 
then set to a very small constant value, approximately 10"^, for the entire trajectory. 
The radial costate can then be found using the nimierical value of the switching function 
derivative and Equation (4.79). 
The relaxation solution method requires Jacobian information of the system to be 
solved. This Jacobian information is used to change the discretized points by the method 
presented in Chapter 2 and given by Press, et. al. [22]. The combined state-costate 
system can be written as 
r R = (4.168) 
with their respective dynamics as 
R = F  =  
f  
_^^A df ^ 
(4.169) 
where / is the vector state rate for the restricted circular three-body problem in either the 
Earth or Lunar-centered coordinate system. The combined Jacobian can be expressed 
by 
d F  





The upper left and lower right portions of this matrix have already been determined 
for both the Earth and Limar centered three-body equations. The upper right portion 
is the Jacobian of the state equations with respect to the costate variables which were 
used to replace the control. The control form is identical for both coordinate systems 




cosu = , (4.172) 
yJ ^Vr + ^Vg 
(4.173) 
where the "m" subscript would be used for the Lunar variables. There are then only 
four non-zero elements for that portion and these are found to be 
dVr _ C(3 
dVr _ c(3 Ay^Avg 
~ " ' { x i  +  K .Y" 







The lower left portion of Equation (4.170) consists of partial derivatives of the costate 
equations. 
d'K -2V«, ("-179) 
d\, a^K., a^vi, 
Sr drde drd$ ' ' 
(4.181) d r  ®  
d r  
d X m  
= ^ + - ^Ak, (4.182) 
d r  
= 0 (4.183) 
d X r  d ' V r ,  d ^ V g ^  
as a«ar aear ' ' 
aA, _ aV a'l/.j 
a« a«' ''' a«2 • (4.i85) 
' -W = " 
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d X j n  
de  
d X r  V g X v e  
dVr r2 







= 0 (4.190) 
= 0 (4.191) 
(4.192) 
dVr r 
dXm c0  Xvr  
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= 0 (4.199) 
= 0 (4.200) 
= 0 (4.201) 
= 0 (4.202) 
- ~3'\/'^Ve + ^Ve (4.203) 
[^''m ~ 5 (</COS 9 — r)^j {d  cos 6 — r )  (4.204) 
r r Tjjj 
2VrVe , 3^m</sin0 r 2 . >2] on-\ 
— + ——= [r-;; - o((/cos5 - r) J (4.20o) 
120 
[r^ (2(/cos0-3r)+5r(£/cos0 - r)^] (4.206) 
r' 771 
^2 ^ 
g = 3fim — {5r(/sin^0(</cos9  —  r )  —  r ^ ^ { \  —  2sin^— rcosO'jj'(4.207) 
d^Vr d^Vr 





dQ2 = I [^m (cos e(^ - 2r^) + rd (cos 0^-6 sin^ 0)) (4.210) 
—15r^</sin^ 0 (rfcos 0 — r)j| (4.211) 
= -^m ^ [r^ (r^ + </^ + Irdcos O) - lor^ci^ sin^ d\ | (4.212) 
The Lunax-centered equations produce a different costate system because the partial 
differential equations of the radial and tangential velocities with respect to the radius 
and polar angle axe different between the two coordinate systems. Equations (4.204) -
(4.212) axe replaced by their Lunax equivalents; 
-IVl . 3/Z, 
- + —Y [3^^ - -5 (''cos 9m + r^)^] (t^cos 9m - r^) (4.213) 
'"m ^ 
3/Zerfsin0^ [• 2 ^ , ,2! .x 
= 3 -7 r -o(<^cos0^+r^) J (4.214) 
m ' m ' 
/  [r^  {2dcos 9m +  Srm)-5rm (dcos 9m+ rmf]  (4.215) OfmOom r' J 
d^V d 
- — =  - 3 //e—(sr^f^sin^^^ (rfcos^m + Tm) (4.216) 
OTmOum ^ 







=  / im|^^-^[r^(cos0(rf2-2r2)+r( / (cos02-6sin2 5))(4.22O) 
—15r^rfsin^5(rfcos0 — r)J| (4.221) 
d^Ve^ _ _ f  s ing 
d92 -  (P ['"m + d ^  +  7 r d c o s  9 )  — lor^(P sin^ | (4.222) 
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General Solution Strategy 
A general methodology of solving for an optimal switching transfer using the tech­
niques outlined in this chapter is presented in this section. A specific mission profile and 
a fixed time-of-flight axe all that are required for an optimal switching transfer solution. 
An outline of the solution strategy foUows: 
1. Initial estimate calculation 
2. MINLP approximate solution found 
(a) Estimate preprocessing 
(b) Trapezoid solution 
(c) Hermite-Simpson solution 
(d) Solution post-processing 
3. 2PBVP solution by the relaxation method 
4. 2PBVP solution by terminal error method 
Step 1 involves the techniques of Chapter 3 for determining a thrust-coast-thrust tra­
jectory. The mission profile is set in this step, i.e., the initial mass and thrust-to-weight 
ratio, the parking orbits, etc. The total time-of-flight for this estimate is determined 
by the method and the coordinate transformation cross-over point is passed on to the 
next step. Step 2 uses the MINLP strategy of this chapter to determine an estimate 
of the switching Lunar transfer and is further divided into four phases. The first phase 
manipulates the estimate from Step 1 to put the information into the form that the 
MINLP setup requires. The state and controls time histories, which are for the initial 
estimate's time-of-flight, are scaled to fit the desired time-of-flight. The scaling of the 
"base" thrust-coast-thrust solution time histories for solving of any general transfer time 
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was found to work most effectively. Numerical experiments using other switching solu­
tions of shorter or longer times-of-flight to provide this base estimate showed a strong 
tendency to be unstable and had difficulty converging. A probable explanation is the 
change in the control histories between a switching and non-switching transfer. The 
non-switching transfer basically thrusts along the flight path angle for most of the de­
parture causing a steady increase in the radial distance from the Earth. A switching 
transfer also thrusts along the flight path angle but only near the perigee points. The 
timing of the engine switches must coincide exactly with the time the spacecraft is near 
the perigee points or severe discrepancies axe introduced. This problem is not found 
in the "base" solution which always attempts to increase the radial distance. Other 
preprocessing in Phcise 2a includes scaling of variables for diffierent distance and time 
units, a conservative calculation of the number of needed trajectory points, and a dis­
tribution of the fan based upon the solution of the relaxed subproblem. Phase 2b solves 
the MINLP approximation using the Trapezoid discretization scheme. The Trapezoid 
scheme is more robust and allows convergence of the MINLP algorithm given the esti­
mate from Step 1. Phase 2c solves the MINLP approximation using the Hermite-Simpson 
discretization scheme where the initial estimate is the solution found by the Trapezoid 
scheme in Phase 2b. The midpoint values are interpolated from the Trapezoid solutions. 
The Hermite-Simpson solution provides an excellent estimate of the state and control 
histories, including the switching times. The last phase, Phase 2d, covers any necessary 
cleanup of the MINLP solutions such as rescaling of dimensional units and changing the 
time when the coordinate transformation occurs. Step 3 uses the relaxation method to 
solve the 2PBVP which is detailed in the last section. This solution provides the costate 
time histories for the entire trajectory including the initial conditions. The final step, 
Step 4, solves the 2PBVP detailed in the first section of this chapter using the terminal 
error function method in much the same way as Chapter 3. 
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The combined state/costate system consists of twenty dynamic equations, (4.3) -
(4.4) and (4.19) - (4.20), with twenty boundaxy conditions, (4.11) - (4.13) and (4.67) -
(4.70). The objective fimction for the NLP algorithm is set as 
F = {\e,f (4.223) 
which is the Earth polar angle costate boundaxy condition (4.67). The other boundary 
conditions are enforced by direct equality constraints in the NLP algorithm. The solution 
of the 2PBVP by two separate methods is done to provide the highest possible accuracy 
in the final solution. The relaxation method is more robust than the terminal error 
function method but does not produce as accurate of aji answer, i.e., the relaxation 
solution does not satisfy ail of the boundary conditions to a high degree. However, the 
terminal error method requires a very accurate initial estimate for the unknown initial 
values which can be provided by the relajcation solution. 
The numerical example for a flight time of 8.5 days is given at the end of the MINLP 
problem description. The number of iterations and CPU times for this problem are given 
in Table 4.1 and the nimierical results section of Chapter 3 provide the "base" solutions 
convergence properties. These numbers cover the first two steps in the outline above. 
The relaxation 2PBVP solution for this example required 72 iterations until convergence 
with an initial defect violation norm of 62.1 which yields an average of 0.1105 for each 
discrete point where the total number of points weis determined by the Hermite-Simpson 
scheme as 562. The highest violations occiir during the translimar cocist and usually 
center between the end of the departure thrust phase and the coordinate transformation 
point. The terminal error 2PBVP solution required 34 iterations until convergence with 
an initial constraint norm of 1.2 and one restart. A restart indicates a resetting of the 
NLP search variables to prevent the nonlinear nature of the problem from disrupting the 
NLP algorithm. The constraint violation resulted almost entirely on the radial difference 
at the coordinate cross-over point which had a value of 0.51. The rest of the violation 
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was spread ataong the states and costates. The convergence history for this example 
is "typical" for the majority of the transfers found. The MINLP solutions would often 
require maxiual "restarts" and other "tweaks" to converge, but the solution from that 
point onward was always straightforward and difficulties did not usually arise. 
Numerical Results 
The solution strategy was used to solve a series of optimal limar transfer problems 
~3 t • • for a fixed initial thrust-to-weight ratio of 3 (10) . The mission profile does not change, 
i.e., the spacecraft was assimied to start in a circular LEO with an altitude of 300 km 
and terminate in a circular LLO with an altitude of 100 km and has a fixed initial 
mass of 100,000 kg. A full engine switching structure was used for various flight times 
to produce different switching trajectories for both posigrade and retrograde transfers. 
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both capture types. The total transfer times were varied between 7.0 and 12.0 days for 
posigrade transfers and 7.75 and 12.25 days for retrograde transfers each in increments of 
0.1 days. Both curves have changeover points displayed. These points are approximately 
the time when the switching structure is altered. The exact point is difficult to specify 
because of the discontinuous nature of the problem aaid the large computational expense. 
The changeover points for the posigrade transfers are denoted by the closed symbols and 
the retrograde by the open symbols. The legend indicates the type of changeover and 
consists of two ratios. The first ratio indicates the type of switching structure to the left 
of the symbol and the second ratio indicates the type of switching structure to the right 
of the symbol. The ratio indicates the number of switches about the Eaxth versus the 
nimiber of switches about the Moon, e.g., a ratio of .3/5 indicates three switches during 
departure and five switches during capture not counting the initial and final times. The 
first posigrade chajigeover point, denoted by a circle, indicates when switching initially 
taJces place and is approximately 7.25 days. The curve to the left of this point has 
optimal trajectories with two switches, one about the Earth and one about the Moon, 
as described in Chapter 3. The curve to the right introduces a coast arc about the Moon 
raising the total number of switches to four. Figure 4.12 shows this type of three-switch 
posigrade Lunar capture. The second changeover, denoted by a square and occurring 
aroimd 7.4 days, introduces another coast axe about the Moon raising the total number 
of switches to six. Figure 4.2 has shown a five-switch posigrade Lunar capture. The third 
point, denoted by a diamond and occurring around 7.55 days, indicates a new switch 
about the Earth. However, the total mmiber of switches is still six because the number 
of switches around the Moon is reduce to three eliminating a coast arc. Figure 4.1 
has already shown this type of departure. The fourth point, denoted by a triangle and 
occurring around 7.98, keeps the three switches about the Earth and adds a new coast 
arc, or two new switches about the Moon. It is in this region that the example problem 
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Figure 4.12 Posigrade Lunax Capture Trajectory with 3 Switches 
point, denoted by a left-facing triangle and occurring around 8.81 days, adds a new 
coast arc about the Earth raising the total number of switches to ten. Figure 4.1.3 
shows a Eaxth depaxture with five switches. The sixth point, denoted by an upside 
down triangle axid occurring at 10.5 days, adds another coast arc in the Lunar capture 
raising the total number of switches to twelve. Figure 4.14 shows a posigrade Lunar 
capture consisting of seven switches. The final point, at 11.3 days, indicates when a new 
switch occurs about the Eaxth bringing the total number of switches to fourteen and 
Figure 4.15 shows this type of departure. The curve begins to level off and it's unlikely 
that a further switch will occur imless the flight time is increased by a large margin 
since the seven switch depaxture allows a wide time latitude for the trajectory. The first 
coast (three switches) about the Earth occurs after only 0.3 days, the second coast (five 
switches) at an additional 1.26 days, and the third coast (seven switches) at another 2.49 
days. It's unlikely that a an extrapolation of these three points will be very accurate, 
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Figiire 4.15 Eaxth Departure Trajectory with 7 Switches 
days. Although this is likely conservative, it indicates the probable stability of this final 
switching structure for the extended performance curve. The retrograde solutions follow 
the same basic pattern as the posigrade transfers except for the third changeover point 
on the posigrade curve. The retrograde solutions do not contain a region of six switches, 
one about the Earth and five about the Moon. The type of symbols for the respective 
switching structures is kept constajit between the curves to claxify this absence. The 
approximate times of the critical points are 7.75, 7.83, 8.385, 9.4, 11.07, and 12.0 days 
and follow the same pattern of switching structure as the posigrade solutions with the 
exception noted above. Figures 4.16 - 4.18 show the retrograde Lunar captures for three, 
five, and seven switches, respectively. 
Several characteristics of the curves and corresponding trajectories can be noted. 
The major difference between the posigrade and retrograde curves, apart from the time 
difference for a given performance value, occurs at the lower times-of-fiight. The retro­
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Figiire 4.18 Retrograde Lunar Capture Trajectory with 7 Switches 
the greater velocity resulting from a retrograde translunar coast. This higher energy de­
mand is exhibited by the thrusting cixcs which carry the vehicle farther from the Moon 
and do not have the same smooth perigee bums shown in the posigrade trajectories 
at the lower flight times. This higher energy demand also explains the absence of the 
retrograde curve portion with a ratio of 1/5 since a five switch capture does not allow a 
large enough energy change in the relatively small time of flight change. The difference 
between the curves are much smaller at the higher flight times and a similar progression 
is seen in both performance curves. This is a logical result since the larger flight times 
place more of the energy chajige and control burden during the departure phase while 
the Lunar capture can change the trajectory properties in ordy a limited way. The extra 
burden on the departure phase causes the curves to begin to behave in a similar pattern 
with the difference being the longer translimar coast times needed for the retrograde 
solutions. Table 4.2 shows a summary of the switching times for the trajectories pre­
sented in the figures. The first column gives the figure number for reference. The second 
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Switching Times, days 







0.0 1.64 3.19 3.76 
0.0 1.57 1.95 2.21 4.36 4.61 








6.71 6.94 7.16 7.35 
7.69 7.85 8.22 8.28 8.42 8.5 
8.91 9.01 10.02 10.13 10.31 10.38 10.49 10.6 







7.10 7.31 7.55 7.8 
8.08 8.29 8.65 8.78 8.88 9.0 
9.99 10.20 11.09 11.18 11.29 11.36 11.43 11.5 
column lists the total transfer time for the full transfer. The next two to eight columns 
give the switching times. The switching times do not sum to the total transfer time 
because only the characteristic depaxtures and captures are represented. Only one set of 
departures are given as the retrograde departures do not differ by a laxge margin from 
their posigrade equivalents. The number of times given are equal to one more than the 
number of switches for that specific departure/capture. 
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CHAPTER 5 NUCLEAR THERMAL ROCKET 
TRANSFERS 
The larger initial thrust-to-weight ratios exajnined in Chapter 3 require an engine 
power between conventional chemical rockets and NEP thrusters. The NTR provides 
this mid-range power requirement but introduces thrust transients that effect the perfor­
mance of an optimal Lunax mission. The best known studies of NTR's occurred in the 
late 1960's during the NERVA and KIWI programs, and during the 1980's more studies 
were done investigating the use of NTR's for the strategic defense initiative (SDI) under 
the program name TIMBERWIND [8]. These studies either did not account for thrust 
transients or used a simple mass penalty to estimate the effect on performance. None 
of the studies attempted to minimize the performance penalty or provided an optimal 
method of controlling the trajectory or reactor. 
Nuclear-Thermal Rocket Modeling 
The basic operation of a NTR consists of a gaseous propellant flowing about a nuclear 
core running at a specified power level. The propeUant is heated to a high temperature 
and then expanded through a nozzle. Figure 5.1 is a schematic of a typical NTR design. 
The meiss flow of propellant is controlled by a pump at the entrance of the core, and 
so there is a maximum mass flow, i.e., the maximum output of the pump. A reflector 
is usucdly included in the NTR design. The reflector, a material which does not absorb 








Figure 5.1 Schematic Diagram of NTR 
keeping the fissioning neutrons inside and preventing die-off or power losses along the 
outer region. The method of control consists of dnmis or vanes placed in the reflector 
which control the reactivity by presenting either a reflector surface or laxge neutron-
capture material to the interior of the core. The drums are rotated and axe capable of 
extremely rapid control response, usually on the order of milliseconds. 
The propellant is heated by the core and cools the core at the same time. The thrust 
transient effects occur at both staxtup and shutdown of the NTR. The startup transient 
is caused by the need for the rocket to change rapidly from a low-level steady-state 
power output where the mass flow is some minimum to a high-level steady-state power 
output where the nominal thrust values for the NTR are achieved. This occurs relatively 
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rapidly and the entire treinsient from low-power to high-power typically required 10-20 
seconds for the NERVA/KIWI engines. The shutdown transient is a far more serious 
consideration. After shutdown has occurred, i.e., the reactivity in the core is such that 
the new neutron fissions are dying off, heat is still generated by the effect of delayed 
neutrons. The reactor would quickly exceed the majcimum allowable temperature unless 
cooling is continued by the propeUant. In this chapter, I attempt to use this cooling 
period in an optimal fashion to obtain useful thrust. 
Reactor Core Dynamics 
The fissioning of nuclear fuels, such as is done by neutrons and immediately 
produces 7-radiation, high speed fission fragments, and between two and three high speed 
or fast neutrons. The majority of the heating effects comes from the kinetic energy of the 
fragments or fission products. The fission products themselves are radioactive, and their 
decay leads to a further energy release for some time after the fission process has stopped. 
This phenomenon of delayed neutrons is the primary cause of the thrust transient effects. 
The mono-energetic neutron kinetic equations assimae that the core can be simulated 
by a point energy source and ignores any particular core geometry or fuel placement. 
A more advanced analysis can be done by forming the partial differential neutron flux 
equations which model the core in time and space. This advanced simulation is not 
necessary for this work, since the extra complication would not greatly effect the general 
solution. Also, the NERVA/KIWI programs used the mono-energetic equations for their 
modeling and they proved sufficient for preliminary core design. The mono-energetic 





n = number of neutrons in core 
Ci = number of precursor neutrons of the i type 
p = reactivity 
7 = total delayed neutron fraction = li 
A = neutron reproduction time 
5i = mean decay rate of precursors of the i type 
7i = fraction of delayed neutrons for the i type 
The reactor's power is moderated or controlled by specifying the reactivity which is 
a measure of the rate of neutron production. This rate can be modified by changing 
the absorption properties of the core, i.e., how quickly the free neutrons axe allowed to 
produce more free neutrons. The constants 7,- and 5i and the number of precursor groups 
are specific to the type of nucleax fuel used, and Table 5.1 shows the values for 
Table 5.1 Group Constants for 
l i  
group relative yield decay rate, 
1 0.000266 0.0127 
2 0.001492 0.0317 
3 0.001317 0.1150 
4 0.002851 0.3110 
5 0.000897 1.4000 
6 0.000182 3.8700 
The total delayed neutron fraction is the sum of the delayed fractions for each group 
and heis a value of 7 = 0.007005. 
The neutron reproduction time is a function of the core design, type of fuel used, 
placement of that fuel, void spaces, etc. Fortunately, A is nearly constant for a given 
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design and can be approximated by the power level of the reactor and whether the 
reactor uses a reflector or not. 
The heat generated by the core is proportioned to the number of neutrons, i.e., 
q = K^n (5.3) 
where q  is the heat generated. Equations (5.1) - (5.2) can be rewritten in terms of q ^  
d q  p - 1  .  
^  i = l , . . . . 6  (0.0) 
where c,- is now in units of power. Equation (5.4) now represents the current power 
output of the core. The steady state values for delayed neutron precursor groups can be 
written in terms of the current power setting of the reactor, 
7t t' ci\ a. = (0.6) 
The boundary conditions for a low-power startup could then be written as 
q{to) = qo (5.7) 
«• - It  
where qo is the low-power steady-state operation of the core. The shutdown conditions 
are identical except qo is replace by some desired maximum power-output. 
The reactivity of the core is the control used to change the power level. It is usually 
bounded, but a more realistic bound would be the rate at which the reactivity changes. 
The reactivity p can be treated as a state, and its state equation can be written as: 
^ = Up - ttpTc (5.9) 
where Up is the new control which is almost always bounded, i.e., \up\ < u™", and Tc 
is the current core temperature defined later in this section. The limit on reactivity 
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change can be seen as a measure of how the reactivity process operates. The absorption 
properties of a core determine its reactivity and this absorption can be modified by 
control vanes/drums. Neutrons near to the vanes/dnmis react to the change in control 
immediately and neutrons farther away react less quickly. The extra time necessary for 
the control action to effect enough of the free neutron population to change the reactivity 
can be approximated by the reactivity rate bound The variable Qp is called the 
coefficient of temperature on reactivity and is dependent on the core design. A typical 
value of Op is this represents a stabilizing effect on the reactor. A 
higher core temperature causes the reactivity to decrease lowering the power output 
and lowering the heat produced. Introducing the reactivity as a state variable makes 
Equation (5.4) nonlinear rather than bilinear when p is a control variable. 
Heat-Exchange Model 
A single-limip heat exchange model is used to estimate the temperature change for 
propellant through the core as well as the core temperature itself. .A simple energy 
balance [32] provides the following equations: 
§  = ^ k - h A ( T . - n ) ]  
^ = l . [ h A { T , - T , ) - c ^ 0 { T , - T i ) ]  
a t  C p  (5.11) 
(5.10) 
where 
T c  = temperature of the core, K  
Cc = the reactor core heat capacity, J j K  
h  = the heat transfer coefficient 
A = a representative area of heat transfer, rv? 
Tp = temperature of the propellant in the core, K 
138 
Cp = the propellant mass heat capacity, J f  K  
Cm = the propellant specific heat « 1008 J / { k g ) { K )  [32] 
T o  = the outlet temperature of the propellant from the core, K  
T {  = the inlet temperature of the propellant into the core, K  
The reactor core heat capacity, Cc, is a function of the type of fuel, moderator material, 
and engine dimension. The heat transfer coefficient, /i, can be approximated by a con­
stant as suggested by Glasstone and Sesonske [33]. This constant can be determined 
from the nominal value of the mass flow at the rated power level of the rocket, and is 
given by 
h = Ch [rhnomf'^ (5.12) 
where ihnom. is the nominal meiss fl^ow at the rated power level, i.e., The coefficient 
is given by 
Ch = (5.13) 
k J  
C„ = 0.462(10)-'- 0.2 ,..8 (5.14) [ m s e c )  K  { k g )  
where n  and d  are the number of channels and their diameters. The assumption of a 
constant heat transfer coefficient does not seriously degrade the accuracy of the transient 
modeling but can effect the long-term modeling of the NTR. The heat transfer coefficient 
is used to determine the useful lifetime of a reactor, and the constant assumption will 
invalidate any projections. Since this is not a concern here, the assumption is used. The 
representative heat transfer area, A, depends on how the propellant is heated, i.e., the 
geometry of the propellant channels. The typical engine uses cylindrical cooling channels 
so that the representative heating axea becomes 
A  =  n { i T  d  I )  (5.15) 
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where I  is the length of the channel and n and d  are the same as before. The propellant 
mass heat capacity is a fimction of the specific heat and the cnrrent amoimt of propellant 
flow in the reactor. 
The inlet temperature Ti of the coolant is usually fixed for a given NTR design, and 
the relation between Tp and To and Ti is given by [34] 
Ti + tpTo r-ir^  T, = (0.16) 
where 1 < 0 < 2. The variation of 0 allows a primitive form of estimating the power 
distribution in the core, where value of ^ = 1 is a constant power level. 
Rocket-Nozzle Performance 
The thrust of a rocket is defined by [32] 
r = mue + (Pe — Poo) = mC (5.17) 
were is the exhaust velocity, pe is the exit pressure, poo is the ambient pressure, and 
C is the effective exhaust velocity. The rocket is assimaed to always operate in space so 
the ambient pressure can be neglected, and the effective exhaust velocity can then be 
written as: 
C = Ue + (5.18) 
m 
The exhaust velocity [32] can be written as 
(7+1)/2(7-1) / 27 / 2 u.= ' y/^C' 
' - f e  
(5.19) 
7 - 1  \ 7  +  l y  
where C" is the characteristic velocity, and pe/pc is the pressure ratio between the nozzle 
exit and nozzle, and 7 is the gas constant. The characteristic velocity can also be written 
in terms of the nozzle inlet stagnation temperature as 
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The effective exhaust velocity can be written by combining these terms, 
(5.21) 
The exit pressure is usually very smaJl, and neglecting those terms yields the effective 
exhaust velocity in terms of the inlet nozzle temperature, 
Equations (5.17) and (5.22) link the temperature of the propellant leaving the core to 
the effective thrust given to the spacecraft. 
Problem Statement and Discussion 
The development of a minimum-fuel Lunar transfer with thrust transient effects com­
bines the dynamic equations for the three-body Earth-Moon system, the mono-energetic 
neutron equations, and the lumped-mass heat exchange modeling. Two separate objec­
tives are being treated here. The first is to use the least amoimt of fuel to accomplish 
the transfer, which has been been dealt with in preceding chapters, and the second is 
to use the least amount of control effort to regulate the reactor. The minimum reactor 
control effort goal is enforced by adding an integral term in the objective function given 
in the problem statement. The new integral term raises the question of whether this 
type of transfer is stiU close to a minimum-fuel trajectory. An analysis of the resulting 
optimal control equations and numerical residts given below show that the solutions to 
the problem essentially provide a minimtmi-fuel transfer. The problem statement for 
the coupled system is given by: 






r  =  V r  (5.24) 
V a  
9 = — (5.25) 
r  
V,' of'' 1 r  Vr = ^ + fim cos d (5.26) 
r  r 2  '  y r l  c P j  
+2ijjVg-h-^ smu (5.27) 
m  
Vg = - /z„, sin^ - 2ujVr + — cos u (5.28) 
r  V m  
rh = —0 (5.29) 
q  =  +  ( 5 - 3 0 )  
1=1 
Ci = ^q-5iCi z = l, . . . , 6  (5.31) 
p = Up - apTc (5.-32) 
t = -[q-hAiTc-Tj,)] (5.33) 
Cc 
Tp = -[hA{n-Tp)-c^ 0iTo-Ti)] (5.34) 
Cp 
satisfying the boundary conditions r p  [ x  { t o )  , x { t f ) ]  =0 where 
01 = r{to)-riEo (5.35) 
02 =  V r { t o )  (5.36) 
03 = Vg (fo) — \JHe I r LEO + '^fLEO (5.37) 
=  m  { t o )  — r r i L E O  (5.38) 
05 =  q { t o ) - q o  (5.39) 
0 j  =  i  =  6 , . . . , l l  i = j - o  (5.40) 
012 = p { t o )  (5.41) 
013 = Tc {to) - Tc„ (5.42) 
014 = Tp {to) - Ti (5.43) 
015 = rm{tj)-riLo (5.44) 
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V'le = (tf) (5.45) 
017 = i ^ f )  ~  y / y - m . 1  ^ L L O  + t^rLLO 
018 = (5.47) 
(5.46) 
i = 19,...,24 i  =  j - l S  (5.48) 
025 = P { t f )  
026 = 2c (^/) Tcf 
(5.49) 
(5.50) 
and the control limits of 0 < Pmin < /3{t) < /?niax a^d Wp\ < The combined system 
consists of a fixed end-time problem with fifteen states, three controls of which two are 
bounded, fourteen initial state constraints, and twelve final state constraints. Equations 
(5.24) - (5.29) are identical to the dynamic equations described earlier in Chapters 3 
and 4 for the restricted three-body problem. Equations (5.30) - (5.32) are the mono-
energetic power equations with reactivity control described earlier, and Equations (5.33) 
- (5.34) are the lumped-mass heat exchange dynamics. The three systems are coupled 
through the exhaust velocity C which is proportional to the square root of the propellant 
temperature minus a constant via Equations (5.16) and (5.22). Another coupling occurs 
in Equation (5.34) where the massflow is used to determine the change in propellant 
temperature change. Two of the control histories are bounded. The mass flow boundaries 
have changed slightly from Chapter 4 in that the lower bound is now non-zero. This 
is necessary since the core will always require some cooling for the structural elements, 
although the value can be quite small. The initial and terminal state constraints are a 
combination of both trajectory, core, and heat-exchanger information. 0i through 04 
and 015 through 0i7 are the trajectory boundary conditions specifying the initial circular 
LEO and final circular LLO. 05 and 0i8 specify the initial and final power rating for 
the reactor core, and 06-0ii and 019-024 require the core to be in a steady-state at 
both times, and 026 specify the initial and final core temperatures, and 0i4 is the 
propellant temperature immediately at start-up. ibi2 and 025 specify a zero reactivity 
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at the boundaries which ties in with the steady-state condition. 
The Hamiltonian for this system is 
H = K|-[ -A,( r )  +  Ae(^)+Aw(K)+Av' , (V9)+A^(m) (5.51)  
( 4 )  +^ci (<^) + Ap (p) + Atc ('^c) + Axp (tp^ (5.52) 
1=1 
The costate system for the first five costates, Ar, A^, Ay^, Av^, A^, is identical to those 
derived in Chapter 3 and will not be repeated here. The rest of the costate system is 
\ (5-33) 
Xci  =  ^.CAc,-A,)  2 =  1 , . . . , 6 (5.54)  
Ap = —-A, (5.55) 
A' 
f ^ 
X t ^  =  h A  —^ + ApOp (5.56) 
\  C c  C p  J  
" ~m " "*• i ' 
(0.58) 
V Cc Cp ) Cp <b 
The mass flow control once again yields a switching function because it appears 
linearly in the dynamic equations. The switching function is similar to the non-transient 
case and is given by 
/^max, <5- < 0 ( 3 ' = {  
where 
(5 .59)  
0, 5- > 0 
^ /\ • I \ \ \ Cm (^ o 0^ \ !- t^f\\ 
a  =  — (Avp smu + Avg cos u )  —  X r  (o.oO) 
T f t  Cp 
Equation (5.60) is the same as the earlier switching ftmctions but includes a new term 
accounting for the propellant temperature costate and nozzle inlet temperature. The 
reactivity rate control also has a switching function but its nature is different because of 
the integral term in the performance index. The Pontryagin Minimum Principle (PMP) 
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requires that the Hamlltonian be minimized over all admissible control for optimal states 
and costates, which is expressed in equation form as 
H  (r", A-, u ,  t ) < H  ( r ' ,  A*, u, f) (5.61) 
Applying the PMP to the above problem yields 
u;\ + x;u^<\u,\ + \;u, (5.62) 
which is satisfied for a "bang-off-bang" control for Up of the form 
A,<-1 
0, -1 < Ap < 1 (5.63) 
A p > l  
The switching will then depend upon the current power of the reactor q  and the cor­
responding costate Equation (5.55). The time history of the reactivity and mass flow 
controls follow general patterns for all engine starts and shutdowns. The startup of the 
reactor increases the power level to some maximum using the least amount of propellant. 
This increase in power, or core temperature, can be accomplished by either decreasing 
the mass flow to its smallest value and waiting for the core to naturally heat, or the 
reactivity can be increased by increasing the reactivity rate. It's easily apparent that 
increasing the reactivity wiU use less propeUant and bring the reactor to power in a 
much smaller time. Once the reactor is near maximum power, the mass flow is increased 
to its maximiun and the nominal thrust is produced. The same logic leads to the gen­
eral shutdown strategy. The mass flow is left at its maximum while the reactivity is 
lowered at the fastest possible rate and, near the lower power limit, the mass flow is 
switched to the lower value so that critical cooling of structural elements can continue. 
The steady-state cases where the reactor is run at or 9""" for extended periods can 
be accomplished by having the reactivity costate Xp lie between —1 and 1 which allows 
the core to remain at a steady state. Eaxlier the question was raised of whether this 
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form of control still yields a minimum-fuel trajisfer with the altered performance index. 
The only effect of this new term is to change the form of the reactivity control and the 
costate equations and mass flow switching function are unaltered. A formulation of the 
problem without the integral term gives another switching function for the reactivity 
rate and heis the form, 
Ap < 0 
" (5.64) 
-u™-, A, >0 
"p = < 
This type of switching function would require the reactivity rate to rapidly oscillate 
during any steady-state operation in order for the reactor to remain at an equilibrium 
condition. The implementation of this type of rapidly varying control is possible but in 
practice a "zero" control is enforced to eliminate the need. The inclusion of the integral 
term in the performajice index is done primarily to provide this "zero" control for the 
steady-state operation of the core and still provide a very-neaxly minimal-fuel trajectory. 
Three different state history constraints need to be imposed to secure both the struc­
tural integrity of the reactor and limit the physical parameters. The first is a maximvun 
power limit which prevents the reactor from a "melt down" condition. The power pro­
duced is limited by 
q{t)<q^  ^ (5.65) 
where q'"^ is the rated power level of the reactor. This limit could also be imposed by 
setting a maximmn temperature for the core, but this approach does not ease the solution 
or change the solution for a given mission profile. The second state history constraint is 
imposed upon the rate of change of the reactor temperature and is necessary to prevent 
thermal stress fractures. A full analysis of the core physical geometry and neutron flux 
is necessary to accurately limit the temperature change, but a simple bound is sufficient 
for this work and takes the form 
jrp 
< 1700K/sec (5.66) 
a t  
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where the values are taken from the suggestions by both Mohler and Shen [34] and the 
Rover base report [6] developed at NASA Lewis NTR Workshop of the early 1990's. 
The third and last state history constraint limits the total reactivity to a maximum 
value This limit on reactivity imposes the physical limitations on the reactor 
and further prevents any "melt down" condition as described for the power constraint 
above. The inclusion of these constraints is difficidt to implement for any terminal error 
function approach but is possible with the collocation method detailed in Chapter 2 
and implemented for switching trajectories in Chapter 4. A new series of inequality 
constraints are introduced which bound the current power level and the temperature 
time derivative at every discrete point. Because of the algebraic relations linking the 
discrete points together to form the trajectory, we are not assured of having q and dTc/dt 
bounded in between the points. This problem can be alleviated by slightly reducing the 
limit or increasing the number of points in those areas where the boundary is thought 
to be exceeded. 
The effects of the thrust transients wiU be accounted for in two different cases. The 
first Ccise occurs where there is only one engine "bum" and the thrust arc is essentially 
isolated from the rest of the trajectory. This case essentially takes the reactor from low-
power and low-core temperature to the engine's rated power and maximum allowable 
core temperature, sustains this power level for a duration determined by the needs of the 
trcinslunar trajectory, and then lowers both the power and temperature to their lower 
steady-state values. The behavior of the control can then be deduced from the above 
discussion where the beginning of the "bum" causes a startup and the termination of 
the "bum" causes a shutdown. The second transient case involves the partial cooling 
and then reheating of a reactor because the needed thmst phases axe close together or 
the thrust arcs are not isolated. This second case is one of the reasons that the reactor 
core and lumped-mass heat exchange models were developed and little can be said of 
what the reactor and reactivity time histories will be. 
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Numerical Results 
The solution of a particular thrust transient Lunar transfer involves both trajectory 
and reactor information. The trajectory information is presented first since its format 
is similar to data given in the preceding chapters. The reactor core results are then 
presented with a discussion on any tmique characteristics. The transient solution is 
foimd and a comparison is given between the non-transient case and other propulsion 
systems and transient modeling. The effects of transients are studied for a specific 
transportation mission profile suggested by Borowski [35], [9]. The mission profile has 
changed from those set for the previous chapters. The spacecraft now staxts in a 485 km 
circular LEO and terminates in a 115 circular LLO. The total flight time is set at 5.25 
days. These orbits and flight time are set to provide a sequence of vehicle locations with 
unobstructed access to a Lunar outpost which is the basis for the NTR use. A description 
of the mission profile, the outpost, and the reasons for the necessary requirements are 
given by Borowski [9]. 
The maximum chamber temperature is set at = 3500 K which yields a specific 
impulse of /.P = 1, 100 seconds. The propellant core inlet temperature is set at T",- = 70 
K as suggested by [6] and [34]. The maximum engine power is set at <7*"^ = 1500 
MW with a rated thrust level of T = 333.6 kN, and the minimum engine power is 
set at = 0.01 MW. The maximiun mass flow is then found to be /?max = 30.925 
kg/sec and the minimal mass flow is set at /3jnm = 1.2(10)"^ kg/sec which is calculated 
from the maximum power by the method suggested by the NASA Lewis Rover/NTR 
Report [6]. The reactivity rate limit is set at u"" = 0.003 sec~^ and reactivity is limited 
to = 0.97. The engine itself uses the hexagonaJly-shaped fuel elements developed 
for the original NERVA reactors each of which is / = 1.3208 m long, contains 19 axial 
coolant channels and produces 1.4 megawatts of power. Thus, 1250 elements are needed 
and the total engine contains n = 23,750 propellant channels. The channel diameter is 
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set at cf = 4.0 mm which produces 3 .  L f D  ratio of 330.2 which, is technically possible 
according to Oates [32], [6], and Watson [36]. The density of graphite moderated 
is 1617.9 kg/m^ with a specific heat of 1.966 kJ/(kg)(K). The core heat capacity can be 
approximated by knowing the density, specific heat, and number of fuel elements and 
is found to be 1.0. The neutron reproduction time. A, is set at A = 1.4(10)"'' which 
is determined by the power level ajid the hexagonal fuel elements. The mass in LEO 
is set at 3.4(10)° kg which results in an initial thrust-to-weight ratio of {T/W)i = 0.1. 
This amount is specified to allow a brief comparison of the solution with other transient 
models as given by Zimmerman [37] and Rivas [38]. 
Initial Estimates 
The combination of several systems in the thrust transient problem require the patch­
ing of several different initial estimates. The spacecraft position and velocity data was 
estimated by solving the non-transient case for the same flight time and {T/W)i using 
the methods described in Chapter 4 for a fixed flight time switching trajectory. The 
MINLP approximation converged in 23 iterations, the relaxation 2PBVP solution con­
verged in 12 iterations, and the final terminal error 2PBVP solution converged in 18 
iterations. The final mass for the non-transient case was found to be 239,771 kg. This 
non-transient solution provides estimates for the times histories for Equations (5.24) -
(5.29) and allows estimates of the ntmiber and timing of the engine switches. 
The reactor and heat-exchange dynamics were estimated for each thrust phase from 
the solutions to two simpler subproblems of a core startup and shutdown. The startup 
of the reactor can be approximated by solving the subproblem: 
Find ( 3  ( t )  and Up (i), 0 < i < 1, and a  which minimize: 
J  =  a  +  f |up| d t  (5.67) 
Jo 
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and satisfying ^ = 0 where 
=  9(^ / ) -9 /  
/ 14 \ ^'9/ 
^8 = P 
and where 0 < ^ 0{t) < /^max aJid l^pl < This subproblem consists of seven 
states and seven terminal state constraints and two bounded controls. The time control 
parameter a is used to find the minimum time required to bring the reactor to full power 
which closely approximates a minimum-fuel stajtup. The solution to this subproblem 
gives initial estimates for the reactor and heat-exchange dynamics for all startups of 
each thrust phase. The shutdown estimates axe solved by a similar problem but with 
different boundary conditions. Rather than go from a low-power q = qo to a. high-
power q = qj, the shutdown reverses the boundaries to go from qj to qo in a minimum 
time. The solution to both of these problems are straightforward, and initial core designs 
employ their solution so a wealth of data is available on their development [39], [33], [36]. 
The times spent during the steady-state are simply set at constants for their respective 
phases, i.e., the coast phases are at low-power and the thrust phases axe at hi-power. 
The solution to the subproblems and the constant steady-state estimates provide the 











J = 2,..., 7 i - j  - I  
(5.73) 
(5.74) 
C n 7 ?;^ 
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Solution for a 5.25 day Transfer 
The relaxation method for the solution of a 2PBVP was used for the solution of the 
transfer because of the state variable constraints on temperature and power and the 
limit on the rate of core temperature change. The total number of discrete points was 
set at 850 points and left constant to insure accuracy of any of the unknown costate 
properties. The points were distributed manually rather than use a automatic distribu­
tion for simplicity. One hundred fifty points are distributed during the Eaxth departure, 
two hxmdred fifty for the translimar coast, and four hundred points for the Lunar cap­
ture. The Lunar capture wiU introduce any unique control characteristics so the points 
were distributed to accoimt for this. The magnitude of the initial error residual vector 
resulting from the estimates described above weis 82.1 where 62% of the error magnitude 
is attributable to the Lunar capture. The relaxation method converged in 116 iterations 
where six restarts were required during the search. 
The optimal thrust transient limar transfer for a fixed flight time of 5.25 days is 
shown in Figiure 5.2 for the mission profile specified. A close-up of the posigrade Lunar 
capture is given in Figure 5.3 A total of six engine mass flow switches are performed 
with two during the Earth departure and four during the Lunar capture. The boundary 
conditions on the switching ftmction are different from those observed in Chapter 4 where 
both the initial and final points on the switching functions terminated at negative values 
indicating the initial and finai thrust phases. Since the reactor starts at equilibrium at 
a minimal mass flow, the mass flow switching function must start at a positive value 
and only turn negative when the reactor has attained its rated power level and thrusting 
begins. The final mass flow switching value must be positive because of the necessary 
"cool-down" the reactor requires to return to the steady-state required by the boundary 
conditions. The total mass flow switching function looks like a parabola with zero initial 
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Figure 5.2 Optimal Transient NTR Lunar Transfer 
and capture will provide a better understanding of how the switching function behaves. 
Figiire 5.4 shows the mass flow switching function for the Earth departure. The first 
switching time occurs at just 12.2 seconds when the reactor is at full power and the 
thrusting begins. The thrust phase lasts for 50.757 minutes and the translunax coast 
begins. 
The majority of the total transfer time is spent in the translunax coast which lasts 
for 5.087 days after which the Lunar capture begins. Figure 5.5 shows the mass flow 
switching function for the Limar capture. The first thrust phase lasts 8.27 minutes and 
is followed by coast which has a duration of 2.5131 hours. The last thrust phase begins 
and lasts only 2.2965 minutes when the spacecraft enters the desired LLO. The last coast 
phase of duration 22.3 minutes is included to allow the reactor to shutdown and achieve 





Figtire 5.3 Optimal Transient NTR Lunar Transfer - Lunar Closeup 
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Figure 5.5 Transient NTR Lunar Transfer Mass flow Switching Function -
Capture Closeup 
fraction of 65.54 %. 
The three thrust phases include time where the thrust is not a majdmum and instead, 
the mass flow is used to cool the reactor. The cooling lowers the temperature of the core, 
thus lowering the chamber temperature of the propellant and thrust. The transient core 
conditions are shown for a startup, shutdown, and final capture bum phase in Figures 5.6, 
5.7, and 5.8, respectively. The first two have already been discussed, while the final 
capture bum phase shows the core transient effects on a thrust phase "near" another 
thrust phase. The reactivity costate, which is the reactivity rate switching function, the 
normalized core temperature and normalized power are shown in Figure 5.6 for the 
Earth departure startup. The switching function follows the logical argument of having 
the highest possible reactivity rate until the maximimi reactivity is achieved which 
takes approximately 2.335 seconds. The reactivity rate is then set to zero until the 
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Figure 5.6 Staxtup Reactivity Rate Switching Function and Transient Con­
ditions 
core into a steady-state for the thrust phase. The entire startup process takes a little 
over 15.3 seconds where the mass flow is turned on 12.2 seconds into the startup phase. 
The effect of the increased mass flow is to lower the core temperature which lowers the 
propellant temperature exiting the core and thus the thrust. By keeping the reactivity 
on for the last 3.1 seconds the core is brought to its maximmn allowable temperature 
to maximize the thrust. The transient conditions for the departure shutdown are shown 
in Figure 5.7. The control process for a shutdown shows the effects of the built up 
precursor power in the core by the long time required to lower both the core power 
and the core temperature. The reactivity rate is turned to it's lowest rate at 50.21 
minutes and held imtil the minimum reactivity is achieved lowering the core power and 
temperature. The mass flow is switched off at 50.96 minutes causing a "spike" in the core 
temperature because the excess heat that was being removed by the propellant flow is 
now being absorbed by the reactor. This "spike" is the binding inequality constraint on 
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Figtire 5.7 Shutdown Reactivity Rate Switching Function and Transient 
Conditions 
the shutdown conditions because the rapid increase in core temperature can easily violate 
the temperature rate of change constraint. The mass flow is kept on during a shutdown 
phase until the core power is low enough to limit the "spike" to an acceptable level. The 
timing of the mass flow switch is then a trade-off between the extra propellant being 
used in decreasing thrust eflaciency, since the temperature is also decreasing, versus the 
required temperature limitations on the core. The entire shutdown process takes slightly 
over 2.1 minutes. 
The startup phase of the initial Limar capture bum shows no effects of the previous 
departure thrust phase as would be expected because of the amount of time between 
the bums. However, the intermediate portion of the Lunar capture, i.e., the portion 
between the first and second capture thmst phases, poses a problem for the control 
strategy because of the small bum times (8.27 and 2.2965 minutes) and relatively short 
time between the bums (2.1 hours). The transfer solution solves this problem by altering 
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Figtire 5.8 Final Capture Bum Transient Conditions 
the shutdown and startup phases between the two capture burns. The shutdown phase 
of the first burn begins in a similar manner as the departure bum shutdown, but does 
not take the core to the minimal steady state, g""". Instead, the core power is lowered 
to approximately 2.2 MW, and the propellant flow is still switched to a minimum. The 
temperature of the core rises over this period because the minimal mass flow can not 
remove all of the excess heat. The startup of the second capture thrust phase then 
begins with a high core temperature and requires less time for the core to achieve fuU 
power. The high core temperature improves the exhaust velocity of the startup transient 
phase, and the core can achieve full power in less than 3 seconds rather than the 10-15 
normally required. The improved thrust values also allow the core to begin shutdown at 
an earlier time which allows the final coast in LLO to be as short as possible. Figure 5.8 
shows the core temperature and power for the entire final thrust phase of the Lunar 
capture. The power curve is not greatly effected by the proximity of the other thrust 
phase while the temperature curve is very different. The thrust phase operates at full 
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power for only 1.12 minutes or 48.7 % of the entire phase wiiile 51.2 % of the phase is 
spent bringing the temperature and core power down. 
Comparison 
The non-transient solution for the same flight time and mission profile was found ajid 
used as the initial estimate for the solution of the transient transfer. The non-transient 
transfer has a final mass of 239,771 kg for a mass performance ratio of 70.52% where 
The trajectory flight path is very similar to Figure 3.14. 
A quick comparison between the solution presented here and previous work both 
verifies the results and shows the improved modeling effects. Two main studies have been 
done dealing with the effects of thrust transients with one being done by Zimmerman [37] 
and the other by Rivas [38]. Zimmerman used simple mass penalties to gauge the effect 
of thrust transients. The mass penalties were derived from experimental studies of the 
NERVA/KIWI programs and computer code simulations of the nuclear cores using the 
full neutron flux equations. The equations derived are 
TTlstartup = 1.0142 (lO'^) (5.76) 
TfX^sc ~ 0.0769 (772 {ideparture^ (^o)) (o./ I) 
m^ap = 0.0773 (m (i/)-m(fcap«un:)) (5.78) 
^penalty ~ ^startup "1" ^esc "I" ^cap (5.(^9) 
where matartup is the mass penalty for the startup of the NTR in kilograms, Tnom is 
the nominal thrust of the NTR in Newtons, mac is the mass penalty for the cool down 
after the departure thrust phase, m {tdeparture) is the mass at the end of the departure 
for the non-transient solution, nicap is the penalty for the Lunar capture, m{tcapture) 
is the mass at the beginning of the Lunax capture for the non-transient solution, and 
^.penalty is the total mass penalty for a transient transfer. The study by Rivas used 
two different methods to approximate the transient effects. The first approximated the 
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Table 5.2 Transient Studies Comparison 
case final mass, kg percent change 
non-transient 239,771 -
transient 222,846 -7.06 
Zimmerman 214,543 -10.52 
Rivas 220,037 -8.23 219,307 -8.53 
experimental data from the NERVA/KIWI program with a set of analytical equations, 
and the second used curve-fits of the actual experimental data. Table 5.2 shows 
the separate solutions for the non-transient case, the transient case presented above, 
the results from applying the Zimmerman mass penalty method, and the results from 
applying the two methods of Rivas. The magnitudes of the extra propellant required are 
similar and the transient solution above is verified by having the solution comparable 
to the other models. The transient solution presented above yields a significantly better 
solution than the other models. Part of the improvement of the transient modeling 
over the models by Zimmerman and Rivas is the extra propellant the latter includes for 
structural cooling of the nozzle and fuel used in a bleed for powering a turbine, both of 
which account for 0.5-1% of the difference between the models. However, the transient 
model still improves the solution from 6-8% and includes a more detailed and acciu-ate 
model of the nuclear core. 
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CHAPTER 6 CONCLUSIONS 
The solution of minimum-fuel Lunax transfers is investigated in this thesis for a 
vaxiety of mission definitions. The development of new numerical techniques is combined 
with theoretical insights and problem characteristics to both allow and ease the solution 
of these trajectories. The solutions are developed in the restricted circular three-body 
model of the Earth-Moon system and use either low-thrust electrical engines or nuclear 
thermal rockets (NTR) to provide propulsion. Most of the trajectories spiral about 
both the Earth and Moon and cause numerical diflBculties because of this oscillatory 
nature. The sensitivity of the three-body model is compensated by using the model 
centered at both the Earth and Moon where the system version is determined by the 
problem formulation. An object-orientated class library was developed and used for all 
of the system models and solutions. The library makes full use of multi-inheritance, 
operator-overloading, and polymorphism to both eliminate unnecessary memory storage 
and increase computational performance. 
The first set of solutions asstmies a fixed engine firing sequence of thrust-coast-thrust 
to transfer the spacecraft between the LEO and the LLO. The solution of the full two 
point boundary value problem (2PBVP) is difficult but may be solved by a hierarchy 
of subproblems: maximum-energy departures about the Earth and captures about the 
Moon, all-coasting sub-optimal trajectories linking the departures and captures, and 
finally the solution of the full Earth-Moon trajectory. The second subproblem, which 
"patches" together the maximum-energy spirals to the coast transfer, is solved by a dy­
namic boundary evaluation (DBE) method. The DBE method eliminates the need for 
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large tables and/or storage of spiral solutions by solving the necessary coast boundary 
conditions during runtime. This decreases the computational time necessary to find 
a solution and is neaxly autonomous, i.e., the user does not need to monitor the op­
timization. The complete optimal transfer is solved using a "hybrid" direct/indirect 
method. The thrust steering angle is parameterized by the costate equations which pro­
vides a very accurate approximation. A range of transfers were solved for varying initial 
thrust-to-weight ratios. Both posigrade and retrograde trajectories were found and the 
performajice was compared ajuong the solutions. The full 2PBVP is formulated and the 
solution is possible using the "hybrid" solution. 
The optimal engine firing sequence for a power limited spacecraft is governed by the 
Pontryagin Minimimi Principle and is investigated in Chapter 4. The solution of the 
full switching problem in the Eaxth-Moon three-body system is extremely difficult and 
a new problem definition is created and mixed-integer nonlinear programming (MINLP) 
is introduced. The problem is redefined along a discretization/collocation formulation 
which allows the MINLP algorithm to approximate the discrete switching structure. A 
numerical technique called fanning is created to keep the number of integer variables 
as low as possible for a given transfer solution. Dynamic mesh eillocation is also used 
to both increase the accuracy of the discrete simulation and more accurately place the 
estimates of the engine switching times. A methodology of obtaining the solution of the 
2PBVP for the full switching problem from the approximate solution returned by the 
MINLP approximation is also described and uses a combination of system characteristics 
and derivations to implement. A strategy of solving a general switching transfer from 
the MINLP approximation to the solution of the 2PBVP is also presented. Solutions for 
a range of flight-times and their switching structures are presented. 
The effects of transients resulting from the use of NTR engines were modeled for 
optimal Lunar transfers. The nuclear core was simulated using the mono-energetic 
heat equations and the heat transfer by a lumped heat-exchange system. The combined 
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trajectory-propulsion system optimal problem is defined and solved for a specific mission 
profile. The solution foimd consisted of three thrusting and two coast phases where two 
thrust phases are used for the Lunax capture. The trajectory solution and optimal 
control histories for the transfer are presented for a startup, shutdown, and "altered" 
phase. The altered phase is the result of the last thrust phcise's close time proximity 
to the first Lunar capture bum. This proximity alters how the core is controlled and is 
detailed in results section of Chapter 5. A comparison is given between this combined 
system and previous work on estimating the effects of the transients. 
Future Research 
Several areas of this dissertation can be extended for future research. The develop­
ment of the DBE method introduces the possibility of combining the design of Lunar 
missions with the trajectory optimization process. The combination can take into ac­
count the "parking" orbits about the Earth and Moon and the energy requirements 
of launch vehicles to place the spacecraft in these orbits, the investigation of several 
different propulsion systems over a range of thrust values, and even include "out-and-
back" mission scenarios for a Lunar transportation system. The switching problem of 
Chapter 4 is presented in a 2PBVP format which in general can not be solved using 
the relaxation method of Chapter 2 because of the discontinuous nature of the switching 
function and the inability to eliminate the mass flow control from the coupled equations. 
The development of the switching function and, more importantly, its derivative allows 
a different formulation of the 2PBVP. The mass costate equation is uncoupled from the 
rest of the state/costate systems and the switching function derivative equation caji be 
substituted for the mass costate equation. This substitution of a for can be used 
to eliminate the the control in the rest of the state/costate system and the relaxation 
method can then be applied to the 2PBVP. Difficulties arise in the calculation of the 
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Jacobian of this new 2PBVP, which turns out to be singular, which would need to be 
overcome for the method to be viable. The NTR combined trajectory/propulsion system 
of Chapter 5 simulates the nuclear core and heat transfer model to model the transients 
resulting from the NTR use. Another approach for modeling the transients would be 
to replace the heat-exchange dynamics with a system that requires a certain propellant 
mass flow for a given power level. This approach is very similar to that used by Sachs 
and Dinkekaajm [11] and allows a finer modeling of the propeUant flow needs to actual 
experimental data. 
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APPENDIX A GENERALIZED CROSS DECOMPOSITION 
(CCD) 
The Generalized Cross Decomposition, GCD, consists of two phases: the primal 
and dual subproblem phase (Phase I) and the mcister problem phzise (Phase II). In 
Phase I, the primal subproblem provides an upper bound on the sought solution ajid the 
Lagrange multipliers for the dual subproblem. The duaJ subproblem provides a lower 
bound on the solution and supplies a current integral vector for the primai subproblem. 
Both the primal and dual subproblems provide cuts for the master problem in Phase 11. 
An iteration of the GCD algorithm solves a primal and dual subproblem and a primal 
convergence test is applied to the current integral vector, while a dual convergence test 
is applied to the dual Lagrange multipliers. If any convergence test fails, Phase II is 
executed which solves a master problem and then retiims to Phase I. The key idea is 
to make extensive use of Phase I and limit as much as possible the use of Phase II by 
the application of appropriate convergence tests. This assumes that the solution of the 
master problem in Phase II is much more difficult and CPU time consuming then the 
solution of the subproblems in Phase I which is nearly always the case. The subproblems 
and master problems of both phases are determined below, along with a description and 
discussion of the chosen convergence tests. Finally, the general algorithm is given which 
was implemented for this work. The complete derivation is not given, nor the necessary 
background in duality theory since this is beyond the scope of this work. The details of 
the derivation and other aspects of the algorithm can be found in Holmberg [19], Van 
164 
Roy [40], Floudas [20], Benders [41], and GeofErion [42]. 
The general problem statement which will be considered follows: 
min f { x , y )  (A.l) 
subject to: h [ x ^ y )  =0 
9{x,y) <0 
with X  € 3?", y € = {0,1}', h  € and g  G There axe two possible cases 
resulting from trying to solve Equation (A.l): feasible and infeasible solutions. An 
infeasible solution is one where the constraints can not be satisfied. Two Lagrange 
functions are then defined, one for a feasible solution 
L  (i, y, X , f i )  =  f  (x, y )  + h  (x, y )  +  f i ^ g  (x, y )  (A.2) 
and one for an infeasible solution 
L (x, y, A, /i) = X^h (x,  y) + p.'^g (x,  y) (A.3) 
Development of Problems 
Phase I - Subproblems 
The primal subproblem results from fixing the j/-vector to a particular 0 — 1 combi­
nation denoted as i/^. The problem can be stated as 
mm /(x,y^) (A.4) 
subject to: h  ^ x, = 0 
9 {x, y'') < 0 
A feasible and infeasible solution to Equation (.Al.4) is possible. A feasible solution yields 
a corresponding float vector, x*^, the optimal objective function value, P*"' = P , and 
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the Lagrange multipliers and The dual subproblem uses and and takes the 
form 
T 
min f { x , y )  +  ( / )  g { x , y )  (A.5) 
subject to: h  (x, y )  =0 
When an infeasible solution is detected, a feasibility problem is formulated and takes 
the form: 
nun ||q|| (A.6) 
subject to: h { x , y )  =0 
g { x , y )  < a  
a  > 0  
where a is a vector of length m,- which is restricted to be always positive. Note that 
j|o|| = 0 is a feasible point. The solution of Equation (A.6) provides the Lagrange 
multipliers A' and p.' and the Lagrange value, Z' = Z t/, A', /i'j. The dual subproblem 
then takes the form 
mm [ii'Ygix,y) (A.7) 
subject to: h  (x, y )  =0 
Note that the solution of Equation (A.7) does not provide any bound on Equation (A.l), 
and it can only provide a dual cut that will eliminate /i' from further consideration. 
Phase II - Mzister Problems 
The development of Phase II is identical to the generalized benders decomposition of 
Benders [41] and wiU not be repeated here. The final form of the relaxed primal master 
problem is 





subject to: H c  >  L  k  =  1 , 2 , . . . ,  K  
0 > Z ,/= 1,2,...,L 
where K  is the nimiber of foimd feasible cuts and L  is the number of found infeasible 
cuts. Note that this formulation uses the assumption of Geoffrion [42] that a local 
linearization about the previously found feasible and infeasible points will provide valid 
cuts. The primary significance is that the method can no longer claim global optimality, 
but a local minimum is stiU assured. 
The derivation of the Lagrange relaxation master problem employs Lagrangian du­
ality and considers the dualization of the g{x,y) inequality constraints. The dual takes 
the following form: 
minr,j, / (x, y )  + (x, y )  
subject to: h  (x, y )  
The inner problem of Equation (A.9) is parametric in /x, and for a fixed value of /z it 
corresponds to the dual subproblem of Equation (A.o) in Phase I. Denoting the solution 
of the dual as ^x'^, , assuming feasibility, and define 
AN/") =/(i'./) (A.IO) 
then the relaxed Lagrange relaocation master problem becomes 
max /jLc (A.11) 
subject to: /ic <  h ' ' { / j . ) ,  k  =  1 , 2 , . . . ,  K  
y. >0 
The solution of Equation (A.11) provides a valid upper bound on the primal problem 
only if that problem is convex, therefore it can only be used as a heuristic. In the case 
of infeasibility, the following cuts are introduced 
h'iii.) = li'g {x\y'-) (A.12) 
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Convergence Tests 
The convergence tests axe used to provide 
1. upper bound improvement 
2. lower bound improvement 
3. cut improvement 
An upper bound improvement corresponds to a decrease in the upper bound, UBD, 
obtained by the primal subproblem, Equation (A.4). A lower bound improvement cor­
responds to an increase in the lower bound, LBD, obtained by the dual subproblem, 
Equation (A.5). A cut improvement corresponds to generating a new cut which becomes 
active and is not dominated by the cuts generated in previous iterations. Two cuts can 
be found from Equation (A.8), primal cut improvement, and from Equation (A.11), a 
Lagrange relaxation cut improvement. 
Three tests are required ajid can be described as 
CTP This test determines if a current y-vector, denoted here by can provide an 
upper bound improvement. If 
L  (x\ y %  A*, /) < U B D  for A: = 1,2,..., A" 
L  < 0  for /  = 1,2, . . . ,L 
then y'^ does provide an upper bound improvement and the test is passed. 
CTD This test determines if a y"^ can provide a lower bound improvement. If 
h ' ' { f i ' ) > L B D  for ^-= 1,2,..., A' (A.13) 
where corresponds to the multipliers for then the test is passed. 
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CTDU This test determines if a relaxation cut improvement is valid. If 
h' {fi") >0 for / = 1,2,..., I (A.14) 
where corresponds to the multipliers for y'^, then the test is passed. 
The first condition of the CTP test and the CTD test are "value convergence" tests 
because they rely on feasible problems, while the second condition of the CTP test 
and the CTDU test are 'feasibility convergence" tests because they rely on feasibility 
problems for infeasible solutions. 
The proof of a convergence in a finite number of iterations is given by Hohnberg [19] 
and relies completely on the CTP test. This does not mean however that the CTD 
test cannot provide convergence, only that it can not be assured of doing so in a finite 
number of steps. 
The algorithm in the next section aJso makes use of a simple boimds test of the form 
If \  U B D  —  L B D  \ <  € ,  stop (A.15) 
This test will be called the BT test and provides the stopping mechanism in the algo­
rithm. 
Algorithm 
A list of definitions will allow a more elegant representation of the GCD algorithm: 
• The solution of Equation (A.4) wiU be denoted as P  
• The solution of Equation (A.11) will be denoted a s  R L R M .  
• The solution of Equation (A.5) will be denoted as D  
• The solution of Equation (-A..6) will be denoted a s  F P  
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• The solution of Equation (A.7) will be denoted a s  F D  
• The solution of Equation (A.8) will be denoted as R P M .  
This list ajid the convergence tests are used in the algorithm which foUows: 
1. Given the initial estimate and the convergence tolerance e. Set the upper bound 
to infinity, UBD = oo, the lower bound to minus infinity, LBD = —oo, and 
initialize the feasible solution counter, A; = 1, and the infeasible solution counter, 
1 = 1. 
2. Attempt to solve P . If the problem is feasible go to 3, otherwise the problem 
is infeasible and go to 4. 
3. "FEASIBLE" Let x be the solution to the feasible problem with A and fi the 
Lagrange multipliers. Set the upper bound to 
U B D  =  m m P { y ^ )  (A.16) 
and check the boimds, i.e. apply the BT test. If the test is passed stop. 
(a) Apply the CTD test. If passed go to 3c, otherwise go to 3b. 
(b) Solve the relaxed Lagrangian master problem, R L R M ,  which provides a new 
UBD and /z. 
(c) Solve the dual subproblem D  ( f i )  and update the lower boimd, 
L B D  =  m a x  ( ^ L B D ,  ( • ' ^ • 1 7 )  
(d) Apply a  bounds test ,  BT. If  i t  is  passed stop,  otherwise go to 5.  
4. "INFEASIBLE" Solve the feasibility problem FP and determine the feasible 
Lagrange multipliers, A and jl. 
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(a) Apply the CTDU test. If passed go to 4b, otherwise to to 4c. 
(b) Solve the dual feasibil i ty problem F D  and denote the solution as [ x , y )  
and increment feasibility counter, / = / + 1, and y' = y. Go to 5. 
(c) Solve the relaxed primal master problem, R P M ,  to find Update the 
lower bound: 
LBD=n'^ (A.18) 
Apply the BT test. If passed stop, otherwise increment k  =  k  +  1  and = y .  
Go to 2. 
5. Apply the CTP test. If passed go to 3, otherwise go to 4c. 
Figure A.l gives a flow chart of this algorithm. Note that problems D  (Equation (.'V.S)), 
FD (Equation (A.7)), and RPM (Equation (A.8)) require the solution of separate 
MINLP problems. These problems are solved using a Branch and Bound algorithm 
























Figme A.l Flow Diagram for GCD Algorithm 
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APPENDIX B CLASS LIBRARY HEADER FILES 
The following code listings axe C++ headers files which describe the object library 
structure described in Chapter 2. The code is commented throughout by standard C, 
the backslash and asterisks, and C++, the double backslash, commenting methods. 
/• 
Class Dynamics 
Base class of dynamic equations. Member variables are; 
nVariables := number of states in dynamics 
nControls number of controls in dyanmxcs 
Member functions are: 
dyn(t,x,u,dxdt) given the independent variable t, 
the cnrrent state x and current control u. return 
the right-hand sides in dxdt. Function declared 
pure virtual. 
jacobian(t,x,u,dfdx) given the independent variable 
t, the current state x and control u, return the 
jacobian of the right-hatnd sides in dfdx. Default 
is a numerical finite-difference formula. 
*/ 





Dynamics (short n, short m) ; 
'Dynamics(); 
short getSysteoSizeO {return (nVariables);}; 
short getControlSizeO {retam (nControls) 
virtnal void dynCdoable t,doable xQ ,doable aD ,doable dxQ) = 0; 
virtaal void jacobian(doable t, doable xD , doable aQ, doable 'dfdxD); 
/» 
Class TsoBody 
Implements tso-body lestonian dynand.cs vith a tbrasting spacecraft. 
Five states are defined as folloss: 
r[0] := radins 
r[l] := polar angle 
r[2] := retdial velocity 
rC3] := tangential velocity 
r[4] := mass of spacecraft 
Tbo control's are possible: 
aCo] := thrust steering angle 
aCl] massflos 
There are no boands on the thrast steering angle, a[0] , and an 
apper limit on m2issflos, aCl] . 
• /  
class TsoBody : public Dynamics , public Spacecraft { 
protected: 
doable mu; 
doable gravityParameterO {return (mu);}; 
public: 
TsoBody(doable tZv,double isp,doable mi); 
TaoBody(doable gp,doable t2s,doable isp,double mi,double DU,double TU,double HU); 
"TaoBodyO ; 
void dyn(double t, double rO , double uO , double drQ); 
void jacobian (double t, doable rD , doable uO > double 'dfdrQ); 
/» 
Class ThreeBody and ThreeBodyLunar 
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loplements leBtonian dynamics in a restriced circular three-body 
system sith a thmsting spacecraft. Five states eure defined as 
folloss: 
r[0] := radins 
r[l] := polar angle 
r[2] := radial velocity 
rC3] := tangential velocity 
rC43 mass of spacecraft 
Tbo controls are implemented: 
a Co] := thmst steering angle 
nCi] I- massflov rate 
There are no boonds on the thmst steering angle, uCO] , and the 
massflos rate is limited betseen zero and some upper limit, i.e., 
0 <= a[l] <= max_limit. The ThreeBodyLonar class implements the 
same system bat centered on the secondary body. 
• /  
class ThreeBody : public Dynamics , public Spacecraft { 
protected; 
double mu.p; // primary mass parameter 
doable ma_s; // secondary mass parameter 
double dist; // distance betseen too masses 
doable omeg; // rotational velocity of moon 





ThreeBodyCdouble t2s,double isp,double mi); 
ThreeBody(double gpl. doable gp2, doable d, doable b,doable t2v, 
doable isp,doable ni,doable DO,doable TO,doable HU); 
"ThreeBody(); 
void dyn(double t, double rQ , double uQ , double drQ); 
void jacobietn(double t, doable rQ , doable uQ, double *dfdrD}; 
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class ThreeBodyLoaar : public Dynamics , public Spacecraft { 
protected; 
doable ma_p; // primary mass parameter 
double mn_s; // secondary mass parameter 
doable dist; // distance betseen tso masses 
double omeg; // rotational velocity of 





TIireeBodyLun2ir(doable t2s,double isp,doable mi); 
ThreeBodyLanar(doable gpl,doable gp2,doable d,doable b,doable t2v, 
doable isp,double mi,double DU,doable TC,doable HU); 
'ThreeBodyLunarO; 
void dynCdouble t, double rQ , double uQ , double drO); 
void jacobianCdouble t, double rQ, double uQ , double vd^drQ); 
}; 
/» 
•umerical Claiss shich integrates a set of ODE. The ODE's are 
evaluated by the pure virtual member function 
odesCx.y,dydx) = 0; 
where given independent variable x and current dependent vector y, 
return the ODE's in dydx. The default integrator is a Bulirsch-Stoer 
extrapolation scheme, but a Runge-Kutte scheme is avatilable as sell 
as a semi-implicit stiff integration method. 
»/ 
class Integration { 
private: 
double minCdouble a,double b) {return ((a) <= (b) ? (a) : (b));} 
double max(doable a,double b) {return ((a) >= (b) ? (a) : (b));} 
doable signCdouble a,double b) {return ((b) >= 0.0 ? fabs(a) : -f(a) ) ;} 
void ludcmpCdoable **a,short *indx,double td) ; 











virtaal void odes(dooble x,doable yQ .doable dydxO) = 0; 
virtual void jacobnCdoable x.doable yQ .doable dfdxQ .doable ••dfdy) ; 
void mudCdoable yO .doable dydxQ .doable xs .doable htot.short nstep.doable yoatQ); 
void bsstepCdoable yD .doable dydxQ .doable «xx.doable htry.doable *hdid.doable (hnext) ; 
void pzextrCshort iest.doable xest,doable yestQ.doable yzQ .double dyD); 
void rkqsCdoable yQ .double dydxQ .double 'x.doable htry.doable *hdid.doable vhnext}; 
void rkck(doable yQ.doable dydxQ .doable x.doable h.doable youtQ .double yerrQ); 
void stifbs(doable yQ .double dydxQ .double 'xx.doable htry.doable 'hdid.double 'hnext) ; 
void simprCdouble yQ .double dydxQ .double dfdxQ .double **dfdy.double xs.doable htot. 
short nstep.doable youtQ); 
public: 
IntegrationCshort n); 
Integration (short n.double accuracy .double hmin) ; 
"IntegrationO ; 
virtaal void Integrate (doable xo.double xf.double yoQ.short n.double acc,double hmin); 
virtual void Integrate (doable xo.double xf,double yoQ); 
virtuiil void Integrate (double xo.double xf.double yoQ.long kmax.long •kount.double dxsav, 
double *xp.double 'ypQ); 
virtueOl void Integrate_rk(double xo.double xf.double yoQ.short n.double acc.doable hmin); 
virtaal void Integrate_rk (double xo.double xf .double yoQ); 
virtual void Integrate_rk(doable xo.doable xf.doable yoQ.long kmax.long 'kount.doable dxsav, 
double 'xp.doable *ypQ); 
virtaal void Integrate_stiff(doable xo,doable xf,double yoQ,short n,double acc,double hmin); 
virtaal void Integrate.stiff(double xo.double xf.double yoQ); 
virtuetl void Integrate.stiff (doable xo.double xf.doable yoQ.long kmax.long *koant.double dxsav. 
double 'xp.double *ypQ); 
General Optimal Control Problem 
min J - phiCrCtf) .tf] integred.[ L(r.a.t)] dt 
subject to dr/dt = f(r. a. t) 
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imd satisfying: PsiCr(to), r(tf)] = 0 
Hamiltonian: 
H = L + 
state equations: 
dr/dt = f 
costate equations: 
dl/dt = "(dL/dx)' - (df/dx)'l 
stationarity condition: 
dH/du = 0 
note: a time-of-flight control parameter is allosed 
for the integration, i.e., 
dr/dtau = alpha • f(r, a, alpha«p) 
shere 0 <= tan <= 1.0. This alloBS a fixed-time 
of flight, tan nos goes betaeen zero and one, 
and a vetriable total time-of-flight, alpha. The 
parameter is entered shen the integration is 
performed by the object. 
•/ 







void TimeOfFlightCdouble tof); 
double Hamiltonian (donble t, doable rQ , double uD , double IQ); 
virtual void odes(donble t, doable xQ, double dxQ); 
virtual void control (double t, donble stateQ ,double costateQ, double uD) - 0; 
virtueil doable phi (double t, double xQ); 
virtual void dPhidx(double t, double xQ , double dphiD); 
virtusLl double L(double t, doable xO , doable uQ); 
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virtual void dLdx(doable t, doable xQ, doable aQ , doable dLO); 
}; 
/• 
Base class shich inpleoents cammon spacecraft behavior, e.g., 
given exhaast velocity and massflov determine thrust. Primeury 
cause of creation is to alios transient conditions in rocket 
operation, i.e., if exhaust velocity is lonered shat happens 




doable scExhaustVelocity; // exhaust velocity 
double scHassflos; // mass flos 
doable scInitialHass; // initial mass 
public: 
Spacecraft(); 
Spacecraft(double thrustSseight,doable isp,doable initialoass, 
doable DU = 1.0,doable TU = 1.0,doable HU = 1.0); 
'SpacecreiftO; 
virtual doable ExVelocityO (return (scExhaustVelocity);}; 
virtual double HassflosO -Cretum (scHassfloa);}; 
virtual doable ThrustO -Cretum (ExVelocity()«HassfloB());}; 
virtual doable InitialHassO {return (scInitiedHass) 
>: 
/» 
Matrix Claisses - standard matrix implementation 
•/ 








Matrix(short n,short m); 
"HatrixO; 
virtueil doable «operator • (short r) {return coeffCr];}; 
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virtaal doable ^ operator () (short i,short j) const; 
virtual void convertToBaseOneO; 
virtaal void convertToBaseZeroO; 
short getTypeO {retam (typo);>; 
short getKossO {retam (rovs);}; 
short getColsO {retam (cols};>; 
virtaal void setValue(doable x,short i,short j) {coeffCi]Cj] = x;}; 
virtaal doable getValae(short i.short j) const {retam (coeff Ci] [j] ) ;}; 
virtaal void getValae(Hatrix cA) const; 
friend ostream toperator « (ostream tos,Hatrix tmat); 
virtaal Hatrix ftoperator = (const Hatrix trval); 
virtaal void scalarHnltiply(doable a); 
friend void Sam(const Hatrix tlval,const Hatrix trval,Hatrix •resalt); 
}; 
// synnietric matrix class 




virtual doable toperator () (short i,short j) const; 
virtaal void setValue(doable x,short i,short j); 
virtual doable getValae (short i, short j) const; 
virtaal void getValue(Hatrix •k) const; 
SymHatrix toperator - (const SymHatrix trval) ; 
virtaal void scalarHultiply(double a); 
friend void Suo(const SymHatrix tlval,const SymHatrix trveil,SymHatrix *resttlt}; 
}; 
// banded block matrix class 
class BandHatrix : public Hatrix { 








BandHatrix(short n,short m,short n.band,short m_band); 
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'BandHatrixO; 
vircnal doable toperator () CshorC i,short j) const; 
virtual void convertToBaseOneO {off = 1;>; 
virtual void convertToBaseZeroC) -Coff 0;}; 
short getSoaBandO {retum (ros.band) ;>; 
short getColBandO {return (col.bcmd);}; 
virtual void setVed.ue(double x,short i,short j); 
virtual double getTalne(short i,short j) const; 
virtual void getVed.ne(Hatrix «A.) const; 
BandHatrix toperator - (const BandHatrix trval) ; 
virtued. void scsdarHultiply (double a); 
friend void SuD(const BandHatrix tlval,const BandHatrix trval,BandHatrix 'result); 
}; 
// trapezoid matrix class 
cleiss TrapHatrix ; public Hatrix { 










TrapHatrix(short ns,short nv,short nu,short no,short nf); 
"TrapHatrixO ; 
virtual double toperator () (short i,short j) const; 
virtual void convertToBaseOneO {off = 1;}; 
virtual void convertToBeiseZeroO {off = 0;}; 
virtual void setVeilue(double x,short i,short j); 
virtual double getValue(short i,short j) const; 
virtual void getValue(Hatrix *A) const; 
TrapHatrix toperator =(const TrapHatrix tr) ; 
virtual void scalarHultiply(double a); 
friend void San(const TrapHatrix tlval,const TrapHatrix trval,TrapHatrix •result); 
// hermite-sinpson matrix class 
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class HermSinpHatrix : public Hatrix { 











HemSimpHatrixCshort ns,short nv,short nu,short no,short nf) ; 
'HermSimpNatrixO; 
virtual double toperator () (short i,short j) const; 
virtual void convertToBeiseOneO {off = 1;}; 
virtual void convertToBaseZeroC) {off = 0;}; 
virtuetL void setValue(double x,short i,short j) ; 
virtual double getValue(short i,short j) const; 
virtual void getValue(Hatrix 'A) const; 
HermSinpHatrix ^ operator =(const HemSimpHatrix ti); 
friend void Sum(const HermSinpHatrix tlval,const HemSimpHatrix trval,HermSinpHatrix 'result); 
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APPENDIX C ADDITIONAL NECESSARY CONDITIONS 
The necessary conditions for an optinaal control problem with initial and terminal 
state constraints and control parameters is derived in this section. The general problem 
statement is: 
Find u (f), to <tf, and the control parameter vector a which minimizes 
J =  < f > [ x { t f )  , a , t f ] +  f L{ x { t )  , u { t )  , a , t ) d t  (C.l)  
J  t o  
subject to 
X  =  f { x { t ) , u { t ) , a , t )  (C.2) 
with the general  init ial  and terminal state constraints:  
T p [ x { t o ) , x { t f ) ]  =  Q  (C.3) 
where x 6 SR" and 0 6 3?'. An augmented performance index, J\ is define as 
J' =  ( l ) [ x  ( t f ) , a, t f ]  +  z/^z/7 [x ( t o ) ,  X  { t j ) ]  + j '  +  { f  -  x)] d t  (C.4) 
J to 
where i/ is a ^-vector of constant multipliers ajid A is a n-vector of costate multipliers. 
The Hamiltonian is introduced for convenience and is defined as 
H = L + X^f (C.5) 
The augmented performance index can then be written as 
y  = cii[x(f/) ,a,^;]+ i /^0[x(fo),x(i /)]  + f ' H — >^xdt (C.6) 
J to 
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The last term can be integrated by parts to yield 
J '  = ( l > [ x { t j ) , ( x , t f \  +  u ^ r l ; [ x { t o ) , x { t f ) \ - X ' ^  { t o ) x { t o )  (C.7) 
+  [ H  +  X ^ x ) d t  
Now, expand J '  to a first-order Taylor series about control variations in u (f) and q: 
5J' = d(f> (d4;\ 
T 
5 x { t f )  +  d(f> fdtl^V S t f  (C.8) 




5 x  { t o )  +  d a  
bhv ^  dH^ fdH y 
1 5 u  + -T—S Q  4- I X 57 + ^ ) d t  
The first variation must be equal to zero for a minimimi to occur and setting the inde­
pendent increments to zero yields: 






d H  
d x  
m  
d u  
^ [ x { t o )  , x { t f ) \  
d < f )  .  r ^ f  d H  
=  2 2 + r  
da Ji, d a  
d t  
0 = 




d x ^ \ d x j  "  
(C.9) 
(C.IO) 
(C.l l)  
(C.12) 
(C.13) 
5 x { t f )  (C.14) 
t=tf 
d(l> fdij} . 
Sti 
t=t, 
Equation (C.9) defines the state equations, Equation (C.IO) defines the costate equa­
tions, and Equation (C.12) imposes the required initial and terminal state constraints. 
Equation (C.ll) is the stationarity condition and Equation (C.13) is the new necessary 
condition when control parameters are present. Equation (C.14) defines a new transver-
sality condition where the sum needs to be zero. The first term deals with the initial 
184 
conditions, the second with the final conditions, and the last term is for a variable end-
time problem and disappears when a fixed-end time problem is examined. Note that 
if the im'tiai state is independent of the final state, which is usually the assumed case, 
the terms can be separately set to zero. Also, Equations (C.9), (C.IO), and (C.ll) are 
identical to the case where no initial state constraint or control parameters are present. 
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