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GENERALIZED MARIN˜O-VAFA FORMULA AND
LOCAL GROMOV-WITTEN THEORY OF
ORBI-CURVES
Zhengyu Zong
Abstract
We prove a generalized Marin˜o-Vafa formula for Hodge inte-
grals over Mg,γ−µ(BG) with G an arbitrary finite abelian group.
This formula can be viewed as a formula for the one-leg orbifold
Gromov-Witten vertex where the leg is effective. We will prove
the orbifold Gromov-Witten/Donaldson-Thomas correspondence
between our formula and the formula for the orbifold DT vertex
in [4]. We will also use this formula to study the local Gromov-
Witten theory of an orbi-curve with cyclic stack points in a Calabi-
Yau three-orbifold.
1. Introduction
The Gromov-Witten/Donaldson-Thomas correspondence conjectured
in [27, 28] states that the GW theory and the DT theory of a smooth 3-
fold are equivalent after a change of variables. By the results in [27, 32],
this correspondence for smooth toric 3-folds is equivalent to the algo-
rithm of the topological vertex [2]. The GW/DT correspondence for
smooth toric 3-folds is proved in [29]. For smooth toric Calabi-Yau 3-
folds, the GW theory is obtained by gluing the GW vertex, a generating
function of cubic Hodge integrals, and the DT theory is obtained by glu-
ing the DT vertex, a generating function of 3d partitions. The GW/DT
correspondence for smooth toric Calabi-Yau 3-folds can be reduced to
the correspondence between the GW vertex and the DT vertex. The
Marin˜o-Vafa formula, conjectured in [26] and proved in [21, 31], can
be viewed as a formula for the framed 1-leg GW vertex; it implies the
correspondence between the 1-leg GW vertex and the 1-leg DT vertex.
A vertex formalism for the orbifold DT theory (resp. orbifold GW
theory) of toric Calabi-Yau 3-orbifolds is established in [4] (resp. [33]).
For toric Calabi-Yau 3-orbifolds, the orbifold GW theory is obtained by
gluing the GW orbifold vertex, a generating function of cubic abelian
Hurwitz-Hodge integrals, and the orbifold DT theory is obtained by
gluing the DT orbifold vertex, a generating function of colored 3d par-
titions. J. Bryan showed the orbifold GW theory of the local footballs
(computed in [15]) and the orbifold DT theory of the local footballs
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(computed in [4]) are equivalent after a change of variables [3]. It is
natural to ask if the GW orbifold vertex and the DT orbifold vertex are
equivalent after a change of variables.
In this paper, we prove a generalized Marin˜o-Vafa formula, which can
be viewed as a formula for the framed 1-leg GW orbifold vertex where
the leg is effective, and prove a GW/DT correspondence in this case.
The correspondence for the 1-leg Z2 vertex is proved in [33]. We also
use our generalized Marin˜o-Vafa formula to study the local Gromov-
Witten theory of an orbi-curve with cyclic stack points in a Calabi-Yau
three-orbifold.
1.1. Marin˜o-Vafa formula for Za. Fix an integer a ≥ 1. LetMg,γ(BZa)
be the moduli space of stable maps to BZa where γ = (γ1, · · · , γn) is a
vector of elements in Za. Let U be the irreducible representation of Za
given by
φU : Za → C∗, φU (1) = e
2pi
√−1
a .
Then there is a corresponding Hodge bundle
EU →Mg,γ(BZa)
and the corresponding Hodge classes on Mg,γ(BZa) are defined by
Chern classes of EU ,
λUi = ci(E
U ).
Similarly, for any irreducible representation R of Za, we have a corre-
sponding Hodge bundle ER and Hodge classes λRi . Let Mg,n be the
moduli space of stable curves of genus g with n marked points and let
ψi be the i
th descendent class on Mg,n, 1 ≤ i ≤ n. Let
ǫ :Mg,γ(BZa)→Mg,n
be the canonical morphism. Then the descendent classes ψ¯i onMg,γ(BZa)
are defined by
ψ¯i = ǫ
∗(ψi).
Let
Λ∨,Rg (u) = u
rkER − λR1 urkE
R−1 + · · ·+ (−1)rkERλRrkER ,
where rkER is the rank of ER determined by the orbifold Riemann-
Roch formula.
Let d be a positive integer and let µ = (µ1 ≥ · · · ≥ µl(µ) > 0) be a
partition of d > 0 which means |µ| := ∑l(µ)i=1 µi = d. Now we require
γ = (γ1, · · · , γn) to be a vector of nontrivial elements in Za and view µ
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as a vector of elements in Za. Then for τ ∈ Z, we define Gg,µ,γ(τ)a as
√−1l(µ)−|µ|+2
∑l(µ)
i=1 [
µi
a
]
τ l(µ)−1a
l(µ)−∑l(µ)i=1 δ0,〈µia 〉
|Aut(µ)||Aut(γ)|
l(µ)∏
i=1
∏[µi
a
]
l=1 (µiτ + l)
[µia ]!
·
∫
Mg,γ−µ(BZa)
(− 1a(τ + 1a))−δ Λ∨,Ug ( 1a)Λ∨,U∨g (−τ − 1a)Λ∨,1g (τ)∏l(µ)
i=1(1− µiψ¯i)
,
where γ − µ denotes the vector (γ1, · · · , γn,−µ1, · · · ,−µl(µ)), ψ¯i corre-
sponds to µi, U
∨ and 1 denote the dual of U and the trivial represen-
tation respectively, [x] denotes the integer part of x, 〈x〉 = x− [x],
δ0,x =
{
1, x = 0,
0, x 6= 0,
and
δ =
{
1, if all monodromies around loops on the domain curve are trivial,
0, otherwise.
Introduce formal variables p = (p1, p2, . . . , pn, . . .), x = (x1, . . . , xa−1)
and define
pµ = pµ1 · · · pµl(µ) , xγ = xγ1 · · · xγn
for a partition µ. Define generating functions
Gµ,γ(λ; τ)a =
∞∑
g=0
λ2g−2+l(µ)Gg,µ,γ(τ)a
G(λ; τ ; p;x)a =
∑
µ6=∅,γ
Gµ,γ(λ; τ)apµxγ =
∑
µ6=∅
Gµ(λ; τ ;x)apµ =
∑
γ
Gγ(λ; τ ; p)axγ
G•(λ; τ ; p;x)a = exp(G(λ; τ ; p;x)a) =
∑
µ,γ
G•µ,γ(λ; τ)apµxγ = 1 +
∑
µ6=∅,γ
G•µ,γ(λ; τ)apµxγ
= 1 +
∑
µ6=∅
G•µ(λ; τ ;x)apµ
G•µ,γ(λ; τ)a =
∑
χ∈2Z,χ≤2l(µ)
λ−χ+l(µ)G•χ,µ,γ(τ)a.
Our G(λ; τ ; p;x)a corresponds to the framed 1-leg orbifold Gromov-
Witten vertex where the leg is effective. In this paper, we will prove the
orbifold GW/DT correspondence between our GW vertex G(λ; 0; p;x)a
and the 1-leg DT vertex V aν∅∅(q, q1, · · · , qa−1) which appears in Example
4.2 in [4].
More precisely, let V
′a
ν∅∅(q, q1, · · · , qa−1) =
V a
ν∅∅(q,q1,··· ,qa−1)
V a∅∅∅(q,q1,··· ,qa−1)
be the cor-
responding reduced DT vertex. Then we have the following theorem:
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Theorem 2.1: Under the change of variables q = −e
√−1λ, ql = ξ−1a e
−∑a−1i=1 ω
−2il
a
a
(ωia−ω−ia )xi , l =
1, · · · , a− 1 we have
G•µ(λ; 0;x)a =
∑
|ν|=|µ|
(−1)Aν(0,a)q |µ|2 +Aν(0,a)q−
d
a
+Aν(1,a)−Aν (0,a)
1 · · · q
− d(a−1)
a
+Aν(a−1,a)−Aν (0,a)
a−1
V
′a
ν∅∅(−q, q1, · · · , qa−1)
χν(µ)
zµ
,
where ξa = e
2pii
a , ωa = e
pii
a and zµ = |Aut(µ)|µ1 · · ·µl(µ).
For a partition µ, χµ denotes the character of the irreducible repre-
sentation of Sd indexed by µ, where d = |µ| =
∑l(µ)
i=1 µi. Let
κµ = |µ|+
∑
i
(µ2i − 2iµi).
Then under the above change of variables, let
R•µ(λ; τ ;x)a =
∑
|ν|=|µ|
(q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 )
|ν| ∑
|ξ|=|ν|
sξ′(−q•)χξ(ν)Φ•ν,µ(
√−1λτ)
where
Φ•ν,µ(λ) =
∑
η
χη(ν)
zν
χη(µ)
zµ
e
κηλ
2 ,
sξ′ is the Schur polynomial corresponding to the conjugate of ξ, −q• =
(−Q,−Qqa−1, · · · ,−Qq1 · · · qa−1), and −Q = (1,−q, (−q)2, (−q)3, · · · ).
Φ•ν,µ(λ) satisfies the following properties (see [22]),
(1) Φ•ν,µ(λ1 + λ2) =
∑
σ
Φ•ν,σ(λ1) · zσ · Φ•σ,µ(λ2),
(2) Φ•ν,µ(0) =
1
zν
δν,µ.
By (1), (2) we have
R•µ(λ; 0;x)a = (q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 )
|µ| ∑
|ν|=|µ|
sν′(−q•)χν(µ)
zµ
,
(3) R•µ(λ; τ ;x)a =
∑
|ν|=|µ|
R•ν(λ; 0;x)azνΦ
•
ν,µ(
√−1λτ).
We also define generating functions
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R•(λ; τ ; p;x)a =
∑
µ,γ
R•µ(λ; τ ;x)apµ,
R(λ; τ ; p;x)a = logR
•(λ; τ ; p;x)a =
∑
µ6=∅,γ
Rµ,γ(λ; τ)apµxγ
=
∑
µ6=∅
Rµ(λ; τ ;x)apµ =
∑
γ
Rγ(λ; τ ; p)axγ .
The Marin˜o-Vafa formula for Za is the following theorem.
Theorem 1 (Marin˜o-Vafa formula for Za).
G(λ; τ ; p; q)a = R(λ; τ ; p;x)a.
When a = 1 (and hence x = ∅),
R•µ(λ; 0; ∅)a = (q
1
2 )|µ|
∑
|ν|=|µ|
sν′((1,−q, (−q)2, (−q)3, · · · )χν(µ)
zµ
=
∑
|ν|=|µ|
χν(µ)
zµ
e
√−1
4
κνλVν(λ)
where
Vν(λ) =
∏
1≤a<b≤l(ν)
sin [(νa − νb + b− a)λ/2]
sin [(b− a)λ/2]
· 1∏l(ν)
i=1
∏νi
v=1 2 sin [(v − i+ l(ν))λ/2]
.
Vν(λ) has an interpretation in terms of quantum dimensions (see [21]
and [31])
Vν(λ) =
√−1|ν|dimqRν|ν|! =
√−1|ν|∏
x∈ν(qh(x)/2 − q−h(x)/2)
,
where q = e
√−1λ, dimqRν is the quantum dimension of the irreducible
representation of Sd index by ν, the product is over all the boxes x in
the Young diagram associated to the partition ν, and h(x) is the hook
length of the box x. In this case, Theorem 1 is the original Marin˜o-Vafa
formula in [21] and [31]. In [19], G(λ; τ ; p; ∅)1 and R(λ; τ ; p; ∅)1 are
denoted by G(λ; τ ; p) and R(λ; τ ; p) respectively.
In section 3, we will define a generating function K•µ(λ;x) of relative
Gromov-Witten invariants of (P1a,∞). In section 4, we will prove the
following theorem, which gives Theorem 1.
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Theorem 2.
K•µ(λ;x) =
∑
|ν|=|µ|
G•ν(λ; τ ;x)azνΦ
•
ν,µ(−
√−1τλ).
By (1), (2), Theorem 2 is equivalent to
G•µ(λ; τ ;x)a =
∑
|ν|=|µ|
K•ν (λ;x)zνΦ
•
ν,µ(
√−1τλ), G•µ(λ; 0;x)a = K•µ(λ;x).
So Theorem 1 follows from (3) and the initial condition G•µ(λ; 0;x)a =
R•µ(λ; 0;x)a.
1.2. Abelian group G. Let G be an finite abelian group and let R be
an irreducible representation
φR : G→ C∗
with associated short exact sequence
0→ K → G φ
R
→ Im(φR) ∼= Za → 0.
Let µ¯ = (µ¯1, · · · , µ¯l(µ¯)) be a vector of elements in G such that
φR(µ¯) = µ.
Here we view µ as a vector of elements in Za. Let γ = (γ1, · · · , γn)
be a vector of elements in G such that φR(γ) is a vector of nontrivial
elements in Za. Then we define Gg,µ,γ(τ)a,φR as
√−1l(µ)−|µ|+2
∑l(µ)
i=1 [
µi
a
]
τ l(µ)−1a
l(µ)−∑l(µ)i=1 δ0,〈µia 〉
|Aut(µ)||Aut(γ)|
l(µ)∏
i=1
∏[µi
a
]
l=1 (µiτ + l)
[µia ]!
·
∫
Mg,γ−µ¯(BG)
(− 1a(τ + 1a))−δK Λ∨,Rg ( 1a)Λ∨,R∨g (−τ − 1a)Λ∨,1g (τ)∏l(µ)
i=1(1− µiψ¯i)
where
δK =
{
1, if all monodromies around loops on the domain curve are contained in K,
0, otherwise.
In the definition of Gg,µ,γ(τ)a,φR , we have some freedoms of choosing µ¯
and we set the following requirements:
1) If
∑n
i=1 φ
R(γi) −
∑l(µ)
j=1 µj = 0, then
∑n
i=1 γi −
∑l(µ)
j=1 µ¯j ∈ K. So
we can choose µ¯ such that φR(µ¯) = µ still holds and
∑n
i=1 γi −∑l(µ)
j=1 µ¯j = 0.
2) If
∑n
i=1 φ
R(γi)−
∑l(µ)
j=1 µj 6= 0, then bothMg,γ−µ¯(BG) andMg,φR(γ)−µ(BZa)
are empty and we choose µ¯ arbitrarily.
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We also define generating functions
Gµ,γ(λ; τ)a,φR =
∞∑
g=0
λ2g−2+l(µ)Gg,µ,γ(τ)a,φR
Gγ(λ; τ ; p)a,φR =
∑
µ6=∅
Gµ,γ(λ; τ)a,φRpµ.
The Marin˜o-Vafa formula for G is the following theorem.
Theorem 3 (Marin˜o-Vafa formula for G).
Gγ(λ; τ ; p)a,φR = |K|RφR(γ)(|K|λ; τ ;
p
|K|)a,
where p|K| denotes the formal variables (
p1
|K| ,
p2
|K| , . . . ,
pn
|K| , . . .).
1.3. The local Gromov-Witten theory of orbi-curves. Let (X, p1, · · · , pr, q1, · · · , qs)
be a fixed non-singular genus g orbi-curve with stack points p1, · · · , pr
of orders a1, · · · , ar and with ordinary points q1, · · · , qs. Let α1, · · · , αs
be partitions of d > 0. Let γ1, · · · , γr be vectors of nontrivial elements
in Za1 , · · · ,Zar respectively. When a1 = · · · = ar = 1, the relative local
invariant Zbd(g)−→α of X is defined in [6]. This local theory is called local
Calabi-Yau theory in [7] because the vector bundle over the target curve
in the definition of Zbd(g)−→α is a (non-compact) Calabi-Yau threefold. In
[7], the local Gromov-Witten theory of ordinary curves is solved without
imposing the Calabi-Yau condition on the target.
We will define the relative local invariant Zb,γd (g)−→α ,−→a of (X, p1, · · · , pr, q1, · · · , qs)
similar to the one in [6], where −→a = (a1, · · · , ar) and γ = γ1+ · · ·+ γr.
Then to determine the relative local invariants of all (X, p1, · · · , pr, q1, · · · , qs),
we only need to determine Zb,γd (0)(µ),(a) because of the gluing law in [6].
Define the generating function
Zd(g)(λ;x)−→α ,−→a =
∑
b,γ
Zb,γd (g)−→α ,−→a λ
bxγ .
We will use the Marin˜o-Vafa formula for Za to calculate Zd(0)(λ;x)(µ),(a) .
The result is the following theorem:
Theorem 4.
λ−
d
aZd(0)(λ;λ
1
a
−1x1, · · · , λ
a−1
a
−1xa−1)(µ),(a) =
√−1d−l(µ)(q 12 q−
1
a
1 · · · q
− a−1
a
a−1 )
|µ| ∑
|ν|=|µ|
sν′(−q•)χν(µ)
zµ
,
where the change of variables is given in Theorem 2.1.
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2. Initial value and orbifold
Gromov-Witten/Donaldson-Thomas correspondence
The original GW/DT correspondence is conjectured in [27, 28], which
states that the GW theory and the DT theory of a smooth 3-fold are
equivalent after a change of variables. In [29], this conjecture is proven
for smooth toric 3-folds . This result can be viewed as the equivalence
of the GW theory and the DT theory of the non-orbifold topological
vertex. In [4], the DT theory of the orbifold topological vertex is estab-
lished. We will prove the orbifold GW/DT correspondence between our
GW vertex G(λ; 0; p;x)a and the one-leg DT vertex V
a
ν∅∅(q, q1, · · · , qa−1)
which appears in Example 4.2 in [4]. When a = 2, this correspondence
is proven in [33].
In [4], the DT vertex V aν∅∅(q, q1, · · · , qa−1) is expressed as
V aν∅∅(q, q1, · · · , qa−1)
= V a∅∅∅(q, q1, · · · , qa−1)q−Aν(0,a)qAν(0,a)−Aν (1,a)1 · · · qAν(0,a)−Aν(a−1,a)a−1 sν′(q•).
where Aν(k, n) =
∑
(i,j)∈ν [
i+k
n ], s
′
ν is the Schur polynomial, ν
′ is the con-
jugate of ν and q• = (Q,Qqa−1, · · · , Qq1 · · · qa−1), Q = (1, q, q2, q3, · · · ).
Let V
′a
ν∅∅(q, q1, · · · , qa−1) =
V a
ν∅∅(q,q1,··· ,qa−1)
V a∅∅∅(q,q1,··· ,qa−1)
be the corresponding re-
duced DT vertex. The following theorem gives the orbifold GW/DT
correspondence between G•µ(λ; 0;x)a and V
′a
ν∅∅(q, q1, · · · , qa−1).
Theorem 2.1. Under the change of variables q = −e
√−1λ, ql =
ξ−1a e
−∑a−1i=1
ω
−2il
a
a
(ωia−ω−ia )xi , l = 1, · · · , a− 1 we have
G•µ(λ; 0;x)a =
∑
|ν|=|µ|
(−1)Aν(0,a)q |µ|2 +Aν(0,a)q−
d
a
+Aν(1,a)−Aν (0,a)
1 · · · q
− d(a−1)
a
+Aν(a−1,a)−Aν (0,a)
a−1
V
′a
ν∅∅(−q, q1, · · · , qa−1)
χν(µ)
zµ
,
where ξa = e
2pii
a , ωa = e
pii
a and zµ = |Aut(µ)|µ1 · · ·µl(µ).
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Proof. If τ = 0, then Gg,µ,γ(0)a = 0 if l(µ) > 1. If l(µ) = 1, then
the moduli space Mg,γ−(d)(BZa) is nonempty if and only if the parity
condition
d =
n∑
i=1
γi (mod a)
holds. So when l(µ) = 1 and d =
∑n
i=1 γi (mod a), we have
Gg,(d),γ(0)a =
√−11−d+2[
d
a
]
a
1−δ
0,〈 da 〉
1
|Aut(γ)|
∫
Mg,γ−(d)(BZa)
(− 1
a2
)−δ
Λ∨,Ug ( 1a)Λ
∨,U∨
g (− 1a)Λ∨,1g (0)
1− dψ¯
=
√−11−d+2[
d
a
]
a
1−δ
0,〈 da 〉
1
|Aut(γ)|
∫
Mg,γ−(d)(BZa)
(−1)g−1+n−
∑n
i=1
γi
a +〈 da 〉
a
2g−1+n−δ
0,〈 da 〉
(−1)gλg
1− dψ¯
=
(−1)n−1√−11−d+2(
d
a
−∑ni=1
γi
a
)
a2g−2+n
1
|Aut(γ)|
∫
Mg,γ−(d)(BZa)
λg
1− dψ¯
=
(−1)n−1√−11−d+2(
d
a
−∑ni=1
γi
a
)
a−1+n
d2g−2+n
1
|Aut(γ)|
∫
Mg,n+1
λgψ
2g−2+n
=
(−1)n−1√−11−d+2(
d
a
−∑ni=1
γi
a
)
a−1+n
d2g−2+n
1
|Aut(γ)|
∫
Mg,1
λgψ
2g−2,
where the second equality holds by Mumford’s relation [5], the fourth
equality holds by the fact that the degree of the mapMg,γ−(d)(BZa)→
Mg,n+1 is a2g−1 [14], and the last equality holds by the string equation.
So we have
G(d),γ(λ; 0)a =
∞∑
g=0
λ2g−1Gg,(d),γ(0)a
=
(−1)n−1√−11−d+2(
d
a
−∑ni=1
γi
a
)
dn−1
2a−1+n sin dλ2 |Aut(γ)|
,
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where the second equality holds by the fact (see [11])
∞∑
g=0
λ2g
∫
Mg,1
λgψ
2g−2 =
λ/2
sin(λ/2)
.
So we have
G(λ; 0; p;x)a =
∑
d≥1,d=∑ni=1 γi(moda)
(−1)n−1√−11−d+2(
d
a
−∑ni=1
γi
a
)
dn−1
2a−1+n sin dλ2 |Aut(γ)|
pdxγ
= −
∑
d≥1
∑
k1,··· ,ka−1≥0
a−1∑
l=0
ξ
l(d−∑a−1j=1 jkj)
a
√−11−d+
2d
a pd
2d sin dλ2
a−1∏
j=1
(− daω−ja xj)kj
kj!
= −
∑
d≥1
∑
k1,··· ,ka−1≥0
a−1∑
l=0
ξlda
√−11−d+
2d
a pd
2d sin dλ2
a−1∏
j=1
(− daω−ja ξ−jla xj)kj
kj !
.
Let ul = exp(
∑a−1
j=1 − 1aω−ja ξ−jla xj), l = 0, · · · , a − 1 and pd =
∑∞
i=1 y
d
i .
Then we have
G(λ; 0; p;x)a = −
∑
d≥1
a−1∑
l=0
pd
d
(
√−1−
a−2
a ξlaul(−q)
1
2 )d
1− (−q)d
= −
∑
d≥1
a−1∑
l=0
∑
i,j≥1
1
d
(
√−1−
a−2
a ξlaul(−q)
1
2 yi)
d(−q)d(j−1)
= log(
a−1∏
l=0
∏
i,j≥1
(1 +
√−1−
a−2
a ξlaul(−q)
1
2 yi(−q)jq−1)).
Note that
ul−1
ul
= ξaql for l = 1, · · · , a− 1. So we have ulξla = u0q1···ql , l =
1, · · · , a−1. Also note that u0 · · · ua−1 = 1. So ulξla = 1u1···ua−1q1···ql . By
taking the product of this identity for l = 1, · · · , a− 1, we obtain
u1 · · · ua−1 = (−1)
a−1
a
1
q
a−1
a
1 q
a−2
a
2 · · · q
1
a
a−1
.
Thus we have
ulξ
l
a = (−1)
a−1
a q
− 1
a
1 · · · q
− a−1
a
a−1 ql+1 · · · qa−1.
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Therefore
G(λ; 0; p;x)a = log(
a−1∏
l=0
∏
i,j≥1
(1 + q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 ql+1 · · · qa−1(−q)j−1yi))
= log(
∑
d≥1
(q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 )
d
∑
|ν|=d
sν′(−q•)sν(y))
= log(
∑
d≥1
(q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 )
d
∑
|µ|=|ν|=d
sν′(−q•)χν(µ)
zµ
pµ(y)),
where the second identity can be found in [25],
sν(y) =
∑
|µ|=|ν|
χν(µ)
zµ
pµ(y)
is the Schur polynomial, −q• = (−Q,−Qqa−1, · · · ,−Qq1 · · · qa−1),−Q =
(1,−q, (−q)2, (−q)3, · · · ), and zµ = |Aut(µ)|µ1 · · ·µl(µ). Recall that
G•(λ; 0; p;x)a = exp(G(λ; 0; p;x)a) = 1 +
∑
µ6=∅G
•
µ(λ; 0;x)apµ. So
G•µ(λ; 0;x)a = (q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 )
|µ| ∑
|ν|=|µ|
sν′(−q•)χν(µ)
zµ
=
∑
|ν|=|µ|
(−1)Aν(0,a)q |µ|2 +Aν(0,a)q−
d
a
+Aν(1,a)−Aν (0,a)
1 · · · q
− d(a−1)
a
+Aν(a−1,a)−Aν (0,a)
a−1
V
′a
ν∅∅(−q, q1, · · · , qa−1)
χν(µ)
zµ
.
q.e.d.
Recall that
R•µ(λ; 0;x)a = (q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 )
|µ| ∑
|ν|=|µ|
sν′(−q•)χν(µ)
zµ
.
Therefore, the initial condition G•µ(λ; 0;x)a = R•µ(λ; 0;x)a follows from
Theorem 2.1 and the expression of V
′a
ν∅∅.
3. Moduli spaces of relative stable morphisms
3.1. Moduli spaces. Fix an integer a ≥ 1. Let P1a be the projective
line P1 with root construction [8] of order a at 0. For an integer m > 0,
let
P
1
a[m] = P
1
a ∪ P1(1) ∪ · · · ∪ P1(m)
be the union of P1a and a chain of m copies P
1, where P1a is glued to
P
1
(1) at p
(0)
1 and P
1
(l) is glued to P
1
(l+1) at p
(l)
1 for 1 ≤ l ≤ m − 1. The
distinguished point on P1(m) is p
(m)
1 . We call the irreducible component
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P
1
a the root component and the other irreducible components the bubble
components. Denote by π[m] : P1a[m] → P1a the map which is identity
on the root component and contracts all the bubble components to p
(0)
1 .
Let
P
1(m) = P1(1) ∪ · · · ∪ P1(m)
denote the union of bubble components of P1a[m]. For convenience, we
set P1a[0] = P
1
(0) = P
1
a.
Let γ = (γ1, · · · , γn) be the vector of integers
1 ≤ γi ≤ a− 1
defining nontrivial elements γi ∈ Za. Let µ = (µ1 ≥ · · · ≥ µl(µ) > 0) be
a partition of d > 0. Let Mg,γ(P1a, µ) be the moduli space of relative
maps to (P1a,∞). Then a point in Mg,γ(P1a, µ) is of the form
[f : (C, x1, · · · , xn, y1, · · · , yl(µ))→ (P1a, p(m)1 )]
such that
f−1(p(m)1 ) =
l(µ)∑
i=1
µiyi
as Cartier divisors. In order for the moduli space Mg,γ(P1a, µ) to be
non-empty, we must have the parity condition
d =
n∑
i=1
γi (mod a).
We will also consider the disconnected version M•χ,γ(P1a, µ), where the
domain curve C is allowed to be disconnected with 2(h0(Oc)−h0(Oc)) =
χ.
Similarly, if we specify ramification types ν, µ over 0,∞ ∈ P1, we can
define the corresponding moduli spacesMg,0(P1, ν, µ) andM•χ(P1, ν, µ)
of relative stable maps.
3.2. Torus action. Consider the C∗-action
t · [z0 : z1] = [tz0 : z1]
on P1. This action lifts canonically on P1a. These induce actions on P
1[m]
and on P1a[m] with trivial actions on the bubble components. These
in turn induce actions on Mg,γ(P1a, µ),M•χ,γ(P1a, µ),Mg,0(P1, ν, µ), and
M•χ(P1, ν, µ). Define the quotient space M•χ(P1, ν, µ)//C∗ to be
M•χ(P1, ν, µ)//C∗ = (M•χ(P1, ν, µ) \M•χ(P1, ν, µ)C
∗
)/C∗.
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3.3. The branch morphism and double Hurwitz numbers. Sim-
ilar to the case of Mg,γ(P1a, µ), a map [f ] ∈ M•χ(P1, ν, µ) has target of
the form P1[m0,m1], where P
1[m0,m1] is obtained by attaching P
1(m0)
and P1(m1) to P
1 at 0 and ∞ respectively. The distinguished points on
P
1[m0,m1] are q
0
m0 and q
1
m1 . Let π[m0,m1] : P
1[m0,m1] → P1 be the
contraction to the root component. Let r = −χ + l(ν) + l(µ) be the
virtual dimension of M•χ(P1, ν, µ). Then there is a branch morphism
Br :M•χ(P1, ν, µ)→ SymrP1
sending [f : C → P1[m0,m1]] to
div(f˜)− (d− l(ν))0− (d− l(µ))∞,
where div(f˜) is the branch divisor of f˜ = π[m0,m1] ◦ f : C → P1.
Recall that the disconnected double Hurwitz number is defined by
H•χ,ν,µ =
1
|Aut(ν)||Aut(µ)|
∫
[M•χ(P1,ν,µ)]vir
Br∗(Hr).
In [22], the following proposition is proved.
Proposition 3.1.
H•χ,ν,µ =
r!
|Aut(ν)||Aut(µ)|
∫
[M•χ(P1,ν,µ)//C∗]vir
(ψ0)r−1
where ψ0 is the target ψ class, the first Chern class of the line bundle
L0 over M•χ(P1, ν, µ) whose fiber at
[f : C → P1[m0,m1]]
is the cotangent line T ∗q0m0
P
1[m0,m1].
The following Burnside formula will also be used (see [10]).
Proposition 3.2 (Burnside formula).
Φ•ν,µ(λ) =
∑
χ
λ−χ+l(µ)+l(ν)
H•χ,ν,µ
(−χ+ l(µ) + l(ν))!
where Φ•ν,µ(λ) is defined combinatorially in section 1.
3.4. The obstruction bundle. Let
π : U →M•χ,γ(P1a, µ)
be the universal domain curve and let T be the universal target. Then
there is an evaluation map
F : U → T
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and a contraction map
π˜ : T → P1a.
Let D ⊂ U be the divisor corresponding to the l(µ) marked points
y1, · · · , yl(µ). Define
VD = R
1π∗(OU (−D))
VDd = R
1π∗F˜ ∗OP1a(−p0),
where F˜ = π˜ ◦ F : U → P1a, p1 = ∞ ∈ P1a, and p0 is the stack point of
P
1
a. The fibers of VD and VDd at[
f : (C, x1, . . . , xn, y1, · · · , yl(µ))→ P1a[m]
] ∈ M•χ,γ(P1a, µ)
are H1(C,OC (−D)) and H1(C, f˜∗OP1a(−p0)), respectively, where D =
y1 + . . . + yl(µ) and f˜ = π[m] ◦ f . It is easy to see that the rank of the
obstruction bundle
V = VD ⊕ VDd
is equal to the virtual dimension of M•χ,γ(P1a, µ), which is −χ + n +
l(µ) + da −
∑n
i=1
γi
a .
We lift the C∗-action to the obstruction bundle V . It suffices to lift
the C∗-action on P1a to the line bundles OP1a(−p0) and OP1a . Let the
weights of the C∗-action on OP1a(−p0) at p0 and p1 be −τ − 1a and −τ ,
respectively, and let the weights of the C∗-action on OP1a at p0 and p1
be τ and τ , respectively, where τ ∈ Z. In other words, if we write the
obstruction bundle in the form of equivariant divisors, we have
VD = R
1π∗(F˜ ∗OP1a(τ(ap0 − p1))(−D))
VDd = R
1π∗F˜ ∗OP1a(−p0 + τ(p1 − ap0)).
Let
K•χ,µ,γ =
1
|Aut(µ)||Aut(γ)|
∫
[M•χ,γ(P1a,µ)]vir
e(V ).
Then K•χ,µ,γ is a topological invariant. We will calculate K•χ,µ,γ in the
next section by virtual localization. Define the generating function
K•µ(λ;x) to be
K•µ(λ;x) =
√−1l(µ)−d
∑
χ
λ−χ+l(µ)xγK•χ,µ,γ .
4. Virtual localization
In this section, we calculate K•χ,µ,γ by virtual localization. We will
express K•χ,µ,γ in terms of one-partition Hodge integrals and double
Hurwitz numbers. Then we can obtain Theorem 2 by Burnside formula.
The computation in this section is similar to that in Appendix A of
[21] and can be viewed as the orbifold generalization of it. The main
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difference in our paper is that one needs to compute the weights of sec-
tions of orbifold line bundles over orbi-curves. These orbi-curves are
constructed via root constructions which produce orbifold line bundles
over them by definition. All of these involve new techniques in studying
the Picard group of an algebraic stack which comes from the root con-
struction. The readers are referred to [8] for the general settings of the
root construction and to [1] for the application of the root construction
to Gromov-Witten theory.
4.1. Fixed points. The connected components of the C∗ fixed points
set of M•χ,γ(P1a, µ) are parameterized by labeled graphs. We first intro-
duce some graph notations which are similar to those in [21].
Let [
f : (C, x1, . . . , xn, y1, · · · , yl(µ))→ P1a[m]
] ∈ M•χ,γ(P1a, µ)
be a fixed point of the C∗-action. The restriction of the map
f˜ = π[m] ◦ f : C → P1a
to an irreducible component of C is either a constant map to one of the
C
∗ fixed points p0, p1 or a cover of P1a which is fully ramified over p0 and
p1. We associate a labeled graph Γ to the C
∗ fixed point[
f : (C, x1, . . . , xn, y1, · · · , yl(µ))→ P1a[m]
]
as follows:
1) We assign a vertex v to each connected component Cv of f˜
−1({p0, p1}),
a label i(v) = i if f˜(Cv) = pi, where i = 0, 1, and a label g(v) which
is the arithmetic genus of Cv (we define g(v) = 0 if Cv is a point).
For i(v) = 0, we define n(v) to be the number of marked points
on Cv. Denote by V (Γ)
(i) the set of vertices with i(v) = i, where
i = 0, 1. Then the set V (Γ) of vertices of the graph Γ is a disjoint
union of V (Γ)(0) and V (Γ)(1). For v ∈ V (Γ)(0) define
r0(v) = 2g(v) − 2 + val(v) + n(v), v ∈ V (Γ)(0),
V I(Γ)(0) = {v ∈ V (Γ)(0) : g(v) = 0, val(v) = 1, n(v) = 0},
V I,I(Γ)(0) = {v ∈ V (Γ)(0) : g(v) = 0, val(v) = 1, n(v) = 1},
V II(Γ)(0) = {v ∈ V (Γ)(0) : g(v) = 0, val(v) = 2, n(v) = 0},
V S(Γ)(0) = {v ∈ V (Γ)(0) : r0(v) > 0}.
2) We assign an edge e to each rational irreducible component Ce of
C such that f˜ |Ce is not a constant map. Let d(e) be the degree of
f˜ |Ce . Then f˜ |Ce is fully ramified over p0 and p1. Let E(Γ) denote
the set of edges of Γ.
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3) The set of flags of Γ is given by
F (Γ) = {(v, e) : v ∈ V (Γ), e ∈ E(Γ), Cv ∩Ce 6= ∅}.
4) For each v ∈ V (Γ), define
d(v) =
∑
(v,e)∈F (Γ)
d(e),
and let ν(v) be the partition of d(v) determined by {d(e) : (v, e) ∈
F (Γ)} and let ν be the partition of d determined by {d(e) : e ∈
E(Γ)}. When the target is P1a[m], where m > 0, we assign an
additional label for each v ∈ V (Γ)(1): let µ(v) be the partition of
d(v) determined by the ramification of f |Cv : Cv → P1a(m) over
p
(m)
1 .
Note that for v ∈ V (Γ)(1), ν(v) coincides with the partition of d(v)
determined by the ramification of f |Cv : Cv → P1a(m) over p(0)1 .
Let Mνi be the moduli space of C∗-fixed degree νi covers of P1a with
stack structure given by νi (mod a). Then the C
∗-fixed locus can be
identified with⊔
χ0+χ1−2l(v)=χ
(M•χ0,γ−ν(BZa)×I¯BZl(ν)a Mν1×· · ·×Mνl(ν)×M
•
χ1(P
1, ν, µ)//C∗)/Aut(ν),
where I¯BZa is the rigidified inertia stack of BZa. Therefore, we can
calculate our integral over⊔
χ0+χ1−2l(v)=χ
M•χ0,γ−ν(BZa)×M•χ1(P1, ν, µ)//C∗
provided we include the following factor:
1
|Aut(ν)|
l(ν)∏
i=1
1
νi
a
bi
,
where bi =
a
gcd(a,νi)
is the order of νi ∈ Za.
4.2. Virtual normal bundle. Let
[f : (C, x1, . . . , xn, y1, · · · , yl(µ))→ P1a[m]] ∈ M•χ,γ(P1a, µ)
be a fixed point of the C∗-action associated to Γ and let f˜ = π[m] ◦ f :
C → P1a. Let
B1 = Ext
0(ΩC(D+D
′),OC ), B2 = H0(C, f˜∗OP1a(p0)), B3 = ⊕m−1l=0 H0et(R•l ),
B4 = Ext
1(ΩC(D+D
′),OC ), B5 = H1(C, f˜∗OP1a(p0)), B6 = ⊕m−1l=0 H1et(R•l ),
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where D = y1 + · · ·+ yl(µ),D′ = x1 + · · · + xn, and
H0et(R
•
l )
∼=
⊕
q∈f−1(p(l)1 )
Tq
(
f−1(P1(l))
)
⊗ T ∗q
(
f−1(P1(l))
) ∼= C⊕nl ,
H1et(R
•
l )
∼= (T
p
(l)
1
P
1
(l) ⊗ Tp(l)1 P
1
(l+1))
⊕(nl−1),
where nl is the number of nodes over p
(l)
1 . Let B˜i denote the moving
part of Bi under the C
∗-action. Then we have (see Appendix A in [21])
1
eT (N
vir
Γ )
=
eT (B˜1)eT (B˜5)eT (B˜6)
eT (B˜2)eT (B˜4)
,
where eT denotes the C
∗-equivariant Euler class.
Note that B˜3 = 0, and
B˜6 =
{
0, m = 0,
H1et(R
•
0) = (Tp(0)1
P
1
(0) ⊗ Tp(0)1 P
1
(1))
⊕(n0−1), m > 0.
4.2.1. The target is P1a. In this case,
B˜1 =
⊕
v∈V I(Γ)(0)
(
1
d
)
B˜4 =
⊕
v∈V II(Γ)(0)

 ∑
(v,e)∈F (Γ)
gcd(a, d(e))
ad(e)

⊕ ⊕
v∈V S(Γ)(0)

 ⊕
(v,e)∈F (Γ)
Tq(v,e)Cv ⊗ Tq(v,e)Ce

 .
So
eT (B˜1)
eT (B˜4)
=
∏
v∈V I(Γ)(0)
u
d(v)
∏
v∈V II(Γ)(0)

 ∑
(v,e)∈F (Γ)
gcd(a, d(e))u
ad(e)


−1
·
∏
v∈V S(Γ)(0)

 ∏
(v,e)∈F (Γ)
1
( ud(e) − ψ¯(v,e))gcd(a,d(e))a

 .
Consider the normalization sequence
0 → f˜∗OP1a(p0)→
⊕
v∈V S(Γ)(0)
(f˜ |Cv)∗OP1a(p0)⊕
⊕
e∈E(Γ)
(f˜ |Ce)∗OP1a(p0)
→
⊕
v∈V II(Γ)(0)
(f˜ |qv)∗OP1a(p0)⊕
⊕
v∈V S(Γ)(0)

 ⊕
(v,e)∈F
(f˜ |q(v,e))∗OP1a(p0)

→ 0,
18 ZHENGYU ZONG
where qv and q(v,e) are the corresponding nodes. The corresponding
long exact sequence reads
0 → H0(C, f˜∗OP1a(p0))→
⊕
v∈V S(Γ)(0)
H0(Cv , (f˜ |Cv)∗OP1a(p0))⊕
⊕
e∈E(Γ)


[ d(e)
a
]⊕
l=0
(
l
d(e)
)
→
⊕
v∈V II(Γ)(0)
H0(qv, (f˜ |qv)∗OP1a(p0))⊕
⊕
v∈V S(Γ)(0)

 ⊕
(v,e)∈F
H0(q(v,e), (f˜ |q(v,e))∗OP1a(p0))


→ H1(C, f˜∗OP1a(p0))→
⊕
v∈V S(Γ)(0)
H1(Cv , (f˜ |Cv)∗OP1a(p0))→ 0.
The term H0(Cv , (f˜ |Cv )∗OP1a(p0)) contributes 0 unless all monodromies
around loops on Cv are trivial. The term H
0(qv, (f˜ |qv)∗OP1a(p0)) (resp.
H0(q(v,e), (f˜ |q(v,e))∗OP1a(p0))) contributes zero unless qv (resp. q(v,e)) is
not a stack point. So
eT (B˜5)
eT (B˜2)
=
∏
v∈V (Γ)(0)
(
Λ∨,Ug(v)(
u
a
)(
u
a
)
∑
(v,e)∈F (Γ) δ0,〈 d(e)a 〉
−δv
) ∏
e∈E(Γ)
(
d(e)[
d(e)
a
]
[d(e)a ]!
u−[
d(e)
a
]
)
,
where 〈x〉 = x− [x] and
δv =
{
1, if all monodromies around loops on Cv are trivial,
0, otherwise.
So we have the following Feynman rules:
1
eT (NvirΓ )
=
∏
v∈V (Γ)0
Av
∏
e∈E(Γ)
Ae,
where
Av =


Λ∨,Ug(v)(
u
a )(
u
a )
−δv∏
(v,e)∈F (Γ)
(u
a
)
δ
0,〈 d(e)a 〉
( u
d(e)
−ψ¯(v,e)) gcd(a,d(e))a
, v ∈ V S(Γ)(0),
u
d(v) , v ∈ V I(Γ)(0),
1, v ∈ V I,I(Γ)(0),
1
gcd(a,d(e1))
d(e1)
+
gcd(a,d(e2))
d(e2)
(ua )
−1+δ
0,〈 d(e1)a 〉 , v ∈ V II(Γ)(0),
(v, e1), (v, e2) ∈ F (Γ),
Ae =
d(e)[
d(e)
a
]
[d(e)a ]!
u−[
d(e)
a
].
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4.2.2. The target is P1a[m], m > 0. A similar computation shows that
eT (B˜1)
eT (B˜4)
=
∏
v∈V I(Γ)(0)
u
d(v)
∏
v∈V II(Γ)(0)

 ∑
(v,e)∈F (Γ)
gcd(a, d(e))u
ad(e)


−1
·
∏
v∈V S(Γ)(0)

 ∏
(v,e)∈F (Γ)
1
( ud(e) − ψ¯(v,e))gcd(a,d(e))a

 ∏
v∈V (Γ)(1)

 ∏
(v,e)∈F (Γ)
1
−u
d(e) − ψ(v,e)

 .
For eT (B˜5)
eT (B˜2)
, we also have a similar long exact sequence
0 → H0(C, f˜∗OP1a(p0))
→
⊕
v∈V S(Γ)(0)
H0(Cv, (f˜ |Cv )∗OP1a(p0))⊕
⊕
v∈V (Γ)(1)
H0(Cv,OCv )⊗ (0) ⊕
⊕
e∈E(Γ)


[ d(e)
a
]⊕
l=0
(
l
d(e)
)
→
⊕
v∈V II(Γ)(0)
H0(qv, (f˜ |qv)∗OP1a(p0))⊕
⊕
v∈V S(Γ)(0)

 ⊕
(v,e)∈F
H0(q(v,e), (f˜ |q(v,e))∗OP1a(p0))

 ⊕
⊕
v∈V (Γ)(1)

 ⊕
(v,e)∈F
(0)


→ H1(C, f˜∗OP1a(p0))
→
⊕
v∈V S(Γ)(0)
H1(Cv, (f˜ |Cv )∗OP1a(p0))⊕
⊕
v∈V (Γ)(1)
H1(Cv,OCv )⊗ (0)→ 0.
So eT (B˜5)
eT (B˜2)
has the same expression as in the previous case. Finally,
B˜6 =
(
T
p
(0)
1
P
1
(0) ⊗ Tp(0)1 P
1
(1)
)|E(Γ)|−1
,
so
eT (B˜6) = (−u− ψ0)|E(Γ)|−1,
where ψ0 is the target ψ class as in section 3.3. Note that ψ0 = d(e)ψ(v,e)
for v ∈ V (Γ)(1), (v, e) ∈ F .
Therefore, we have the following Feynman rules:
1
eT (NvirΓ )
=
1
−u− ψ0
∏
v∈V (Γ)
Av
∏
e∈E(Γ)
Ae,
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where
Av =


∏
(v,e)∈F (Γ)
−u−ψ0
−u
d(e)
−ψ(v,e) =
∏
(v,e)∈F (Γ) d(e), v ∈ V (Γ)(1)
Λ∨,Ug(v)(
u
a )(
u
a )
−δv∏
(v,e)∈F (Γ)
(u
a
)
δ
0,〈 d(e)a 〉
( u
d(e)
−ψ¯(v,e)) gcd(a,d(e))a
, v ∈ V S(Γ)(0),
u
d(v) , v ∈ V I(Γ)(0),
1, v ∈ V I,I(Γ)(0),
1
gcd(a,d(e1))
d(e1)
+
gcd(a,d(e2))
d(e2)
(ua )
−1+δ
0,〈 d(e1)a 〉 , v ∈ V II(Γ)(0),
(v, e1), (v, e2) ∈ F (Γ),
Ae =
d(e)[
d(e)
a
]
[d(e)a ]!
u−[
d(e)
a
].
4.3. The bundle VD. The short exact sequence
0→ OC(−D)→ OC → OD → 0
gives rise to a long exact sequence
0 → H0(C,OC (−D))→ H0(C,OC )→
l(µ)⊕
i=1
Oyi
→ H1(C,OC (−D))→ H1(C,OC )→ 0.
The representations of C∗ are
0→
k⊕
i=1
(τ)→
l(µ)⊕
i=1
(τ)→ H1(C,OC (−D))⊗(τ)→ H1(C,OC)⊗(τ)→ 0,
where k is the number of connected components of C. So
eT (VD) = eT (V0)(τu)
l(µ)−k ,
where
V0 = R
1π∗OU .
4.3.1. The target is P1a. In this case, the number of connected com-
ponents of C is |V (Γ)0|. Consider the normalization sequence
0→ OC →
⊕
v∈V (Γ)0
OCv ⊕
l(µ)⊕
i=1
OCei →
l(µ)⊕
i=1
Oqi → 0.
The corresponding C∗-representation of the long exact sequence reads
0 →
⊕
v∈V (Γ)0
(τ)→
⊕
v∈V (Γ)0
(τ)⊕
l(µ)⊕
i=1
(τ)→
l(µ)⊕
i=1
(τ)
→ H1(C,OC )⊗ (τ)→
⊕
v∈V (Γ)0
H1(Cv,OCv )⊗ (τ)→ 0.
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So
i∗ΓeT (V0) =
∏
v∈V (Γ)0
Λ∨,1g(v)(τu),
where 1 denotes the trivial representation of Za.
Therefore, we have
i∗ΓeT (VD) =
∏
v∈V (Γ)0
ADv ,
where
ADv = Λ
∨,1
g(v)(τu) · (τu)val(v)−1.
4.3.2. The target is P1a[m], m > 0. Consider the normalization se-
quence
0 → OC →
⊕
v∈V S(Γ)(0)∪V (Γ)(1)
OCv ⊕
⊕
e∈E(Γ)
OCe
→
⊕
v∈V II(Γ)(0)
Oqv ⊕
⊕
v∈V S(Γ)(0)∪V (Γ)(1)

 ⊕
(v,e)∈F
Oq(v,e)

→ 0.
The corresponding C∗-representation of the long exact sequence reads
0 →
k⊕
i=1
(τ)→
⊕
v∈V S(Γ)(0)∪V (Γ)(1)
(τ)⊕
⊕
e∈E(Γ)
(τ)
→
⊕
v∈V II (Γ)(0)
(τ)⊕
⊕
v∈V S(Γ)(0)∪V (Γ)(1)

 ⊕
(v,e)∈F
(τ)


→ H1(C,OC )⊗ (τ)→
⊕
v∈V S(Γ)(0)∪V (Γ)(1)
H1(Cv,OCv )⊗ (τ)→ 0,
where k is the number of connected components of C. So
i∗ΓeT (V0) = (τu)
|E(Γ)|−|V (Γ)|+k ∏
v∈V (Γ)
Λ∨,1g(v)(τu)
i∗ΓeT (VD) = (τu)
|E(Γ)|−|V (Γ)|+l(µ) ∏
v∈V (Γ)
Λ∨,1g(v)(τu).
We have the following Feynman rules:
i∗ΓeT (VD) =
∏
v∈V (Γ)
ADv ,
where
ADv =
{
Λ∨,1g(v)(τu) · (τu)val(v)−1, v ∈ V (Γ)(0),
Λ∨,1g(v)(τu) · (τu)l(µ(v))−1 v ∈ V (Γ)(1).
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4.4. The bundle VDd.
4.4.1. The target is P1a. In this case, k = |V (Γ)0|. Consider the
normalization sequence
0 → f˜∗OP1a(−p0)→
⊕
v∈V S(Γ)(0)
(f˜ |Cv )∗OP1a(−p0)⊕
⊕
e∈E(Γ)
(f˜ |Ce)∗OP1a(−p0)
→
⊕
v∈V II(Γ)(0)
(f˜ |qv)∗OP1a(−p0)⊕
⊕
v∈V S(Γ)(0)

 ⊕
(v,e)∈F
(f˜ |q(v,e))∗OP1a(−p0)

→ 0.
The corresponding long exact sequence reads
0 → H0(C, f˜∗OP1a(−p0))→
⊕
v∈V S(Γ)(0)
H0(Cv, (f˜ |Cv )∗OP1a(−p0))
→
⊕
v∈V II(Γ)(0)
H0(qv, (f˜ |qv)∗OP1a(−p0))⊕
⊕
v∈V S(Γ)(0)

 ⊕
(v,e)∈F
H0(q(v,e), (f˜ |q(v,e))∗OP1a(−p0))


→ H1(C, f˜∗OP1a(−p0))
→
⊕
v∈V S(Γ)(0)
H1(Cv, (f˜ |Cv )∗OP1a(−p0))⊕
⊕
e∈E(Γ)


[
d(e)
a
]−δ
0,〈 d(e)a 〉⊕
l=1
(
−τ − l
d(e)
)→ 0.
We have the following Feynman rules:
i∗ΓeT (VDd) =
∏
v
ADdv ·
∏
e∈E(Γ)
ADde ,
where
Av =


Λ∨,U
∨
g(v)
((−τ − 1a)u)((−τ − 1a)u)−δv∏
(v,e)∈F (Γ)((−τ − 1a)u)
δ
0,〈 d(e)a 〉 , v ∈ V S(Γ)(0),
1, v ∈ V I(Γ)(0),
1, v ∈ V I,I(Γ)(0),(
(−τ − 1a)u
)δ
0,〈 d(e1)a 〉 , v ∈ V II(Γ)(0), (v, e1), (v, e2) ∈ F (Γ),
Ae =
∏[ d(e)a ]−δ0,〈 d(e)a 〉
l=1 (d(e)τ + l)
d(e)
[ d(e)
a
]−δ
0,〈 d(e)a 〉
(−u)[
d(e)
a
]−δ
0,〈 d(e)a 〉 .
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4.4.2. The target is P1a[m], m > 0.We have a similar long exact
sequence
0 → H0(C, f˜∗OP1a(−p0))
→
⊕
v∈V S(Γ)(0)
H0(Cv, (f˜ |Cv )∗OP1a(−p0))⊕
⊕
v∈V (Γ)(1)
H0(Cv,OCv )⊗ (−τ)
→
⊕
v∈V II(Γ)(0)
H0(qv, (f˜ |qv)∗OP1a(−p0))⊕
⊕
v∈V S(Γ)(0)

 ⊕
(v,e)∈F
H0(q(v,e), (f˜ |q(v,e))∗OP1a(−p0))


⊕
⊕
v∈V (Γ)(1)

 ⊕
(v,e)∈F
(−τ)


→ H1(C, f˜∗OP1a(−p0))
→
⊕
v∈V S(Γ)(0)
H1(Cv, (f˜ |Cv )∗OP1a(−p0))⊕
⊕
v∈V (Γ)(1)
H1(Cv,OCv )⊗ (−τ)
⊕
⊕
e∈E(Γ)


[
d(e)
a
]−δ
0,〈 d(e)a 〉⊕
l=1
(
−τ − l
d(e)
)→ 0.
So we have the following Feynman rules:
i∗ΓeT (VDd) =
∏
v
ADdv ·
∏
e∈E(Γ)
ADde ,
where
Av =


Λ∨,U
∨
g(v) ((−τ − 1a)u)((−τ − 1a)u)−δv∏
(v,e)∈F (Γ)((−τ − 1a)u)
δ
0,〈 d(e)a 〉 , v ∈ V S(Γ)(0),
1, v ∈ V I(Γ)(0),
1, v ∈ V I,I(Γ)(0),(
(−τ − 1a)u
)δ
0,〈 d(e1)a 〉 , v ∈ V II(Γ)(0), (v, e1), (v, e2) ∈ F (Γ),
Λ∨,1g(v)(−τu) · (−τu)val(v)−1, v ∈ V (Γ)(1),
Ae =
∏[ d(e)a ]−δ0,〈 d(e)a 〉
l=1 (d(e)τ + l)
d(e)
[ d(e)
a
]−δ
0,〈 d(e)a 〉
(−u)[
d(e)
a
]−δ
0,〈 d(e)a 〉 .
4.5. Contribution from each graph. By Mumford’s relation [5], we
have
Λ∨,1g(v)(−τu)Λ∨,1g(v)(τu) = (−1)g(v)(τu)2g(v), v ∈ V (Γ)(1).
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So we have
i∗ΓeT (V )
eT (N
vir
Γ )
= A0A1,
where
A0 = aν
√−1l(ν)−|ν|
l(ν)∏
i=1
∏[ νi
a
]
l=1(νiτ + l)
[νia ]!(u− νiψ¯i)gcd(νi,a)a
·
∏
v∈V (Γ)(0)
(−1)
∑
(v,e)∈F (Γ)[
d(e)
a
]−δvΛ∨,Ug(v)(
u
a
)Λ∨,U
∨
g(v) ((−τ −
1
a
)u)Λ∨,1g(v)(τu)
·
(u
a
)∑
(v,e)∈F (Γ) δ0,〈 d(e)a 〉
−δv
(
(τ +
1
a
)u
)−δv
(τu)val(v)−1
A1 =
{ √−1|µ|−l(µ), the target is P1a,√−1|ν|−l(µ)aν (√−1τu)−χ1+l(µ)+l(ν)−u−ψ0 , the target is P1a[m],m > 0.
4.6. Proof of Theorem 2.
K•χ,µ,γ
=
1
|Aut(µ)||Aut(γ)|
∫
[M•χ,γ(P1a,µ)]vir
e(V )
=
1
|Aut(µ)||Aut(γ)|
∑
χ0+χ1−2l(v)=χ
1
|Aut(ν)|
l(ν)∏
i=1
1
νi
a
a
gcd(a,νi)
·
∫
[M•χ0,γ−ν(BZa)×M
•
χ1 (P
1,ν,µ)//C∗]vir
i∗ΓeT (V )
eT (NvirΓ )
=
√−1|ν|−l(µ)

 ∑
χ0+χ1−2l(v)=χ
G•χ0,ν,γ(τ)a · zν
(−√−1τ)−χ1+l(ν)+l(µ)
(−χ1 + l(ν) + l(µ))! H
•
χ1,ν,µ

 .
Recall that
K•µ(λ;x) =
√−1l(µ)−d
∑
χ
λ−χ+l(µ)xγK•χ,µ,γ .
We have
K•µ(λ;x) =
∑
|ν|=|µ|
G•ν(λ; τ ;x)azνΦ
•
ν,µ(−
√−1τλ).
This finishes the proof of Theorem 2.
In the proof of Theorem 2, we used the following convention for the
unstable integrals:
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∫
M0,(0)(BZa)
1
1− dψ¯ =
1
ad2∫
M0,(c,−c)(BZa)
1
(1− µ1ψ¯1)(1− µ2ψ¯2)
=
1
a(µ1 + µ2)∫
M0,(c,−c)(BZa)
1
(1− dψ¯1)
=
1
ad
.
4.7. Abelian groups.We generalize the Marin˜o-Vafa formula to ar-
bitrary finite abelian groups. Let G be an finite abelian group and let
R be an irreducible representation
φR : G→ C∗
with associated short exact sequence
0→ K → G φ
R
→ Im(φR) ∼= Za → 0.
Then φR induces a morphism
ρ :Mg,γ(BG)→Mg,φR(γ)(BZa).
The following results are shown in [14].
Lemma 4.1.
E
R ∼= ρ∗(EU )
deg(ρ) =
{
0,
∑n
i=1 γi 6= 0,
|K|2g−1, ∑ni=1 γi = 0,
where ER (resp. EU) denotes the Hodge bundle on Mg,γ(BG) (resp.
Mg,γ(BZa)) corresponding to the representation R (resp. U).
Let γ = (γ1, · · · , γn) be a vector of elements in G such that φR(γ)
is a vector of nontrivial elements in Za. Let µ¯ = (µ¯1, · · · , µ¯l(µ¯)) be a
vector of elements in G such that
φR(µ¯) = µ.
Here we view µ as a vector of elements in Za. µ¯ is required to satisfy
conditions (1), (2) in section 1.2 which imply that Mg,γ−µ¯(BG) and
Mg,φR(γ)−µ(BZa) are both empty or both nonempty. Then we have∫
Mg,γ−µ¯(BG)
(− 1a(τ + 1a))−δK Λ∨,Rg ( 1a)Λ∨,R∨g (−τ − 1a)Λ∨,1g (τ)∏l(µ)
i=1(1− µiψ¯i)
= |K|2g−1
∫
M
g,φR(γ)−µ(BZa)
(− 1a(τ + 1a))−δ Λ∨,Ug ( 1a)Λ∨,U∨g (−τ − 1a)Λ∨,1g (τ)∏l(µ)
i=1(1− µiψ¯i)
.
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Therefore
Gg,µ,γ(τ)a,φR = |K|2g−1Gg,µ,φR(γ)(τ)a,
Gµ,γ(λ; τ)a,φR =
∞∑
g=0
λ2g−2+l(µ)|K|2g−1Gg,µ,φR(γ)(τ)a
=
|K|
|K|l(µ)Gµ,φR(γ)(|K|λ; τ)a,
Gγ(λ; τ ; p)a,φR =
∑
µ6=∅
|K|
|K|l(µ)Gµ,φR(γ)(|K|λ; τ)apµ
= |K|GφR(γ)(|K|λ; τ ;
p1
|K| ,
p2
|K| , · · · )a
= |K|RφR(γ)(|K|λ; τ ;
p1
|K| ,
p2
|K| , · · · )a
= |K|RφR(γ)(|K|λ; τ ;
p
|K| )a.
This finishes the proof of Theorem 3.
5. Application to the local Gromov-Witten theory of
orbi-curves
5.1. Definitions and some known facts. Let (X, p1, · · · , pr, q1, · · · , qs)
be a fixed non-singular genus g orbi-curve with stack points p1, · · · , pr of
orders a1, · · · , ar and with ordinary points q1, · · · , qs. Let α1, · · · , αs be
partitions of d > 0. Let γ1, · · · , γr be vectors of nontrivial elements in
Za1 , · · · ,Zar respectively. Then there is a corresponding moduli space
of relative stable maps
M•γ(X, (α1, · · · , αs))
parameterizing stable maps from possibly disconnected curves to X
ramified over qi with ramification type α
i and with marked points with
monodromies γ = γ1 + · · ·+ γr.
Let
π : U →M•γ(X, (α1, · · · , αs))
be the universal domain curve and let
P : T →M•γ(X, (α1, · · · , αs))
be the universal target. Then there is an evaluation map
F : U → T .
Let Q be the universal prescribed branch divisor and let D be the uni-
versal ramification divisor. Let
I(X,−→α ) = R1π∗(F ∗(ω(Q)) ⊕O(−D))−R0π∗(F ∗(ω(Q))⊕O(−D))
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where ω is the relative dualizing sheaf of P , −→α = (α1, · · · , αs). Then
the relative local invariants are defined by
Zb,γd (g)−→α ,−→a =
1
|Aut(γ)||Aut(α1)| · · · |Aut(αs)|
∫
[M•γ(X,−→α )]vir
cb(I(X,
−→α ))
and their corresponding generating functions are defined by
Zd(g)(λ;x)−→α ,−→a =
∑
b,γ
Zb,γd (g)−→α ,−→a λ
bxγ
where −→a = (a1, · · · , ar). The only difference between our definition
and the non-orbifold definition in [6] is that there are two additional
indices −→a and γ in our definition. Note that I(X,−→α ) has rank b when
restricted to the components of M•γ(X,−→α ) with virtual dimension b.
We use the notation µ ⊢ d to indicate µ is a partition of d. The
following proposition is the orbifold version of the gluing law shown in
[6].
Proposition 5.1. Let −→α = (α1, · · · , αs) and −→a = (a1, · · · , ar). For
any choice g = g1 + g2 and any splitting
{α1, · · · , αs} = {α1, · · · , αk} ∪ {αk+1, · · · , αs}
{a1, · · · , ar} = {a1, · · · , al} ∪ {al+1, · · · , ar}
we have
Zd(g)(λ;x)−→α ,−→a =
∑
µ⊢d
zµZd(g1)(λ;x)(α1 ,··· ,αk,µ),(a1,··· ,al)Zd(g2)(λ;x)(αk+1 ,··· ,αs,µ),(al+1,··· ,ar).
The only difference between Proposition 5.1 and the gluing law in [6]
is that there is an additional splitting of −→a = (a1, · · · , ar). The proof
of Proposition 5.1 is the same as that of the gluing law in [6].
5.2. Calculation of Zd(0)(λ;x)(µ),(a). In [7], the local Gromov-Witten
theory of ordinary curves is solved even without imposing the Calabi-
Yau condition on the obstruction bundle. So in order to determine the
relative local invariants of all (X, p1, · · · , pr, q1, · · · , qs), we only need to
calculate Zd(0)(λ;x)(µ),(a) because of the gluing law.
Recall that we have defined
K•χ,µ,γ =
1
|Aut(µ)||Aut(γ)|
∫
[M•χ,γ(P1a,µ)]vir
e(V )
with V the obstruction bundle and the generating function
K•µ(λ;x) =
√−1l(µ)−d
∑
χ,γ
λ−χ+l(µ)xγK•χ,µ,γ .
So we have
K•χ,µ,γ = Z
b,γ
d (0)(µ),(a)
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where b = −χ + n + l(µ) + da −
∑n
i=1
γi
a and n = l(γ). Therefore, we
have
λ−
d
aZd(0)(λ;λ
1
a
−1x1, · · · , λ
a−1
a
−1xa−1)(µ),(a) =
∑
b,γ
Zb,γd (0)(µ),(a)λ
−χ+l(µ)xγ
=
∑
χ,γ
K•χ,µ,γλ
−χ+l(µ)xγ
=
√−1d−l(µ)K•µ(λ;x).
Recall that
K•µ(λ;x) = G
•
µ(λ; 0;x)a = (q
1
2 q
− 1
a
1 · · · q
− a−1
a
a−1 )
|µ| ∑
|ν|=|µ|
sν′(−q•)χν(µ)
zµ
,
where the change of variables is given in Theorem 2.1. Therefore, we
obtain the expression for Zd(0)(λ;x)(µ),(a) :
λ−
d
aZd(0)(λ;λ
1
a
−1x1, · · · , λ
a−1
a
−1xa−1)(µ),(a) =
√−1d−l(µ)(q 12 q−
1
a
1 · · · q
− a−1
a
a−1 )
|µ| ∑
|ν|=|µ|
sν′(−q•)χν(µ)
zµ
.
This finishes the proof of Theorem 4.
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