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Abstract 
Fault diagnosis and condition assessment (FDCA) of rotating machines becomes important due to the age of machine in service. 
Proper FDCA enhance the machine’s operational life, efficiency and reducing catastrophic failure. This paper describes a 
realistic FDCA method for three phase induction motors (IMs) using readily available data. External faults experienced by IM are
monitored by Multi-class Extreme Learning Machine (ELM) and compared its performance with multilayer perceptron (MLP) 
neural network which revealed that ELM algorithm is quite faster in investigations leading to reduction in computational load. 
RMS value of 3-phase voltages and currents are utilized as input variable in ELM model to identify six types of external faults
experienced by IM and normal operating (NF) condition. Testing analysis of 160 instances has been performed to represent the 
robustness of the investigated seven status conditions of IM for wide changes in operating and loading condition perturbation. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the International Conference on Eco-friendly Computing and 
Communication Systems (ICECCS 2015). 
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1. Introduction 
Over the past many decades, electric motors have come to dominate our industries and life in general in more 
ways than one. From manufacturing and power generation to general home appliances, they have cemented their 
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place as an intangible part of our modern lifestyle. Among the various kinds of electric motors, Induction motors 
(IMs) are the most commonly used type, and this trend is not without reason. Induction motors have proven their 
mettle time and time again owing to some basic characteristics that are desirable irrespective of the field of 
application such as: Low cost of operation, Robustness, High Efficiency and Reliability, Low maintenance 
requirement and High Starting Torque [1-2]. 
Up to ninety percent of all electric motors utilized in domestic and industry appliances are either 3-phase or 1-
phase induction motors (IM) [3]. 3-phase IMs are generally used in industrial drives whereas single-phase induction 
motors are mostly used for domestic applications. Since induction motors are but machines at the end of the day, 
they are susceptible to breakdowns from time to time. While such situations are undesirable in both domestic and 
industrial applications, they may lead to catastrophic losses in the latter due to schedule delays, wastage of 
resources, etc. In order to prevent such accidents, numerous condition monitoring (CM) techniques have been 
devised and implemented for 3-phase IMs over the years.  
For many years, both conventional and microcontroller based fault detection systems have been used for fault 
detection. While conventional techniques were moderately successful, it is the microcontroller based techniques 
using AI models which came out on top due to their higher reliability and cost effectiveness. Much research has 
been done which validates the aforementioned point experimentally [3].   
Faults encountered by IMs can classified into various types and sub-types. Some of the faults that exist in 
Induction motors are stator faults [4], rotor faults [4] and bearing faults [4]. In this paper, the focussed area of 
external fault identification has been confined. The external faults analyzed in this paper are SP-single phase, UB-
unbalanced, UV-under voltage, OV-over voltage, LR-locked rotor, and OL-over load [3]. Some of the early AI 
models have been applied in this field are based on the MLP Neural Network [1-2] and the Support Vector Machine 
(SVM) [3]. These models, however, have some drawbacks. 
The MLP method involves determination of local minima and an optimal network structure, both of which are 
time consuming processes. There is also a risk of over fitting [5]. SVM also suffers from drawbacks due to the 
selection of optimum value of the parameters (C and O ). The parameters of a solved problem are also difficult to 
interpret. The ELM approach overcomes all of these drawbacks of MLP and SVM. 
This paper is formulated as follows: the introduction and literature review is represented in Section 1. The 
database and methodology used are given in Section 2. Proposed methodology and multi-class ELM model 
formation is presented in Section 3. The results are presented and discussed in Section 4 and conclusion in Section 5. 
Nomenclature 
b  biases      L number of hidden layer neurons 
E  output weight     MLP multilayer perceptron 
CM condition monitoring    O  output nodes  
D  pre-processed training data set   t  target function 
EML extreme learning machine     SVM      support vector machine 
G  data set      T  output matrix 
H\  moore-penrose generalized inverse   jx  input nodes 
IM  induction motor      w  input weight 
2. Material and Methodology 
2.1. Used Dataset for Analysis 
788 data sets selected from [3] and used for developing multi-class ELM based external fault identification 
approach of 3-phase induction motor. In ref. [3], authors have represented 788 dataset, in which faults were 
simulated on a 1/3 Horse Power 3-phase squirrel-cage induction motor (SCIM). In the available data set, simulated 
external faults were single phase, unbalanced, under voltage, over voltage, locked rotor and over load fault.    
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In reference [1-2] and [3], the authors have applied MLP and SVM approach for external fault identification of 3-
phase induction motor respectively.  Our aim is to develop an multi-class ELM based model, which have higher 
classification accuracy than MLP as discussed in subsequent section. 
2.2. Extreme Learning Machine (ELM) 
ELM is a recently developed learning method for Single Layer Feedforward Neural Network architecture 
(SLFNs)  invented by Guang-Bin Huang, Qin-Yu Zhu and Chee-Kheong Siew  in 2004 [7-8]. The SLFNs based 
ELM network architecture used in this paper is presented in Fig. 1. ELM is used to solve a different kind of 
problems such as real time learning & prediction, feature selection, classification, time series, biometrics, signal 
processing, disease prediction & eHealthcare, security & data privacy, biomathematics, image processing, human 
action recognition, brain computer interface and human computer interface location positioning system. 
In general, ELM model has only one hidden layer with parameters of input weight ( w ) and biases ( b ) of the 
hidden nodes (1, 2,....., )L . These parameters need not to be tuned.  Even if the number of hidden neurons (L) < the 
number of distinct samples (G), ELM can still assign random parameters to the hidden nodes and calculate the 
output weight using pseudoinverse of H giving only a small error ( o! ). All hidden nodes parameters as assigned 
randomly, which are independent upon the target function ( t ) and the training data ( G number of sample) [7]. 
Afterwards, the output weights ( E ) (linking the hidden layer to the output layer) are determined analytically using a 
Moore-Penrose generalized inverse ( )H\  [8]. ELM provides much better generalization results at extremely fast 
learning speed as compare with traditional learning algorithms for ANN, because of its simple and efficient learning 
algorithm. For multi-class classification applications, ELM model has multi-output nodes 1( ,...., )jO O  instead of a 
single-output node. For j-class classification, ELM classifier has J output nodes. The formulation of ELM is 
summarized as given bellow: 
Consider a pre-processed training data set ( , ),n nD x t where 1,2,....,n G  and ,1 , ,,...., .... ,
T
n n n j n mt t t tª º ¬ ¼
1 j md d  and ^ `, 0,1n jt  . The classification of ELM with h hidden nodes and sigmoid activation function 
 1( ) 1 xg x e O   can be mathematically represented as: 
1
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h
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i
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procx = unseen case features data pre-processing; iw = weight vector between input nodes and 
thi  hidden 
nodes; iE = weight vector between the output nodes and 
thi  hidden nodes; ib = biases (i.e., threshold or 
centers and impact factors of the thi  hidden node); G = training data with zero error. 
If an ELM with h hidden nodes can approximate G training data with zero error, it implies that there exist ,i iwE  and 
ib  such that: 
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and E  is given by 
1,1 1,
,1 ,
m
h h m
E E
E
E E
ª º
« » « »
« »¬ ¼

  

     (5) 
The thi  column of H is the thi  hidden node output with respect to inputs 1 2, ,....., Gx x x . The 
thn  row of H is the 
hidden layer feature mapping w.r.t. the thn  input nx . The output weight vector E  can be calculated by  
H T\E        (6) 
Where  H\ = the Moore-Penrose pseudo inverse of the hidden layer output matrix H [8] and can be calculated 
using several methods including iterative method (IM), orthogonal projection methods (OPM), singular value 
decomposition (SVD), orthogonalization method (OM), [8] etc. The OPM can be used only when TH H  is non-
singular and 1( )T TH H H H\  . Due to the use of searching and iteration, OM and IM have some limitations. 
Implementation of ELM uses SVD to calculate the ,H\  since it can be used in all situations. 
T = the output matrix is given below 
1,1 1,
,1 ,
m
h h m
t t
T
t t
ª º
« » « »
« »¬ ¼

  

       (7)  
Based on this learning algorithm, the ELM training time can be extremely fast because only three calculation steps 
are required:  
Step 1) randomly assigns the input weight iw  and bias ib according to any continuous sampling distribution, 
1, 2,...,i h 
Step 2) evaluate the hidden layer output matrix H  and  
Step 3) evaluate the output weight E ( )H T\E      (8) 
The final classification result for a multi-class problem can be expressed as: 
( ) arg max ( )proc j procLabel x f x  for ^ `1,....,j m      (9) 
Fig. 1. Schematic diagram of ELM structure 
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3. External Fault Identification Using Multi-class ELM  
3.1. Training and Testing Data Preparation 
With selected most informative input variable of section II(A), data is separated into 2 different sets. The first is 
the training data set which consists of 628 cases. The second is the testing data set which consists of 160 cases. 
Entire data sets have been assessed using the suggested process and the corresponding conclusions related to 7 
classes have been represented: NF-normal cases (154 instances), SP-single phase (85 instances), UB-unbalanced 
(450 instances), UV-under voltage (49 instances), OV-over voltage (10 instances), LR-locked rotor (10 instances), 
and OL-over load (30 instances). 
3.2. Multi-class ELM based fault identification model formations 
The Fault diagnostic model based on ELM classifier (Fig.1) is shown in Fig. 2. The diagnostic model includes 
nine steps which are utilized to classify the 7-conditions: normal state (NF) and the six external faults 
(SP,LR,OL,UB,UV and OV).  
Multi-class ELM based external fault identification model (EEFIM) is formulated using 6 input variables. The 
EEFIM has been designed according to the 788 data samples of 3-phase induction motor with associated external 
fault condition types. 628 training records for the ELM are stored in Data Base, 160 records are used for testing 
purpose. The ELM model has 3-layer architecture with six input nodes H1–H6 (i.e., V1, V2, V3, I1, I2 and I3) and 
seven output nodes O1–O7 (i.e., NF,SP,LR,OL,UB,UV and OV). 
Fig.2. Fault diagnostic model based on Multi-class ELM classifier 
Fig.3 to Fig.4 are used to validate the multi-class ELM performance. The performance of EEFIM is examined by 
calculating the measures after implementing required modifications. 
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     (10) 
Mean Squared Error (MSE),  
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n
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k
MSE E
n  
 ¦  Where k k kE OD OA     (11)         
Where n = number of samples in data set, kOD = desired output and kOA = actual output obtained from the 
trained EEFIM. 
Fig. 3. ELM training phase results by using training data set. Fig. 4. ELM testing phase results by using test data set. 
The external fault identification accuracy and MSE of implemented EEFIM are evaluated with equation (10), 
and (11) as shown in Table 1.  
Table 1. ELM based accuracy analysis of external fault identification model 
MSE RMSE 
Successful 
detection (%) 
0 0 100 
4. Results and Discussion 
Fig. 2 shows the methodology adopted for identification of 3-phase induction motor external faults using ELM 
approach. The MATLAB [6] based code for ELM approach has been designed. The training was done, efficiency of 
external fault identification using ELM was found to be 100% (Table 1).  
For comparing other artificial intelligence methods, we have also applied the BP based MLP neural network and 
SVM. MLP is implemented based on RMS value of 3-phase voltages and currents [3] as input variables and check 
the external fault identification accuracy in form of correct prediction and compared them with multi-class ELM 
diagnostic model. The code for output layer of MLP model is decided in binary form as shown in Table 2. Out of 
160 test samples, some test results are shown in Table 3 [3] and its analysis is presented in Table 4. The ELM model 
gives better results than MLP and SVM in a short of time.  
From Table 4, it can be concluded from except tests no.2 and 7 that the proposed method is generally in 
agreement with MLP method for induction motor external fault identification. Due to the reason of not matching 
100% accuracy in MLP, several cases (i.e. case no.2 and 7) could not be diagnosed correctly as AFC by using the 
MLP method but are diagnosed by the ELM method. In comparison of SVM, proposed approach is faster. 
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Table 2. The code for output layer 
of MLP model 
Fault type Binary code 
NF 1000000 
OL 0100000 
LR 0010000 
SP 0001000 
UV 0000100 
OV 0000010 
UR 0000001 
Table 3. Test patterns [3] 
S.
No.
Input Parameters [3] 
AFC*V1 V2 V3 I1 I2 I3
1 2.6499 2.6398 2.6964 0.4277 0.4283 0.4313 NF 
2 2.6390 2.5931 2.6670 0.0062 0.6447 0.6415 SP 
3 0.9182 2.8949 2.9650 0.2731 0.9540 0.5640 UB 
4 2.8853 2.8800 2.8636 0.4835 0.4995 0.4969 OV 
5 2.6571 2.6134 2.6873 1.6713 1.6505 1.6687 LR 
6 2.642 2.6051 2.6789 0.8492 0.8297 0.8431 OL 
7 2.3824 2.3606 2.4226 0.3529 0.3529 0.3416 UV 
*AFC: actual fault condition; S. No.: sample number
Table 4. Multi-class ELM results comparison with MLP and SVM methods 
Sample 
No.
AFC*
Fault identification using different 
artificial intelligence methods 
MLP SVM ELM 
1 NF NF NF NF 
2 SP NF SP SP 
3 UB UB UB UB 
4 OV OV OV OV 
5 LR LR LR LR 
6 OL OL OL OL 
7 UV UB UV UV 
5. Conclusion 
In this paper, the crucial growths in condition monitoring of induction motor (IM) during past decade has been 
presented. A practical and efficient approach for external fault identification in 3-phase induction motors using the 
learning vector quantization based on a readily available online dataset has been presented. Proposed external fault 
diagnosis and condition assessment (EEFIM) model has been implemented using 788 dataset. EEFIM model utilized 
RMS value of 3-phase voltages and currents signature as input variables to identifying six external faults and normal 
operational condition (NF) experienced by a 3-phase IM. The suggested approach for external fault identification is 
robust and easy to use, involving only a 6 line MATLAB code. Along with these advantages, it is closed loop 
system and provides a reliable analysis for all cases. A comparison with the various diagnostic techniques highlights 
that the proposed method is better than MLP.  
Future work is focused adapting the proposed methodology for online condition monitoring and fault diagnosis in 
3-phase IMs protection. 
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